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Abstract 
 
My dissertation investigates glacier mass change in the Columbia and Rocky Mountains     
of British Columbia. In chapter one I discuss the importance of the cryosphere and glaciers, 
introduce the climate and glaciers of the study region, and outline the objectives and structure of 
this dissertation. 
Previous work established the feasibility of geodetic methods to accurately produce winter 
glacier mass balance and annual glacier mass balance. These studies demonstrate that geodetic 
surveys can be used to estimate mass balance during the accumulation season or for one glacier over 
a number of years. In chapter two, I refine these published methods to measure seasonal and annual 
mass balance for six glaciers within two mountain ranges from 2014–2018. I use synchronous 
field-based glaciological measurements, airborne laser scanning surveys (ALS) and satellite imagery 
to quantify seasonal glacier mass change from 2014–2018. 
Chapter three reports on radar surveys I completed of the study glaciers, adding important 
observations to the global database of ice thickness. I use these observations and an existing flowline 
model, driven with observations of surface mass balance and glacier elevation to bias-correct ice 
thickness estimates for each glacier. Finally, I use the model to estimate ice thickness for all glaciers 
in the Columbia Basin and estimate total ice volume. 
Chapter four builds upon previous work which used surface topography, glacier mass balance, 
ice thickness, and ice velocity data to estimate ice flux at discrete glacier cross-sections. Previous 
efforts to infer the spatial distribution of mass balance have focused on glacier tongues. I expand 
upon this method, calculating surface mass balance between flux gates over the entire elevation 
range of three glaciers, over three years. I derive the altitude-mass balance relation and demonstrate 
that the relation can be accurately described with high-resolution elevation and ice flux data, and 
suggest that this method can be expanded for large-scale estimates. 
Chapter five summarizes the study’s major findings, highlights its limitations and discussed 
its broader implications. Finally, I make recommendations that will address knowledge gaps, and 
improve our understanding of changing glacier conditions and ability to model glacier dynamics. 
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1. Introduction 
 
1.1 Importance of the cryosphere 
 
All forms of frozen water on Earth - seasonal snow, mountain glaciers, ice sheets, permafrost, 
lake, river and sea ice - comprise the cryosphere. Snow and ice play a fundamental role in  
Earth’s climate system, reflecting much of the incoming shortwave radiation at high latitudes and 
in mountainous terrain back to space, helping to regulate the surface temperature of the planet. 
Increased concentrations of greenhouse gases from anthropogenic sources (IPCC, 2013) have driven 
tropospheric warming over the past 50 years; this warming in turn drives large-scale changes in 
the cryosphere, with global implications that include changes in hemispheric circulation (e.g. Tang, 
Zhang, & Francis, 2013), sea level rise (e.g. Bahr, Dyurgerov, & Meier, 2009), changes to freshwater 
availability (e.g. Huss & Hock, 2018) and increased warming through ice-albedo feedbacks (e.g. 
Curry, Schramm, & Ebert, 1995). 
In western North America, seasonal snow covers much of the land mass in winter and is an 
important source of freshwater (e.g. Barnett, Adam, & Lettenmaier, 2005). Snow melt commences 
in spring (April–May) (e.g. Stewart, Cayan, & Dettinger, 2005) and by August, most snow has 
melted. July, August, and sometimes early September, are often characterized by hot, dry weather, 
which in glacierized catchments, increases glacier melt (e.g. Jost, Moore, Menounos, & Wheate, 
2012). Glacier runoff thus acts as a buffer against low streamflows which can harm aquatic 
ecosystems and sensitive species, including salmon (e.g. Milner et al., 2017). In this way, glaciers 
are effectively on-demand water towers (Viviroli, Dürr, Messerli, Meybeck, & Weingartner, 2007). 
Recent anthropogenic climate change has led to decreasing seasonal snowpacks (e.g. Barnett et al., 
2005; Mote, Hamlet, Clark, & Lettenmaier, 2005) and sustained negative mass balance conditions 
across western North America (Menounos et al., 2019; O’Neel et al., 2019; M. S. Pelto & Brown, 
2012), and globally (Zemp et al., 2019). Glacier cover within a watershed controls the nature of 
fluvial responses to climate change (e.g. Fleming & Clarke, 2003). As glacier area declines (e.g. 
Bolch, Menounos, & Wheate, 2010), glacier contributions to streamflow are changing (e.g. Moore, 
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Pelto, Menounos, & Hutchinson, 2020). For a glacier in equilibrium, ice melt over the lower glacier 
is balanced by snow accumulation over the upper portion of the glacier. A glacier which loses more 
mass than it gains will provide extra runoff due to the permanent loss of ice. This extra runoff is 
known as glacier wastage, and is unsustainable. 
In western Canada, glaciers provide late summer inflow to several large reservoirs (Anderson 
& Radić, 2020) including those in the Canadian portion of the Columbia River basin (Jost et al., 
2012). Many local communities also depend upon glacier runoff, and several communities in 
Alberta are predicted to experience unprecedented streamflow lows as glaciers disappear (Anderson 
& Radić, 2020).  Electricity produced from surface runoff, from seasonal snowpack and alpine 
glaciers, accounts for approximately 90% of British Columbia’s and 17% of Alberta’s current 
electrical power demand. Hydroelectric power generation reduces greenhouse gas emissions by 
displacing fossil fuel consumption, and helps the provinces and Canada to meet carbon emission 
targets. Shrinking glaciers pose a threat to this model. Glaciers are also of significance to provincial 
economies through tourism; these ice masses are national icons and, each year, are visited by 
millions of tourists. Backcountry, helicopter and snowcat skiing draw many skiers to the region. 
Combined, these three industries support over 3,000 jobs and $350 million in provincial output 
annually (Helicat Canada, 2019). Many of these operations have a significant portion of their tenure 
and ski runs located on glaciers. The evidence of glacier recession in many of the national and 
provincial parks provides a prime opportunity for educating the public about the effects of climate 
change. 
There are many stresses on meeting in-stream flow needs for aquatic ecosystems and fish, due 
to the reservoirs and hydroelectric system in western Canada (e.g. Cohen, Miller, Hamlet, & Avis, 
2000). Earlier melt-off and less predictable seasonal snowpack will only amplify these stresses 
(e.g. Hamlet, Mote, Clark, & Lettenmaier, 2005). Glacier retreat and the consequent runoff decline 
(Moore et al., 2020), further magnifies this effect by reducing streamflow contributions in the late 
summer months when demand is greatest for both ecosystems and human water resources. Salmon 
have immense cultural and economic significance in the region (e.g. Cohen et al., 2000; Pulwarty & 
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Redmond, 1997). Regional organizations have spent billions of dollars to maintain and improve 
Pacific salmon runs in the Columbia Basin (e.g. Pulwarty & Redmond, 1997), with plans to expand 
these efforts to Canada. Spawning salmon require cool, plentiful water. Glacier shrinkage and 
loss of the buffering capacity provided by glaciers and seasonal snow will increase stress imposed 
on Columbia River salmon. An understanding of how the basin’s glaciers are changing provides 
baseline information critical to best manage the aquatic ecosystems of the Columbia River basin. 
 
1.2 Glacier monitoring 
 
Changes in glacier volume and mass are observed by geodetic, glaciological (Fig. 1.1), and gravi- 
metric methods (e.g. Colgan et al., 2015), each having strengths and weaknesses. The glaciological 
method is most accurate for a given point, but suffers from errors due to interpolation and extrapola- 
tion to an entire glacier. Geodetic methods achieve superior spatial coverage, but ice dynamics and 
density must be addressed. The glaciological method provides glacier-wide mass changes using 
ground-based measurements for a limited number of sites and then extrapolates these observations 
to unmeasured areas of the glacier (e.g. Østrem & Brugman, 1991). The geodetic method estimates 
glacier wide elevation change by repeated mapping and differencing of glacier surface topographies 
from in situ (e.g. Beedle, Menounos, & Wheate, 2014; Huss et al., 2013), airborne (e.g. Klug et 
al., 2018; Rees & Arnold, 2007) and spaceborne surveys (e.g. Berthier et al., 2014; Dussaillant et 
al., 2019), usually over multi-year to decadal periods (e.g. Cogley, 1999). Trends in glacier mass 
change can be derived from repeat satellite gravimetry observations and forward modeling (e.g. 
Colgan et al., 2015), but these approaches can only resolve mass change at low spatial resolution (~ 
110 km2) and so are difficult to apply for many of Earth’s mountain regions. Zemp et al. (2019) 
found that 450 and 19,130 glaciers have glaciological and geodetic data available, respectively, 
which correspond to sample sizes of less than 1% and 9% of the total number of glaciers globally 
(W. T. Pfeffer et al., 2014). This discrepancy highlights the ability of air- and spaceborne geodetic 
methods to collect data over far greater spatial scales than ground-based mass balance programs. 
At a given point on a glacier, height change is due to the sum of ablation or accumulation and 
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Figure 1.1:  The spatial and temporal scales of methods to measure glacier mass and volume change    
(A). Aerial coverage and period of record for data sets available to estimate glacier mass change in west- 
ern Canada (B): Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) visible 
and near infrared instrument; Shuttle Radar Topographic Mission (SRTM); aerial photogrammetry; air- 
borne light detection and ranging (LiDAR); and glaciological mass balance. (Panel A is adapted from 
http://geode.colorado.edu/ small/snowdensity.html). 
 
vertical ice velocity, and if in the accumulation zone, firn compaction. By directly measuring mass 
balance, glaciological data can be used to characterize the spatial pattern of mass balance and most 
importantly, the altitude-mass balance relation (mass balance gradient). Glaciological data are 
valuable for geodetic studies as validation data (e.g. Davaze, Rabatel, Dufour, Hugonnet, & Arnaud, 
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2020), by providing estimates of snow and firn density (e.g. Klug et al., 2018), and allowing for 
constraint of ice flux (e.g. Berthier & Vincent, 2012; Vincent, Soruco, Six, & Le Meur, 2009). 
Models of regional glacier evolution apply statistical methods to extrapolate model parameters or 
results from glaciers with detailed observations to those without (Bach, Radić, & Schoof, 2018). 
These parameters require observations like measurements of energy balance terms (e.g. Mölg & 
Hardy, 2004), ice velocity (e.g. Burgess, Forster, & Larsen, 2013), ice thickness (e.g. Bauder, Funk, 
& Gudmundsson, 2003), mass balance (e.g. Young, 1981), and water flow (e.g. Fountain & Walder, 
1998). Model development and refinements to theory thus require good observational data that can 
be provided by both the geodetic and glaciological methods. 
 
1.3 Glaciers and climate of the Canadian Columbia River basin 
 
The 2,000 km-long Columbia River is the fourth largest river in North America by discharge and is 
one of the most heavily developed transboundary water resources in North America (e.g. Cohen 
et al., 2000). The Columbia River basin,  covers nearly 670,000 km2 and encompasses portions 
of seven states in the United States of America and the Canadian province of British Columbia 
(BC) (Fig. 1.2). This watershed produces over 40% of hydroelectricity in the United States (U.S. 
Energy Information Administration, 2018), more than any other river system in North America. The 
Canadian portion of the basin, hereafter referred to as ‘the Basin’, represents 15% of the watershed’s 
total area (Fig. 1.2) yet provides 30–40% of its total discharge, predominately from snowmelt 
(Cohen et al., 2000). There are over 2,100 glaciers covering 1,750 km2 in the Basin. A majority of 
the glaciers in the Basin lie in the Columbia Mountains, located to the west of the Rocky Mountain 
Trench. The glaciers of the Columbia Mountains are spread across the Cariboo, Monashee, Selkirk 
and Purcell ranges. The remaining glaciers in the Basin lie to the east of the Rocky Mountain 
Trench in the Rocky Mountains. Glaciers exist between 1300 and 3500 m a.s.l. with a median 
glacier elevation range of 2220–2620 m a.s.l. The average glacier in the Basin occupies 0.8 km2
ranging from the minimum mapped glacier size, 0.05 km2 to 27 km2 (Bolch et al., 2010). Five of 
the seven glaciers featured in this study (Table 3.1) lie within the Columbia Mountains while the 
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Figure 1.2: The Canadian Columbia River basin (grey outline, brighter topography) and locations of study 
sites. The Columbia and Rocky Mountains are separated by the Rocky Mountain Trench (RMT). Weather 
stations (black dots) at Rogers Pass (RP) and Lake Louise (LL) are referred to in the introduction. Inset 
shows the Canadian portion (green) of the Columbia River basin (brown) which contributes to the river where 
it crosses the international border. 
 
West Washmawapta and Haig glaciers are within the Rocky Mountains (Fig. 1.2). 
The Columbia Mountains are transitional between maritime and continental (Demarchi, 2011). 
Monthly average temperatures in the Basin (elevation range from 420 to 3700 m a.s.l.) range 
from –9.2°C in January to +13.3°C in July (Najafi, Zwiers, & Gillett, 2017; Schnorbus, Werner, & 
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Bennett, 2014). General circulation is dominated by westerly flow, which brings consistent Pacific 
moisture, particularly in the winter months. Approximately 65% of annual precipitation falls as 
snow, with snowfall possible throughout the year (Schnorbus et al., 2014). The snow accumulation 
season in both the Columbia and Canadian Rocky mountains extends from October through April. 
The melt season runs from May through September. From 1981 to 2010, Rogers Pass, located in 
the center of the Columbia Mountains (Fig. 1.2), at an elevation of 1330 m a.s.l., had an average 
annual temperature of +1.9 °C, an average winter (December–February) temperature of –8.0°C, 
and experienced 1056 ± 49 mm w.e.  (millimeter water equivalent) of precipitation through the 
accumulation season (October–April) (Environment and Climate Change Canada, 2019). 
The eastern slopes of the Canadian Rocky Mountains experience a continental climate with 
mild summers and cold winters. However, moist Pacific air masses, with persistent westerly flow 
driving orographic uplift on the western flanks of the Rocky Mountains (Sinclair & Marshall, 
2009) drive most winter precipitation along the continental divide. This combination of continental 
and maritime influences fosters extensive glaciation along the continental divide, with glaciers at 
elevations from 2200 to 3500 m a.s.l. on the eastern slopes. From 1981 to 2010, Lake Louise, 
located in the center of the southern Canadian Rocky Mountains (Fig. 1.2), at an elevation of 1524 
m a.s.l., had an average annual temperature of +0.2°C, an average winter temperature of –11.6°C, 
and experienced 298 ± 39 mm w.e. of precipitation through the accumulation season (Environment 
and Climate Change Canada, 2019). As evidenced by comparing Lake Louise and Rogers Pass, the 
Canadian Rocky Mountains are drier and colder in winter than the Columbia Mountains. 
 
1.4 Dissertation objectives 
 
This dissertation aims to further our ability to measure and understand the response of glaciers to 
climate change. To do so, I collected field-based and remotely-sensed data over a five-year period 
for glaciers in the upper Columbia River basin. These data are used to quantify glacier change 
over this period. More importantly, however, I use these data to develop methods to systematically 
measure mass balance at seasonal to annual time scales for many hundreds of glaciers within a 
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given mountain range. 
To investigate the ongoing retreat of glaciers and associated water resource implications in the 
Columbia Mountains of British Columbia, my PhD research pursues three research questions with 
the goal of developing cost-effective strategies to monitor glacier mass balance for mountainous 
regions. 
 
1. How comparable are glaciological- and geodetic-based estimates of seasonal glacier 
mass balance for different glaciers and for multiple years? 
2. How much do ice volume estimates for the Columbia Basin change when tuned with ob- 
servational data, and what is the relative influence of model inputs such as topography 
and mass balance? 
3. Can we estimate the altitude mass balance relation for glaciers from remotely-sensed 
data? 
These research questions all focus on methods which can expand and improve our ability to 
measure changes to glaciers. More observations of glacier change such as balance gradients and ice 
thickness, will refine and improve physically based models that simulate ice loss. 
 
1.5 Dissertation structure 
 
My dissertation is paper-based, and chapters 2, 3, and 4 are written as stand alone manuscripts. I 
have made slight modifications to chapter content in this dissertation to reduce repetition; these 
modifications are restricted to the introductory content of each chapter. Preceding the abstract of 
each chapter I note the status of each paper within the peer-review process. Chapter 5 concludes this 
dissertation with an over-arching summary, a discussion of study limitations and recommendations 
for future work. Additional information about each particular study described in chapters 2, 3 and 4 
can be found in the appendices. 
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2. Multi-year evaluation of airborne geodetic surveys to estimate seasonal 
mass balance, Columbia and Rocky Mountains, Canada 
Publication details: 
This chapter has been peer reviewed and is published in The Cryosphere. Please see Appendix A: 
Authorship Statements for details of the contributions of each author. 
 
Pelto, B. M., Menounos, B., and Marshall, S. J. (2019). Multi-year evaluation of airborne geode- 
tic surveys to estimate seasonal mass balance, Columbia and Rocky Mountains, Canada. The 
Cryosphere 13, 1709–1727. doi: 10.5194/tc-13-1709-2019. 
 
2.1 Abstract 
Seasonal measurements of glacier mass balance provide insight into the relation between climate 
forcing and glacier change. To evaluate the feasibility of using remotely sensed methods to assess 
seasonal balance, we completed tandem airborne laser scanning (ALS) surveys and field-based 
glaciological measurements over a 4-year period for six alpine glaciers that lie in the Columbia 
and Rocky Mountains, near the headwaters of the Columbia River, British Columbia, Canada.  
We calculated annual geodetic balance using coregistered late summer digital elevation models 
(DEMs) and distributed estimates of density based on surface classification of ice, snow, and firn 
surfaces. Winter balance was derived using coregistered late summer and spring DEMs, as well as 
density measurements from regional snow survey observations and our glaciological measurements. 
Geodetic summer balance was calculated as the difference between winter and annual balance. 
Winter mass balance from our glaciological observations averaged 1.95 ± 0.09 m w.e. (meter water 
equivalent), 4 % larger than those derived from geodetic surveys. Average glaciological summer and 
annual balance were 3 % smaller and 3 % larger, respectively, than our geodetic estimates. We find 
that distributing snow, firn, and ice density based on surface classification has a greater influence 
on geodetic annual mass change than the density values themselves. Our results demonstrate that 
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accurate assessments of seasonal mass change can be produced using ALS over a series of glaciers 
spanning several mountain ranges. Such agreement over multiple seasons, years, and glaciers 
demonstrates the ability of high-resolution geodetic methods to increase the number of glaciers 
where seasonal mass balance can be reliably estimated. 
 
2.2 Introduction 
 
Glaciers are in rapid retreat across western Canada (Menounos et al., 2019). Deglaciation is 
projected to have pronounced impacts on streamflow in western Canada (Clarke, Jarosch, Anslow, 
Radić, & Menounos, 2015), with the greatest reductions in August and September streamflow as 
glaciers shrink (Huss & Hock, 2018; Jost et al., 2012). In the Canadian Columbia River basin, peak 
glacier runoff from ice wastage is either currently underway (Huss & Hock, 2018) or will occur 
within the next decade (Clarke et al., 2015). Improved projections of changes in glacier runoff 
will require refined treatment of seasonally varying processes that nourish and deplete glaciers, 
namely the redistribution of snow by wind and gravitational processes and changes in surface albedo. 
Seasonal mass balance records are also required to calibrate and validate these physically based 
mass balance models. These records do not currently exist for the Columbia River basin, however. 
In addition to their use in refining estimates of future changes in glacier runoff, mass balance 
observations provide a valuable synopsis of a glacier’s mass budget and its implications for glacier 
runoff (Jost et al., 2012; Ragettli, Immerzeel, & Pellicciotti, 2016; Stahl & Moore, 2006), water 
storage, regional climate (Huss, Bauder, Funk, & Hock, 2008; Radic  ́et al., 2014), and contribution 
to sea level rise (Huss & Hock, 2018). Glacier mass balance is a function of accumulation and 
ablation processes, responding directly to meteorological forcing at timescales of a season or more 
(Oerlemans et al., 1998). Measurement of seasonal mass change via in situ and geodetic methods 
provides a means to assess the importance of meteorological drivers of glacier nourishment and 
melt. These observations can reveal trends and patterns in glacier mass evolution and are valuable 
calibration and validation datasets for global (Huss & Hock, 2018; Maussion et al., 2019) and 
regional glacier models (Clarke et al., 2015), as well as for ingestion into regional hydrologic 
11  
models (Schnorbus et al., 2014). 
Seasonal balance is logistically and financially difficult and globally few seasonal mass balance 
records exist (Ohmura, 2011). Currently, seasonal balance measurements for western Canadian 
glaciers are not publicly available (WGMS, 2018). Seasonal snowpack forms a critical component 
of glacier mass balance (Østrem & Brugman, 1991); it controls the volume and timing of runoff 
in the snowmelt-dominated tributaries to the Columbia River (Brahney, Weber, Foord,  Janmaat, 
& Curtis, 2017). Like many regions (Barnett et al., 2005), high-elevation snow and precipitation 
records are limited in the Columbia River basin of Canada. Snow data are routinely only monitored 
at or below treeline, and much of the basin, including its glaciated terrain, exists above this elevation. 
Some models suggest snowpack may be increasing at high elevations (Schnorbus et al., 2014), 
though existing snow observations below treeline indicate decreased water equivalent through  
the 1980–2011 period (Brahney et al., 2017). This data gap hinders accurate estimates of alpine 
snowpack in the region, which is critical for glacier nourishment, ecosystems, hydropower, and 
flood forecasts (Hamlet et al., 2005). 
Geodetic methods are now regularly used to measure seasonal snow depth on glaciers via 
surface (Helfricht, Kuhn, Keuschnig, & Heilig, 2014; McGrath et al., 2015) or helicopter-borne 
ground-penetrating radar (Dadic, Mott, Lehning, & Burlando, 2010; Machguth, Eisen, Paul, & 
Hoelzle, 2006; Sold, Huss, Eichler, Schwikowski, & Hölzle, 2015), airborne laser scanning (ALS) 
surveys (Helfricht et al., 2012; Sold et al., 2013), airborne photogrammetry (Nolan, Larsen, & 
Sturm, 2015), and stereoscopic satellite imagery (Belart et al., 2017). Geodetic surveys offer the 
ability to greatly expand the number of glaciers over which snow depth and mass change estimates 
can be made (Berthier et al., 2014). For hydrological applications, snow depth must be converted 
into snow water equivalent (SWE), and thus snow density must be known or estimated. Physical 
modeling of snow density is difficult (Sold et al., 2015), and in situ density measurements are 
sparse and are expensive in terms of cost and effort. Density measurements for snow over glacier 
surfaces often show little relation to either elevation or snow depth (Fausto et al., 2018; Machguth 
et al., 2006; McGrath et al., 2015). Density thus introduces uncertainty to geodetic winter SWE 
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Table 2.1: Glacier-specific details. Firn ratio refers to the area of a glacier covered by multi-year firn, which 
is the combination of accumulation area and exposed firn from 2015 imagery. 
 
Glacier Area Max elev. Min elev. Range Mean elev. Length Firn Aspect 
 (km2) (m) (m) (m) (m) (km) ratio  
Zillmer 5.43 2860 1860 1000 2380 5.59 0.59 NW 
Nordic 3.39 2990 2065 925 2515 3.30 0.62 N 
Illecillewaet 7.72 2908 2147 761 2532 4.29 0.48 WNW 
Haig 2.62 2870 2461 409 2660 2.45 0.06 SE 
Conrad 11.45 3235 1825 1410 2595 12.18 0.58 N 
Kokanee 1.79 2805 2220 585 2585 2.20 0.48 N 
 
 
estimates which are vital to calibrate and validate hydrological modeling and to measure seasonal 
mass balance (Belart et al., 2017; Sold et al., 2013). The primary objective of our study is to evaluate 
the reliability of geodetic surveys and density assumptions for estimation of seasonal mass change 
of temperate glaciers over multiple years. 
2.2.1 Study area 
 
Please see Section 1.3 for details regarding the glaciers and climate of the Rocky and Columbia 
mountains. Fig. 1.2 and Table 2.1 depict the location and characteristics of our study glaciers. 
 
2.3 Data and methods 
 
2.3.1 Study sites 
 
Over the period 2014–2018 we measured seasonal mass balance of six alpine glaciers (Table 2.1): 
(1) Zillmer Glacier (5.4 km2) in the Cariboo Mountains; (2) Nordic Glacier (3.4 km2) and (3) Ille- 
cillewaet Glacier (7.7 km2) in the Selkirk Mountains; (4) Conrad Glacier (11.5 km2) and (5) Kokanee 
Glacier (1.8 km2) in the Purcell Mountains; and (6) Haig Glacier (2.6 km2), which straddles the 
continental divide. Haig Glacier is in the Rocky Mountains, whereas the other five glaciers lie in 
the Columbia Mountains. 
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Table 2.2: Date and number of observation locations (n) for glaciological visits and geodetic acquisition 
dates and point density. Field dates are the median date of glacier visit. 
 
Year Glacier Autumn glac. n Autumn ALS Cover Points Winter glac. n Winter ALS Cover Points 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.3.2 Geodetic mass balance 
 
We performed repeat fixed-wing ALS surveys from late summer 2014 to late summer 2016 (Ta- 
ble 2.2) using a Riegl VQ-580 infrared (1024 micron) laser scanner with dedicated Applanix POS 
AV Global Navigation Satellite System (GNSS) inertial measurement unit (IMU). Later surveys 
used the same GNSS IMU and a Riegl Q-780 infrared (1024 micron) laser scanner. The VQ-580 and 
Q-780 were respectively flown at around 500 and 2500 m above the terrain that yielded swath widths 
of 500–1000 and 2000–3000 m. Effective sampling diameter was 10–20 cm per laser shot. We 
planned the airborne surveys with 53 % overlap between flight lines to yield return point densities 
that averaged 1–3 laser shots m−2 (Table 2.2) and to minimize systematic bias from off-nadir laser 
shots. 
(m/d/y) (m/d/y) (%) m−2 (m/d/y)  (m/d/y) (%) m−2 
2015 Zillmer 8/23/2015 23 10/3/2015 100 2.75 5/30/2015 20 4/19/2015 100 3.34 
2016 Zillmer 8/15/2016 23 9/14/2016 100 2.44 4/14/2016 46 4/18/2016 100 3.69 
2017 Zillmer 8/22/2017 26 11/3/2017 100 1.49 4/13/2017 31 5/20/2017 100 0.80 
2018 Zillmer – – – – – 5/19/2018 42 4/29/2018 100 4.37 
2014 Nordic 8/29/2014 8 9/11/2014 100 8.71 4/27/2014 16 – – – 
2015 Nordic 8/31/2015 11 9/11/2015 99 1.99 5/1/2015 20 4/19/2015 100 3.04 
2016 Nordic 8/21/2016 21 9/12/2016 99 3.27 5/2/2016 28 4/17/2016 100 3.21 
2017 Nordic 9/14/2017 18 9/27/2017 100 2.35 5/1/2017 21 5/21/2017 100 0.96 
2018 Nordic – – – – – 5/1/2018 21 4/26/2018 100 1.84 
2015 Illec. 9/24/2015 9 9/11/2015 97 1.02 – – 4/19/2015 100 2.31 
2016 Illec. 9/12/2016 100 1.37 – – 4/17/2016 100 2.50   
2017 Illec. 9/27/2017 7 9/17/2017 100 2.59 5/19/2017 3 5/21/2017 100 1.22 
2018 Illec. – – – – – – – 4/26/2018 100 1.64 
2015 Haig 9/12/2015 2 9/12/2015 100 0.93 5/12/2015 33 4/20/2015 100 2.89 
2016 Haig 9/13/2016 1 9/13/2016 100 1.85 5/18/2016 33 4/17/2016 100 2.64 
2017 Haig 9/16/2017 1 9/16/2017 97 4.82 5/12/2017 33 5/21/2017 100 1.09 
2018 Haig – – – – – – – 4/27/2018 100 3.23 
2014 Conrad 9/4/2014 7 9/11/2014 100 10.38 – – – – – 
2015 Conrad 9/5/2015 9 9/12/2015 92 1.35 4/23/2015 38 4/20/2015 100 3.58 
2016 Conrad 8/28/2016 31 9/12/2016 100 2.45 4/26/2016 44 4/17/2016 100 2.45 
2017 Conrad 9/10/2017 42 9/17/2017 94 3.70 5/15/2017 59 5/21/2017 100 1.29 
2018 Conrad – – – – – 4/24/2018 56 4/26/2018 100 1.84 
2015 Kokanee 8/27/2015 11 9/12/2015 100 1.04 4/20/2015 20 4/19/2015 100 2.99 
2016 Kokanee 9/5/2016 23 9/13/2016 100 2.07 4/19/2016 33 4/17/2016 100 2.77 
2017 Kokanee 9/19/2017 15 9/16/2017 83 2.63 4/17/2017 23 5/21/2017 100 0.92 
2018 Kokanee – – – – – 4/18/2018 21 4/26/2018 100 1.33 
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2.3.2.1 ALS post-processing 
 
Post-processing of the ALS survey flight trajectory data used the PosPac Mobile Mapping Suite 
(Applanix), with Trimble CenterPoint RTX with vertical and horizontal positional uncertainties that 
were typically better than ± 15 cm (1σ). We post-processed point clouds and exported data into LAS 
(lidar data exchange file) files, a binary file format that can be efficiently processed with LAStools 
(https://rapidlasso.com/lastools/, last access: 30 May 2017, Isenburg, 2014). We 
used the LAStools las2dem algorithm to create 1 m resolution digital elevation models (DEMs). 
Las2dem triangulates ground classified ALS points from LAS files into a temporary triangulated 
irregular network (TIN). A DEM is then created from this using nearest-neighbor interpolation. 
Given an average point density of greater than 2 points m−2 (Table 2.2), little interpolation was 
required.  We  coregistered all DEMs following the method detailed in Nuth and Kääb (2011).  
For late summer surveys, one master DEM was chosen and all other late summer DEMs were 
coregistered to that DEM for stable terrain (e.g., off-glacier) only. Stable terrain was identified in 
satellite imagery and excluded forests, lakes, and ice- and snow-covered areas. For winter DEMs, 
the previous late summer DEM was used as the master DEM to mitigate against any surface height 
changes in areas defined as stable terrain, due to processes such as rockfall or vegetation height 
change. During the spring surveys, there was little to no snow-free terrain, except rocky features 
with extreme slopes which are not used in the coregistration (slope > 40° excluded). We thus did 
not apply any vertical shift during coregistration of winter DEMs. 
We utilized satellite imagery from Landsat 7 and 8, Sentinel-2, and PlanetScope at 30, 10, and 
3–5 m resolution, respectively (Bevington, Gleason, Giroux-Bougard, & de Jong, 2018), to guide 
surface classification used to coregister DEMs and calculate geodetic mass change. We selected 
the latest snow-free imagery from September or late August and used a band ratio and threshold 
method (Kääb, 2005) to classify areas of snow, firn, and ice. In some cases, we manually corrected 
surface maps where our automated methods failed to differentiate between firn and snow surfaces. 
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Table 2.4: Density values used for geodetic and glaciological balance. Glaciological values are average 
values. ∗ Geodetic spring snow density (ρspring) is 440 ± 50 kg m−3 for Haig Glacier and glaciological is 
420 ± 45 kg m−3 (n = 46). 
 
Density Geodetic Glaciological n 
(kg m−3) (kg m−3) 
ρspring 470 ± 70∗ 457 ± 50∗ 74 
ρsnow 590 ± 90 570 ± 20 27 
ρfirn 700 ± 100 703 ± 65 4 
  ρice 910 ± 10 – –   
 
 
To calculate annual mass change (Ba), we (1) difference two DEMs to create a height change 
DEM (∆DEM); (2) bias correct the height change by the mean height difference over stable terrain 
between two DEMs after coregistration (Bias∆h, Table 2.4); (3) derive a mask based on surface 
classification of ice, firn, and snow from satellite imagery (Fig. B.1); and then (4) apply the density 
of each respective surface type (Table 4), to the ∆DEM to calculate mass balance. We chose not to 
use digital terrain models (DTMs), which represent gridded elevation based on last returns from 
the laser scanner, since our gridding algorithms employed in LAStools filled crevasses and did not 
preserve sharp ridges that aided in coregistration of the DEMs. 
Annual glacier mass balance is defined as the sum of accumulation and ablation throughout the 
balance year (Cuffey & Paterson, 2010), which can be expressed as the sum of winter and summer 
balance: 
Ba = Bw + Bs (2.1) 
 
For geodetic and glaciological mass balance, we measure winter and annual balance and calculate 
summer balance as their difference: 
Bs = Ba − Bw (2.2) 
To calculate geodetic winter balance (Bw_geod), we created a ∆DEM from a given spring DEM 
and the previous late summer DEM and then applied spring snow density (Table 4). We did not 
independently estimate Bs_geod because of the added uncertainty of partitioning elevation change 
due to melt or compaction of snow and firn. 
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Table 2.5: Late summer snow density observations from regional studies. We use 570 kg m−3 as our density 
of late summer snow for geodetic mass balance but also separately calculate mass balance using the average 
for regional studies excluding those from glaciers in this study (590 kg m−3). 
 
Location Mean ρsnow Range ρsnow References 
 (kg m−3) (kg m−3)  
South Cascade Gl., WA, USA 580 530–600 Bidlake, Josberger, and Savoca 
   (2010); Krimmel (1996) 
Juneau Icefield, AK, USA 560 540–580 Miller and Pelto (1999); 
   M. S. Pelto and Miller (1990) 
Castle Creek Gl., BC, CA 600 – Beedle et al. (2014) 
North Cascades, WA, USA 600 590–630 M. S. Pelto and Riedel (2001) 
Haig Glacier, AB, CA 545 530–570 Marshall (2012) 
Columbia Basin, BC, CA 570 535–615 This study 
 
2.3.2.2 Density estimates 
 
While ALS provides an accurate estimate of snow depth with vertical uncertainties of ±0.1–0.3 m 
(Abermann, Fischer, Lambrecht, & Geist, 2010; Bollmann, Sailer, Briese, Stötter, & Fritzmann, 
2011; Joerg, Morsdorf, & Zemp, 2012), it provides no information regarding snow density. We 
use manual snow survey measurements available from the British Columbia River Forecast Centre 
(BCRFC) (Weber & Litke, 2018) as independent data to estimate spring snow density, and we 
compare this with our measured glaciological snow densities. These snow surveys are conducted as 
part of the BC snow survey program eight times per year, with most sites located between 1000 and 
2000 m a.s.l. We use these BCRFC data to evaluate whether reliable estimates of snow density can 
be obtained for regions where no snow observations over glaciers exist. The mean date of our spring 
field visits was 1 May (Table 2.2), so we chose 1 May snow survey data (n = 10,169) to derive a 
relation between SWE (kg m−2) and snow depth (m) (Fig. 2.1). The linear relation (regression fit) 
yields a slope of 470 ± 70 kg m−3 (r2 = 0.97, p <0.01), which we use as the average 1 May snow 
density which we applied for our geodetic Bw calculations. For Haig Glacier, we chose only snow 
survey measurements from the Rocky Mountains for a linear relation yielding 440 ± 50 kg m−3
(n = 629). The estimated uncertainty in bulk snow density (± 70 and ± 50 kg m−3) represents the 
standard deviation (σ) of the snow survey data. For our glaciological density-informed Bw_geod, we 
use the observed glacier-wide snow density (Table B.1) and a linear regression of density versus day 
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Figure 2.1: Snow depth versus snow water equivalent from 1 May provincial snow survey data. The mean 
date of our spring field seasons was 1 May, and so we chose 1 May BC snow survey data (a) to derive a 
SWE–snow-depth regression from which we determined the average 1 May snow density (470 70 kg m−3
(r2 = 0.97, n = 10,169)). For Haig Glacier, we derived a regression from only snow stations within the 
Rocky Mountains south of Pine Pass to derive winter density (440 ± 50 kg m−3 (r2 =0.97, n =629)). 
and used the slope (3.0 kg m−3 d−1, r2 = 0.43) and days between the survey and the observations 
to adjust for change in snow density (Fig. 2.2). The lack of an altitudinal trend in snow density 
observed on many glaciers (Fausto et al., 2018; McGrath et al., 2015, 2018; Sold et al., 2016) and 
those of this study, coupled with the absence of high-elevation snow density measurements and 
the annual variability of snow density evolution, required the use of a single value for spring snow 
density. 
Regional observations of late summer snow density are consistent (Table 5), ranging from 530 
to 630 kg m−3 for glaciers across the Pacific Northwest (Table 5). This is expected for temperate, 
midlatitude glaciers, where snow densities range from the critical density of about 550 kg m−3
(Benson, 1962; Herron & Langway, 1980) to around 600 kg m−3 depending upon regional clima- 
tology. Since we independently evaluate glaciological versus geodetic estimates of mass change, 
we compare application of our late summer glaciological snow density measurements to calculate 
net balance with estimates based on the average of typical observations from four regional sources 
(590 ± 60 kg m−3; Table 5), to test the impact of uncertainties of up to 10 % in this parameter. Firn 
density has not been reported for the study area, so we estimate 700 ± 100 kg m−3 for multi-year 
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Figure 2.2: Snow density versus Julian day for all discrete snow pit and snow core locations (n =46). For 
our glaciological density-informed estimates, we use the observed glacier-wide snow density and a linear 
regression of density versus day and used the slope (3.0 kg m−3 d−1 (r2 =0.43, p <0.01)) and days between 
the survey and the observations to adjust for change in snow density (Table B.1). 
 
firn based on observations in the Ötzal Alps (Ambach, Bortenschlager, & Eisner, 1966). This value 
is also consistent with our firn core measurements for firn two or more years old (Table B.2; average 
density of 703 ± 65 kg m−3, n =4). Measurements of one–year–old firn averaged 619 ± 47 kg m−3
(n =8). Given the sustained mass loss of Pacific Northwest glaciers (Bolch et al., 2010; Menounos 
et al., 2019; M. S. Pelto, 2006), exposed firn is generally more than 1 year old, and we apply an 
uncertainty of 2 times the σ of our multi-year firn core observations (± 15%), which captures the 
range of observed firn densities (664–776 kg m−3). We use an ice density of 910 ± 10 kg m−3
(Clarke et al., 2013). After performing a pixel-based surface classification for each late summer, we 
used these classification masks to assign a density (Table 4) to each pixel (snow/firn/ice). 
 
2.3.2.3 Firn processes 
 
Firn meltwater retention and densification are neglected in our study. Firn densification (Belart et al., 
2017; Sold et al., 2013) can be modeled, but this approach assumes that net annual surface elevation 
change corresponds to the average annual accumulation layer transformed from end-of-year snow 
density to ice (Sold et al., 2013). Glaciers in this study have a low average accumulation ablation 
area ratio (AAR, 38 %, Table 2.4), and ice area ratios range from 38 % to 94 % (mean: 47 %). In 
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most years, a significant amount of multi-year firn is exposed on these glaciers, similar to other 
glaciers experiencing strong mass loss (Fischer, 2011; Klug et al., 2018). Firn area and thickness 
losses interrupt the normal cycle of firn densification. Using the firn model of Sold et al. (2013) 
yields an estimated annual surface lowering over a given accumulation area due to densification of 
∼ 0.20 m; yet uncertainty in estimating surface lowering resulting from densification is high since 
we lack knowledge of the required input parameters. Because of this, and because firn densification 
is unlikely to produce firn densities outside the range of our estimate (700 ± 100 kg m−3), we chose 
not to estimate firn densification in our study. Firn compaction therefore comprises one systematic 
uncertainty term in our analysis. 
 
2.3.3 Glaciological mass balance 
 
We collected glacier mass balance measurements using the glaciological method (Cogley et al., 
2011) with a two-season stratigraphic approach (Østrem & Brugman, 1991). Spring glaciological 
field campaigns typically occurred between mid-April and mid-May, and the summer/annual balance 
visits took place between mid-August and mid-September (Table 2.2). Measurements of Ba and Bw
allow the calculation of summer balance Bs (Eq. 1). Glacier mass balance measurements included 
snow depth, snow density, ablation, and kinematic GPS surveys of the glacier surface (Fig. 2.3). 
Our methods apply to the four glaciers studied by the University of Northern British Columbia 
(UNBC): the Zillmer, Nordic, Conrad, and Kokanee glaciers. For Haig Glacier, winter mass 
balance measurements followed the same field protocols, but summer mass balance derives from a 
combination of point observations and a distributed model of glacier melt (Marshall, 2014; Samimi 
& Marshall, 2017). The glacier melt model has 30 m resolution and uses a surface energy balance, 
driven by automatic-weather-station data collected on the upper glacier and in the glacier forefield. 
Illecillewaet Glacier has been monitored by Parks Canada since 2009 (Hirose & Marshall, 2013). 
We calculated Ba_glac for Illecillewaet Glacier using the contour method since there were insufficient 
point measurements to estimate mass balance using the profile method. 
Others have shown that snow depth is more variable than density (Elder, Dozier, & Michaelsen, 
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Figure 2.3: Measurement networks for the (a) Zillmer, (b) Nordic, (c) Kokanee, and (d) Conrad glaciers. 
Snow depth measurement locations, ablation stakes, and snow pit/core locations are pictured along with 
100-m elevation contours. Refer to Marshall (2014) for the Haig Glacier and to Hirose and Marshall (2013) 
for the Illecillewaet Glacier. Map coordinates are in BC Albers. 
 
1991; M. S. Pelto, 1996; Pulwicki, Flowers, Radić, & Bingham, 2018), so we designed a sampling 
strategy that measures snow depth much more than density (an approximate sampling ratio of   
25 : 1). We used G3 industrial aluminum probes to collect over 1750 estimates of snow depth 
over the period of study. The probe can penetrate thick ice lenses and allowed us to measure 
snow depths of up to 8 m. The boundary between snow and firn is typically made up of clearly 
defined ice lenses of variable thickness, which can be detected with a probe on midlatitude glaciers 
(Østrem & Brugman, 1991; M. S. Pelto, 1996; Sold et al., 2013). This end-of-summer surface at the 
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glaciers in this study has such strength that an industrial probe can penetrate no more than a couple 
centimeters, in contrast with internal ice lenses in seasonal snowpack, which can be penetrated 
due to weak underlying support. Initially, we collected four probe measurements per location, but 
after two spring seasons we determined that two measurements were sufficient per location. The 
average σ for probe measurements for four (two) measurements was 0.14 m (0.07 m) for spring and 
0.10 m (0.08 m) for late summer. Two measurements per location allowed additional locations to be 
measured, since our observed low variability between proximal measurements is consistent with 
other studies (Beedle et al., 2014; M. S. Pelto, Kavanaugh, & McNeil, 2013). 
We measured snow density with a 100 cm3 box cutter (Hydro-Tech) in snow pits and from snow 
cores using a 7.25 cm diameter Kovacs corer. Our rationale to use a snow corer was that average 
spring snow depth exceeded 4 m and we chose to have as many sites as possible to estimate snow 
density. The corer also allowed us to sample internal ice lenses, which are difficult to measure with 
a snow sampler (Proksch, Rutter, Fierz, & Schneebeli, 2016). We measured spring snow density at 
low, middle, and high elevations for each glacier. If we observed an elevation trend in our density 
measurements, we applied a linear regression of density and elevation to our depth measurements 
prior to converting these data to water equivalent (mass). When there was no linear gradient, we 
averaged the snow density measurements to produce a glacier-wide snow density. 
We conducted nine side-by-side pit–core comparisons that revealed density measured in our 
snow pits was comparable, with density from snow pits about 0.2 ± 5.7% heavier than measured 
by subsampling snow cores (Fig. B.4). The mean absolute difference between pit and core density 
was 4.8 %, similar to observations made at Alto dell’Ortles Glacier (Gabrielli et al., 2010). Method- 
ological differences (Sect. B1 in Appendix B) are within the range expected between duplicate 
field-based measurements of snow density (1 %–6 %) and with different cutters (3 %–12 %) (Conger 
& McClung, 2009; Proksch et al., 2016). 
Aluminum and polyvinyl chloride ablation stakes were used on each glacier to measure ice and 
firn ablation. The stake heights were measured (± 1 cm) and redrilled during each late summer 
visit. As a check on stake elevation, we measured depth to the previous snow surface for all stakes 
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in firn, as stakes may self-drill in firn (Østrem & Brugman, 1991). Stakes were generally aligned 
along the centerline of a given glacier; however, we added a second transect of stakes to cover each 
branch to improve spatial coverage on each study site (Fig. 2.3). Conrad Glacier also featured three 
latitudinal sets of ablation stakes. 
To calculate mass balance, we used the profile method (Escher-Vetter, Kuhn, & Weber, 2009), 
applied over 100 m hypsometric elevation bins. The area–altitude distribution of a given glacier was 
obtained using our annual late summer ALS DEMs. The boundary of each glacier was manually 
delineated using the ALS DEM hillshade of the previous late summer and a ∆DEM (Abermann, 
Lambrecht, Fischer, & Kuhn, 2009). We also calculated mass balance using linear regression. For 
Zillmer, Nordic, and Conrad glaciers, we separately considered the measurements from two distinct 
branches or sides of each glacier and then separately applied the profile and linear methods to each 
branch. 
To account for mass change between a given field visit and the associated ALS survey, we 
completed kinematic GPS surveys using a Topcon GB-1000 receiver as a rover and a second receiver 
as a base station. We corrected base station data using Natural Resources Canada Precise Point 
Positioning (https://webapp.geod.nrcan.gc.ca/geod/tools-outils/ppp.php, last access: 1 June 2018) 
before post-processing surveys using Topcon Tools. Height changes observed between the ALS 
DEM surface and survey points were binned by elevation (Fig. B.5) and assigned a density based 
upon surface classification as determined from satellite imagery. Since ALS surveys were essentially 
synchronous (typically flown over 2 to 3 d), we chose to apply the correction to the glaciological 
estimates of mass balance. We surveyed 2–6 control points at each site to determine the survey 
reliability and found that horizontal and vertical uncertainties respectively averaged ±0.04 and 
±0.06 m. 
2.3.4 Uncertainty assessment 
 
We analyzed stable terrain to derive statistical indicators of bias and data dispersion from ∆DEM 
using a late summer DEM as a reference. We report the mean, median, and normalized median 
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absolute deviation (NMAD) over stable terrain (Table 2.4), which generally covered 10–20 km2. 
To calculate uncertainty in ALS-derived height change, we also account for spatial correlation as 
assessed over stable terrain based on semivariogram analysis (Fig. B.3) as described in Rolstad et 
al. (2009). We bias correct the height change over the glacier surfaces using the systematic elevation 
difference over stable terrain (Bias∆h) in the ∆DEMs (Table 2.4). This bias correction ranged from 
–0.09 to 0.05 m and averaged –0.01 m.  NMAD reveals random errors that are typically below ± 
0.3 m, with a maximum of 0.6 m (Table 2.4). This maximum error occurred for Zillmer Glacier in 
late summer 2017 when the separation between site visit and ALS survey was large and new snow 
covered the glacier during the ALS survey (Table 2.2). 
Random uncertainty stems from three sources that we assume to be independent: (i) elevation 
change uncertainty (σh∆DEM), (ii) glacier zone delineation uncertainty (σA), and (iii) volume-to- 
mass density conversion uncertainty (σρ). We define σh∆DEM following the methods detailed in 
Menounos et al. (2019) and found an average decorrelation length of 0.75 km (Fig. B.3). Below, we 
have abbreviated our geodetic and glaciological uncertainty assessment (detailed version: Sect. B2 
in Appendix B). 
For delineation of ice/firn/snow zones from satellite imagery (Fig. B.1), we applied a buffering 
method (Granshaw & Fountain, 2006) to the perimeter of each zone that was not at the glacier 
boundary. Our satellite imagery resolution varied from 3 to 15 m, so we chose a buffer of 4 times the 
largest pixel size to derive an uncertainty in area per zone. This 60 m buffer accounts for uncertainty 
in zone delineation and changes in the positions of the zone boundaries occurring between ALS and 
satellite imagery acquisition dates. Total random volume change uncertainty (m3) is 
σ∆V  = 
.
(σh∆DEM(p + 5(1 − p))A)2+ (σA · h̄∆DEM)
2
, (2.3) 
where A is the area of a given glacier and p is the percentage of surveyed area, which averaged 
99.1 % (Table 2.2). Random uncertainty on geodetic mass balance (m w.e.) is 
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where ρi is individual density conversion values with associated uncertainties (±σρi) for spring 
snow, late summer snow, firn, and ice (Table 4). Prior to being summed to produce a final uncertainty, 
each zone (ice/firn/snow) is considered separately for Ba, with ∆Vi and Ai the volume and area 
change of each zone, respectively. 
Firn compaction or fresh snow on the surveyed surface introduce systematic uncertainty on 
geodetic balance. On Drangajökull ice cap, where Bw is more than 1 m w.e. greater than our average 
Bw, firn compaction and fresh snow densification increased geodetic Bw by 8 %. Fresh snow off-
glacier was negligible in all but a few cases. We thus assume a systematic uncertainty (σ∆M sys) of 
10 % on Ba,w. Collectively, random and systematic uncertainty thus yield total uncertainty in 
mass balance: 
 
σBgeod = 
.
(σ∆M )2+ (σ∆M sys)2. (2.5) 
To determine uncertainty in glaciological mass balance, we derive a mean density (ρ̄) of mass change 
(Table 2.4) and uncertainty in height change for both observations and GPS survey corrections. 
Uncertainty in glaciological mass balance is calculated as 
σBa,w = 
.
σ∆hglac2 · ρ̄2+ σρ2 · B2 , (2.6) 
 
 
where σρ is the uncertainty on density taken to be 10 % of ρ̄ to account for uncertainty in density 
measurements and extrapolation of those measurements. The uncertainty in extrapolation of 
glaciological observations to glacier-wide mass balance is taken as the σ of the different calculations 
of mass balance for each season. 
For both geodetic and glaciological mass balance, Bs was derived as the difference of annual 
i 
i i Atot
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and summer balance (Eq. 1), and thus uncertainty on Bs yields 
 
σBs = 
√
σBa2+σBw2. (2.7) 
 
 
2.4 Results 
 
2.4.1 Glaciological versus geodetic balance 
 
Comparison of seasonal balance from glaciological and geodetic methods showed strong agreement 
(Fig. 2.4), with glaciological winter balance (Bw_glac) averaging 1.95 ± 0.08 m w.e., which is 4 % 
greater than our geodetic estimate. Average summer and annual glaciological balance estimates 
were 3 % smaller and 3 % larger, respectively, than our geodetic estimates (Fig. 2.5).  Bw_glac
was 5 % greater relative to Bw_geod, and Bs_glac was 4 % more positive relative to Bs_geod when 
considering individual glaciers. For Bw and Bs, geodetic and glaciological balance were within 
20 % for over 85 % of cases. Average mean annual balance from 2015 to 2017 was −0.73 ± 0.15 
and −0.76 ± 0.16 m w.e. for glaciological and geodetic methods, respectively (Table 2.4). Mean 
Bs_glac was −2.67 ± 0.13 m w.e. All individual estimates of seasonal and annual balance are within 
2σ uncertainties, and only in three instances are they outside 1σ uncertainties (Fig. 2.5). 
We created a ∆DEM from the first and last late summer DEM for each site (Fig. 2.7) and 
compared calculated mass change from this ∆DEM to the sum of the individual balance years 
that comprised that given period (Fig. 2.6). We found that all cumulative seasonal Ba estimates 
from glaciological and geodetic balance were within uncertainty (2σ) of the last–first mass change 
approach (Fig. 2.6). Glaciological balance was in net more positive (average +0.09 m w.e.) and had 
an average absolute difference of 0.20 m w.e. from the last–first ∆DEM. Summed Ba_geod agree 
with our last–first estimates, with an average deviation of only 0.03 m w.e. 
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Figure 2.4: Geodetic versus glaciological mass balance estimates for 2015 through 2018 for all six study 
glaciers with a one-to-one line. Blue shows the winter balance covering the accumulation season from 
mid-September to late April; red shows the summer balance spanning the remaining months; gray shows the 
annual balance. Errors depicted are 1σ uncertainties. Average Bw_glac was 4 % greater than Bw_geod, and 
Bs_glac and Ba_glacwere 3 % smaller and 3 % larger, respectively, than our geodetic estimates. 
 
2.4.2 Glaciological density observations 
 
Glacier averaged snow density from snow pits and cores for spring is 457 ± 48 kg m−3, with a 
coefficient of variation (CV) of 0.14 (n = 74). This estimate is 13 kg m−3 less than our snow-survey- 
based geodetic ρspring but is within uncertainty (Table 4). For Haig Glacier, average spring density 
is 420 ± 45 kg m−3, which is 20 kg m−3 lighter than our estimate obtained from nearby snow 
survey measurements but again within uncertainty. Our average late summer glaciological density 
of 570 ± 20 kg m−3 (n =27) ranged from 536 to 617 kg m−3 (CV =0.04). Assigned geodetic ρsnow
is 18 kg m−3 greater than observations. Average probe depth for spring is 4.20 ± 0.06 m, with a 
CV of 0.33 (n =1754). Average probe depth in late summer is 1.85 ± 0.10 m, with a CV of 0.78 
(n =777). Observed glacier-wide average snow depths are between 3.4 and 6.9 m and average 4.56 
± 0.21 m.  While spring snow density showed greater variability than late summer snow density, 
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Figure 2.5: Seasonal and annual mass balance for all study glaciers from both geodetic and glaciological 
measurements for each balance year from 2014 to 2018 with 1σ uncertainties. (a) 2014 to 2015 balance year, 
(b) 2015 to 2016 balance year, (c) 2016 to 2017 balance year, and (d) 2017 to 2018 winter balance. 
 
snow depth is far more variable than snow density in both seasons. 
Over the period 2015–2017 average AAR was 38 % (Table 2.4), with multi-year firn exposed 
over 13 % of the glacier surface, thus leaving the remaining 49 % of glacier area as bare ice. 
Located in the Rocky Mountains, Haig Glacier is the easternmost site in our study and is in a lower 
accumulation environment. It has lost nearly all its firn cover over the last 20 years, with firn area at 
6 % in 2015. The study glaciers that lie in the Columbia Mountains had an AAR of 45 % with 15 % 
exposed multi-year firn cover and 40 % bare glacier ice. 
(a) (b) 
(c) (d) 
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Figure 2.6: Summed annual mass balance from glaciological data ( glac), geodetic data ( geod), and last–
first ∆DEM. Last–first ∆DEMs were created by differencing the first available DEM (2014 or 2015 late 
summer) from the last available DEM (2017) for each site (Table 2.2). Errors denote 2σ uncertainties. 
 
2.4.2.1 Geodetic density sensitivity 
 
The effect of using a regional late summer snow density (Table 5) versus our glaciological density 
values (Table B.1) depends on the amount of retained snow and glaciological density but produces 
a < 0.01 m w.e. Ba_geod decrease on average, which is a negligible contribution. Varying firn 
density by ± 15% also has an average effect on Ba_geod of ± 0.01 m w.e., with the largest impact 
(0.04 m w.e.) experienced at Conrad Glacier in 2015, when 17 % of the glacier was exposed firn. 
However, misclassifying a given area of glacier surface has a significant impact, as ρfirn is 17 % 
greater than snow and 26 % less than ρice. If we produce a single glacier-wide density (ρ̄) instead of 
distributing density based on surface classification, we change absolute magnitudes of Ba_geod by 
an average of ± 0.10 m w.e. Though we did not use it for mass conversion, our ρ̄ of Ba_geod ranged 
from 681 (Kokanee 2016) to 895 kg m−3 (Haig 2017) and averaged 748 ± 61 kg m−3. 
Applying snow survey density values for spring snow (Table 4) versus our glaciological snow 
density observations (Table B.1) reduces average Bw_geod by 0.03 m w.e. (1.7 %) and causes Bw_geod
to be 7 % greater rather than 5 % relative to Bw_glac. For individual glaciers, Bw_geod values between 
the two methods differ by 1 to 13 % but only 2 % on average. 
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2.4.3 Glaciological and geodetic balance discrepancies 
 
Estimates of seasonal and annual balance for individual glaciers were outside 1σ uncertainties    
in a few cases. Conrad Bw_glac was 24 % greater than Bw_geod in 2016. Snow accumulation may 
have occurred in the eight days between the Conrad Glacier ALS survey and field visit, as we 
observed over 1 m of fresh snow over four days during that interval while on Kokanee Glacier. 
Automatic snow weather stations near both glaciers at around 2050 m a.s.l. showed no accumulation, 
highlighting the steep balance gradient of the Columbia Mountains. Additionally, ALS acquisition 
failed over the terminus of the Conrad and Illecillewaet glaciers in late summer 2015 (Table 2.2), 
and our extrapolation based upon the typical gradient over the terminus may have underestimated 
melt (Fig. 2.7). Kokanee Glacier Ba_glac in 2017 was 0.25 m w.e. more positive than Ba_geod, likely 
due to the burial of a few ablation stakes and subfreezing temperatures which limited our ability 
to take adequate snow measurements. Illecillewaet Glacier Bw_glac in 2017 was 46 % higher than 
Bw_geod, but this difference may stem from limited Bw_glac observations that year (n =3). 
2.4.4 Interannual and spatial variability 
 
Varied climatological conditions provided a range of balance outcomes for the period of study. 
The lowest Bw_glac of the four studied winters (1.81 ± 0.12 m w.e.) occurred in 2016 yet also the 
least mass loss with an average Ba_glac of –0.36 ± 0.17 m w.e. (Fig. 2.4). The 2016–2017 winter 
brought the greatest snowpack of our study period, 2.08 ± 0.18 m w.e., yet substantial mass loss 
was observed (average Ba_glac: –0.84 ± 0.23 m w.e.). The balance year of 2014–2015 saw high 
sustained mass loss (average Ba_glac of –1.30 ± 0.13 m w.e.), despite having an Bw_glac within 
0.01 m w.e. of 2016. 
The standard deviation between the seasonal and annual balances for each glacier reveals that 
Bw (σ = 0.14 m w.e., 7 %) experiences lower interannual variability than Bs (σ  = 0.38 m w.e., 
14 %) and Ba (σ =0.35 m w.e., 56 %). Kokanee Glacier experienced the highest Bw in all four years 
2015–2018 averaging 2.34 ± 0.30 m w.e. (Fig. 2.5). Haig Glacier had the lowest Bw, averaging 
1.37 ± 0.11 m w.e., and the highest mass loss (average Ba_glac: -1.62 ± 0.34 m w.e.). 
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Figure 2.7: Surface height change for the Zillmer, Nordic, Haig, Illecillewaet, Conrad, and Kokanee glaciers 
from the first late summer DEM (2014 or 2015) until late summer 2017. Study glaciers are outlined with 
thick black line and other glaciers with a thin black line. Off-ice areas deemed stable terrain were used for 
error analysis and coregistration. 
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We did not investigate the influence of crevasses for each glacier and each season, but for a 
test case for each glacier (n =6) we created DEMs with filled crevasses in the late summer and 
then produced a ∆DEM. We found that crevasse-free ∆DEM Bw was on average < 1% smaller 
than our standard Bw, with discrepancies up to –0.05 m w.e or –3%. The amount of crevassing is 
important, however, as some of the studied glaciers such as the Zillmer, Nordic, and Conrad feature 
large crevasse fields. 
 
2.5 Discussion 
 
The consistency between our geodetic and glaciological seasonal balance estimates among six 
glaciers over multiple years implies that high-resolution geodetic surveys can be used to reliably 
measure both winter and summer mass balance. Our study builds upon previous work that estab- 
lished the feasibility of geodetic methods to accurately produce Bw (Belart et al., 2017; Sold et al., 
2013) and Ba (Klug et al., 2018). While others show that geodetic surveys can be applied for a 
single winter (Belart et al., 2017; Sold et al., 2013) or for one glacier over a number of years (Klug 
et al., 2018), our study demonstrates remotely measured seasonal balance is possible for widely 
varying rates of accumulation and ablation for multiple glaciers across entire mountain ranges. 
2.5.1 Geodetic seasonal balance 
 
Our small estimate of σh∆DEM (Table B.3) and bias correction (Table 2.4) highlight that height 
change uncertainty is generally minor but it remains important to quantify (Joerg et al., 2012; Klug 
et al., 2018). As described below, density distribution and conversion factors comprise a large 
portion of total mass change uncertainty, with firn compaction, fresh snow at the time of ALS 
acquisition, and crevasses also contributing. 
The spatial coverage of ALS is superior to glaciological observations; however, isolating the 
mass change component of surface height change at a given location is difficult and requires detailed 
input data (Belart et al., 2017; Sold et al., 2013). While we can develop balance gradients from 
glaciological data, we have not attempted to do so using our ALS data. To date, studies have 
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differenced their glaciological and geodetic data regarding surface height change and assigned 
the difference as a combination of vertical ice velocity and firn compaction (Beedle et al., 2014; 
Belart et al., 2017; Sold et al., 2013) or used the full-Stokes ice flow model with a bedrock DEM, 
a surface DEM, and in situ GPS velocities as inputs (Belart et al., 2017).  Then, after applying     
a simple firn model, vertical ice velocity is estimated. While this method appears robust, and 
differencing of our glaciological observations of height change from our ∆DEMs produces realistic 
emergence/submergence velocities, it is beyond the scope of this study. 
 
2.5.1.1 Density distribution and conversion factors 
 
Converting volume to mass change is a major challenge for geodetic studies (Huss et al., 2013; 
Moholdt, Nuth, Hagen, & Kohler, 2010). Over multiple years to decades, a constant value of 
density can produce tolerable uncertainty of mass change (Huss, 2013). For shorter timescales, and 
particularly for seasonal balance, a careful consideration of density is necessary (Belart et al., 2017). 
Belart et al. (2017) used ALS intensity data and satellite imagery for a pixel-based classification 
of the glacier surface as firn and ice. Our study built on this work and mapped areas of ice but 
also distinguished between snow and firn. Varying the density assigned to each surface class to 
the maximum and minimum values within our conservative uncertainties has a minor effect on 
seasonal balance, but failing to distribute them appropriately has a large impact. If a single density 
value is used, the range of values of ρ̄ of Ba_geod indicates that 750 ± 60 kg m−3 would be most 
appropriate for seasonal mass change over this period (Table 2.4). Given the spread of ρ̄ between 
glaciers, however, a glacier-specific ρ̄ would be best. 
Like Belart et al. (2017), our applied firn density was selected based on a core from a temperate 
glacier in the Ötzal Alps (Ambach et al., 1966), and our in situ density measurements for firn ≥ 
2 years old matched this value (Table 4). Our glaciological density values for 1-year-old firn and 
late summer snow density are respectively 13.1 % and 22.4 % (Table 4) less than the assumed value 
of 700 kg m−3 for both snow and firn taken by Belart et al. (2017). Had we also combined snow 
and firn density, we would have biased Ba_geod by varying magnitudes depending upon the surface 
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cover. As glacier mass loss rates continue to accelerate (Menounos et al., 2019), it is reasonable 
to expect more and older exposed firn during the ablation season, which for geodetic studies may 
imply a higher density conversion factor for firn. 
Applying glaciological late summer snow density versus our independent regional average 
density (Table 5) had little effect on Ba_geod. Future geodetic studies should use the best available 
local data, however, as different regions and mountain ranges have different late summer densities 
(Table 5). 
Using our glaciological winter density values to produce Bw_geod estimates resulted in a slightly 
greater discrepancy relative to Bw_glac than applying our snow-survey-based densities (Table 2.4). 
The two Bw_geod estimates produced similar results in net and only a 2% average difference between 
Bw_geod estimates for individual glaciers. In the Columbia and Rocky Mountains, the first significant 
warming event of the spring typically occurs between early April and early May (Marshall, 2012). 
Springtime warming tends to homogenize and increase snow density (Adams, 1976; Elder et al., 
1991). Our linear regression approach (Fig. 2.2) to adjust glaciological observations of spring 
snow density (Table B.1), appears suitable over the period from mid-April through late-May, but 
we caution against its use for other periods of the year when densification is far slower and less 
predictable. For Haig Glacier, a linear relation also exists between mid-April through late May 
(Marshall, 2012, p. 18, Fig. 2.3). The tendency for a more homogenous snow density and lack of a 
consistent altitudinal trend both lend credence to using a single snow density (Fausto et al., 2018; 
McGrath et al., 2018). 
2.5.1.2 Firn and internal processes 
 
While firn compaction is only incorporated in our uncertainty analysis; others estimate its effect 
to derive Bw_geod (Belart et al., 2017; Sold et al., 2013) but not Ba_geod (Klug et al., 2018). For 
Bw_geod, firn compaction was estimated based upon the annual balance in the accumulation zone 
over a decade (Sold et al., 2013) or over a single balance year (Belart et al., 2017). Currently 
accumulation areas on alpine glaciers are in constant flux and are typically discontinuous. Exposed 
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firn is common (Fig. B.1), implying that the firn zone on our study sites is shrinking in area and 
thickness, interrupting the cycle of firn densification, and invalidating firn models which assume 
that one annual layer is transformed from snow to ice annually. Nevertheless, a carefully considered 
treatment of firn could improve seasonal geodetic balance estimates, but as demonstrated byBelart 
et al. (2017), firn and fresh snow densification have little effect on Bw_geod if the magnitude of 
winter accumulation is large. For regions with low winter balance, or a colder climate, compaction 
would have a larger relative influence on Bw. 
Meltwater retention is not incorporated into our annual balance estimates. At Haig Glacier, firn 
meltwater retention has not been measured, but meltwater retention in the supraglacial snowpack 
is a negligible contributor to mass balance, though it does create an effective energy sink, which 
should be accounted for in mass balance modeling (Samimi & Marshall, 2017). For glaciers in 
Svalbard, coupled energy balance and snow/hydrology models have been used to quantify the 
effects of meltwater freezing and retention on glacier mass balance (W. Van Pelt & Kohler, 2015; 
W. J. J. Van Pelt et al., 2012). Rates of meltwater retention are decreasing for Svalbard glaciers 
(W. Van Pelt & Kohler, 2015) and on the Devon Ice Cap (Bezeau, Sharp, Burgess, & Gascon, 2013), 
due to decreasing firn area and, in particular, warmer temperature. Like at our glaciers, melt–freeze 
cycles form thick summer surface layers on these Svalbard glaciers and Devon Ice Cap, which could 
act as a barrier for vertical water transport and is likely to promote near-surface lateral water flow, 
limiting deep firn water storage (Gascon, Sharp, Burgess, Bezeau, & Bush, 2013; W. Van Pelt & 
Kohler, 2015). 
Geodetic balance implicitly includes internal and basal mass change, which are not captured 
by the glaciological method. Studies of these processes are rare and are based upon estimates 
rather than verified measurements. Estimates of annual mass loss from geothermal heat, potential 
energy released by runoff or ice motion, and basal friction are typically around 0.01 to 0.10 m w.e. 
(Huss, Bauder, & Funk, 2009; Oerlemans, 2013; Sold et al., 2016). Crevasses and internal processes 
likely combine to be 0 % to 4 % of the magnitude of average annual ablation (e.g. Klug et al., 
2018; Sold et al., 2016) and thus are likely minor contributors to seasonal balance in the Columbia 
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Mountains. Modeled meltwater accumulation in firn would tend to increase mass balance, possibly 
offsetting typical basal/internal mass loss, but would not be captured by geodetic or glaciological 
measurements. Most mass balance models only assume vertical percolation of meltwater, yet given 
thick impermeable ice layers observed in our cores and snow pits, and in other studies (Gascon  
et al., 2013; W. Van Pelt & Kohler, 2015), this assumption would lead to an overestimation of 
refreezing. Without regional data to constrain firn processes it is difficult to incorporate them into 
mass balance calculations. Regionally, a better understanding of firn processes could improve annual 
balance and runoff estimates and likely has a greater influence on the large ice fields in western 
North America, which have received little attention. Although firn processes are not resolved, our 
approach markedly improves the quality of annual results compared to calculations based on a fixed 
glacier-wide conversion density. 
2.5.1.3 Fresh snow 
 
Presence of fresh snow at the time of acquisition is a challenge for any geodetic survey estimating 
mass change (Belart et al., 2017; Joerg et al., 2012; Klug et al., 2018). Fresh snow can change the 
height of the target surface by tens of centimeters. Our bias correction of ∆DEM height change 
(Fig. B.2, Table 2.4) corrected for small quantities of fresh snow, assuming that snow was present 
over stable terrain. In late summer, we could detect fresh snow visually, as a hillshade of the glacier 
surface at 1 m resolution captures intricate details which are easily disguised by snow depths of 
0.2 m or more. Off-glacier, the depth and distribution of fresh snow is variable due to redistribution 
and the thermal properties of bedrock and other surfaces. In spring, we are unable to detect fresh 
snow as the only snow-free pixels in our scenes are typically rock faces with extreme slopes and 
tree tops. Our σ∆M sys attempts to approximate the systematic uncertainty introduced by fresh 
snow and firn compaction. 
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2.5.1.4 Crevasses 
 
Crevasses can affect both Bw_geod and Bw_glac since crevasses bridged by winter snowpack will 
overestimate Bw_geod snow volume, and crevasses filled by snow would not be captured by Bw_glac. 
We produced crevasse-free glacier surfaces by resampling late summer DEMs to 10 m using the 
maximum elevations within the smoothing window to avoid in-crevasse height measurements. 
Using the 10 m crevasse-free DEMs versus the original 1 m DEMs had little influence on Bw_geod, 
with only the Zillmer and Nordic glaciers showing a difference > 1%. We did not extend these test 
cases to cover Ba_geod estimates because the area of exposed crevasses varied little year to year. On 
Hintereisferner, crevasse effects biased Ba_geod by only 0.03 % (–0.047 m w.e.) over a decade (Klug 
et al., 2018). Despite the small influence of crevassing on Ba_geod observed in this study, additional 
studies should quantify the magnitude of this bias in greater detail than presented here. 
2.5.2 Glaciological seasonal balance 
 
Observational biases include the representativeness of sampling sites and number of measurements 
(Cogley, 1999; Fountain & Vecchia, 1999), as well as the extrapolation of those measurements to 
produce a glacier-wide balance estimate (Sold et al., 2016; Thibert & Vincent, 2009). The difficulty 
of comparability between methods and sites (Cogley, 1999) is an ongoing challenge due to logistical 
and financial obstacles to in situ mass balance studies. Areas of a glacier may be inaccessible, and 
preferred paths chosen for measurement may be biased to areas which better retain snowpack for 
safety purposes (Østrem & Brugman, 1991). 
2.5.2.1 Snow depth 
 
We observed best agreement between geodetic and glaciological measurements of winter balance 
during years of dense field surveys. Safety or logistical constraints prevented us from completing all 
transects of snow depth measurements in some years, with greater discrepancies between estimates 
in cases with incomplete coverage. In both spring and late summer, we encountered internal ice 
layers at some or all sites. Ice lenses were most common in the accumulation zone, but they were also 
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found in the ablation zone in spring. These internal layers form via rain-on-snow events (McCabe, 
Hay, & Clark, 2007) or, as the melt season progresses, via internal storage of meltwater (W. Pfeffer 
& Humphrey, 1996). Ice layers 2–6 cm thick were present nearly every year in the accumulation 
zone of the Conrad Glacier and often at other sites. We were able to penetrate these layers and 
successfully measure spring snow depth using our industrial avalanche probe. A conventional 
avalanche probe is unsuitable for glaciological observations in the Columbia Mountains. 
The greater Bw_geod of 2016 on Conrad Glacier is likely due to both snow accumulation between 
the glaciological visit and ALS survey, as well as due to the late summer 2015 ALS survey missing 
the lowest reaches of the glacier, preventing calculation of surface height change for that portion of 
the glacier. We estimated the snow depth for the lower reaches of the glacier based upon the ratio of 
snow depth observed there for other years relative to the rest of glacier. The Bw discrepancy for 
Zillmer Glacier in 2016 is likely due to glaciological sampling bias, as the east transect (Fig. 2.3), 
which has a lesser snowpack, was not sampled, and the 30 d difference between field and ALS 
survey date (Table 2.2) may not be adequately resolved by the GPS survey correction. 
2.5.2.2 Mass change between measurements 
 
Previous studies account for mass change that occurs between measurements by using a distributed 
temperature index model (Sold et al., 2013) or degree-day model (Belart et al., 2017), but these 
models do not account for mass gain. We utilized in situ GPS surveys of the glacier height which 
were then compared with ALS DEMs. We averaged our height change estimates into 100 m 
elevation bins (Fig. B.5) and then applied a density to each bin based on satellite observations of 
a given surface class. Limitations in our approach include (1) fresh snowfall between the GPS 
and ALS surveys and (2) significant densification of the snowpack in spring. Terrain presents a 
further challenge to kinematic GPS survey observations. The GPS antenna is securely mounted in 
the backpack of a field member, but the measured height of the antenna above the glacier surface 
may vary due to the uneven glacier terrain, particularly during travel on steep slopes (Beedle et al., 
2014). 
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Our median dates of late summer glaciological visits and geodetic surveys are 6 and 18 Septem- 
ber, respectively (Table 2.2). Snowfall can occur at any time of the year in the Columbia and Rocky 
Mountains (Schnorbus et al., 2014), and in late August, throughout September, and even into early 
October, either melt or accumulation can prevail Marshall (2014). Lowering of the surface via 
ablation post ALS survey dates (Table 2.2) is not accounted for and would cause an underestimated 
winter snowpack. While our methods are comparable year to year, and between sites, our Bw and 
Bs values are not the total amount of snow and runoff during a year. We do not include snow which 
falls between May and August and melts off and cannot measure ablation after our ALS survey  
or glaciological visit, whichever occurs later. Our Bw and Bs values thus represent a conservative 
estimate of runoff contributions from snow and ice melt. 
 
2.6 Conclusions 
 
Estimates of seasonal mass balance presented here show strong agreement between glaciological 
and geodetic methods for individual glaciers and are within 1σ uncertainties for average winter, 
summer, and annual balance. These independent estimates of seasonal mass change accord over 
three years from glaciers separated by hundreds of kilometers. Our findings suggest that high- 
resolution geodetic methods, such as from ALS (Klug et al., 2018; Sold et al., 2013), aerial 
photogrammetry (Nolan et al., 2015),  and stereo satellite imagery (Belart et al., 2017; Berthier   
et al., 2014), can be used to produce accurate seasonal and annual balance estimates over large 
areas. The quality of geodetic annual balance estimates depends more on distributing density via 
surface classification (Klug et al., 2018) than on the density values themselves. The spatial coverage, 
density of observations, and measurement precision of high-resolution geodetic terrain analysis 
compensate for uncertainty associated with fresh snow and firn compaction, internal and basal mass 
change, and crevasses (Belart et al., 2017; Klug et al., 2018). The minimal impact of these factors 
on mass balance stems from the large mass changes observed at our sites, as reported elsewhere 
(Belart et al., 2017; Klug et al., 2018). For glaciers with low mass turnover, errors introduced by 
firn compaction, crevasses, and fresh snow may be considerably larger than observed in our study. 
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Our estimate of spring snow density for geodetic measurements from provincial snow survey 
observations (Fig. 2.1) is within the uncertainty of our measured glaciological spring snow density 
(Table 4). Our approach holds promise for being able to use regional density estimates when in situ 
measurements are unavailable, yet discrepancies of up to 13 % between geodetic and glaciological 
winter balance estimates indicate the uncertainty introduced when using density values which are 
not site-specific. Estimates of end-of-season snow density introduce a possible bias, but given  
the regional consistency of late summer snow density and the overall lack of a density–altitude 
gradient in spring, using a single snow density is a robust method for converting snow depth to 
water equivalence (Fausto et al., 2018; McGrath et al., 2018). We observed greater variability in Bs
relative to Bw, highlighting the need for models of glacier mass balance that can be able to reliably 
reproduce widely varying rates of mass change corresponding to the multitude of energy fluxes that 
influence alpine glaciers (Fitzpatrick, Radić, & Menounos, 2017). 
The hydrologic cycle of western North America is dominated by snowfall in the mountains, but 
observations of alpine snowpack above 2000 m a.s.l. are sparse. As the climate continues to change, 
there is a growing need for a more detailed understanding of the seasonal balance of glaciers and 
snowpack. Geodetic methods are needed to supplement in situ observations across many mountain 
regions to address the contribution of glaciers to changes in freshwater runoff availability and    
to sea level  rise.  To  date,  the majority of high-resolution geodetic balance studies of seasonal  
or annual balance have been conducted in the European Alps, where extensive, multi-decadal 
glaciological data are available (Klug et al., 2018; Sold et al., 2013, 2016). Our study suggests 
that geodetic methods can be used to assess seasonal balance of glaciers, even in mountain ranges 
lacking long-term records of mass balance, if density is carefully considered (Belart et al., 2017; 
Klug et al., 2018). Recent advances in high-resolution, optical satellite imagery (Berthier et al., 
2014; Marti et al., 2016) suggest that such efforts can be made with increasing spatial and temporal 
coverage, greatly adding to our understanding of the seasonal contribution of snow and glaciers to 
mountain hydrology. 
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3. Bias-corrected estimates of glacier thickness in the Columbia River Basin, 
Canada 
Publication details: 
This chapter has been peer-reviewed and was published on September 24, 2020 in the Journal of 
Glaciology. Please see Appendix A: Authorship Statements for details of the contributions of each 
author. 
 
Pelto, B. M., Maussion,  F., Menounos,  B., Radić, V., and Zeuner, M. (2020).  Bias-corrected 
estimates of glacier thickness in the Columbia River Basin, Canada. Journal of Glaciology, 118, 
1–13, doi: 10.1017/jog.2020.75. 
 
3.1 Abstract 
Several global datasets of glacier thickness exist, but the number of observations from western 
Canada are sparse and spatially biased. To supplement these limited observations, we measured 
ice thickness with ice penetrating radar on five glaciers in the Columbia Mountains, Canada. Our 
radar surveys, when combined with previous surveys for two glaciers in the Rocky Mountains, total 
182 km of transects that represent 34,672 point measurements of ice thickness. Our measurements 
are, on average, 38% thicker than previous surface inversion model estimates of glacier thickness. 
Using our measurements within a cross-validation scheme, we model ice thickness with the Open 
Global Glacier Model (OGGM) driven with recent observations of surface mass balance and glacier 
elevation. We calibrated OGGM ice thickness by optimizing the ice creep parameter in the model. 
The optimized OGGM yields an ice volume for Columbia Basin of 122.5 ± 22.4 km3 for the year 
2000, which is 23% greater than the range of previous estimates. At current rates of glacier mass 
loss for this region, glaciers would disappear from the basin in about 65–80 years. Disappearance 
of these glaciers will negatively affect the basin’s surface hydrology, freshwater availability and 
aquatic ecosystems. 
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3.2 Introduction 
Glacier loss affects freshwater availability, particularly on seasonal timescales in mountain catch- 
ments (Fountain & Tangborn, 1985; Moore et al., 2009). Runoff from alpine glaciers not only acts 
as a buffer against low flows and warm stream temperatures (Brown, Hannah, & Milner, 2005; 
Moore, 2006), but also provides fluxes of nutrients important to aquatic ecosystems (Hood & Berner, 
2009; Milner et al., 2017). Estimates of initial glacier volume are required to simulate future glacier 
mass loss and contribution to streamflow on regional and global scales (Hock et al., 2019). Methods 
to estimate regional or global glacier volume typically employ an inverse model using volume-area 
scaling relations (e.g. Radic  ́and Hock 2010), neural networks (e.g. Clarke, Berthier, Schoof, and 
Jarosch 2009) or mass conservation schemes (e.g. Farinotti, Huss, Bauder, Funk, and Truffer 2009; 
Morlighem et al. 2011; Paul and Linsbauer 2012). Farinotti et al. (2017) intercompared a large 
suite of these methods, and showed that physically-based models perform better than volume-area 
scaling, but the models produce a very large spread in predicted ice thickness. The performance of 
these models suffers from the lack of observational data the models need as an input or boundary 
conditions (e.g. observations of mass balance and surface velocity). Measurements of ice thickness 
are only available for about 5000 of Earth’s ≈ 200,000 glaciers (GlaThiDa, 2019). The lack of 
data with which to assess model predictions makes reducing the large spread of model predictions 
challenging. 
Ice thickness data in Western North America-WNA, region 02 of the Randolph Glacier Inventory 
(RGI) V6 (W. T. Pfeffer et al., 2014), are equally sparse, with mean ice thickness reported for 36 
glaciers; 34 of which are within the contiguous United States, a region containing less than 4% of 
ice area in WNA. In western Canada, south of Yukon, glacier thickness measurements are presently 
available for only West Washmawapta Glacier, a small (0.9 km2) cirque glacier (Sanders, Cuffey, 
MacGregor, Kavanaugh, & Dow, 2010), the toe of the Athabasca Glacier (Ommanney, 2002) and 
the toe of the Peyto Glacier (Kehrl, Hawley, Osterberg, Winski, & Lee, 2014). Additional thickness 
measurements were acquired at Peyto Glacier in 1983–1985 (Holdsworth, Demuth, & Beck, 2006), 
but the glacier has undergone significant thinning since (Demuth & Keller, 2006; Kehrl et al., 2014). 
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WNA  ice volume was estimated by several previous studies (Clarke et al., 2013; Farinotti   
et al., 2019; Huss & Farinotti, 2012) which primarily use surface inversion. Mass-conservation 
models either parameterize or simulate a surface mass-balance gradient, then utilize topographical 
information from digital elevation models (DEMs) to estimate the distribution of the glaciers 
surface mass balance and thus its mass turnover. Alternatively, models may ingest fields of surface 
mass balance (Brinkerhoff, Aschwanden, & Truffer, 2016). Mass turnover is then inverted for ice 
thickness using a model of ice flow.  Clarke et al. (2013) provided the first distributed estimate of 
ice volume for all glaciers in western Canada that lie south of 60◦N. Their model calculates ice 
flux through flux gates by integrating the apparent mass balance (mass balance – height change   
( δh )) over the upstream area associated with each gate. Despite successful overall performance, the 
agreement between their modeled and measured ice thickness at three surveyed glaciers in western 
Canada could not be achieved without additional corrections to the assumed bed stress and thinning 
rates. 
The goal of our study is to complement and advance the current ice thickness database for 
Canadian glaciers. We do so by (1) incorporating new measurements of ice thickness obtained by 
ice penetrating radar from glaciers in the Columbia River basin, and (2) by comparing the measured 
to modeled ice thickness of these glaciers with the use of an inverse model developed by Maussion 
et al. (2019). As a final objective, we use the inverse model to assess the ice thickness over a full 
suite of glaciers in the Canadian portion of the Columbia River basin and to quantify the region’s 
total ice volume. 
 
3.3 Study area 
 
The 2,000 km-long Columbia River is the fourth largest river in North America by discharge and is 
one of the most heavily developed transboundary water resources in North America (Cohen et al., 
2000). The Columbia River basin covers nearly 670,000 km2 and encompasses portions of seven 
states of the United States and the Canadian province of British Columbia (BC) (Fig. 3.1). The basin 
produces over 40% of hydroelectricity in the United States (U.S. Energy Information Administration, 
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2018), more than any other river system in North America. The Canadian portion of the upper 
Columbia Basin, hereafter referred to as ‘the Basin’, represents 15% of the watershed’s total area 
(Fig. 3.1) yet provides 30–40% of its total runoff, primarily from snowmelt (Cohen et al., 2000). 
For the specific names of the glacierized watersheds within the Basin and the glacierized mountain 
ranges within the Columbia and Canadian Rocky mountains refer to Troffe (1999) and Ommanney 
(2002), respectively. There are around 2100 glaciers covering 1750 km2 in the Basin, with a variety 
of glacier types including icefields, valley glaciers, and cirque glaciers (Ommanney, 2002). Five of 
our seven study glaciers (Table 3.1) lie within the Columbia Mountains while West Washmawapta 
and Haig glaciers straddle the Continental Divide within the Rocky Mountains (Fig. 3.1). Glaciers 
contribute 20–35% of late-summer flow and about 6% annually to the Basin headwaters above Mica 
Dam (Jiskoot & Mueller, 2012; Jost et al., 2012). Glacier loss in the Canadian Rocky Mountains 
region of the study area was around 30% between 1919 and 2006 and has been accelerating since 
the 1980s (Jiskoot, Curran, Tessler, & Shenton, 2009; Tennant, Menounos, Wheate, & Clague, 
2012). Most of the glaciers are projected to disappear by 2100, with peak glacial runoff to occur 
around 2020–2040 (Clarke et al., 2015). The majority of glaciers in the Basin are too small to have 
been included in the first regional baseline ice flow maps (Van Wychen et al., 2018) and velocity 
estimates (Gardner, Fahnnestock, & Scambos, 2019). 
Table 3.1: Characteristics of study glaciers. Glacier area is RGI version 6.0 area except for Nordic and 
Illecillewaet glaciers, which were calculated with corrected outlines. 
 
Glacier RGI ID Lat. Long. Area Elevation (m) Length Aspect 
 (°N) (°W) (km2) Max Min Range Mean (km)  
Zillmer RGI60-02.07780 52.66 119.57 6.49 2860 1860 1000 2380 5.59 NW 
Nordic RGI60-02.04264 51.42 117.71 3.40 2990 2065 925 2515 3.30 N 
Illecillewaet RGI60-02.03688 51.23 117.42 7.71 2908 2015 893 2532 4.29 WNW 
W. Wash. RGI60-02.03411 51.18 116.33 0.87 2853 2390 463 2527 0.90 ENE 
Haig RGI60-02.01857 50.72 115.31 2.59 2870 2461 409 2660 2.45 SE 
Conrad RGI60-02.02171 50.81 116.92 16.90 3235 1825 1410 2595 12.18 N 
Kokanee RGI60-02.00147 49.75 117.14 1.80 2805 2220 585 2585 2.20 N 
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Figure 3.1: Columbia River Basin and study glaciers. Inset shows the Canadian portion (green) of the 
Columbia River basin (brown) which contributes to the river where it crosses the international border. Map 
coordinates are in WGS84/UTM11. 
 
3.4 Data and methods 
 
3.4.1 Ice thickness measurements 
 
To measure ice thickness for the glaciers in the Basin, we conducted ice-penetrating radar (IPR) 
surveys in April–May of 2015–2018. We used a Blue System Integration radar system, employing 
10 MHz center frequency antennas (Mingo & Flowers, 2010) and a ±550 volt impulse transmitter 
(Narod & Clarke, 1994) paired with resistively–loaded transmitting and receiving dipole antennas 
arranged parallel to the direction of survey with 15 m separation. Record length was typically 
300–1200 with a transmitter pulse repetition frequency of 512 Hz. Triggering for the digitizer was 
initiated by the air-wave arrival and generally 25–256 waveforms were stacked per recorded trace. 
This resulted in a recorded wave for each 3–5 m of surface travel. We collected radar data along 
longitudinal and cross-profiles, but followed safe travel routes. 
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Figure 3.2: Ice thickness measurements (Table 3.2) for (a) Kokanee, (b) Haig, (c) Conrad, (d) West 
Washmawapta, (e) Illecillewaet, (f) Nordic, and (g) Zillmer glaciers. Coordinates are °N and °W. Scale differs 
among glaciers. Figures C1–C7 contain detailed maps with LiDAR DEM hillshades. 
A Garmin NMEA GPS18x Global Positioning System (GPS) receiver with an estimated posi- 
tional accuracy of ±3 m recorded coordinates of each radar sounding. In total, we collected 190 
line km of data (Table 3.2) across five glaciers. Bedrock reflections exist for 169 of the 190 line 
km of data (31,703 point measurements of ice thickness, Fig. 3.2). Surveys of Haig (Adhikari & 
Marshall, 2011) and West Washmawapta (Sanders et al., 2010) glaciers included an additional 13 
km of traverses and 2,969 measurements of ice thickness. 
 
3.4.1.1 Radar Processing 
 
We extracted ice thickness using Radar Tools, part of the open-source irlib Python package (N. Wil- 
son, 2017), and assumed a radar wave propagation velocity of 168 m µs−1 (e.g. J. Glen & Paren, 
1975) and a parallel-planar geometry of the surface and base near the measurements (Adhikari & 
Marshall, 2013). Signal filtering allowed us to better distinguish bed versus englacial reflections. 
For all data, we applied a high-pass (dewow) filter, time-proportional gain control of varying 
magnitude, and a low-pass filter (Fig. 3.3). Low-pass filtering reduced noise and high-frequency 
clutter while enhancing the bed reflection. The amount of low-pass filtering required varied among 
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Table 3.2: Ice thickness survey year, total distance surveyed, total distance used (with a bed picked), total 
number of measurements of the bed (n), glacier surface area coverage, 100 m elevation bin coverage, and 
hypsometric coverage. Coverage was assessed on a 200 m grid. 
 
Glacier Year Distance Distance 
acquired (km) used (km) 
n Coverage 
(%) 
100 m bin Hypsometric 
coverage (%) coverage (%) 
Zillmer 2017 25 23 4,410 48 80 87 
Nordic 2016 15 14 3,178 63 90 92 
Illecillewaet 2018 41 36 8,171 84 89 99 
Haig 2009 13 10 2,770 69 100 100 
Conrad 2018 97 85 13,769 64 87 95 
Kokanee 2016 12 11 2,175 94 100 100 
W. Wash. 2006 3 3 199 92 80 99 
Total  206 182 34,672 — — — 
 
lines, particularly in the accumulation areas, where noise and clutter were prevalent. After filtering, 
we picked radar traces using icepick2 (N. Wilson, 2017). 
3.4.2 Ice thickness modeling 
 
To simulate ice thickness, we used a model developed by Maussion et al. (2019), hereafter referred 
to as Open Global Glacier Model (OGGM v1.3.2, Maussion et al. (2020)). We chose OGGM 
because: 1) it performed well for alpine glaciers in a model intercomparison study (Farinotti et al., 
2017), among the models with few data requirements; 2) is open-source; and 3) can be applied to 
all glaciers globally. OGGM is a depth-integrated flowline model where ice thickness is computed 
via mass-conservation with estimates of ice velocity and ice flux obtained from the physics of ice 
flow and mass balance. The model is solved along multiple flowlines computed with the algorithm 
of Kienholz, Rich, Arendt, and Hock (2014).  Depth-integrated ice velocity is computed using  
the shallow ice approximation. The mass balance model implemented in OGGM builds on the 
temperature index model presented by Marzeion, Jarosch, and Hofer (2012). The mass balance 
model ingests climate data and relies on a temperature sensitivity parameter (Marzeion, Cogley, 
Richter, & Parkes, 2014; Marzeion et al., 2012) which is calibrated using glaciers with observations 
of specific mass balance available from Fluctuations of Glaciers (FoG) Database (WGMS, 2018). 
Instead of running the mass balance model, we used our observed mass balance gradients to 
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Figure 3.3: Radargrams from (a) Conrad, (b) Nordic and (c) Illecillewaet glaciers. Each radargram has been 
highpass (dewow) and lowpass filtered. 
 
prescribe mass balance. When running OGGM without our in situ balance gradients, we ingest 
Climatic Research Unit Timeseries v.4.01 temperature and precipitation data downscaled with an 
anomaly mapping approach (Harris, Jones, Osborn, & Lister, 2014).  Rather than parameterize 
apparent mass balance, OGGM assumes steady-state ( δh = 0) so the mass balance equals the 
apparent balance. We used a lower-slope limit of 1.5° to prevent an overestimation of ice thickness 
in flat zones. Detailed description and documentation of the model can be found in Maussion et al. 
(2019) and online (http://oggm.org). 
We set sliding velocity to zero in this study due to the spatial complexity of sliding that we 
suspect for our glaciers. Negligible sliding was observed for Haig (Adhikari & Marshall, 2013) and 
West Washmawapta glaciers (Sanders et al., 2010). By neglecting sliding velocity, all uncertainties 
regarding sliding are transferred to the creep (A) parameter from Glen’s flow law (J. W. Glen, 1955). 
The larger A is, the less rigid the ice is, which drives increased flux and thus a thinner glacier. 
To compare our point observations to gridded ice thickness model output, we aggregated our 
observations to a grid with position and resolution matching the model output. This aggregation 
prevents grid cells with greater number of observations from being more heavily weighted than 
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grid cells with fewer observations. We chose not to interpolate our observations to avoid creating 
pseudo-data to compare against the model. 
Our methodology, regarding the model setup and runs, can be split into the following steps: (1) 
data preprocessing to prepare the input to OGGM, (2) model calibration and cross-validation, and 
(3) application of the model for the Basin ice volume assessment. In the following sections we 
present each of these steps in more detail. 
3.4.2.1 Preprocessing of input data 
 
OGGM requires the following input data provided by the user: glacier surface topography, glacier 
outlines, and surface mass balance gradients. For a consistent comparison between the modeled 
and measured ice thickness at our glaciers, we used a LiDAR DEM acquired the year of our ice 
thickness measurements (B. M. Pelto, Menounos, & Marshall, 2019) for surface inversion. OGGM 
and the three published estimates of ice thickness (Clarke et al., 2013; Farinotti et al., 2019; Huss 
& Farinotti, 2012) utilized the Shuttle Radar Topographic Mission (SRTM) DEM (Jarvis, Reuter, 
Nelson, & Guevara, 2007). To quantify the elevation difference between a given LiDAR DEM used 
for surface inversion and the SRTM used for previous estimates of ice thickness, we coregistered 
our LiDAR DEMs and the SRTM DEM following the procedure of Nuth and Kääb (2011) and then 
calculated the difference (∆DEM) between these coregistered DEMs (Fig. 3.4). For Haig Glacier, 
we calculated an annual elevation change rate from the ∆DEM and multiply by the number of years 
between the May 2009 radar survey and SRTM acquisition (Table 3.3). We lack a LiDAR DEM for 
West Washmawapta Glacier, so we multiplied the annual elevation change rate of Haig Glacier, also 
located in the Rocky Mountains (Fig. 3.1), by the number of years between SRTM and the 2006 
ice thickness observations (Sanders et al., 2010). The SRTM DEM, acquired in C-band (∼5.6 cm), 
underestimates glacier elevations since the radar signal at this wavelength is typically estimated 
to average 1–4 m penetration on temperate glaciers (Gardelle, Berthier, Arnaud, & Kaab, 2013; 
Rignot, Echelmeyer, & Krabill, 2001). Since this penetration is difficult to correct for we did not 
bias correct ∆DEM estimates (Table 3.3). 
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Figure 3.4: Conrad Glacier SRTM–LiDAR height change. LiDAR DEM is from September 12, 2016. 
 
Table 3.3: Total SRTM–LiDAR height change on-ice and off-ice with 2-σ height change uncertainty assessed 
over stable terrain after correction for effective sample size as detailed in B. M. Pelto et al. (2019). 
 
Glacier Glacier height Off-ice height 
change (m)  change (m) 
Zillmer +0.48 ± 0.6 +1.90 ± 0.6 
Nordic –6.11 ± 1.3 –1.74 ± 1.3 
Illecillewaet –5.85 ± 0.6 +0.5 ± 0.6 
Haig –13.07 ± 1.5 –0.66 ± 1.5 
Conrad –6.47 ± 0.5 –0.82 ± 0.5 
Kokanee –1.58 ± 1.5 +0.09 ± 1.5 
W. Wash. –5.71a± 1.5  na 
Total Average –5.43 ± 1.6 –0.12 ± 0.5 
Annual Average –0.32 ± 0.11 –0.01 ± 0.03   
aWest Washmawapta Glacier height change is estimated 
using the annual rate of Haig Glacier height change and does 
not contribute to averages. 
 
To represent our glaciers within OGGM, we extracted glacier outlines from RGI V6 (W. T. Pf- 
effer et al., 2014) which date to 2005 in the Basin (Bolch et al., 2010). Nordic and Illecillewaet 
glaciers are improperly represented in RGI, so we corrected their outlines (Fig. C8). The ice divide 
of Illecillewaet Glacier is mismapped, omitting a section of its accumulation zone. A mis-classified 
medial moraine (Fig. C9) and attached but separate branch were corrected for Nordic Glacier (Fig. 
C8) as described elsewhere (Supplemental C2). 
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| obs − mod | 
Table 3.4: Modeled and observed balance gradients in mm w.e. m−1. Number of observations (n). 
 
 
 
6.01 ± 0.7 
9.80 ± 0.9 
6.84 ± 0.6 
7.95 ± 2.0 
C. Creek 2008–2019 2.66 7.19 ± 0.3 100   
We used surface mass balance observations to define balance gradients in OGGM (Table 3.4) 
for all study glaciers. We approximated the balance gradient of West Washmawapta Glacier as the 
average of the balance gradients of Peyto (6.14 mm w.e. m−1) and Haig glaciers (Marshall et al., 
2011; Young, 1981). West Washmawapta Glacier is located 50 km south of Peyto Glacier, and 90 
km northwest of Haig Glacier (Fig. 3.1). The annual balance of the Columbia Mountain glaciers 
typically ranges from +1 to +2.5 m water equivalent (w.e.) in the accumulation area to –4 to –7 m 
w.e. near the terminus (B. M. Pelto et al., 2019). 
 
3.4.2.2 Model calibration and cross-validation 
 
To produce a best estimate of mean ice thickness and total ice volume for each glacier, we applied our 
in situ balance gradients and minimized mean absolute error (MAE) between observed and modeled 
ice thickness for every glacier by tuning the A parameter within the shallow-ice approximation: 
 
n (H H ) 
MAE = 1 , (3.1) 
n 
 
where n is the number grid cells where both gridded observations of ice thickness (Hobs) and 
those estimated by OGGM (Hmod) exist. We  chose to tune A because currently A is the only  
free parameter within OGGM. The optimal A (Aopt) is the one that produces the minimum MAE 
(MAEmin) according to the k-folding cross-validation explained below. Our model set-up is also 
aimed at reproducing average glacier thickness for calculating total ice volume. Like for MAE, we 
Glacier Obs. 
period 
Model 
grad. 
Obs. 
grad. 
n 
Zillmer 
Nordic 
Illecillewaet 
Haig 
Conrad 
Kokanee 
W. Wash. 
2013–2018 
2014–2018 
2009–2018 
2002–2018 
2015–2018 
2013–2018 
na 
2.73 
5.45 
5.80 
2.12 
4.18 
4.06 
2.86 
7.92 ± 0.5 
10.84 ± 0.5 
7.11 ± 0.3 
104 
68 
87 
– 
116 
98 
na 
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evaluate mean error (ME) between all observed and modeled ice thickness, but do not use ME 
within the optimization. 
Similar to Helfricht, Huss, Fischer, and Otto (2019), we applied cross-validation for estimating 
the model performance in reproducing both single ice thickness measurements at the individual 
glaciers and average ice thickness. Ice thickness measurements (Table 1) were aggregated to the 
model grid of each study glacier. To minimize the effect of spatial autocorrelation and better 
quanitfy out-of-set predictive error, we followed the procedure described by B. M. Pelto et al. (2019) 
to estimate decorrelation length of our gridded ice thickness observations. We found decorrelation 
lengths from 250–1100 m, with an average of 500 m. Based on these distances, we grouped gridded 
observations at the transect level so that the distance between them exceeds the decorrelation length 
for a given glacier. These groupings ranged from six groups for West Washmawapta Glacier to 19 
groups for Conrad Glacier, and averaged 10 groups. We then applied a 2-fold cross-validation to 
assess model uncertainty: (1) grouped observation data were split into two subsets, with 80% as a 
training dataset and 20% as a test dataset; (2) by randomly pulling the data points from the training 
dataset, the dataset was further split into two equal subsets (50% each, still grouped) representing 
calibration and validation data; (3) the model was then run on the calibration dataset for a set of A 
values; (4) A associated with MAEmin over the calibration data was then used to run the model 
over the validation data; (5) steps 3 and 4 were repeated 50 times with the calibration-validation 
dataset split each time; (6) the A associated with the smallest MAEmin from the 50 runs over the 
validation data was taken as Aopt; and (7) the Aopt was used to run the forward model to produce 
the best estimate of ice thickness and ice volume (V ) for a given glacier. To estimate the model 
error, the forward model with Aopt was run over the test data, held out in step 1. 
3.4.2.3 Model application for the Basin 
 
To estimate ice volume of the Basin, we derived a single mass-balance gradient and an A parameter 
for the Basin. We took the average of the balance gradients from eight glaciers (7.74 ± 1.6 mm w.e. 
m−1 ), five within the Basin and three glaciers proximal to the Basin: Peyto, Haig and Castle Creek 
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glaciers (Table 3.4). Beedle et al. (2014) published Castle Creek Glacier mass balance data from 
2008–2013 which we supplement with new measurements from 2014–2019. Castle Creek Glacier 
is located 55 km NW of the Basin and 67 km NW of Zillmer Glacier (Fig. 3.1). The Basin A was 
determined by calibrating ice thickness for all seven glaciers simultaneously while minimizing 
MAE. Gridded observations were corrected by gridded SRTM–LiDAR height change to represent 
glacier ice at the time of SRTM acquisition. The Basin balance gradient and A were then used for 
the model run for each individual glacier in the Basin with the glacier outlines provided in RGI V6. 
For each glacier we estimate its mean thickness H̄ . Multiplying H̄  with the glacier’s surface area 
S we derive its volume. Total ice volume of the Basin is the sum of V for all (N ) glaciers in the 
region. 
Error in glacier area (σS) each individual glacier was calculated using the buffering method 
proposed in Granshaw and Fountain (2006): 
 
σS,i = Pi · 
dx 
, (3.2) 
2 
 
where i is the i-th glacier in the Basin, the buffer is the resolution of a pixel, dx, and P denotes 
the length of the perimeter of the glacier. We set dx=30 m since glacier outlines in our region were 
predominatly derived from 30 m imagery (Bolch et al., 2010). The average relative error (RE), 
derived as the mean RE of the seven glaciers (0.08, where RE = ME/H̄ ), was used to calculate 
ice thickness error for each individual glacier in the Basin as: σH,i = REi · H̄i.  A random error 
(Vrand) in the estimate of Basin ice volume is calculated by propagating σS and σH for each glacier 
(i) in the Basin, and summing these errors: 
 
 
σVrand 
 
 
= 
i=1
.
(σH,i · Si)2 + (σS,i · Hi)2. (3.3) 
Uncertainty on the SRTM–LiDAR height change correction (σδh,SRT M ), which we used to adjust 
observations to the SRTM acquisition date, was taken as 1.6 m, the 2-σ height change uncertainty 
(Table 3.3). This error was then assessed for the Basin (σVSRTM ): 
N Σ
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Σ
rand SRTM 
N 
σVSRTM  = (σδh,SRT M · Si). (3.4) 
i=1
Systematic error (Vsys) was assessed by quantifying the effect of possible A values on Basin 
ice volume. The range of A was determined using a leave-one-out (Molinaro, Simon, & Pfeiffer, 
2005) optimization where one of our seven glaciers was randomly withheld while optimizing A to 
minimize MAE over 10 simulations. We then estimate the upper and lower bound for Basin ice 
volume using the minimum and maximum A  value from the range of optimized leave-one-out A 
values. The systematic error is then assumed to be the larger of the two differences: |Vupper − Vref | 
and |Vlower − Vref |. We then combine random, SRTM and systematic error to estimate total Basin 
ice volume uncertainty: 
 
 
 
3.5 Results 
σV  = 
.
σV 2 + σV 2 + σVsys 2. (3.5) 
 
Our average observed ice thickness across the seven glaciers was 92.5 m with average, gridded 
observations that range from 47.7 m to 138.6 m (Table 3.5). Maximum ice depth was observed at 
Conrad Glacier (318 m). Measurement coverage, as assessed on a 200 m grid, averaged 73% but 
was below 50% for Zillmer Glacier (Table 3.2). Average coverage of 100 m elevation bins was 89% 
but hypsometric coverage, or the glacier area represented by the elevation range covered, averaged 
96% (Table 3.2). Gridding the ice thickness observations to 25 or 200 m resolution did not change 
the mean ice thickness by more than 2% for any glacier except Haig Glacier, where gridded ice 
thickness was 15% greater than point observations (Table 3.5). 
Modeled ice thickness with optimized A values for each glacier yields an average ice thickness 
of 72 m and ranges between 40–99 m (Table 5). Optimized ice thickness for each glacier (Fig. 3.6) 
had an average model bias of –3.8 ±  3.7% (Table 3.6).  Average Aopt for all glaciers was 6.37 × 
10−24 Pa−3 s−1 (Table 3.5). Average ME decreased two-fold from the default-settings OGGM run 
relative to the optimized run (Table 3.6).  MAE  decreased by 7.6% from 32.0 m with the default 
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Table 3.5: Optimized model run outputs and observed ice thickness. Model runs used in situ balance 
gradients and were optimized by tuning Glen’s A to minimize MAE between observed and modeled ice 
thickness. Flowline thickness represents average ice thickness along the primary glacier flowline. 
 
Glacier Optimized inversion model 
Ice thickness Ice volume 
 
Glen’s A 
Ice thickness observations 
Gridded obs. Point obs. 
mean (m)  flowline (m) (km3) ×10−24 Pa−3 s−1 mean (m) max (m) mean (m) max (m) 
Zillmer 55.4 65.1 0.380 8.80 94.0 168.2 96.0 174.1 
Nordic 37.9 52.3 0.136 9.75 47.1 107.2 47.7 108.8 
Illecillewaet 91.2 95.8 0.731 5.37 97.2 261.8 97.6 262.0 
W. Wash. 68.5 68.2 0.067 0.29 78.0 183.0 99.7 183.0 
Haig 109.7 102.7 0.269 2.90 122.8 227.3 105.4 230.4 
Conrad 81.9 111.7 1.426 9.80 138.6 313.8 138.9 318.6 
Kokanee 42.9 50.0 0.081 7.19 47.7 82.2 48.3 87.9 
 
Table 3.6: Mean absolute error (MAE) and mean error (ME) between observed and modeled ice thickness 
for all seven glaciers for the individual optimized ice thicknesses, default OGGM run and optimized Basin 
ice volume run. MAE is minimized by tuning A during model calibration. 
 
Error All glaciers 
(m) (%) 
MAEoptimized 22.1 24.8 
MAEBasin 28.5 32.6 
MAEdefault 32.0 40.2 
MEoptimized 4.6 2.2 
MEBasin          –5.2    –4.9 
  MEdefault         11.8    9.6    
 
 
runs to 22.1 m when optimized. Optimization produced lower percent error for smaller glaciers 
with relatively simple geometries such as Haig, Kokanee and West Washmawapta relative to the 
larger, more complex glaciers. The greatest discrepancies between measured and OGGM-derived 
ice thickness occur over gentle terrain (Fig. 3.5). The largest deviation was near the center of Conrad 
Glacier (Fig. 3.5). IPR observations of ice thickness are less than calibrated OGGM ice thickness 
over the tongue (< 2400 m) of Conrad Glacier by 9.9%. Correlation between slope and the model 
bias was weak but statistically significant: r=–0.29 (p-value < 0.01, n=3703) for MAE, and r=–0.09 
(p-value < 0.01) for ME. Ice flux and MAE had a weak correlation (r=0.25, p-value < 0.01). 
Observed mass balance gradients are larger than those modeled by OGGM (Table 3.4 and 
Fig. 3.7). While we used observed mass balance gradients within the optimized OGGM run for 
each study glacier, the average deviation between observed and modeled mass balance gradients 
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Figure 3.5: Difference between radar observations of ice thickness and optimized OGGM modeled ice 
thickness for (a) Kokanee, (b) Haig, (c) Conrad, (d) West Washmawapta, (e) Illecillewaet, (f) Nordic, and (g) 
Zillmer glaciers. Note scale differs between glaciers. Coordinates are °N and °W. Positive values are greater 
observed ice thickness relative to modeled. 
 
 
Figure 3.6: Optimized ice thickness for (a) Kokanee , (b) Haig, (c) Conrad, (d) West Washmawapta, (e) 
Illecillewaet, (f) Nordic, and (g) Zillmer glaciers. 
was –4.18 ± 2.1 mm w.e. m−1 or about –70.5% (Table 3.4). Using the observed instead of modeled 
balance gradients produced, on average, 15.6% thicker ice (Fig. 3.8) and improved, on average, 
estimated ice thickness by 4.4%. Model runs with observed balance gradients yielded smaller 
bias for three glaciers (Haig, Nordic and West Washmawapta), but produced larger errors for 
1000 m 1000 m 
1000 m 
500 m 500 m 1000 m 200 m 
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the remaining glaciers (Table 3.4, Fig. 3.8). Using the updated instead of RGI V6 outlines for 
Illecillewaet and Nordic glaciers slightly increased the balance gradients (by 3 to 6%) and the ice 
thickness (by 13%), while reducing the model bias (Fig. C8). 
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Figure 3.7: Observed balance gradients versus OGGM-derived mass balance gradients for (a) Kokanee, (b) 
Haig, (c) Conrad, (d) West Washmawapta, (e) Illecillewaet, (f) Nordic, and (g) Zillmer glaciers. 
 
Using the SRTM DEM for the inversion only produced 2.3% greater ice thickness relative to the 
LiDAR DEMs despite an average thinning of 6% over this period. Using LiDAR DEMs instead 
of the SRTM DEM reduced model bias for specific locations (e.g. steep slopes) but only by <5% 
on average. We found an average height change of –5.43 ± 1.6 m of between the SRTM and 
LiDAR DEMs (Table 3.3), for an average rate of –0.32 ± 0.11 m a−1. Average SRTM–LiDAR 
height change off-glacier was –0.12 ± 0.5 m (Table 3.3), with large differences existing only over 
steep terrain, suggesting comparisons over the glaciers are reliable. Over the accumulation areas, 
we observed slight thickening in general +2.5 ± 2.7 m (Fig. 3.4), despite previous findings that 
accumulation areas have thinned over this period (B. M. Pelto et al., 2019). This apparent thickening 
is likely due to SRTM radar signal penetration into firn. 
We did not find a consistent trend in ice thickness with varying spatial resolution of input 
topography. A difference of –1 ± 8% in ice thickness existed between ice thickness estimates 
produced from DEMs of 10 and 30 m (range: –12% to +7%). Using a 90 m DEM produces ice 
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Figure 3.8: Comparison of ice thickness for the seven study glaciers: a) modeled ice thickness with OGGM- 
derived mass balance gradients versus modeled ice thickness with observed gradients; b) modeled ice 
thickness with OGGM-derived and observed mass balance gradients versus observed ice thickness. The 
arrows point from modeled ice thickness using an OGGM-derived mass-balance gradient to modeled ice 
thickness using an observed mass-balance gradient. Dashed lines are one-to-one lines. 
that was 4.5 ± 12% thicker (range: –12% to +21%) than with a 30-m DEM. Spatial resolution of 
the DEM affects steepest ice most (e.g. Nordic and Kokanee glaciers), but the use of 100–200 m 
resolution DEMs produces ice volume within 3% of that estimated from higher-resolution DEMs. 
While DEM resolution affects the distance over which slope is calculated, we found that model bias 
in at-a-point ice thickness was only weakly correlated with estimated surface slope and modeled 
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ice flux across all the points. We also found no statistically significant correlation between relative 
model error and DEM resolution across our study glaciers. 
Our simultaneous optimization of A across the seven study glaciers produced a Aopt of 4.82 × 
10−24 Pa−3 s−1. Finally, using our Basin balance gradient of 7.74 mm w.e. m−1 and Basin Aopt, we 
estimated total ice volume (V ± σV ) of 122.5 ± 22.4 km3 for the Basin. This volume is based on 
the SRTM surface, thus represents glacier volume as of year 2000.  For our study glaciers, MAE 
and ME are lower with the Basin run settings than with default OGGM settings (Table 3.6). With 
the leave-one-out approach to assess systematic uncertainty, we find that the A values thus produced 
yield a range of Basin ice volumes from 9% smaller to 15% larger than our Basin ice volume. The 
maximum of this range, 15%, represents the systematic uncertainty. Our σVrand comprises 32.5% of 
σV , σVsys comprises 66% of σV and σVSRTM 1.5% of σV . 
 
3.6 Discussion 
We compare our measured mean ice thickness for each of the study glaciers with previously 
published estimates (Clarke et al., 2013; Farinotti et al., 2019; Huss & Farinotti, 2012). We find that 
average per-glacier bias (modeled minus measured) is –38%, indicating substantial underestimation 
in these previous studies (Fig. 3.9). Model bias is the largest for the two Rocky Mountain glaciers, 
Haig (–55%) and West Washmawapta (–96%), and smallest for Illecillewaet Glacier (Fig. 3.9), a 
relatively flat icefield (Fig. C1). The five Columbia Mountain glaciers have a model bias of –23% 
(–16.4 ± 8.7 m) (Fig. 3.9). The multi-model consensus estimate (Farinotti et al., 2019) yields the 
smallest bias for just the Columbia Mountain glaciers (–11%) and for all seven glaciers (–28%). 
OGGM-derived ice thickness (Fig. 3.6) accords with radar observations and well represents 
the pattern of observed subglacial topography (Fig. 3.5). After optimizing ice thickness, only 
Zillmer and Conrad glaciers show large spatial biases between modeled and observed ice thickness. 
Largest biases exist for Conrad Glacier over low-angle terrain, with thicker observed ice on the 
summit plateau and thinner ice at the central confluence (Fig. 3.5). For Zillmer Glacier, the largest 
overestimation of ice thickness is east and west of the central flowline near recently exposed 
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Figure 3.9: Observed versus modeled ice thickness. Box plots show the 95% confidence interval (whiskers), 
the interquartile range (box), the median (lines within box), and outliers (diamonds). The two OGGM ice 
thickness estimates are for our glacier-specific calibration and the Basin run. 
 
nunataks (Fig. 3.5; Fig. C11), which are not mapped in RGI V6. Similar spatial patterns of model 
biases are observed for the other three surface inversion models. The correlations, though weak, 
between model error and slope, and model error and ice flux indicate that thick ice over low angle 
terrain is responsible for the largest anomalies. We posit that these anomalies are due to the high 
sensitivity of surface inversion methods for gently-sloping ice surfaces. 
Estimates of total ice volume in the Columbia Basin for the year 2000 ranges between 91 km3
(Clarke et al., 2013) to 103 km3 (Farinotti et al., 2019; Huss & Farinotti, 2012). Our estimate of 
total ice volume for the Basin is respectively 17% and 29% greater than these previous estimates, 
about 30–45 years of glacial runoff using current rates of glacier wastage (Menounos et al., 2019; 
B. M. Pelto et al., 2019). Clarke et al. (2015) found that initial ice volume can vary by ≈ 10–20% 
with little impact on runoff decline and Moore et al. (2020) find that glacier-melt contributions to 
August runoff have likely passed peak water in the Basin. 
Modeling the ice thickness of our study glaciers as part of the Basin model run, produces ice 
thickness close to the observed ones at these glaciers (Table 3.6). That MAE and ME are lower 
for the Basin run relative to the default settings OGGM run (Table 3.6) offer further confidence that 
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our Basin estimate is robust. While ME may be reasonably low, our Basin run is not intended to 
produce realistic ice thicknesses for individual glaciers. It is known that regional parameterization 
(e.g. tuning model parameters to reproduce regionally averaged mass balance gradients) introduces 
greater uncertainty for individual glaciers (Helfricht et al., 2019; Rabatel, Sanchez, Vincent, & Six, 
2018). Tuning the model with local instead of regionally-averaged estimates of glacier mass balance 
is a way toward improved spatially-resolved ice thickness estimates, but is beyond the scope of this 
study. OGGM uses World Glacier Monitoring Service data to tune its mass balance model, and 
while we could feed in our mass balance data in the same manner, the limited age range of our mass 
balance records (Table 3.4) limits the application of this method. If some of these relatively short 
records are continued, they offer promise for tuning models, like OGGM for regional simulations. 
Our study glaciers range in size from 0.87 to 16.9 km2 (Table 3.1) which generally represent the 
size range of glaciers in the Basin (Bolch et al., 2010). Only three glaciers in the Basin exceed 20 
km2, Shackleton, Apex, and Clemenceau glaciers. Our largest study glacier, Conrad Glacier, shares 
the dendritic pattern and also features numerous icefalls like the Shackleton and Clemenceau glaciers 
(Jiskoot et al., 2009). Ice thickness of small glaciers (S <1 km2) are typically underestimated by 
models (Helfricht et al., 2019), but the RGI does not not include glaciers smaller than 0.5 km2
for our region (Bolch et al., 2010). The Columbia Mountains have hundreds of unmapped small 
glaciers, but adding these in the assessment would likely make a minor contribution to total ice 
volume (Leigh et al., 2019). 
In the remaining sections we discuss factors that lead to uncertainties in measured and modeled 
ice thickness. In addition to the estimates of model error using the cross-validation method, we 
evaluate the model sensitivity to the preprocessing and correcting of the input data. 
3.6.1 Uncertainties in measured ice thickness 
 
The quality of radargrams (Fig. 3.3) and the strength of the signal return (Feiger, Huss, Leinss, 
Sold, & Farinotti, 2018) are two key factors affecting the accuracy of ice thickness measurements. 
Additional factors include positional uncertainty and assumptions about the radar wave velocity in 
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ice, which we do not quantify. We employed crossover analysis to estimate measurement uncertainty. 
We use 274 profile intersections with a mean absolute crossover discrepancy in ice thickness of 
5.2 ± 5.8% (5.2 ± 5.5 m) (Fig.  C12).  Feiger et al. (2018) found that the interpretation of the 
post-processed radargrams and the accuracy with which a detected reflector can be picked manually, 
contribute most to uncertainty in ice thickness for glaciers similar to ours. We thus assign a quality 
rating for every radar profile, from excellent (1) to poor (5) to assess bed reflection picking quality 
(N. J. Wilson, Flowers, & Mingo, 2013). Based on our crossover analysis, we then classify the 
uncertainty with a confident rating (1–2) as 5.2% and double the uncertainty (10.4%) for points in 
profiles with a less certain rating (3–5). These uncertainty estimates are consistent with estimates 
for glaciers with comparable ice thickness and size (e.g. Feiger et al., 2018; Fischer, 2009; Fischer 
& Kuhn, 2013). On West Washmawapta Glacier, comparison of six depths from boreholes showed 
that radar-derived thickness was within 10% of the borehole ice depth (Sanders et al., 2010). 
3.6.2 Uncertainties in modeled ice thickness 
 
During the cross-validation optimization of ice thickness, we calculate MAE (Eqn. 3.1) and ME 
between modeled and observed ice thickness for each glacier. We interpret MAE as representative 
of model error in reproducing at-a-point ice thickness whereas ME represents model error for the 
mean ice thickness (H̄ ). Agreement between observed and modeled H̄  for five of the seven study 
glaciers suggests that for these glaciers, measurement coverage is well-distributed and representative 
of the entire glacier (Table 3.5). The observed H̄  for Conrad and Zillmer glaciers is significantly 
greater than the modeled H̄  due to relatively lower measurement coverage (Table 3.2) and a bias 
towards lower angle terrain where thicker ice is located (Figs C2 and C4).  Using observations   
to optimize thickness for Conrad and Zillmer glaciers produces MAE and ME equivalent to 
those of the other glaciers, however. An average MAE of 22.1 m (<25%) for optimized ice 
thickness (Table 3.6) highlights the ability of OGGM to produce reliable glacier-wide estimates of 
ice thickness using point observations with varying levels of coverage. The range of our ME and 
MAE values is similar to those reported from the cross-validation applied in modeling of Austrian 
63  
glaciers in Helfricht et al. (2019). 
We took the largest potential change in Basin ice volume from the leave-one-out simulations to 
estimate σVsys . This resulted in a contribution to σV from σVsys double that from σVrand . We also 
tested randomly sampling fewer glaciers to optimize Basin A and found that Basin ice volume from 
the most extreme A values produces ice volume estimates > ±25% from our Basin ice volume. 
This highlights that the glaciers selected to optimize regional ice volume can greatly affect modeled 
ice thickness. 
 
3.6.3 OGGM sensitivity 
 
While the model error is assessed through the cross-validation method, other uncertainties were not 
quantified in our study. To address some of these uncertainties here, we tested the model sensitivity 
to the choice of: (1) topographic data and its spatial resolution, (2) smoothing options in OGGM, 
(2) mass balance gradients, and (4) glacier outlines. In addition to these factors, the large Aopt 
values produced from our cross-validation optimization (Table 3.5) are likely due in part to our 
omission of sliding. A single parameter, A, cannot be expected to reproduce the effects of sliding. 
If present, sliding of alpine glaciers typically affects only certain areas, such as icefalls, bedrock 
riegels, and thin glacier margins (Oerlemans, 1997). Unpublished surface velocity data show ice 
velocities in excess of expected values from deformation alone over icefalls and steep terrain, see 
also Van Wychen et al. (2018). Despite the omission of sliding, which may represent a relatively 
large uncertainty, quantifying the sensitivity of OGGM results to inclusion or omission of sliding is 
beyond the scope of our study. 
Using high-resolution DEMs, instead of the low-resolution one from SRTM, achieved only 
minor improvement in model estimates of ice thickness (e.g. improved representation of steep 
terrain). Using LiDAR DEMs within surface inversion had less impact on modeled ice thickness 
than the magnitude of surface height change which occurred between SRTM–LiDAR acquisition 
(Fig. 3.4 and Table 3.3), likely due to the equilibrium assumption within OGGM. Glaciers in the 
Basin are experiencing substantial thinning (B. M. Pelto et al., 2019), thus local ice thickness 
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changes may more closely resemble the in situ surface mass balance, rather than the combined 
effect of ice flow and surface mass balance. Models like OGGM which explicitly or implicitly 
assume equilibrium or steady state conditions will thus produce inaccurate results for ablation 
zones, particularly near the terminus (Maussion et al., 2019, Fig. 5d), due to the current mass 
imbalance of glaciers. This systematic bias is dealt with here through the calibration procedure, 
primarily by tuning A, which reduces this effect, but as demonstrated for the tongue of Conrad 
Glacier, OGGM still overestimates ice thickness for glacier tongues. Ideally, the best way to treat 
apparent mass-balance would be to measure mass balance and δh from glaciological observations 
and remote sensing (Farinotti et al., 2017). 
OGGM has a number of smoothing options as part of its regularization scheme, including:  
the smoothing window (which smooths input topography), flowline smoothing (which smooths 1-
D flowline thickness) and the smoothing radius and the distance from border parameter (which 
smooth the distributed ice thickness). The smoothing window and distance from border parameter 
(Fig. C13) both exert a similar influence on the ice thickness distribution (Supplemental C4). Aopt 
decreases with the increase of the smoothing window or the distance from border (Fig. C14). The 
larger A is, the less rigid the ice is, which drives increased flux and subsequently a thinner glacier. 
Bahr, Pfeffer, and Kaser (2014) suggest that DEM resolution finer than 100 m cannot produce 
reasonable ice volume estimates without first smoothing and removing high-frequency (fine scale) 
topographic variability. Our results support this finding: smoothing of high-resolution DEMs is 
recommended as it reduces model bias. 
Because the observed mass balance gradients are steeper than OGGM-derived ones, modeled 
ice flux increases, which translates into an increase in the cross-sectional area (Maussion et al., 
2019; Rabatel et al., 2018). In the optimization of OGGM, the steeper in situ balance gradients 
caused too much glacier thickening, forcing increased Aopt, which causes glacier thinning. This 
compensating effect between mass-balance gradient and Aopt is most pronounced at the two Rocky 
Mountain glaciers, Haig and West Washmawapta (Supplemental C4). Like Rabatel et al. (2018) and 
Helfricht et al. (2019) we find that use of observed mass balance gradients yields better estimates 
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of ice fluxes relative to model gradients. The improvement in model performance with observed 
gradients rather than modeled ones, is however smaller, indicating a relatively good performance 
of surface mass balance model within OGGM. The mass balance model is calibrated with time 
series of observed mass balance in the region, available from the FoG database (WGMS, 2018). 
While the FoG database does not contain the relatively short mass balance records from our study 
glaciers (mostly <5 yr), the database contains several long-term observational records in WNA. We 
note that the observed mass balance gradients also suffer from uncertainties in their assessment. 
Illecillewaet Glacier, for example, has the steepest observed balance gradient at 10.84 ± 0.5 mm 
w.e.  m−1 among all the study glaciers, but the estimate may be biased because few measurements 
are recorded in the accumulation area each year (1–2 points). Finally, assigning a mean gradient 
value instead of spatially varying values among and along glacier flowlines is another source of 
uncertainty, which is beyond our scope to quantify. 
Incorrectly mapped glacier outlines can also introduce large errors in OGGM-derived ice 
thickness. Glacier outlines and flow divides need to be accurate to quantify ice flux. Specific 
improvements with updated outlines include: 1) OGGM produces an observed overdeepened trough 
comprising a major portion of the ice volume of Illecillewaet Glacier (Fig. C10); and 2) connecting 
the eastern branch of Nordic Glacier to the central flowline within the RGI reduces ice thickness 
at this junction (medial moraine, Figs C8 and C9). We found underestimated ice thickness near 
the locations of new nunataks at Zillmer Glacier, but including the unmapped nunataks (Fig. C11) 
had a negligible effect on the estimate of ice volume (Supplemental C2). When our results are 
compared to the three previously published estimates, the model from Huss and Farinotti (2012) 
has the poorest performance for Illecillewaet Glacier (Fig. 3.9), probably because that model sets 
ice thickness to zero at ice divides. 
 
3.7 Conclusions 
 
Our study provides new information about ice thickness for Canadian glaciers by (1) measuring 
ice thickness for five glaciers, and (2) providing a new estimate of ice thickness for glaciers in the 
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Canadian portion of the Columbia River Basin. We find that the mean observed ice thickness across 
our seven study glaciers in the Basin is 92.5 m. Based on our observations,  previous estimates  
of ice thickness for these glaciers underestimate ice thickness by 28–49%. Running a flowline 
model (OGGM) with the glacier-specific optimized A (Aopt), the most recently retrieved glacier 
topography and outlines, and observed mass balance gradients, we report a discrepancy between 
modeled and observed ice thickness of 2.2%. Using observations of surface mass balance and Basin 
Aopt, our OGGM-based estimate for all glaciers in the Basin is 122.5 ± 22.4 km3, about 17–29% 
greater than previously reported (Clarke et al., 2013; Farinotti et al., 2019; Huss & Farinotti, 2012). 
With the current rate of glacier mass loss in the Basin, estimated at 1.2–1.4 km3 yr−1 for 2009–2018 
(Menounos et al., 2019; B. M. Pelto et al., 2019), it would take 65–80 years for these glaciers to 
disappear neglecting ice dynamics and assuming these rates of mass loss remain similar. 
Accurate and up-to-date glacier outlines are essential prerequisites for a good model performance. 
In our case, model error is decreased by 12–14% after correctly delineating two improperly 
represented glaciers within the RGI. With glaciers continuing to shrink, continuous updates of 
global glacier inventories are needed to capture not only changing glacier area, but also changing 
connections as glaciers fragment and tributaries cease to contribute ice flux. An update of the RGI 
inventory for WNA, which is now 15 years out-of-date, would allow for a further improvement of 
current ice volume estimates for the Basin. Contrary to the sensitivity to glacier outlines, the model 
shows small sensitivity to varying spatial resolution (10 to 200 m) of input topography or using high 
resolution DEM data. Similarly, we found a small reduction in model error (4.4%) when observed 
mass balance gradients are used in lieu of those estimated from OGGM. Minor improvement implies 
that the mass balance model is compensating for some of the dynamics that would otherwise be 
explained by lateral stress gradients and sliding; smaller mass balance gradients reduce ice flux just 
as applying stress gradients would. We emphasize that the effects of these factors are discussed 
for all seven glaciers cumulatively. DEM or model resolution can exert a larger bias for individual 
glaciers, just as updated balance gradients can, but these effects were not consistent across glaciers. 
For applications seeking to model individual glaciers rather than represent glaciers on a regional 
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scale, model resolution and balance gradients should be assessed on a glacier-specific basis. 
Despite advances in physically-based models of glacier flow, reliable estimates of ice thickness 
on basin and regional scales remain a challenge. Our analysis suggests that the way toward improved 
estimates is to use accurate current glacier extents within state-of-the-art models calibrated with 
and validated against ice thickness observations from the region of interest. The Canadian and 
global database of ice thickness observations remain scarcely populated, but targeted data collection 
to capture a representative sample of glaciers from specific regions can increase accuracy and 
reduce uncertainty in ice volume estimates. As glaciers continue to shrink, improved regional 
estimates of ice volume are needed for reliable projections of glacier contributions to streamflow 
and better-informed water management strategies. 
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4.1 Abstract 
The mass balance-altitude relation for a given glacier is required for many numerical models of 
ice flow. Direct measurements of this relation using remotely-sensed methods are complicated  
by ice dynamics, so observations are currently limited to glaciers where surface mass balance 
measurements are routinely made. We test the viability of using the continuity equation to estimate 
annual surface mass balance, in the absence of in situ measurements, between flux-gates on three 
glaciers in the Columbia Mountains of British Columbia, Canada. Repeat airborne laser scanning 
(ALS) surveys of glacier surface elevation, ice penetrating radar surveys and publicly available maps 
of bed topography provide data to estimate changes in surface elevation and ice flux. We evaluate 
this approach by comparing modeled mass balance to in situ measurements. Modeled mass-balance 
gradients are within one standard error of 94% of those obtained from direct measurement of surface 
mass balance. Average mean error (–0.02 ± 0.14 m w.e.) and average percent bias (3.0 ± 15.6%) 
between observed and modeled mass balance over flux bins are small, and mass balance residuals 
cluster around zero, yet residuals for 26% of flux bins exceed 50%. Mass conservation, assessed 
with glaciological data, is respected (estimates are within 2σ uncertainties) for 81% of flux bins 
representing 85% of total glacier area. Due to relatively sparse observations for some bins, it is 
unclear whether mass conservation fails or if our in situ measurements insufficiently represent mass 
balance for some bins. Average modeled mass balance uncertainty (0.55 m w.e.) is at the upper 
limit of typically reported values and cautions against over-interpreting individual flux-bin mass 
balance. Uncertainty in ice velocity, especially for areas where surface ice speed is low (10 m a−1) 
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contributes the greatest error in estimating ice flux. We find that using modeled ice thicknesses 
yields comparable modeled mass balances relative to using observations of ice thickness. Given the 
performance of modeled ice thickness and the increasing availability of ice velocity and surface 
topography data, we suggest that similar efforts to produce mass-balance gradients using modern 
high-resolution datasets are feasible on larger scales. 
 
4.2 Introduction 
 
Variation of surface mass balance with elevation, also known as a mass-balance gradient, char- 
acterizes the relation between a given glacier and climate (Meier & Post, 1962; Oerlemans & 
Hoogendoorn, 1989; Vallon, Vincent, & Reynaud, 1998), and regionally determines glacier distribu- 
tion (Furbish & Andrews, 1984). The balance gradient describes mass flux at the glacier surface 
and thus is a primary input for treatment of ice dynamics (Nye, 1965). Regional glacier models (e.g. 
Clarke et al., 2015; Radic  ́& Hock, 2011; Rounce, Hock, & Shean, 2020) must accurately represent 
balance gradients to reliably estimate ice flux. The distribution of mass balance is typically either 
prescribed using available glaciological balance data (Bach et al., 2018; Clarke et al., 2013; Farinotti 
et al., 2009; Huss & Farinotti, 2012) or simulated and calibrated with available mass balance data 
(Clarke et al., 2015; Maussion et al., 2019). Observations of balance gradients are uncommon (Bach 
et al., 2018; Rea, 2009; WGMS, 2018) which hampers accurate model representation of balance 
gradients. Geodetic estimates of mass change have become widespread (e.g. Berthier et al., 2014; 
Brun, Berthier, Wagnon, Kääb, & Treichler, 2017), but these estimates cannot be used to infer mass 
balance with elevation since elevation change at-a-point arises from both surface mass change and 
ice flux. Methods to quantify ice flux exist (e.g. Berthier, Raup, & Scambos, 2003; Gudmundsson & 
Bauder, 1999; Jarosch, 2008; Vincent et al., 2009), but are limited in application by lack of input 
data regarding elevation and ice-flux changes. 
If we consider a cross-section of a glacier with a given area S, with a width w and a thickness 
H, then volume conservation for this discrete element implies: 
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∂S 
= w ṁ 
∂t 
− ∇ · q (4.1) 
 
where ṁ is the mass balance (ṁ is assumed uniform with width), q = uS the flux of ice, and 
u the depth-integrated ice velocity (Cuffey & Paterson, 2010, p 310). The continuity equation 
(Equation 4.1), applied to glaciers, indicates that the two primary processes that drive recent 
thinning are a warmer climate enhancing ablation (O’Neel et al., 2019), and decreasing ice flux 
from upstream regions (Dehecq et al., 2019; Heid & Kääb, 2012). Ice flux is directly influenced by 
changes in local mass balance which affects glacier thickness and thereby the driving stress and 
local deformation at a given point. 
Numerous studies now produce data necessary to estimate of mass balance from the continuity 
equation (Equation 4.1): surface height change data for glaciers (e.g. Berthier et al., 2014; Brun et 
al., 2017); density and glacier facies (B. M. Pelto et al., 2019; Rabatel et al., 2017); ice velocity (e.g. 
Burgess et al., 2013; Dehecq et al., 2019; Gardner et al., 2019); and ice thickness (e.g. Farinotti et 
al., 2019). Yet often for a given region one or more of these components may be absent and the 
spatial and temporal coverage or accuracy of such studies may be insufficient. Fewer than 1% of 
glaciers worldwide have long-term mass balance observations (WGMS, 2018) or observations of 
subglacial topography (GlaThiDa, 2019). The lack of subglacial topographic information limits 
calculation of ice flux to only a few glaciers (e.g. Belart et al., 2017; Berthier et al., 2003; Rabatel 
et al., 2018; Vincent et al., 2009). Previous efforts to infer the spatial distribution of mass balance 
have focused on glacier tongues (e.g. Berthier et al., 2003; Berthier & Vincent, 2012; Gudmundsson 
& Bauder, 1999; Vincent et al., 2009), where ice thickness, glaciological balance and ice velocity 
measurements are most numerous, density is assumed to be that of ice, and glacier geometry is 
simplest. 
We expand on these earlier studies to cover the entire glacier surface, both in the accumulation 
and ablation zones, of three alpine glaciers located in the Columbia Mountains of British Columbia 
(BC), Canada. To assess whether we can accurately characterize the relation of mass balance to 
elevation using remote data, we use sequential ALS digital elevation models (DEMs) to characterize 
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the surface topography, quantify surface height change, and generate ice velocity fields. We use 
observations and model estimates of ice thickness to determine glacier cross-sectional area. We 
calculate ice flux with the continuity equation (Equation 4.1) for a series of flux gates (Berthier & 
Vincent, 2012) from these data. Using flux gates does not provide complete spatial coverage of 
glacier mass balance, but is simpler and less data demanding than alternative methods (Belart et 
al., 2017; Hubbard et al., 2000; Sold et al., 2013), and thus easier to apply for more glaciers. We 
collected field observations of mass balance (ba) coincident with the ALS surveys (B. M. Pelto et 
al., 2019), and use these data to assess the accuracy of our flux-derived ba. Given that observations 
of ice thickness are a limiting factor for all methods to infer the distribution of ba from ice flux, 
we also test whether model estimates of ice thickness produce reasonable ice flux and ba estimates 
relative to observed ice thickness. 
 
4.3 Study Area: Columbia Mountains, Canada 
 
The Columbia Mountains are located in southeastern British Columbia, Canada and contain over 
2300 mountain glaciers covering 1960 km2 (Bolch et al., 2010). These glaciers provide runoff to 
the Columbia and Fraser rivers (Fig. 4.1). We selected three glaciers for which glaciological mass 
balance measurements, geodetic surveys and ice thickness data exist: Conrad, Illecillewaet and 
Kokanee glaciers (Fig. 4.1). We chose not to use data from two other glaciers for which we have 
collected similar datasets (B. M. Pelto et al., 2019) due to the relatively limited spatial extent of ice 
thickness observations with which to characterize flux for those sites. Conrad Glacier is a valley 
glacier in the Purcell Mountains bordering Bugaboo Provincial Park with a 1400 m elevation range 
(Table 4.1). Comprising half of Illecillewaet Névé, the broad Illecillewaet Glacier is part of a 22 
km2 icefield within the Selkirk Mountains in Glacier National Park. Kokanee Glacier is a broad, 
small (1.8 km2) alpine glacier in the Purcell Mountains and is the namesake of Kokanee Glacier 
Provincial Park. 
72  
 
 
 
Figure 4.1: Study glaciers of the Columbia Mountains. 
 
4.4 Methods and Data 
 
4.4.1 Ice velocity 
 
Surface ice velocity is calculated using velocity mapping software (vmap, (Shean, 2019)) using 
NASA Ames Stereo Pipeline image correlator with consecutive 1 m resolution ALS DEMs re- 
sampled to 3 m resolution and 3 m resolution orthorectified PlanetScope imagery. Stake locations 
were surveyed with an accuracy of ±0.25 m (B. M. Pelto et al., 2019), and their displacement was 
used to evaluate the optically-derived velocity fields. Conrad Glacier has 20 measurements of stake 
positions per year (64 total),  including at three transverse cross-sections of stakes (B. M. Pelto   
et al., 2019). Kokanee Glacier has 11 total stake velocity pairs and Illecillewaet Glacier has no 
stake velocity data. Velocity fields from the image and DEM pairs have varying coverage patterns 
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Table 4.1: Characteristics of study glaciers as of 2015. 
 
Glacier RGI ID Lat. Long. Area Elevation (m) Length Aspect 
 
 (°N) (°W) (km2) Max Min Range Mean (km)  
Illecillewaet RGI60-02.03688 51.23 117.42 7.72 2910 2015 895 2530 4.3 WNW 
Conrad RGI60-02.02171 50.81 116.92 11.66 3235 1825 1410 2595 12.2 N 
Kokanee RGI60-02.00147 49.75 117.14 1.79 2805 2220 585 2585 2.2 N 
 
 
with average coverage of 75% (Table D1). We mosaic seasonal-to-annual velocity maps to create 
composite velocity fields which are less prone to artifacts, holes and bias that may affect a velocity 
field from an individual image pair. We use nine image or DEM pairs for the mosaic of Kokanee 
Glacier, 10 for Illecillewaet Glacier and 12 for Conrad Glacier (Table D1). Image pairs used to 
create our velocity fields span one year on average. Since we use composite velocity maps, our 
methods are only suitable to derive annual gradients. 
4.4.2 Ice thickness 
 
Ice thickness measurements from ice penetrating radar (IPR) are available from B. M. Pelto, 
Maussion, Menounos, Radić, and Zeuner (2020) for the three glaciers, with uncertainty estimated 
between 5–10% depending on the quality of the bed reflection. We also use modeled ice thickness 
from Farinotti et al. (2019) and B. M. Pelto et al. (2020). For ice thickness in western North America, 
Farinotti et al. (2019), hereafter referred to as FAR19, use three models (Frey et al., 2014; Huss & 
Farinotti, 2012; Maussion et al., 2019). B. M. Pelto et al. (2020) optimized distributed ice thickness 
for all three study glaciers using a cross-validation approach to minimize error between observed 
and modeled ice thickness with the Open Global Glacier Model (OGGM) (Maussion et al., 2019). 
A portion of the accumulation zone of Illecillewaet Glacier is assigned to the neighboring Geike 
Glacier within the Randolph Glacier Inventory (RGI) V6 (W. T. Pfeffer et al., 2014). B. M. Pelto 
et al. (2020) thus corrected the outline of Illecillewaet Glacier prior to the surface inversion. We 
combine the thickness of Geike Glacier (RGI60-02.03686) from FAR19 with that of Illecillewaet 
Glacier to cover the missing portion for the FAR19 bed estimate of Illecillewaet Glacier. 
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4.4.3 Ice flux 
 
Our velocity fields (Fig. 4.2) and ice thickness measurements (Fig. 4.3) allow the calculation of ice 
fluxes of the glacier at different ‘gates’ approximately transverse to the flow across each glacier. 
Points are sampled every 20 m along each gate, which effectively breaks each gate into a number of 
small segments or individual gates through which the ice flux is calculated and summed. This point 
density maximizes the value of our high resolution ALS DEMs, velocity fields, and IPR data. We 
use our x and y velocity fields to calculate ice flow direction and magnitude. We then take the angle 
of a given flux gate to calculate the velocity perpendicular to that gate for each segment. To convert 
this velocity from mean surface to depth-averaged velocity, we compared locations with seasonal 
velocity estimates and found average seasonal surface velocities generally varied by less than 10%. 
Assuming the discrepancy between winter and summer velocity to represent sliding velocity at these 
points, we estimate depth-averaged velocity to be 85% of the surface velocity (for n=3, A=2.24e−24
in Glen’s law; Cuffey & Paterson, 2010, p. 310). Without basal sliding, theoretical calculations 
suggest that the depth-averaged velocity is 80% of the surface velocity Cuffey & Paterson, 2010, 
p. 310. Then, the ice flux through a given gate, Φgate, is calculated as the sum of ice flux for each 
segment of the gate: 
 
Φgate = v⊥iHiwi (4.2) 
i 
where v⊥i is the velocity component perpendicular to the ith segment, Hi is the ice thickness at 
the ith segment and wi the width of the ith segment. Flux gates were manually placed to satisfy the 
following conditions: 1) contain GPR measurements for as much of the cross-section as possible; 2) 
are roughly perpendicular to ice flow direction; and 3) capture the elevation range of the glacier in 
at least 100 m intervals. Flux in (Φin) for the uppermost gate on each glacier is assumed to be zero. 
We produce three sets of ice flux estimates for each year. Each set uses a different ice thickness 
estimate: IPR, OGGM, and FAR19. 
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Figure 4.2: Surface velocity of Conrad (A), Illecillewaet (B) and Kokanee (C) glaciers. Velocity fields are 
mosaics of individual optically-derived velocity fields (Table D1 lists dates and sources). Flux gates and 
glacier outlines are indicated by white lines. 
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Figure 4.3: Flux gate cross-sections for Conrad (A–O), Illecillewaet (P–W, grey background) and Kokanee 
(X–BB) glaciers. Gates are numbered according to glacier, e.g. Conrad gate 0 = C0. Lines consist of bedrock 
estimates: IPR (black), OGGM (red), FAR19 (pink) and the 2018 glacier surface (blue). 
 
4.4.4 Ice velocity uncertainty 
 
Systematic error in velocity can be assessed off-ice (e.g. Dehecq et al., 2019), and may stem 
from the cross-correlation itself, or the pre-processing, which here is the coregistration. To assess 
systematic error, we quantify off-ice velocity, consider the uncertainty of the coregistration, and 
compare velocity fields against stake velocities. We assume coregistration accuracy of ±2 pixels 
(B. M. Pelto et al., 2019). In the native resolution of the DEMs this equates to ±2 m. Given that 
our assessment of off-ice velocity and stake velocities relative to velocity fields are similar (~1.1 m 
average) this error and the error of coregistration are summed quadratically to derive “systematic 
error" (σvsyst ). Random error inherent in the cross-correlation and due to interannual variability is 
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.
σ  = 
 σv 
Φgate v i H ⊥i i 
also estimated. Average displacement is roughly 5 pixels, and maximum displacement is 15–20 
pixels in the fastest areas of flow. Thus most features do not show strong deformation and are easy 
to track. The accuracy of the cross-correlation is estimated to be ±0.5 pixels, which corresponds to 
±1.5 m a−1. This error, which also encompasses interannual variability, is taken as the “random 
error". Random and systematic uncertainties combine to produce total ice velocity uncertainty: 
 
 
 
 
2
vrand 
2
vsyst (4.3) 
 
which yields an estimated ice velocity error of 2.7 m a−1. 
 
4.4.5 Uncertainties on the ice fluxes 
 
We assume an uncertainty of 10% for IPR observations (B. M. Pelto et al. (2020)). For the modeled 
ice ice thickness estimates, we double the average relative error from B. M. Pelto et al. (2020) for 
these three glaciers (5.1%) as we are using the ice thickness at-a-point rather than glacier-wide, 
yielding an uncertainty on ice thickness (σH ) of 10.2%. IPR estimates have gaps in coverage along 
many flux gates (Fig. 4.3). We interpolate between the available measurements (Fig. 4.3), and where 
the length is > 60 m (more than three segments between observations) we assume an additional 
10% uncertainty on ice thickness. The modeled ice thicknesses have complete glacier coverage and 
thus no additional uncertainty is considered for cross-sectional area. 
To calculate uncertainty in ice flux for a given gate (σΦgate ), we propagate the uncertainties of 
ice velocity and ice thickness in the ice flux equation (Berthier et al., 2003) summed for all segments 
(i) of the gate: 
 
σ2 = 
Σ Σ
σ2
.
H2 + σ2
Σ 
v2
Σ 
w2 (4.4) 
For a given flux bin σΦ from the gate at the top of the bin represents the uncertainty on flux  
in (σΦin ) and σΦ from the gate at the bottom of the bin represents uncertainty on flux out (σΦout ). 
These uncertainties are then combined to produce σΦ for the flux bin: 
i
+ σ 
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δt 
Σ 
−
 
δt 
σΦ = σΦin  + σΦout (4.5) 
 
4.4.6 Surface mass balance 
 
To calculate ba from our flux estimates, we quantify surface height change ( δh ), vertical ice velocity 
(Vz), and firn compaction (Vfirn) for each flux bin (each expressed in meters of surface displacement). 
We use these three components to calculate surface height change from mass balance (ḣ , where 
ḣ  = ba/ρ).), which multiplied by density (ρ) of a given bin yields the ba of a given bin (j): 
 
 
ḃa,j = 
δhj 
V
 
δt 
 
 
z,j 
 
+ Vfirn,j 
Σ 
· ρj 
 
(4.6) 
 
We use 1-m resolution DEMs collected via repeat fixed-wing ALS surveys to generate δh for 
each year from 2015–2018. ALS surveys average 1–3 laser shots m−2 (further details can be found 
in B. M. Pelto et al. 2019). We adopt the average height change uncertainty of 0.21 m (σδh ) from 
δt 
B. M. Pelto et al. (2019); σδh was assessed over stable terrain after correction for effective sample 
δt 
size. Flux estimates (m3 a−1) for each bin (Equation 4.2) are normalized relative to the ice surface 
area Aj (m2) of the given bin to calculate Vz (m a−1). Vfirn is calculated following the method of 
Sold et al. (2013) where over the cycle of one hydrological year and integrated over the whole firn 
column, one annual accumulation layer is transformed from snow to ice. For each flux bin with 
retained accumulation, we take the positive glaciological ba observations multiplied by the firn area 
of the particular bin. Mapping the area over which accumulation is continuously retained is difficult 
(Dunse et al., 2009; Sold et al., 2015), especially considering that firn area is shrinking on all three 
study glaciers, with multiple years of firn commonly exposed (B. M. Pelto et al., 2019). To best 
estimate the glacier area overlain with multi-year firn, we merge all recent accumulation area masks 
(B. M. Pelto et al., 2019) from 2013–2019. A given pixel is then classified as firn if covered by 
accumulation in ≥ 50% of the years. Uncertainty on surface height change due to firn compaction 
(σV firn) is taken to be 10%. Density of ice is taken as 910 kg m−3, density of late-summer snow 
as 570 kg m−3, and multi-year firn as 700 kg m−3 (B. M. Pelto et al., 2019).  For a given bin, 
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δt 
−
δt 
density is calculated based on the ratio of surface material (snow/firn/ice) using the pixel-based 
surface classification of B. M. Pelto et al. (2019) for each year. Density uncertainty is taken as 10%. 
Uncertainties on δh , Φ, and Vz are summed quadratically to estimate uncertainty on height change 
from mass balance σḣ for each bin j and then to calculated uncertainty on modeled mass balance 
σba : 
 
σba,j  = 
.
(σḣ,j  · ρj)
2 + (ḣ j  · σρ,j)2 (4.7) 
Glaciological ba observations for each glacier are used to assess modeled ba. Average number of 
annual balance measurement locations for each glacier were: Conrad, 38; Kokanee, 18; and Illecille- 
waet, 8. See B. M. Pelto et al. (2019) for measurement maps and details regarding measurements. 
To compare with flux bin estimated Vz, Vz is estimated for ablation stake observations following the 
method of Beedle et al. (2014) where 
 
V  =  
δh 
ḣ 
z δt 
(4.8) 
 
with ḣ  measured at the stake and δh is ALS height change at the stake location. We compare 
 
modeled mass-balance gradients and flux bin ba to observed gradients and ba. Glaciological ba is 
calculated for each flux bin by taking the mean of all measurements within a given bin. To minimize 
the influence of individual measurements, if there are <2 measurements per bin, we set an elevation 
window of two times the σ of the bin elevations, and increase this window incrementally by 20% 
until the requirement is satisfied, or until bin size exceeds 150 m, to prevent including data from 
more than the adjacent bins. Uncertainty on glaciological ba is taken as 0.26 m w.e., the average for 
these glaciers from B. M. Pelto et al. (2019). 
We use three quantitative statistics to compare ba estimates to observations: percent bias 
(PBIAS), mean error (ME) and mean absolute error (MAE). PBIAS measures the average 
tendency of the simulated data to be larger or smaller than their observed counterparts (Gupta, 
Sorooshian, & Yapo, 1999). Positive values indicate model underestimation bias and negative 
80  
values indicate model overestimation bias (Gupta et al., 1999). PBIAS values vary more for net 
balance values near zero. This tends to place a greater weight on observations near and above the 
equilibrium line altitude (ELA), which tend to be near-zero and thus will generally have greater 
PBIAS. We calculate ME and MAE to assess the performance of modeled estimates and to 
contextualize PBIAS. 
We assess the mass-balance profile by approximating the profile as a single linear function 
(db/dz) and as a piecewise function comprised of two linear functions above (db+/dz) and below 
the ELA (db−/dz). The ELA is thus the breakpoint for our piecewise functions (Furbish & Andrews, 
1984; Malone, Doughty, & Macayeal, 2019). Uncertainties on balance gradients are taken as the 
standard error (SE) of the slope (Rabatel, Dedieu, & Vincent, 2005) for linear gradients and the 
piecewise functions. 
 
4.5 Results 
 
4.5.1 Cross-sectional area 
 
Overall, the bed estimates of all three sources, IPR, OGGM and FAR19, produce similar cross- 
sectional areas, despite bed shapes which often differ (Fig. 4.3). OGGM cross-sectional area is, 
on average, 2% smaller than IPR for Conrad Glacier and 8–9% greater than IPR for Illecillewaet 
and Kokanee glaciers. The OGGM and FAR19 cross-sectional areas often differ by >50%,  but  
on average, OGGM thickness is 25% and 13% greater for Kokanee and Illecillewaet glaciers 
respectively and 22% less for Conrad Glacier. Percent difference between bed estimates and IPR 
measurements are typically greatest over the lowest two gates at each glacier. IPR observations at 
the lowest two gates on Illecillewaet Glacier (Fig. 4.3, I0, I1) average 47% thicker than both model 
estimates. IPR cross-sectional area also averages 50% greater than FAR19 for the lowest two gates 
at Kokanee Glacier (Fig. 4.3, K0, K1). At Conrad Glacier, IPR cross-section area at the lowest gate 
(C0) is 78% and 64% less than FAR19 and OGGM respectively. Gates in the ablation zone indicate 
a systematic difference at Conrad Glacier with five of the six lowest gates having smaller IPR 
cross-sections than OGGM and FAR19. This systematic difference is particularly evident between 
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the model estimates, OGGM cross-sections for gates C1–C9 are greater than FAR19 cross-sections, 
and smaller than FAR19 for gates C10–C14 (Fig. 4.3). 
4.5.2 Surface and vertical ice velocity 
 
Average glacier-wide ice velocity for Conrad Glacier is 18.3 m a−1 with a maximum of ~80 m a−1
within the upper ice fall (Fig. 4.2). Average flux gate surface ice velocity is 19.8 m a−1 for Conrad 
Glacier (Fig. 4.4), with a maximum flux gate velocity of 28 m a−1 and a maximum point velocity of 
75 m a−1. Illecillewaet Glacier average glacier-wide ice velocity is 14.6 m a−1 compared to 12.8 
m a−1 for the average flux gate velocity. Maximum Illecillewaet Glacier ice velocity (56 m a−1) 
occurs along the lowest two gates, where ice flow is constricted by the topography and the glacier is 
steepest (>20°). Average glacier-wide and flux gate ice velocity are both 5.5 m a−1 for Kokanee 
Glacier (Fig. 4.4). 
We find a mean difference between our 75 stake velocity pairs and feature-tracking velocity of 
–1.08 ± 1.10 m a−1 (n = 75) (Fig. 4.5). At Conrad Glacier, stakes close to the glacier margin along 
three transverse cross-sections of stakes show greater disagreement than those near the center. 
Comparing each individual velocity field to our mosaics over shared pixels containing data, ice 
velocity generally varies by less than 2 m a−1, and we find an average median difference of 2.7%. 
Off-ice velocity averages 0.6 ± 1.4 m for mosaic velocity maps and autumn-to-autumn velocity 
maps, and 1.6 ± 1.8 m for spring-to-spring maps. Velocity products using spring DEMs have higher 
off-ice velocity due to annual changes in the pattern of seasonal snow accumulation. 
We compare emergence velocities estimated at surface stakes and from modeled ice flux  
(Fig. 4.6). Five stakes on Conrad Glacier record near zero or negative Vz at 2400 m, less than the +1 
to +2 m a−1 of the flux bin. These stakes are located at the foot of a steep slope of the west wing of 
Conrad Glacier and three of these stakes retain accumulation in most years. The flux bin in which 
they lie has negative ba, but is on average 20% snow-covered. Using our gridded data (velocity and 
thickness) to quantify Vz, we find similar Vz to those estimated at the stakes, though adjacent pixels 
can be highly variable. Our greatest stake velocity observation was 47 m a−1 at a stake in Conrad 
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Figure 4.4: Box plots of optically-derived surface ice velocity fields (white) as sampled at 20 m intervals 
along each flux gate and stake velocities (blue) with 95% confidence interval (whiskers), interquartile range 
(box), median line (black) and mean line (red). All individual stake observations are shown only for Kokanee 
Glacier due to the sparse nature of observations. Gate C10 on Conrad Glacier is located at the top of the 
upper ice fall, with the highest stake velocity observation near the bottom of the same ice fall. 
 
Glacier on the lower portion of the upper icefall just below gate C10 (Fig. 4.4). This stake had an 
estimated Vz of +3.2 m a−1. Estimating Vz from our gridded data suggests a Vz of ~4.1 m a−1 for 
that stake location (Supplemental materials). 
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Figure 4.5: Surface ice velocity from 75 stake measurements on Conrad and Kokanee glaciers versus 
optically-derived velocity fields 
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Figure 4.6: Vertical ice velocity from model estimates using the three ice thickness sources (IPR, OGGM, 
FAR19) and ablation stakes observations (Equation 4.8). 
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4.5.3 Mass balance 
 
Low average PBIAS (3.0 ± 15.6%) and ME (–0.02 ± 0.14 m w.e.) exist between modeled flux 
bin ba and ba observations (Table 4.2). Modeled db/dz accord with observed db/dz (Table 4.2, 
Fig. 4.7), with only two of 27 modeled db/dz not within ± 1.0 SE of observed db/dz (Tables 
D2–D4). Only three modeled db−/dz are outside ± 1.0 SE of observed gradients. While all 
observed and modeled db+/dz are within ± 1.0 SE, the SE of these gradients are large, and thus 
this agreement has limited value. The ba residuals (observed – modeled) have a relatively even 
distribution around zero in both absolute magnitude (m w.e.) and percent (Fig. 4.8), but have 
relatively high variability with an average MAE of 0.48 ± 0.21 m w.e.for modeled ba. Excluding a 
few outliers, the consistent range of variability of ba residuals relative to elevation in both percent 
and m w.e. (Fig. 4.8) implies the model is performing well for all elevations. However, the kernel 
density estimation in Fig. 4.8, which represents the probability distribution as a non-parametric 
estimator of density, reveals a slight negative modeled ba bias in the accumulation zone. Estimated 
height change due to firn compaction ranges from 0.01 to 0.83 m for specific bins and averages 0.56 
m for Illecillewaet and Conrad Glaciers and 0.21 m for Kokanee Glacier. 
The ba estimates derived using the three ice thickness datasets and its uncertainty (± 1.0 SE) 
overlap with 94% of direct mass balance measurements (Fig. 4.7) and yield low ME and PBIAS 
(Table 4.2). Overall, IPR produced the closest db−/dz and db+/dz to observations. OGGM best 
matched observed db/dz. While OGGM also produced the lowest ME, MAE and PBIAS, all 
three ice thickness sources yield similar overall statistics (Table 4.2). FAR19 generated the best 
match for Conrad Glacier db/dz. Modeled ba underestimates observed ba above 2900 m at Conrad 
Glacier in 2017 and 2018, which biases FAR19 and OGGM db+/dz (Fig. 4.7). The ALS survey 
in 2017 had 94% glacier coverage, but the top two bins in 2017 and 2018 had only 5% and 55% 
coverage respectively. In 2018, ALS coverage was only 54% in the accumulation zone. 2018 also 
had fresh snow on glacier as the ALS survey occurred on October 14, 2018, two months later 
than planned due to forest fire activity. FAR19 and OGGM overestimate ba for the terminus of 
Illecillewaet Glacier whereas the IPR estimate matches observations (Fig. 4.7). The IPR estimate for 
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Figure 4.7: Observed and modeled (FG) mass balance for Conrad (A, B, C), Illecillewaet (D, E, F) and 
Kokanee (G, H, I) glaciers for 2016, 2017 and 2018. Boxplots represent ba averaged observations for each 
flux bin, and colored error bars represent modeled ba for each flux bin. 
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Table 4.2: Average mass-balance gradients, PBIAS (%), ME (m w.e.), and MAE (m w.e.) for each glacier 
and for all glaciers collectively. Tables D2–D4 contain annual statistics for each glacier. 
 
Glacier Method db/dz db−/dz db+/dz PBIAS ME MAE 
 
Obs. 6.23 ± 0.5 10.04 ± 0.7 3.0 ± 1.2 
Conrad ΦIPR 6.73 ± 0.7  10.68 ± 1.4  2.9  ± 2.5 2.2 -0.04 0.70 
ΦOGGM 5.86 ± 0.6 10.84 ± 1.0 1.62 ± 1.7 -3.4 0.05 0.59 
ΦFAR19 5.98 ± 0.7 11.27 ± 1.1 1.49 ± 1.9 1.6 -0.02 0.61 
Obs. 11.36 ± 1.2 13.58 ± 1.4 1.25 ± 6.0    
Illeci 
 
 
 
 
Kokanee ΦIPR 7.77 ± 1.0 3.8 -0.01 0.27 
 
 
 
 
 
 
Mean 
 
 
 
 
the second bin underestimates ba to an extent which causes db−/dz to become too steep (Fig. 4.7). 
No change in slope of the mass-balance profile is detected for Kokanee Glacier, (Fig. 4.7) so we 
report only db/dz for Kokanee (Table 4.2). Illecillewaet Glacier shows minor change in slope, with 
SE larger than db+/dz. We report db−/dz and db+/dz for Illecillewaet Glacier, but only plot the 
linear fit (Fig. 4.7). When we fit a piecewise function to all three years of data, Conrad Glacier in 
particular shows a tight fit between observed and modeled gradients, with a slight negative bias in 
FAR19 and OGGM modeled db+/dz at the highest elevations (Fig. D4). With data from all three 
years, the change in slope is still negligible for Kokanee and Illecillewaet glaciers. 
Variability of db+/dz is greater than for db−/dz, and SE is larger than for db−/dz at Conrad 
and Illecillewaet glaciers (Tables D2–D4). The spread of db−/dz from observations is 5% for 
llewaet  
ΦIPR 13.15 ± 1.4 14.64 ± 2.0 6.49  ± 8.6 -6.4 0.08 0.50 
ΦOGGM 11.02 ± 1.4 11.58 ± 2.1 8.54 ± 9.0 4.8 -0.05 0.68 
ΦFAR19 10.31 ± 0.8 11.16 ± 1.2 7.02 ± 5.3 12.5 -0.14 0.49 
Obs. 7.91 ± 0.8      
 
ΦOGGM 7.81 ± 0.7 0.1 0.01 0.26 
ΦFAR19 7.05 ± 0.5 12.2 -0.05 0.28 
Obs. 5.93 ± 0.4 9.78 ± 0.6 2.66 ± 1.1   
ΦIPR 7.22 ± 0.6 10.09 ± 1.4 4.42 ± 2.5 -2.3 0.04 0.64 
ΦOGGM 6.38 ± 0.6 10.43 ± 1.0 2.94 ± 1.8 -4.6 0.07 0.42 
ΦFAR19 6.51 ± 0.6 10.86 ± 1.0 2.81 ± 1.8 0.2 -0.01 0.45 
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Figure 4.8: Mass balance residuals (observed – modeled) for flux bins against normalized elevation for 
Conrad (orange), Illecillewaet (purple), and Kokanee (black) glaciers. All points are used for the kernel 
density estimation plot (blue) which represents the probability distribution as a non-parametric estimator of 
density. Symbols distinguish the bed estimates used for the residuals: IPR (triangles), OGGM (squares), and 
FAR19 (diamonds). Eight residuals > 200% are not shown to better display the spread of most residuals 
(n=279). 
 
Conrad Glacier and 23% for Illecillewaet Glacier, whereas db+/dz from observations varies by 
20% for Conrad Glacier and >100% for Illecillewaet Glacier. The SE of db+/dz is double that of 
db−/dz for Conrad Glacier and nearly four fold larger for Illecillewaet Glacier. 
4.5.4 Uncertainty 
 
Average ice velocity uncertainty (σv) for Conrad and Illecillewaet glaciers is 22% compared to 
55% for Kokanee Glacier. The contour plot depicts uncertainty for gate C4 on Conrad Glacier 
(Fig. 4.2), and shows the spread of percent σv and σΦ across all Conrad gates. σΦ is < 30% for 11 
of 16 gates at Conrad Glacier and less than < 20% for six gates (Fig. 4.9). Net ice flux uncertainty 
(Equation 4.5) is highest for Kokanee Glacier at 60% and lower for Conrad and Illecillewaet glaciers 
at 20% and 28% respectively. σv for the slowest gates reaches over 50% for one in four gates: the 
top two gates at Conrad Glacier (Fig. 4.9), the lowest three gates at Kokanee Glacier, and the upper 
two gates of Illecillewaet Glacier. Average modeled σba (Equation 4.7) is 0.55 m w.e. across all 
three glaciers. 
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Figure 4.9: Contour plot of percent ice flux uncertainty (σΦ) for bin four on Conrad Glacier as a function of 
σv and σH as described in Equations 4.4 and 4.5. Open circles denote the 16 flux bins of Conrad Glacier, 
and their relative uncertainties where σΦ = σΦin + σΦout , red denotes bin four. Contours and shading both 
represent percent σΦ. 
 
4.6 Discussion 
 
4.6.1 Does our modeled mass balance achieve mass conservation? 
 
Neglecting any changes in Vfirn, we consider mass is conserved if the sum of ḣ  and Vz falls within 
 
2±σ of the ALS δh for a given year (Berthier & Vincent, 2012). For 81% of bins, representing 
84.9% of total glacier area, mass is conserved (Fig. 4.10). For 19% of bins, representing 15.1% 
of total glacier area, it appears that mass conservation is not respected, yet due to relatively 
sparse observations for many bins,  it is unknown if we fail to respect mass conservation or if  
our glaciological data insufficiently represent the spatial distribution of ba.  Most bins that fail   
to conserve mass are either near the termini or heads of the glaciers. Using field data to assess 
mass conservation can be problematic, given the uncertainty in our observations (B. M. Pelto et al., 
2019), the relatively sparse coverage of in situ measurements for some bins, and the time elapsed 
between ALS surveys and field observations. Our GPS surveys were used to correct for mass 
change between data collection, but issues of fresh snow in particular are difficult to resolve. In 
most cases, we suspect that insufficient data are responsible for mass conservation failure with 
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either: 1) inadequate accumulation zone glaciological samples; 2) uncaptured mass change between 
field and ALS surveys; or 3) insufficient LiDAR coverage. 
For Kokanee Glacier, mass is conserved for all bins in all years. For Conrad Glacier, mass 
conservation is respected for 79% of bins on average, with IPR performing best (86%) and OGGM 
performing worst (73%). The highest elevation bins fail in 2017 and 2018 for Conrad Glacier  
due to poor ALS coverage. IPR also performs best at Illecillewaet Glacier (82%) and OGGM 
worst (66%). Relatively dense field sampling at Kokanee and Conrad glaciers, with multiple ba 
observations for most flux bins each year (B. M. Pelto et al., 2019), is likely responsible for more 
bins which respect mass conservation. By comparison, for Illecillewaet Glacier, limited sampling 
occurs within the accumulation zone and no GPS surveys are conducted, critical to account for 
mass change between surveys (B. M. Pelto et al., 2019). For Illecillewaet Glacier, only the lowest 
four of nine bins are well-sampled by glaciological measurements. These limited accumulation 
observations are also used to assess annual accumulation from which we estimate Vfirn, introducing 
further uncertainty. Fresh snow was present during the 2017 and 2018 autumn ALS surveys at 
Illecillewaet Glacier. This vertical bias was corrected via an estimate of off-ice snow depth after 
coregistration using snow-free stable terrain (B. M. Pelto et al., 2019).  Without GPS  surveys, 
this single vertical correction may poorly represent the spatial heterogeneity of fresh snow depth. 
Insufficient glaciological observations or incomplete ALS coverage appears to cause the apparent 
failure of mass conservation for many bins. 
4.6.2 Can we reliably reproduce the mass-balance profile from remote data? 
 
Our modeled gradients show a good fit with observed gradients in most years (Fig. 4.7), supported 
by modeled balance gradients within ± 1.0 SE of 94% of observed gradients (Table 4.2). Individual 
ba residuals cluster around zero over the glacier elevation ranges (Fig. 4.8), but modeled ba for 
individual bins often differ from observations. Statistics from each glacier, such as relatively low 
ME and PBIAS (Tables D2–D4), suggest that the modeled estimates perform well in net. While 
modeled ba over or underestimate observed ba for individual years or glaciers, we do not find a 
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Figure 4.10: Mass conservation plot for Conrad (A–C), Illecillewaet (D–F), and Kokanee (G–I) glaciers. 
The black error bars represent ALS-derived δh ± σδh for each flux bin. The colored error bars represent the 
sum of observed ba height change (ḣ ) and Vz less Vfirn and, if mass conservation is respected, will equal the 
ALS δh . This assumes that the ALS and field observations capture the glacier at the same time; Illecillewaet 
Glacier lacks GPS surveys to correct for height change between ALS and field surveys. 
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systematic bias in annual mass balance (Ba) between estimates. When combining data for all three 
years (Fig. D4), the fit of mass balance gradients further improves, demonstrating that uncertainty 
may be reduced if estimating modeled ba over a period of years rather than for individual years. The 
greater variability of db+/dz and its associated SE relative to db−/dz, suggests that modeled ba 
estimates in the accumulation zone are more difficult than for the ablation zone. Factors responsible 
for this challenge are: 1) spatial heterogeneity of retained accumulation; 2) near-zero ba, which 
leads to greater PBIAS than would an equivalent ba bias on the glacier tongue; 3) the presence 
of fresh snow on ALS-surveyed surfaces in some years (B. M. Pelto et al., 2019); and 4) the 
uncertainty of firn compaction estimates. Despite the challenges of extending the flux gate method 
to the accumulation zones, we find only a small negative modeled ba bias in the accumulation 
zone (Fig. 4.8). In some cases, we suspect that this negative bias arises from non-representative 
glaciological sampling in the glacier accumulation zones. Our ALS surveys better represent spatial 
variability of ba, while our center-line glaciological measurements may sample more positive ba 
than characteristic of their respective bins. Despite low ME, average σba for individual flux bins is 
large enough to recommend against over-interpreting an individual flux bin ba. We chose piecewise 
linear functions and single linear functions to define balance gradients (Furbish & Andrews, 1984; 
Shea, Menounos, Moore, & Tennant, 2013), however, ba estimates from our method can be used 
to directly describe the mass balance profile (Kuhn, 1984), or fit with any desired function. When 
averaged over several years, percent bias is ± 0.1–12.2% (Tables D2–D4). 
4.6.3 What are the primary challenges to flux estimates of mass balance? 
 
Challenges to calculate ba via flux gates include the accuracy, coverage, and uncertainty of velocity 
fields, subglacial topography, and surface topography along with the reliability of firn compaction 
estimates. The number and representativeness of field measurements is important if assessing the 
accuracy of modeled ba. 
The relative influence of σH  and σv on σΦ (Equation 4.4) varies by bin and glacier (Fig. 4.9). 
σv dominates uncertainty for gates with ice velocity below 10 m a−1 (Fig. 4.9).  Our σH of  10.2% 
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for the model estimates of H means that percent σH is smaller than σv for most gates. However, 
where the glacier is particularly wide, such as at the center of the Conrad Glacier (Fig. 4.2), σH 
dominates σΦ as the cross-sectional area is more effected by σH for wider sections (Fig. 4.9). For 
regional-scale studies, σH is typically around 30 % (Helfricht et al., 2019; Huss & Farinotti, 2012). 
Implementing our approach for glaciers without ice thickness observations will likely imply a 
greater σH than reported here. In turn, percent σv must be reduced relative to ours to achieve 
reasonable σΦ. This implies either improved velocity products or faster moving ice. With increased 
σH , smaller, slow-moving glaciers may have a prohibitively large σΦ for accurate flux estimates. For 
faster moving ice, σv is often < 5–10 % (Berthier et al., 2003; Berthier & Vincent, 2012; Burgess 
et al., 2013; Dehecq et al., 2019) which would decrease σΦ substantially. Thus this method is 
well-suited for faster ice flow, typical of larger glaciers. As demonstrated by agreement between 
observed and modeled db/dz for the three glaciers, modeled ice thicknesses from FAR19 and 
OGGM are of sufficient quality to represent the subglacial topography for estimates of mass balance 
for these glaciers. A systematic bias in ice thickness will lead to a systematic bias in ice flux, but 
not in Vz or ba as along as the ratio of Φin and Φout is not affected. 
Our velocity fields from individual image pairs demonstrated little interannual variability in ice 
velocity but often contained large data gaps. Variability among velocity fields (Fig. D1) is thus 
primarily due to data coverage (Table D1). We calculated the theoretical response of ice velocity to 
thinning for the tongue Conrad Glacier (Cuffey & Paterson, 2010, p 310). We note that the 4.95 m 
of observed thinning from 2016–2018 produced a 2.5% decrease in ice velocity, well within our 
reported uncertainty of ice velocity. The lack of interannual variability in ice velocity motivated our 
mosaicing of velocity fields to provide the best coverage and most representative velocity estimate. 
Field measurements indicate that ice flow of land-terminating glaciers typically fluctuates with mass 
changes at decadal scales (Heid & Kääb, 2012; Span & Kuhn, 2003) which agrees with the lack 
of observed interannual ice velocity variability. However if quantifying flux over a longer time 
period than our 3-year study, a single velocity product to represent velocity of the period would 
be ill-advised due to the effect of elevation change on driving stress. Using the individual velocity 
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fields in lieu of our mosaic produced little net change in modeled ba for gates with good velocity 
coverage (Fig. D3). Many of the holes in velocity fields occurred over low-angle terrain with low 
contrast, primarily in accumulation areas. Kokanee Glacier demonstrates that glaciers or areas  of 
glaciers with mean ice velocity less than ~10 m a−1 are challenging to measure, but possible with 
high resolution DEMs or imagery. 
Modeled ice thickness from OGGM and FAR19 produced similar cross-sectional areas relative 
to observations despite many small-scale bed shapes not being modeled (Fig. 4.3). IPR ice thickness 
better represents bed shape and conserves mass for more gates, but it does not outperform modeled 
ba within our flux scheme. We suspect that compensating errors explain why some gates produce 
the correct flux, yet have bed shapes that diverge from radar measurements. 
The ALS surveys used in this study covered most gates, and the vertical errors assocated with 
those surveys were low (B. M. Pelto et al., 2019). Fresh snow, gaps in coverage, and time between 
field and ALS surveys pose challenges, however. While our GPS surveys (B. M. Pelto et al., 2019) 
are a means to assess and correct for height change between glaciological data collection and ALS 
acquisition, the combination of melt and accumulation introduces uncertainty. For Illecillewaet 
Glacier, we lack GPS surveys, introducing a potential source of bias. As with Klug et al. (2018) 
we find that the largest source for differences between the geodetic and glaciological method on 
the annual scale is the presence of snow cover during geodetic data acquisition. We therefore 
recommend targeting geodetic data acquisition one to two weeks earlier than the assumed transition 
from melt to accumulation. In our case, instead of targeting mid-September, we should target late 
August or early September. 
We estimated firn compaction by considering average accumulation from field observations and 
the spatial pattern of accumulation (Fig. S2). This undermines our ability to estimate mass balance 
gradients in the accumulation zones from remote data only. Rather than relying on field data, it is 
possible to use geodetic data to estimate retained accumulation (ḣ = δh − Vz) for estimating firn 
compaction. Doing so produces smaller estimates of firn compaction for all three glaciers. Instead 
of using the method of Sold et al. (2013), a firn model could be applied (e.g. Herron & Langway, 
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1980). Firn models typically require information regarding ba, the initial density of snow, average 
air temperature or firn temperature and the depth of the firn column. The lack of firn data for the 
region and loss of firn area and thickness make this challenging (Sold et al., 2015). We have taken a 
number of firn cores (B. M. Pelto et al., 2019), including an 11-m firn core, but none recovers firn 
older than three years and thus cannot characterize the firn column. 
The limitation of our validation dataset is the sparse nature of our glaciological observations 
for some bins. Numerous reanalysis studies have shown that calculations of ba from glaciological 
observations are often biased due to spatial variability (O’Neel et al., 2019; Zemp et al., 2013). We 
sampled the ablation zones of Conrad and Illecillewaet glaciers more densely than the accumulation 
zones. B. M. Pelto et al. (2019) found that the three transverse cross-sections of stakes in the ablation 
zone of Conrad Glacier show minor variability in ba relative to measurements in the accumulation 
zone. The Fluctuations of Glaciers database also shows a bias towards ablation measurements, with 
a nearly 4 to 1 ratio of ablation to accumulation zone measurements (WGMS, 2018). Illecillewaet 
Glacier provides an example of this spatial bias where only 1–2 measurements are made above 2500 
m, an area representing 75% of its area. 
4.6.4 Can this method be expanded? 
 
We relied on glaciological observations to assess our modeled mass balance and to estimate  
Vfirn. For greatest applicability, it should be possible to use this method for glaciers without ba 
observations. As mentioned above, Vfirn may be estimated using a firn model, with ba either 
assumed or estimated from δh . A firn model would be most effective in regions with adequate 
field observations. Regardless of the method chosen to estimate Vfirn, the potential bias on Ba 
from Vfirn is relatively small (Belart et al., 2017; Klug et al., 2018; B. M. Pelto et al., 2019), but 
may greatly influence db+/dz. FAR19 is available for all glaciers in the world, and due to its 
performance for our three glaciers, we suggest that it or other models (e.g. OGGM) may be used to 
represent ice thickness within our flux-gate method. The success of OGGM and FAR19 relative to 
IPR demonstrates that modeled ice thickness can adequately represent cross-sectional ice area for 
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ice flux estimates for some mountain glaciers. Ice velocity estimates are becoming increasingly 
widespread and accurate (Burgess et al., 2013; Dehecq et al., 2019; Gardner et al., 2019; Heid & 
Kääb, 2012), suggesting that velocity can be reasonably determined for many glaciers. We use 
between five  and 15 flux gates on our glaciers,  aiming to place gates where IPR data coverage  
is good. The absence of this constraint would allow for a potentially more suitable arrangement 
of flux gates (e.g. Rabatel et al., 2018).  Our method could be adapted to place flux gates using  
an automated flowline method like used by OGGM, which builds upon the centerline algorithm 
of (Kienholz et al., 2014). While we employed a flux-gate method, if well-distributed velocity 
estimates are available, a gridded method (e.g. Mcnabb et al., 2012) or a full-stokes ice flow model 
(e.g. Jarosch, 2008) could also be used. 
4.6.5 Conclusions 
 
We used the continuity equation to quantify the distribution of surface mass balance of three alpine 
glaciers over three years in the Columbia Mountains of BC, using an extensive dataset of field 
and remote-sensing observations. We quantified elevation change with annual 1-m resolution 
ALS DEMs. Ice fluxes through cross-sections were estimated using optically-derived velocity 
fields and three different ice thickness sources, both modeled and observed. Glaciological balance 
observations were collected annually and used to assess modeled ba, mass conservation and Vfirn. 
• Our modeled ba well-represented observed ba as reflected in small average ME (–0.02 ± 
0.14 m w.e.) and PBIAS (3.0 ± 15.6%). 
• Modeled ba gradients were within ± 1.0 SE for 94% of observed db/dz, db−/dz and db+/dz. 
• ba residuals had a relatively even distribution around zero, but kernel density estimation 
revealed a slight negative modeled ba bias in the accumulation zones, and 24% of residuals 
were greater than 50%). 
• Mass conservation was respected for 81% of flux bins representing 85% of total glacier area. 
 
• Average mass balance uncertainty for individual flux bin ba was ± 0.55 m w.e. 
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• Modeled ba using ice thickness from IPR, OGGM, and FAR19 all produced average ME of 
–0.14 to +0.08 m w.e. when averaged over several years. 
 
The relatively small ba bias we found over accumulation zones indicates that extending the flux 
gate method over the entire elevation range of alpine glaciers was successful. The performance of 
modeled ice thicknesses within our method, relative to observations, demonstrated that representing 
the pattern of subglacial topography is more important for flux-derived mass-balances than achieving 
ice thicknesses which “exactly" match true ice thicknesses. Given the availability of velocity 
software and products (e.g. Gardner et al., 2019; Shean et al., 2016), global estimates of ice 
thickness (Farinotti et al., 2019), and modern elevation data (e.g. Brun et al., 2017), our flux-gate 
method to derive mass balance is likely feasible for many glaciers. 
Glaciers are expected to continue to lose mass regardless of the future trajectory of global 
greenhouse gas emissions (Mernild, Lipscomb, Bahr, Radić, & Zemp, 2013). Future changes to 
ice dynamics will occur as ice fluxes decrease due to decrease driving stress (Dehecq et al., 2019), 
and exposure of bedrock, cutting off current dynamic connections. It cannot be expected that the 
response of mass-balance gradients will be independent of altitude (Oerlemans & Hoogendoorn, 
1989). We argue that mass-balance gradients of glaciers around the globe should be quantified as 
glaciers continue to experience sustained disequilibrium (Christian, Koutnik, & Roe, 2018) not seen 
in the historic record (Zemp et al., 2015). Such efforts will allow for a better understanding of the 
dynamic response of glaciers to mass loss and retreat (Oerlemans et al., 1998) that will be valuable 
in improving simulations of future glacier evolution. 
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5. Dissertation Conclusions 
 
My dissertation addressed three primary objectives. First, I assessed the feasibility of using remotely- 
sensed geodetic measurements and empirically-derived estimates of density obtained from regional 
snow observations to estimate seasonal mass balance for alpine glaciers. Second, I evaluated and 
refined an ice thickness model to estimate the total volume of present-day ice in the Columbia River 
basin. Third, I employed data and methods used in my first two studies to develop an approach to 
define the relation between elevation and mass change through remote sensing. This third study 
represents one approach to greatly increase the number of glaciers that can be routinely monitored 
by provincial and federal agencies. This conclusion chapter summarizes the major findings of this 
dissertation, the study limitations and recommendations for further research. 
 
5.1 Summary of major findings 
 
In chapter two, I evaluated the efficacy of using geodetic methods to produce reliable estimates 
of seasonal glacier mass balance. Seasonal balance is logistically and financially difficult. Conse- 
quently, few seasonal mass balance records exist (Ohmura, 2011). Geodetic methods have typically 
been used to measure only snow depth (e.g. McGrath et al., 2015; Nolan et al., 2015), or only multi- 
annual balance (Cogley, 2009). Recent efforts quantified seasonal balance, but only over one glacier 
or for one season (Belart et al., 2017; Klug et al., 2018; Sold et al., 2013). By measuring geodetic 
balance over multiple years, glaciers, seasons, and for glaciers without long-term glaciological 
records, I sought to advance the application of seasonal geodetic balance. Geodetic studies are 
regularly used to complement or extend glaciological data and records to larger areas (Davaze et 
al., 2020), but rarely collect synchronous glaciological and geodetic data. My geodetic seasonal 
mass balances were within 1-σ uncertainties of glaciological balances for average winter, summer, 
and annual balances. I found that my empirically-derived estimate of spring snow density from 
provincial snow survey observations is within the uncertainty of my measured glaciological spring 
snow density. This density agreement allowed me to quantify geodetic winter balance without in 
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situ data, implying the method can be used for glaciers without glaciological observations in the 
region. I also found a linear relationship between spring snow density and day, which I used to 
adjust for change in snow density between surveys; this novel approach offers value to similar 
efforts elsewhere (e.g. Hill et al., 2019). Rather than the typical single density for converting volume 
change to mass change (Huss, 2013), or different densities for snow and ice (Klug et al., 2018),   
I used a pixel-based classification to assign separate density for each snow, firn, and ice, further 
improving annual geodetic balance accuracy. To my knowledge, no previous study has separated 
multi-year firn when assigning density, despite growing exposure of firn area with rising ELAs 
(e.g. Guo et al., 2015; Rabatel, Letréguilly, Dedieu, & Eckert, 2013). My results demonstrate that 
accurate assessments of seasonal mass change can be produced if density is carefully considered, 
using high-resolution elevation data over many glaciers, even in mountain ranges lacking long-term 
records of mass balance. Such agreement over multiple seasons, years, and glaciers demonstrates 
the ability of the geodetic method to increase the number of glaciers where seasonal mass balance 
can be reliably estimated. 
In chapter three, I presented the first ice thickness data from the Columbia Mountains of BC. 
These observations of ice thickness are the most comprehensive measurements for glaciers in British 
Columbia. Using these data within a cross-validation scheme, I modeled ice thickness with the 
Open Global Glacier Model (OGGM) driven with observations of surface mass balance and glacier 
elevation from chapter two. Estimates of initial glacier volume are required to simulate future glacier 
mass loss and contribution to streamflow on regional and global scales (e.g. Hock et al., 2019). Due 
to a lack of observational data, however, reliable estimates of ice thickness on basin and regional 
scales remain a challenge (Helfricht et al., 2019). My analysis suggests that one approach to better 
estimate ice volume is to use radar-based observations of ice thickness and updated glacier outlines 
in conjunction with a glacier flowline model. The Canadian and global database of ice thickness 
observations also remain scarcely populated, and my observations of ice thickness substantially add 
to this important database. 
In chapter four, I described and tested an approach to model the altitude mass-balance relation 
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for ice masses in the study area. Using elevation and ice-flux data to solve for surface mass balance 
in the continuity equation, I applied a flux-gate approach to estimate ice flux through cross-sections 
along the entire elevation range of three alpine glaciers over three years. Previous efforts to infer the 
spatial distribution of mass balance have focused only on glacier tongues, (e.g. Berthier & Vincent, 
2012; Gudmundsson & Bauder, 1999; Vincent et al., 2009), where ice thickness, glaciological 
balance and velocity measurements are most numerous, and glacier geometry is simplest. To 
estimate cross-sectional area, I used ice thickness data from chapter two. I calculated ice velocity 
from feature tracking ALS DEMs and satellite imagery. Ice velocity and the cross-sectional area 
were then used to calculate ice flux through each flux gate. I combined these ice fluxes with height 
change data from chapter two and an estimate of firn densification to quantify mass balance between 
and below flux gates. My modeled ba well-represented observed ba overall based on the average 
mean error (–0.02 ± 0.14 m w.e.)  and percent bias (3.0 ± 15.6%).  ba estimates for individual 
gates were often greater than 50%, however. Approximately 94% of mass balance observations fell 
with the modeled balance gradients (± 1.0 SE). I suggest that my modeled mass balance better 
represents balance gradients than individual flux bins. 
Available model estimates of ice thickness for glaciers (Farinotti et al., 2019) produced similar 
bias in ba estimates relative to my observations of ice thickness. In summary, remote-sensing 
techniques to estimate height change (e.g. Belart et al., 2017), ice thickness (Farinotti et al., 2019) 
and ice velocity (e.g. Gardner et al., 2019) are of sufficient quality to produce estimates of the 
relation of mass balance to elevation with an average bias of ± 0.1–12.2% and uncertainty of ± 0.55 
m w.e. for some mountain glaciers. These findings, and the proliferation of high resolution remote 
sensing data, suggest that my method may be extended to better characterize balance gradients on 
regional scales. 
 
5.2 Study limitations 
 
Below, I summarize the primary limitations of my dissertation to provide fruitful avenues for follow 
up research. 
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In chapter two, the primary sources of uncertainty in comparing geodetic and glaciological mass 
change estimates include (1) mass change between ground and airborne surveys, (2) characterizing 
spring snow density, and (3) quantifying firn compaction. 
Mass change between measurements often introduces the greatest uncertainty when comparing 
annual or seasonal geodetic and glaciological balance estimates (Belart et al., 2017; Klug et al., 
2018; B. M. Pelto et al., 2019). I minimized this uncertainty with GPS surveys to account for height 
change between measurements. While useful, GPS surveys are labor intensive, and if relied upon for 
every glacier in a geodetic study, would greatly limit the advantage of the geodetic surveys, namely 
that greater area can be captured. Often, both ablation and accumulation occur between surveys, 
which is difficult to resolve. Fresh snow present during ALS acquisition can change the height of 
the target surface by tens of centimeters (Joerg et al., 2012), a significant bias given the typical 
magnitude of annual balance. Without GPS surveys, identification and removal of vertical bias due 
to fresh snow requires an estimate of snow depth over stable terrain; which requires satellite imagery 
to classify snow-free stable terrain for coregistration. The difficulty of obtaining cloud-free satellite 
imagery coincident with an ALS survey hampers this approach, especially given how quickly fresh 
snow may accumulate and melt in the late summer (Samimi & Marshall, 2017). Assuming snow is 
accurately mapped, coregistration proceeds over snow-free terrain and any vertical offset observed 
over snow-covered stable terrain is taken as snow depth. However, off-ice snow is likely a poor 
representation of on-ice snow as fresh snow preferentially accumulates on the glacier due to the 
differences in thermal properties between snow, ice and rock. Like in chapter two, this method 
cannot be used during spring where no snow-free terrain exists within the surveys. To minimize the 
probability and depth of fresh snow present during ALS acquisition in late-summer, I recommend 
conducting ALS surveys slightly prior to the typical transition from ablation to accumulation. 
Spring snow depth and density are rarely measured above treeline in the province. Lacking 
alpine snow measurements, inferences must be made with data from treeline and below. My 
approach of using provincial snow survey observations to estimate a single spring snow density 
holds promise for estimating alpine snow density. However, discrepancies of up to 13 % between 
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geodetic and glaciological winter balance estimates, indicate the uncertainty introduced when not 
using site-specific density values. I aimed to quantify total winter SWE with the spring ALS surveys. 
In some cases, accumulation may have occurred following surveys, which would be captured by 
GPS surveys, but if snow accumulated after both field and ALS observations, then my winter 
balances are an underestimate. The onset of spring melt leads to rapid increase in snow density. I 
found a linear relationship between snow density and day, which I use to adjust for change in snow 
density between surveys, limiting the uncertainty introduced by spring snow densification. 
Detailed observations of the firn column on glaciers in the region are required to better character- 
ize firn properties (e.g. Sold et al., 2015). The depth of the firn column, rate of firn densification, and 
the extent to which the firn column is contiguous is unknown. Lacking this knowledge, modeling 
firn densification is not effective (Sold et al., 2015). In cases where the firn area shrinks, the 
importance of firn compaction will be overestimated. Despite the uncertainty it introduces, firn 
compaction is a relatively minor contributor to surface height change for many temperate alpine 
glaciers (Belart et al., 2017; Klug et al., 2018) due to high mass turnover, an observation that holds 
true for the glaciers that I studied. 
In chapter three, my modeled Columbia Basin ice volume faces three primary challenges: (1) 
RGI glacier outlines used as input date to 2005; (2) a single regional mass balance gradient may 
misrepresent many glaciers; and (3) no modern elevation data exist for the entire region. 
I used year 2005 glacier outlines and a year 2000 DEM to estimate Columbia Basin ice volume. 
To produce a modern estimate of Basin ice volume, the year 2000 DEM could be corrected with 
height change data from Menounos et al. (2019). However, an update of the RGI inventory for 
WNA, which is now 15 years out-of-date (Bolch et al., 2010), would improve, and may substantially 
alter, estimated ice volume for the Basin. 
Using a single regional mass balance gradient can introduce uncertainty in regional model 
estimates of ice thickness (Helfricht et al., 2019; Rabatel et al., 2018). OGGM is designed to 
estimate a glacier-specific mass balance curve, and I found that the OGGM mass balance model 
performed well. However, to best calibrate the mass balance model, more regional data would be 
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valuable. Currently, there are only three long-term records of mass balance in western Canada, 
and none within the Basin (WGMS, 2018). Continuing some of the relatively short mass balance 
records I present here would provide calibration and validation data for glacier models such as 
OGGM for regional analyses. 
In chapter four, capturing the entire elevation range of three glaciers is a strength of my effort, 
but presents challenges inherent in characterizing the accumulation zone. In the ablation zone, 
height change is only a function of emergence velocity and mass balance. In the accumulation zone, 
firn compaction must also be estimated. I estimated firn compaction using the method of Sold et al. 
(2013) where over the cycle of one hydrological year and integrated over the whole firn column, 
one annual accumulation layer is transformed from snow to ice. I compared using field observations 
to ALS-derived height change to estimate average annual accumulation for flux bins. Using ALS is 
advantageous as in situ data are avoided, allowing the method to be extended to glaciers without 
observational data. However, estimating accumulation with the ALS is prone to bias from fresh 
snow, ice dynamics and the effect of firn compaction itself. Velocity fields in accumulation zones 
often yield sparse coverage due to low contrast and lack of surface features (Dehecq et al., 2019; 
Heid & Kääb, 2012). I achieved good coverage through mosaics of all available velocity fields, 
but it may be challenging to replicate my work for glaciers without high-resolution data to derive 
velocity. I assessed whether mass conservation is respected by my modeled mass balance estimates 
with glaciological observations. The relatively sparse nature of these observations for many bins is 
problematic. Thus, for a number of bins, it is unknown whether mass conservation is not respected 
or if the glaciological data are not representative of the mass balance of a given bin. While my 
calculations were automated, my flux gates were manually placed. The method could be more easily 
used for large-scale applications if flux gates are placed using an automated flowline method. 
 
5.3 Broader implications 
 
My study focused on furthering methods to remotely monitor glaciers and increase the sample 
size with which we can improve models of glacier retreat and disappearance. My findings from 
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chapter two indicate that geodetic seasonal balance can be accurately resolved over large spatial 
scales. Improved seasonal estimates of glacier mass change will allow better quantification of 
glacier contributions to runoff. Resolving winter balance also aids our understanding of alpine 
snowpacks. Much of the snow in the Columbia Basin is above treeline, where few measurements 
exist. 
My thesis contributes to glaciology, but it also contributes knowledge to hydrology and ecosys- 
tem studies in the Columbia Basin. By presenting improved methods to measure snow and ice 
remotely, we can better partition the the relative contributions of seasonal snowpacks and glacier 
melt to streamflow. Knowledge of ice thickness and balance gradients across the Basin will improve 
hydrologic models and contribute to water resource management and ecosystem studies. Glaciers 
provide cool, plentiful water in the late summer months, which is valuable in the Columbia River 
and many of its tributaries. Glacier runoff buffers against low flows and warm temperatures outside 
the optimal range for native fish and aquatic species (Moore, 2006). Given that peak water is likely 
passed for the Columbia Basin (Moore et al., 2020), improved estimates of runoff decline are critical 
for efforts to mitigate the negative effects of this loss. There are many stresses on meeting in-stream 
flow needs for aquatic ecosystems and fish, due to the reservoirs and hydroelectric system in western 
Canada (e.g. Cohen et al., 2000). This balance will only become more challenging as glacier runoff 
declines. With improved knowledge of snow and ice contributions to runoff, we can better prepare 
strategies that will balance hydroelectricity production while aiding vulnerable ecosystems and 
communities which rely most heavily on glacier runoff contributions (Anderson & Radić, 2020). 
 
5.4 Recommendations 
 
I conclude with six recommendations for future work that provide fruitful avenues for follow up 
research: 
 
1. Improve glacier monitoring efforts in British Columbia. To properly represent future ice 
dynamics and thus accurately simulate future glacier changes, state-of-the-art models require 
quality observational data. Of greatest value are long-term records. Of the nine regions in 
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western Canada containing glaciers specified by Bolch et al. (2010), only two have long- 
term mass-balance records. Unrepresented regions such as the central and northern Rocky 
Mountains and central and northern Coast Mountains should have records established. Some 
of my short mass balance records (4–7 years) should be continued to represent the Southern 
Interior. Given the agreement between geodetic and glaciological observations (B. M. Pelto 
et al., 2019), the most cost-effective approach to monitor glacier change (B. M. Pelto et al., 
2019) would be to establish a few carefully selected long-term glaciological records (Fountain, 
Hoffman, Granshaw, & Riedel, 2009) in unrepresented regions and complete more extensive 
air- or spaceborne geodetic surveys in these regions. If field observations are established and 
maintained on additional glaciers in the region, these data can be used to inform and validate 
regional geodetic studies (Menounos et al., 2019), constrain glacier model parameters, and be 
used to calibrate and validate glacier models (Clarke et al., 2015). 
2. Quantify regional balance gradients. Balance gradients are required for all glacier mod- 
eling applications as a fundamental element of ice dynamics (e.g. Clarke et al., 2013; Nye, 
1965). The ability to estimate these gradients, like in chapter four, provides a means to 
improve physically based modeling to forecast glacier response to climate change. Future 
balance gradient change cannot be expected to be linear or a simple shift of mass balance 
curves (Oerlemans & Hoogendoorn, 1989). Less retained accumulation is leading to lower 
albedo (Marshall, 2014; Oerlemans, Giesen, & Van Den Broeke, 2009), tributary loss (Jiskoot 
et al., 2009) and thinning (Dussaillant et al., 2019). Thinning is leading to lower driving stress 
and ice flux (Dehecq et al., 2019; Heid & Kääb, 2012). As glaciers continue to experience 
sustained disequilibrium (Christian et al., 2018; M. S. Pelto, 2006), balance gradients must be 
quantified to help identify where and why models do not reproduce observations. 
3. Use modern observations of mass balance, topography, glacier outlines and ice thick- 
ness to model regional glacier response to climate change. The future response of glaciers 
may be challenging to predict as glaciers are unlikely to behave according to observations 
to-date as glaciers are experiencing sustained disequilibrium (Christian et al., 2018) not seen 
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in the historic record (Zemp et al., 2015). In chapter three, I found that glacier outlines were 
integral to accurately modeling ice flux and thus ice thickness. Glacier runoff is controlled 
by glacier area and melt rate (Fleming & Clarke, 2003). Thus, continually updating glacier 
inventories as glaciers retreat will improve estimates of glacier runoff (Huss & Hock, 2018). 
As glaciers thin, ice flow decreases due to reduced driving stress and increased stress gradients 
(Dehecq et al., 2019). Ice dynamics and balance gradients will both change due to a number 
of other factors: changes in slope, albedo, accumulation, geometry and hypsometry, dynamic 
connections, and energy balance (Furbish & Andrews, 1984). The complex interaction of 
these factors will determine the change in balance gradients and ice dynamics. Surface height 
change,  mass balance and ice velocity should be measured at regular intervals to assess  
the changes of these factors and their relative contribution to thinning (e.g. Dehecq et al., 
2019; Vincent et al., 2009). Calibrating, validating and parameterizing models with modern 
observations of the aforementioned factors will improve simulations of glacier retreat and 
runoff. 
4. Compare geodetic mass balance of Basin glaciers with that of my study glaciers. Ini- 
tially, I sought to quantify how representative the study glaciers are of other glaciers within 
the Basin. With ALS surveys, I capture around 100 glaciers each year, which would be an 
effective sample to determine this. For scope and brevity, I excluded the analysis for these 
glaciers from chapter two. Menounos et al. (2019) find a rate of mass loss for the Basin from 
2009–2018 (–0.67 ± 0.35 m w.e. a−1) which is similar to my observations (–0.73 ± 0.15 m 
w.e. a−1) from 2014–2018. This similarity suggests that my sample may be representative of 
the Basin-at-large, but requires further investigation. Investigating these 100 glaciers would 
better characterize the relative influence of accumulation and ablation on mass balance in the 
Basin, and how these relationships differ between glacier types. 
 
5. Quantify regional rates of firn densification. Firn cores, and measurements of firn in the 
region are non-existent. I recovered six firn cores (B. M. Pelto et al., 2019), including an 
11-m firn core, but none contain firn older than three years. These cores can be used to 
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estimate uppermost firn density, but the relation between density and depth for the entire firn 
column remains unknown, imposing a challenge to modeling firn densification rates (Sold et 
al., 2015). The inability to quantify firn densification rates introduces uncertainty in estimates 
of glacier-wide geodetic mass balance (Belart et al., 2017; Klug et al., 2018; B. M. Pelto et al., 
2019) and challenges the use of geodetic data to estimate ice flux, and thus quantify balance 
gradients like in chapter four. Observations of the firn column could also be used to estimate 
melt-water percolation, refreezing and drainage from firn (Samimi & Marshall, 2017). 
6. Quantify albedo change. As glaciers retreat, albedo is changing due to a series of factors 
that tend to decrease albedo. Less retained snow increases the ELA for a given glacier and 
in turn, leads to more exposed bare ice. Deposition of debris from exposed side moraines 
and ablated snowpack on the glacier surface constitutes an important feedback mechanism 
where the mineral dust stimulates the growth of algae, lowers the surface albedo, enhances the 
melt rates, and consequently drives retreat of the glacier (Oerlemans et al., 2009). Increased 
wildfire activity may also lead to ash deposition with attendant effects on albedo. As has been 
demonstrated for other midlatitude glaciers (Klok & Oerlemans, 2002), net radiation provides 
around 65% and 75% of available melt energy at Nordic and Haig glaciers, respectively 
(Fitzpatrick et al., 2017; Marshall, 2014). The strong positive correlation of average summer 
albedo and annual net balance at Haig Glacier (Marshall, 2014), demonstrates the importance 
of quantifying albedo. Models of glacier surface energy balance require estimates of albedo 
(Huss, Zemp, Joerg, & Salzmann, 2014), thus mapping changing glacier facies and quantifying 
changing albedo and responsible factors are critical to simulate future glacier mass balance. 
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B. Chapter 2 Supplemental 
 
Here we provide additional details related to the data used in chapter 2 and associated methods. 
 
B.1 Snow density 
 
Given average winter snow depth >4 m on our study glaciers, we had numerous 6 m pits,  and  
the time savings in conducting snow cores in lieu of snow pits allowed us to obtain more density 
measurements, more effectively reducing density uncertainty. The corer also allowed us to sample 
internal ice lenses, which are difficult to measure with a snow sampler. We used a snow saw (G3 
bone saw) to collect discrete samples (3-25 cm length) from the snow cores (Gabrielli et al., 2010; 
McGrath et al., 2018), avoiding areas where the core broke, to ensure a known volume, with the 
goal of sampling nearly all intact material from the core (Figure B.7). We noticed that core cuttings 
would accumulate at the bottom of the hole with each section of core taken, and so used care to 
avoid sampling these cuttings, which typically occupied the top 5-20 cm of the core but increased in 
amount with depth. We took spring snow density measurements at three locations at each site, (low, 
middle and high). Often, the density decreased with each subsequent core up-glacier, and thus we 
applied a linear regression of density and elevation to our depth measurements when converting to 
water equivalent. When there was no linear gradient, we averaged the snow density measurements 
to produce a glacier-wide snow density. We also found that if our lowest snow core was very low 
(e.g. on the toe of the glacier), these wind-swept locales often had the lowest density snow. In this 
case, we assigned the density of the lowest site to measurements of snow from the elevation range 
of the toe, and then used the upper two sites to determine density everywhere else, as to not bias the 
gradient or glacier-wide average with a sample unrepresentative of the glacier at-large. 
 
B.2 Uncertainty assessment 
 
We analyzed snow and ice-free terrain to derive statistical indicators of bias and data dispersion from 
∆DEM over stable terrain using a late summer DEM as a reference, and report the mean, median 
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eff 
and normalized median absolute deviation (NMAD) over stable terrain (Table 3). We bias correct 
the height change over the glacier surfaces using the systematic elevation difference over stable 
terrain (hdDEM ) in the ∆DEMs. This bias correction ranged from -0.09 to 0.05 m and averaged 
-0.01 m. NMAD reveals random errors that are typically below ±0.3 m, with a maximum of 0.6 
m (Table 3). This maximum error occurred for Zillmer Glacier in late summer 2017 when the 
separation between site visit and ALS survey was large and new snow covered the glacier during 
the ALS survey (Table 2). 
Random uncertainty stems from three sources that we assume to be independent: i) elevation 
change uncertainty (σh∆DEM ), ii) glacier zone delineation uncertainty (σA), and iii) volume to 
mass density conversion uncertainty (σρ). Elevation change uncertainty is derived from the σ of 
height change over stable terrain (σh) after correction for effective sample size (Neff ): 
 
2σh 
σh∆DEM = √
N
 (B.1) 
 
where the effective sample size is defined as (Bretherton et al., 1999): 
 
 
Neff = 
n · dx 
2 · L 
 
(B.2) 
 
where n is the number of pixels of stable terrain, dx is the spatial resolution (1 m), and L is the 
decorrelation length. Stable terrain generally covered 10-20 km2. We determined L by plotting 
semivariance (Figure B.3) for randomly selected coordinate pairs (n=10,000) against distance for 
ten separate simulations and defined L as the distance at which semivariance becomes asymptotic 
(5% change threshold). Decorrelation length averaged 0.75 km and varied from 0.5 to 1.3 km. 
For delineation of ice/firn/snow zones from satellite imagery (Figure B.1), we applied a buffering 
method (Granshaw and Fountain, 2006) to the perimeter of each zone that was not at the glacier 
boundary. Our satellite imagery resolution varied from 3 to 15 m, so we chose a buffer of four times 
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2
i
the largest pixel size, to derive an uncertainty in area per zone: 
 
σA = perimeter · 4 · dx (B.3) 
 
This 60 m buffer accounts for uncertainty in zone delineation and changes in the positions of the 
zone boundaries occurring between ALS and satellite imagery acquisition dates. Due to the high 
resolution of our DEMs, planimetric uncertainties were all <1% of glacier area (average 0.6%), 
using a four-pixel buffer per Abermann et al. (2010), and they were omitted from uncertainty 
analysis (Belart et al., 2017). Total random uncertainty in volume change is: 
σ∆V  = 
.
(σh (p + 5(1 − p))A)2+ (σA  · h )
2
(B.4) 
where A is the area of a given glacier and p is the percentage of surveyed area, which averaged 
99.1% (Table 2). We assume a factor of five for the elevation change uncertainty of non-surveyed 
areas (Berthier et al., 2014). Random uncertainty on geodetic mass balance is: 
σ∆M = 
Σ .
(σ∆V 
 
 
· ρ ) + (σρ 
2 Ai 
· ∆V ) · 
 
(B.5) 
 
where ρi is individual density conversion values with associated uncertainties (±σρi) for spring 
snow, late summer snow, firn, and ice (Table 4). Prior to being summed to produce a final uncertainty, 
each zone (ice/firn/snow) is considered separately for Ba, with ∆Vi and Ai the volume and area 
change of each zone respectively. 
Firn compaction or fresh snow on the surveyed surface introduce systematic uncertainty on geodetic 
balance. On Drangajökull ice cap, where Bw is more than 1 m w.e. greater than our average Bw, 
firn compaction and fresh snow densification increased geodetic Bw by 8%. Fresh snow off-glacier 
was negligible in all but a few cases. We thus assume a systematic uncertainty (σ∆Msys) of 10% on 
i 
i i
A tot 
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Ba,w. Collectively, random and systematic uncertainty thus yield total uncertainty in mass balance: 
 
σBgeod = 
.
(σ∆M )2+ (σ∆Msys)2 (B.6) 
To determine uncertainty in glaciological mass balance, we derive a mean density (ρ) of mass 
change: 
 
ρ = 
ρice · Aice + ρfirn · Afirn + ρsnow · Asnow 
Atot 
(B.7) 
 
and uncertainty in height change: 
 
σ∆hglac = 
√
σ∆hsurv2 + σhobs2 (B.8) 
where σ∆hsurv is the uncertainty in survey height correction applied to the glaciological 
balance, estimated as a 50% uncertainty in height correction (m). Survey uncertainty is assigned to 
glaciological balance (Table 3) instead of geodetic balance due to the near-synchronous timing of 
our ALS surveys and the staggered timing inherent in our glaciological data collection (Table 2). 
Locations where four measurements were taken indicated a σ of 4% for spring and 8% for summer, 
but we conservatively use 10% as the uncertainty in height change measurements to incorporate 
potential uncertainty introduced by small-scale variability of snow depth, probing of the incorrect 
surface, and possible self-drilling or plucking of ablation stakes (σhobs of ± 0.20 m for Ba and ± 
0.40 m for Bw). Uncertainty in glaciological mass balance is calculated as: 
 
σBa,w = 
.
σ∆hglac2 · ρ2 + σρ2 · Ba,w2 (B.9) 
where σρ is the uncertainty on density taken to be 10% of ρ, to account for uncertainty in density 
measurements and extrapolation of those measurements. The uncertainty in extrapolation of 
glaciological observations to glacier-wide mass balance (σExt) is taken as the σ of the different 
calculations of mass balance for each season. Glaciological mass balance uncertainty is thus: 
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σBglac = 
.
σBa,w2+ σExt2 (B.10) 
For both geodetic and glaciological mass balance, Bs was derived as the difference of annual and 
summer balance (Eqn. 1), and thus uncertainty on Bs yields: 
σBs = 
.
σBa2+ σBw2 (B.11) 
Table B.1: Glacier-wide spring snow density from glaciological observations (ρspring.obs), and updated 
spring snow density using the linear relation (ρspring.lin) of Julian day versus snow density (Figure 3). No 
observed density implies no winter balance trip occurred, and no data in the ρspring.lin column implies no 
Bw_geod was derived. When no spring glaciological visit occurred, the average spring snow density for the 
sites’ available record was used. 
 
Year Glacier ρspring.obs ρspring.lin 
  (kg m−3) (kg m−3) 
2018 Zillmer 517 457 
2018 Nordic 426 411 
2018 Illecillewaet – 461 
2018 Haig – 420 
2018 Conrad 407 413 
2018 Kokanee 395 419 
2017 Zillmer 381 492 
2017 Nordic 403 463 
2017 Illecillewaet 443 449 
2017 Haig 420 420 
2017 Conrad 500 518 
2017 Kokanee 415 517 
2016 Zillmer 447 459 
2016 Nordic 541 496 
2016 Illecillewaet 456 456 
2016 Haig 420 420 
2016 Conrad 480 453 
2016 Kokanee 459 459 
2015 Zillmer 554 – 
2015 Nordic 452 416 
2015 Illecillewaet – – 
2015 Haig 420 – 
2015 Conrad 481 472 
2015 Kokanee 466 – 
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Table B.2: Shallow firn core densities. Bottom year is the year the firn was deposited. Kokanee 2016 sample 
presumed age 2013 was directly overlain by 2016 snow (Figure B.8); mass balance observations in 2015 
indicated no retained snow in 2015, and a loss of 2014 snow at the core location. 
 
Glacier Obs. 
year 
Bottom 
year 
Depth 
(cm) 
Firn length 
(cm) 
Elev. 
(m) 
Density 
(kg m−3) 
Years 
back 
Nordic 2017 2016 610–960 350 2745 584 1 
Nordic 2017 2015 960–1020 60 2745 669 2 
Nordic 2017 2014 1020–1100 80 2745 664 3 
Zillmer 2015 2014 455–585 130 2527 623 1 
Zillmer 2017 2016 510–555 55 2527 553 1 
Kokanee 2016 2013 420–440 20 2660 776 3 
Kokanee 2017 2016 540–605 65 2660 650 1 
Illecillewaet 2017 2016 500–335 165 2606 685 1 
 
 
Figure B.1: Surface classification of the Illecillewaet Glacier with a pan-sharpened Landsat 8 image from 
August 12, 2015. Firn area, and accumulation area are shown, with the remainder of the glacier (black 
outline), classified as ice. 
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Table B.3: Height change uncertainty as defined in equations Eqn. B.1 and Eqn. B.2. 
 
Year Glacier σ∆hDEM 
Ba (m) 
σ∆hDEM ) 
Bw (m) 
2018 Zillmer – 0.04 
2018 Nordic – 0.05 
2018 Illecillewaet – 0.07 
2018 Haig – 0.09 
2018 Conrad – 0.05 
2018 Kokanee – 0.07 
2017 Zillmer 0.03 0.05 
2017 Nordic 0.02 0.02 
2017 Illecillewaet 0.03 0.07 
2017 Haig 0.05 0.07 
2017 Conrad 0.02 0.05 
2017 Kokanee 0.02 0.07 
2016 Zillmer 0.02 0.06 
2016 Nordic 0.03 0.06 
2016 Illecillewaet 0.05 0.08 
2016 Haig 0.04 0.07 
2016 Conrad 0.02 0.06 
2016 Kokanee 0.02 0.07 
2015 Zillmer – – 
2015 Nordic 0.03 0.02 
2015 Illecillewaet – – 
2015 Haig – – 
2015 Conrad 0.02 0.04 
2015 Kokanee – – 
All Average 0.03 0.06 
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Figure B.2: Example plot of off-ice observations for Conrad Glacier. Elevation change is plotted as off-ice 
observations between the late summer 2016 and late summer 2017 DEMs for Conrad Glacier. Height change 
was bias corrected by -0.007 m based upon these observations. Off-ice area used in this plot covered 23 km2. 
 
 
 
 
Figure B.3: Example semivariogram for Conrad Glacier, winter 2018. The variogram was constructed using 
10,000 random samples over 10 simulations. Decorrelation length was defined as the distance at which 
semivariance becomes asymptotic (5% change threshold), 900 m in this example. 
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Figure B.4: Comparison of snow pits and snow cores taken side-by-side. We conducted nine side-by-side 
pit/core comparisons which showed that our pit densities were a 0.2 5.7% heavier. The average absolute 
magnitude of disagreement between pit and core density was 4.8% ranging from -11.5% to +8%. For snow 
pits we took a 100 cm3 sample every 10 centimeters depth down the snow pit wall. For snow cores, we used 
a snow saw to take samples from each core, of up to 25 cm-length. Taking discrete samples allowed for 
samples of known volume, avoiding broken sections of core, and avoided measuring the core fillings which 
fall to the bottom of the hole upon removal of the barrel after taking each core (around 1 m-length), then 
becoming the top of the subsequent core. 
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Figure B.5: Zillmer Glacier kinematic GPS survey points subtracted from the subsequent ALS survey. 
The survey points were collected on August 12, 14 and 16, 2016 while the ALS survey was conducted on 
September 14, 2016.  Height change points are averaged over 100 m elevation bands, and then assigned    
a density based upon surface classification from satellite observations to convert height change to water 
equivalent. Glaciological data are then corrected with these data. Data between 2300-2500 m not shown as 
the base-station unit failed during this portion of surveying. Typically, time between GPS surveys and LiDAR 
acquisition was between 0-21 days. 
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Figure B.6: Winter surface height change for the Zillmer, Nordic, Illecillewaet, Haig, Conrad, and Kokanee 
glaciers for between 2014 and 2018. Study glaciers are outlined with thick black line and other glaciers with 
a thin black line. 
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Figure B.7: Sampling a snow core on Kokanee Glacier. Snow saw used to cut samples from the core. Photo 
by Jill Pelto. 
 
 
 
 
 
Figure B.8: Snow and firn core from Kokanee Glacier, April 19, 2016. Core at photo bottom is snow, lower 
finger pointing to the snow-firn transition, and upper finger pointing to a dirty horizon marking an annual 
layer in the firn. Photo by Jill Pelto. 
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C. Chapter 3 Supplemental 
 
Here we provide additional details that relate to the data used in Chapter 3 and associated methods. 
 
C.1 Ice thickness maps 
 
This section contains detailed maps (Figures C.1– C.7) of ice thickness observations with shaded 
topographic relief from LiDAR DEMs and surface slope. The LiDAR DEMs used are from 
B. M. Pelto et al. (2019). 
 
C.2 Glacier outlines 
 
To represent our glaciers within OGGM, we extract glacier outlines from the Randolph Glacier 
Inventory (RGI) V6.0 (W. T. Pfeffer et al., 2014) which date to 2005 in the Basin. Nordic and 
Illecillewaet glaciers are improperly represented in RGI so we corrected their outlines (Figure C.8). 
Nordic Glacier has three branches: The east and central branches of the glacier meet and form 
a common terminus, but their intersection is overlain with a thick medial moraine (Figure C.9), 
which is not mapped in the RGI. The western branch of Nordic Glacier has had a separate terminus 
since before the earliest regional inventory (1985) but was designated part of Nordic Glacier (Bolch 
et al., 2010). Separating the western branch of Nordic Glacier, and connecting its eastern branch 
(Figure C.8) reduced model bias. 
Separating glacier complexes accurately, such as the Illecillewaet Névé, is a challenge given 
that many ice divides are in low angle topography. The glacier divides or glacier drainages in 
British Columbia were separated by Bolch et al. (2010) using a 25-m DEM generated by the Terrain 
Resource Inventory Management (TRIM) program at a scale of 1:20,000. This DEM, built from 
aerial photographs, often had large artifacts in the accumulation area of glaciers and is responsible 
for the assignment of a major portion of the accumulation area of Illecillewaet Glacier to neighboring 
Geikie Glacier (Figure C.8). 
To improve the polygons of Nordic and Illecillewaet glaciers, we used a 1-m LiDAR DEM 
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Figure C.1: Ice thickness for Illecillewaet Glacier from radar surveys in 2016 and 2018. Image is a 1-m 
resolution LiDAR DEM hillshade from September 17, 2017 with slope on a 10-m grid. 
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Figure C.2: Ice thickness for Conrad Glacier from radar surveys in 2015, 2016, 2017 and 2018. Image is a 
1-m resolution LiDAR DEM hillshade from September 11, 2014 with slope on a 10-m grid. 
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Figure C.3: Ice thickness for Kokanee Glacier from a radar survey in 2017. Image is a 1-m resolution 
LiDAR DEM hillshade from September 13, 2016 with slope on a 10-m grid. 
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Figure C.4: Ice thickness for Nordic Glacier from a radar survey in 2016. Image is a 1-m resolution LiDAR 
DEM hillshade from September 11, 2014 with slope on a 10-m grid. 
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Figure C.5: Ice thickness for Zillmer Glacier from radar surveys in 2016 and 2017. Image is a 1-m resolution 
LiDAR DEM hillshade from October 3, 2015 with slope on a 10-m grid. 
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Figure C.6: Ice thickness observations for Haig Glacier from a radar survey in 2009 (Adhikari & Marshall, 
2013). Image is a 1-m resolution LiDAR DEM hillshade from September 12, 2015 with slope on a 10-m grid. 
150  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
116°19′W 
 
 
Figure C.7: Ice thickness observations for West Washmawapta Glacier from a radar survey in 2006 (Sanders 
et al., 2010). Image is from DigitalGlobe from 2008. 
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Figure C.8: Outlines of Nordic (a) and Illecillewaet (b) glaciers were both improved to more accurately 
represent the glaciers’ dynamical boundaries. Note the medial moraine (m) is not captured for Nordic Glacier. 
See Figure C.9 for a photo of the medial moraine. 
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Figure C.9: Photo of the debris-covered medial moraine between the main flowline and eastern branch  
of Nordic Glacier. This moraine is mapped as bedrock within RGI V6 and thus the eastern branch cannot 
contribute flux to the terminus. 
 
hillshade and a ∆DEM (B. M. Pelto et al., 2019). For Illecillewaet Glacier we ran a watershed 
algorithm over a 1-m LiDAR DEM to generate the ice divides. Using the watershed algorithm using 
the SRTM DEM produces a near-identical ice divide to the LiDAR-derived divide. An observed 
overdeepened trough comprising a major portion of the ice volume of Illecillewaet Glacier is only 
modeled with the updated polygon (Figure C.10). 
As defined in RGI V6.0 (2005), Zillmer Glacier has a branch which connects with the glacier at 
its northwestern edge (Figure C.11). In 2015, this connection only spanned 170 m, shrinking to 
130 m by 2018. We separated the branches and found little influence on inversion thickness (<2%), 
consistent with minimal flux. Two new nunataks appeared in 2018: one west of center and one 400 
m south of a pre-existing nunatak ridge located east of the center flowline (Figure C.11). Given 
that anomalies between modeled and observed ice thickness exist proximal to these nunataks, we 
tested updating the glacier outline with the September 30, 2018 LiDAR DEM, which increased the 
size of the existing nunataks and added the two small nunataks. This had a negligible effect as the 
new nunataks (200 m2 and 500 m2) are too small to alter the modeled ice thickness. Artificially 
increasing the size of these two nuntaks to 2500 m2 each, we find that the ice thickness anomalies 
which exist near the nunataks are only reduced within about a 5-pixel radius of each nunatak, 
making a small improvement. In OGGM, the distance over which this effect occurs is dictated by 
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Figure C.10: Illecillewaet Glacier ice thickness with RGI outline (left) versus updated outline (right). Ice 
thickness increased by 13.2 m (12.2%) with the updated outline. 
 
the smoothing radius and the distance from a glacier boundary. 
With updated outlines we compute new glacier intersects which define ice divides between 
neighboring glaciers. In OGGM, glacier thickness is interpolated to zero at the outlines without 
an intersect, thus an intersect is a cue to the model to allow the thickness to be non-zero along the 
divides. 
 
C.3 Crossover analysis 
We compare variable estimates of ice thickness at intersecting radar transects, that is, by crossover 
analysis, to assess radar measurement uncertainty. For crossover analysis we use 274 intersec- 
tions with a mean absolute crossover discrepancy in ice thickness of 5.2 ± 5.8 % (5.2 ± 5.5 m) 
(Figure C.12) 
 
C.4 Smoothing parameters 
 
Accuracy of surface-inversion estimates of ice volume depend on spatial resolution and smoothing 
of input data (Bahr et al., 2014). To examine the sensitivity of our results to these factors we estimate 
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Figure C.11: Zillmer Glacier and area. Nunataks referred to (N) are depicted with the small nunataks 
appearing first in 2018. We tested dividing the northern arm of Zillmer which connects to the main body of 
Zillmer (D) and found negligible impact on ice thickness. 
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Figure C.12: Estimates of ice thickness at intersecting radar transects (a and b), that is, by crossover analysis. 
The dashed line corresponds to the bisector. There are 274 intersections or ice thickness pairs, with a mean 
absolute crossover discrepancy in ice thickness of 5.2 ± 5.8 % (5.2 ± 5.5 m). 
ice volume (1D and 2D) using OGGM with grid resolution between 10–200 m and smoothing 
parameters influencing the input topography and ice thickness estimates. Smoothing is required for 
numerical stability (see Bahr et al. (2014) for a discussion of the unavoidable trade-off between 
resolution and accuracy). 
We smooth topography by adjusting the smoothing window, which is a Gaussian filter from 
the grid size of the glacier (23–68 m for our glaciers) up to a resolution of 250 m. Bed elevation 
estimates are smoothed along the 1D flowlines using a Gaussian filter and we test the default 
Gaussian kernel (1σ) against no smoothing. The 1D centerline thicknesses are assigned to the 2D 
glacier according to elevation bands and adding a scaling factor which is then normalized. OGGM 
smooths the final 2D ice thickness estimates by considering the distance from border scaling factor, 
and the smoothing radius. The scaling factor is based on the distance from the border in meters  
of each grid cell. The calculated distance from the border is multiplied by a factor proportional 
to (sinα)  n at every grid cell; where n=3, the exponent of Glen’s flow law (J. W. Glen, 1955). 
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Figure C.13: Normalized distance from border parameter for exponents used to calculate the parameter: 
0.00 (a), 0.25 (b), 0.50 (c). Default: 0.25. If 0.00 is chosen, distance from the border is not taken into account. 
Larger exponents result in a steeper parameter gradient and thus affect the output more. 
 
The factors are normalized to preserve total ice volume. The larger the distance from the border 
exponent (default: 0.25), the more effect the smoothing parameter has (Figure C.13). We  vary  
the distance from the border exponent from 0 to 1.5 by increments of 0.05 (Figure C.14). Finally, 
the smoothing radius determines the window used to smooth the computed ice thickness with a 
Gaussian filter. The smoothing radius default is to use the same window size as the map topography. 
We test changing the smoothing radius from the grid cell size of each glacier up to 250 m. 
The distance from border ice thickness smoothing parameter (Figure C.13) reduced MAE. 
Iterating over the distance from the border exponent and setting A to the optimized value of Table 
5, produces minimum MAE with an exponent of 0.17 (Figure C.14). The best exponent increases 
to 0.37 if we use our Basin average A. The distance parameter (Figure C.14) essentially has the 
inverse effect of the A parameter, with a larger distance parameter causing ice thickness to taper 
more from the edges of the glacier inward (Figure C.13), just as a small A parameter prescribes 
stiffer ice, allowing less flow or spreading of the ice. Varying the smoothing window generally 
showed decreased MAE with increased smoothing window size (Figure C.15). Varying the flowline 
thickness smoothing between no smoothing and the default Gaussian filter kernel (1σ) has marginal 
effect on estimated ice thickness (< 2 %). 
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Figure C.14: Distance from border parameter exponents from 0.0 to 0.5 (default: 0.25) against percent error 
for (a) Zillmer, (b) Nordic, (c) Illecillewaet, (d) West Washmawapta, (e) Haig, (f) Conrad, and (g) Kokanee 
glaciers. Model run was conducted with the optimized Glen’s A parameter and in situ balance gradient for 
each glacier. 
 
 
 
 
 
 
 
Figure C.15: Smoothing window (m) from the grid cell size of each glacier (23–68 m) to 250 m against 
optimized A parameter (Aopt). The dashed line represents the linear regression. 
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C.5 Rocky Mountain glacier mass balance 
From 2002–2018, winter balance averaged 1.36 ± 0.2 m w.e.  at Haig Glacier and 1.20 ± 0.07  
m w.e. at Peyto Glacier (Demuth & Keller, 2006) from 1966–1995. From 2014–2018, our study 
glaciers in the Columbia Mountains received an average of 1.95 ± 0.08 m w.e. a−1 (B. M. Pelto 
et al., 2019), while Haig Glacier received 1.37 m w.e. a−1 over the same period. Despite the low 
accumulation rate, Haig Glacier has a steep balance gradient (Table 3.4) perhaps driven by summer 
balance (Marshall, 2014). Peyto Glacier also has a relatively steep balance gradient, and thus when 
prescribing the greater in situ balance gradient for West Washmawapta Glacier (to which we assign 
the average of the balance gradient from Peyto and Haig glaciers). It is likely that the lack of stress 
gradients is responsible for OGGM deriving lower balance gradients than is observed. However, the 
equilibrium assumption likely plays a role as well given the relatively lesser snow accumulation of 
the Rocky Mountains combined with the current disequilibrium of glaciers in the Rocky Mountains 
(Marshall et al., 2011). 
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D. Chapter 4 Supplemental 
 
Here we provide additional details that relate to the data used Chapter 4 and associated methods. 
 
D.1 Emergence Velocities 
The apparent offset between modeled and observed surface mass balance at Illecillewaet Glacier 
results in an offset between emergence velocities in Figure 4.6. Slow ice velocity at Kokanee Glacier 
results in the lowest vertical ice velocities. The relatively thin ice of Kokanee Glacier also leads to a 
smaller spread in modeled vertical velocity relative to Conrad and Illecillewaet glaciers. Illecillewaet 
Glacier has the largest emergence velocities (3–4 m a−1) due to its steep and fast-flowing terminus 
where the glacier rapidly narrows. Emergence velocity at the terminus of Conrad Glacier below 
gate C0 from both stake observations and flux gates averages +0.9 m a−1 while stake observations 
average 7.1 m of thinning and ALS height change averages 5.9 m of thinning. The lowest stake  
at Illecillewaet Glacier has an average emergence velocity of +2.2 m a−1 from both stake and flux 
estimates with average thinning from stake and ALS observations of 5.7 and 3.3 m respectively. 
Kokanee Glacier’s lowest stake indicates annual thinning of 3.4 m, with ALS 2.1 m of thinning and 
an average emergence velocity from stakes and flux estimates of +0.9 m a−1. 
Emergence velocities for the termini of the three glaciers are small, especially for Kokanee and 
Conrad Glaciers. As a result, ice thickness change closely resembles the surface mass balance, 
rather than the combined effect of ice flow and mass balance. This imbalance, the low ice velocities 
observed for the termini of all three glaciers and shallow ice thickness indicates strong mass loss, 
especially for glacier tongues. 
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Figure D.1: Surface ice velocity for Conrad (A), Illecillewaet (B), and Kokanee (C) glaciers from image and 
DEM pairs. Variability is primarily due to coverage of individual velocity fields. Comparing over grid cells 
containing data, we find variability of 1–2 m a−1
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Figure D.2: Firn cover for Kokanee Glacier. Firn area is determined by merging all accumulation area 
ratio masks (B. M. Pelto et al., 2019) from 2013–2019. To prevent overestimation of Vfirn, a given pixel is 
classified as firn if covered by accumulation in ≥ 50% of years. 
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Figure D.3: Conrad Glacier mass balance using individual optically-derived velocity fields for each year. 
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Figure D.4: Glaciological observations and modeled flux bin mass balance for Conrad (A), Illecillewaet (b) 
and Kokanee (C) glaciers for 2016–2018. Lines are picewise functions. 
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Table D.1: Dates and sources of images and DEMs used for velocity fields. 
 
Glacier Image 1 Image 2 Source Cover (%) 
Conrad 20170521 20180426 ALS DEM 89 
Conrad 20160912 20170917 ALS DEM 65 
Conrad 20160912 20170521 ALS DEM 90 
Conrad 20160417 20170521 ALS DEM 88 
Conrad 20160417 20160912 ALS DEM 92 
Conrad 20150912 20160912 ALS DEM 76 
Conrad 20150912 20160417 ALS DEM 70 
Conrad 20150420 20160417 ALS DEM 85 
Conrad 20160830 20170809 PlanetScope 55 
Conrad 20160830 20170904 PlanetScope 84 
Conrad 20170904 20180822 PlanetScope 82 
Conrad 20170927 20180822 PlanetScope 61 
Conrad Mosaic Mosaic Mosaic 97 
Illec. 20180426 20181016 ALS DEM 92 
Illec. 20170917 20181016 ALS DEM 88 
Illec. 20170521 20180426 ALS DEM 91 
Illec. 20170521 20170917 ALS DEM 90 
Illec. 20160912 20170917 ALS DEM 87 
Illec. 20160912 20170521 ALS DEM 88 
Illec. 20160417 20170521 ALS DEM 75 
Illec. 20150911 20160912 ALS DEM 74 
Illec. 20150911 20160417 ALS DEM 78 
Illec. 20150419 20160417 ALS DEM 72 
Illec. Mosaic Mosaic Mosaic 99 
Kokanee 20150419 20150912 ALS DEM 55 
Kokanee 20150419 20160417 ALS DEM 60 
Kokanee 20150912 20160417 ALS DEM 60 
Kokanee 20150912 20160913 ALS DEM 58 
Kokanee 20160417 20160913 ALS DEM 62 
Kokanee 20160417 20170521 ALS DEM 73 
Kokanee 20160913 20170521 ALS DEM 74 
Kokanee 20160913 20170916 ALS DEM 8 
Kokanee 20170521 20180426 ALS DEM 68 
Kokanee Mosaic Mosaic Mosaic 81 
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Table D.2: Conrad Glacier balance gradient estimates and mass balance estimate statistics. All units are m 
w.e. except for PBIAS (%). 
 
Year   Method db/dz db−/dz db+/dz PBias ME MAE 
 
Obs. 5.93 ± 0.4 9.78 ± 0.6 2.66 ± 1.1 
2016 
 
 
 
2017 
 
 
 
2018 
 
 
 
Av. 
ΦIPR 7.22 ± 0.6  10.09 ± 1.4  4.42 ± 2.5 -2.3 0.04 0.64 
ΦOGGM  6.38 ± 0.6   10.43 ± 1.0   2.94 ± 1.8 -4.6 0.07 0.42 
ΦF AR19 6.51 ± 0.6  10.86 ± 1.0  2.81 ± 1.8 0.2 - 0.45 
Obs. 6.5 ± 0.5 10.24 ± 0.7 3.31 ± 1.3 
ΦIPR 6.44 ± 0.7  10.54 ± 1.3  2.45 ± 2.4 5.0  -0.11 0.67 
ΦOGGM  5.55 ± 0.6   10.61 ± 1.0   1.26 ± 1.8 -2.8 0.05 0.69 
ΦF AR19 5.68 ± 0.7  11.03 ± 1.2  1.13 ± 2.1 1.2  -0.02 0.74 
Obs. 6.28 ± 0.5 10.08 ± 0.8 3.04 ± 1.4 
ΦIPR 6.54 ± 0.8 11.4 ± 1.4 1.82 ± 2.5 4.0  -0.06 0.78 
ΦOGGM  5.64 ± 0.7   11.49 ± 0.9   0.66 ± 1.6 -2.9 0.03 0.65 
ΦF AR19 5.76 ± 0.7  11.91 ± 1.1  0.53 ± 1.8 3.2  -0.04 0.63 
Obs. 6.23 ± 0.5  10.04 ± 0.7 3.0 ± 1.2 
ΦIPR 6.73 ± 0.7  10.68 ± 1.4 2.9 ± 2.5 2.2  -0.04 0.70 
ΦOGGM  5.86 ± 0.6   10.84 ± 1.0   1.62 ± 1.7 -3.4 0.05 0.59 
ΦF AR19 5.98 ± 0.7  11.27 ± 1.1  1.49 ± 1.9 1.6  -0.02 0.61 
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Table D.3: Illecillewaet Glacier balance gradient estimates and mass balance estimate statistics. All units are 
m w.e. except for PBIAS (%). 
 
Year   Method db/dz db−/dz db+/dz PBias ME MAE 
 
Obs. 12.21 ± 1.2  15.66 ± 1.5 4.46 ± 4.1 
2016 
 
 
 
2017 
 
 
 
2018 
 
 
 
Av. 
ΦIPR 14.02 ± 1.4  16.43 ± 2.3 8.59 ± 6.1 -12.1 0.12 0.32 
ΦOGGM  11.95 ± 1.2   12.83 ± 2.2 9.98 ± 5.8 1.2  -0.01 0.45 
ΦF AR19 11.24 ± 0.8  12.91 ± 1.2 7.48 ± 3.2 10.1  -0.10 0.27 
Obs. 12.14 ± 0.6  13.07 ± 0.7 5.62 ± 3.5 
ΦIPR 12.89 ± 1.4  13.83 ± 1.9   6.29 ± 10.0 -24.7 0.34 0.46 
ΦOGGM 10.8 ± 1.5 11.19 ± 2.1   8.11 ± 10.8 -14.7 0.20 0.58 
ΦF AR19 10.09 ± 0.9 10.5 ± 1.2 7.22 ± 6.2 -8.3 0.11 0.42 
Obs. 9.73 ± 1.7 12.02 ± 2.0 -6.33 ± 10.5 
ΦIPR 12.54 ± 1.4  13.67 ± 1.8 4.57 ± 9.6 17.7  -0.22 0.71 
ΦOGGM  10.31 ± 1.4   10.71 ± 2.0   7.53 ± 10.4 27.8  -0.35 1.02 
ΦF AR19 9.61 ± 0.9 10.08 ± 1.2 6.35 ± 6.4 35.6  -0.44 0.78 
Obs. 11.36 ± 1.2  13.58 ± 1.4 1.25 ± 6.0 
ΦIPR 13.15 ± 1.4  14.64 ± 2.0 6.49 ± 8.6 -6.4 0.08 0.50 
ΦOGGM  11.02 ± 1.4   11.58 ± 2.1 8.54 ± 9.0 4.8  -0.05 0.68 
ΦF AR19 10.31 ± 0.8  11.16 ± 1.2 7.02 ± 5.3 12.5  -0.14 0.49 
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Table D.4: Kokanee Glacier mass balance gradient estimates and mass balance estimate statistics. All units 
are m w.e. except for PBIAS (%). 
 
Year   Method db/dz PBias ME MAE 
 
Obs. 8.18 ± 0.7 
2016 ΦIPR 7.88 ± 0.9 27.2  -0.09 0.22 
ΦOGGM   7.93 ± 0.7 21.8  -0.07 0.17 
  ΦF AR19 7.2 ± 0.5 39.2  -0.13 0.25  
Obs. 7.59 ± 1.2 
2017 ΦIPR 7.64 ± 0.9 -26.4 0.13 0.35 
ΦOGGM   7.69 ± 0.6 -30.0 0.15 0.37 
  ΦF AR19 6.93 ± 0.5 -18.4 0.09 0.38  
Obs. 7.94 ± 0.6 
2018 ΦIPR 7.78 ± 1.0 10.5  -0.09 0.25 
ΦOGGM   7.82 ± 0.7 8.6  -0.07 0.22 
  ΦF AR19 7.02 ± 0.6 15.9  -0.13 0.21  
Obs. 7.91 ± 0.8 
Av. ΦIPR 7.77 ± 1.0 3.8  -0.01 0.27 
ΦOGGM   7.81 ± 0.7 0.1 0.26 
  ΦF AR19 7.05 ± 0.5 12.2  -0.05 0.28  
