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Abstrakt 
Tato práce pojednává o statistických metodách komprese dat. Zabývá se návrhem kompresního 
postupu a jeho implementací ve formě knihovny v programovacím jazyce C++. Věnuje se popisu a 
analýze jednotlivých metod. Obsahuje výsledky testů provedených na různých kompresních 
metodách a jejich následné vyhodnocení. 
 
 
 
 
 
 
Abstract 
In this thesis statistical methods for data compression are presented. It deals with projecting of 
compression process and with it’s implementation in a form of program library, which is created in 
language C++. Description and analysis of compression methods are discussed. The results of tests, 
which were performed with different compression methods are demonstrated. 
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1 Úvod 
Již dlouhou dobu se ve výpočetní technice řeší problémy spojené s uchováním a přenosem dat. 
Paměťová média mají omezenou kapacitu, a proto je výhodné ukládat na ně data s co nejmenší 
velikostí. Velikost dat hraje důležitou roli i při jejich přenosu komunikační linkou. Přenos menšího 
objemu dat totiž trvá kratší dobu, než když se přenáší data o velkém objemu. U některých linek je pak 
dlouhá doba přenosu nepřípustná (např. při videokonferenci).  
 Pro řešení uvedených problémů jsou vyvíjeny algoritmy, které umožňují redukovat velikost 
dat (komprese). Zmenšení velikosti dat probíhá na základě odstranění určitých informací, nebo změny 
jejich reprezentace. Pro kompresi dat různých typů se používají odlišné metody. Například 
pro redukci velikosti obrázků, zvuku a videa se používají metody založené na nedokonalosti lidského 
vnímání (zrak, sluch). Tyto algoritmy tedy odstraní z dat určité informace, jejichž nepřítomnosti 
si člověk nevšimne. Tento pojem je relativní, protože při odebrání velkého množství informace 
je samozřejmě výsledná zhoršená kvalita evidentní. Proto se musí míra komprese volit na základě 
účelu, ke kterému jsou výsledná data použita (např. profilové foto nemusí mít takovou kvalitu jako 
plakát o velkých rozměrech). 
Výše popsaný typ komprese je nepoužitelný například pro text. Po takovéto redukci je totiž 
nemožné získat zpět původní podobu dat (ztrátová komprese). Proto se pro kompresi textu používají 
odlišné algoritmy, které umožňují pomocí zpětného procesu získat původní data (bezztrátová 
komprese). 
Dvěma základními skupinami kompresních metod jsou statistické a slovníkové. 
Nejpoužívanějšími slovníkovými algoritmy jsou LZ77, LZ78, LZW84 a LZMA. Mezi nejznámější 
statistické metody potom patří Huffmanovo kódování a aritmetické kódování. Na statistické kompresi 
dat jsou založeny i metody provádějící kódování na základě kontextu symbolu. Jednou 
z nejznámějších kontextových metod je PPM. 
Příkladem postupů postavených na statistické kompresi dat jsou bzip a bzip2. Základní rozdíl 
mezi nimi spočívá v použitém entropickém kodéru. Postup bzip používal aritmetické kódování, které 
bylo ovšem později patentováno a proto vzniknul postup bzip2, využívající Huffmanovo kódování.  
Tato práce se zabývá statistickými metodami a vývojem kompresního postupu podobnému 
bzip2. Je rozdělená na čtyři základní části. První část tvoří úvod do problematiky. Ve druhé 
je popsána základní terminologie a jsou zde podrobně rozebrané důležité statistické metody. Třetí se 
zabývá implementací a testováním navrženého kompresního postupu. Poslední část tvoří shrnutí 
dosažených výsledků a závěr.  
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2 Teorie 
2.1 Základní pojmy 
Definice pojmů v této kapitole jsou převzaty z [1]. 
 
Jedním ze základních principů komprese dat je kódování. Kódování je proces vzájemně 
jednoznačného přiřazení symbolů jedné množiny symbolům druhé množiny. Tato definice implicitně 
předpokládá blokový kód. Pojmem komprese dat potom označuje samotný proces překódování 
vstupního (zdrojového) toku dat na jiný datový tok (výstupní, komprimovaný), který má menší 
velikost. Komprese dat se dosáhne redukcí nebo odstraněním redundance v datech. Opačný proces je 
nazývám dekomprese. 
 Komprese dat se dělí na bezeztrátovou a ztrátovou. Bezeztrátová provádí kompresi dat bez 
ztráty informace. Po dekompresi získáme původní datový tok. Ztrátová dosahuje vyššího 
kompresního poměru za cenu ztráty informace. Původní datový tok již pak není možné získat 
dekompresí. Ztrátová komprese se využívá především při kompresi obrazových dat, videa a zvuku. 
Při nízké ztrátě informace není člověk díky nedokonalosti vnímání schopen poznat rozdíl. Naopak u 
textových souborů je nutné využívat bezeztrátovou kompresi, protože ztráta informace je v takovém 
případě nepřípustná. 
 Rozdělení kompresních metod je široké. Mezi základní skupiny patří statistické metody, které 
provádí kompresi dat na základě pravděpodobností výskytů jednotlivých symbolů. Metody, které při 
výpočtu pravděpodobnosti symbolu berou v úvahu i jeho kontext se nazývají kontextové metody. 
Další velkou skupinou metod jsou slovníkové, které vyhledávají ve vstupním datovém toku opakující 
se řetězce, ukládají je do slovníku (speciální datová struktura) a přiřazují jim kódy. Slovně 
orientované metody pak používají místo abecedy symbolů abecedu slov. 
 Podle toho, jaké parametry a operace kompresní metody používají, se dělí na statické a 
adaptivní kompresní metody. Statická kompresní metoda používá stejné operace a parametry po celou 
dobu průběhu komprese. Adaptivní kompresní metoda naopak svoje operace, nebo parametry 
v průběhu komprese mění na základě vstupních dat. 
Pro určení kompresní výkonnosti metod se používá několik veličin. Kompresní poměr je 
poměr mezi velikostí výstupního a vstupního datového toku: 
 
                 
                        
                       
 
(1.1) 
 
Pokud hodnota kompresního poměru leží v intervalu (0;1), byl datový tok komprimován. Naopak 
hodnota kompresního poměru větší než 1 znamená, že došlo k expanzi dat (negativní komprese). 
 Převrácená hodnota kompresního poměru se nazývá kompresní faktor:  
 
                  
                       
                        
 
(1.2) 
 
V tomto případě hodnoty ležící v intervalu (0;1) znamenají, že došlo k expanzi dat a hodnoty větší 
než 1, že došlo k jejich kompresi.  
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Veličina kompresní zisk je definována výrazem: 
 
          
                   
                     
 
(1.3) 
 
Kde referenční velikost je buď velikost vstupního toku, nebo velikost výstupního toku jiné standardní 
bezeztrátové kompresní metody. Díky přítomnosti logaritmu je možné dva kompresní zisky porovnat 
pomocí rozdílu hodnot. Jednotkou kompresního zisku je procentuální logaritmický poměr (percent 
log ratio), který se značí o/o. 
Pro měření rychlosti komprese byla zavedena veličina počet cyklů na byte (cpb). Je to střední 
počet strojových cyklů potřebných ke kompresi jednoho bytu. Tato míra se používá pro měření 
rychlosti komprese a je důležitá v případě, že se komprese provádí pomocí speciálních obvodů. 
 Pro vytváření a porovnávání kódů slouží následující veličiny. Entropie symbolu    je 
nejmenší počet bitů potřebných v průměru k jeho reprezentaci. Je definována výrazem: 
 
              (1.4) 
 
Kde    je pravděpodobnost výskytu    v datech. Střední entropie je potom definována jako součet 
entropií všech symbolů. 
 
   ∑  
 
   
 
(1.5) 
 
Veličina střední délka kódu vyjadřuje průměrný počet bitů potřebných k reprezentaci symbolů. 
Odchylka kódu měří, jak moc se délky kódu odchylují od střední délky. 
 
2.2 Metodika srovnávání 
Pro testování a porovnávání kompresních algoritmů se používají veličiny uvedené výše v kapitole 2.1. 
Jako testovací vstupní data slouží tzv. korpusy. Jsou to kolekce souborů, pomocí nichž lze kompresní 
postupy mezi sebou objektivně porovnávat. Prvním korpusem, který vznikl roku 1987, je korpus 
Calgary [1]. Tvoří ho celkem 18 běžně používaných souborů s celkovým objemem přesahujícím 3,2 
MB. 
V roce 1997 vznikl korpus Canterbury [3] (viz tabulka 2.1) jako alternativa korpusu Calgary 
pro srovnávání. Obsahuje 11 souborů, které byly pečlivě vybrány, tak aby reprezentovaly „průměrný“ 
dokument daného typu. Tímto se odlišuje od korpusu Calgary, což je intuitivní sbírka dokumentů. 
Vytvoření nového korpusu bylo podloženo dále tím, že Calgary byl využíván pro testování mnoha 
metod a některé mohly být vyladěny pro tento korpus. Jiným důvodem byl také fakt, že typicky 
používané dokumenty se časem mění (vznikají nové a některé se už nepoužívají). 
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Soubor Velikost (kB) 
alice29.txt 145,000 
asyoulik.txt 122,245 
cp.html 24,026 
fields.c 10,888 
grammar.lsp 3,633 
kennedy.xls 1005,609 
lcet10.txt 409,409 
plrabn12.txt 460,119 
ptt5 501,187 
sum 37,343 
xargs.1 4,127 
 
Tabulka 2.1 Canterbury korpus 
 
Dalšími dvěma příklady korpusů používaných pro srovnávání bezztrátových kompresních 
metod jsou Large korpus [3], který slouží pro testování komprese na větších souborech, a Artificial 
korpus, který obsahuje dokumenty, při jejichž kompresi vykazují metody nejhorší chování. 
Byly vytvořeny i korpusy pro porovnávání kompresních algoritmů, které se specializují na 
určité soubory. Patří mezi ně Lucas korpus [2], který obsahuje 2D a 3D rentgenové snímky a je 
využíván pro testování komprese medicínských dat. Protein korpus [2] obsahuje 4 soubory, ve 
kterých jsou obsaženy proteinové řetězce. Tyto soubory je obecně těžké zkomprimovat. 
Novějším korpusem pro testování bezztrátových kompresních algoritmů z roku 2003 je korpus 
Silesia [4]. Obsahuje soubory o velikostech mezi 6MB a 51MB. V dnešní době jsou nejrozšířenějšími 
typy dat multimédia a databáze. Pro kompresi multimédií se většinou používají ztrátové algoritmy, 
ale databáze se komprimují bezztrátově. Proto i korpus Silesia obsahuje databázové soubory. Seznam 
souborů tohoto korpusu je uveden v tabulce 2.2. 
 
Soubor Velikost (kB) 
dickens 9953,560 
mozilla 50020 
mr 9736,878 
nci 32767,036 
ooffice 6008 
osdb 9849,300 
reymont 6471,876 
samba 21100 
sao 7081,976 
webster 40487,0146 
xml 5220 
x-ray 8275,625 
 
Tabulka 2.2 Silesia korpus. 
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2.3 Základní techniky 
Komprese dat se provádí na základě snižování redundance dat. Tento proces na druhou stranu zvyšuje 
nespolehlivost dat a náchylnost k chybám. Problematika zabezpečení dat proti chybám se řeší 
přidáním paritních a kontrolních bitů, což má za následek zvýšení redundance a velikosti dat. Jak je 
vidět, komprese a zabezpečení dat jsou dvě protichůdné techniky.  
Z historického hlediska je komprese dat starší. Byla praktikována ještě před příchodem 
počítačů. Jednou z prvních kompresních metod byl Braillův kód (1820), jehož modifikace se dodnes 
používají k psaní knih pro nevidomé lidi. Dalšími metodami byly Morseův kód (1838), nereverzibilní 
textová komprese, Ad Hoc textová komprese a další. 
My si zde popíšeme některé základní metody, které jsou dodnes používané datovými 
kompresory. 
 
2.3.1 Metoda RLE 
RLE (run length encoding) metoda [1] se používá ke kódování textů nebo obrázků. Základní 
myšlenka je taková, že pokud se datová položka d vyskytuje ve vstupním toku n-krát za sebou, RLE 
tuto sekvenci nahradí dvojicí nd. My si zde popíšeme textovou kompresi pomocí RLE. 
Při kompresi textu pomocí RLE je potřeba zajistit, aby dekodér rozpoznal v komprimovaném 
textu zakódované sekvence od nezakódovaných symbolů. Toho lze docílit vložením speciálního 
znaku (tzv. escape znaku) před každou zakódovanou sekvenci. Pokud dekodér potom na tento znak 
narazí, předpokládá, že bude následovat zkomprimovaná sekvence. Tím se zvýší ovšem počet znaků 
potřebných pro zakódování sekvence na tři (např. @2a). Proto má potom smysl kódovat pouze 
sekvence delší než tři znaky. Příklad RLE komprese textu je uveden v příkladu 3.1. 
 
Příklad 3.1 Vstupní řetězec je „Compression is good.“. Po použití metody RLE bude na výstupu 
řetězec „Compre@2sion is g@2od.“. 
 
Tři hlavní problémy této metody jsou [1]: 
 
1. Ve standardním anglickém textu se moc sekvencí stejných znaků nevyskytuje. Sice existuje 
mnoho dvojic, ale trojice jsou vzácné. 
2. Speciální znak pro označení zakódované sekvence se může objevit i ve vstupním textu. 
3. Počet opakování se zapíše na výstup jako jeden bajt. Maximální hodnota je tedy 255. 
 
RLE pro kompresi textu má více variant. Jednou z nich je kódování digramů [1]. Tato metoda 
se dá použít v případech, kdy se ve vstupním textu vyskytují pouze některé symboly (např. pouze 
písmena, čísla a interpunkční znaky). Potom se dají dvojice znaků nahradit jedním, který 
se ve vstupním textu nevyskytuje (např. ASCII řídící znak). Podobnou variantou je substituce vzorků 
[1], která se používá ke kompresi počítačových programů. Tato metoda nahrazuje slova, která 
se v programech často vyskytují (např. for, repeat, print, while), řídícími symboly. 
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2.3.2 Relativní kódování 
Další modifikací algoritmu je metoda relativní kódování [1]. Využívá se, když jsou vstupními 
daty posloupnosti čísel, která se příliš neliší (např. v telemetrii), nebo když obsahují vzájemně 
podobné řetězce (např. komprese faxových dat). Posloupnost příliš se nelišících čísel zakóduje tato 
metoda tak, že odešle na výstup pouze první číslo a potom už posílá jenom rozdíly. Pokud je 
diference příliš velká, odešle se místo ní celá hodnota. Aby od sebe dekodér rozeznal diference a 
skutečné hodnoty, přidává kodér ke každému odeslanému číslu příznakový bit (flag). Kompresor tyto 
bity akumuluje a čas od času je posílá dekompresoru. Za předpokladu, že diference jsou odesílány 
jako bajty, kompresor připojí ke skupině 8 bajtů jeden bajt obsahující příznakové bity. 
Druhým způsobem řešení tohoto problému je odesílání páru bajtů. V páru může být uložena 
buď 16bitová hodnota, nebo dva 8bitové rozdíly (používají se čísla se znaménkem). 
Pro každý pár vytvoří kompresor příznak s hodnotou buď 0 (jedná se o hodnotu) nebo 1 (jedná 
se o pár rozdílů). Po odeslání 16 párů, odešle kodér 16 příznaků. 
 
2.3.3 Metoda Move-to-front 
Informace uvedené v této kapitole čerpají ze zdrojů [1], [5]. 
Metoda Move-to-front (MTF) je založena na udržování abecedy A vstupních znaků. Znaky 
v  abecedě jsou zakódovány jako číslo jejich pozice od začátku abecedy. Pokud tedy máme abecedu 
symbolů A={a, b, c}, potom znak a má kód 0, znak b má kód 1 atd. 
Název metody je odvozen od kroku, který následuje po zakódování znaku. Právě zakódovaný 
znak je v abecedě totiž přesunut na začátek. Algoritmus předpokládá, že aktuální znak se ve vstupním 
toku objeví vícekrát za sebou a díky tomu bude zakódován nízkým číslem. Postup algoritmu je 
vysvětlen na následujícím příkladu. 
 
Příklad 3.2 Máme danou abecedu symbolů A={a, b, c, d}. Vstupní tok je řetězec znaků „abcada“. 
Výstupní tok bude tedy 013340. Změnu pořadí prvků v abecedě A při kódování ukazuje tabulka 3.1. 
 
Znak vstupního toku Abeceda symbolů Kód znaku 
a A={a, b, c, d} 0 
b A={a, b, c, d} 1 
c A={b, a, c, d} 3 
a A={c, b, a, d} 3 
d A={a, c, b, d} 4 
a A={d, a, c, b} 0 
 
Tabulka 3.1 Změna pořadí prvků v abecedě A. 
 
Proces dekódování je založen na podobném principu. K dispozici je stejná abeceda symbolů 
a pro každé číslo ze vstupního datového toku se z ní vybere symbol na dané pozici. Tento symbol 
se zapíše do výstupního toku. Poté je právě použitý znak přesunut na začátek abecedy 
a proces dekódování pokračuje. 
 Na první pohled nemusí být zřejmé, jak může metoda MTF přispět ke kompresi vstupních 
dat. Vysvětlení je jednoduché. Symboly, které se ve vstupním toku objevují často, jsou udržovány 
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v abecedě A blízko začátku. Jsou proto zakódovány nízkým číslem. Pro nízká čísla lze potom použít 
kratší kódová slova a tím dochází ke kompresi. Vzdálenosti symbolů od začátku abecedy lze tak 
účinně zakódovat pomocí Huffmanova, nebo aritmetického kódování podle následujících čtyř 
možností [1]: 
 
1. Přiřadit Huffmanovy kódy celým číslům v rozmezí [0, n] tak, že nízká čísla budou mít kratší 
kódy. Příklad takového kódu je uveden v tabulce 3.2. 
 
 
Vzdálenost Kód 
0 0 
1 10 
2 110 
3 1110 
 
Tabulka 3.2 Huffmanovy kódy. 
 
2. Přiřadit celým číslům kódy tak, že kód čísla i>1 je jeho binární kód, který předchází 
└     ┘ nul, jak je ukázáno v tabulce 3.3. 
 
i Kód 
1 1 
2 010 
3 011 
4 00100 
 
Tabulka 3.3 Binární kód s nulami. 
 
3. Použít adaptivní Huffmanovo kódování. 
4. Pro maximální kompresi použít 2 průchody vstupního datového toku. Při prvním průchodu 
se spočítá frekvence výskytu symbolů a při druhém se provede samotné zakódování. 
Frekvence symbolů vypočítané v prvním průchodu jsou použity k určení pravděpodobností 
a přiřazení Huffmanových kódů, které jsou použity v průchodu 2. 
 
 Pokud máme abecedu A={a, b, c, d}, pak vstupní tok, pro který dává metoda Move-to-front 
nejhorší výsledek, má podobu „dcbadcba“. Je to způsobeno skutečností, že znak, který má být 
zakódován, leží vždy na konci abecedy, a proto bude zakódován nejvyšším číslem. 
 V praxi se ale s takovými případy většinou nesetkáme. Za vstupní data vhodná  
ke komprimaci touto metodou považujeme ta, která splňují tzv. „koncentrační vlastnost“. Lokální 
frekvence výskytu znaků takového vstupního toku se oblast od oblasti výrazně mění.  
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2.4 Úvod do statistických kompresních metod 
Statistické kompresní metody [1] používají pro kódování symbolů nebo jejich skupin kódy 
s proměnnými délkami. Symboly s vyšším počtem výskytů ve vstupním toku dat jsou zakódovány 
kratším kódem, než symboly s nižším počtem výskytů.  Cílem statistické komprese dat je zakódovat 
symboly tak, aby průměrná velikost kódů byla co nejmenší. Zároveň musí být ale splněna podmínka 
jednoznačnosti přiřazených kódů. 
 Pro zjištění optimálnosti kódu z hlediska dosažení co nejkratšího kódování se využívá 
entropie. Uvedeme si jednoduchý příklad: 
 
Příklad 4.1 Datový tok je řetězec osmi znaků „abaacdba“. Úkolem je zakódovat symboly pomocí 
optimálního kódu. Posloupnost je tvořena čtyřmi symboly s pravděpodobnostmi výskytu uvedenými 
v tabulce 4.1: 
 
Symbol a b c d 
P 0,5 0,25 0,125 0,125 
 
Tabulka 4.1 Pravděpodobnosti výskytu symbolů. 
 
Výpočet střední entropie bude vypadat následovně: 
 
             
                
                   
         
 
Střední entropie má hodnotu 1,75, což je tedy průměrný optimální počet bitů pro zakódování jednoho 
symbolu. Délky kódových slov by měly být zvoleny podle pravděpodobností výskytu. Takový kód 
by mohl vypadat například tak, jak je uvedeno v tabulce 4.2. 
 
Symbol a b c d 
Kód 0 10 110 111 
 
Tabulka 4.2 Kódová slova přidělená na základě pravděpodobností výskytu. 
 
Při použití tohoto kódování dostaneme výstupní posloupnost 01000110111100. Pokud vydělíme počet 
zakódovaných symbolů délkou výstupní posloupnosti, dostaneme výsledek 1,75, což odpovídá 
vypočítané střední entropii. 
 
 Kód musí být zvolen tak, aby jeho dekódování bylo jednoznačné. Předchozí příklad tuto 
vlastnost splňuje. Jedná se o tzv. prefixový kód [1]. Základní vlastností prefixových kódů je, že pokud 
se daná bitová kombinace přiřadí některému symbolu, žádný jiný symbol nesmí touto kombinací 
začínat (tzv. prefixová vlastnost). Prefix je při tom libovolně dlouhá část kódu daného symbolu. 
V předchozím případě byl symbolu b přiřazen kód 10, proto žádný z kódů pro ostatní symboly 
nezačíná touto bitovou kombinací. Prefixové kódy používají všechny statistické metody, kromě 
aritmetického kódování. 
 Statistické metody si udržují pravděpodobnosti výskytu jednotlivých symbolů, na základě 
kterých poté provádějí kódování. Metody mohou být buď statické, nebo adaptivní. Při kódování 
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statickou metodou jsou pravděpodobnosti výskytu symbolů dány již před jeho začátkem a v průběhu 
se nemění. Adaptivní metody přepočítávají pravděpodobnosti výskytu v průběhu kódování. 
 
2.5 Huffmanovo kódování 
Huffmanovo kódování [1] je statistická metoda komprese dat. Jedná se o prefixový kód, který se 
vytváří na základě jednoduchého principu. Symbolům, které se ve vstupním datovém toku vyskytují 
častěji, přiřadí kratší kódy než symbolům, které se vyskytují méně často. Nejlepší kódy vytváří, 
pokud jsou pravděpodobnosti symbolů rovny záporným mocninám čísla 2.  
 
2.5.1 Sestavení kódu 
 Metoda vytvoří strom a jednotlivým symbolům ve stromu potom přiřadí kódy. Tento proces 
probíhá následujícím způsobem: 
 
1. Vytvoří se seznam symbolů, jejichž pravděpodobnosti výskytu tvoří nerostoucí posloupnost 
(viz tabulka 5.1). 
 
Symbol a1 a2 a3 …….. an-1 an 
 p1 p2 p3  pn-1 pn 
 
Tabulka 5.1 Seznam symbolů. 
 
2. Ze seznamu se vyberou dva symboly s nejnižšími pravděpodobnostmi. Vytvoří se binární 
strom, v jehož listech jsou oba symboly. Do kořene se umístí znak, který je reprezentuje 
a jehož pravděpodobnost je tvořena součtem jejich pravděpodobností (viz obrázek 5.1). 
Symboly se ze seznamu odstraní a vloží se do něj společný znak. 
 
 
 
 
 
Obrázek 5.1 Vytvoření společného uzlu. 
 
3. Krok 2 se opakuje tak dlouho, dokud není v seznamu jediný symbol. 
4. Nakonec se hranám libovolně přiřadí hodnoty 1 a 0.  
 
Příklad takového stromu je vidět na obrázku 5.2a. Kód symbolu se získá průchodem od kořene 
stromu k listu, ve kterém je symbol uložen. Při tomto průchodu se ukládají hodnoty hran, které potom 
tvoří kód daného znaku. Kód symbolu a3 je v našem případě 001. 
 
 
 
 
an-1       pn-1 
 
an         pn 
 
an-1, n       pn-1 + pn 
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Obrázek 5.2 Huffmanovy stromy. 
 
Na obrázku 5.2b je vidět, že ze stejných symbolů lze vytvořit i odlišný strom. 
Je to způsobeno jiným kombinováním symbolů při jeho vytváření. Huffmanův kód pro symboly 
na obrázcích 5.2 je tedy také odlišný. Střední délka kódu 5.2a je: 
 
                                      
 
Střední délka kódu 5.2b je: 
 
                                      
 
Pokud je tedy možnost vytvořit pro stejné symboly více kódů, potom mají všechny shodnou střední 
délku kódu. Jejich rozdílnost spočívá v jiné odchylce kódu. Odchylka kódu 5.2a je: 
 
                                                
 
Odchylka kódu 5.2b je: 
 
                                                
 
Po srovnání odchylek zjistíme, že kód 5.2b je lepší. Abychom tedy dostali kód s nejnižší odchylkou, 
musíme kombinovat symboly s nejmenší pravděpodobností výskytu tak, že zkombinujeme symbol 
ve stromu nejníže se symbolem, který je ve stromu nejvýše.  
Odchylka kódu je důležitá při vysílání komprimovaného toku komunikační linkou. Bity se 
musí vysílat s konstantní rychlostí. Pokud má ovšem kód nenulovou odchylku, vystupují bity 
z kodéru měnící se rychlostí. Řešením je použití vyrovnávací paměti, do které bity vstupují tak, jak 
jsou generovány kodérem, ale vystupují s konstantní rychlostí. Čím je vyšší odchylka kódu, tím musí 
být vyrovnávací paměť delší. 
 
a1       0,4 
 
a2       0,2 
 
a3       0,2 
 
a4       0,2 
 
0 
0 
0 
0,4 
0,6 
1 
1 
1 
1,0 
(a) 
a1       0,4 
 
a2       0,2 
 
a3       0,2 
 
a4       0,2 
 
0 
0 
1 
0,4 
0 
1 
1 
0,6 
1,0 
(b) 
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2.5.2 Dekódování 
Dekodér musí mít k dispozici stejný Huffmanův kód jako kodér. Toho lze dosáhnout tak, že kodér 
do komprimovaného toku vloží pravděpodobnosti výskytu jednotlivých symbolů. Dekodér potom 
na jejich základě vytvoří Huffmanův strom.  
 Proces dekódování je jednoduchý. Ze vstupu jsou čteny jednotlivé bity a podle hodnoty bitu 
se dekodér pohybuje od kořene stromu do jeho listu. Na výstup se zapíše symbol uložený v daném 
listu a dekodér opět začne procházet strom od kořene. Postup je vysvětlen v příkladu 5.1. 
 
Příklad 5.1 Dekodér má k dispozici strom jako na obrázku 5.2a. Vstupní řetězec je „1001“. Dekodér 
začne od kořene stromu. Přečte ze vstupu první bit a jde ve stromu nahoru. Dostává se do listu, takže 
na výstup pošle symbol a1. Začíná znovu v kořeni stromu. Přečte bit 0 a jde dolní větví, přečte bit 0 a 
jde opět dolní větví. Přečte bit 1 a dostává se do listu stromu. Na výstup odešle symbol a3. 
 
2.5.3 Kanonické Huffmanovy kódy 
Kanonické Huffmanovy kódy [1] jsou vybrány z více možných Huffmanových kódů tak, aby se daly 
snadno a rychle použít. Tyto kódy se používají v případech, kdy je abeceda veliká a je potřeba rychlé 
dekódování. Takovým případem může být například sbírka dokumentů, které jsou archivovány 
a komprimovány slovně-orientovaným adaptivním Huffmanovým kodérem. V tomto případě 
je přípustný pomalý kodér, ovšem dekodér musí být rychlý. 
Příklad kanonického kódu pro 16 symbolů je uveden v tabulce 5.2. 
 
Číslo kódu Kód Číslo kódu Kód 
1 011 9 01000 
2 100 10 000000 
3 101 11 000001 
4 110 12 000010 
5 00100 13 000011 
6 00101 14 000100 
7 00110 15 000101 
8 00111 16 000110 
 
Tabulka 5.2 Kanonický kód. 
 
Je vidět, že čtyři 3bitové kódy jsou v desítkové soustavě hodnoty od 3 do 6. Pět 5bitových kódů jsou 
hodnoty od 4 do 8 a sedm 6bitových kódů jsou hodnoty 0-6. 
V tabulce 5.3 jsou na prvním řádku uvedeny možné délky kódu od 1 do 6. Další řádek udává, 
kolik kódů daných délek výše uvedený kanonický kód obsahuje. V posledním řádku jsou uvedeny 
hodnoty prvních kódů v každé skupině. 
 
 
 
 
 
 16 
length 1 2 3 4 5 6 
numl 0 0 4 0 5 7 
first 2 4 3 5 4 0 
 
Tabulka 5.3 Počty kódů daných délek a první hodnoty kódů. 
 
Pro získání prvních dvou řádků tabulky potřebujeme vypočítat délky všech Huffmanových kódů 
pro zadané symboly. Hlavním problémem je zde velikost abecedy symbolů, která může znemožnit 
vytvoření celého Huffmanova stromu v paměti. Proto se tento problém řeší algoritmem popsaným 
níže (Hirschberg a Sieminski). Nejdříve si musíme definovat pojem hromada (heap) [1]. Hromada 
je vyvážený binární strom, ve kterém každý list obsahuje datovou položku. Tyto položky jsou 
uspořádány tak, že každá cesta od listu do kořene stromu prochází uzly, které jsou v uspořádaném 
pořadí. Pořadí je buď neklesající (max-heap) nebo nerostoucí (min-heap). Příklady min-heaps jsou 
na obrázku 5.3. 
Typickou operací, která se provádí nad hromadou je prosívání hromady (sifting). Při prosívání 
je odstraněn kořen a uzly v hromadě se uspořádají tak, aby při průchodu byly v neklesajícím, nebo 
nerostoucím pořadí. Příklad prosívání pro min-heap je na obrázku 5.3a-d. 
 
 
 
 
 
 
 
 
 
Obrázek 5.3 Prosívání hromady min-heap. 
  
Důvod pro udržování uzlů hromady v uspořádání je možnost její implementace bez použití ukazatelů. 
Taková hromada je potom tzv. „usídlená“ v poli. Kořen hromady je umístěn na první pozici v poli 
(index 1), dva potomci uzlu na pozici i jsou umístěni na pozicích 2i a 2i+1. Rodič uzlu na pozici 
 j je umístěn v místě └j/2┘. Uzly z obrázku 5.3a budou umístěny v poli v pořadí 2, 5, 6, 7, 10, 12, 15. 
Algoritmus pro výpočet délek Huffmanových kódů abecedy n symbolů používá pole 
A o velikosti 2n. Ve vrchní polovině A (indexy n+1 až 2n) jsou umístěny frekvence výskytu symbolů. 
V dolní polovině (indexy 1 až n) je umístěna min-heap, jejíž datové položky jsou ukazatele 
na frekvence v horní polovině A. Algoritmus poté vstoupí do iterace, ve které se v každém kroku 
vybere pomocí hromady dvojice nejmenších frekvencí. Hromada se v poli zmenší o jednu pozici. 
Na volnou pozici za hromadou (A[h]) je potom umístěn součet obou frekvencí. Tato iterace 
se opakuje tak dlouho, dokud není v hromadě jen jeden ukazatel. Jedna iterace algoritmu je ukázána 
na příkladu 5.2. 
 
 
 
 
 
7 10 12 15 
6 5 
2 
(a) 
7 10 12 
6 5 
15 
(b) 
7 10 12 
6 15 
5 
(c) 
1 1 1
6 7 
5 
(d
) 
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Příklad 5.2 Tabulka 5.4 ukazuje současný stav pole A (indexy hromady jsou podtrženy). 
 
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 
14 12 13 10 11 9 8 15 12 7 10 5 6 2 
 
Tabulka 5.4 Pole s hromadou a frekvencemi. 
 
Kořen hromady ukazuje na pozici v A s nejmenší frekvencí (2). Kořen je odstraněn a hromada 
se posune, takže pozice A[7] zůstane volná. Hromada se proseje a nový kořen (12) ukazuje na další 
nejmenší frekvenci (viz tabulka 5.5).  
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 
12 10 13 8 11 9  15 12 7 10 5 6 2 
 
Tabulka 5.5 Pole s hromadou a frekvencemi. 
 
Součet frekvencí (2+5) se uloží na volnou pozici v poli A[7] a na pozice A[1], A[12] a A[14] 
se umístí ukazatele na tento součet (viz tabulka 5.6). 
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 
7 10 13 8 11 9 2+5 15 12 7 10 7 6 7 
 
Tabulka 5.6 Pole s hromadou a frekvencemi. 
 
Hromada se proseje a začne další iterace. Po dokončení algoritmu vypadá pole A tak, jak můžeme 
vidět v tabulce 5.7. Pro zjištění délky symbolu 10 musíme následovat ukazatele 6, 4, 2 z A[10] 
do kořene. Jsou k tomu potřeba tedy 3 kroky, takže délka kódu je 3. 
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 
2 57 2 2 3 4 5 3 4 6 5 7 6 7 
 
Tabulka 5.7 Pole s hromadou a frekvencemi. 
 
Hodnoty first  pro tabulku 5.3 se potom vypočítají podle následujícího pseudokódu [1]: 
 
first[6]=0; 
for (i=5; i≥1; i--) 
first[i]=┌(first[i+1]+numl[i+1])/2┐; 
 
Pseudokód 5.1 Výpočet hodnot first. 
 
Takto se zajistí, že všechny 3bitové prefixy kódů delších než 3 bity budou menší než first[3] 
(jehož hodnota je 3). Všechny 5bitové prefixy kódů delších než 5 bitů budou mít hodnotu menší 
než first[5] (jehož hodnota je 4) atd. 
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Dekódování kanonických kódů je rychlé, protože po snadné identifikaci délky čtením 
a testováním vstupních bitů se dá symbol najít pomocí jednoho kroku. Proces dekódování pracuje 
na základě následujícího pseudokódu [1]: 
 
i=1; 
input v; 
while  (v<first[i]){ 
append next input bit to v; 
i=i+1; 
} 
 
Pseudokód 5.2 Proces dekódování. 
 
Dekódování je názorně vysvětleno na příkladu 5.3. 
 
Příklad 5.3 Za vstup dekodéru předpokládáme kód 00100 z tabulky 5.2. Po jednotlivých iteracích 
nabývá v postupně hodnot 0=0, 00=0, 001=1, 0010=2, 00100=4 a i nabývá hodnot 1-5. Pro i=5 a 
v=4 už není splněna podmínka cyklu a proto je ukončen. Délka kódu je určena hodnotou v i. Pozice 
symbolu ve skupině symbolů délky 5 se určí jako v-first[5]=4-4=0. Jedná se tedy o první symbol ve 
skupině (číslování začíná v 0). Podle tabulky 5.3 se tedy jedná o 5. symbol ze 16. 
 
2.5.4 Adaptivní Huffmanovo kódování 
Huffmanovo kódování předpokládá, že na začátku jsou známy četnosti výskytu všech symbolů. Tyto 
četnosti se mohou stanovit na základě průchodu celého souboru. Potom je metoda semiadaptivní 
a trvá déle. Mohou být vytvořeny i na základě jiných předpokladů, potom ale může být horší 
kompresní poměr. Východiskem je použití adaptivního Huffmanova kódování [1]. 
Tato modifikace Huffmanovy metody začíná s prázdným stromem, takže žádný symbol nemá 
přidělený kód. Po přečtení vstupního symbolu je tento znak v nezakódované podobě zapsán 
do výstupního toku a také přidán do Huffmanova stromu. Pokud se na daný symbol narazí příště, na 
výstup se zapíše jeho kód a frekvence se zvýší o hodnotu 1. Po modifikaci stromu je nutné ověřit, 
zda se jedná ještě o Huffmanův strom. Pokud ne, dojde k jeho přeuspořádání, čímž se změní kódy 
symbolů. 
Dekodér zrcadlí stejné kroky jako kodér. Pokud přečte nezakódovanou formu symbolu, vypíše 
ho na výstup a přidá do stromu. Pokud přečte komprimovaný symbol, najde ho podle kódu ve stromu, 
vypíše na výstup a modifikuje strom stejně jako kodér. Aby dekodér rozeznal nekomprimovaný 
symbol od zakódovaného, musí mu předcházet speciální kód změny (escape code) s proměnnou 
délkou. 
Aby byl strom Huffmanův, musí být splněna tzv. vlastnost sourozenců (sibling property) [1]. 
Tato vlastnost znamená, že pokud procházíme strom po úrovních zdola nahoru a zleva doprava, tak 
jsou frekvence uspořádány v neklesajícím pořadí. Z toho vyplývá, že levý dolní uzel má frekvenci 
nejnižší a kořen nejvyšší. Je to důležité z důvodu efektivnějšího zakódování symbolů, které se 
vyskytují častěji (kratší kód). Požadavek seřazení frekvencí v neklesajícím pořadí zleva doprava není 
nutný, ale usnadňuje aktualizaci stromu. 
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Modifikace stromu po právě přečteném symbolu X probíhá následujícím způsobem [1]: 
 
1. Uzel s X se porovná s jeho následovníky ve stromu. Porovnávání se provádí zleva 
doprava a zdola nahoru. Pokud mají jeho následovníci frekvenci větší alespoň o 1, jsou 
uzly ve správném pořadí a strom se nemodifikuje. V opačném případě se X prohodí 
s posledním uzlem, který je jeho následovníkem a má frekvenci menší, nebo rovnu 
frekvenci X. Tímto uzlem nesmí být rodič X. 
2. Frekvence X a všech jeho rodičů se inkrementuje o 1. 
3. Pokud je X kořen, modifikace končí, jinak se cyklus opakuje s rodičem X. 
 
U adaptivního Huffmanova kódování mohou nastat dva problémy. Prvním z nich je 
tzv. přetečení čítače [1]. Frekvence ve stromu jsou reprezentovány pomocí určitého počtu bitů, pokud 
tedy frekvence dosáhne maximální hodnoty, dojde k přetečení. Řešením je změnit měřítko, když 
frekvence kořene dosáhne maximální hodnoty. Změna měřítka se provádí podělením frekvencí 
ve stromu číslem 2. V praxi se tato změna provádí podělením pouze listových uzlů a vnitřním uzlům 
se pak přidělí součty jejich potomků. Nevýhodou je, že celočíselné dělení snižuje přesnost, a proto 
výsledný strom nemusí splňovat vlastnost sourozenců. 
Druhým problémem je tzv. přeplnění kódu [1]. Ten může nastat, když se do stromu přidá 
hodně symbolů. Strom je pak moc vysoký. Když kodér najde vstupní symbol ve stromu, postupuje od 
něj směrem ke kořeni. Cestou si do nějaké proměnné ukládá hodnoty hran a nakonec zapíše na výstup 
jednotlivé hodnoty z proměnné v opačném pořadí. Proměnná je reprezentovaná pomocí určitého 
počtu bitů. Pokud je strom příliš vysoký, může dojít k jejímu přetečení a výstupní kód je potom 
nesprávný. Řešením je ukládat bity kódu ve vázaném seznamu místo v proměnné. Toto řešení 
je ovšem pomalé. Dále může být tento problém vyřešen zvýšením počtu bitů, kterými je proměnná 
reprezentována a tento počet uvést jako omezení kódu. 
 
2.6 Aritmetické kódování 
Informace v této kapitole čerpají ze zdrojů [1] a [6]. 
 
Aritmetické kódování na rozdíl od metod, které pracují s prefixovými kódy, nepřiřazuje kódy 
jednotlivým symbolům, ale celému vstupnímu souboru. Na začátku procesu kódování je stanoven 
číselný interval. Při čtení vstupního toku je potom tento interval zužován podle pravděpodobností 
výskytu jednotlivých symbolů. Tímto zpřesňováním stále roste počet číslic mezních hodnot a pro 
jejich uložení je tedy potřeba více bitů. Výsledkem komprese je potom číslo, které leží v mezích 
výsledného intervalu. Tato metoda dosahuje komprese díky faktu, že po zakódování symbolu 
s velkou pravděpodobností výskytu se interval zúží méně, než po zakódování symbolu, který má tuto 
pravděpodobnost nižší. 
Základní algoritmus aritmetického kódování sestává z následujících tří kroků: 
 
1. Definujeme počáteční interval I. Používá se         , přičemž tento zápis znamená 
interval reálných čísel od 0 (včetně) do 1 (nevčetně). 
2. Aktuální interval rozdělíme na podintervaly, jejichž velikosti odpovídají 
pravděpodobnostem výskytu jednotlivých symbolů. Ze vstupu odebereme jeden 
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symbol, vybereme podle něj odpovídající podinterval. Tento podinterval prohlásíme 
za aktuální interval. 
3. Krok 2 opakujeme do vyčerpání všech vstupních symbolů. Pokud již na vstupu nejsou 
žádné znaky, zapíšeme jako výsledek nějaké číslo z aktuálního intervalu (ukládá se 
pouze necelá část čísla). 
 
Pro názornost si základní princip kódování ukážeme na příkladu 6.1: 
 
Příklad 6.1 Máme daný vstupní řetězec „bbbc“ a pravděpodobnostní model, který je vidět v tabulce 
6.1. 
 
Symbol a b c 
P 0,4 0,5 0,1 
 
Tabulka 6.1 Pravděpodobnostní model. 
 
Nejprve si stanovíme počáteční interval        . Dále symbolům přiřadíme podle zadaných 
pravděpodobností podintervaly (viz tabulka 6.2 ). 
 
Symbol a b c 
Podinterval                              
 
Tabulka 6.2 Podintervaly. 
 
Odebereme ze vstupního řetězce první symbol b a počáteční interval         zredukujeme podle 
podintervalu daného symbolu na             . Načteme další znak b a interval              
zúžíme na              . Stejným způsobem načteme i další dva zbývající symboly a interval 
I upravíme nejprve na                a poté na                   . Výsledkem aritmetického 
kódování tedy bude jakékoliv číslo z intervalu                   . 
 
2.6.1 Implementace aritmetického kódování 
Popsané aritmetické kódování není praktické pro implementaci, protože vyžaduje ukládání mezí 
intervalu s nekonečnou přesností a aritmetika s pohyblivou řádovou čárkou je pomalá. Z tohoto 
důvodu se v praxi používá celočíselná aritmetika. Meze intervalu se ukládají do dvou proměnných 
high a low. Přesnost kódování je omezena počtem bitů, které jsou využity pro jejich uložení. 
Většinou se používá 16 nebo 32 bitů. Výstup kódování má v praxi binární podobu. 
 K výpočtu mezních hodnot se nepoužívají pravděpodobnosti výskytu symbolů, 
ale kumulované frekvence. Jeden z důvodů je ten, že pravděpodobnosti jsou reprezentovány pomocí 
čísel s plovoucí řádovou čárkou, zatímco kumulované frekvence pomocí celých čísel. Příklad 
pravděpodobnostního modelu s kumulovanými frekvencemi je v tabulce 6.3. 
Kumulovaná frekvence symbolu je vlastně součet všech frekvencí výskytu symbolů 
uvedených v modelu pod tímto symbolem. Hodnoty mezí intervalu se potom počítají následovně: 
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low=low+(high-low+1)lowCumFreq[x]/totalCumFreq; 
high=low+(high-low+1)highCumFreq[x]/totalCumFreq-1; 
 
Pseudokód 6.1 Výpočet hodnot low a high. 
 
Kde lowCumFreq[x] je kumulovaná frekvence aktuálního symbolu, highCumFreq[x] 
je kumulovaná frekvence následujícího symbolu a totalCumFreq je celková kumulovaná 
frekvence. 
 
Symbol Frekvence P Podinterval 
Kum. 
Frekv. 
Celková Kum. 
Frekv. 
a 4 4/10=0,4            6 
10 
b 2 2/10=0,2            4 
c 3 3/10=0,3            1 
d 1 1/10=0,1            0 
 
Tabulka 6.3 Pravděpodobnostní model. 
 
Při kódování vstupních dat se interval neustále zmenšuje a po určité době by se stal tak malým, 
že by při použití celočíselné reprezentace mezních hodnot přestal být výpočet korektní. Proto je 
potřeba interval na základě určitých pravidel průběžně zvětšovat. Na výstup jsou o těchto změnách 
zasílány binární informace (hodnota 1 nebo 0). Abychom si mohli popsat případy, které vedou 
ke změně intervalu, musíme si nejprve definovat čtyři konstanty. 
 
M – udává maximální rozsah  
Q1 – udává čtvrtinu maximálního rozsahu 
 
    
 
 
   
(6.1) 
 
H – udává polovinu maximálního rozsahu 
 
        (6.2) 
 
Q3 – udává tři čtvrtiny maximálního rozsahu 
 
         (6.3) 
 
Případy, při kterých dochází ke změně intervalu, jsou tři [6]: 
 
P1 Aktuální interval I se nachází v dolní polovině maximálního rozsahu, tedy         . Změna 
se provede tak, že proměnným low a high se přiřadí hodnoty low=2·low a 
high=2·high+1. 
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P2 Aktuální interval I se nachází v horní polovině maximálního rozsahu, tedy         . Změna 
se provede tak, že proměnným low a high se přiřadí hodnoty low=2·(low-H) 
a high=2·(high-H)+1. 
P3 Aktuální interval I se nachází mezi první a třetí čtvrtinou maximálního rozsahu, tedy 
          . Změna se provede tak, že proměnným low a high se přiřadí hodnoty 
low=2·(low-Q1) a high=2·(high-Q1)+1. 
 
Celý kódovací proces potom vypadá následovně: 
 
1. Vytvoří se pravděpodobnostní model. Proměnné low a high se nastaví na počáteční 
hodnoty (low=0 a high=M). 
2. Ze vstupu se načte symbol a hodnoty proměnných low a high se aktualizují podle 
pseudokódu 6.1. 
3. Jestliže se interval I zmenšil tak, že nastal jeden z případů P1, P2 nebo P3 provedeme jeho 
zvětšení následujícím způsobem: 
 
 Jestliže high < H, potom hodnoty proměnných low a high upravíme tak, jak 
je popsáno v P1. Na výstup vyšleme hodnotu 0 a za ní tolik hodnot 1, kolik 
je evidováno výskytů P3 v čítači. Čítač vynulujeme. 
 Jestliže low ≥ H, potom hodnoty proměnných low a high upravíme tak, jak 
je popsáno v P2. Na výstup vyšleme hodnotu 1 a za ní tolik hodnot 0, kolik 
je evidováno výskytů P3 v čítači. Čítač vynulujeme. 
 Jestliže low ≥ Q1 a zároveň high < Q3, potom hodnoty proměnných low a high 
upravíme tak, jak je popsáno v P3 a zvýšíme počet výskytů P3 v čítači. 
 
Krok 3 provádíme tak dlouho, dokud pro proměnné low a high nastává některý z případů 
P1, P2 nebo P3. 
4. Kroky 2 a 3 provádíme tak dlouho, dokud nezakódujeme všechny znaky ze vstupu. 
 
Při procesu dekódování se potýkáme s problémem rozeznání konce souboru. Nabízejí se dvě řešení. 
Prvním z nich je uložení počtu zakódovaných symbolů. Dekodér pak s každým dekódovaným 
symbolem tento počet snižuje a proces přestane, když je počet nulový. Toto řešení není ideální, 
protože vstupní tok může být velký a počet symbolů pak může přesáhnout maximální hodnotu 
datového typu, kterým je reprezentován. Navíc by byl problém s uložením výsledného počtu. Proto 
se v praxi používá druhé řešení, kdy si stanovíme symbol konce souboru, a kodér ho při vyčerpání 
vstupních znaků zakóduje. Pokud dekodér narazí na tento symbol, ukončí svou činnost. 
 Dekodér pracuje následujícím způsobem: 
 
1. Vytvoří se pravděpodobnostní model stejný jako při kódování. Proměnné low a high 
se nastaví na počáteční hodnoty (low=0 a high=M). 
2. Ze vstupu se načte stejný počet bitů, jakým jsou reprezentovány proměnné low a high, 
a uloží se do proměnné code. 
3. Vypočítá se proměnná index podle následujícího pseudokódu: 
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index=((code-low+1)·totalCumFreq-1)/(high-low+1) 
 
Pseudokód 6.2 Výpočet proměnné index. 
 
 Proměnná index se odsekne k nejbližšímu celému číslu. 
4. Index se porovná s kumulovanými frekvencemi symbolů v pravděpodobnostním modelu 
a na výstup se zapíše symbol, do jehož intervalu index spadá. 
5. Proměnné low a high se aktualizují podle pseudokódu 6.1. 
6. Jestliže se interval I zmenšil tak, že nastal jeden z případů P1, P2 nebo P3 provedeme jeho 
zvětšení následujícím způsobem: 
 Jestliže high < H, potom hodnoty proměnných low a high upravíme tak, jak 
je popsáno v P1. Hodnotu proměnné code upravíme podle pseudokódu: 
 
code=2·code+další vstupní bit 
 
Pseudokód 6.3 Úprava proměnné code. 
 
 Jestliže low ≥ H, potom hodnoty proměnných low a high upravíme tak, jak 
je popsáno v P2. Hodnotu proměnné code upravíme podle pseudokódu: 
 
code=2·(code-H)+další vstupní bit 
 
Pseudokód 6.4 Úprava proměnné code. 
 
 Jestliže low ≥ Q1 a zároveň high < Q3, potom hodnoty proměnných low a high 
upravíme tak, jak je popsáno v P3. Hodnotu proměnné code upravíme podle 
pseudokódu: 
 
code=2·(code-Q1)+další vstupní bit 
 
Pseudokód 6.5 Úprava proměnné code. 
 
7. Kroky 3-6 se provádějí tak dlouho, dokud nejsou dekódovány všechny symboly původního 
datového toku. 
 
2.6.2 Adaptivní aritmetické kódování 
Stejně jako u Huffmanva kódování je nevýhodou aritmetického kódování nutnost stanovit všechny 
pravděpodobnosti výskytu symbolů před jeho zahájením. Tyto pravděpodobnosti se mohou stanovit 
na základě průchodu celého souboru. Potom je metoda semiadaptivní a trvá déle. Mohou být 
vytvořeny i na základě jiných předpokladů, potom ale může dojít ke zhoršení kompresního poměru. 
Východiskem je použití adaptivního aritmetického kódování [1]. 
Model adaptivního kódování musí udržovat v poli symboly, jejich frekvence výskytu 
a kumulované frekvence. Symboly se v poli udržují v seřazeném pořadí podle frekvencí výskytu. 
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Po zakódování/dekódování vstupního symbolu se jeho frekvence výskytu v poli zvýší o hodnotu 1. 
Pokud pole není seřazené, dojde k prohození symbolů. Poté se aktualizují kumulované frekvence.  
Pole může být implementováno tak, že na nulté pozici je uložena celková kumulovaná 
frekvence, což je součet frekvencí výskytu všech symbolů. Od první pozice až do konce pole jsou pak 
uloženy symboly seřazené podle jejich frekvencí výskytu. Každá položka také obsahuje kumulovanou 
frekvenci, která je vypočítána jako součet frekvencí výskytu symbolů umístěných v poli za danou 
položkou. Příklad takové implementace vidíme v tabulce 6.4. Pokud kodér/dekodér zpracuje symbol, 
jeho frekvence výskytu se zvýší o hodnotu 1 a v poli nalevo od symbolu se hledá nejvzdálenější 
prvek, jehož frekvence je nižší. Pokud je nalezen, symboly se prohodí a kumulované frekvence v poli 
nalevo od prvku se zvýší o hodnotu 1. Pokud není nalezen, dojde pouze k aktualizaci kumulovaných 
frekvencí. 
 0 1 2 3 4 
Symbol  B a d c 
Frekvence  10 9 6 3 
Kum. frekv. 28 18 9 3 0 
 
Tabulka 6.4 Implementace pole frekvencí výskytu a kumulovaných frekvencí. 
 
Další možností implementace je použití nevyváženého binárního stromu (úplný binární strom, 
ve kterém mohou některé dolní pravé uzly chybět) „usídleného“ v poli [1]. Kořen stromu je umístěn 
na první pozici v poli (index 1), dva potomci uzlu na pozici i jsou umístěni na pozicích 2i a 2i+1. 
Rodič uzlu na pozici j je umístěn v místě └j/2┘. V každém uzlu jsou uloženy symboly, frekvence 
výskytu a celkové frekvence výskytu pro jeho levý podstrom. Příklad takového stromu je v tabulce 
6.5. Aktualizace pak probíhá tak, že se zvýší frekvence symbolu a nalevo od něj se hledá 
nejvzdálenější symbol s menší frekvencí. Pokud je nalezen, dojde k jejich prohození a aktualizují 
se počty pro levé podstromy. 
 
 1 2 3 4 
Symbol b a d c 
Frekvence 10 9 6 3 
L. podstrom 12 3 0 0 
 
Tabulka 6.5 Strom „usídlený“ v poli. 
 
Kumulované frekvence nejsou ve stromu uloženy, ale počítají se následujícím způsobem. Pokud 
potřebujeme kumulovanou frekvenci symbolu X, sledujeme větve uzlu od kořene k uzlu s X. Pokaždé, 
když se u vnitřního uzlu N použije pravá větev, k proměnné af se přičte frekvence N a počet pro levý 
podstrom. Při použití levé větve se nepřičítá nic. Když se dosáhne uzlu X, přičteme k af počet 
pro levý podstrom uzlu X. Potom af obsahuje veličinu lowCumFreq[X]. Hodnota 
highCumFreq[X] se získá přičtením frekvence výskytu k lowCumFreq[X]. 
 Problém přetečení čítače se stejně jako u adaptivního Huffmanova kódování řeší podělením 
všech frekvencí výskytu symbolů číslem 2. Poté se aktualizují kumulované frekvence, nebo počty 
pro levé podstromy. 
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2.7 Kontextová komprese 
Při kontextové kompresi [1] nejsou symboly kódovány jenom v závislosti na pravděpodobnostech 
jejich výskytů, ale v úvahu je brán i kontext symbolů. Kontext symbolu bývá tvořen N symboly, které 
ho předcházejí a používají se k jeho predikci [1] (přiřazení pravděpodobnosti). Klasickou kontextově 
orientovanou metodou je PPM. Některé kontextově orientované metody vstupní posloupnosti 
symbolů pouze vhodně transformují a poté použijí statistický model k přiřazení pravděpodobností 
symbolům. Příkladem takové metody je Burrowsova-Wheelerova transformace, která bude 
podrobněji popsána později. 
2.8 PPM 
Informace uvedené v následující kapitole byly čerpány z publikace [1]. 
 
Metoda používá kontextově orientovaný statistický model, pomocí kterého přiřadí vstupnímu 
symbolu S pravděpodobnost P. Symbol spolu s pravděpodobností zašle aritmetickému kodéru, který 
daný symbol zakóduje s pravděpodobností P. 
Statický kontextově orientovaný model obsahuje tabulky s pravděpodobnostmi všech digramů 
nebo trigramů vstupní abecedy. Podle těchto tabulek určuje, jakou pravděpodobnost má aktuální 
symbol S, který se objevil v kontextu C. Symbol S a kontext C si můžeme představit jako indexy 
řádku a sloupce v tabulce frekvencí. Statický model se vytváří na základě rozsáhlých textů a počítání 
četností výskytů digramů a trigramů. Takto vytvořený model se pak po celou dobu komprese nemění. 
Problém nastává v případě, kdy se vstupní data diametrálně liší od těch, která byla použita pro 
vytvoření statického modelu. Potom je výsledná komprese velmi špatná a může dokonce dojít i 
k expanzi. 
Adaptivní kontextově orientovaný model také obsahuje tabulku se shluky dvou, tří nebo více 
symbolů, na základě které přiřazuje vstupním symbolům pravděpodobnosti. Na rozdíl od statického 
modelu však tuto tabulku upravuje na základě vstupních dat. Tento model je složitější než statický, 
dosahuje však lepší komprese. 
 Problémem, se kterým se potýkají oba zmíněné modely, jsou nulové pravděpodobnosti. Ten 
nastává v případě, kdy jsou v tabulce některým digramům nebo trigramům přiděleny nulové 
pravděpodobnosti, protože dosud nebyly nalezeny. Aritmetický kodér ovšem požaduje, aby byly 
všechny vstupní pravděpodobnosti nenulové. Tento problém je řešen následujícími dvěma způsoby: 
 
1. Vytvořená tabulka se celá projde a vyhledají se buňky s nulovými frekvencemi. Do těchto 
buněk se vloží hodnota jedna a celková počet načtených symbolů se také zvýší o 1. Tato 
metoda se chová, jako kdyby se všechny digramy nebo trigramy vyskytly alespoň jednou. 
 
2. K celkovému počtu načtených symbolů se přičte jednička a rozdělí se mezi všechny prázdné 
buňky. Tímto se přidělí všem digramům i trigramům, které dosud nebyly nalezeny, velmi 
malá pravděpodobnost. 
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2.8.1 Základní principy PPM 
Hlavní myšlenka metody PPM spočívá ve snižování délky kontextu, pokud kontext dané délky vedl 
na nulovou pravděpodobnost. Metoda začíná s kontextem o délce N. Ze vstupu je načten symbol S, 
pokud se tento symbol v daném kontextu nikdy před tím nevyskytnul, přepne se kodér do řádu N-1. 
Pokud symbol S není nalezen ani v kontextu řádu N-1, přepne se kodér do řádu N-2. Podle tohoto 
snižování řádu kontextu dostala metoda svůj název „prediction with partial matching“, tedy predikce 
s porovnáváním částečných řetězců. Postup metody PPM je podrobněji vysvětlen na následujícím 
příkladu. 
 
Příklad 8.1 Předpokládejme, že aktuální délka kontextu je rovna hodnotě 3 a kontext je „abc“, který 
se zatím vyskytnul ve vstupních datech 30-krát a z těchto případů byl následován symbolem d 25-krát, 
symbolem e 3-krát a symbolem f 2-krát. Těmto případům jsou přiděleny pravděpodobnosti pořadě 
25/30, 3/30 a 2/30. Je-li tedy dalším čteným symbolem d, zašle se aritmetickému kodéru společně 
s pravděpodobností 25/30 a pravděpodobnosti se změní na 26/31, 3/31 a 2/31.  
Pokud je ovšem čteným symbolem například p, který se v daném kontextu nikdy před tím 
nevyskytnul, přepne kodér PPM do řádu 2. Stávající kontext bude tedy „bc“, který byl viděn na 
vstupu 36-krát a z toho byl 28-krát následován symbolem a, a  8-krát symbolem p. Aritmetickému 
kodéru je tedy odeslán symbol p s pravděpodobností 8/36 a pravděpodobnosti symbolů jsou opět 
aktualizovány.  
Kdyby pravděpodobnost symbolu p vedla na nulu i v řádu 2, přepnul by se kodér do řádu 1. 
Bylo by provedeno hledání symbolu p v kontextu „c“. Při neúspěšném hledání by došlo k přepnutí na 
kontext délky 0, kde by kodér zjišťoval, kolikrát se symbol p vyskytnul ve vstupních datech bez ohledu 
na kontext. Jestliže byl viděn 56-krát a celkový počet přečtených znaků byl 326, potom by mu byla 
přidělena pravděpodobnost 56/326. Jestliže se symbol p na vstupu ještě nikdy neobjevil, přepne se 
kodér do režimu -1 a symbolu p se přidělí pravděpodobnost 1/(velikost vstupní abecedy). 
 
Dekodér zrcadlí činnost kodéru. Problém nastává, pokud kodér přepne na kontext nižšího řádu. 
Dekodér musí tedy také přepnout na nižší kontext, jinak bude dekódování provedeno chybně. Pro 
tento případ používá metoda PPM symbol změny[1]. Je to speciální symbol ze vstupní abecedy, který 
kodér vyšle na výstup v případě změny kontextu. Pokud metoda při procesu dekódování narazí na 
symbol změny, přepne na kratší kontext. 
Nejhorší případ potom nastává, pokud se vstupní symbol nevyskytnul dosud v žádném 
kontextu. Kodér řádu N potom vyšle na výstup N+1 symbolů změny, za kterými následuje vstupní 
symbol zakódovaný s pravděpodobností 1/(velikost vstupní abecedy). Tento případ je typický při 
začátku kódování. Pravděpodobnost symbolu změny je proto potřeba přidělovat rozumně a to nejlépe 
tak, aby byla ze začátku kódování vysoká a průběžně se snižovala. 
 
2.8.2 Varianty PPM 
Na základě toho, jakým způsobem metoda PPM přiděluje pravděpodobnost symbolu změny, 
rozlišujeme její varianty. Základní variantou, která bude dále vysvětlena je PPMC. Dále bude popsán 
způsob, jakým přidělují pravděpodobnosti symbolu změny varianty PPMA a PPMB.  
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2.8.3 PPMC 
Předpokládejme, že ze vstupu byla načtena posloupnost 10 symbolů „abbcaabcbb“. Tabulka 8.1 
ukazuje kontexty (do řádu 2), které byly nashromážděny během tohoto načítání. Dále 
předpokládejme, že abeceda obsahuje 26 písmen, mezeru a symbol změny. Velikost rozšířené 
abecedy je tedy 28 a pevná pravděpodobnost v řádu -1 je pak 1/28. 
 
Řád 2 Řád 1  Řád 0 
kontext f p kontext f p kontext f p 
ab→b 1 ¼ a→b 2 2/5 a 3 3/13 
ab→c 1 ¼ a→a 1 1/5 b 5 5/13 
esc 2 ½ esc 2 2/5 c 2 2/13 
bb→c 1 ½ b→b 2 1/3 esc 3 3/13 
esc 1 ½ b→c 2 1/3 
 
bc→a 1 ¼ esc 2 1/3 
bc→b 1 ¼ c→a 1 ¼ 
esc 2 ½ c→b 1 ¼ 
ca→a 1 ½ esc 2 1/2 
esc 1 ½ 
 
aa→b 1 ½ 
esc 1 ½ 
cb→b 1 ½ 
esc 1 ½ 
 
Tabulka 8.1 Kontexty, frekvence a pravděpodobnosti pro metodu PPMC. 
 
Metoda PPMC ukládá každý dříve nalezený kontext do samostatné skupiny spolu se symbolem 
změny. Například kontext řádu 2 „ab“ byl nalezen dvakrát. V jednom případě byl následován 
symbolem b a ve druhém případě symbolem c. Symbolu změny je přiřazena frekvence 2, protože je 
ve skupině se dvěma členy. Pravděpodobnosti těchto dvou symbolů v daném kontextu jsou tedy ¼ a 
¼ . Pravděpodobnost symbolu změny v dané skupině je tedy ½. 
Důvod takového chování metody PPM je, že pokud byl nějaký kontext následován pokaždé 
stejným symbolem, je vysoká pravděpodobnost, že bude tímto symbolem následován i příště a 
nebude tedy docházet k častým změnám délky kontextu. Symbol změny tedy může dostat nízkou 
pravděpodobnost. Pokud byl kontext následován pokaždé jiným symbolem, bude mít escape symbol 
ve skupině vysokou pravděpodobnost. 
 
2.8.4 PPMA 
Varianta PPMA [1] přiděluje symbolu změny pravděpodobnost následovně. Předpokládejme skupinu 
kontextů v tabulce řádu N, která má výsledné frekvence f (kromě symbolu změny). Symbolu změny 
pak bude přidělena pravděpodobnost 1/(f+1), tj. jakoby mu byl vždy přiřazen počet 1. Dalším členů 
skupiny jsou pak přiřazeny jejich původní pravděpodobnosti x/f. Součet těchto pravděpodobností 
dává hodnotu 1 (bez symbolu změny).  
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2.8.5 PPMB 
Tato metoda je podobná PPMC, ale symbolu S vyskytujícímu se za kontextem C je přidělena 
pravděpodobnost až tehdy, když byl za tímto kontextem viděn dvakrát. To je prováděno dekrementací 
frekvenčního počtu o hodnotu jedna. Pro názornost si uvedeme příklad. 
 
Příklad 8.2 Představme si, že kontext „abc“ byl nalezen třikrát. Z toho jednou byl následován 
symbolem c a dvakrát symbolem d. Symbol d pak dostane pravděpodobnost (2-1)/3 a c nedostane 
žádnou pravděpodobnost ((1-1)/3=0). Symbolu c se tedy pak pravděpodobnost nepřiřadí a kodér 
přepne na nižší kontext. Četnost symbolu c se však pamatuje. Symbol změny potom získá četnost 2 
vzniklou dekrementací c a d o hodnotu jedna a jeho pravděpodobnost bude 2/3. 
2.9 Burrowsova-Wheelerova transformace 
Informace uvedené v následující kapitole byly čerpány z publikací [5], [7] a [8]. 
 
Tato kompresní metoda na rozdíl od většiny ostatních, které pracují v proudovém režimu (načítají ze 
vstupu znak po znaku) pracuje v blokovém režimu [1]. Načítá tedy celé řetězce symbolů o předem 
stanovené délce. Z těchto řetězců poté vytváří permutace, které obsahují koncentrace stejných 
symbolů. Proto je vhodné používat Burrowsovu-Wheelerovu transformaci v kombinaci s algoritmy 
Move-to-front a RLE. Metoda dosahuje dobrých výsledků při kompresi obrázků, zvuku i textu. 
Kódování pomocí této metody se provádí následujícím způsobem [7]: 
 
1. Ze vstupu se načte řetězec symbolů S o velikosti n. 
 
a b a b c 
 
Tabulka 9.1 Řetězec symbolů S. 
 
2. Vytvoří se matice o velikosti n·n, ve které je nultý řádek tvořen řetězcem S. Řádek r 
(1 < r < n) matice je potom tvořen cyklickou rotací řádku r-1 o jeden symbol doleva. 
 
a b a b c 
b a b c a 
a b c a b 
b c a b a 
c a b a b 
 
Tabulka 9.2 Matice n·n. 
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3. Řádky matice jsou abecedně seřazeny. 
 
a b a b c 
a b c a b 
b a b c a 
b c a b a 
c a b a b 
 
Tabulka 9.3 Abecedně seřazená matice n·n. 
 
4. Na výstup je zapsán poslední sloupec L matice a index I řádku matice, ve kterém 
se nachází řetězec S posunutý o jeden symbol doleva (vyznačen tučně v tabulce 9.3). 
 
V praxi se v paměti celá matice samozřejmě nevytváří, protože délka načítaných řetězců může 
být tak velká, že by ani matice takové velikosti v paměti vytvořit nešla. Místo toho se uloží do pole 
pouze řetězec S a vytvoří se pomocné pole, ve kterém jsou uloženy ukazatele do pole S, které určují 
počáteční symboly jednotlivých řádků matice.  
Snadno pochopíme, proč tato metoda vytváří koncentrace stejných symbolů [1]. Pokud 
se v S vyskytují například slova mail, fail, sail, tak po vytvoření a abecedním seřazení matice budou 
vedle sebe řádky obsahující na začátku podřetězec il. V posledním sloupci matice se potom tedy 
vytvoří shluk symbolů a. 
Proces dekódování je poněkud složitější, protože je potřeba zrekonstruovat původní matici 
pomocí posledního sloupce L a indexu I. Dekomprimace se provádí následovně [7]: 
 
1. Ze vstupu se načte řetězec L délky n a index I. 
 
c b a a b 
 
Tabulka 9.4 Řetězec L. 
 
2. Abecedním uspořádáním symbolů z L dostaneme první sloupec F matice. 
3. Vytvoříme transformační vektor T, kterým jsou popsány vztahy mezi prvky sloupců L 
a F.  
4. Pomocí následujícího pseudokódu se vypíše na výstup původní řetězec. 
 
index=I; 
for (i=0; i≤n-1; i++){ 
vypiš L[index]; 
     index = T[index];  
} 
 
Pseudokód 9.1 Vypsání řetězce S. 
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Transformační vektor T [7] se zkonstruuje tak, že procházíme postupně symboly pole L a hledáme 
výskyty těchto symbolů v poli F. Pro symbol L[i] hledáme jeho první výskyt v F. Po nalezení 
symbolu v F na pozici j, přiřadíme T[j] hodnotu i. Problém nastane, jestliže se některé symboly 
opakují. Pokud tedy v F hledáme symbol, který jsme hledali již v některém z předchozích kroků, 
musíme do T[j] přiřadit index následujícího výskytu daného symbolu. Postup vytvoření vektoru T je 
popsán pomocí následující tabulky. 
 
 
 
 
 
 
 
 
 
 
Tabulka 9.5 Konstrukce vektoru T. 
 
 
2.9.1 Kompresní postup založený na BWT 
Kompresní postup založený na Burrowsově-Wheelerově transformaci, sestává typicky z několika 
částí. První částí je samotný algoritmus BWT, který seskupuje symboly s podobným kontextem. 
Druhá část se nazývá GST (Global structure transformation), která transformuje lokální kontext 
symbolů na globální kontext. Příkladem algoritmu používaného v GST fázi je metoda Move-to-front, 
která byla popsána dříve. MTF je příklad tzv. List update algoritmu (LUA), což znamená, že 
nahrazuje symboly pomocí ohodnocení, založených na pozici v seznamu vstupních symbolů. LUA 
posílá na výstup stejný počet znaků, jaký byl přečtený ze vstupu. 
 Třetí fází typicky bývá modifikace RLE. Tento algoritmus snižuje počet symbolů zasílaných 
do poslední fáze, kterou je entropický kodér. Kodér provede zakódování pomocí adaptivního 
statistického modelu. Celý postup je znázorněn na následujícím obrázku. 
 
 
Obrázek 9.1 Model kompresního postupu založený na BWT. 
 
Použité algoritmy a jejich modifikace v GST a RLE fázi mohou být různé. Uvedená transformace 
MTF nedává pro kompresi nejlepší výsledky, protože při náhlé změně kontextu přesouvá aktuální 
symbol na první místo v seznamu a přiřazuje mu tak dobré ohodnocení, i když se daný symbol 
vyskytnul na vstupu pouze jednou. Toto pravidlo je příliš striktní a proto byly vyvinuty algoritmy, 
které se snaží tento problém řešit.   
 
F L 
a c 
a b 
b a 
b a 
c b 
T 
0 1 2 3 4 
2 3 1 4 0 
BWT GST EC RLE 
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2.9.2 Inversion frequencies 
Algoritmus Inversion frequencies není LUA, takže výstupní posloupnost symbolů není stejná jako 
vstupní. Pro každý symbol S se projde vstupní posloupnost znaků. Pokud je nalezen výskyt symbolu 
S, zašle se na výstup počet symbolů větších než S, které se nacházejí mezi jeho poslední a aktuální 
pozicí. Aby se dala výstupní posloupnost dekódovat, musí se do výstupní sekvence vložit buď 
frekvence výskytu, nebo speciální ukončovací symbol. Výhodou této metody je, že se nemusí 
kódovat poslední symbol abecedy, protože jeho výstupní sekvence by obsahovala samé nuly. Postup 
IF je znázorněn na příkladu 9.1. 
 
Příklad 9.1 Je dána vstupní abeceda symbolů A={a, b, c, d}. Vstupním řetězcem je posloupnost 
„abbcabdca“. Výstupní sekvence pro symbol a bude 033, pro symbol b pak 001 a pro symbol c 01. 
Sekvence pro symbol d se na výstup nezapíše, protože je to největší symbol vstupní abecedy. 
 
Větší symboly ze vstupní abecedy jsou tedy zakódovány pomocí sekvencí menších hodnot, než malé 
symboly. Průměrný podíl nul ve výstupním toku roste až do konce vstupního toku, kdy dosáhne 
100%. Při transformaci metodou MTF je průměrný podíl nul na výstupu 60%. 
2.9.3 Incremental frequency count 
Metoda IFC [8] udržuje pro každý symbol vstupní abecedy seznam čítačů. Ty jsou seřazeny 
v klesajícím pořadí. Výstupem metody pro symbol S je index pozice jeho čítače v seznamu. Hlavní 
myšlenka tohoto algoritmu spočívá v použití adaptivního inkrementu, který je přepočítán pro vstupní 
symbol a přidán k jeho čítači. Ten je pak v seznamu přesunut na odpovídající pozici. 
Aby byly aktuální symboly lépe ohodnoceny než staré a neaktuální, mohou být čítače 
snižovány nebo zvyšovány. V průměru ovšem dochází k jejich zvyšování. Proto je tento algoritmus 
pojmenován jako Incremental frequency count. Často dochází k přeškálování čítačů, aby se zamezilo 
jejich přetečení. Algoritmus pracuje následujícím způsobem. 
Pro vstupní symbol je na výstup zaslán index jeho čítače v seznamu. Vypočítá se rozdíl mezi 
průměrem aktuálního indexu a průměrem minulého indexu. Průměr indexu je průměrná hodnota 
posledních indexů se zaměřením na aktuální symbol. Průměr avgi je vypočítán následujícím 
způsobem: 
 
      
(                      )       
           
 
(9.1) 
 
Pro velké hodnoty window_size je algoritmus pomalejší, pro menší hodnoty rychleji reaguje na 
změny kontextu. Typická hodnota window_size se pohybuje mezi 1-16. V další části algoritmu se 
vypočítá inkrement inci, který je potom přičten k čítači daného symbolu. Nejprve je však nutno 
vypočítat rozdíl mezi avgi-1 a avgi.  
 
                   (9.2) 
 
Hodnota rozdílu je limitována maximální hodnotou dm. 
 
            |     |                 (9.3) 
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Maximální hodnota rozdílu snižuje vliv velkých rozdílů indexů. Nakonec je vypočítán inkrement inci 
pomocí vzorce, který snižuje inci při změně kontextu a naopak zvyšuje inci, když se kontext stává 
stabilním. 
 
             
               
 
 
(9.4) 
 
Dělitel q je škálovací faktor, který se zjišťuje experimentálně. Aby nedošlo k přetečení čítačů, jsou 
jejich hodnoty přeškálovány, pokud čítač aktuálního symbolu překročí nastavený práh (parametr 
treshold). Jeho hodnota má pouze minimální vliv na celkovou kompres. V poslední části algoritmu 
dojde k přesunutí čítače symbolu na odpovídající pozici v seznamu tak, aby byly všechny jeho 
hodnoty uspořádány sestupně. 
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3 Implementace a testování 
3.1 Návrh kompresního postupu 
Pro tuto práci byla vytvořena knihovna SCM a aplikace scmApp v jazyce C++. Knihovna 
provádí kompresi dat založenou na algoritmu BWT. Jako entropický kodér využívá adaptivní 
aritmetické kódování. Dále obsahuje RLE a RLE-BIT kodéry. Jejich srovnáním lze zjistit vliv sledů 
stejných symbolů na výsledný kompresní poměr. Metoda RLE-BIT totiž před fází GST tyto sledy 
odstraňuje.  
Pro GST fázi musí být potom zvolen algoritmus LUA, protože jinak by RLE-BIT nefungoval 
korektně. Pro GST fázi byla tedy naimplementována základní metoda MTF. Jako druhý algoritmus 
pro tuto fázi byl zvolen IFC, který by měl dosahovat lepších výsledků než MTF. Model kompresního 
postupu je na obrázku 1.1. V aplikaci je možné uvedené metody kombinovat pomocí vstupních 
parametrů. 
 
 
 
Obrázek 1.1 Model kompresního postupu. 
 
 Výsledky testů uvedené v této práci byly získány na základě experimentování s algoritmy 
z knihovny SCM. Nejprve bylo provedeno testování vlivu velikosti načítaného bloku symbolů na 
výsledný kompresní poměr a na čas komprese. Dále bylo provedeno rozsáhlé testování vlivu 
parametrů v IFC na výslednou kompresi. Na základě výsledků tohoto testu byly hodnoty parametrů, 
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při kterých docházelo k nejlepší kompresi, nastaveny v knihovně SCM jako implicitní. Následující 
dva testy byly zaměřeny na porovnání metod MTF s IFC a RLE s RLE-BIT. Kompresní postup 
sestavený z metod, které dávaly při testování nejlepší výsledky, byl nastaven v aplikaci scmApp jako 
implicitní a byl porovnán s postupy bzip2 a LZMA.  
3.2 Experimentování s BWT 
Metoda BWT načítá ze vstupu symboly po blocích. Teoreticky se dá předpokládat, že při načítání 
větších bloků, bude výsledný kompresní poměr lepší, protože BWT bude vytvářet větší shluky 
stejných symbolů, které adaptivní aritmetický kodér zakóduje efektivněji. Naimplementovaná 
transformace umožňuje pracovat s bloky o velikosti 10 kB – 2000 kB.  
Závislost velikosti výstupního souboru na velikosti načítaného bloku symbolů byla testována 
na korpusu Canterbury pro bloky o velikostech 20 kB až 160 kB. Výsledné kompresní poměry jsou 
zaznamenány v následujícím grafu. 
 
 
 
Graf 2.1 Závislost kompresních poměrů na velikosti načítaných bloků. 
 
Z grafu je patrné, že kompresní poměr se při zvyšování velikosti bloku snižuje. Na některých 
souborech (např. sum nebo xargs.1) je vidět, že když velikost načítaného bloku překročí velikost 
souboru, zůstává komprese stejná i pro další zvětšování bloku. 
Burrowsova-Wheelerova transformace provádí lexikografické porovnávání řetězců v matici, 
které je časově náročné. Lze tedy předpokládat, že pro větší bloky načítaných symbolů bude 
transformace trvat delší dobu, než pro malé bloky. Testování závislosti doby komprese na velikosti 
bloku bylo provedeno opět na korpusu Canterbury a výsledky jsou zaznamenány v grafu 2.2. 
Naměřené hodnoty u souborů alice29.txt a asyoulik.txt vcelku odpovídají uvedenému 
předpokladu, ale u ostatních souborů není zvyšování doby běhu komprese nijak patrné. Doba totiž 
také velmi záleží na rozložení znaků v souborech. Rozdělení těchto symbolů do bloků pak může být 
efektivnější u větších bloků a řazení pak proběhne rychleji, než u bloků kratších.  
Měření probíhalo pomocí unixového příkazu time. Tento příkaz samozřejmě neměří čas 
s absolutní přesností, a proto jsou výsledky zatíženy chybou. 
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Graf 2.2 Závislost doby komprese na velikosti bloku. 
 
3.3 Experimentování s IFC 
Komprese pomocí metody IFC závisí na hodnotách parametrů window_size, dm, q a treshold. 
Poslední zmíněný parametr ovlivňuje kompresi jen minimálně, proto mu byla přidělena stálá hodnota 
64. S dalšími třemi parametry bylo provedeno rozsáhlé testování na korpusu Canterbury s velikostí 
bloku 10 kB. Parametrům byly přidělovány hodnoty rovné mocninám čísla 2 až do hodnoty 64. 
Metoda byla otestována se všemi možnými kombinacemi těchto hodnot. Bylo tedy provedeno celkem 
216 testů. Nejlepšího průměrného kompresního poměru 0,351955 bpb dosáhla metoda ve čtyřech 
případech. V knihovně SCM byly jako implicitní hodnoty nastaveny window_size=4, dm=8 a q=8. 
Protože výsledků testu je opravdu mnoho, uvedeme si zde pouze případ, kdy se mění vždy jen jeden 
parametr, a ostatní zůstávají nastaveny na uvedených implicitních hodnotách. Výsledky jsou 
vyneseny v grafu 3.1. 
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Z grafu je patrné, že výsledný kompresní poměr nejméně závisí na velikosti parametru window_size. 
Naopak parametry dm a q mají na kompresi značný vliv. Nyní následuje porovnání kompresních 
poměrů metod IFC a MTF na Canterbury korpusu. Při testování byla použita velikost bloku 10 kB a 
parametry metody IFC získané z předchozího srovnávání.  
 
 
 
Graf 3.2 Porovnání metod MTF a IFC. 
 
Rozdíly v kompresních poměrech nejsou příliš velké, ale na grafu lze vidět, že IFC metodu MTF 
překonává. Dokazuje to i průměrný kompresní poměr, který má pro metodu MTF hodnotu 0,3544 bpb 
a pro IFC 0,3519 bpb. V aplikaci byla tedy na základě tohoto testování nastavena jako výchozí 
metoda IFC. 
 
3.4  Srovnání RLE a RLE-BIT 
V knihovně SCM jsou naimplementovány 2 modifikace metody RLE. Obě používají pro zakódování 
délek sledů dva speciální symboly 0 a 1. Příklad kódů, které používají je uveden v tabulce 4.1. 
Metody se od sebe liší tím, že RLE-BIT má 2 části. V první se ze vstupního toku odstraní všechny 
sledy symbolů a informace o jejich délkách a pozicích se uloží do bufferu TB. Po provedení 
transformace metodou IFC, nebo MTF se v druhé části RLE-BIT zakódují délky sledů a přidají se do 
výstupního datového toku. Tento princip má výhodu v tom, že sledy symbolů neovlivňují 
transformaci v GST fázi. Porovnání metod bylo provedeno na korpusu Canterbury s velikostí 
načítaného bloku 10 kB. Výsledky jsou zobrazeny v grafu 4.1 
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Tabulka 4.1 Kódování délek sledů. 
 
 
 
 
Graf 4.1 Srovnání metod RLE a RLE-BIT 
 
V grafu 4.1 je na první pohled vidět, že metoda RLE-BIT dosahuje lepších výsledků než metoda 
RLE. RLE-BIT byla tedy nastavena pro kompresi jako výchozí. Metoda RLE dosáhla lepších 
kompresních poměrů jenom u souborů kennedy.xls a ptt5. Průměrný kompresní poměr metody RLE 
je 0,3519 bpb a metody RLE-BIT 0,3330 bpb. 
3.5 Závěrečné srovnání 
Jako poslední bylo provedeno srovnání výsledného kompresního postupu (tedy s metodami RLE-BIT 
a IFC) a postupů bzip2 a LZMA. Porovnání bylo provedeno na korpusu Silesia. Kompresním 
postupům byly nastaveny parametry pro nejlepší kompresi. U aplikace scmApp je tímto parametrem 
velikost bloku 2000 kB. U postupů bzip2 a lzma je to pak parametr -9. Výsledky porovnání jsou 
zobrazeny v grafu 5.1. 
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Graf 5.1 Srovnání kompresních poměrů scmApp, bzip2 a LZMA. 
 
Pokud se podíváme na průměrné kompresní poměry, které jsou 0,2966 bpb pro scmApp, 0,2929 bpb 
pro bzip2 a 0,2774  bpb pro LZMA, zjistíme, že nejlepšího kompresního poměru dosáhnul postup 
LZMA. Tento kompresní postup je ovšem na rozdíl od scmApp a bzip2 založený na slovníkové 
kompresi dat. 
Jedním z cílů této práce bylo překonat bzip2. Při pohledu na průměrné hodnoty kompresních 
poměrů je vidět, že metoda bzip2 dosahuje lepšího průměrného kompresního poměru. Pokud se 
ovšem podíváme na graf 5.1, zjistíme, že v 5 případech má scmApp lepší kompresní poměr a ve dvou 
případech dokonce dosahuje nejlepší komprese ze všech tří testovaných postupů. Kompresní poměry 
tedy závisí na typu vstupních dat. 
Srovnání časové náročnosti postupů nebylo provedeno, protože BWT naimplementovaná 
v knihovně SCM používá pro řazení symbolů v blocích algoritmus quicksort. Časy kompresí pomocí 
knihovny SCM jsou tedy nesrovnatelně vyšší než u postupů bzip2 a LZMA. Řazení symbolů je široká 
problematika, která přesahuje rozsah této práce, a proto byl algoritmus quicksort shledán pro BWT 
jako postačující. 
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4 Závěr 
Cílem této práce bylo seznámit se s metodami pro kompresi dat, se zaměřením na statistické metody. 
Problematiku komprese dat jsem řádně nastudoval a popsal v kapitole 2. Blíže jsem se zaměřil na dvě 
stěžejní statistické kompresní metody, kterými jsou aritmetické kódování a Huffmanovo kódování. 
Dále jsem se zabýval problematikou týkající se Burrowsovy-Wheelerovy transformace a 
kompresními postupy založenými na této transformaci a statistické kompresi dat. 
Navrhnul jsem vlastní kompresní postup, který je popsán v kapitole 3.1. Při návrhu jsem 
vycházel z informací o BWT, RLE, MTF, IFC a aritmetickém kódování. Na základě navrženého 
postupu byla vytvořena knihovna SCM pro statistickou kompresi dat, ve které jsou uvedené metody 
implementovány. API knihovny je podobné knihovně zlib. Díky tomuto rozhraní je možné SCM 
využít pro kompresi jak souborů, tak například síťových datových toků. Dále byla vytvořena 
jednoduchá aplikace scmApp, která využívá kompresní postup z knihovny SCM pro kompresi 
souborů. 
Naimplementované metody byly testovány na korpusech Canterbury a Silesia s různými 
parametry. Proběhlo i porovnání jednotlivých metod mezi sebou a vyhodnocení jejich výkonností. 
Metody, které vyšly z porovnání vítězně, byly v aplikaci nastaveny jako výchozí. Kompresní postup 
založený na vítězných metodách byl srovnán s postupy bzip2 a LZMA. Výsledky testování jsou 
uvedeny a diskutovány v kapitole 3. Jedním z cílů této práce bylo i překonání kompresního postupu 
bzip2. Tohoto cíle se také podařilo z části dosáhnout. Na některých souborech implementovaný 
kompresní postup opravdu dosahuje lepších výsledků než bzip2. Průměrný kompresní poměr byl 
ovšem horší. Uspokojivým výsledkem může být skutečnost, že navržený postup a bzip2 jsou si 
výkonnostně velmi blízké. 
Při dalším vývoji vytvořené knihovny by se mohla do kompresního postupu zakomponovat 
například kontextová komprese. Dále by bylo možné naimplementovat efektivnější algoritmus pro 
řazení symbolů v blocích a snažit se tak dosáhnout lepších časů komprese než jaké vykazují 
konkurenční postupy. 
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Příloha A. Obsah přiloženého CD 
 
 bin – Adresář se spustitelnými soubory aplikace. 
 src – Adresář se zdrojovými texty. 
 text – Adresář se zdrojovým tvarem bakalářské práce. 
 technicka zprava.pdf  - Text bakalářské práce. 
 readme.txt – Dokumentace k aplikaci. 
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Příloha B. Tabulky s výsledky testů 
 
 
 
 
Tabulka B.1 Závislost kompresního poměru na velikosti načítaného bloku. 
 
 
 
 Velikosti bloku 
S
o
u
b
o
ry
 
 
20 kB 40 kB 60 kB 80 kB 100 kB 120 kB 140 kB 160 kB 
alice29.txt 0,129 0,139 0,152 0,153 0,153 0,160 0,159 0,165 
asyoulik.txt 0,107 0,117 0,121 0,123 0,124 0,129 0,130 0,130 
cp.html 0,027 0,028 0,029 0,030 0,028 0,030 0,030 0,028 
fields.c 0,012 0,012 0,013 0,012 0,012 0,012 0,013 0,013 
grammar.lsp 0,004 0,004 0,005 0,004 0,005 0,005 0,005 0,005 
kennedy.xls 0,862 0,892 0,935 0,949 0,954 0,994 0,998 1,036 
lcet10.txt 0,375 0,412 0,425 0,439 0,472 0,454 0,465 0,503 
plrabn12.txt 0,391 0,420 0,443 0,456 0,489 0,475 0,478 0,512 
ptt5 58,403 96,373 103,892 103,910 58,982 104,626 72,892 105,071 
sum 0,067 0,065 0,066 0,065 0,065 0,064 0,065 0,065 
xargs.1 0,005 0,005 0,005 0,005 0,005 0,005 0,005 0,005 
 
Tabulka B.2 Závislost času komprese na velikosti načítaného bloku (časy jsou uvedeny v 
sekundách). 
 
 
 Velikosti bloku 
S
o
u
b
o
ry
 
 
20 kB 40 kB 60 kB 80 kB 100 kB 120
 
kB 140 kB 160 kB 
alice29.txt 0,5655 0,5592 0,5528 0,5457 0,5435 0,5387 0,5313 0,5258 
asyoulik.txt 0,6019 0,5924 0,5818 0,5768 0,5688 0,5560 0,5505 0,5505 
cp.html 0,6616 0,6579 0,6579 0,6579 0,6579 0,6579 0,6579 0,6579 
fields.c 0,6427 0,6427 0,6427 0,6427 0,6427 0,6427 0,6427 0,6427 
grammar.lsp 0,6195 0,6195 0,6195 0,6195 0,6195 0,6195 0,6195 0,6195 
kennedy.xls 0,4161 0,4033 0,3885 0,3747 0,3649 0,3544 0,3467 0,3389 
lcet10.txt 0,5752 0,5697 0,5631 0,5579 0,5524 0,5487 0,5418 0,5408 
plrabn12.txt 0,5606 0,5540 0,5467 0,5396 0,5344 0,5288 0,5267 0,5196 
ptt5 0,1449 0,1414 0,1389 0,1354 0,1337 0,1304 0,1287 0,1278 
sum 0,6389 0,6387 0,6387 0,6387 0,6387 0,6387 0,6387 0,6387 
xargs.1 0,6492 0,6492 0,6492 0,6492 0,6492 0,6492 0,6492 0,6492 
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2 4 8 16 32 64 
Změna window_size 0,3519 0,3519 0,3520 0,3535 0,3573 0,3591 
Změna dm 0,3828 0,3706 0,3519 0,3697 0,3744 0,3697 
Změna sf 0,3724 0,3709 0,3519 0,3659 0,3851 0,3977 
 
Tabulka B.3 Závislost kompresního poměru IFC na parametrech. 
 
 
IFC 
alice29.txt asyoulik.txt cp.html fields.c grammar.lsp kennedy.xls Průměr 
0,4213 0,4382 0,3904 0,3239 0,3767 0,1030 
0,3519 lcet10.txt plrabn12.txt ptt5 sum xargs.1  
0,4171 0,4542 0,1037 0,3947 0,4483  
 
MTF 
alice29.txt asyoulik.txt cp.html fields.c grammar.lsp kennedy.xls Průměr 
0,4224 0,4394 0,3914 0,3243 0,3765 0,1151 
0,3544 lcet10.txt plrabn12.txt ptt5 sum xargs.1  
0,4183 0,4555 0,1091 0,3985 0,448  
 
Tabulka B.4 Porovnání metod IFC a MTF na korpusu Canterbury. 
 
. 
RLE-BIT 
alice29.txt asyoulik.txt cp.html fields.c grammar.lsp kennedy.xls Průměr 
0,3901 0,4088 0,3633 0,2889 0,3439 0,163 
0,3330 lcet10.txt plrabn12.txt ptt5 sum xargs.1  
0,3852 0,4279 0,1008 0,3764 0,4154  
 
RLE 
alice29.txt asyoulik.txt cp.html fields.c grammar.lsp kennedy.xls Průměr 
0,4213 0,4382 0,3904 0,3239 0,3767 0,103 
0,3519 lcet10.txt plrabn12.txt ptt5 sum xargs.1  
0,4171 0,4542 0,1037 0,3947 0,4483  
 
Tabulka B.5 Porovnání metod RLE a RLE-BIT. 
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scmApp 
dickens mozilla mr nci ooffice osdb Průměr 
0,2679 0,361 0,2476 0,0522 0,4749 0,2794 
0,2966 reymont samba sao webster xml x-ray 
0,1868 0,2155 0,7096 0,2051 0,0808 0,4786 
 
Bzip2 
dickens mozilla mr nci ooffice osdb Průměr 
0,2746 0,3497 0,2448 0,054 0,4652 0,2778 
0,2929 reymont samba sao webster xml x-ray 
0,188 0,2105 0,6812 0,2085 0,0825 0,478 
 
LZMA 
dickens mozilla mr nci ooffice osdb Průměr 
0,2777 0,2613 0,2761 0,0433 0,3946 0,2818 
0,2774 reymont samba sao webster xml x-ray 
0,1984 0,173 0,6102 0,2019 0,0813 0,5303 
 
Tabulka B.6 Srovnání implementovaného kompresního postupu scmApp (RLE-BIT a IFC), bzip2 a 
LZMA. 
