Technology advances in genome-wide association studies (GWAS) has engendered optimism that we have entered a new age of precision medicine, in which the risk of breast cancer can be predicted on the basis of a person's genetic variants. The goal of this study is to evaluate the discriminatory power of common genetic variants in breast cancer risk estimation. We conducted a retrospective case-control study drawing from an existing personalized medicine data repository. We collected variables that predict breast cancer risk: 153 high-frequency/low-penetrance genetic variants, reflecting the state-of-the-art GWAS on breast cancer, mammography descriptors and BI-RADS assessment categories in the Breast Imaging Reporting and Data System (BI-RADS) lexicon. We trained and tested naïve Bayes models by using these predictive variables. We generated ROC curves and used the area under the ROC curve (AUC) to quantify predictive performance. We found that genetic variants achieved comparable predictive performance to BI-RADS assessment categories in terms of AUC (0.650 vs. 0.659, p-value = 0.742), but significantly lower predictive performance than the combination of BI-RADS assessment categories and mammography descriptors (0.650 vs. 0.751, p-value < 0.001). A better understanding of relative predictive capability of genetic variants and mammography data may benefit clinicians and patients to make appropriate decisions about breast cancer screening, prevention, and treatment in the era of precision medicine.
INTRODUCTION
Breast cancer is the most common non-skin malignancy affecting women. Stratification of women according to the risk of developing breast cancer could improve risk reduction and screening strategies by targeting those most likely to benefit. Technology advances in genome-wide association studies (GWAS) has engendered optimism that we have entered a new age of precision medicine, in which the risk of breast cancer can be predicted on the basis of a person's genetic variants. However, early attempts to use a set of common genetic variants to predict breast cancer risk demonstrate only modest improvements over conventional demographic risk factors [1] [2] [3] .
One of the most important questions of how much additional predictive power can be achieved by using more genetic variants remain uncertain. In our prior studies, we quantified predictive capability of 22 single-nucleotide polymorphisms (SNPs) in breast cancer risk estimation 4, 5 . Recently, we consolidated a list of 77 SNPs and found that they demonstrated a significantly higher predictive performance than those 22 SNPs 6 . With the rapid progress of genome-wide association studies, more and more new SNPs associated with breast cancer have been identified 7 , which has engendered the potential to improve predictive capability further by using a larger set of SNPs.
Theoretically the ability of SNPs to predict breast cancer risk has an upper bound 8, 9 . However, practically the number of SNPs used to reach an upper bound of predictive capability is still unknown 10 . Moreover, the implications of integrating SNPs into clinical practice along with other conventional diagnostic tests remain uncertain. In clinical practice, mammography is the most common breast cancer screening test, and the preeminent imaging modality supported by randomized trials demonstrating mortality reduction. A better understanding of relative predictive capability of SNPs in the context of mammography may help clinician and patients to make appropriate decisions of breast cancer screening, prevention, and treatment.
In this study, we assemble a list of breast cancer SNPs identified to date, which reflect the state-of-the-art breast cancer GWAS. We aim to evaluate the discriminatory power of genetic variants in personalized breast cancer diagnosis, using an existing personalized medicine data repository. We aim to reveal the relative predictive capability of genetic variants and mammography data in breast cancer risk estimation.
MATERIALS and METHODS
The Marshfield Clinic Institutional Review Board approved the use of Marshfield Clinic's Personalized Medicine Research Project (PMRP) 11 cohort in the study.
Subjects
The subjects in this study were from the population-based PMRP cohort, details of which have been previously published 11 . Western European women with an available plasma sample, a mammogram, and a breast biopsy within 12 months after the mammogram were included in the study. We decided to focus on high-frequency/lowpenetrance SNPs that affect breast cancer risk as opposed to low frequency SNPs with high penetrance or intermediate penetrance. We excluded individuals who had a known high-penetrance genetic mutation. For this case/control study, Cases were defined as women having a confirmed diagnosis of breast cancer obtained from the institutional cancer registry. Controls were confirmed through the Marshfield Clinic electronic medical records as never having had a breast cancer diagnosis. Moreover, we selected a control whose age was within five years of the age of each case to make sure that case and control groups were similar in age distribution.
Genetic Variants
We consolidated a l i s t o f 153 c o m mo n genetic variants which were identified by the recent large-scale GWAS studies or used to generate published predictive models ( Table 1 ). The list included 77 SNPs used in our recent study to quantify predictive capability of genetic variants 6 , in which 41 were identified by Collaborative Oncological Gene-environment Study (COGS) through a meta-analysis of 9 GWAS studies 12 . The list also included some SNPs garnered from several other recent studies related to COGS [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . To the best of our knowledge, the list of 153 genetic variants provided the most comprehensive summary of SNPs identified in the major GWAS for breast cancer risk up to 2015.
Mammography Features
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Study Design and Statistical Analysis
We built three breast cancer risk predictive models using Naïve Bayes implementation in WEKA 27 .We developed a SNP153 model built on 153 SNPs. In this genetic model, we introduced one variable to represent the total count of risk alleles the person carries for those 153 SNPs in the DNA. This way of coding genetic variants was used in several models 3, 6 , and is helpful to build risk models when each SNP only has a small contribution to the risk. To compare predictive power of SNPs with that of mammography, we developed a BI-RADS Category model (BCM) built on BI-RADS assessment categories only. We developed a BI-RADS Category and Descriptor model (BCDM) built on the combination of BI-RADS assessment categories and 49 mammography features. We generated receiver operator characteristic (ROC) curves using ROCKIT software 28, 29 based on the probabilities of malignancy predicted by each of the three models, and used the area under the curve (AUC) as a measure of performance. We compared predictive capability of the models using DeLong method 30 , and evaluated the models using 10-fold cross-validation.
RESULTS
We identified 362 cases and 376 controls, details of which have been previously described 6 . The age range for the subjects in this study was 29 to 90 years of age, with mean=62 and standard deviation=12.8. Among the cases, there were 358 Caucasians, three non-Caucasians and one case whose race information was unknown. Among the controls, there were 372 Caucasians and four non-Caucasians.
We observed that the SNP153 model can achieve comparable predictive performance to the BCM (Figure 1 ). The AUC of the SNP153 model was 0.650 and the AUC of the BCM was 0.659, with p-value = 0.742. We also observed that the SNP153 model demonstrated significantly lower predictive performance than the BCDM in terms of AUC (0.650 vs. 0.751, p-value < 0.001).
Our prior study quantified predictive performance of genetic variants 6 . The AUCs for the models developed with 10, 22 and 77 SNPs were 0.591, 0.622 and 0.684, which indicated that the more associated SNPs the prediction model includes, the more discriminative the model becomes. The 10 SNPs identified at the early stage of GWAS show strong associations with breast cancer risk 3, 31 , which have been validated by several large-scale GWAS 32, 33 . The 22 SNPs reflects the breast cancer GWAS up to 2010 and the 77 SNPs demonstrate the progress of breast cancer GWAS up to 2013. In this study, we found that the AUC of the SNP153 model was 0.650, which was less than that of the model developed with 77 SNPs (Figure 2 ). 
DISCUSSION
This study demonstrates that the genetic variants can improve breast cancer risk prediction substantially but an upper bound of discriminatory power exists. We predict that some novel SNPs could be identified in the near future but their contribution to breast cancer risk estimation would likely be modest. In addition, we observe that genetic variants demonstrate significantly lower predictive performance than mammography features in terms of AUC for women undergoing breast biopsy.
For the first time, our study empirically demonstrates that prediction models developed with common genetic variants achieve a potential upper bound of predictive power from an existing personalized medicine data repository. The more associated SNPs the prediction model includes, the more discriminative the model becomes. The AUCs for the models developed with 10, 22 and 77 SNPs were 0.591, 0.622 and 0.684. However, the AUC of the SNP153 model was 0.650, which was less than that of the model developed with 77 SNPs. The upper bound of predictive performance for genetic variants can be achieved using SNPs selected from the set of 153 SNPs. Some prior studies recommended the number of SNPs for breast cancer risk prediction but those numbers are only illustrative 1, 34 . Of note, we quantified predictive performance of a series of SNPs according to the progress of breast cancer GWAS; SNPs identified at the early stage of GWAS show strong associations with breast cancer risk while those discovered at the later stage were less likely to reach statistical significance 9 . A possible line of future study is to seek the highest predictive performance of those 153 SNPs by using ranking algorithms such as mutual information analysis 35, 36 , and constructing predictive models with ranked SNPs sequentially.
Genetic variants provide a lower predictive power than mammographic findings but they may still play an important role in risk stratification and breast cancer diagnosis. As one kind of so-called intermediate phenotypes, mammographic findings may both summarize breast cancer risk more powerfully and capture the interaction of genes and the environment 37 , giving rise to sound performance in breast cancer diagnosis. Genetic variants could be used to augment diagnostic performance of mammography interpretation, as demonstrated in a series of prior studies [4] [5] [6] . In summary, even though an upper bound of discriminatory power exists and a lower predictive power occurs for SNPs in breast cancer risk estimation, identification of common genetic variants may eventually allow improving breast cancer risk prediction and stratifying women according to their breast cancer risk.
There are several limitations to our study. The sample size is small compared with large-scale GWAS studies, due to the inherent difficulty of collecting a rich multi-modality dataset. Moreover, we do not explicitly model how individual SNPs function to alter breast cancer risk. Our current genetics model uses one feature to represent the total number of risk alleles for those 153 SNPs in the DNA, assuming that each individual SNP only confers a fairly mild relative risk and the genetic effect of the genetic variants is additive. Furthermore, we do not differentiate the different subtypes of breast cancers (for example, the estrogen-receptor status and progesterone-receptor status) in the current study. Breast cancer is a complex and heterogeneous disease with different subtypes, including two main subtypes of estrogen receptor (ER) negative tumors (basal-like and human epidermal growth factor receptor-2 positive/ER− subtype) and at least two types of ER positive tumors (luminal A and luminal B) 38 . These molecular subtypes are important predictors of breast cancer mortality and have different genetic susceptibility. We plan to extend our study by quantifying predictive power of SNPs for different subsets of breast cancer. Finally, SNP associations may be specific to subsets of women with breast cancer, as defined by ethnicity 9 . Our results cannot be generalized beyond western European populations.
CONCLUSION
We consolidate a list of the latest identified SNPs, which reflects the state of the art of breast cancer GWAS study and COGS analysis. For the first time, our study empirically demonstrates that prediction models developed with common genetic variants achieve a potential upper bound of predictive power from an existing personalized medicine data repository. Even though the upper bound exists for SNPs in breast cancer risk estimation, identification of common genetic variants may eventually allow understanding molecular mechanisms of breast cancer and stratifying women according to breast cancer risk, with a hope of improving breast cancer screening, prevention, and treatment strategies.
