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Abstract
We study geodesics in noncommutative geometry by means of bimodule connections
and completely positive maps using the Kasparov, Stinespring, Gel’fand, Na˘ımark &
Segal (KSGNS) construction. This is motivated from classical geometry, and we also
consider examples on the algebras M2(C) and C(Zn), though restricting to classical
time t ∈ R. On the way we have to consider the reality of a noncommutative vector
field, and for this we propose a definition depending on a state on the algebra.
1 Introduction
In classical geometry we frequently consider flows on manifolds due to vector fields (e.g.
Morse theory) or vector fields as velocities along paths (e.g. geodesics). The definition
of noncommutative vector field in generality was given by Borowiec [7] in terms of a
generalised derivation (a Cartan pair), and used to used to define cases of Lie brackets
by Jara & Llena [18]. Vector fields on Hopf algebras had been considered in [2, 22, 20].
However, it has been difficult to apply noncommutative vector fields to the two classical
applications above.
One fundamental decision is just what sort of maps to take between C∗-algebras or
dense subalgebras of these. For various purposes the class of maps has been extended
beyond ∗-algebra maps. For example Connes & Higson [11] introduced asymptotic∗-algebra maps (called asymptotic morphisms) for E-theory, and these maps were also
used by Da˜da˜rlat [12] and Manuilov & Thomsen [23] for noncommutative shape theory.
Connes introduced the idea of correspondences (bimodules) to study von Neumann
algebras [10]. Completely positive maps received attention from many authors, several
of which (Kasparov, Stinespring, Gel’fand, Na˘ımark & Segal) appear in the name of the
KSGNS construction. For this construction and the theory of Hilbert C∗-bimodules
we refer to the textbook [19].
The purpose of this paper is to apply the KSGNS construction to noncommuta-
tive geodesics. The natural interpretation of these geodesics will be as paths in the
state space of the algebra, i.e. completely positive maps from the algebra to C∞(R).
Classically, evaluation at a point of a space X is a state on C(X), and moving the
point along a path moves the state. Given the general setting of the noncommuta-
trive construction, it is likely that this restriction to the ‘time algebra’ being C∞(R)
is unnecessary, but here we shall stick to ‘real commutative time’.
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The KSGNS construction represents a completely positive map between C∗-algebras
as φ(a) = ⟨ma,m⟩ in terms of an element m of a Hilbert C∗-bimodule. The noncom-
mutative theory of connections on bimodules has been studied for some time. We
simply put these ingredients together, and look at examples. The critical result is that
geodesics in classical differential geometry are precisely recovered as a special case. On
the way we require a constraint on the vector fields involved which in the classical case
simply amounts to the reality of the vector field. Like other ideas generalising classical
geometry, the reality of a vector field can only be defined with hindsight given by a
sufficient number of theory and examples, so the ‘definition’ here is merely a trial one.
The KSGNS construction is also well adapted to dealing with quantum theory,
indeed it contains the usual theory of Hilbert spaces and observables (with some ex-
tension to unbounded operators). Paths in classical differential geometry have, at a
given time, a precise position and a precise velocity. It is somewhat obvious that this
idea will have to be modified in quantum theory, as there position and velocity (or
rather momentum) obey the Heisenberg uncertainty principle. But why should paral-
lel transport or geodesics make sense in quantum theory? The answer is simply that
we can observe geodesic motion in the real world, so if the real world is governed by
quantum theory, then to some extent geodesics must still make sense.
Quantum theory, by quantising the stress-energy tensor source term for gravity in
General Relativity, de facto quantises geometry, and at a scale conceivably much larger
than the Planck length. There is no reason to expect that observations of quantum
gravity will necessarily first take place in measurements of momentum eigenstates,
in other words, in the normal domain of the perturbation theory solution methods
of quantum field theory. Given the local nature of gravitational fields, it is likely
that measurements of position will be involved. To back up any such observations it
would be necessary to have a theory allowing the calculation of positions in quantum
gravity, and as quantum gravity may well manifest itself, at least to ‘first order’, as
noncommutative geometry, that may mean a physical theory of paths or world lines in
noncommutative geometry.
As the reader will see, there is often great flexibility in extending classical ideas to
noncommutative geometry. Saying that a particular way is the way is not something
to say lightly. The purpose of this paper is simply to show that a way of addressing
geodesics in noncommutative geometry exists, and that it can be applied to many
examples. It proposes that for a C∞(R)-A-bimodule M the equation ∇ (σM) = 0
is a reasonable and calculable extension of the equations for vector fields in classical
geodesics, and that ∇M(m) = 0 for m ∈M in the KSGNS construction above gives the
corresponding time evolution on the state space.
There are other matters which we do not address, such as the constant speed
of a classical geodesic and geodesic deviation. Addressing such matters, if it were
possible, to avoid very long individual proofs would likely require methods for handling
derivatives of maps (here denoted ∇ ) compatible with tensor products, such as the
extension of the monoidal DG category AGA in [5] to mixed bimodules as a coloured
monoidal DG category G. This paper is phrased in terms of bimodule connections as
its basic object, and classically we might take the Levi Civita connection once we have
a metric. By starting with bimodule connections we give a potentially more general
discussion, and avoid another problem about just what connection to take for what
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sort of noncommutative metric. Further, it may be the case that quantum theory
may have use for more general connections, e.g., in the presence of particle creation or
annihilation in quantum mechanics we might well have positive functions with varying
normalisation. As a possible example related to geometry, but well beyond the scope
of this paper, Hawking radiation [17] produces particles at the expense of the intrinsic
energy of space-time – which is what the negative energy states disappearing into the
black hole and reducing its mass effectively amount to.
In [1] there is a construction of quantum stochastic parallel transport processes
which are possibly related to the methods in this paper. The numerical equation
solving and graphics were done on Mathematica, and some code for this is given in the
Appendix.
2 Preliminaries
Suppose that A is a unital possibly noncommutative algebra over the field C (taking
this choice to link with C∗-algebras later). We think of A as the C valued functions
on a hypothetical noncommutative manifold. An A-module will correspond to a vector
bundle on this hypothetical manifold. The tensor product of vector bundles corre-
sponds to taking E⊗AN where E is a right and N a left A-module. Here E⊗AN has
elements e⊗n for e ∈ E and n ∈ N where we set e.a⊗n = e⊗a.n for all a ∈ A.
Definition 2.1 A first order differential calculus (Ω1,d) over A means
(1) Ω1A an A-bimodule.
(2) A linear map d ∶ A→ Ω1A (the exterior derivative) with d(a b) = (da) b + adb
for all a, b ∈ A.
(3) Ω1A = span{adb ∣ a, b ∈ A} (the surjectivity condition).
A (right) vector field on A, notation v ∈ XA, is a right A-module map v ∶ Ω1A → A.
Example 2.2 For the usual calculus on Rn, the algebra A = C∞(Rn) (functions on
Rn which are differentiable infinitely many times, and complex valued as noted earlier)
has Ω1A the usual 1-forms on Rn, i.e. ξi dxi (sum over i) for coordinates x1, . . . , xn and
ξi ∈ C∞(Rn). We will just call this Ω1(Rn) to avoid writing C∞(Rn) as a subscript.
For the usual calculus on Rn, the vector fields X(Rn) are of the form v = vi ∂
∂xi
.
They are maps from Ω1(Rn) to A = C∞(Rn) via the evaluation ev ∶ X(Rn)⊗AΩ1(Rn)→
C∞(Rn) which is ev(vi ∂
∂xi
⊗ ξj dxj) = vi ξi. We also have a dual basis of vector fields,
which is expressed as a single element coev(1) = dxi⊗ ∂
∂xi
∈ Ω1(Rn)⊗AX(Rn) or more
categorically by the coevaluation bimodule map coev ∶ A → Ω1A⊗AXA. This has the
property that (id⊗ ev)(coev(1)⊗ ξ) = ξ for all ξ ∈ Ω1(Rn), which is easily verified by(id⊗ ev)(dxi⊗ ∂
∂xi
⊗ ξj dxj) = dxi δi,j ξj = ξj dxj . ◇
We now give two examples of noncommutative calculi, the first on a noncommuta-
tive algebra and the second a noncommutative calcus on a commutative algebra.
Example 2.3 Set A =M2(C), the 2 by 2 complex matrices. This is given a calculus
where Ω1A is freely generated by two central generators s
1 and s2, with
da = s1 [E12, a] + s2 [E21, a]
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where Eij ∈ M2(C) has zero entries except for 1 in the ij position. We take e1, e2 to
be the (central) dual basis of vector fields to s1, s2. The ∗-operation is s1∗ = −s2. ◇
Example 2.4 The algebra A = C(Zn) of functions f ∶ Zn → C on the finite group(Zn,+) with basis δi for 0 ≤ i ≤ n − 1, which is the function δi(j) = δi,j. This has a
calculus Ω1A with two non-central generators e+1 and e−1, where
ea.f = Ra(f)ea , df = e+1(f −R−1(f)) + e−1(f −R+1(f)) ,
and Ra(f)(i) = f(i + a) (mod n). (This is a Hopf algebra with bicovariant calculus.)
Let κ±1 be the dual basis of vector fields to e±1. The ∗-operation is e∗±1 = −e∓1. ◇
Bimodule connections were introduced in [13, 14, 24] and extensively used in [21, 15].
However, here we use them in the more unusual context of mixed bimodules (different
algebras on the left and right), and for that we refer to [3]. A B-A-bimodule M is a left
B-module and a right A-module, with the compatibility condition (b.m).a = b.(m.a).
This idea of bimodules strictly generalises the idea of the usual left or right modules
for algebras over a field K, as a B-K-bimodule is simply a left B-module and a K-A-
bimodule is simply a right A-module. We write BMA as the category whose objects
are B-A-bimodules, and whose morphisms are bimodule maps. Now suppose that A
and B have differential calculi ΩA and ΩB .
Definition 2.5 A left B-A-bimodule connection on M ∈ BMA means
(1) A linear map ∇M ∶M → Ω1B ⊗BM satisfying the left Liebniz rule∇M(b.m) = db⊗m + b.∇M(m) , b ∈ B, m ∈M.
(2) A B-A-bimodule map σM ∶M ⊗AΩ1A → Ω1B ⊗BM such that∇M(m.a) = ∇M(m).a + σM(m⊗da) , a ∈ A, m ∈M.
An example of a left C∞(Rn)-C∞(Rn)-bimodule connection is a usual connection
on the tangent space to Rn. For v = vi ∂
∂xi
we have
∇(vi ∂
∂xi
) = dxk ⊗(vi,k ∂∂xi + vi Γjki ∂∂xj ) , σ( ∂∂xj ⊗dxi) = dxi⊗ ∂∂xj . (1)
Here the Γjki are the usual Christoffel symbols, and note the common use of the
subscript , k for a partial derivative with respect to xk.
As originally noted in [8] for A-A-bimodules, but generalising to the current case,
if we have (Q,∇Q, σQ) a left C-B-bimodule connection and (M,∇M , σM) a left B-A-
bimodule connection, then we have a left C-A-bimodule connection on Q⊗BM by∇Q⊗M(q⊗m) = ∇Qq⊗m + (σQ⊗ id)(q⊗∇Mm) , σQ⊗M = (σQ⊗ id)(id⊗σM) . (2)
If (M,∇M , σM) and (N,∇N , σN) are left B-A-bimodule connections then given a left
module map θ ∶M → N we define its derivative
∇ (θ) = ∇N θ − (id⊗ θ)∇M ∶M → Ω1B ⊗B N . (3)
The following result is an easy generalisation to the mixed context from [5].
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Proposition 2.6 For θ and ∇ in (3), ∇ (θ) is a left module map. Further, supposing
that θ is a bimodule map, then ∇ (θ) is a bimodule map if and only if σN ○ (θ⊗ id) =(id⊗ θ) ○ σM .
Proof: Firstly, for b ∈ B and m ∈M ,
∇ (θ)(bm) = ∇N(b θ(m)) − (id⊗ θ)∇M(bm)= db⊗ θ(m) + b.∇Nθ(m) − db⊗ θ(m) − b.(id⊗ θ)∇M(m) .
Secondly, for a ∈ A,
∇ (θ)(ma) = ∇N(θ(m)a) − (id⊗ θ)∇M(ma)= σN(θ(m)⊗da) +∇N(θ(m)).a − (id⊗ θ)σM(m⊗da) − (id⊗ θ)(∇M(m)).a= σN(θ(m)⊗da) − (id⊗ θ)σM(m⊗da) +∇ (θ)(m).a . ◻
As we shall be concerned with positivity we shall deal exclusively with star algebras,
and to avoid confusion we will be quite explicit about conjugate modules of these
algebras. If M is a B-A-bimodule then its conjugate M is an A-B-bimodule. Writing
elements m ∈M where m ∈M we have
λm + µn = λ∗m + µ∗ n , a.m =m.a∗ , m.b = b∗.m
for all m,n ∈ M , λ,µ ∈ C, a ∈ A and b ∈ B. For a A-C-bimodule N we have the
C-B-bimodule map Υ ∶M ⊗AN → N ⊗AM defined by Υ(m⊗n) = n⊗m.
If B is a ∗-algebra the ∗-operation is said to extend to Ω1B if there is a well defined
antilinear map on Ω1 defined by (adb)∗ = db∗.a∗. Given a left B-connection ∇M on
M there is a right B-connection (i.e. satisfying a right version of the Liebniz rule in
Definition 2.5) ∇˜M on M given by ∇˜M(m) = n⊗ ξ∗ where ∇(m) = ξ⊗n (see [4]).
3 Classical bimodule connections and geodesics
Consider manifolds X of dimension n and Y of dimension m with covariant deriva-
tives on vector fields and forms given by Christoffel symbols Γ and Ξ respectively.
Suppose that there is a differentiable map γ ∶ Y → X. This induces an algebra map
γ˜ ∶ C∞(X) → C∞(Y ) by γ˜(f) = f ○ γ. In particular, for coordinates {x1, . . . , xn} of X
and {y1, . . . , ym} of Y we have γ˜(xi) = γi where we write γ = (γ1, . . . , γn).
Given any right C∞(Y )-module E, we can define a right C∞(X)-module Eγ˜ by
e◁ f = e γ˜(f) for e ∈ E and f ∈ C∞(X). In particular we have a C∞(Y )-C∞(X)
bimodule C∞(Y )γ˜ , which is just C∞(Y ) as a left C∞(Y ) module.
Proposition 3.1 For a differentiable map γ ∶ Y → X we give we give C∞(Y )γ˜ a left
connection by
d ∶ C∞(Y )→ Ω1(Y ) ≅ Ω1(Y )⊗C∞(Y )C∞(Y ) .
Then d on C∞(Y )γ˜ is a bimodule connection with
σ(k⊗df) = d(k γ˜(f)) − d(k) γ˜(f) = k d(γ˜(f)) ∈ Ω1(Y ) = Ω1(Y )⊗C∞(Y )C∞(Y )
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for k ∈ C∞(Y )γ˜ and f ∈ C∞(X), and in particular σ(k⊗dxi) = k dγi. Also
∇ (σ)(1⊗dxi) = ( ∂2γi
∂yr∂yp
− ∂γi
∂yq
Ξqpr + (Γijk ○ γ) ∂γj∂yp ∂γk∂yr )dyp⊗dyr .
Proof: The formula for σ is immediate from what is written. Next∇ (σ)(1⊗dxi) = ∇Ω1(Y )σ(1⊗dxi) − (id⊗σ)∇C∞(Y )⊗Ω1(X)(1⊗dxi)= ∇Ω1(Y )( ∂γi∂yr dyr) + (Γijk ○ γ)(id⊗σ)(σ⊗ id)(1⊗dxj ⊗dxk) . ◻
In this classical case there is an alternative point of view. As γ ∶ Y →X is differen-
tiable it extends to γ˜∗ ∶ Ω1(X)→ Ω1(Y ) as a bimodule map, so we can define∇ γ(γ˜∗)(dxi) = (∇Ω1(Y ) ○ γ˜∗ − (γ˜∗⊗ γ˜∗) ○ ∇Ω1(X))(dxi)= ∇Ω1(Y )( ∂γi∂yj dyj) − (γ˜∗⊗ γ˜∗)(−Γirsdxr ⊗dxs)= ( ∂2γi
∂yr∂yp
− ∂γi
∂yq
Ξqpr + (Γijk ○ γ) ∂γj∂yp ∂γk∂yr )dyp⊗dyr (4)
so we see that ∇ (σ)(1⊗dxi) = ∇ γ(γ˜∗)(dxi).
In the simplest case where Y = R with coordinate function y and vanishing Christof-
fel symbols Ξ we have γ ∶ R→X and
∇ (σ)(1⊗dxi) = (∂2γi
∂y2
+ (Γijk ○ γ) ∂γj∂y ∂γk∂y )dy⊗dy
and so ∇ (σ) = 0 is the equation for γ ∶ R→X to be a geodesic. More generally for Y an
m-dimensional manifold a geodesic in Y with parameter t is given by y¨i+Ξijk y˙j , y˙k = 0.
Then γ(y(t)) obeys
γ¨i+Γijk γ˙j γ˙k = ddt( ∂γi∂yr y˙r) + Γijk ∂γj∂yr y˙r ∂γk∂ys y˙s= ∂γi
∂yr
y¨r + ∂2γi
∂yr∂ys
y˙r y˙s + Γijk ∂γj∂yr y˙r ∂γk∂ys y˙s = ( ∂2γi∂yr∂ys − ∂γi∂ypΞprs + Γijk ∂γj∂yr ∂γk∂ys )y˙ry˙s .
As was pointed out by Sebastian Goette [16], this means that the condition ∇ (σ) = 0
implies that every geodesic on Y is mapped by γ to a geodesic on X.
For a Riemannian manifold the geodesics are the paths of (locally) minimal distance,
and are given by the Levi Civita covariant derivative of the velocity vector along itself
being zero. The reader should recall from standard theory (e.g. [25]) that a totally
geodesic submanifold is one in which every geodesic in the big manifold starting at
a point in the submanifold and with initial velocity along the tangent space to the
submanifold remains in the submanifold for all time. Note that whereas the existence
of geodesics is standard, the existence of totally geodesic submanifolds of dimension
strictly between 1 and the dimension of the manifold is a nontrivial condition on the
manifold. It is important to note that we shall consider more general connections than
just the Levi Civita one in this paper, with correspondingly more general ‘geodesics’.
The velocity of a geodesic is of paramount importance, and we note how it is
encoded in the σ notation. In the case Y = R with coordinate t, the velocity is simply
vi = dγi(t)
dt
. The formula for σ in Proposition 3.1 reduces to
σ(1⊗dxi) = dγi(t)
dt
dt⊗1. (5)
6
Defining the velocity in isolation in more generality will have to wait until we have
discussed the KSGNS construction for positive maps.
4 Noncommutative paths and the KSGNS construc-
tion
From the point of view of quantum mechanics, the Heisenberg uncertainty principle
makes it likely that an idea of a geodesic as a single path will have to be replaced by
a more uncertain or ‘probabilistic’ idea, as we cannot precisely measure both position
and velocity (momentum) at the same time, and the geodesic depends on both of these.
In Section 3 we constructed the bimodule C∞(Y )γ˜ from a function γ ∶ Y →X which
induced an algebra map γ˜ ∶ C∞(X) → C∞(Y ). In noncommutative geometry it will
prove impractical to follow this pattern, as in general there are simply not enough such
algebra maps – instead we shall look for completely positive maps. For C∗-algebras the
completely positive maps are given by the KSGNS construction, and for the general
theory of Hilbert C∗-bimodules including a proper description of the KSGNS con-
struction we refer to [19]. We shall only use part of the KSGNS construction, and in
particular shall not say that we consider all completely positive maps.
The algebras we consider are algebras of ‘differentiable functions’ rather than C∗-
algebras, but they are frequently dense ∗-subalgebras of C∗-algebras (or even local
C∗-algebras as in [6]). We write the conjugates in the inner products explicitly using
the bar notation of Section 2 (to allow the use of connections), and swap sides of the
conjugate when compared with [19] (to continue using left connections).
Definition 4.1 For A and B which are dense ∗-subalgebras of some C∗ algebras and
a B-A-bimodule M , a positive semi-inner product on M is a bimodule map ⟨ , ⟩ ∶
M ⊗AM → B which obeys ⟨m,m′⟩∗ = ⟨m′,m⟩ for all m,m′ ∈ M and where ⟨m,m⟩
is positive in B for all m ∈M .
I shall only briefly describe the KSGNS construction, as getting into details of the
C∗-algebra construction is not required. Basically it says that completely positive maps
ψ ∶ A → B for C∗-algebras A and B are all given by B-A-bimodules M with positive
inner products using the formula ψ(a) = ⟨m.a,m⟩ for some m ∈M . One example is a
Hilbert space, where B = C, though this is usually written with the conjugate on the
other side. A particular case would be the Schro¨dinger picture of quantum mechanics,
where A is the algebra of quantum observables and M = L2(R3).
Example 4.2 Now we explain what Proposition 3.1 has to do with the KSGNS con-
struction, where B = C∞(Y ), A = C∞(X) and M = C∞(Y )γ˜ . First define a pos-
itive inner product ⟨ , ⟩ ∶ M ⊗M → C∞(Y ) by ⟨f, g⟩ = f g∗. Given the usual right
C∞(Y ) action on the conjugate bimodule, g◁k = k∗g, the inner product is a C∞(Y )-
bimodule map. Using the usual left C∞(X) action on the conjugate M correspond-
ing to the right C∞(X) action on M , we can check that we get a well defined map⟨ , ⟩ ∶ M ⊗C∞(X)M → C∞(Y ). To do this we use the following, restricting to the case
of a real coordinate function xi on X simply to avoid explicitly writing compositions⟨f◁xi, k⟩ = γi ⟨f, k⟩, ⟨f, xi▷k⟩ = ⟨f, k◁xi⟩ = γi ⟨f, k⟩ . ◇
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Now we consider a simple noncommutative example for a ∗-algebra A.
Example 4.3 Take a C∞(R)-A-bimodule M to be just C∞(R)⊗A, with inner product
⟨f(t)⊗a, g(t)⊗ b⟩M = f(t)g(t)∗ ⟨a, b⟩A ∈ C∞(R) (6)
where ⟨ , ⟩A is a fixed (time independent) inner product on A.
For solving differential equations later we should really take C∞(R,A), the functions
of time t with values in A, rather than C∞(R)⊗A, which is a proper subset if A is
infinite dimensional. However we ignore the technicalities required to define C∞(R,A)
and continue with M = C∞(R)⊗A as our examples are either finite dimensional or
based on functions on manifolds. However, we shall write algebra or module valued
functions of time at various places.
5 Connections and the geodesic velocity equation
We now consider the connections needed to generalise the classical Proposition 3.1 to
the noncommutative case of Example 4.3.
Proposition 5.1 For a unital algebra A with calculus ΩA and C
∞(R) with its usual
calculus Ω(R) we set M = C∞(R)⊗A regarded as a C∞(R)-A-bimodule. Then a
general left bimodule connection on M is of the form, for c ∈ C∞(R)⊗A and ξ ∈ Ω1A∇M(c) = dt⊗ (bc + ∂c∂t +K(dc)) , σM(1⊗ ξ) = dt⊗K(ξ)
for some b ∈ C∞(R)⊗A and K ∈ C∞(R)⊗XA. [Note that explicitiy including time
evaluation we have K(η)(t) =K(t)(η(t)) for η ∈ C∞(R)⊗Ω1A.]
Proof: The C∞(R)-A-bimodule map σM ∶M ⊗AΩ1A → Ω1(R)⊗C∞(R)M is uniquely
specified by its value σM(1⊗ ξ) = dt⊗K(ξ) ∈ Ω1(R)⊗C∞(R)M for ξ ∈ Ω1A, where
K ∶ Ω1A → C∞(R)⊗A is a right A-module map (i.e. a time dependent vector field),
because σM is a right A module map. Next ∇M(1) ∈ Ω1(R)⊗C∞(R)M must be dt⊗ b
for some b ∈ C∞(R)⊗A. Now put c(t) = f(t)a for f ∈ C∞(R) and a ∈ A and calculate∇M(fa) = ∂f∂t dt⊗a + f ∇M(a) = ∂f∂t dt⊗a + f ∇M(1)a + f (∇M(1.a) −∇M(1)a)= ∂f
∂t
dt⊗a + f ∇M(1)a + f σM(1⊗da) . ◻
Proposition 5.2 Take A and (M,∇M , σM) as in Proposition 5.1. Also take the
trivial connection on Ω1(R) (i.e. ∇Ω1(R)(f(t)dt) = dt⊗ ∂f∂t dt and σΩ1(R)(dt⊗dt) =
dt⊗dt) and a left bimodule connection ∇Ω1
A
on the A-bimodule Ω1A with invertible
σΩ1
A
∶ Ω1A⊗AΩ1A → Ω1A⊗AΩ1A. Then ∇ (σM) = 0 if and only if both K(K ⊗ id)σΩ1A =
K(K ⊗ id) and for all ξ ∈ Ω1A (constant in time)
∂K(ξ)
∂t
=K(bξ) − bK(ξ) +K(K ⊗ id)σ−1Ω1
A
∇Ω1
A
(ξ) −K(dK(ξ)) . (7)
Further, if K satisfies (7) for ξ ∈ Ω1A then it also satisfies it for ξ a ∈ Ω1A for all a ∈ A,
so it is only necessary to verify (7) for a collection of right generators of Ω1A.
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Proof: Writing ∇Ω1
A
(ξ) = η⊗κ, we find
∇ (σM)(1⊗ ξ) = ∇Ω1(R)⊗M(σM(1⊗ ξ)) − (id⊗σM)∇M ⊗Ω1
A
(1⊗ ξ)= ∇Ω1(R)⊗M(dt⊗K(ξ)) − (id⊗σM)(dt⊗ b⊗ ξ + σM(1⊗η)⊗κ)= σΩ1(R)(dt⊗dt)⊗ (bK(ξ) + ∂K(ξ)∂t +K(dK(ξ)))− dt⊗dt⊗ (K(bξ) +K(K(η)κ)) (8)
so we get ∇ (σM) = 0 reducing to
bK(ξ) + ∂K(ξ)
∂t
+K(dK(ξ)) =K(bξ) +K(K ⊗ id)∇Ω1
A
(ξ) . (9)
If ∇ (σM) = 0 from Proposition 2.6 we also have σΩ1(R)⊗M(σM ⊗ id) = (id⊗σM)σM ⊗Ω1
A
,
which is just the braid relation(σΩ1(R)⊗ id)(id⊗σM)(σM ⊗ id) = (id⊗σM)(σM ⊗ id)(id⊗σΩ1
A
) (10)
and this gives the equation K(K ⊗ id)σΩ1
A
=K(K ⊗ id). Using this and the invertibility
of σΩ1
A
in (9) gives (7). To check the right multiplication property for (7) we look at
K(K ⊗ id)σ−1Ω1
A
∇Ω1
A
(ξ a) −K(dK(ξ a))=K(K ⊗ id)σ−1Ω1
A
∇Ω1
A
(ξ)a +K(K ⊗ id)(ξ⊗da) −K(d(K(ξ)a))=K(K ⊗ id)σ−1Ω1
A
∇Ω1
A
(ξ)a +K(K ⊗ id)(ξ⊗da) −K(dK(ξ))a −K(K(ξ)da) . ◻
As (7) is in the form of a time evolution for K as a function of t, it is natural to
specify K at time zero and then try to solve (7) for some time interval including t = 0.
We must then assume that K(K ⊗ id)(σΩ1
A
− id) = 0 at time zero. But does this remain
true under the time evolution given by (7)?
Corollary 5.3 If we set G =K(K ⊗ id)(σΩ1
A
− id) ∶ Ω1A⊗AΩ1A → A then
∂G
∂t
= GLb −LbG +K(K ⊗ id)(K ⊗ id⊗ id)∇ (σΩ1
A
) +G(K ⊗ id⊗ id)∇Ω1
A
⊗Ω1
A
−KdG−K(Gσ−1Ω1
A
⊗ id)∇Ω1
A
⊗Ω1
A
(σΩ1
A
− id) −Gσ−1Ω1
A
∇Ω1
A
(K ⊗ id)(σΩ1
A
− id)
where Lb is the left multiply by b operation, ∇Ω1
A
⊗Ω1
A
is the tensor product connection
on Ω1A⊗AΩ1A and ∇ (σΩ1A) = ∇Ω1A ⊗Ω1AσΩ1A − (id⊗σΩ1A)∇Ω1A ⊗Ω1A .
Proof: From (7), for ξ, µ ∈ Ω1A,
∂K(K ⊗ id)(ξ⊗µ)
∂t
=K((K(bξ) − bK(ξ) +K(K ⊗ id)σ−1Ω1
A
∇Ω1
A
(ξ) −K(dK(ξ)))µ)+K(bK(ξ)µ) − bK(K(ξ)µ) +K(K ⊗ id)σ−1Ω1
A
∇Ω1
A
(K(ξ)µ) −K(dK(K(ξ)µ))=K(K(bξ)µ) +K(K ⊗ id)(K ⊗ id⊗ id)(σ−1Ω1
A
∇Ω1
A
(ξ)⊗µ) −K(K ⊗ id)(dK(ξ)⊗µ)− bK(K(ξ)µ) +K(K ⊗ id)σ−1Ω1
A
∇Ω1
A
(K(ξ)µ) −K(dK(K(ξ)µ))=K(K(bξ)µ) − bK(K(ξ)µ) +K(K ⊗ id)(K ⊗ id⊗ id)(σ−1Ω1
A
∇Ω1
A
(ξ)⊗µ + ξ⊗σ−1Ω1
A
∇Ω1
A
(µ))+K(K ⊗ id)(σ−1Ω1
A
− id)(dK(ξ)⊗µ) −Kd(K(K ⊗ id)(ξ⊗µ)) .
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If we put S =K(K ⊗ id) then we find
∂S(ξ⊗µ)
∂t
= S(bξ⊗µ) − bS(ξ⊗µ) +K(Sσ−1Ω1
A
⊗ id)∇Ω1
A
⊗Ω1
A
(ξ⊗µ)+ S(σ−1Ω1
A
− id)(dK(ξ)⊗µ +K(ξ)∇Ω1
A
(µ)) −KdS(ξ⊗µ)= S(bξ⊗µ) − bS(ξ⊗µ) +K(S⊗ id)∇Ω1
A
⊗Ω1
A
(ξ⊗µ)+K(S(σ−1Ω1
A
− id)⊗ id)∇Ω1
A
⊗Ω1
A
(ξ⊗µ) + S(σ−1Ω1
A
− id)∇Ω1
A
(K ⊗ id)(ξ⊗µ) −KdS(ξ⊗µ)
or in terms of operators,
∂S
∂t
= SLb −LbS + S(K ⊗ id⊗ id)∇Ω1
A
⊗Ω1
A
−KdS−K(S(σΩ1
A
− id)σ−1Ω1
A
⊗ id)∇Ω1
A
⊗Ω1
A
− S(σΩ1
A
− id)σ−1Ω1
A
∇Ω1
A
(K ⊗ id) (11)
and then compose this with (σΩ1
A
− id). ◻
In the cases where ∇ (σΩ1
A
) = 0 (such as classical geometry) or where we can oth-
erwise ensure the vanishing of K(K ⊗ id)(K ⊗ id⊗ id)∇ (σΩ1
A
) we see that G = 0 is a
solution of equation (7) on the interval where K is defined. Thus, if we have unique-
ness of solution of the equation we would have K(K ⊗ id)(σΩ1
A
− id) = 0. Now we need
to justify why the equation ∇ (σM) = 0 in Proposition 5.2 in the classical case has
anything to do with geodesics.
Example 5.4 We consider the classical case with algebra A = C∞(X) for a n-dimensional
manifold X. The equation (7) for the time dependent vector field K on X becomes
∂Ki
∂t
+KsKi,s +KkKj Γijk = 0 (12)
where Γijk are the Christoffel symbols for the connection on X. Now, suppose that we
start a point at x(0) ∈X for t = 0 and move it according to the vector field dx
dt
=K(x).
As the point moves, the ‘convective derivative’ from fluid mechanics gives dK
i(x)
dt
=
∂Ki
∂t
+KsKi,s and so (12) becomes dKi(x)dt +KkKj Γijk = 0, which is the usual equation
for the velocity being parallel transported. Thus the vector field approach here is actually
giving the velocity field for particles obeying geodesic motion starting at arbitrary points.
Note that σA is just the flip map and the extra condition K(K ⊗ id)(σA − id) = 0 is
automatically satisfied. ◇
6 Connections and the KSGNS construction
Recall that for a C∞(R)-A-bimodule M with a positive inner product ⟨ , ⟩ ∶M ⊗AM →
C∞(R), given a m ∈ M we have a positive map ψ ∶ A → C∞(R) given by ψ(a) =⟨m.a,m⟩. But what is m? In Proposition 3.1 where M = C∞(R)γ˜ we had m(t) = 1, so
given the usual t-derivative on M we had ∇M(m) = 0, and it will turn out that this is
a reasonable condition to assume in the noncommutative case.
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Example 6.1 We continue from Example 5.4 and check whether the equation ∇M(m) =
0 corresponds to the classical situation. Take a positive function on C∞(R3) given by
φ(t)(f) = ∫R3 ∣m(t)∣2 f d3x
for the usual Lebesgue measure on R3 and a time dependent rapidly decreasing function
(or rather density) m(t) ∈ L2(R3,C). We use the connection ∇M(m) =mb+K(dm)+
∂m
∂t
from Proposition 5.1. We suppose that K is a real vector field which is constant in
time, and that b = 0. Then K gives an action of (R,+) on the manifold X by the flow
F ∶ R ×X → X given by ∂F (t,x)
∂t
= K(F (t, x)) (i.e. a tangent vector at F (t, x)). Now
the equation ∇M(m) = 0 is solved by setting m(t)(x) = m(0)(F (−t, x)). If at time 0
we have m concentrated at the point x0 then at time t it is concentrated at xt where
F (−t, xt) = x0, i.e. xt = F (t, x0). ◇
Now we have several problems:
1) The flow in Example 6.1 does not preserve the normalisation of the positive
function (i.e. its value on 1 ∈ A is time dependent) in general for a vector field K with
non-zero divergence.
2) The b from Proposition 5.2 doesn’t appear in Example 5.4, as b cancels from
(7) as a classical vector field is a bimodule map. However, in general the b terms will
contribute to the velocity equation. But there is no equation for db
dt
, so how to find b?
3) For a classical manifold it is obvious what a real vector field is, but in noncom-
mutative geometry it is not at all obvious in general. The reader should recall that
we cannot immediately define a real vector field as the ‘obvious definition’ K = K∗ as
K∗(ξ) = (K(ξ∗))∗ swaps left and right vector fields.
To consider these further, we need a definition:
Definition 6.2 For a B-valued inner product ⟨ , ⟩ on a B-A-bimodule M , we say that
a connection ∇M ∶M → Ω1B ⊗BM preserves the inner product if for all n,m ∈M
d⟨n,m⟩ = (id⊗⟨ , ⟩)(∇M(n)⊗m) + (⟨ , ⟩⊗ id)(n⊗∇˜M(m)) ∈ Ω1B
where ∇˜M is the right connection from Section 2.
Now we apply this definition to the R3 case of Example 6.1.
Example 6.3 Begin with the inner product on time dependent elements of L2(R3,C)
⟨k, c⟩ = ∫ kc∗ d3x .
From Proposition 5.1 the equation for ∇M preserving the metric becomes
d
dt
∫ kc∗ d3x = ∫ ((bk + k˙ +Ki ∂k∂xi )c∗ + k(b∗c∗ + c˙∗ +Ki∗ ∂c∗∂xi ))d3x
and by using integration by parts we get, for all c, k ∈ L2(R3,C)
∫ kc∗(b + b∗ − ∂Ki∂xi )d3x + ∫ k ∂c∗∂xi (Ki∗ −Ki)d3x = 0 .
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This requires that Ki∗ = Ki (i.e. K is a real vector field) and that the real part of
b(t) is half the usual divergence of the vector field K(t). The imaginary part of b(t) is
arbitrary – this could be thought of as a gauge choice. ◇
Having considered a classical special case we now go to a more general case.
Proposition 6.4 The connection on M = C∞(R)⊗A in Proposition 5.1 preserves the
inner product on M if for all a ∈ A and ξ ∈ Ω1A⟨(ba +K(da) + ab∗),1⟩ = 0 = ⟨K(ξ∗) −K(ξ)∗,1⟩ .
Proof: The condition for preservation is, for a, c ∈ A,
0 = dt.⟨ba +K(da), c⟩ + ⟨a, bc +K(dc)⟩.dt= dt.⟨(bac∗ +K(da)c∗ + ac∗b∗ + aK(dc)∗),1⟩= dt.⟨(bac∗ +K(da.c∗) + ac∗b∗ +K(dc.a∗)∗),1⟩
and putting c = 1 gives the first displayed equation. Using this with ac∗ instead of a
in the condition for preservation gives
0 = ⟨(K(da.c∗) −K(d(ac∗)) +K(dc.a∗)∗),1⟩ = ⟨(K(dc.a∗)∗ −K(a.dc∗)),1⟩ . ◻
We call the first of the displayed equations in Proposition 6.4 the divergence condi-
tion for b and the second the reality condition for K. This answers questions (2) and
(3), for question (1) we have the following:
Proposition 6.5 If ∇M preserves the inner product as in Definition 6.2 and ∇M(m) =
0 then the positive map φ(a) = ⟨ma,m⟩ satisfies
dt. d
dt
φ(a) = (id⊗⟨ , ⟩)(σM ⊗ id)(m⊗da⊗m) .
In particular d
dt
φ(1) = 0, so if we begin at t = 0 with a state on A (normalised to be 1
at 1 ∈ A) then we have a state for all time.
Proof: From Definition 6.2 in the case where B = C∞(R),
dt. d
dt
⟨m.a,m⟩ = (id⊗⟨ , ⟩)(∇M(m.a)⊗m) + (⟨ , ⟩⊗ id)(m.a⊗∇˜M(m))
and then use the definition of σM in Definition 2.5. ◻
Classically the velocity V of a path at a particular time is a vector at a single point.
More generally, for a quantum path we expect to have to average over points to get a
numerical value. Thus we consider V evaluated al ξ ∈ Ω1A to be ⟨m.ξ,m⟩, where we use
σM to rearrange this formula to make sense, giving
V (ξ) = (id⊗⟨ , ⟩)(σM ⊗ id)(m⊗ ξ⊗m) ∈ C∞(R) .
This formula can be justified by Proposition 6.5, whose result can then be written as
d
dt
φ(a) = V (da). The obvious next question is if reality of vector fields is preserved by
the time evolution given by (7). As in Corollary 5.3 the next result is phrased to avoid
any assumptions of uniqueness of solutions.
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Proposition 6.6 Suppose that
σ−1Ω1
A
∇Ω1
A
(ξ∗) = †∇Ω1
A
(ξ)
where † is flip on tensor factors composed with ∗⊗∗, which is the statement that the
connection on Ω1A preserves the ∗-operation [4]. Also suppose that b and K satisfy the
equations given in Proposition 5.2 as a consequence of ∇ (σM) = 0, and that at a given
time b and K satisfy the conditions in the statement of Proposition 6.4. Then at the
given time
d
dt
⟨K(ξ∗) −K(ξ)∗,1⟩ = 0 .
Proof: First note that for c ∈ C∞(R)⊗A we have ⟨c∗,1⟩ = ⟨1, c∗⟩∗ = ⟨c,1⟩∗. From
Proposition 6.4,⟨K(bξ∗) − bK(ξ∗) −K(dK(ξ∗)),1⟩ = ⟨K(bξ∗) +K(ξ∗)b∗,1⟩= ⟨K((ξb∗)∗) +K((bξ)∗),1⟩ = ⟨(K(ξb∗) +K(bξ))∗,1⟩= ⟨K(ξ)b∗ +K(bξ),1⟩∗ = ⟨K(bξ) − bK(ξ) −K(dK(ξ)),1⟩∗ .
In remains to deal with the ∇Ω1
A
term in (7). Setting ∇Ω1
A
(ξ) = η⊗κ we get
⟨K(K ⊗ id)σ−1Ω1
A
∇Ω1
A
(ξ∗),1⟩ = ⟨K(K(κ∗)η∗),1⟩ = ⟨K(ηK(κ∗)∗)∗,1⟩ = ⟨K(κ∗)K(η)∗,1⟩= ⟨K(η)K(κ∗)∗,1⟩∗ = ⟨K(κ∗K(η)∗)∗,1⟩∗ = ⟨K(K(η)κ),1⟩∗= ⟨K(K ⊗ id)∇Ω1
A
(ξ),1⟩∗ = ⟨K(K ⊗ id)σ−1Ω1
A
∇Ω1
A
(ξ),1⟩∗ . ◻
7 A C(Z3) example
Take the algebra A = C(Zn) of functions f ∶ Zn → C with calculus as in Example 2.4.
For the inner product we use ⟨a, c⟩ = ∫ ac∗
where ∫ a is summation of a(i) over i ∈ Zn. For the time dependent vector field K
we set K(e±1) = K± ∈ A. From Proposition 6.4 preserving the inner product gives the
reality condition, for all a ∈ A
0 = ∫ (K(ae±1)∗ −K((ae±1)∗)) = ∫ (K∗±R∓1(a∗) +K∓a∗) = ∫ (R±1(K∗±) +K∓)a∗
which gives K− = −R1(K∗+). The other condition from Proposition 6.4 is the divergence
condition, and for this we calculate
K(dc) =K(e+1(c −R−1(c)) + e−1(c −R+1(c))) =K+(c −R−1(c)) +K−(c −R+1(c)) ,
so the divergence condition is
0 = ∫ (bc + cb∗ +K+(c −R−1(c)) +K−(c −R+1(c)))
= ∫ c(b + b∗ +K+ −R+1(K+) +K− −R−1(K−))
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so we require
0 = b + b∗ +K+ −R+1(K+) +K− −R−1(K−) ,
and by the reality condition K− = −R+1(K∗+) we can set
b +K+ +K− = 12(K+ +R+1(K+) +K− +R−1(K−)) .
We set ∇A(e±1) = 0, which gives σA(ea⊗ eb) = eb⊗ ea. Then ∇ (σM) = 0 if and only
if both K(K ⊗ id)σΩ1
A
=K(K ⊗ id) and (7) holds, which in this case is
∂K(e±1)
∂t
=K(be±1) − bK(e±1) −K(dK(e±1)) =K(e±1R∓1(b)) − bK± −K(dK±)=K±R∓1(b) − bK± −K(e+1(K± −R−1(K±)) + e−1(K± −R+1(K±)))=K±R∓1(b) − bK± −K+(K± −R−1(K±)) −K−(K± −R+1(K±)) . (13)
(Recall that we only have to solve (7) on the generators.) As
K(K ⊗ id)(e+1⊗ e−1) =K(K+.e−1) =K(e−1.R+1(K+)) =K−R+1(K+)
and similarly for e−1⊗ e+1, theK(K ⊗ id)(σA−id) = 0 condition corresponds toK−R+1(K+) =
K+R−1(K−), i.e. K−(i)K+(i + 1) =K−(i − 1)K+(i). Then, using this
∂K+
∂t
=K+(R−1(b) − b −K+ −K−) +K+R−1(K+) +K−R+1(K+)=K+(R−1(b) − b −K+ −K−) +K+R−1(K+) +K+R−1(K−)=K+(R−1(b +K+ +K−) − (b +K+ +K−)) ,
∂K−
∂t
=K−(R+1(b) − b −K+ −K−) +K+R−1(K−) +K−R+1(K−)=K−(R+1(b +K+ +K−) − (b +K+ +K−)) . (14)
Now we calculate
R+1(b +K+ +K−) − (b +K+ +K−) = 12(R+2(K+) +R+1(K−)) − 12(K+ +R−1(K−))
R−1(b +K+ +K−) − (b +K+ +K−) = 12(R−1(K+) +R−2(K−)) − 12(R+1(K+) +K−)
and these values can be substituted in (14) to give differential equations for K±. Using
the reality condition and K(K ⊗ id)(σA − id) = 0 we deduce that ∣R+1(K+)∣2 = ∣K−∣2 =∣K+∣2, so ∣K±∣ is constant. Using the connection in Proposition 5.1 ∇M(m) = 0 becomes
dm
dt
= −mb −K+(m −R−(m)) −K−(m −R+(m)) . (15)
For the case n = 3 we solve we solve these equations numerically with the initial
conditions for the vector field K and m ∈M at t = 0
K−(1) = 1, K−(2) = e2i, K−(0) = e3i, K+(1) = −e−3i, K+(2) = −1, K+(0) = −e−2i
m(0) = 1√
2
, m(1) = 0 , m(2) = 1√
2
. (16)
In Figure 1 (a) the three graphs represent the state evolving in time, with the
lower graph being φ(δ0), the middle being φ(δ0 + δ1) and the upper φ(δ0 + δ1 + δ2).
Then (b) shows the deviation from K being real by plotting the absolute values of
K−(i)+K+(i+ 1)∗ for i ∈ {0,1,2}. Finally (c) plots φ(δ0 + δ1 + δ2)− 1, the deviation of
the numerical solution from preserving the normalisation of the state. Neither of these
properties are explicitly imposed on the numerical solution except at time t = 0.
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Figure 1: Numerical solution to (14) with initial conditions (16), t ∈ [0,10].
8 Two M2(C) examples
Take A =M2(C) with calculus as described in Example 2.3. We give Ω1 a connection
with ∇Ω1
A
(si) = 0, so σA(si⊗ sj) = sj ⊗ si and ∇ (σA) = 0.
Example 8.1 Take a C∞(R) valued inner product on M = C∞(R)⊗M2(C) by⟨c, e⟩ = tr(ce∗) .
We first check the reality condition in Proposition 6.4 for a vector field K, where we
set K(si) =Ki ∈M2,
0 = ⟨K((sia)∗) −K(sia)∗,1⟩ = ⟨−Ki′a∗ − a∗Ki∗,1⟩ = −tr(a∗(Ki′ +Ki∗))
for i′ ≠ i and all a ∈ M2, where we have used the centrality of si. We deduce that for
real vector fields K1
∗ = −K2. For the divergence condition in Proposition 6.4 we have
0 = ⟨(ba +K(da) + ab∗),1⟩ = ⟨(ba +K(s1 [E12, a] + s2 [E21, a]) + ab∗),1⟩= ⟨(ba +K1 [E12, a] +K2 [E21, a] + ab∗),1⟩ = tr(a(b + b∗ − [E12,K1] − [E21,K2]))
and to solve this we set
b = 1
2
([E12,K1] + [E21,K2])
which is Hermitian by the reality condition on K.
Then, by the comment after Corollary 5.3, we would expect (subject to the unique-
ness of solution) to have K(K ⊗ id)(σA − id) = 0 on the interval if it is true for the
initial condition. Now
K(K ⊗ id)(σA − id)(s1⊗ s2) =K(K ⊗ id)(s2⊗ s1 − s1⊗ s2)=K(K(s2)s1 −K(s1)s2) =K(s1K(s2) − s2K(s1)) = [K1,K2]
so we require [K1,K2] = 0, and by the reality condition this implies [K1,K1∗] = 0.
Substituting the generators si into the differential equation (7) for K gives
∂K(si)
∂t
= ∂Ki
∂t
=K(bsi) − bK(si) −K(dK(si)) = −[b,Ki] −K(dKi)= [Ki, b] −K1 [E12,Ki] −K2 [E21,Ki] .
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Figure 2: Numerical solution to (17) with initial conditions (19) for t ∈ [0,10].
Using [K1,K2] = 0, this becomes
∂Ki
∂t
= [Ki, (b +K1E12 +K2E21)]
and using b above we get
∂Ki
∂t
= 1
2
[Ki, (E12K1 +E21K2 +K1E12 +K2E21)] . (17)
From Proposition 5.1 the equation ∇M(m) = 0 gives
∂m
∂t
= −bm −K(dm) = −bm −K1[E12,m] −K2[E21,m]
and using the value of b above
∂m
∂t
= − 1
2
([E12,K1] + [E21,K2])m −K1[E12,m] −K2[E21,m] . (18)
We take the initial conditions
K1(0) = ( 1 00 2 ) , K2(0) = −( 1 00 2 ) , m(0) = 1√6 ( 1 12 0 ) (19)
and plot the numerical solutions for K1 and K2 in Figure 2, together with a check that[K1,K2] = 0.
By [9] the pure states on M2(C) are given by
φ( a b
c d
) = ( λ µ )( a b
c d
)( λ∗
µ∗ ) = ∣λ∣2a + λµ∗b + λ∗µc + ∣µ∣2d (20)
for λ,µ ∈ C with ∣λ∣2+∣µ∣2 = 1 chosen up to a multiple, so they are in 1-1 correspondence
with CP1. If we set x + i y = λµ∗ then the pure states can be written as
φ( a b
c d
) = ( 1
2
− s)a + (x + i y)b + (x − i y)c + ( 1
2
+ s)d (21)
where (s, x, y) ∈ R3 with x2 + y2 + s2 = 1
4
. The set of all normalised states is the points
in the closed solid ball x2 + y2 + s2 ≤ 1
4
. We can find (s, x, y) from φ by
s = 1
2
φ( −1 00 1 ) , x = 12 φ( 0 11 0 ) , y = 12 φ( 0 −ii 0 ) .
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Figure 3: Numerical solution to (18) with initial conditions (19), t ∈ [0,10].
Now φ(r) = ⟨m(t)r,m(t)⟩ = trace(mrm∗) for r ∈ M2(C) gives a time dependent
state on M2(C), and the corresponding state is plotted in Figure 3, with (a) a plot of
the (s, x, y) coordinates against time, and as y = 0 for the initial conditions we can plot
the path of the state in (s, x) coordinates with the pure states given by the circle in (b).
In (c) we plot φ(1) − 1 to check the normalisation of the state. ◇
For a second example on the same algebra A = M2(C) we consider another right
module N for M2(C), and then set M = C∞(R)⊗N . We then consider the equation∇ (σM) = 0 and the corresponding flow, although this has no direct classical geodesic
justification for this module. However, it does have the interesting property that it
gives a familiar flow on the pure state space.
Example 8.2 For the algebra A = M2(C) set the right A-module N = Row2(C) (the
two dimensional row vectors), and then the inner product ⟨n′, n⟩ = n′ n∗ ∈ C gives the
pure states, as setting n = (λ,µ) (if non-zero) gives φ(r) = ⟨nr,n⟩/⟨n,n⟩ for r ∈M2(C)
in (20). Set M = C∞(R)⊗N , and then the possible bimodule maps σM ∶M ⊗AΩ1A →
Ω1(R)⊗C∞(R)M are given by
σM(w⊗ si) = dt⊗Qiw
for w ∈ Row2(C) and Qi ∈ C∞(R). Then for f ∈ C∞(R) we can take
∇M(f w) = df
dt
dt⊗w − dt f ⊗w(Q1E12 +Q2E21 +Q0 I2)
for some Q0 ∈ C∞(R). We check the braid relation (10) by calculating
(σΩ1(R)⊗ id)(id⊗σM)(σM ⊗ id)(f w⊗ si⊗ sj) = (σΩ1(R)⊗ id)(id⊗σM)(dt⊗Qi f w⊗ sj)= dt⊗dt⊗QjQi f w ,(id⊗σM)(σM ⊗ id)(id⊗σA)(f w⊗ si⊗ sj) = (id⊗σM)(σM ⊗ id)(f w⊗ sj ⊗ si)= dt⊗dt⊗QjQi f w .
Now Proposition 2.6 shows that ∇ (σM) is a bimodule map, so to show that ∇ (σM)
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vanishes it is only necessary to show that it vanishes on generators. Now
(id⊗σM)∇M ⊗Ω1
A
(w⊗ si) = −dt⊗σM(w(Q1E12 +Q2E21 +Q0 I2)⊗ si)= −dt⊗dt⊗w(Q1E12 +Q2E21 +Q0 I2)Qi .
and
∇Ω1(R)⊗MσM(w⊗ si) = ∇Ω1(R)⊗M(Qi dt⊗w)= dQi
dt
dt⊗dt⊗w − dt⊗Qi dt⊗w(Q1E12 +Q2E21 +Q0 I2)
so ∇ (σM) = 0 implies that Q1and Q2 are constant and Q0 is arbitrary. Now set
m = (λ,µ)(t) and then ∇M(m) = 0 gives
(dλ
dt
,
dµ
dt
) = (Q0 λ +Q2 µ,Q0 µ +Q1 λ)
Putting z = λ/µ we get dz
dt
= Q2 − Q1 z2. In terms of the action of SL2(C) on the
Riemann sphere C∞ of pure states by Mo¨bius transformations
( a b
c d
)▷z = az + b
cz + d
the time action is given by the one parameter group given by exp (t( 0 Q2Q1 0 )).
We have not yet checked whether the connection preserves the inner product, but
rather have allowed a possibly varying normalisation for the positive map. It is easy to
check that the condition for preserving the inner product is Q0
∗ = −Q0 and Q2 = −Q1∗,
and that the normalisation of the positive maps is then constant in time. ◇
9 Appendix: Numerical calculations
The Mathematica code for the numerical simulation and drawing Figure 1 (a) in Sec-
tion 7 follows. Here K+(i) is kpi, K−(i) is kmi, and m(i) is mi for i ∈ {0,1,2}.
sspp = NDSolve[{ kp1’[t] == kp1[t] (kp0[t] + km2[t] - kp2[t] - km1[t])/2, kp2’[t] == kp2[t]
(kp1[t] + km0[t] - kp0[t] - km2[t])/2, kp0’[t] == kp0[t] (kp2[t] + km1[t] - kp1[t] - km0[t])/2,
km1’[t] == km1[t] (kp0[t] + km2[t] - kp1[t] - km0[t])/2, km2’[t] == km2[t] (kp1[t] + km0[t]
- kp2[t] - km1[t])/2, km0’[t] == km0[t] (kp2[t] + km1[t] - kp0[t] - km2[t])/2, km1[0] == 1,
km2[0] == Exp[2 I], km0[0] == Exp[3 I], kp1[0] == -Exp[-3 I], kp2[0] == -1, kp0[0] ==
-Exp[-2 I], m0’[t] == - m0[t] (-kp0[t] + kp1[t] - km0[t] + km2[t])/2 - kp0[t] (m0[t] - m2[t]) -
km0[t] (m0[t] - m1[t]), m1’[t] == -m1[t] (-kp1[t] + kp2[t] - km1[t] + km0[t])/2 - kp1[t] (m1[t]
- m0[t]) - km1[t] (m1[t] - m2[t]), m2’[t] == -m2[t] (-kp2[t] + kp0[t] - km2[t] + km1[t])/2 -
kp2[t] (m2[t] - m1[t]) - km2[t] (m2[t] - m0[t]), m0[0] == 1/Sqrt[2], m1[0] == 0, m2[0] ==
1/Sqrt[2] }, {km1, km2, km0, kp1, kp2, kp0, m0, m1, m2}, {t, 0, 10}]
Plot[Evaluate[{(Abs[m0[t]]∧2), (Abs[m0[t]]∧2 + Abs[m1[t]]∧2), Abs[m0[t]]∧2 + Abs[m1[t]]∧2
+ Abs[m2[t]]∧2} /. sspp], {t, 0, 10}, PlotRange -> All]
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The Mathematica code for the numerical simulation and drawing Figure 3 (b) in Sec-
tion 8 follows: Here m is {{ma,mb},{mc,md}}, K1 is {{a1,b1},{c1,d1}}, and similarly
for K2.
sst = NDSolve[{ Derivative[1][a1][ t] == (-c1[t] (a1[t] + d1[t]) + b1[t] (a2[t] + d2[t]))/2,
Derivative[1][b1][t] == (a1[t]∧2 - d1[t]∧2)/2, Derivative[1][c1][t] == ((-a1[t] + d1[t]) (a2[t]
+ d2[t]))/2, Derivative[1][d1][ t] == (c1[t] (a1[t] + d1[t]) - b1[t] (a2[t] + d2[t]))/2, Deriva-
tive[1][a2][ t] == (-c2[t] (a1[t] + d1[t]) + b2[t] (a2[t] + d2[t]))/2, Derivative[1][b2][t] == ((a1[t]
+ d1[t]) (a2[t] - d2[t]))/2, Derivative[1][c2][t] == (-a2[t]∧2 + d2[t]∧2)/2, Derivative[1][d2][ t]
== (c2[t] (a1[t] + d1[t]) - b2[t] (a2[t] + d2[t]))/2, Derivative[1][ma][ t] == -(c1[t] ma[t] -
2 a2[t] mb[t] + a1[t] mc[t] + d1[t] mc[t] + b2[t] (ma[t] - 2 md[t]))/2, Derivative[1][mb][ t]
== -(b2[t] mb[t] + c1[t] mb[t] - 2 b1[t] mc[t] + d1[t] md[t] + a1[t] (-2 ma[t] + md[t]))/2,
Derivative[1][mc][ t] == -(a2[t] ma[t] - 2 c2[t] mb[t] + b2[t] mc[t] + c1[t] mc[t] + d2[t] (ma[t]
- 2 md[t]))/2, Derivative[1][md][ t] == -(a2[t] mb[t] + d2[t] mb[t] - 2 d1[t] mc[t] + b2[t] md[t]
+ c1[t] (-2 ma[t] + md[t]))/2, a1[0] == 1, b1[0] == 0, c1[0] == 0, d1[0] == 2, a2[0] ==
-1, b2[0] == 0, c2[0] == 0, d2[0] == -2, ma[0] == 1/Sqrt[6], mb[0] == 1/Sqrt[6], mc[0] ==
2/Sqrt[6], md[0] == 0 }, {a1, a2, b1, b2, c1, c2, d1, d2, ma, mb, mc, md}, {t, 0, 10}]
ParametricPlot[{Evaluate[{-Conjugate[ma[t]] ma[t] + Conjugate[mb[t]] mb[t] - Conjugate[mc[t]]
mc[t] + Conjugate[md[t]] md[t], Conjugate[mb[t]] ma[t] + Conjugate[ma[t]] mb[t] + Conju-
gate[md[t]] mc[t] + Conjugate[mc[t]] md[t]} /. sst]/ 2, {Cos[t]/2, Sin[t]/2}}, {t, 0, 10}]
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