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While the term “Big Data” can have multiple meanings, we consider the type
of data in which the number of features can be much greater than the number
of observations (also known as high-dimensional data). High-dimensional data
is abundant in contemporary scientific research due to the rapid advances in
new data-measurement technologies and computing power. Recent advances
in statistics have witnessed great development in the field of high-dimensional
data analysis. This dissertation proposes three methods that study three dif-
ferent components of a general framework of the high-dimensional structured
regression problem. A general theme of the proposed methods is that they cast
a certain structured regression as a convex optimization problem. In so doing,
the theoretical properties of each method can be well studied, and efficient com-
putation are facilitated. Each method is accompanied by thorough theoretical
analysis of its performance, and also by an R package containing its practical
implementation. We show that the proposed methods perform favorably (both
theoretically and practically) compared with pre-existing methods.
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CHAPTER 1
INTRODUCTION
With the development of new data-measurement technologies and computing
power, high-dimensional data are ubiquitous in contemporary research fields,
including biology, genetics, and information technologies. The notion of “high
dimensionality” usually refers to the situation in which the number of predic-
tors (i.e., the unknown feature parameters associated with an object) is much
larger (usually in order of magnitude) than the sample size (i.e., the number
of objects of interest). High-dimensionality poses a serious challenge to re-
searchers who want to exploit informative patterns from large and complex
data. Indeed, many traditional statistical methods no longer work in the pres-
ence of high dimensionality. It is very important yet challenging to build new,
accurate and stable models for properly analyzing this type of data.
Recent years have witnessed great successes and advances in statistical
methodology for learning high-dimensional data, both from theoretical and
computational perspectives (see, e.g., Hastie et al. 2011, Bu¨hlmann & Van
De Geer 2011). A typical setting considers
Y = f (X1, X2, · · · , Xp) + ε, (1.1)
where the whole data set consists of n independent observation pairs of (Y, X),
where Y is the response variable and X = (X1, X2, · · · , Xp) is the predictor vector.
The unobserved error (or noise) ε has mean zero and variance σ2, and is inde-
pendent of X. The unknown functional f characterizes how the p predictors
relate to the response variable Y , while σ2 captures the noise level or extent to
which Y cannot be predicted from X. The high-dimensional setting corresponds
to the case in which n  p. There are three different components of (1.1): (1)
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the random vector X; (2) the random error ε; and (3) the function f . This thesis
proposes three methods, one for modeling each of these components.
The thesis begins in Chapter 2 with a method to model local dependence
structure among p predictors X1, · · · , Xp. For many known f , it is helpful to first
understand how the X j’s are related to each other for better prediction of Y . In
many other settings where Y is not observed, it is of primary interest to study
the dependence structure among the X j’s. Many applications feature a natural
ordering among elements of the random vector X. For example, (X1, · · · , Xp) can
be some variables of interest recorded over time or some genetic mutation in-
formation measured along a human chromosome. Ordered variables depend
on their predecessors (in the ordering). Such structure can be characterized by
a simple model, which corresponds to learning the Cholesky factor of the in-
verse of the covariance matrix (i.e., the precision matrix) of X. The proposed
method estimates such local dependence structure by minimizing a convex pe-
nalized criterion, where the penalty is designed to induce structured sparsity
that honors the ordered information in the variables.
The second component in (1.1) is the error variance σ2, which measures
the irreducible error in modeling the dependence relationship between Y and
X. The problem of estimating σ2 is actually both important and hard in many
cases, and is underdeveloped compared with the vast literature in learning f . In
Chapter 3 we propose two estimators of σ2 in a setting where f (X) = XTβ∗ is the
standard linear model and sparsity of β∗ is assumed. The proposed estimates
are remarkably simple, and they obtain statistical properties that do not depend
on any assumptions on X or β∗.
The third component of the regression model (1.1) is f , i.e., the relationship
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between the response Y and the predictors X. In numerous situations, additive
models f (X) =
∑
j X jβ∗j (i.e., using only main effects X) are insufficient to predict
Y . Many complex systems involve interactions among predictors, and it is im-
portant to include these interactions in f to accurately model reality. Variable
selection in interaction models with a large value of p is computationally very
challenging because the number of interactions grows quadratically in p. Struc-
tural assumptions are usually imposed to facilitate computation. In Chapter 4
we propose a computationally viable approach to interaction modeling without
requiring any structural assumptions on the interactions. The proposed method
scales well to large problem, enjoys theoretical guarantees on its performance,
and compares favorably with alternative methods.
3
CHAPTER 2
LEARNING LOCAL DEPENDENCE IN ORDERED DATA
Portions of this chapter were published in Yu & Bien (2017b)
2.1 Introduction
Estimating large inverse covariance matrices is a fundamental problem in mod-
ern multivariate statistics. Consider a random vector X =
(
X1, . . . , Xp
)T ∈ Rp
with mean zero and covariance matrix E(XXT ) = Σ. Unlike the covariance ma-
trix, which captures marginal correlations among variables in X, the inverse
covariance matrix Ω = Σ−1 (also known as the precision matrix) characterizes
conditional correlations and, under a Gaussian model, Ω jk = 0 implies that X j
and Xk are conditionally independent given all other variables. When p is large,
it is common to regularize the precision matrix estimator by making it sparse
(see, e.g., Pourahmadi 2013). This paper focuses on the special context in which
variables have a natural ordering, such as when data are collected over time or
along a genome. In such a context, it is often reasonable to assume that random
variables that are far away in the ordering are less dependent than those that are
close together. For example, it is known that genetic mutations that occur close
together on a chromosome are more likely to be coinherited than mutations that
are located far apart. We propose a method for estimating the precision matrix
based on this assumption while also allowing each random variable to have its
own notion of closeness.
In general settings where variables do not necessarily have a known order-
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ing, two main types of convex methods with strong theoretical results have
been developed for introducing sparsity in Ω. The first approach, known
as the graphical lasso (Yuan & Lin 2007, Banerjee et al. 2008, Friedman et al.
2008, Rothman et al. 2008), performs penalized maximum likelihood, solving
minΩ0,Ω=ΩT L (Ω) + λP (Ω), where L(Ω) = − log det Ω + n−1 ∑ni=1 xTi Ωxi is, up to
constants, the negative log-likelihood of a sample of n independent Gaussian
random vectors and P(Ω) is the (vector) `1-norm of Ω. Zhang & Zou (2014) in-
troduce a new convex loss function called the D-trace loss and propose a pos-
itive definite precision matrix estimator by minimizing an `1-penalized ver-
sion of this loss. The second approach is through penalized pseudo-likelihood,
the most well-known of which is called neighborhood selection (Meinshausen &
Bu¨hlmann 2006). Estimators in this category are usually solved by a column-
by-column approach and thus are more amenable to theoretical analysis (Yuan
2010, Cai et al. 2011, Liu & Luo 2012, Liu et al. 2017, Sun & Zhang 2013, Khare
et al. 2014). However they are not guaranteed to be positive definite and do
not exploit the symmetry of Ω. Peng et al. (2009) propose a partial correlation
matrix estimator that develops a symmetric version of neighborhood selection;
however, positive definiteness is still not guaranteed.
In the context of variables with a natural ordering, by contrast, almost no
work uses convex optimization to flexibly estimate Ω while exploiting the or-
dering structure. Sparsity is usually induced via the Cholesky decomposition
of Σ, which leads to a natural interpretation of sparsity. Consider the Cholesky
decomposition Σ = QQT , which implies Ω = LTL for L = Q−1 for lower triangular
matrices Q and L with positive diagonals. The assumption that X ∼ N (0,Σ) is
then equivalent to a set of linear models in terms of rows of L, i.e., L11X1 = ε1
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and
LrrXr = −
r−1∑
k=1
LrkXk + εr r = 2, . . . , p, (2.1)
where ε ∼ N
(
0, Ip
)
. Thus, Lrk = 0 (for k < r) can be interpreted as meaning
that in predicting Xr from the previous random variables, one does not need
to know Xk. This observation has motivated previous work, including Pourah-
madi (1999), Wu & Pourahmadi (2003), Huang et al. (2006), Shojaie & Michai-
lidis (2010), Khare et al. (2016). While these methods assume sparsity in L, they
do not require local dependence because each variable is allowed to be depen-
dent on predecessors that are distant from it (compare the upper left to the up-
per right panel of Figure 2.10).
The assumption of “local dependence” can be expressed as saying that each
variable Xr can be best explained by exactly its Kr closest predecessors:
LrrXr = −
r−1∑
k=r−Kr
LrkXk + εr, for Lrk , 0, r − Kr ≤ k ≤ r − 1, r = 2, . . . , p.
(2.2)
Note that this does not describe all patterns of a variable depending on its
nearby variables. For example, Xr can be dependent on Xr−2 but not on Xr−1.
In this case, the dependence is still local, but would not be captured by (2.2). We
focus on the restricted class (2.2) since it greatly simplifies the interpretation of
the learned dependence structure by capturing the extent of this dependence in
a single number Kr, the neighborhood size.
Another desirable property of model (2.2) is that it admits a simple connec-
tion between the sparsity pattern of L and the sparsity pattern of the precision
matrix Ω in the Gaussian graphical model. In particular, straightforward alge-
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bra shows that for j < k,
Lk j = · · · = Lp j = 0 =⇒ Ω jk = 0. (2.3)
Statistically, this says that if none of the variables Xk, . . . , Xp depends on X j in
the sense of (2.1), then X j and Xk are conditionally independent given all other
variables.
Bickel & Levina (2008) study theoretical properties in the case that all band-
widths, Kr, are equal, in which case model (2.2) is a Kr-ordered antedepen-
dence model (Zimmerman & Nunez-Anton 2009). A banded estimate of L
then induces a banded estimate of Ω. The nested lasso approach of Levina et al.
(2008) provides for “adaptive banding”, allowing Kr to vary with r (which cor-
responds to variable-order antedependence models in Zimmerman & Nunez-
Anton 2009); however, the nested lasso is non-convex, meaning that the pro-
posed algorithm does not necessarily minimize the stated objective and theoret-
ical properties of this estimator have not been established.
In this paper, we propose a penalized likelihood approach that provides the
flexibility of the nested lasso but is formulated as a convex optimization prob-
lem, which allows us to prove strong theoretical properties and to provide an
efficient, scalable algorithm for computing the estimator. The theoretical devel-
opment of our method allows us to make clear comparisons with known results
for the graphical lasso (Rothman et al. 2008, Ravikumar et al. 2011) in the non-
ordered case. Both methods are convex penalized likelihood approaches, so
this comparison highlights the similarities and differences in the ordered and
non-ordered problems.
There are two key choices we make that lead to a convex formulation. First,
we express the optimization problem in terms of the Cholesky factor L. The
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nested lasso and other methods (starting with Pourahmadi 1999) use the modi-
fied Cholesky decomposition, Ω = T TD−1T , where T is a lower-triangular matrix
with ones on its diagonal and D is a diagonal matrix with positive entries. While
L(Ω) is convex in Ω, the negative log-likelihood L(T TD−1T ) is not jointly convex
in T and D. By contrast,
L
(
LTL
)
= − log det
(
LTL
)
+
1
n
n∑
i=1
xTi L
TLxi = −2
p∑
r=1
log Lrr +
1
n
n∑
i=1
‖Lxi‖22 (2.4)
is convex in L. This parametrization is considered in Aragam & Zhou (2015),
Khare et al. (2014), and Khare et al. (2016). Maximum likelihood estimation of L
preserves the regression interpretation by noting that
L
(
LTL
)
= −2
p∑
r=1
log Lrr +
1
n
p∑
r=1
n∑
i=1
L2rr
xir + r−1∑
k=1
Lrkxik/Lrr
2 .
This connection has motivated previous work with the modified Cholesky de-
composition, in which Trk = −Lrk/Lrr are the coefficients of a linear model in
which Xr is regressed on its predecessors, and Drr = L−2rr corresponds to the error
variance. The second key choice is our use of a hierarchical group lasso in place
of the nested lasso’s nonconvex penalty.
We introduce here some notation used throughout the paper. For two se-
quences of constants a(n) and b(n), the notation a(n) = o (b(n)) means that for
every ε > 0, there exists a constant N > 0 such that |a(n)/b(n)| ≤ ε for all n ≥ N.
And the notation a(n) = O (b(n)) means that there exists a constant N > 0 and a
constant M > 0 such that |a(n)/b(n)| ≤ M for all n ≥ N. For a sequence of random
variables A(n), the notation A(n) = OP (b(n)) means that for every ε > 0, there
exists a constant M > 0 such that P (|A(n)/b(n)| > M) ≤ ε for all n.
For a vector v =
(
v1, . . . , vp
)
∈ Rp, we define ‖v‖1 = ∑pj=1 |v j|, ‖v‖2 = (∑pj=1 v2j)1/2
and ‖v‖∞ = max j |v j|. For a matrix M ∈ Rn×p, we define the element-wise norms
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by two vertical bars. Specifically, ‖M‖∞ = max jk |M jk| and Frobenius norm ‖M‖F =
(
∑
j,k M2jk)
1/2. For q ≥ 1, we define the matrix-induced (operator) q-norm by three
vertical bars: |||M|||q = max‖v‖q=1 ‖Mv‖q. Important special cases include |||M|||2, also
known as the spectral norm, which is the largest singular value of M, as well as
|||M|||1 = maxk ∑pj=1 |M jk| and |||M|||∞ = max j ∑pk=1 |M jk|. Note that |||M|||1 = |||M|||∞ when
M is symmetric.
Given a p-vector v, a p× p matrix M, and an index set T , let vT = (vi)i∈T be the
|T |-subvector and MT the p× |T | submatrix with columns selected from T . Given
a second index set T ′, let MTT ′ be the |T | × |T ′| submatrix with rows and columns
of M indexed by T and T ′, respectively. Specifically, we use Lr· to denote the r-th
row of L.
2.2 Estimator
For a given tuning parameter λ ≥ 0, we define our estimator Lˆ to be a minimizer
of the following penalized negative Gaussian log-likelihood
Lˆ ∈ arg min
L:Lrr>0
Lrk=0 for r<k
−2 p∑
r=1
log Lrr +
1
n
n∑
i=1
‖Lxi‖22 + λ
p∑
r=2
Pr (Lr·)
 . (2.5)
The penalty Pr, which is applied to the r-th row, is defined by
Pr (Lr·) =
r−1∑
`=1
∥∥∥W (`) ∗ Lgr,`∥∥∥2 = r−1∑
`=1
∑`
m=1
w2`mL
2
rm
1/2 , (2.6)
where W (`) = (w`1, . . . ,w``) ∈ R` is a vector of weights, ∗ denotes element-wise
multiplication, and Lgr,` denotes the vector of elements of L from the group gr,`,
which corresponds to the first ` elements in the r-th row (for 1 ≤ ` ≤ r − 1):
gr,` = {(r, `′) : `′ ≤ `} .
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Since gr,1 ⊂ gr,2 ⊂ · · · ⊂ gr,r−1, each row r of L is penalized with a sum of r − 1
nested, weighted `2-norm penalties. This is a hierarchical group lasso penalty
(Yuan & Lin 2007, Zhao et al. 2009, Jenatton et al. 2011, Yan & Bien 2015) with
group structure conveyed in Figure 2.1.
With w`m > 0, this nested structure always puts more penalty on those ele-
ments that are further away from the diagonal. Since the group lasso has the ef-
fect of setting to zero a subset of groups, it is apparent that this choice of groups
ensures that whenever the elements in gr,` are set to zero, elements in gr,`′ are
also set to zero for all `′ ≤ `. In other words, for each row of Lˆ, the non-zeros are
those elements within some (row-specific) distance of the diagonal. This is in
contrast to the `1-penalty as used in Khare et al. (2016), which produces sparsity
patterns with no particular structure (compare the top-left and top-right panels
of Figure 2.10).
The choice of weights, w`m, affects both the empirical and theoretical perfor-
mance of the estimator. We focus primarily on a quadratically decaying set of
weights,
w`m =
1
(` − m + 1)2 , (2.7)
but also consider the unweighted case (in which w`m = 1). The decay counter-
acts the fact that the elements of L appear in differing numbers of groups (for
example Lr1 appears in r − 1 groups whereas Lr,r−1 appears in just one group).
In a related problem, Bien et al. (2016) choose weights that decay more slowly
with ` − m than (2.7). Our choice makes the enforcement of hierarchy weaker
so that our penalty behaves more closely to the lasso penalty (Tibshirani 1996).
The choice of weight sequence in (2.7) is more amenable to theoretical analysis;
however, in practice the unweighted case is more efficiently implemented and
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L11 0 0 0 0 L11 0 0 0 0 Lˆ11 0 0 0 0
L21 L22 0 0 0 L21 L22 0 0 0 0 Lˆ22 0 0 0
L31 L32 L33 0 0 L31 L32 L33 0 0 Lˆ31 Lˆ32 Lˆ33 0 0
L41 L42 L43 L44 0 L41 L42 L43 L44 0 0 0 Lˆ43 Lˆ44 0
L51 L52 L53 L54 L55 L51 L52 L53 L54 L55 0 Lˆ52 Lˆ53 Lˆ54 Lˆ55
Figure 2.1: There are
(
p
2
)
groups used in the penalty, with each row r having
r − 1 nested groups gr,1 ⊂ gr,2 ⊂ · · · ⊂ gr,r−1. Left: the group g4,3.
Middle: the nested group structure g4,1 ⊂ g4,2 ⊂ g4,3. Right: A
possible sparsity pattern in Lˆ, where elements in g2,1, g4,2 (and
thus g4,1) and g5,1 are set to zero.
works well empirically.
Problem (2.5) is convex in L. While − log det(·) is strictly convex, −∑r log(Lrr)
is not strictly convex in L. Thus, the arg min in (2.5) may not be unique. In Section
2.4, we provide sufficient conditions to ensure uniqueness with high probability.
In Appendix A.1, we show that (2.5) decouples into p independent subprob-
lems, each of which estimates one row of L. More specifically, let X ∈ Rn×p be a
sample matrix with independent rows xi ∼ N(0,Σ), Lˆ11 = n1/2(XT1X1)−1/2 and for
r = 2, . . . , p,
Lˆr,1:r = arg min
β∈Rr:βr>0
−2 log βr + 1n ‖X1:rβ‖22 + λ
r−1∑
`=1
∑`
m=1
w2`mβ
2
m
1/2
 . (2.8)
This observation means that the computation can be easily parallelized, which
potentially can achieve a linear speed up with the number of CPU cores. Theo-
retically, to analyze the properties of Lˆ it is easier to start by studying an estima-
tor of each row, i.e., a solution to (2.8). We will see in Section 2.4 that problem
(2.8) has connections to a penalized regression problem, meaning that both the
assumptions and results we can derive are better than if we were working with
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a penalty based on Ω.
In light of the regression interpretation of (2.1), Lˆ provides an interpretable
notion of local dependence; however, we can of course also use our estimate
of L to estimate Ω: Ωˆ = LˆT Lˆ. By construction, this estimator is both symmetric
and positive definite. Unlike a lasso penalty, which would induce unstructured
sparsity in the estimate of L and thus would not be guaranteed to produce a
sparse estimate of Ω, the adaptively banded structure in our estimator of L can
yield a generally banded Ωˆ with sparsity pattern determined by (2.3) (See the
top-left and bottom-left panels in Figure 2.10 for an example).
2.3 Computation
As observed above, we can compute Lˆ by solving (in parallel across r) prob-
lem (2.8). Consider an alternating direction method of multipliers (ADMM)
approach that solves the equivalent problem
min
β,γ∈Rr:βr>0
−2 log βr + 1n ‖X1:rβ‖22 + λ
r−1∑
`=1
∑`
m=1
w2`mγ
2
m
1/2 s.t. β = γ
 .
Algorithm 1 presents the ADMM algorithm, which repeatedly minimizes this
problem’s augmented Lagrangian over β, then over γ, and then updates the
dual variable u ∈ Rr. The main computational effort in the algorithm is in solv-
ing (2.9) and (2.10). Note that (2.9) has a smooth objective function. Straight-
forward calculus gives the closed-form solution (see Appendix A.2 for detailed
derivation),
β(t+1)r =
−B − √B2 − 8A
2A
> 0
β(t+1)−r = −
(
2S (r)−r,−r + ρI
)−1 (
2S (r)−r,rβ
(t+1)
r + u
(t)
−r − ργ(t)−r
)
,
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Algorithm 1: ADMM algorithm to solve (2.8)
Require: β(0), γ(0), u(0), ρ > 0, t = 1.
1: repeat
2:
β(t) ← arg min
β∈Rr:βr>0
{
−2 log βr + 1n ‖X1:rβ‖
2
2 +
(
β − γ(t−1)
)T
u(t−1) +
ρ
2
∥∥∥β − γ(t−1)∥∥∥2
2
}
(2.9)
3:
γ(t) ← arg min
γ∈Rr
ρ2 ∥∥∥γ − β(t) − ρ−1u(t−1)∥∥∥22 + λ
r−1∑
`=1
∑`
m=1
w2`mγ
2
m
1/2
 (2.10)
4: u(t) ← u(t−1) + ρ
(
β(t) − γ(t)
)
5: t ← t + 1
6: until convergence
7: return γ(t)
where
S (r) =
1
n
XT1:rX1:r
A = 4S (r)r,−r
(
2S (r)−r,−r + ρI
)−1
S (r)−r,r − 2S (r)r,r − ρ < 0
B = 2S (r)r,−r
(
2S (r)−r,−r + ρI
)−1 (
u(t)−r − ργ(t)−r
)
− u(t)r + ργ(t)r .
The closed-form update above involves matrix inversion. With ρ > 0, the
matrix 2S (r)−r,−r + ρI is invertible even when r > n. Since determining a good
choice for the ADMM parameter ρ is in general difficult, we adapt the dynamic
ρ updating scheme described in Section 3.4.1 of Boyd et al. (2011).
Solving (2.10) requires evaluating the proximal operator of the hierarchical
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group lasso with general weights. We adopt the strategy developed in Bien
et al. (2016) (based on a result of Jenatton et al. 2011), which solves the dual
problem of (2.10) by performing Newton’s method on at most r − 1 univariate
functions. The detailed implementation is given in Algorithm 5 in Appendix
A.3. Each application of Newton’s method corresponds to performing an ellip-
tical projection, which is a step of blockwise coordinate ascent on the dual of
(2.10) (see Appendix A.4 for details). Finally we observe in Algorithm 2 that for
the unweighted case (w`m = 1), solving (2.10) is remarkably efficient.
Algorithm 2: Algorithm for solving (2.10) for unweighted estimator
Require: β(t), u(t−1) ∈ Rr, λ, ρ > 0.
1: Initialize γ(t) = β(t) + u(t−1)/ρ and τ = λ/ρ
2: for ` = 1, . . . , r − 1 do
(
γ(t)
)
1:`
←
1 − τ∥∥∥(γ(t))1:`∥∥∥2

+
(
γ(t)
)
1:`
3: return γ(t).
The R package varband provides C++ implementations of Algorithms 1 and
2.
2.4 Statistical properties
In this section we study the statistical properties of our estimator. In what fol-
lows, we consider a lower triangular matrix L having row-specific bandwidths,
Kr. The first Jr = r − 1 − Kr elements of row r are zero, and the band of non-
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zero off-diagonals (of size Kr) is denoted Ir = {Jr + 1, . . . , r − 1}. We also denote
Icr = {1, 2, . . . , r} \ Ir. See Figure 2.2 for a graphical example of K5, J5,I4, and Ic4.
L11 0 0 0 0
0 L22 0 0 0
L31 L32 L33 0 0
0 L42 L43 L44 0
0 0 L53 L54 L55
I4 = {2, 3}, Ic4 = {1, 4}
J5 = 2 K5 = 2
Figure 2.2: Schematic showing Jr,Kr,Ir, and Icr .
Our theoretical analysis is built on the following assumptions:
A1 Gaussian assumption: The sample matrix X ∈ Rn×p has n independent rows
with each row xi drawn from N(0,Σ).
A2 Sparsity assumption: The true Cholesky factor L ∈ Rp×p is the lower triangu-
lar matrix with positive diagonal elements such that the precision matrix
Ω = Σ−1 = LTL. The matrix L has row-specific bandwidths Kr such that
Lr j = 0 for 0 < j < r − Kr.
A3 Irrepresentable condition: There exists some α ∈ (0, 1] such that
max
2≤r≤p
max
`∈Icr
∥∥∥Σ`Ir (ΣIrIr)−1∥∥∥1 ≤ 6pi2 (1 − α)
A4 Bounded singular values: There exists a constant κ such that
0 < κ−1 ≤ σmin (L) ≤ σmax (L) ≤ κ
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When maxr Kr < n, the Gaussianity assumption A1 implies that XIr has full
column rank for all r with probability one. Our analysis applies to the general
high-dimensional scaling scheme where Kr = Kr(n) and p = p(n) can grow with
n.
For r = 2, . . . , p and ` ∈ Icr = {1, . . . , Jr, r}, let
θ(`)r := Var
(
X`|XIr
)
and θr := max
`∈Icr
θ(`)r .
By Assumption A1, θ(`)r = Σ`` − Σ`Ir
(
ΣIrIr
)−1
ΣIr` represents the noise variance
when regressing X` on XIr , i.e., for ` = 1, . . . , Jr, r,
X` = Σ`Ir(ΣIrIr)
−1XTIr + E` with E` ∼ N
(
0, θ(`)r
)
. (2.11)
In words, θ(`)r measures the degree to which X` cannot be explained by the vari-
ables in the support and θr is the maximum such value over all ` outside of the
support Ir in the r-th row. Intuitively, the difficulty of the estimation problem
increases with θr. Note that for r = 1, . . . , p, (2.1) implies θ
(r)
r = 1/L2rr.
Assumption A3 (along with the βmin condition) is essentially a necessary and
sufficient condition for support recovery of lasso-type methods (see, e.g., Zhao
& Yu 2006, Meinshausen & Bu¨hlmann 2006, Wainwright 2009, Van de Geer &
Bu¨hlmann 2009, Ravikumar et al. 2011). The constant α ∈ (0, 1] is usually re-
ferred to as the irrepresentable (incoherence) constant (Wainwright 2009). In-
tuitively, the irrepresentable condition requires low correlations between signal
and noise predictors, and thus a value of α that is close to 1 implies that recov-
ering the support is easier to achieve. The constant 6pi−2 is determined by the
choice of weight (2.7) and can be eliminated by absorbing its reciprocal into the
definition of the weights w`m. Doing so, one finds that our irrepresentable con-
dition is essentially the same as the one found in the regression setting (Wain-
wright 2009) despite the fact that our goal is estimating a precision matrix.
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Assumption A4 is a bounded singular value condition. Recalling that Ω =
LTL,
0 < κ−2 ≤ σmin (Σ) ≤ σmax (Σ) ≤ κ2, (2.12)
which is equivalent to the commonly used bounded eigenvalue condition in
other literatures.
2.4.1 Row-specific results
We start by analyzing support recovery properties of our estimator for each row,
i.e., the solution to the subproblem (2.8). For r > n, the Hessian of the negative
log-likelihood is not positive definite, meaning that the objective function may
not be strictly convex in β and the solution not necessarily unique. Intuitively, if
the tuning parameter λ is large, the resulting row estimate Lˆr· is sparse and thus
includes most variation in a small subset of the r variables. More specifically, for
large λ, Iˆr ⊆ Ir and thus by Assumption A1, XIˆr has full rank, which implies
that Lˆr· is unique. The series of technical lemmas in Appendix A.5 precisely
characterizes the solution.
The first part of the theorem below shows that with an appropriately chosen
tuning parameter λ the solution to (2.8) is sparse enough to be unique and that
we will not over-estimate the true bandwidth. Knowing that the support of the
unique row estimator Lˆr· is contained in the true support reduces the dimension
of the parameter space, and thus leads to a reasonable error bound. Of course,
if our goal were simply to establish the uniqueness of Lˆr· and that Kˆr ≤ Kr, we
could trivially take λ = ∞ (resulting in Kˆr = 0). The latter part of the theorem
thus goes on to provide a choice of λ that is sufficiently small to guarantee that
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Kˆr = Kr (and, furthermore, that the signs of all non-zeros are correctly recov-
ered).
Theorem 1. Consider the family of tuning parameters
λ =
8
α
√
θr log r
n
(2.13)
and weights given by (2.7). Under Assumptions A1–A4, if the tuple (n, Jr,Kr) satisfies
n > α−2
(
3pi2Kr + 8
)
θrκ
2 log Jr, (2.14)
then with probability greater than 1−c1 exp {−c2 min(Kr, log Jr)}−7 exp (−c3n) for some
constants c1, c2, c3 independent of n and Jr, the following properties hold:
1. The row problem (2.8) has a unique solution Lˆr· and Kˆr ≤ Kr.
2. The estimate Lˆr· satisfies the element-wise `∞ bound,∥∥∥Lˆr· − Lr·∥∥∥∞ ≤ λ (4∣∣∣∣∣∣∣∣∣(ΣIrIr)−1∣∣∣∣∣∣∣∣∣∞ + 5κ2) . (2.15)
3. If in addition,
min
j≥Jr+1
∣∣∣Lr j∣∣∣ > λ (4∣∣∣∣∣∣∣∣∣(ΣIrIr)−1∣∣∣∣∣∣∣∣∣∞ + 5κ2) , (2.16)
then exact signed support recovery holds: For all j ≤ r, sign(Lˆr j) = sign(Lr j).
Proof. See Appendix A.6. 
In the classical setting where the ambient dimension r is fixed and the sample
size n is allowed to go to infinity, λ → 0 and the above scaling requirement is
satisfied. By (2.15) the row estimator Lˆr· is consistent as is the classical maximum
likelihood estimator. Moreover, it recovers the true support since (2.16) holds
automatically. In high-dimensional scaling, however, both n and r are allowed
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to change, and we are interested in the case where r can grow much faster than n.
Theorem 1 shows that, if
∣∣∣∣∣∣∣∣∣(ΣIrIr)−1∣∣∣∣∣∣∣∣∣∞ = O(1) and if n can grow as fast as Kr log Jr,
then the row estimator Lˆr· still recovers the exact support of Lr· when the signal
is at least O(
√
log r
n ) in size, and the estimation error max j |Lˆr j − Lr j| is O(
√
log r
n ).
Intuitively, for the row estimator to detect the true support, we require that the
true signal be sufficiently large. The condition (2.16) imposes limitations on
how fast the signal is allowed to decay, which is the analogue to the commonly
known “βmin condition” that is assumed for establishing support recovery of the
lasso.
Remark 2. Both the choice of tuning parameter (2.13) and the error bound (2.15) de-
pend on the true covariance matrix via θr. This quantity can be bounded by κ2 as in
(2.12) using the fact that
(
ΣIrIr
)−1 is positive definite:
θr = max
`∈Icr
θ(`)r = max
`∈Icr
{
Σ`` − Σ`Ir
(
ΣIrIr
)−1
ΣIr`
}
≤ max
`∈Icr
Σ`` ≤ κ2.
The proof of Theorem 1 shows that the results in this theorem still hold true if we replace
θr by κ2. This observation leads to the fact that we can select a tuning parameter having
the properties of the theorem that does not depend on the unknown sparsity level Kr.
Therefore, our estimator is adaptive to the underlying unknown bandwidths.
Connections to the regression setting
In (2.1) we showed that estimation of the r-th row of L can be interpreted as
a regression of Xr on its predecessors. It is thus very interesting to compare
Theorem 1 to the standard high-dimensional regression results. Consider the
following linear model of a vector y ∈ Rn of the form
y = Zη + ω ω ∼ N(0, σ2In) (2.17)
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where η ∈ Rp is the unknown but fixed parameter to estimate, Z ∈ Rn×p is the
design matrix with each row an observation of p predictors, σ2 is the variance of
the zero-mean additive noise ω. A standard approach in the high-dimensional
setting where p  n is the lasso (Tibshirani 1996), which solves the convex
optimization problem,
min
η∈Rp
1
2n
‖y − Zη‖22 + λ ‖η‖1 , (2.18)
where λ > 0 is a regularization parameter. In the setting where η is assumed
to be sparse, the lasso solution is known to be able to successfully recover the
signed support of the true η with high probability when λ is of the scale σ
√
log p
n
and certain technical conditions are satisfied (Wainwright 2009).
Despite the added complications of working with the log term in the objec-
tive of (2.8), Theorem 1 gives a clear indication that, in terms of difficulty of sup-
port recovery, the row estimate problem (2.8) is essentially the same as a lasso
problem with random design, i.e., with each row zi ∼ N(0,Σ) (Theorem 3, Wain-
wright 2009). Indeed, a comparison shows that the two irrepresentable condi-
tions are equivalent. Moreover, θr plays the same role as Wainwright (2009)’s
maxi
(
ΣS cS c − ΣS cS (ΣS S )−1 ΣS S c
)
ii
, a threshold constant of the conditional covari-
ance, where S is the support of the true η.
Sta¨dler et al. (2010) introduce an alternative approach to the lasso, in the
context of penalized mixture regression models, that solves the optimization
problem,
(φˆ, ρˆ) = arg min
φ,ρ
{
−2 log ρ + 1
n
‖ρy + Zφ‖22 + λ ‖φ‖1
}
, (2.19)
where σˆ = ρˆ−1 and ηˆ = −φˆ/ρˆ. Note that (2.19) basically coincides with (2.8)
except for the penalty.
20
In Sta¨dler et al. (2010), the authors study the asymptotic and non-asymptotic
properties of the `1-penalized estimator for the general mixture regression mod-
els where the loss functions are non-convex. The theoretical properties of (2.19)
are studied in Sun & Zhang (2010), which partly motivates the scaled lasso (Sun
& Zhang 2012).
The theoretical work of Sun & Zhang (2010) differs from ours both in that
they study the `1 penalty (instead of the hierarchical group lasso) and in their
assumptions. The nature of our problem requires the sample matrix to be ran-
dom (as in A1), while Sun & Zhang (2010) considers the fixed design setting,
which does not apply in our context. Moreover, they provide prediction consis-
tency and a deviation bound of the regression parameters estimation in `1 norm.
We give exact signed support recovery results for the regression parameters as
well as estimation deviation bounds in various norm criteria. Also, they take an
asymptotic point of view while we give finite sample results.
2.4.2 Matrix bandwidth recovery result
With the properties of the row estimators in place, we are ready to state results
about estimation of the matrix L. The following theorem gives an analogue to
Theorem 1 in the matrix setting. Under similar conditions, with one particular
choice of tuning parameter, the estimator recovers the true bandwidth for all
rows adaptively with high probability.
Theorem 3. Let θ = maxr θr and K = maxr Kr, and take
λ =
8
α
√
2θ log p
n
(2.20)
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and weights given by (2.7). Under Assumptions A1–A4, if (n, p,K) satisfies
n > α−2θκ2
(
12pi2K + 32
)
log p, (2.21)
then with probability greater than 1 − cp−1 for some constant c independent of n and p,
the following properties hold:
1. The estimator Lˆ is unique, and it is at least as sparse as L, i.e., Kˆr ≤ Kr for all r.
2. The estimator Lˆ satisfies the element-wise `∞ bound,
∥∥∥Lˆ − L∥∥∥∞ ≤ λ (4 maxr ∣∣∣∣∣∣∣∣∣(ΣIrIr)−1∣∣∣∣∣∣∣∣∣∞ + 5κ2) . (2.22)
3. If in addition,
min
r
min
j≥Jr+1
∣∣∣Lr j∣∣∣ > λ (4 max
r
∣∣∣∣∣∣∣∣∣(ΣIrIr)−1∣∣∣∣∣∣∣∣∣∞ + 5κ2) , (2.23)
then exact signed support recovery holds: sign(Lˆr j) = sign(Lr j) for all r and j.
Proof. See Appendix A.7. 
As discussed in Remark 2, we can replace θ with its upper bound κ2, and
the results remain true. This theorem shows that one can properly estimate the
sparsity pattern across all rows exactly using only one tuning parameter chosen
without any prior knowledge of the true bandwidths. In Section 2.4.1, we noted
that the conditions required for support recovery and the element-wise `∞ error
bound for estimating a row of L is similar to those of the lasso in the regression
setting. A union bound argument allows us to translate this into exact band-
width recovery in the matrix setting and to derive a reasonable convergence
rate under conditions as mild as that of a lasso problem with random design.
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This technique is similar in spirit to neighborhood selection (Meinshausen &
Bu¨hlmann 2006), though our approach is likelihood-based.
Comparing (2.21) to (2.14), we see that the sample size requirement for re-
covering L is determined by the least sparse row. While intuitively one would
expect the matrix problem to be harder than any single row problem, we see
that in fact the two problems are basically of the same difficulty (up to a multi-
plicative constant).
In the setting where variables exhibit a natural ordering, Shojaie & Michai-
lidis (2010) proposed a penalized likelihood framework like ours to estimate
the structure of directed acyclic graphs (DAGs). Their method focuses on vari-
ables which are standardized to have unit variance. In this special case, penal-
ized likelihood does not involve the log-determinant term and under similar
assumptions to ours, they proved support recovery consistency. However, they
use lasso and adaptive lasso (Zou 2006) penalties, which do not have the built-in
notion of local dependence. Since these `1-type penalties do not induce struc-
tured sparsity in the Cholesky factor, the resulting precision matrix estimate is
not necessarily sparse. By contrast, our method does not assume unit variances
and learns an adaptively banded structure for Lˆ that leads to a sparse Ωˆ (thereby
encoding conditional dependencies).
To study the difference between the ordered and non-ordered problems, we
compare our method with Ravikumar et al. (2011), who studied the graphical
lasso estimator in a general setting where variables are not necessarily ordered.
Let S index the edges of the graph specified by the sparsity pattern of Ω =
Σ−1. The sparsity recovery result and convergence rate are established under an
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irrepresentable condition imposed on Γ = Σ ⊗ Σ ∈ Rp2×p2 :
max
e∈Sc
∥∥∥ΓeS (ΓSS)−1∥∥∥1 ≤ (1 − α) (2.24)
for some α ∈ (0, 1]. Our Assumption A3 is on each variable through the en-
tries of the true covariance Σ while (2.24) imposes such a condition on the edge
variables Y( j,k) = X jXk − E
(
X jXk
)
, resulting in a vector `1-norm restriction on a
much larger matrix Γ, which can be more restrictive for large p. More specif-
ically, condition (2.24) arises in Ravikumar et al. (2011) to tackle the analysis
of the log det Ω term in the graphical lasso problem. By contrast, in our setting
the parameterization in terms of L means that the log det term is simply a sum
of log terms on diagonal elements and is thus easier to deal with, leading to
the milder irrepresentable assumption. Another difference is that they require
the sample size n > cκ2
Γ
d2 log p for some constant c. The quantity d measures
the maximum number of non-zero elements in each row of the true Σ, which
in our case is 2K + 1, and κΓ =
∣∣∣∣∣∣∣∣∣(ΓSS)−1∣∣∣∣∣∣∣∣∣∞ can be much larger than κ2. Thus,
comparing to (2.21), one finds that their sample size requirement is much more
restrictive. A similar comparison could also be made with the lasso penalized D-
trace estimator (Zhang & Zou 2014), whose irrepresentable condition involves
Γ = (Σ⊗ I+ I⊗Σ)/2 ∈ Rp2×p2 . Of course, the results in both Ravikumar et al. (2011)
and Zhang & Zou (2014) apply to estimators invariant to permutation of vari-
ables; additionally, the random vector only needs to satisfy an exponential-type
tail condition.
2.4.3 Precision matrix estimation consistency
Although our primary target of interest is L, the parameterization Ω = LTL
makes it natural for us to try to connect our results of estimating L with the
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vast literature in directly estimating Ω, which is the standard estimation target
when the known ordering is not available. In this section, we consider the es-
timation consistency of Ω using the results we obtained for L. The following
theorem gives results of how well Ωˆ = LˆT Lˆ performs in estimating the true pre-
cision matrix Ω = LTL in terms of various matrix norm criteria.
Theorem 4. Let θ = maxr θr, K = maxr Kr and s =
∑
r Kr denote the total number of
non-zero off-diagonal elements in L. Define ζΣ = 8
√
2θ
α
(
4 maxr
∣∣∣∣∣∣∣∣∣(ΣIrIr)−1∣∣∣∣∣∣∣∣∣∞ + 5κ2). Un-
der the assumptions in Theorem 3, the following deviation bounds hold with probability
greater than 1 − cp−1 for some constant c independent of n and p:
∥∥∥Ωˆ −Ω∥∥∥∞ ≤ 2ζΣ|||L|||∞
√
log p
n
+ ζ2Σ (K + 1)
log p
n
,
∣∣∣∣∣∣∣∣∣Ωˆ −Ω∣∣∣∣∣∣∣∣∣∞ ≤ 2ζΣ|||L|||∞ (K + 1)
√
log p
n
+ ζ2Σ (K + 1)
2 log p
n
,
∣∣∣∣∣∣∣∣∣Ωˆ −Ω∣∣∣∣∣∣∣∣∣
2
≤ 2ζΣ|||L|||∞ (K + 1)
√
log p
n
+ ζ2Σ (K + 1)
2 log p
n
,
∥∥∥Ωˆ −Ω∥∥∥
F
≤ 2κζΣ
√
(s + p) log p
n
+ ζ2Σ (K + 1)
√
s + p
log p
n
.
When the quantities ζΓ, |||L|||∞, and κ are treated as constants, these bounds
can be summarized more succinctly as follows:
Proof. See Appendix A.8. 
Corollary 5. Using the notation and conditions in Theorem 4, if ζΓ, |||L|||∞, and κ remain
constant, then the scaling (K + 1)2 log p = o(n) is sufficient to guarantee the following
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estimation error bounds:
∥∥∥Ωˆ −Ω∥∥∥∞ = OP

√
log p
n
 ,
∣∣∣∣∣∣∣∣∣Ωˆ −Ω∣∣∣∣∣∣∣∣∣∞ = OP
(K + 1)
√
log p
n
 ,
∣∣∣∣∣∣∣∣∣Ωˆ −Ω∣∣∣∣∣∣∣∣∣
2
= OP
(K + 1)
√
log p
n
 ,
∥∥∥Ωˆ −Ω∥∥∥
F
= OP

√
(s + p) log p
n
 .
The conditions for these deviation bounds to hold are those required for sup-
port recovery as in Theorem 3. In many cases where estimation consistency is
more of interest than support recovery, we can still deliver the desired error rate
in Frobenius norm, matching the rate derived in Rothman et al. (2008). In par-
ticular, we can drop the strong irrepresentable assumption (A3) and weaken the
Gaussian assumption (A1) to the following marginal sub-Gaussian assumption:
A5 Marginal sub-Gaussian assumption: The sample matrix X ∈ Rn×p has n inde-
pendent rows with each row drawn from the distribution of a zero-mean
random vector X = (X1, · · · , Xp)T with covariance Σ and sub-Gaussian
marginals, i.e.,
E exp
(
tX j/
√
Σ j j
)
≤ exp
(
Ct2
)
for all j = 1, . . . , p, t ≥ 0 and for some constant C > 0 that does not depend
on j.
Theorem 6. Under Assumption A2, A4 and A5, with tuning parameter λ of scale√
log p
n and weights as in (2.7), the scaling (s + p) log p = o(n) is sufficient for the fol-
26
lowing estimation error bounds in Frobenius norm to hold:∥∥∥Lˆ − L∥∥∥
F
= OP

√
(s + p) log p
n
 ,
∥∥∥Ωˆ −Ω∥∥∥
F
= OP

√
(s + p) log p
n
 .
Proof. See Appendix A.9. 
The rates in Corollary 5 (and Theorem 6) essentially match the rates obtained
in methods that directly estimate Ω (e.g., the graphical lasso estimator, studied
in Rothman et al. 2008, Ravikumar et al. 2011, and the column-by-column meth-
ods as in Cai et al. 2011, Liu et al. 2017, and Sun & Zhang 2013). However,
the exact comparison in rates with these methods is not straightforward. First,
the targets of interest are different. In the setting where the variables have a
known ordering, we are more interested in the structural information among
variables that is expressed in L, and thus accurate estimation of L is more im-
portant. When such ordering is not available as considered in Rothman et al.
(2008), Cai et al. (2011), Liu et al. (2017) and so on, however, the conditional de-
pendence structure encoded by the sparsity pattern in Ω is more of interest, and
the accuracy of directly estimating Ω is the focus. Moreover, deviation bounds
of different methods are built upon assumptions that treat different quantities as
constants. Quantities that are assumed to remain constant in the analysis of one
method might actually be allowed to scale with ambient dimension in a non-
trivial manner in another method, which makes direct rate comparison among
different methods complicated and less illuminating.
Our analysis can be extended to the unweighted version of our estimator, i.e.,
with weightw`m = 1, but under more restrictive conditions and with slower rates
of convergence. Specifically, Assumption A3 becomes max`∈Icr
∥∥∥Σ`Ir (ΣIrIr)−1∥∥∥1 ≤
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(1 − α) /Kr for each r = 2, . . . , p. With the same tuning parameter choice (2.13)
and (2.20), the terms of Kr and K in sample size requirements (2.14) and (2.21)
are replaced with K2r and K2, respectively. The estimation error bounds in all
norms are multiplied by an extra factor of K. All of the above indicates that in
highly sparse situations (in which K is very small), the unweighted estimator
has very similar theoretical performance to the weighted estimator.
2.5 Simulation study
In this section we study the empirical performance of our estimators (both with
weights as in (2.7) and with no weights, i.e., w`m = 1) on simulated data. For
comparison, we include two other sparse precision matrix estimators designed
for the ordered-variable case:
• Non-Adaptive Banding (Bickel & Levina 2008): This method estimates
L as a lower-triangular matrix with a fixed bandwidth K applying across
all rows. The regularization parameter used in this method is the fixed
bandwidth K.
• Nested Lasso (Levina et al. 2008): This method yields an adaptive banded
structure by solving a set of penalized least-squares problems (both the
loss function and the nested-lasso penalty are non-convex). The regular-
ization parameter controls the amount of penalty and thus the sparsity
level of the resulting estimate.
All simulations are run at a sample size of n = 100, where each sample is
drawn independently from the p-dimensional normal distribution N(0, (LTL)−1).
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We compare the performance of our estimators with the methods above both in
terms of support recovery (in Section 2.5.1) and in terms of how well Lˆ estimates
L (in Section 2.5.2). For support recovery, we consider p = 200 and for estimation
accuracy, we consider p = 50, 100, 200, which corresponds to settings where
p < n, p = n, and p > n, respectively.
We simulate under the following models for L. We adapt the parameteriza-
tion L = D−1T as in Khare et al. (2016), where D is a diagonal matrix with diago-
nal elements drawn randomly from a uniform distribution on the interval [2, 5],
and T is a lower-triangular matrix with ones on its diagonal and off-diagonal
elements defined as follows:
• Model 1: Model 1 is at one extreme of bandedness of the Cholesky factor
L, in which we take the lower triangular matrix L ∈ Rp×p to have a strictly
banded structure, with each row having the same bandwidth Kr = K = 1
for all r. Specifically, we take Tr,r = 1, Tr,r−1 = 0.8 and Tr, j = 0 for j < r − 1.
• Model 2: Model 2 is at the other extreme, in which we allow Kr to vary
with r. We take T to be a block diagonal matrix with 5 blocks, each of size
p/5. Within each block, with probability 0.5 each row r is assigned with a
non-zero bandwidth that is randomly drawn from a uniform distribution
on {1, . . . , r − 1} (for r > 1). Each non-zero element in T is then drawn
independently from a uniform distribution on the interval [0.1, 0.4], and is
assigned with a positive/negative sign with probability 0.5.
• Model 3: Model 3 is a denser and thus more challenging version of Model
2, with T a block diagonal matrix with only 2 blocks. Each of the blocks is
of size p/2 but is otherwise generated as in Model 2.
• Model 4: Model 4 is a dense block diagonal model. The matrix T has a
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Model 1 Model 2 Model 3 Model 4
Figure 2.3: Schematic of four simulation scenarios with p = 100: (from left
to right) Model 1 is strictly banded, Model 2 has small variable
bandwidth, Model 3 has large variable bandwidth, and Model
4 is block-diagonal. Black, gray, and white stand for positive,
negative, and zero entries, respectively. The proportion of ele-
ments that are non-zero is 4%, 6%, 15%, and 26%, respectively.
completely dense lower-triangular block from the p/4-th row to the 3p/4-
th row and is zero everywhere else. Within this block, all off-diagonal
elements are drawn uniformly from [0.1, 0.2], and positive/negative signs
are then assigned with probability 0.5.
Model 1 is a stationary autoregressive model of order 1. By the regression
interpretation (2.1), for each r, it can be verified that the autoregressive poly-
nomial of the r-th row of Models 2, 3, and 4 has all roots outside the unit cir-
cle, which characterizes stationary autoregressive models of orders equal to the
corresponding row-wise bandwidths. See Figure 2.3 for examples of the four
sparsity patterns for p = 100. The non-adaptive banding method should benefit
from Model 1 while the nested lasso and our estimators are expected to perform
better in the other three models where each row has its own bandwidth.
For all four models and every value of p considered, we verified that As-
sumptions A3 and A4 hold and then simulated n = 100 observations according
to each of the four models based on Assumption A1.
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2.5.1 Support recovery
We first study how well the different estimators identify zeros in the four models
above. We generate n = 100 random samples from each model with p = 200.
The tuning parameter λ ≥ 0 in (2.5) measures the amount of regularization and
determines the sparsity level of the estimator. We use 100 tuning parameter
values for each estimator and repeat the simulation 10 times.
Figure 2.4 shows the sensitivity (fraction of true non-zeros that are correctly
recovered) and specificity (fraction of true zeros that are correctly set to zero) of
each method parameterized by its tuning parameter (in the case of non-adaptive
banding, the parameter is the bandwidth itself, ranging from 0 to p−1). Each set
of 10 curves of the same color corresponds to the results of one estimator, and
each curve within the set corresponds to the result of one draw from 10 sim-
ulations. Curves closer to the upper-right corner indicate better classification
performance (the x + y = 1 line corresponds to random guessing).
The sparsity level of the non-adaptive banding estimator depends only on
the pre-specified bandwidth (which is the method’s tuning parameter) and not
on the data itself. Consequently, the sensitivity-specificity curves for the non-
adaptive banding do not vary across replications when simulating from a partic-
ular underlying model. The sparsity levels of the nested lasso and our methods,
by contrast, hinge on the data, thus giving a different curve for each replication.
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Figure 2.4: ROC curves showing support recovery when the true L
(top-left) is strictly banded, (top-right) has small variable
bandwidth, (bottom-left) has large variable bandwidth, and
(bottom-right) is block-diagonal, over 10 replications.
In practice, we find that our methods and the nested lasso sometimes pro-
duce entries with very small, but non-zero, absolute values. To study support
recovery, we set all estimates whose absolute values are below 10−10 to zero,
both in our estimators and the nested lasso.
In Model 1, we observe that all methods considered attain perfect classifica-
tion accuracy for some value of their tuning parameter. While the non-adaptive
approach is guaranteed to do so in this scenario, it is reassuring to see that the
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more flexible methods can still perfectly recover this sparsity pattern.
In Model 2, we observe that our two methods outperform the nested lasso,
which itself, as expected, outperforms the non-adaptive banding method. As
the model becomes more challenging (from Model 2 to Model 4), the perfor-
mances of all four methods start deteriorating. Interestingly, the nested lasso
no longer retains its advantage over non-adaptive banding in Models 3 and 4,
while the performance advantage of our methods become even more substan-
tial.
The fact that the unweighted version of our method outperforms the
weighted version stems from the fact that all models are comparatively sparse
for p = 200, and so the heavier penalty on each row delivered by the unweighted
approach recovers the support more easily than the weighted version.
2.5.2 Estimation accuracy
We proceed by comparing the estimators in terms of how far Lˆ is from L. To this
end, we generate n = 100 random samples from the four models with p = 50,
p = 100, and p = 200. Each method is computed with its tuning parameter
selected to maximize the Gaussian likelihood on the validation data in a 5-fold
cross-validation. For comparison, we report the estimation accuracy of each
estimate in terms of the scaled Frobenius norm 1p
∥∥∥Lˆ − L∥∥∥2
F
, the matrix infinity
norm
∣∣∣∣∣∣∣∣∣Lˆ − L∣∣∣∣∣∣∣∣∣∞, the spectral norm ∣∣∣∣∣∣∣∣∣Lˆ − L∣∣∣∣∣∣∣∣∣2, and the (scaled) Kullback-Leibler
loss 1p
[
tr(Ω−1Ωˆ) − log det(Ω−1Ωˆ) − p
]
(Levina et al. 2008).
The simulation is repeated 50 times, and the results are summarized in Fig-
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ure 2.5 through Figure 2.8. Each figure corresponds to a model, and consists
of a 4-by-3 panel layout. Each row corresponds to an error measure, and each
column corresponds to a value of p.
As expected, the non-adaptive banding estimator does better than the other
estimators in Model 1. In Models 2, 3, and 4, where bandwidths vary with row,
our estimators and the nested lasso outperform non-adaptive banding.
A similar pattern is observed as in support recovery. As the model becomes
more complex and p gets larger, the performance of the nested lasso degrades
and gradually becomes worse than non-adaptive banding. By contrast, as the
estimation problem becomes more difficult, the advantage in performance of
our methods becomes more obvious.
We again observe that the unweighted estimator performs better than the
weighted one. As shown in Section 2.4, the overall performance of our method
hinges on the underlying model complexity (measured in terms of maxr Kr) as
well as the relative size of n and p. When n is relatively small, usually a more
constrained method (like the unweighted estimator) is preferred over a more
flexible method (like the weighted estimator). So in our simulation setting, it
is reasonable to observe that the unweighted method works better. Note that
as the underlying L becomes denser (from Model 1 to Model 4), the perfor-
mance difference between the weighted and the unweighted estimator dimin-
ishes. This corroborates our discussion in the end of Section 2.4 that the perfor-
mance of the unweighted estimator becomes worse when the underlying model
is dense.
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Figure 2.5: Estimation accuracy when data are generated from Model 1,
which is strictly banded.
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Figure 2.6: Estimation accuracy when data are generated from Model 2,
which has small variable bandwidth.
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Figure 2.7: Estimation accuracy when data are generated from Model 3,
which has large variable bandwidth.
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Figure 2.8: Estimation accuracy when data are generated from Model 4,
which is block-diagonal.
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2.6 Applications to data examples
In this section, we illustrate the practical merits of our proposed method by
applying it to two data examples. We start with an application to genomic data
where our method can help model the local correlations along the genome. In
Section 2.6.2 we compare our method with other estimators within the context
of a sound recording classification problem.
2.6.1 An application to genomic data
We consider an application of our estimator to modeling correlation along the
genome. Genetic mutations that occur close together on a chromosome are more
likely to be co-inherited than mutations that are located far apart (or on separate
chromosomes). This leads to local correlations between genetic variants in a
population. Biologists refer to this local dependence as linkage disequilibrium
(LD). The width of this dependence is known to vary along the genome due to
the variable locations of recombination hotspots, which suggests that adaptively
banded estimators may be quite suitable in these contexts.
We study HapMap phase 3 data from the International HapMap project
(Consortium et al. 2010). The data consist of n = 167 humans from the YRI
(Yoruba in Ibadan, Nigeria) population, and we focus on p = 201 consecutive
tag SNPs on chromosome 22 (after filtering out infrequent sites with minor allele
frequency ≤ 10%).
While tag SNP data, which take discrete values {0, 1, 2}, are non-Gaussian,
we argue that our estimator is still sensible to use in this case. First, the param-
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eterization Ω = LTL does not depend on the Gaussian assumption. Moreover
the estimator corresponds to minimizing a penalized Bregman divergence of
the log-determinant function (Ravikumar et al. 2011). Furthermore, the least-
squares term in (2.5) can be interpreted as minimizing the prediction error in
the linear models (2.1) while the log terms act as log-barrier functions to impose
positive diagonal entries (which ensures that the resulting Lˆ is a valid Cholesky
factor).
To gauge the performance of our estimator on modeling LD, we randomly
split the 167 samples into training and testing sets of sizes 84 and 83, respec-
tively. Along a path of tuning parameters with decreasing values, estimators Lˆ
are computed on the training data. To evaluate Lˆ on a vector x˜ from the test data
set, we can compute the error in predicting Lˆrr x˜r using −∑r−1k=1 Lˆr,k x˜k via (2.1) for
each r, giving the error
err(x˜) =
1
p − 1
p∑
r=2
Lˆrr x˜r + r−1∑
k=1
Lˆr j x˜k
2 . (2.25)
This quantity (with mean and the standard deviation over test samples) is re-
ported in Figure 2.9 for our estimator under the two weighting schemes. Recall
that the quadratically decaying weights (2.7) act essentially like the `1 penalty.
For numerical comparison, we also include the result of the estimator with `1
penalty, which is the CSCS (Convex Sparse Cholesky Selection) method proposed
in Khare et al. (2016). For both the non-adaptive banding and the nested lasso
methods, we found that their implementations fail to work due to the collinear-
ity of the columns of X.
Figure 2.9 shows that our estimators are effective in improving modeling
performance over a diagonal estimator (attained when λ is sufficiently large)
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Figure 2.9: Prediction error (computed on an independent test set) of the
weighted (left), unweighted (middle), and CSCS (right) estima-
tors.
and strongly outperform the plain MLE (as evidenced by the sharp increase in
prediction error as λ → 0). As expected, the weighted estimator performs very
similarly to the CSCS estimator, which uses the `1 penalty. Both of these perform
better than the unweighted one. However, the sparsity pattern obtained by the
two penalties are different (as shown in Figure 2.10).
In Figure 2.10 we show the recovered signed support of the weighted, un-
weighted, and CSCS estimators and their corresponding precision matrices.
Black, gray, and white stand for positive, negative, and zero entries, respec-
tively. Tuning parameters are chosen using the one-standard-error rule (see,
e.g., Hastie et al. 2009). The r-th row of the estimated matrix Lˆ reveals the num-
ber of neighboring SNPs necessary for reliably predicting the state of the r-th
SNP. Interestingly, we see some evidence of small block-like structures in Lˆ, con-
sistent with the hotspot model of recombination as previously described. This
regression-based perspective to modeling LD may be a useful complement to
the more standard approach, which focuses on raw marginal correlations. Fi-
nally, the sparsity recovered by the CSCS estimator, which uses the `1 penalty, is
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Figure 2.10: Estimates of linkage disequilibrium with tuning parameters
selected by the one-standard-error rule and their correspond-
ing precision matrix estimates.
less easily interpretable, since some entries far from the diagonal are non-zero,
losing the notion of ‘local’.
2.6.2 An application to phoneme classification
In this section, we develop an application of our method to a classification prob-
lem described in Hastie et al. (2009). The data contain n = 1717 continuous
speech recordings, which are categorized into two vowel sounds: ‘aa’ (n1 = 695)
and ‘ao’ (n2 = 1022). Each observation (xi, yi) has a predictor xi ∈ Rp represent-
ing the (log) intensity of the sound across p = 256 frequencies and a class label
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yi ∈ {1,−1}. It may be reasonable to apply our method in this problem since the
features are frequencies, which come with a natural ordering
In linear discriminant analysis (LDA), one models the features as multivari-
ate Gaussian conditional on the class: xi|yi = k ∼ Np(µ(k),Σ) for k ∈ {1,−1}; in
quadratic discriminant analysis (QDA), one allows each class to have its own
covariance matrix: xi|yi = k ∼ Np(µ(k),Σ(k)). The LDA/QDA classification rules
assign an observation x ∈ Rp to class k that maximizes Pˆ(y = k|x) ∝ Pˆ(x|y =
k)Pˆ(y = k), where the estimated probability Pˆ(x|y = k) is calculated using max-
imum likelihood estimates µˆ(k), Σˆ, and Σˆ(k). More precisely, in the ordered case,
the resulting class k maximizes the LDA/QDA scores:
δ(k)LDA(x) = x
T Ωˆµˆ(k) − 1
2
(µˆ(k))T Ωˆµˆ(k) + log pˆi(k)
= (Lˆx)T Lˆµˆ(k) − 1
2
∥∥∥Lˆµˆ(k)∥∥∥2
2
+ log pˆi(k) (2.26)
δ(k)QDA(x) = x
T Ωˆ(k)µˆ(k) − 1
2
(µˆ(k))T Ωˆ(k)µˆ(k) + log pˆi(k)
= (Lˆ(k)x)T Lˆ(k)µˆ(k) − 1
2
∥∥∥Lˆ(k)µˆ(k)∥∥∥2
2
+ log pˆi(k). (2.27)
Note that it is the precision matrix, not the covariance matrix, that is used in the
above scores. In the setting where p > n, the MLE of Ω or Ω(k) does not exist.
A regularized estimate of precision matrix that exploits the natural ordering
information can be helpful in this setting.
To demonstrate the use of our estimator in the high-dimensional setting, we
randomly split the data into two parts, with 10% of the data assigned to the
training set and the remaining 90% of the data assigned to the test set. On
the training set, we use 5-fold cross-validation to select the tuning parameter
minimizing misclassification error on the validation data. The estimates Lˆ and
Lˆ(k) are then plugged into (2.26) and (2.27) along with µˆ(k) =
∑
i∈class k xi/n(k) and
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Unweighted Weighted Nested Lasso Non-adaptive CSCS
LDA 0.271 0.246 0.250 0.268 0.245
QDA 0.232 0.256 0.221 0.246 0.267
Table 2.1: Average test data classification error rate of discriminant analy-
sis of phoneme data
pˆi(k) = n(k)/ntrain to calculate the misclassification error in the test set. For com-
parison, we also include non-adaptive banding, the nested lasso, and CSCS. We
compute the classification error (summarized in Table 2.1), averaged over 10
random train-test splits.
We first observe that, in general, the adaptive methods perform better than
the non-adaptive one (which assumes a fixed bandwidth). It is again found that
the performance of the weighted estimator is very similar to the one using `1
penalty (i.e., the CSCS method). And our results are comparable to the nested
lasso both in LDA and QDA. Interestingly, we find that the weighted estimator
does better in LDA while the unweighted estimator performs better in QDA.
The reason, we suspect, is that QDA requires the estimation of more parameters
than LDA and therefore favors more constrained methods like the unweighted
estimator, which more strongly discourages non-zeros from being far from the
diagonal than the weighted one.
An R (R Core Team 2017) package, named varband, is available on CRAN,
implementing our estimator. The estimation is very fast with core functions
coded in C++, allowing us to solve large-scale problems in substantially less
time than is possible with the R-based implementation of the nested lasso.
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CHAPTER 3
ESTIMATING THE ERROR VARIANCE IN A HIGH-DIMENSIONAL
LINEAR MODEL
Portions of this chapter were available in Yu & Bien (2017a)
3.1 Introduction
The linear model
y = Xβ∗ + ε ε ∼ N(0, σ2In), (3.1)
is one of the most fundamental models in statistics. It describes the relationship
between a vector y ∈ Rn of n independent observations of a response variable
and a matrix X ∈ Rn×p of n observations of p features. The unknown parameters
of this model are the vector of coefficients β∗ ∈ Rp, which expresses how y re-
lates to X, and the error variance σ2, which captures the noise level or extent to
which y cannot be predicted fromX: The vector ε ∈ Rn consists of independently
and identically distributed zero-mean Gaussian errors with variance σ2. When
p  n, estimating β∗ is a challenging, well-studied problem. Perhaps the most
common method in this setting is the lasso (Tibshirani 1996), which assumes that
β∗ is sparse and solves the following convex optimization problem:
βˆλ ∈ arg min
β∈Rp
(
n−1 ‖y − Xβ‖22 + 2λ ‖β‖1
)
. (3.2)
Over the past decade, an extensive literature has emerged studying the proper-
ties of βˆλ from both computational (see, e.g., Hastie et al. 2015) and theoretical
(see, e.g., Bu¨hlmann & Van De Geer 2011) perspectives.
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Compared to the vast amount of work on estimating β∗, relatively little at-
tention has been paid to the problem of estimating σ2. Nonetheless, reliable
estimation of σ2 is important for quantifying the uncertainty in estimating β∗. A
series of recent advances in high-dimensional inference (Bu¨hlmann 2013, Zhang
& Zhang 2014, Van de Geer et al. 2014, Lockhart et al. 2014, Javanmard & Mon-
tanari 2014, Lee et al. 2016, Tibshirani et al. 2016, Taylor & Tibshirani 2017, Ning
& Liu 2017, etc.) may very well be the determining factor for the widespread
adoption of the lasso and the related methods in fields where p-values and confi-
dence intervals are required. Point estimates without accompanying inferential
statements are distrusted and disregarded in these areas. Estimating σ2 reliably
in finite sample is crucial.
If β∗ were known, then the optimal estimator for σ2 would of course be
n−1‖y − Xβ∗‖22 = n−1‖ε‖22. Thus, a naive estimator for σ2 based on an estimator
βˆ of β∗ would be
σˆ2naive =
1
n
‖y − Xβˆ‖22. (3.3)
However, a simple calculation in the classical n > p setting shows that such
an estimator is biased downward: a least-squares oracle with knowledge of the
true support S = { j : β∗j , 0} scales this to give an unbiased estimator:
σˆ2oracle =
1
n − |S | ‖y − XSX
+
Sy‖22, (3.4)
where XS is a sub-matrix of X with columns indexed by S and X+S is its pseu-
doinverse. Many papers in this area discuss the difficulty of estimating σ2 and
warn of the perils of underestimating it: if σ2 is underestimated then one gets
anti-conservative confidence intervals, which are highly undesirable (Tibshirani
et al. 2018).
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Reid et al. (2016) carry out an extensive review and simulation study of sev-
eral estimators of σ2 (Fan et al. 2012, Sun & Zhang 2012, Dicker 2014), and they
devote special attention to studying the estimator
σˆ2R =
1
n − sˆλ ‖y − Xβˆλ‖
2
2, (3.5)
where βˆλ is as in (3.2), with λ selected using a cross-validation procedure, and
sˆλ is the number of nonzero elements in βˆλ. They show that (3.5) has promising
performance in a wide range of simulation settings and provide an asymptotic
theoretical understanding of the estimator in the special case where X is an or-
thogonal matrix.
While intuition from (3.4) suggests that (3.5) is a quite reasonable estimator
when S can be well recovered, it also points to the question of how well the
estimator will perform when S is not well recovered by the lasso. The condi-
tions required for the lasso to recover S are much stricter than the conditions
needed for it to do well in prediction (see, e.g., Van de Geer & Bu¨hlmann 2009).
The scale factor (n − sˆλ)−1 used in σˆ2R means that this approach depends not just
on the predicted values of the lasso, Xβˆλ, but on the magnitude of the set of
nonzero elements in βˆλ. Indeed, we find that in situations where recovering S
is known to be challenging, σˆ2R tends to yield less favorable empirical perfor-
mance. The theoretical development in Reid et al. (2016) sidesteps this compli-
cation by working in an asymptotic regime in which σˆ2R behaves like the naive
estimator (3.3). To understand the finite-sample performance of σˆ2R would re-
quire considering the behavior of the random variable sˆλ. Clearly, when sˆλ ≈ n,
even small fluctuations in sˆλ can lead to large fluctuations in σˆ2R. Finally, from a
practical standpoint, computing sˆλ is a numerically sensitive operation in that it
requires the choice of a threshold size for calling a value numerically zero (and
the assurance that one has solved the problem to sufficient precision).
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Based on these observations, we propose in this paper a completely different
approach to estimating σ2. The basic premise of our framework is that when
both β∗ and σ2 are unknown, it is convenient to formulate the penalized log-
likelihood problem in terms of
φ = σ−2, θ = σ−2β, (3.6)
the natural parameters of the Gaussian multiparameter exponential family with
unknown mean and variance. Whereas the negative Gaussian log-likelihood is
not jointly convex in the (β, σ) parameterization (in fact, it is nonconvex in σ),
in the natural parameterization the negative log-likelihood is jointly convex in
(φ, θ).
We penalize this negative log-likelihood with an `1-norm on the natural pa-
rameter θ and call this new estimator the natural lasso. We show in Section 3.3
that the resulting error variance estimator can in fact be very simply expressed
as the minimizing value of the regular lasso problem (3.2):
σˆ2λ = min
β∈Rp
(
1
n
‖y − Xβ‖22 + 2λ ‖β‖1
)
. (3.7)
Observing that the first term is σˆ2naive, we directly see that the natural lasso coun-
ters the naive method’s downward bias through an additive correction; this is
in contrast to σˆ2R’s reliance on a (sometimes unstable) multiplicative correction.
Computing (3.7) is clearly no harder than solving a lasso and, unlike σˆ2R, does
not require determining a threshold for deciding which coefficient estimates are
numerically zero. Furthermore, we establish finite sample bounds on the mean
squared error that hold without making any assumptions on the design matrix
X. Our theoretical analysis suggests a second approach that is also based on the
natural parameterization. The theory that we develop for this method, which
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we call the organic lasso, relies on weaker assumptions. We find that both meth-
ods have competitive empirical performance relative to σˆ2R and show particular
strength in settings in which support recovery is known to be challenging.
In addition, when βˆ in (3.3) is taken to be the standard lasso or the square-
root/scaled lasso estimator (Belloni et al. 2011, Sun & Zhang 2012), we cannot
find in previous literature an indication of whether σˆ2naive can match the same
rate of convergence as our estimators when one does not place assumptions on
the design matrix X. In this paper, we show that this is in fact the case, thus
providing a fuller story about the problem of estimating the error variance in
high-dimensional linear models
3.2 Natural parameterization
The negative log-likelihood function in (3.1) is (up to a constant)
L
(
β, σ2|X, y
)
=
n
2
logσ2 +
‖y − Xβ‖22
2σ2
.
When σ2 is known, the σ dependence can be ignored, leading to the standard
least-squares criterion; however, when σ is unknown, performing a full mini-
mization of the penalized negative log-likelihood amounts to solving a noncon-
vex optimization problem even with a convex penalty.
The nonconvexity of the Gaussian negative log-likelihood in its variance (or,
more generally, covariance matrix) is a well-known difficulty (Bien & Tibshirani
2011). In this context, working instead with the inverse covariance matrix is
common (Yuan & Lin 2007, Banerjee et al. 2008, Friedman et al. 2008). We take
an analogous approach here, considering the natural parameterization (3.6) of
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the Gaussian multiparameter exponential family with unknown variance,
L
(
φ−1θ, φ−1|X, y
)
= −n
2
log φ +
1
2
φ
∥∥∥∥∥y − X θφ
∥∥∥∥∥2
2
= −n
2
log φ + φ
‖y‖22
2
− yTXθ + ‖Xθ‖
2
2
2φ
.
Observing that attaining sparsity in θ is equivalent to attaining sparsity in β, we
propose the following penalized maximum log-likelihood estimator:
(
θˆλ, φˆλ
)
∈ arg min
φ>0, θ
(
−1
2
log φ + φ
‖y‖22
2n
− 1
n
yTXθ +
‖Xθ‖22
2nφ
+ λΩ(θ, φ)
)
(3.8)
for a convex penalty Ω(θ, φ) that induces sparsity in θ. We will focus on Ω(θ, φ) =
‖θ‖1 in Section 3.3 and Ω(θ, φ) = ‖θ‖21/φ in Section 3.4. This problem is jointly
convex in (θ, φ). While this is a general property of exponential families (due to
the convexity of the cumulant generating function), we can see it in this special
case because of the convexity of − log and the convexity of the “quadratic-over-
linear” function (Boyd & Vandenberghe 2004). Given a solution to (3.8), we can
reverse (3.6) to get estimators for σ2 and β∗:
σ˜2λ = φˆ
−1
λ , β˜λ = φˆ
−1
λ θˆλ. (3.9)
Before proceeding with an analysis of the estimator (3.9) with specific choices
of Ω(θ, φ), we point out a similarity between our method and that of Sta¨dler
et al. (2010), who consider a different convexifying reparameterization of the
Gaussian log-likelihood, using ρ = σ−1 and γ = σ−1β. They put an `1-norm
penalty on γ (which has the same sparsity pattern as β) and solve
min
ρ>0,γ
(
− log ρ + 1
2n
‖ρy − Xγ‖22 + λ ‖γ‖1
)
. (3.10)
Sun & Zhang (2010) give an asymptotic analysis of the solution to (3.10) under
a compatibility condition. A modification of this problem (Antoniadis 2010)
gives the scaled lasso (Sun & Zhang 2012), which is known to be equivalent to
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the square-root lasso (Belloni et al. 2011):
β˜SQRT = arg min
β∈Rp
(
1√
n
‖y − Xβ‖2 + λ ‖β‖1
)
, σ˜2SQRT =
1
n
∥∥∥y − Xβ˜SQRT∥∥∥22 . (3.11)
With the same parameterization (ρ, γ), Dalalyan & Chen (2012) propose the
scaled Dantzig selector under the assumption of fused sparsity. Under the re-
stricted eigenvalue condition, they establish the same rate of convergence in
estimating the error variance as the fast prediction error rate of the standard
lasso.
3.3 The natural lasso estimator of error variance
We first propose the natural lasso, which is the solution to (3.8) with Ω(θ, φ) =
‖θ‖1. One might think that solving the natural lasso would involve a specialized
algorithm. The following proposition shows, remarkably, that this is not the
case.
Proposition 7. The natural lasso estimator (β˜λ, σ˜2λ) defined in (3.9), where (θˆλ, φˆλ) is a
solution to (3.8) with Ω(θ, φ) = ‖θ‖1, satisfies the following properties:
1. β˜λ = βˆλ, a solution to the standard lasso (3.2);
2. σ˜2λ = σˆ
2
λ, the standard lasso’s optimal value (3.7).
Furthermore, σˆ2λ = (‖y‖22 − ‖Xβˆλ‖22)/n.
The proof of this proposition and all theoretical results that follow can be
found in Appendix B. Thus, to get the natural lasso estimator of (β∗, σ2), one
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simply solves the standard lasso (3.2) and returns a solution and the minimal
value.
An attractive property of the natural lasso estimator σˆ2λ is the relative ease
with which one can prove bounds about its performance. Since σˆ2λ is the optimal
value of the lasso problem, the objective value at any vector β provides an upper
bound on σˆ2λ. Likewise, any dual feasible vector provides a lower bound on σˆ
2
λ.
These considerations are used to prove the following lemma, which shows that
for a suitably chosen λ, the natural lasso variance estimator gets close to the
oracle estimator of σ2.
Lemma 8. If λ ≥ n−1‖XTε‖∞, then |σˆ2λ − n−1‖ε‖22| ≤ 2λ‖β∗‖1.
The result above is “deterministic” in that it does not rely on any statistical
assumptions or arguments. The next result adds such considerations to give a
mean squared error bound for the natural lasso.
Theorem 9. Suppose that each column X j of the matrix X ∈ Rn×p has been scaled so
that ‖X j‖22 = n for all j = 1, . . . , p, and assume that ε ∼ N
(
0, σ2In
)
. Then, for any
constant M > 1, the natural lasso estimator (3.7) with λ = σ(2Mn−1 log p)1/2 satisfies
the following relative mean squared error bound:
E

(
σˆ2λ
σ2
− 1
)2 ≤

(
8M + 8
p1−8M
log p
)1/2 ‖β∗‖1
σ
(
log p
n
)1/2
+
(
2
n
)1/2
2
.
Corollary 10.
E
∣∣∣∣∣∣σˆ2λσ2 − 1
∣∣∣∣∣∣ = O
‖β∗‖1σ
(
log p
n
)1/2 . (3.12)
Proof. This follows from Jensen’s inequality. 
Remark 11. Theorem 9 can be easily generalized to the case where the i.i.d. zero-mean
error εi with variance σ2 is sub-Gaussian or sub-exponential. A high probability bound
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can be obtained for εi with bounded polynomial moments. In particular, for any m ≥ 3,
if E(|εi|m) ≤ (m!)−12Km−2 for some K > 0, and if each column X j is scaled so that∑n
i=1 X
m
i j = n for j = 1, . . . , p, then with λ = 4Kσn
−1/2(log p)1/2 we have that∣∣∣∣∣∣σˆ2λ − ‖ε‖22n
∣∣∣∣∣∣ = O
σ ‖β∗‖1
(
log p
n
)1/2
holds with probability greater than 1 − p−1.
To put Theorem 9 in context, we devote the remainder of this section to con-
sidering what bounds are available for other methods for estimating σ2. Bayati
et al. (2013) propose an estimator of σ2 based on estimating the mean squared
error of the lasso. They show that their estimator of σ2 is asymptotically con-
sistent with fixed p as n → ∞. In contrast, we provide finite sample results and
these include the p  n case. Also, the consistency result in Bayati et al. (2013)
is based on the assumption of independent Gaussian features (and in extending
this to the case of correlated Gaussian features, the authors invoke a conjecture).
In comparison, (3.12) is essentially free of assumptions on the design matrix.
The natural lasso also compares favorably to the method-of-moments-based
estimator of Dicker (2014) in terms of mean squared error bounds. In particular,
Dicker (2014) establishes a OP[(τ2/σ2 + 1){(p + n)/n2}1/2] relative mean squared
error rate, where τ2 = ‖Σ−1/2β∗‖22 and Σ is the covariance of features X. This rate
can be much slower for large p.
Notably, the mean squared error bound in Theorem 9 does not put any as-
sumption on X, β∗, or σ2. In this sense, the result is analogous to a “slow rate”
bound (Rigollet & Tsybakov 2011, Dalalyan et al. 2017), which appears in the
lasso prediction consistency context. While it is well known (Sun & Zhang 2012)
or can be easily verified that under stronger conditions (i.e., compatibility or re-
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stricted eigenvalue conditions) the naive estimator (3.3) based on the lasso and
σ˜2SQRT in (3.11) attain a faster rate, O(|S |n−1 log p), it is natural to ask whether
these two estimators also attain a rate bound as in (3.12) when the conditions on
X are not assumed. The following two results give an affirmative answer to this
question.
Proposition 12. Under the conditions of Theorem 9, the naive estimator (3.3) based on
the lasso estimator βˆλ with λ = 4σ(n−1 log p)1/2 has the following bound with probability
greater than 1 − p−1:
∣∣∣σˆ2naive − n−1‖ε‖22∣∣∣ ≤ 16σ‖β∗‖1 ( log pn
)1/2
. (3.13)
Relatedly, Chatterjee & Jafarov (2015) also consider a setting with no as-
sumptions on X and derive an error bound O{‖β∗‖1/21 (n−1 log p)1/4} for (3.3) for
a lasso estimator βˆλ with λ in (3.2) selected using a cross-validation procedure.
Lederer et al. (2016) derive a slow rate bound for the prediction error of the
square root lasso. They show (in Lemma 2.1) that there exists a value of λ for
which λ = 3n−1/2‖XTε‖∞‖y−Xβ˜SQRT‖−12 and bound ‖Xβ˜SQRT−Xβ∗‖22 at this value. The
following result establishes the high-dimensional consistency of σ˜2SQRT under no
assumptions on X.
Proposition 13. Under the conditions of Theorem 9, for the square-root/scaled lasso
estimator σ˜2SQRT in (3.11) based on β˜SQRT with λ = 3n
−1/2‖XTε‖∞‖y −Xβ˜SQRT‖−12 has the
following bound with probability greater than 1 − p−1:∣∣∣∣∣σ˜2SQRT − 1n‖ε‖22
∣∣∣∣∣ ≤ 12σ‖β∗‖1 ( log pn
)1/2
. (3.14)
We see the rate of the natural lasso in (3.12) matches (up to a constant fac-
tor) the rates (3.13) and (3.14). The values of λ used in Propositions 12 and 13
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are larger than would be necessary for standard prediction error bounds; we
learned of this technique from Irina Gaynanova (Gaynanova n.d.), and it is key
to the proofs of the two propositions.
3.4 The organic lasso estimator of error variance
3.4.1 Method formulation
In practice, the value of the regularization parameter λ in (3.7) may be chosen
via cross-validation; however, Theorem 9 has a regrettable theoretical shortcom-
ing: it requires using a value of λ that itself depends on σ, the very quantity
that we are trying to estimate! This is a well-known theoretical limitation of
the lasso and related methods that motivated the square-root/scaled lasso. In
this section, we propose a second new method, which retains the natural pa-
rameterization, but remedies the natural lasso’s theoretical shortcoming by us-
ing a modified penalty. We define the organic lasso as a solution to (3.8) with
Ω(θ, φ) = ‖θ‖21/φ, i.e.,(
θˇλ, φˇλ
)
= arg min
φ>0, θ
(
−1
2
log φ + φ
‖y‖22
2n
− 1
n
yTXθ +
‖Xθ‖22
2nφ
+ λ
‖θ‖21
φ
)
. (3.15)
We observe that the penalty ‖θ‖21/φ is jointly convex in (φ, θ) since it can be ex-
pressed as g(h(θ), φ) where h(θ) = ‖θ‖1 is convex and g(x, φ) = x2/φ is a jointly
convex function that is strictly increasing in x for x ≥ 0 (Boyd & Vandenberghe
2004).
Given a solution to the above problem, we can reverse (3.6) to give the or-
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ganic lasso estimators of (β∗, σ2):
βˇλ = φˇ
−1
λ θˇλ, σˇ
2
λ = φˇ
−1
λ .
In direct analogy to the natural lasso, the following proposition shows that we
can find σˇ2λ and βˇλ without actually solving (3.15).
Proposition 14. The organic lasso estimators (βˇλ, σˇ2λ) correspond to the solution and
minimal value of an `21-penalized least-squares problem:
βˇλ = arg min
β∈Rp
(
1
n
‖y − Xβ‖22 + 2λ ‖β‖21
)
; (3.16)
σˇ2λ = min
β∈Rp
(
1
n
‖y − Xβ‖22 + 2λ ‖β‖21
)
. (3.17)
Thus, to compute the organic lasso estimator, one simply solves a penalized
least squares problem, where the penalty is the square of the `1 norm. This
can be thought of as the exclusive lasso with a single group (Zhou et al. 2010,
Campbell et al. 2017). We show in the next section that solving this problem is
no harder than solving a standard lasso problem.
One readily sees the connection of the organic lasso to the square-root lasso
(3.11): to get (3.17), one takes squares of both the loss and the `1 penalty of
(3.11). However, their origins are actually different in nature: the organic lasso
is a maximum of the Gaussian log-likelihood with a scale-equivariant spar-
sity inducing penalty under parameterization (3.6), while (3.11) minimizes the
`1-penalized Huber concomitant loss function (Antoniadis 2010, Sun & Zhang
2012).
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3.4.2 Algorithm
Coordinate descent is easy to implement and has steadily maintained its place
as a start-of-the-art approach for solving lasso-related problems (Friedman et al.
2007). For coordinate descent to work, one typically verifies separability in the
non-smooth part of the objective function (Tseng 2001). However, the `21 penalty
in (3.16) is not separable in the coordinates of β. Lorbert et al. (2010) propose
a coordinate descent algorithm to solve the Pairwise Elastic Net (PEN) prob-
lem, a generalization of (3.16), and a proof of the convergence of the algorithm
is given in Lorbert (2012). In Algorithm 3, we give a coordinate descent algo-
rithm specific to solving (3.16). The R package natural (Yu 2017) provides a C
implementation of Algorithm 3.
Algorithm 3: A coordinate descent algorithm to solve (3.16)
Require: Initial estimate β(0) ∈ Rp, X ∈ Rn×p, y ∈ Rn, and λ > 0.
Set β← β(0) and r← y − Xβ
for j = 1, . . . , p; 1, . . . , p; . . . (until convergence) do:
βnewj ← (2λ +
∥∥∥X j∥∥∥22 /n)−1S(XTj r/n + ∥∥∥X j∥∥∥22 β j/n, 2λ‖β− j‖1)
r← r + X jβ j − X jβnewj
β j ← βnewj
return β.
Each coordinate update is O(n), where S(a, b) = sgn(a)(|a| − b)+ is the soft-
threshold operator. Empirically Algorithm 3 is found to be essentially as fast as
solving a lasso problem. Theorem C.3.9 in Lorbert (2012) shows that, for any
initial estimate β(0) ∈ Rp, every limit point of Algorithm 3 is an optimal point
of the objective function of (3.16). This implies that the `21 penalty, although
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not separable, is well enough behaved that any point that is minimum in every
coordinate of the objective function in (3.16) is indeed a global minimum.
3.4.3 Theoretical results
A first indication that the organic lasso may succeed where the natural lasso falls
short is in terms of scale equivariance. As the design X is usually standardized
to be unitless, scale equivariance in this context refers to the effect of scaling y.
Proposition 15. The organic lasso is scale equivariant, i.e., for any t > 0,
βˇλ (ty) = tβˇλ (y) , σˇλ (ty) = tσˇλ (y) .
Scale equivariance is a property associated with the ability to prove results in
which the tuning parameter λ does not depend on σ. For example, the square-
root/scaled lasso (3.11) is scale equivariant while the lasso (and thus the natural
lasso) is not. In particular, βˆλ(ty) , tβˆλ(y), and σˆλ(ty) , tσˆλ(y) for some t > 0.
In Lemma 8, we saw how expressing an estimator as the optimal value of a
convex optimization problem allows us to take full advantage of convex duality
in order to derive bounds on the estimator. We therefore start our analysis of
(3.17) by characterizing its dual problem.
Lemma 16. The dual problem of (3.17) is
max
u∈Rn
1n (‖y‖22 − ‖y − u‖22) − 12λ
∥∥∥∥∥∥XTun
∥∥∥∥∥∥2∞
 .
Similar arguments as in Lemma 8 give a bound expressing σˇ2λ’s closeness to
the oracle estimator of σ2.
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Lemma 17. If λ ≥ n−1 ∥∥∥XT (ε/σ)∥∥∥∞, then
−2λσ2
(‖β∗‖1
σ
+
1
4
)
≤ σˇ2λ −
1
n
‖ε‖22 ≤ 2λ ‖β∗‖21 .
Comparing with Lemma 8, we see that the condition on λ depends only on
a quantity ε/σ ∼ N(0, In) that is independent of σ2. Indeed, this leads to a mean
squared error bound with the desired property of λ not depending on σ.
Theorem 18. Suppose that each column X j of the matrix X ∈ Rn×p has been scaled so
that ‖X j‖22 = n for all j = 1, . . . , p, and ε ∼ N
(
0, σ2In
)
. Then, for any constant M >
1, the organic lasso estimator (3.17) with λ = (2Mn−1 log p)1/2 satisfies the following
relative mean squared error bound:
E

(
σˇ2λ
σ2
− 1
)2 ≤

(
8M + 8
p1−8M
log p
)1/2
max
(‖β∗‖21
σ2
,
‖β∗‖1
σ
+
1
4
) (
log p
n
)1/2
+
(
2
n
)1/2
2
.
(3.18)
Compared with Theorem 9, the organic lasso estimator ofσ2 retains the same
rate in terms of n and p but has a slower rate in terms of σ−1 ‖β∗‖1. Importantly,
though, the value of λ attaining (3.18) does not depend on σ. As in Remark 11,
similar high-probability bounds can be obtained for εwith bounded polynomial
moments.
Although not central to our main purpose, the organic lasso estimator (3.16)
of β∗ is interesting in its own right. The following theorem gives a slow rate
bound in prediction error.
Theorem 19. For any L > 0, the solution to (3.16) with λ = {2n−1(log p + L)}1/2 has
the following bound on the prediction error with probability greater than 1 − e−L:
1
n
∥∥∥Xβˇλ − Xβ∗∥∥∥22 ≤ (σ2 + 4 ‖β∗‖21) (2 log p + 2Ln
)1/2
.
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In Appendix B.10, we provide mappings between the path of the natural
lasso, {βˆλ : λ > 0}, and the path of the organic lasso {βˇλ : λ > 0}. We also include
a fast-rate prediction error bound of (3.16) under a compatibility condition.
3.5 Simulation studies
3.5.1 Simulation settings
Reid et al. (2016) carry out an extensive simulation study to compare many error
variance estimators. We have matched their simulation settings fairly closely,
so that the performance comparison with various other methods mentioned in
Reid et al. (2016) can be inferred. Specifically, all simulations are run with p =
500 and n = 100. Each row of the design X is generated from a multivariate
N(0,Σ), with Σi j = ρ ∈ (0, 1) for i , j and Σii = 1. To generate β∗, we randomly
select the indices of dnαe (out of p) nonzero elements where α ∈ (0, 1), and each
of the nonzero elements has a value that is randomly drawn from a Laplace
distribution with rate 1. The error variance is generated using σ2 = τ−1β∗TΣβ∗
for τ > 0. Finally, y is generated following (3.1).
Each model is indexed by a triplet (ρ, α, τ), where ρ captures the correla-
tion among features, α determines the sparsity of β∗, and τ characterizes the
signal-to-noise ratio. We vary ρ, α ∈ {0.1, 0.3, 0.5, 0.7, 0.9} and τ ∈ {0.3, 1, 3}. We
compute a Monte Carlo estimate (based on 1000 replicates) of both the mean
squared error E{(σˆ/σ − 1)2} and E(σˆ/σ) as the measure of performance. The
methods in comparison include: (a) the naive estimator (3.3) with βˆλ in (3.2); (b)
the degrees of freedom adjusted estimator σˆ2R in (3.5) (Reid et al. 2016); (c) the
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square-root/scaled lasso (Belloni et al. 2011, Sun & Zhang 2013); (d) the natural
lasso (3.7), and (e) the organic lasso (3.17). As a benchmark, we also include the
oracle n−1‖ε‖22.
3.5.2 Methods with regularization parameter selected by cross-
validation
We carry out two sets of simulations. In the first set, we compare the perfor-
mance of the aforementioned methods with regularization parameter selected
in a data-adaptive way. In particular, five-fold cross-validation is used to select
the tuning parameter for each method.
Due to space constraints, we present a subset of the results in Fig 3.1 (with
additional results presented in Appendix B.12). The result for the square-
root/scaled lasso is averaged over 100 repetitions due to the large computa-
tional time. For all other methods, the results are averaged over 1000 repeti-
tions. Overall, the natural lasso does well in adjusting the downward bias of
the naive estimator, while other methods tend to produce under-estimates. In
each panel, we fix signal-to-noise ratio (τ) and correlations among features (ρ),
and vary model sparsity (α). All estimates get worse with growing α, except for
the natural lasso, which improves as the true β∗ gets denser. In particular, both
the natural lasso and the organic lasso gain performance advantage over other
methods when the underlying models do not satisfy conditions for the support
recovery of the lasso solution. From left to right, Fig 3.1 illustrates the effect of
increasing ρ. As observed in Reid et al. (2016), high correlations can be helpful:
All curves approach the oracle as ρ increases. Finally, we find that the organic
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Figure 3.1: Simulation results of methods using cross-validation. From left
to right, columns show the average (over 1000 repetitions) of
the mean squared error (top panel) and E(σˆ/σ) (bottom panel)
of various methods in three simulation settings. Line styles
and their corresponding methods: for naive, for σˆ2R, for
the square-root/scaled lasso, for the natural lasso, for the
organic lasso, for the oracle.
lasso is uniformly better or equivalent to σˆ2R.
Paired t-tests and Wilcoxon signed-rank tests show that the differences in
mean squared errors of different methods are significant at the 5% level for al-
most all points shown in Fig 3.1.
Results in Appendix B.12 also show the natural lasso estimator doing well
when the signal-to-noise ratio is low: the performance of all methods degrade
as τ gets large. This is expected from Theorem 9 and Theorem 18, and is also
observed in Reid et al. (2016).
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3.5.3 Methods with fixed choice of regularization parameter
Although solving (3.17) is fast enough for one to use cross-validation with the
organic lasso, Theorem 18 implies that λ0 = (2n−1 log p)1/2 is a theoretically sound
choice of regularization parameter. We also conjecture that a sharper rate may
be obtainable at λ1 ≥ ‖XT ‖2∞/n2, where  ∼ N(0, 1). With high probability,
‖XT ‖2∞/n2 ≈ log(p)/n. Thus, we also show the performance of the organic lasso
with tuning parameter values equal to λ2 = log(p)/n, and λ3, which is a Monte
Carlo estimate of ‖XT ‖2∞/n2.
We compare the organic lasso at these three fixed values of tuning parameter
to the square-root/scaled lasso estimator (3.11) of error variance, which is an-
other method whose theoretical choice of λ does not depend on σ. Sun & Zhang
(2012) find that λ0 works very well for (3.11), which we denote by scaled(1), and
Sun & Zhang (2013) propose a refined choice of λ, which is proved to attain a
sharper rate, denoted by scaled(2).
Fig 3.2 shows similar patterns as Fig 3.1. Specifically, large value of ρ helps
all methods, while performance generally degrades for denser β∗. Although
not shown here, all methods struggle as τ increases. The organic lasso with λ0
performs poorly, while the organic lasso with λ2 and λ3 do quite well, generally
outperforming the square-root/scaled lasso based methods.
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Figure 3.2: Simulation results of methods using pre-specified regulariza-
tion parameter values. From left to right, column show the
average (over 1000 repetitions) of the mean squared error (top
panel) and E(σˆ/σ) (bottom panel) of various methods in three
simulation settings. Line styles and their corresponding meth-
ods: for organic (λ0), for organic (λ2), for organic (λ3),
for scaled(1), for scaled (2), for the oracle.
3.6 Error estimation for Million Song dataset
We apply our error variance estimators to the Million Song dataset.1 The data
consist of information about 463715 songs, and the primary goal is to model the
release year of a song using p = 90 of its timbre features. The dataset has a very
large sample size so that we can reliably estimate the ground truth of the target
of estimation on a very large set of held out data. In particular, we randomly
select half of the songs for this purpose and use σ¯2 = ‖y −XβˆLS ‖22/(n − p) to form
our ground truth, where βˆLS is the least-squares estimator of β∗. In practice,
1The whole data set can be obtained at https://labrosa.ee.columbia.edu/millionsong/.
We consider a subset of the whole data, which is available at
https://archive.ics.uci.edu/ml/datasets/yearpredictionmsd.
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model (3.1) may rarely hold, which alters the interpretation of error variance
estimation. Suppose the response vector y has mean µ and covariance matrix Σ.
Then σ¯2 can be thought of as an estimator of the population quantity
min
β
1
n
E
(
‖y − Xβ‖22
)
=
1
n
tr(Σ) +
1
n
∥∥∥(I − XX+) µ∥∥∥2
2
.
In the special case where Σ = σ2In and µ = Xβ∗, as in (3.1), then σ¯2 reduces to the
linear model noise variance σ2.
From the remaining data that was not previously used to yield σ¯2, we ran-
domly form training datasets of size n and compare the performance of various
error variance estimators. We vary n in {20, 40, 60, 80, 100, 120} to gauge the per-
formance of these methods in situations in which n < p and n ≈ p. For each
n, we repeat the data selection and error variance estimation on 1000 disjoint
training sets, and report estimates of the mean squared error E{(σˆ/σ¯ − 1)2} in
Table 3.1 and estimates of E(σˆ/σ¯) in Appendix B.12.
All methods produce a substantial performance improvement over the naive
estimator for a wide range of values of n. The natural and organic lassos with
cross validation perform either better or comparably to σˆ2R and are in some (but
not all) cases outperformed by scaled(2). The natural lasso shows some upward
bias (which as we noted before is less problematic than downward bias) when
n gets large. The organic lasso with the fixed choices λ2 or λ3 perform extremely
well for all n.
Future research directions include the analysis of the proposed methods
with smaller values of λ, and extending the natural parameterization to pe-
nalized non-parametric regression. Finally, an R (R Core Team 2017) package,
named natural (Yu 2017), is available on the Comprehensive R Archive Net-
work, implementing our estimators.
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Table 3.1: Mean squared error of noise variance estimation for Million
Song dataset
n 20 40 60 80 100 120
naive 17.02 (0.68) 8.48 (0.41) 5.28 (0.26) 3.80 (0.17) 3.03 (0.13) 2.43 (0.10)
σˆ2R 10.74 (0.45) 5.92 (0.29) 3.57 (0.17) 2.57 (0.11) 2.23 (0.10) 1.75 (0.08)
natural 8.82 (0.38) 5.23 (0.27) 3.47 (0.16) 2.61 (0.12) 2.39 (0.11) 2.01 (0.09)
organic 8.08 (0.32) 4.23 (0.20) 2.59 (0.12) 2.00 (0.08) 1.72 (0.08) 1.54 (0.07)
scaled(1) 7.43 (0.37) 4.92 (0.25) 3.84 (0.17) 3.08 (0.13) 2.94 (0.12) 2.75 (0.11)
scaled(2) 7.11 (0.28) 3.36 (0.15) 2.23 (0.10) 2.57 (0.83) 1.61 (0.07) 1.46 (0.07)
organic(λ2) 5.87 (0.24) 3.17 (0.14) 1.93 (0.09) 1.40 (0.06) 1.20 (0.05) 1.02 (0.05)
organic(λ3) 5.72 (0.24) 3.15 (0.14) 1.99 (0.09) 1.45 (0.07) 1.28 (0.05) 1.12 (0.05)
Mean and standard errors (over 1000 replications) of the squared error of
various methods. Each entry is multiplied by 100 to convey information more
compactly.
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CHAPTER 4
RELUCTANT INTERACTION MODELING
Material of this chapter is not published yet. It is a joint work with Ryan Tibshirani and
Jacob Bien.
4.1 Introduction
Given a response variable and several features of interest, it is a fundamen-
tal problem in many fields to identify which features are relevant for predict-
ing the response. This problem becomes a major statistical challenge when the
number of features collected exceeds the sample size, a situation that has be-
come increasingly common in contemporary scientific research (in fields such
as genetics, medicine, and the social sciences). The last two decades have wit-
nessed many advances in addressing this “high-dimensional” challenge (Tib-
shirani 1996, Fan & Li 2001, Zou & Hastie 2005, Candes & Tao 2007, Fan & Lv
2008, Sun & Zhang 2012, Belloni et al. 2011, etc.), and the computational and
theoretical properties of these methods have been well studied.
However, in many situations, modeling the response as a linear function of
the features (i.e., as main effects) might not be sufficient to characterize the full
complexity of the relationship. In many settings, one finds that interactions be-
tween features account for variability in the response that cannot be explained
by an additive function of the features alone. It is plausible that many biologi-
cal phenomena, e.g., effects of various behaviors, exposures, and genetic factors
on disease rates are not additive. Indeed, in genome-wide association studies
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(GWAS), the interaction effects among single-nucleotide polymorphisms (SNPs)
and their interactions with other genetic or environmental factors have been
found to be critical in understanding how certain human diseases formulate
(Cordell 2009). Moreover, many problems in traditional statistics, including ex-
perimental design and nonlinear regression, naturally involve interaction ef-
fects.
We consider the following two-way interaction model:
Y =
p∑
j=1
X jβ∗j +
∑
j≤k
X jXkγ∗jk + ε = X
Tβ∗ + ZTγ∗ + ε, (4.1)
where X ∈ Rp is a p-dimensional random vector of main effects, Z = (X1 ∗X1, X1 ∗
X2, . . . , Xp ∗ Xp) ∈ R(p2+p)/2 is the random vector of all pairwise interactions of X,
and ε is an additive zero-mean noise independent of X. Model (4.1) extends a
typical linear model (in main effects X), and γ∗ characterizes how the pairwise
interactions among features relate to the response. Although our method could
be easily generalized to modeling interactions of higher order, for simplicity we
restrict ourselves to the two-way interaction model (4.1).
With the sparsity assumptions that only a small number of components in
β∗ and γ∗ are nonzero, one might naturally consider solving a lasso (Tibshirani
1996) using all the main effects and the interactions. We will call this method the
all pairs lasso (APL). Theoretically, under the standard compatibility conditions,
APL’s prediction mean squared error rate is of order O(log(p2)/n) in n and p, and
is identical in rate to the main effects lasso (MEL), which is O(log(p)/n). However,
the practical computational difference between APL and MEL can be dramatic,
especially for large values of p. In practice, APL quickly becomes infeasible to
compute as p gets large. Standard lasso solvers require passing the whole aug-
mented design matrix of main effects and interactions, which requires O(np2)
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space. Moreover, even if we compute the interactions on the fly when solving
the lasso, the state-of-art coordinate descent type of algorithm requires multiple
passes over all O(p2) variables until convergence.
Motivated by these observations, we introduce in this paper a computation-
ally viable approach to interaction modeling, called sprinter (for sparse regular-
ized interaction modeling). In particular, our contribution includes the follow-
ing:
• We propose a new principle in large-scale interaction modeling, which
says that one should prefer main effects over interactions given similar
prediction performance. We emphasize that this principle is distinct from
(although reminiscent of) the common heredity principle. Sprinter is a
multiple-stage method that honors this new principle: in the first stage
it tries to capture as much of the variability in the response as possible
without resorting to interactions; in the second stage it includes only in-
teractions that capture signal that cannot be captured by main effects. In
this sense, sprinter is a “reluctant” interaction selection procedure.
• By adhering to this principle, sprinter allows for interaction modeling on
unprecedented problem sizes (for a method not relying on the heredity
principle) without compromising practical statistical performance. In par-
ticular, sprinter attains empirical statistical performance which is compet-
itive with APL while being much easier to compute (both in terms of
time and storage): sprinter fits an interaction model with 2000 main ef-
fects about 100 times faster than APL, and it fits a problem with 140000
main effects (about 10 billion interactions) with 5-fold cross-validation in
under 7 hours on a single CPU. In addition, sprinter achieves statistical
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performance that compares favorably with alternative methods that are
also computationally efficient.
• Theoretically, we show that the prediction error rate of sprinter is compa-
rable to APL while being much more computationally efficient.
4.1.1 Related methods
Variable selection in large-scale interaction models (i.e., when p is large) is com-
putationally very difficult, as the number of interactions, i.e.,
(
p
2
)
, grows quadrat-
ically with p. Assumptions on the interaction structure are usually made to fa-
cilitate computation and interpretation. Hierarchy (Peixoto 1987), also known
as heredity (Hamada & Wu 1992) or marginality (Nelder 1977), is a standard
assumption that greatly improves computational feasibility. The hierarchical
assumption is that an interaction effect is in the model only if either (or both) of
the main effects corresponding to the interaction are in the model.
Various methods using the hierarchical assumption have been proposed,
which can be broadly categorized into single stage methods and multiple stage
methods. A single stage method essentially formulates the problem of estimat-
ing (β∗, γ∗) in (4.1) as an optimization problem which minimizes a penalized loss
criterion jointly with respect to β∗ and γ∗. The penalty is designed specifically
so that the resulting estimate honors certain hierarchical assumptions. While
this type of method enjoys good theoretical analysis, it is only computationally
valid for moderate problem size (Efron et al. 2004, Turlach 2004, Zhao et al. 2009,
Yuan et al. 2009, Choi et al. 2010, Radchenko & James 2010, Schmidt & Murphy
2010, Bien et al. 2013, Haris et al. 2016, Lim & Hastie 2015, Haris et al. 2016, She
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et al. 2018).
The other type of method estimates the unknown parameters in multiple
stages. Usually in the first stage the vector of main effects β∗ is estimated. The
hierarchical assumption then implies that one can constrain the search space
of potential interactions to only those interactions that consist of main effects
selected in the first stage. Therefore, multiple stage methods usually enjoy su-
perior computational efficiency (Wu et al. 2009, 2010, Hao et al. 2018). However,
the theoretical guarantees of the resulting estimator are harder to achieve be-
cause the analysis hinges on not missing any nonzero elements of β∗, which
usually requires stronger assumptions (e.g., Zhao & Yu 2006, Hao et al. 2018).
Hao & Zhang (2014) propose two forward-selection-based greedy algorithms to
select interactions under the hierarchical assumption. They show that their pro-
posed methods enjoy screening consistency under certain assumptions. Shah
(2016) propose a general framework (for various penalty functions) that builds a
set of active interactions iteratively, guided by the idea of hierarchy. The method
attains computational efficiency by utilizing the results from previous compu-
tation and enjoys screening properties under certain assumptions.
However, the hierarchical assumption need not always hold. For example,
Culverhouse et al. (2002) study purely epistatic models (i.e., those with no main
effects). When the underlying interaction structure is not hierarchical, all the
aforementioned methods based on the hierarchy assumptions can suffer.
Fan et al. (2016) propose the interaction pursuit (IP), a novel two-stage method
to detect interaction effects without the hierarchical assumptions. The proposed
method is computationally efficient because it does not directly screen the O(p2)
interactions, but instead it focuses on identifying the set of “active interaction
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variables” A, i.e., a subset of the O(p) main effects that are involved in the
nonzero interactions. In the second stage, the method only considers interac-
tions constructed from the recovered interaction variables. This method is effi-
cient and can be quite effective. Its success relies on proper recovery ofA. When
the interactions are concentrated among a small setA of interaction variables,A
can be easily recovered. The most challenging situation for this method is when
there is no such concentration of interactions over a small set of main effects.
Thanei et al. (2016) consider a randomized algorithm that solves each step of
APL approximately by solving a closest-pair problem. By doing so, they show
that the computational complexity of their method is sub-quadratic in p.
4.1.2 Organization of the paper
The rest of the paper is organized as follows. In Section 2, we propose our
method, which honors a new principle in large-scale interaction modeling. In
particular, our method prefers using main effects over interactions in fitting the
response, and an interaction is only included in the model if no main effects is
helpful in explaining response. We give an example that motivates this princi-
ple, and a re-parameterized model to rigorously characterize its feasibility. In
Section 3, we formally introduce sprinter, and discuss its practical implementa-
tion as well as its computational complexity. The theoretical analysis of sprinter
is then given in Section 4, where we present, under certain conditions, the pre-
diction error rates in n and p. In Section 5 we study the empirical performance
of sprinter in various simulation studies and in a data example respectively.
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4.1.3 Notation
Let q = (p2 + p)/2, and denote Σ = Cov(X) ∈ Rp×p, Ψ = Cov(Z) ∈ Rq×q, and
Φ = Cov(X,Z) ∈ Rp×q. Given a matrix M ∈ Ra×b and an index set T , denote MT as
the a× |T | sub-matrix of M with columns selected from T . On a sample level, we
denote X =
(
X1, . . . ,Xp
)
∈ Rn×p as the design matrix with each column X j ∈ Rn
consisting of all observations of variable X j (for j = 1, . . . , p). Similarly Z ∈ Rn×q
is the sample matrix of Z = (X1 ∗ X1, X1 ∗ X2, . . . , Xp ∗ Xp), y ∈ Rn is the response
vector, and ε ∈ Rn is a vector of n independent samples of random error ε. We
denote X j ∗Xk to be the element-wise product of X j and Xk and X2j = X j ∗X j. We
let ĉorr(X j,Xk) stand for the sample correlation between X j and Xk, and let ŝd(X j)
to be the sample standard deviation of X j. Finally, [p] is the set {1, 2, 3 . . . , p}.
4.2 A new principle in large-scale interaction modeling
One main reason for the heavy computational burden of APL is that multiple
passes over O(p2) variables (including both main effects and interactions) are
required until convergence. What if we could afford only a single pass over
all O(p2) variables and are not able to have O(p2) memory? In this case, one
might consider a simple screening procedure that screens out irrelevant vari-
ables based on some measure of importance.
Yet this idea treats the p main effects and the
(
p
2
)
interactions equivalently.
The basic premise of our method is that we would like to fit the response as well
as possible using only the main effects (or more generally a set of O(p) features
based on main effects) and then only include interaction terms for what cannot
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be captured by main effects.
For example, consider a simple model Y = X1 + X2 + X1 ∗ X2, where X1 = 1A
and X2 = 1B are the indicator variables of events A and B, respectively. Suppose
further that with high probability A ⊆ B, so that X1 ∗ X2 = 1A ∗ 1B = 1A∩B ≈ 1A;
hence, the main effect X1 = 1A can be used in place of the interaction X1 ∗ X2, i.e.,
Y ≈ 2X1 + X2. This main effects only explanation of Y is simpler to understand
and yet explains Y nearly as well as the original model with the interaction term.
As a second example, suppose two main effects X j and Xk are highly corre-
lated. In such a case, the interaction X j ∗ Xk is then not much different from the
squared effect X2j (or X
2
k ). Thus when main effects are highly correlated, much
of the interaction signal can be captured using only the p squared main effect
terms. In more general scenarios, specific interactions may be strongly corre-
lated with linear combinations of main effects and (or) squared effects, which
means that we could get equivalently predictive models without using that in-
teraction.
These examples demonstrate that main effects, or simple functions of main
effects, are able in some cases to act as useful handles in approximating inter-
actions. This observation leads us to propose a new principle in large-scale
interaction modeling:
The reluctant interactions selection principle (RISP): One should
prefer a main effect over an interaction if all is equal.
Leaning on main effects more heavily than interactions is advantageous for two
reasons. First, main effects are easier to interpret than interactions, thus when
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presented with two models that predict the response equivalently, we should
favor the one that relies on fewer interactions. But, second, we will show in this
paper that prioritizing main effects (or simple functions of main effects such as
squared terms) can lead to great computational savings (both in terms of time
and memory). The key reason for these savings is that when p is large, the total
number of main effects is far smaller than the number of interactions.
We emphasize that the proposed principle is different from the well-known
hierarchy assumption. While both principles simplify the search of interactions
by focusing on certain main effects, our principle does not explicitly tie an in-
teraction to its corresponding main effects. For example, an interaction X3 ∗ X4
could be highly correlated with a linear combination of X1 and X2, which may
lead us to exclude X3 ∗ X4. This logic is very different from the logic used in the
hierarchical principle.
More specifically, model (4.1) expresses the signal in terms of a main effects
signal term, XTβ∗, and an interactions signal term, ZTγ∗. If X and Z were uncor-
related, this would be a unique decomposition. However, as demonstrated in
the examples, there can be “overlap”. Let XTϑ∗ be the part of ZTγ∗ that can be
explained by a linear combination of X, i.e.,
ϑ∗ := arg min
ϑ∈Rp
Var
(
ZTγ∗ − XTϑ
)
= Cov (X)−1 Cov (X,Z) γ∗ = Σ−1Φγ∗. (4.2)
We can then write (4.1) as
Y = XT (β∗ + ϑ∗) + WTγ∗ + ε, (4.3)
where
W := Z − ΦTΣ−1X
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is the “pure” interaction effects that cannot be captured by linear combinations
of X, and it holds that Cov(X,W) = 0. We denote the covariance of the pure
interactions
Ω := Cov(W) = Cov (Z,W) = Cov (Z) − Cov (X) Σ−1Φ = Ψ − ΦTΣ−1Φ. (4.4)
By fitting Y using only linear combinations of X, we ignore the effect from W.
We will see in the following theoretical results that the zero covariance between
X and W ensures that the model misspecification when ignoring W has minimal
effects in subsequent procedures. Actually, this simplicity of theoretical analysis
from the “orthogonality” between main effects and interactions is also observed
in Hao & Zhang (2014), where X is assumed to follow a symmetric distribution
with respect to 0. In such a case, we have that Φ = Cov(X,Z) = 0, which implies
that ϑ∗ = 0 and W = Z. Our method does not require the symmetry of the dis-
tribution of main effects, and thus allows for more general covariance structure
between main effects X and interactions Z.
Finally, we note that X in (4.3) can be generalized to be a random vector con-
taining main effects and simple functions of main effects, i.e., the squared ef-
fects, spline functions of main effects, or even regression trees based on main
effects. For example, when X is Gaussian, main effects and interactions are
known to be uncorrelated; however, when squared main effects are added to
X, then we no longer have Z = W.
4.3 Main proposal: sprinter
In this section, we describe a new method, called sprinter, that is based on the
RISP principle. The proposed method has three steps:
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• In Step 1, we fit the response as well as possible using only the O(p) main
effects variables (or simple univariate functions of these). This step pur-
posely gives preference to main effects, corresponding to the RISP princi-
ple described in Section 4.2.
• In Step 2, we perform a single pass over all interactions to identify inter-
action signal that was not captured in Step 1. Because each of the O(p2)
interactions is only computed and used once, this step requires far less
time and memory than APL, which requires passing over all interactions
multiple times.
• In Step 3, we fit a lasso (or any other user-specified variable selection
method) on all main effects and the pure interactions that were selected
in Step 2. “Pure” here is in the sense of W introduced in the previous sec-
tion. By doing so, the total number of variables isO(p) and thus is far more
efficient to compute than APL.
Algorithm 4: sprinter
Require: Main effects X ∈ Rn×p, response y ∈ Rn, η > 0
1: Step 1:
2: Fit a regularized regression model of the response y on X.
3: Compute the residual r.
4: Step 2:
5: For a tuning parameter η, screen based on the residual:
Iˆη =
{
j ∈ [q] : ŝd(r)|ĉorr
(
Z j, r
)
| > η
}
,
6: Step 3:
7: Fit a lasso of the response y on X and all the pure interactions in Iˆη.
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In Step 1, X could be replaced by any design matrix of O(p) main effects
related variables (in such a case, Step 2 would still only consider interactions
between the original p main effects). Step 2 can be considered as a sure indepen-
dence screening (SIS; Fan & Lv 2008, Barut et al. 2016) of all interactions using the
residual from Step 1. In practice, the optimal value of the tuning parameter η
is usually unknown and thus requires tuning. Instead, we consider screening
using
Iˆm =
{
j ∈ [q] : |ĉorr
(
Z j, r
)
is among the m largest
}
.
This top-m approach is standard in screening based variable selection meth-
ods (Fan & Lv 2008, Barut et al. 2016) and large-scale interaction modeling ap-
proaches (Fan et al. 2016, Niu et al. 2018). Popular choices of values of m include
n and dn/ log(n)e.
These first two steps are built around the RISP principle. Given a set of
highly correlated variables, the lasso tends to select just one of them. Thus,
if an interaction is highly correlated with one or more main effects, APL may
very well select the interaction. By contrast, sprinter explicitly prioritizes the
main effects (in Step 1). The interaction will only be selected (in Step 2) if it can
capture something in the signal that the main effects cannot.
In Step 3, one would like to use the “pure interactions” WIˆη (as opposed to
the actual interactions ZIˆη) in fitting the final model. In the setting where Σ and
Φ are known, or in the semi-supervised learning setting where one has a vast
number of training samples of X and thus could obtain accurate estimates of Σ
and Φ, the matrix of pure interactions W is obtainable. In other settings where
W is not directly available, we replace W with some approximation Wˆ. Step 3
does not specify the method to get Wˆ, and as we will see in Corollary 23, Step 3’s
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success depends only on Wˆ being a decent approximation to W. As an example,
one could simply set Wˆ with each column Wˆ j = Z j − Xφˆ j for j ∈ Iˆη, and φˆ j is a
solution to the following lasso problem
φˆ j ∈ arg min
φ∈Rn
(
1
n
∥∥∥Z j − Xφ∥∥∥22 + ν ‖φ‖1) . (4.5)
Later in Corollary 24 we show the prediction error rate of Step 3 when Wˆ is cal-
culated as above. For Z j = Xk ∗ X`, a computationally more efficient alternative
of getting Wˆ j is to get the residual from a least squares regression of Z j on Xk
and X`. In general, we find very little difference in the effect of using different
Wˆ. For example, we find that simply using Wˆ = Z still generally gives favorable
performance.
4.3.1 Computation
With a value of m ≤ n, the required computation in both Step 1 and Step 3 are
no worse than fitting a lasso with p + n features. If computing WˆIˆm is needed,
and we use, for example, (4.5), then solving an extra m lasso problems with p
features would be necessary. However, the major computational burden lies in
Step 2, whereO(p2) sample correlations are computed. It is thus essential for this
step to be implemented as efficiently as possible, both in terms of computational
time and storage.
We compute the sample correlation between each interaction and the resid-
ual from Step 1 on the fly. In the meantime, a min-heap is maintained to
keep the index pairs of the interactions that attain the m largest sample cor-
relations. This ensures that we won’t have to store O(p2) elements. The time
complexity of Step 2 is thus O(np2 + p2 logm), where O(p2 logm) is for main-
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taining the m largest elements in a data stream of size O(p2) by maintaining
a min-heap of size m (Cormen et al. 2009). Thus the total time complexity is
O(np2) + O(p2 logm) + O(n(p + m) min {n, p + m}). Note that the whole algorithm
only requires O(n(p + m)) storage.
4.4 Theoretical analysis
The theoretical analysis is based on the following assumptions:
A1 Distribution: X = (X1, . . . , Xp) follows a sub-Gaussian distribution with
covariance matrix Σ, and ε is zero-mean sub-Gaussian noise independent
of X with Var(ε) = σ2.
A2 Dimensionality: There exist some constants A1 and A2 such that ‖γ∗‖1 ≤
A1nξ1 , log(q) ≤ A2nξ for some constants ξ, ξ1 > 0.
A3 The prediction Xθˇ from Step 1 has the following error rate with high prob-
ability
1√
n
∥∥∥Xθ∗ − Xθˇ∥∥∥
2
≤ n−τ. (4.6)
A4 Minimum signal strength: Let
I =
{
j ∈ [q] : E(W2j )γ∗j2 > α
}
, (4.7)
for some α ≥ 0. Then for some κ ≥ 0 and some constant Cκ > 0, we have
min
j∈I
Cov(Z j,WTγ∗) = min
j∈I
ΩTj γ
∗ ≥ 3Cκ
2
n−κ.
Assumptions similar to A1 and A2 have also been made in previous work
that has involved the screening property for high-dimensional interaction mod-
eling (see, e.g., Hao & Zhang 2014, Fan et al. 2016). In particular, A1 is a very
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general distributional assumption on the random design; unlike other methods,
we neither require that the distribution of X is symmetric nor has mean zero. A2
specifies the underlying problem dimensions: we allow the total number of in-
teractions q to grow exponentially with the sample size n, and ‖γ∗‖1 to grow as
a polynomial function of n;
A3 requires that Step 1 attains a sufficiently good prediction error rate. Recall
that Step 1 fits a misspecified model since it ignores the pure interaction signal
WTγ∗ in (4.3). One might ask if Assumption A3 can actually be met. Section
4.4.1 provides an affirmative answer to this question, showing that (for certain
values of τ) a lasso in Step 1 can for example be used.
Step 2 is a screening process based on the sample correlation with the resid-
ual:
Iˆη =
{
j ∈ [q] : ŝd(r)|ĉorr
(
Z j, r
)
| > η
}
,
where η is a tuning parameter, and r is the residual from Step 1. The hope is
that Iˆη has the screening property, i.e., that it retains all the important pure in-
teractions, where “important” is defined as being in I: in particular, according
to (4.7) we would consider an interaction important if the marginal pure inter-
action effect E{(W jγ∗j)2} is sufficiently large. Recall that WTγ∗ is the part of the
interaction signal that cannot be explained by linear combinations of main ef-
fects. Thus, intuitively I is the set of interaction indices accounting for most of
this pure interaction signal. When α = 0, we get I ⊆ supp(γ∗). In typical interac-
tion modeling, the goal would be to recover supp(γ∗); however, in our reluctant
interaction selection framework, we do not care about recovering an interaction
j ∈ supp(γ∗) if E[W2j ] = 0. That is, if Z j can be perfectly explained by a linear
combination of main effects, then we do not care that γ∗j , 0.
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If Step 1 does a good job in capturing all signal from main effects, i.e., Xθ∗,
then r should essentially be the pure interaction signal Wγ∗ (with noise). For
the screening property to hold, we require A4, which is similar to a “β-min”
condition in the screening and selection consistency literature (see, e.g., Fan &
Lv 2008, Raskutti et al. 2011). A4 requires that the covariance between each
actual interaction Z j for j ∈ I and the pure interaction signal WTγ∗ should not
decay too fast to be detected.
However, by trivially taking η = 0, one can easily achieve the goal of not
missing any important interactions, i.e., Iˆη = [q]. By doing so, Step 2 enjoys
the screening property, yet there is no computational gain over APL. Therefore,
we should also require that in addition to the property I ⊆ Iˆη, Step 2 does not
over-select many spurious interactions. The following theorem shows that Step
2 meets these two criteria.
Theorem 20 (Screening property in Step 2). Under Assumptions A1 to A4, if√
2 max j Ψ j jn−τ ≤ 6−1Cκn−κ and ξ + 2ξ1 + 2κ < 12 , then with η = Cκn−κ it holds that
I ⊆ Iˆη and |Iˆη| ≤ 4C−2κ λmax
(
diag(Ψ)−1/2Ω
)
Var(Y)n2κ (4.8)
with probability greater than 1 − c1 exp(−c2nξ) for some constants c1, c2 > 0,
Proof. See Appendix C.1. 
The optimal tuning parameter η in the screening step depends on the un-
known quantities Cκ and κ. In practice, we adapt the same strategy as Fan & Lv
(2008) and Fan et al. (2016), i.e., we take the m largest |ωˆ j|. Some popular choices
of value of m include n and dn/ log(n)e. Under the assumptions that Var(Y) = O(1)
and λmax
(
diag(Ψ)−1/2Ω
)
= O(nξλ) for some some ξλ > 0, both of which are standard
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assumptions (see, e.g., Fan & Lv 2008, Hao & Zhang 2014, Fan et al. 2016), The-
orem 20 shows that the total number of interactions retained after the screening
is a polynomial function of n. Section 4.4.2 relates Theorem 20 to previous work
in high-dimensional interaction screening. From now on, we will suppress the
notation dependence of Iˆη on η for simplicity.
We now present the main theoretical result, which is a deterministic bound
on the prediction error of Step 3. Recall that in Step 3 we solve the problem,
(
θˆ, γˆ
)
∈ arg min
θ∈Rp,γ∈R|Iˆ|
{
1
2n
∥∥∥y − Xθ − WˆIˆγ∥∥∥22 + λ (‖θ‖1 + ‖γ‖1)} ,
where Wˆ is the design matrix of some approximated pure interaction variables.
Theorem 21 (Prediction error in the final step). Take
λ ≥ max
(
1
n
max
1≤ j≤p
|εTX j|, 1n maxj∈Iˆ |ε
TWˆ j|
)
. (4.9)
We have
1
2n
∥∥∥∥X (θˆ − θ∗) + Wγ∗ − WˆIˆγˆ∥∥∥∥22
≤|Iˆ
C ∩ supp(γ∗)|
n
∑
j∈IˆC∩supp(γ∗)
∥∥∥W jγ∗j∥∥∥22 + 2n ∥∥∥∥(WIˆ − WˆIˆ) γ∗Iˆ∥∥∥∥22 + 2λ (‖θ∗‖1 + ‖γ∗Iˆ‖1) .
(4.10)
Proof. See Section C.2. 
The deterministic prediction error (4.10) is very general in that (a) it allows
for any Iˆ from Step 2, and it holds for any value of α in (4.7); (b) it allows for any
predicted pure interactions Wˆ; and (c) it does not specify the distribution of each
column of X and Wˆ. A careful examination of (4.10) reveals that the success of
the final step hinges on these three aspects. Conditional on the success of Step
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2, i.e., I ⊆ Iˆ, we have IˆC ∩ supp(γ∗) ⊆ IC ∩ supp(γ∗). The scale of the first term
hinges on the value of α in (4.7). Intuitively, a small value of α leads to a small
set IˆC ∩ supp(γ∗). The second term being small depends on WˆIˆ being a good
approximation of WIˆ. Finally, the scale of λ that satisfies (4.9) determines the
rate of the third term in (4.10), and it depends on the distribution of X as well
as Wˆ. We will see this discussion more specifically in later results. First we
consider the setting where W is available, i.e., when Wˆ = W.
Corollary 22. Suppose A1 holds with n2κ = o(p). Conditional on Theorem 20 succeed-
ing, and suppose Wˆ = W, if we take
λ = 2σ
√
max j Σ j j log p
cn
, (4.11)
for some constant c > 0, then
1
2n
∥∥∥∥X (θˆ − θ∗) + Wγ∗ − WˆIˆγˆ∥∥∥∥22 ≤ 2|IˆC ∩ supp(γ∗)|2α + 2λ (‖θ∗‖1 + ‖γ∗Iˆ‖1) (4.12)
holds with probability greater than 1 − K1 exp(−K2 log p) − K3 exp(−K4n1/2) for some
positive constants K1 through K4.
Proof. See Section C.3. 
Recall from (4.8) that |Iˆ| = O(n2κ). The assumption n2κ = o(p) requires that the
size of retained interactions after Step 2 should not be too large in comparison
with p.
Although computationally much more expensive, APL enjoys the same pre-
diction error rate as in (4.12) with α = O(λ) and λ in (4.11). Corollary 22 implies
that the proposed method has a theoretical prediction error rate that is as good
as APL if we have access to W, while being much more computationally effi-
cient.
85
In many settings W is not available, and an approximation Wˆ is needed. The
next corollary implies that essentially the same error rate is attained as long as
Wˆ is a good enough approximation of W.
Corollary 23. Suppose A1 holds with n2κ = o(p). Conditional on Theorem 20 succeed-
ing, and suppose for some constant C > 0, ‖Wˆ j‖22 ≤ C‖W j‖22 with probability greater
than 1 − h(n) with h(n)→ 0 as n→ ∞. Then if we take
λ = 2σ
√
max j Σ j j log p
cn
,
for some constant c > 0, then
1
2n
∥∥∥∥X (θˆ − θ∗) + Wγ∗ − WˆIˆγˆ∥∥∥∥22 ≤ 2|IˆC ∩ supp(γ∗)|2α + 2n ∥∥∥∥(WIˆ − WˆIˆ) γ∗Iˆ∥∥∥∥22 + 2λ (‖θ∗‖1 + ‖γ∗Iˆ‖1)
holds with probability greater than 1 − h(n) − K1 exp(−K2 log p) − K3 exp(−K4n1/2) for
some positive constants K1 through K4.
Proof. See Section C.4. 
For the proposed method to have the same prediction error rate (in p and n)
as APL, we require n−1‖(WIˆ − WˆIˆ)γ∗Iˆ‖22 to be of order (n−1 log p)1/2. For example,
if WˆIˆ attains ‖WˆIˆ −WIˆ‖op = O{(n−1 log p)1/2}, where ‖ · ‖op is the matrix operator
norm, then the desired prediction error rate as that of APL is achieved.
Our final corollary gives a specific example of (4.10) where one uses the lasso
to get WˆIˆ, where each column Wˆ j = Z j −Xφˆ j for j ∈ Iˆ, and φˆ j is a solution to the
following lasso problem (4.5).
Corollary 24. Suppose A1 holds with n2κ = o(p). Conditional on Theorem 20 succeed-
ing, for I defined in (4.7), if we take
λ ≥ 2σ
√
max j Σ j j log p
c1n
and ν ≥
√
2 log p + log |Iˆ|
c2n2/3
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for some constants c1, c2 > 0, then
1
2n
∥∥∥∥X (θˆ − θ∗) + Wγ∗ − WˆIˆγˆ∥∥∥∥22 ≤ 2|IˆC ∩ supp(γ∗)|2α + 2ν∑
j∈Iˆ
‖Σ−1Φ j‖1‖γ∗Iˆ‖22 + 2λ
(
‖θ∗‖1 + ‖γ∗Iˆ‖1
)
holds with probability greater than 1 − h(n) − K1 exp(−K2 log p) − K3 exp(−K4n1/2) for
some positive constants K1 through K4.
Proof. See Section C.5. 
We observe the extra price to be paid for fitting a lasso to get Wˆ. In partic-
ular, the rate in O{(n−2/3 log p)1/2‖γ∗‖22} is slower than that of the APL. The main
difficulty leading to this rate is the “empirical process” part (Bu¨hlmann & Van
De Geer 2011) in (4.5):
(φˆ( j) − φ( j))TXTZ j ≤ max
k∈Iˆ
|XTkZ j| · ‖φˆ( j) − φ( j)‖1.
In particular, the distribution of each column of Z has a heavier tail than the
main effects, and the sample quantities based on W concentrate more slowly to
their corresponding population quantities.
4.4.1 On Assumption A3
Although the proposed framework does not depend on a specific regression
method in Step 1 for fitting the main effects, we take the lasso as an example.
Recall that we are fitting a lasso with a misspecified model, i.e., we treat WTγ∗+ε
in (4.3) as the noise term and solve the following problem:
θˇ ∈ arg min
θ
(
1
2n
‖y − Xθ‖22 + λ ‖θ‖1
)
.
The following theorem gives a prediction error rate for the main effects only
lasso that is carried out in Step 1.
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Theorem 25. Suppose that Assumption A1 holds. For any t2 > 0, take
λ0 = K1σ
√
t2 + log p
n
+ K2‖γ∗‖1
√
t2 + log p
n2/3
for some constants K1,K2 > 0, the following prediction error rate for Step 1 holds with
probability greater than 1 − C1 exp(1 − t2) − C3 exp(log p − C2n) for some constants
C1,C2,C3 > 0:
1
2n
‖Xθˇ − Xθ∗‖22 ≤ 2λ‖θ∗‖1.
Proof. See Section C.6. 
We see that the presence of interactions leads to rates that are less good than
if no interactions were present. This is the price paid for fitting a misspecified
model in Step 1. The slower rate is due to dealing with the empirical process
that involves the heavier tailed interactions.
Yet it can be checked that if ‖θ∗‖1 = O(nξ2) for some ξ2 > 0, then for τ ≤
1
6 − ξ4 − ξ1+ξ22 we have A3 holds. Furthermore, under stronger conditions (e.g.,
compatibility conditions on θ∗), a faster prediction error rate in Step 1 could be
derived.
4.4.2 Comparison of Theorem 20 with other methods
As with other methods in interaction screening, we note that the result in The-
orem 20 is less favorable than that of the sure independence screening (Fan &
Lv 2008) when directly applied to the main effects, which can handle problems
when ξ + 2κ < 1. This reveals the intrinsic challenge when dealing with interac-
tions, which have heavier tails than main effects. When we further assume that
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X has a bounded distribution, Theorem 20 can be much improved. Note that
this is still weaker than that in Fan & Lv (2008), as it depends on the misspeci-
fied lasso fit in the first step—an expected caveat in a two-stage method.
It is of interest to compare the results in Theorem 20 with other two-stage
methods. The forward-selection based two-stage methods iFORT and iFORM
proposed in Hao & Zhang (2014) require hierarchical structure within interac-
tions and provides screening property guarantees. Our method, while not re-
quiring hierarchy, achieves the same screening property with similar assump-
tions.
Fan et al. (2016) considered screening based on “active interaction variables”
and constructed interactions within the selected active interaction variables.
The method, called Interaction Pursuit (IP), is particularly effective when most
interactions are based on a small number of “active” main effects. Again, Step 2
achieves the same screening property as IP under similar assumptions, while we
do not put any assumptions on the underlying structures among interactions.
4.5 Numerical studies
4.5.1 Simulation studies: binary features
We consider a simulation scenario with binary features in which interactions
can be well approximated by main effects. We generate p binary features as
follows: For a (perfect) binary tree of depth d = 5, each leaf node is an inde-
pendent Bernoulli(0.1) random variable; the value of each non-leaf node is the
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maximum of the node values in its sub-tree, i.e., each non-leaf node represents
an event that is the union of all the events represented by its children nodes.
The total number of nodes in the tree is p = 2d+1 − 1, and we consider these
node values as main effects. This construction ensures that for any pair of main
effects, they are either independent or else one is an ancestor of the other. The
interaction between two binary features is simply the intersection of the two
main effect events, so in this second case their interaction is simply the main
effect corresponding to the descendent node. Figure 4.1 shows the binary tree
(of depth 5), where each node representing a main effect, and the node value is
the success probability of the corresponding Bernoulli random variable.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
factor(Value)
a
a
a
a
a
a
a
a
a
a
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figure 4.1: An example of the perfect binary tree, representing main ef-
fects. Node value represents the success probability (rounded
to 1 decimal place) of the corresponding Bernoulli random
variable.
We can control the degree to which the interaction signal can be explained by
main effects by choosing the proportion of nonzero elements of γ∗ correspond-
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ing to interactions between main effects that are ancestors/descendants of each
other versus not. We consider three scenarios: (a) almost all interactions can
be explained by main effects; (b) approximately half of the interactions can be
explained by main effects; and (c) a very limited amount of interactions can be
explained by main effects. These three scenario correspond to three cases where
the main-effect-interaction-ratio,
mir =
‖Xθ∗‖22
‖Wγ∗‖22
,
is large, medium, and small. For each value of mir, we generate the response
y using (4.3) with the zero-mean additive noise ε generated according to the
signal-to-noise ratio ‖Xθ
∗‖2+‖Wγ∗‖2
nσ2 ∈ {0.5, 1, 2, 3, 4}. We generate n = 100 samples
in each simulation setting, and in Figure 4.2 we report the prediction error of
various methods (averaged over 100 repetitions). In particular, we compare the
performance of the following methods:
• The all pairs lasso (APL) with tuning parameter selected by cross-
validation.
• The main effects Lasso (MEL) with tuning parameter selected by cross-
validation.
• Oracle: Least squares estimate with an oracle knowledge of true support.
• sprinter w, as in Algorithm 4, with lasso using main effects in Step 1.
We use cross-validation in Step 1 before going to subsequent steps, and
an additional cross-validation is used in Step 2 and 3 together to select the
final model. In Step 3, we use Wˆ as computed in (4.5).
• sprinter z, as in Algorithm 4, with lasso using main effects in Step 1.
We use cross-validation in Step 1 before going to subsequent steps, and
91
an additional cross-validation is used in Step 2 and 3 together to select the
final model. In Step 3, we use Wˆ = Z.
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Figure 4.2: Prediction mean-squared error of different methods (averaged
over 100 repetitions, binary settings).
As mir gets small, the performance of MEL worsens relative to other methods
that model interactions. The performance of both versions of sprinter are favor-
able in comparison with APL and MEL. Moreover, we find very little difference
in prediction error by using different Wˆ in Step 3.
4.5.2 Simulation studies: Gaussian features
We generate n = 100 samples from model (4.1), where X is a p-dimensional
random vector following a multivariate Gaussian distribution with mean 0,
Cov(X j, Xk) = 0.5| j−k| for 1 ≤ j, k ≤ p, and p = 400. Recall that the principle in
Section 4.2 is different with the hierarchical structure among interactions, and
the proposed method does not assume hierarchy; Actually sprinter does not
assume any structure among interactions. And we study the performance of
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sprinter in different interaction structures. Denote T1 as the indices of main ef-
fects, T2 as the indices of squared terms and T3 as indices of interaction terms,
and consider the following structures for the interaction effects Z:
1. Mixed: T1 = {1, 2, . . . , 6} ,T2 = {1, 5, 15} ,
T3 = {(1, 5) , (4, 18) , (10, 11) , (9, 17) , (1, 13) , (4, 17)}.
2. Hierarchical, i.e., β jk , 0 =⇒ β j , 0 or βk , 0: T1 = {1, 2, . . . , 6} , T2 =
{1, 2, 3} and T3 = {(1, 3), (2, 4), (3, 4) , (1, 8), (2, 8), (5, 10)}.
3. Anti-hierarchical, i.e., β jk , 0 =⇒ β j = 0, βk = 0: T1 = {1, 2, . . . , 6}, T2 =
{11, 12, 13} and
T3 = {(11, 13), (12, 14), (13, 14) , (11, 18), (12, 18), (15, 20)}.
4. Interaction only: T1 = T2 = ∅ andT3 = {(1, 3), (2, 4), (3, 4) , (1, 8), (2, 8), (5, 10)}.
5. Main effects only: T1 = {1, 2, . . . , 6} , T2 = ∅ and T3 = ∅.
6. Squared effects only: T1 = ∅ , T2 = {1, 2, . . . , 6} and T3 = ∅.
Note that interaction hierarchy structure only exists in the hierarchical model
and the main effects only model. The signal strength is then set as β∗j = 2 for
j ∈ T1, γ∗j = 3 for j ∈ T2 and j ∈ T3. Finally, the zero-mean additive noise ε in (4.1)
is generated according to the signal-to-noise ratio
√
‖Xβ∗‖2+‖Zγ∗‖2
nσ2 ∈ {0.5, 1, 2, 3, 4, 5}.
Recall that in the Gaussian case, W = Z. So sprinter z is essentially the
same as sprinter w, which we will simply call sprinter. In addition to the
methods considered in previous study, we also include the performance of the
following methods:
• RAMP (Hao et al. 2018), which iteratively adds variables into a path of
solutions under marginality (hierarchy) principle. They also consider the
93
two-stage lasso, but state that RAMP performs better than the two-stage
lasso (Hao & Zhang 2014).
• Interaction Pursuit (IP) by Fan et al. (2016).
• SIS + Lasso: We use sure independence screening (Fan & Lv 2008) on all
main effects and interactions, and fit the lasso on the selected candidate
features.
• Oracle: Least squares estimate with an oracle knowledge of true support.
0
50
10
0
15
0
mixed
snr
M
ea
n 
sq
ua
re
d 
er
ro
r
l
l
l
l
l
l
0
50
10
0
15
0
20
0
25
0
30
0
35
0
hier
snr
M
ea
n 
sq
ua
re
d 
er
ro
r
l
l
l
l
l
l
0
50
10
0
15
0
20
0
antihier
snr
M
ea
n 
sq
ua
re
d 
er
ro
r
l
l
l
l
l
l
1 2 3 4 5
0
50
10
0
15
0
interonly
snr
M
ea
n 
sq
ua
re
d 
er
ro
r
l
l
l
l
l
l
1 2 3 4 5
0
10
20
30
40
50
60
70
mainonly
snr
M
ea
n 
sq
ua
re
d 
er
ro
r
l
l
l
l
l
l
l APL
IP
MEL
Oracle
RAMP
SIS + lasso
sprinter
1 2 3 4 5
0
10
20
30
40
50
60
squareonly
snr
M
ea
n 
sq
ua
re
d 
er
ro
r
l
l
l
l
l
l
Figure 4.3: Prediction mean-squared error of different methods (averaged
over 100 repetitions, Gaussian settings)
We measure the statistical performance of each methods in prediction error,
which is averaged over 100 repetitions and is reported in Figure 4.3. Observe
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that sprinter almost works uniformly better than other methods in all settings
except the main effects only model. This is because sprinter include both main
effects and the squared effects in Step 1, which has already been a misspecified
model if the response depends on main effects only. Actually, sprinter works
much better in this setting if it uses only main effects in Step 1.
4.5.3 Simulation studies: computation time
In this section, we show that sprinter is much more computationally efficient
than APL, while having similar (if not better) statistical performance. To this
end, we consider varying p ∈ {100, 200, 400, 1000, 2000} in the mixed model in
Section 4.5.2 with signal-to-noise ratio equal to 3 and n = 100. The following
plots show both the computation time (in seconds) and the prediction mean
squared error (averaged over 10 repetitions).
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Figure 4.4: Computation time and prediction mean-squared error for dif-
ferent p in the mixed model.
As expected, APL is computationally much more expensive than the pro-
posed method. In particular, for p = 2000, the proposed method is about 100
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times faster than APL. In addition, while not shown, sprinter can solve a prob-
lem with 140000 main effects (about 10 billion interactions, which is infeasible
for APL) with 5-fold cross-validation under 7 hours on a single CPU.
In addition to enjoying obvious computational benefits, the right panel of
Figure 4.4 shows that the proposed method does not lose statistical performance
in terms of prediction error. Actually, sprinter attains even smaller prediction
error than APL.
4.5.4 Data example: Riboflavin
Finally, we consider applying sprinter to the Riboflavin data set (Bu¨hlmann et al.
2014), which is also considered in Thanei et al. (2016). The data set contains
p = 4088 gene-expression features and n = 71 observations, which are randomly
split into set A of size 30 and set B of size 31. We first use set A as the training set
and set B as the testing set, and then we reverse the roles of A and B. To measure
the statistical performance, we report the normalized out-of-sample prediction
error (Thanei et al. 2016):
r2 =
‖ytest − yˆtest‖2
‖ytest‖2
.
The following table shows both the computing time and r2 for sprinter, the xyz
algorithm (Thanei et al. 2016), and APL.
xyz APL sprinter
Time (s) 13.5285 773.5015 11.4360
r2 1.59274 0.01267 0.00935
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While sprinter is about 70 times faster than APL, it achieves an even higher r2.
By contrast, xyz is about as efficient as sprinter, but suffers from poor prediction
performance.
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CHAPTER 5
CONCLUSION
This dissertation proposes three methods, each of which studies a component
of a general framework of the high-dimensional structured regression problem.
A recurring theme of the proposed methods is that they cast a certain structured
statistical problem as a convex optimization problem.
In Chapter 2, we propose a new flexible method for learning local depen-
dence in the setting where the elements of a random vector have a known order-
ing. The model amounts to sparse estimation of the inverse of the Cholesky fac-
tor of the covariance matrix with variable bandwidth. Our method is based on a
convex formulation that allows it to simultaneously yield a flexible adaptively-
banded sparsity pattern, enjoy efficient computational algorithms, and be stud-
ied theoretically. To our knowledge, no previous method has all these proper-
ties. We show how the matrix estimation problem can be decomposed into inde-
pendent row estimation problems, each of which can be solved via an ADMM
algorithm having efficient updates. We prove that our method recovers the
signed support of the true Cholesky factor and attains estimation consistency
rates in several matrix norms under assumptions as mild as those in linear re-
gression problems. Simulation studies show that our method compares favor-
ably to two pre-existing estimators in the ordered setting, both in terms of sup-
port recovery and in terms of estimation accuracy. Through a genetic data ex-
ample, we illustrate how our method may be applied to model the local depen-
dence of genetic variations in genes along a chromosome. Finally, we illustrate
that our method has favorable performance in a sound recording classification
problem.
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Chapter 3 considers the problem of estimating the error variance in a high-
dimensional linear model. Compared with the vast literature in estimating
the regression coefficients, the problem of estimating error variance in high-
dimensional linear model has been under-develeoped, especially relative to its
importance in high-dimensional statistical inference. We show that the natu-
ral parametization of the multiparameter exponential family of a Gaussian with
unknown mean and variance leads to a new approach to this problem with at-
tractive properties. Our new estimators, natural lasso and organic lasso, admit
finite sample bounds that do not make any assumptions on the design matrix.
From a practical standpoint, our estimators are easy to compute and have em-
pirical performance surpassing existing approaches. Another contribution of
Chapter 3 is to provide a more complete view of high-dimensional error vari-
ance estimators under no conditions on the design matrix. In particular, we
show that two popular pre-existing estimators of error variance share the same
error rate with the proposed methods under no conditions on the design ma-
trix. To our best knowledge, these results are not found in previous literature.
An interesting theoretical extension of Chapter 3 is to study if the proposed
methods attain a faster rate under stronger assumptions. And another impor-
tant future step would be the application of the proposed methods in certain
high-dimensional inferential tasks.
In Chapter 4, we propose a new principle (RISP) in large-scale interaction
modeling, which says that one should prefer main effects over interactions
given similar prediction performance. The proposed method, sprinter, is a
multiple-stage method that honors RISP: in the first stage it tries to capture
as much of the variability in the response as possible without resorting to in-
teractions; in the second stage it includes only interactions that capture signal
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that cannot be captured by main effects. In this sense, sprinter is a reluctant in-
teraction selection procedure. The reluctance of sprinter allows for interaction
modeling on unprecedented problem sizes without compromising practical sta-
tistical performance. Extensive numerical studies are carried out to show that
sprinter performs favorably, both in prediction error and (espcially) in computa-
tional efficiency. In addition, sprinter attains theoretical properties that compare
favorably with alternative methods that are also computationally efficient.
Actually, the principle in Chapter 4 is not limited to interaction modeling.
It can be applied in a more general setting where one would give preference to
one set of variables A (in analogy to the main effects) over the other set B (in
analogy to the interactions). For example, A could be the set of cheap and easy-
to-get features while features in set B are much more expensive. Or B could be
the set of (high-dimensional) confounding variables of A. In both examples, it
is an important yet challenging problem to understand how to capture as much
of the variability in the response as possible without resorting to features in B.
It is also very interesting to understand the pure effect of features in B in the
presence of A. This could be a natural and important extension of Chapter 4.
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APPENDIX A
APPENDIX OF CHAPTER 2
A.1 Decoupling property
Let S = 1nX
TX ∈ Rp×p be the sample covariance matrix. Then the estimator (2.5)
is the solution to the following minimization problem:
min
L:Lrr>0
Lrk=0 for r<k
−2
p∑
r=1
log Lrr + tr(S LTL) + λ
p∑
r=2
r−1∑
`=1
√∑`
m=1
w2`mL
2
rm
 .
First note that under the lower-triangular constraint
tr
(
S LTL
)
=
1
n
p∑
r=1
tr
(
XLT·rLr·X
T
)
=
1
n
p∑
r=1
∥∥∥XLT·r∥∥∥22 = 1n
p∑
r=1
∥∥∥X1:rLT1:r,r∥∥∥22 ,
where X1:r is a matrix of the first r columns of X. Thus
− 2
p∑
r=1
log Lrr + tr(S LTL) + λ
p∑
r=2
r−1∑
`=1
√∑`
m=1
w2`mL
2
rm
= − 2 log L11 + 1n ‖X1L11‖
2
2 +
p∑
r=2
−2 log Lrr + 1n ∥∥∥X1:rLT1:r,r∥∥∥22 + λ
r−1∑
`=1
√∑`
m=1
w2`mL
2
rm
 .
Therefore the original problem can be decoupled into p separate problems.
In particular, a solution Lˆ can be written in a row-wise form with
Lˆ11 = arg min
L11>0
{
−2 log L11 + 1n ‖X1L11‖
2
2
}
=
1√
S 11
,
and for r = 2, . . . , p,
LˆT1:r,r = arg min
β∈Rr:βr>0
−2 log βr + 1n ‖X1:rβ‖22 + λ
r−1∑
`=1
√∑`
m=1
w2`mβ
2
m
 .
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A.2 A closed-form solution to (2.9)
The objective function in (2.9) is a smooth function. Taking the derivative with
respect to β and setting to zero gives the following system of equations:
−2 1
βr
er +
2
n
XT1:rX1:rβ + u
(t−1) + ρ
(
β − γ(t−1)
)
= 0.
Letting S (r) = 1nX
T
1:rX1:r, then the equations above can be further decomposed
into
− 2
βr
+
(
2S (r)rr + ρ
)
βr + 2S
(r)
r,−rβ−r + u
(t−1)
r − ργ(t−1)r = 0,(
2S (r)−r,−r + ρI
)
β−r + 2S
(r)
−r,rβr + u
(t−1)
−r − ργ(t−1)−r = 0.
Solving for β−r in the second system of equations gives
β−r = −
(
2S (r)−r,−r + ρI
)−1 (
2S (r)−r,rβr + u
(t−1)
−r − ργ(t−1)−r
)
,
which is then plugged back in the first equation to give
2
1
βr
+ Aβr + B = 0,
where
A = 4S (r)r,−r
(
2S (r)−r,−r + ρI
)−1
S (r)−r,r − 2S (r)r,r − ρ,
B = 2S (r)r,−r
(
2S (r)−r,−r + ρI
)−1 (
u(t−1)−r − ργ(t−1)−r
)
− u(t−1)r + ργ(t−1)r .
Solving for βr gives the closed-form update.
A.3 Dual problem of (2.10)
Lemma 26. A dual problem of (2.10) is
min
a(`)∈Rr

∥∥∥∥∥∥∥y(t) − λρ
r−1∑
`=1
W (`) ∗ a(`)
∥∥∥∥∥∥∥
2
2
s.t.
∥∥∥∥∥(a(`))gr,`
∥∥∥∥∥
2
≤ 1,
(
a(`)
)
gcr,`
= 0
 , (A.1)
102
where y(t) = β(t) + 1
ρ
u(t−1). Also, given a solution aˆ(1), . . . , aˆ(r−1), the solution to (2.10) can
be written as
γ(t) = y(t) − λ
ρ
r−1∑
`=1
W (`) ∗ aˆ(`). (A.2)
Proof. Note that√∑`
m=1
w2`mγ
2
m =
∥∥∥∥∥(W (`) ∗ γ)gr,`
∥∥∥∥∥
2
= max
{〈
W (`) ∗ a(`), γ
〉
, s.t.
∥∥∥∥∥(a(`))gr,`
∥∥∥∥∥
2
≤ 1,
(
a(`)
)
gcr,`
= 0
}
.
Thus, the minimization problem in (2.10) becomes
min
γ
12 ∥∥∥γ − y(t)∥∥∥22 + λρ
r−1∑
`=1
∥∥∥∥∥(W (`) ∗ γ)gr,`
∥∥∥∥∥
2

= min
γ
maxa(`)
12 ∥∥∥γ − y(t)∥∥∥22 + λρ
r−1∑
`=1
〈
W (`) ∗ a(`), γ
〉
,
∥∥∥∥∥(a(`))gr,`
∥∥∥∥∥
2
≤ 1,
(
a(`)
)
gcr,`
= 0


= max
a(`)
minγ
12 ∥∥∥γ − y(t)∥∥∥22 + λρ
r−1∑
`=1
〈
W (`) ∗ a(`), γ
〉
,
∥∥∥∥∥(a(`))gr,`
∥∥∥∥∥
2
≤ 1,
(
a(`)
)
gcr,`
= 0

 ,
where y(t) = β(t) + 1
ρ
u(t−1). We solve the inner minimization problem by setting the
derivative to zero,
γ − y(t) + λ
ρ
r−1∑
`=1
W (`) ∗ a(`) = 0,
which gives the primal-dual relation,
γ = −λ
ρ
r−1∑
`=1
W (`) ∗ a(`) + y(t).
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Using this gives
min
γ
12 ∥∥∥γ − y(t)∥∥∥22 + λρ
r−1∑
`=1
∥∥∥∥∥(W (`) ∗ γ)gr,`
∥∥∥∥∥
2

= max
a(`)
12
∥∥∥∥∥∥∥−λρ
r−1∑
`=1
W (`) ∗ a(`)
∥∥∥∥∥∥∥
2
2
+
λ
ρ
r−1∑
`=1
〈
W (`) ∗ a(`),−λ
ρ
r−1∑
`=1
W (`) ∗ a(`) + y(t)
〉
s.t.
∥∥∥∥∥(a(`))gr,`
∥∥∥∥∥
2
≤ 1,
(
a(`)
)
gcr,`
= 0
}
= min
a(`)

∥∥∥∥∥∥∥y(t) − λρ
r−1∑
`=1
W (`) ∗ a(`)
∥∥∥∥∥∥∥
2
2
s.t.
∥∥∥∥∥(a(`))gr,`
∥∥∥∥∥
2
≤ 1,
(
a(`)
)
gcr,`
= 0
 .

Algorithm 5: BCD on the dual problem (A.1)
1: Let y(t) = β(t) + 1
ρ
u(t−1)
2: Initialize aˆ(`) ← 0 for all ` = 1, · · · , r − 1
3: for ` = 1, · · · , r − 1 do
4: zˆ(`) ← y(t) − λ
ρ
∑r−1
k=1 W
(k) ∗ aˆ(k) Find a root νˆ` that satisfies
h`(ν) :=
∑`
m=1
w2`m(
w2`m + ν
)2 (zˆ(`)m )2 = λ2ρ2 (A.3)
5: for m = 1, · · · , ` do
6: aˆ(`)m ← w`mλ
ρ (w2`m+[νˆ`]+)
zˆ(`)m
7: return
{
aˆ(`)
}
as a solution to (A.1)
8: return γ(t) = y(t) − λ
ρ
∑r−1
`=1 W
(`) ∗ aˆ(`) as a solution to (2.10)
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A.4 Elliptical projection
We adapt the same procedure as in Appendix B of Bien et al. (2016) to update
one a(`) in Algorithm (5). By (2.10) we need to solve a problem of the form
min
a∈R`
∥∥∥zˆ(`) − τDa∥∥∥2
2
s.t. ‖a‖2 ≤ 1,
where τ = λ
ρ
and D = diag(w`m)m≤` ∈ R`×`. If
∥∥∥D−1zˆ(`)∥∥∥
2
≤ τ, then clearly
aˆ = 1
τ
D−1zˆ(`). Otherwise, we use the Lagrangian multiplier method to solve
the constrained minimization problem above. Specifically, we find a stationary
point of
L (a, ν) = ∥∥∥zˆ(`) − τDa∥∥∥2
2
+ ντ2
(
‖a‖22 − 1
)
.
Taking the derivative with respect to a and set it equal to zero, we have
aˆm =
w`m
τ(w2`m + νˆ)
zˆ(`)m ,
for each m ≤ `, and νˆ is such that ‖aˆ‖2 = 1, which means it satisfies (A.3). By
observing that h`(ν) is a decreasing function of ν and w`` = maxm≤` w`m, following
Appendix B of Bien et al. (2016), we obtain lower and upper bounds for νˆ:[
1
τ
∥∥∥Dzˆ(`)∥∥∥
2
− w2``
]
+
≤ νˆ ≤ 1
τ
∥∥∥Dzˆ(`)∥∥∥
2
,
which can be used as an initial interval for finding νˆ using Newton’s method.
In practice, we usually find νˆ from the equation 1h(ν) = τ
−2 for better numerical
stability.
We end this section with a characterization of the solution to (2.10), which
says that the solution can be written as γ(t) = y(t) ∗ tˆ, where tˆ is some data-
dependent vector in Rr.
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Theorem 27. A solution to (2.10) can be written as γ(t) = y(t) ∗ gˆ, where the data-
dependent vector gˆ ∈ Rr is given by
gˆm =
r−1∏
`=m
[νˆ`]+
w2`m + [νˆ`]+
and gˆr = 1, where νˆ` satisfies τ2 =
∑`
m=1
w2
`m
(w2`m+ν)
2
(
zˆ(`)m
)2
.
Proof. By Jenatton et al. (2011), we can get a solution to (2.10) in a single pass as
described in Algorithm 5. If we start from zˆ(1) = y(t), then for ` = 1, · · · , r − 1 and
each m ≤ `,
zˆ(`+1)m = zˆ
(`)
m − τw`maˆ(`)m =
[νˆ`]+
w2`m + [νˆ`]+
zˆ(`)m .
By (A.2), γ(t) = zˆ(r−1), and the result follows. 
A key observation from this characterization is that a banded sparsity pat-
tern is induced in solving (2.10), which in turn implies the same property of the
output of Algorithm 1.
Corollary 28. A solution γ(t) to (2.10) has banded sparsity, i.e.,
(
γ(t)
)
1:Jˆ
= 0 for Jˆ =
max {` : νˆ` ≤ 0}.
A.5 Uniqueness of the sparse row estimator
Lemma 29. (Optimality condition) For any λ > 0 and a n-by-p sample matrix X, βˆ is
a solution to the problem
min
β∈Rr
−2 log βr + 1n ‖X1:rβ‖22 + λ
r−1∑
`=1
√∑`
m=1
w2`mβ
2
m

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if and only if there exist aˆ(`) ∈ Rr for ` = 1, . . . , r − 1 such that
− 2
βˆr
er +
2
n
XT1:rX1:rβˆ + λ
r−1∑
`=1
W (`) ∗ aˆ(`) = 0 (A.4)
with
(
aˆ(`)
)
gcr,`
= 0,
(
aˆ(`)
)
gr,`
=
(W(`)∗βˆ)gr,`∥∥∥∥∥(W(`)∗βˆ)gr,`
∥∥∥∥∥
2
for βˆgr,` , 0 and
∥∥∥∥∥(aˆ(`))gr,`
∥∥∥∥∥
2
≤ 1 for βˆgr,` = 0.
Lemma 30. Take βˆ and aˆ(`) as in the previous lemma. Suppose that∥∥∥∥∥(aˆ(`))gr,`
∥∥∥∥∥
2
< 1 for ` = 1, . . . , J(βˆ)
then for any other solution β˜ to (2.8), it is as sparse as βˆ if not more. In other words,
K(β˜) ≤ Kˆr.
Lemma 31. (Uniqueness) Under the conditions of the previous lemma, let Sˆ ={
i : βˆi , 0
}
. If XSˆ has full column rank (i.e., rank
(
XSˆ
)
= |Sˆ|) then βˆ is unique.
Proof. See Appendices A.10, A.11, and A.12. 
A.6 Proof of Theorem 1
We start with introducing notation. From now on we suppress the dependence
on r in notation for simplicity. We denote the group structure g` = {1, · · · , `} for
` ≤ r for each r = 1, . . . , p. For any vector β ∈ Rr, we let βg` ∈ R` be the vector
with elements {βm : m ≤ `}. We also introduce the weight vector W (`) ∈ Rp with(
W (`)
)
m
= w`m where w`m can be defined as in (2.7) or w`m = 1. Finally recalling
from Section 2.4 the definition of I, we denote S = I ∪ {r} = {J + 1, . . . , r} and
Sc = {1, 2, . . . , J}.
The general idea of the proof depends on the primal-dual witness proce-
dure in Wainwright (2009) and Ravikumar et al. (2011). Considering the original
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problem (2.8) for any r = 2, . . . , p, we construct the primal-dual witness solution
pairs
(
β˜,
∑r−1
`=1 W
(`) ∗ a˜(`)
)
as follows:
(a) Solve the restricted subproblem with the true bandwidth K = r − 1 − J:
β˜ = arg min
βr>0
βSc=0
−2 log βr + 1n ‖X1:rβ‖22 + λ
r−1∑
`=1
∥∥∥∥(W (`) ∗ β)g`∥∥∥∥2
 .
The solution above can be written as
β˜ =
0Jγ˜
 ,
where
γ˜ = arg min
γ∈RK+1
−2 log γK+1 + 1n ‖XSγ‖22 + λ
K∑
`=1
∥∥∥∥(W˜ (`) ∗ γ)g`∥∥∥∥2
 ,
with
W˜ (`) =
(
W (`+J)
)
S ⇐⇒
K∑
`=1
∥∥∥∥(W˜ (`) ∗ γ)g`∥∥∥∥2 =
r−1∑
`=J+1
√
r−1∑
m=J+1
w2`mγ
2
m−J.
(b) By Lemma 29, there exist b˜(`) ∈ RK+1 for ` = 1, . . . ,K, such that
(
b˜(`)
)
gc
`
= 0
and (
b˜(`)
)
gr`
=
(
W˜ (`) ∗ γ˜
)
g`∥∥∥∥(W˜ (`) ∗ γ˜)g`∥∥∥∥2 ,
satisfying
− 2
γ˜K+1
eK+1 +
2
n
XTSXSγ˜ + λ
K∑
`=1
W˜ (`) ∗ b˜(`) = 0.
(c) For ` = J + 1, . . . , r − 1, we let
a˜(`) =
 0Jb˜(`−J)
 .
Then we have
(
a˜(`)
)
gc
`
= 0,
∥∥∥∥(a˜(`))g`∥∥∥∥2 ≤ 1, (a˜(`))g` = (W(`)∗β˜)g`∥∥∥∥(W(`)∗β˜)g` ∥∥∥∥2 for β˜g` , 0.
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(d) For each ` = 1, ..., J, we choose a˜(`) ∈ Rr satisfying
(
a˜(`)
)
`′
= 0 for any `′ , ` and
(
a˜(`)
)
`
= − 2
λw``
(
S β˜
)
`
= − 2
nλ
XT`XSβ˜S.
By construction and the fact that w`` = 1,
λ
(
W (`) ∗ a˜(`)
)
`
= λw``
(
a˜(`)
)
`
= −2
(
S β˜
)
`
.
By Lemma 29,
{
a˜(`)
}
satisfies the optimality condition (A.4):
− 2
β˜r
er +
2
n
XT1:rX1:rβ˜ + λ
r−1∑
`=1
W (`) ∗ a˜(`) = 0 (A.5)
(e) Verify the strict dual feasibility condition for ` = 1, ..., J∣∣∣∣∣ 2nλXT`XSβ˜S
∣∣∣∣∣ = ∣∣∣∣(a˜(`))`∣∣∣∣ = ∥∥∥∥(a˜(`))g`∥∥∥∥2 < 1. (A.6)
At a high level, steps (a) through (d) construct a pair
(
β˜,
{
a˜(`)
})
that satisfies
the optimality condition (A.4), but the
{
a˜(`)
}
is not necessarily guaranteed to be a
member of ∂
(
P(β˜)
)
. Step (e) does more than verifying the necessary conditions
for it to belong to ∂
(
P(β˜)
)
. The strict dual feasibility condition, once verified,
ensures the uniqueness of the solution. Note that by construction in Step (b),{
a˜(`)
}
satisfies dual feasibility conditions for ` = J + 1, ..., r − 1 since
{
b˜(`)
}
does, so
it remains to verify for ` = 1, ..., J (see Step (c)).
For each ` = 1, ..., J, by the construction in Step (d),
(
a˜(`)
)
gc
`
= 0. Note that
β˜gJ = 0 implies β˜g` = 0. Thus, for a˜
(`) to satisfy conditions in Lemma 29, it
suffices to show (A.6).
If the primal-dual witness procedure succeeds, then by construction, the so-
lution β˜, whose support is contained in the support of the true Lr·, is a solution
to (2.8). Moreover, by strict dual feasibility and Lemma 31, we know that β˜ is the
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unique solution βˆ to the unconstrained problem (2.8). Therefore, the support of
βˆ is contained in the support of Lr·.
In the following we adapt the same proof technique as Wainwright (2009) to
show that the primal-dual witness succeeds with high probability, from which
we first conclude that K(βˆ) ≤ K.
A.6.1 Proof of Property 1 in Theorem 1
Proof. We need to verify the strict dual feasibility (A.6). By (A.5),
− 2
β˜r
+
2
n
XTr Xrβ˜r +
2
n
XTr XIβ˜I = 0, (A.7)
2
n
XTIXrβ˜r +
2
n
XTIXIβ˜I + λ
 r−1∑
`=1
W (`) ∗ a˜(`)

I
= 0. (A.8)
From (A.8),
β˜I = −
(
XTIXI
)−1 XTIXrβ˜r + λn2
 r−1∑
`=1
W (`) ∗ a˜(`)

I
 . (A.9)
Plugging (A.9) back into (A.7) and denotingCI = XI
(
XTIXI
)−1 (∑r−1
`=1 W
(`) ∗ a˜(`)
)
I
andOI = I−XI
(
XTIXI
)−1
XTI as the orthogonal projection matrix onto the orthog-
onal complement of the column space of XI, we have
− 2
β˜r
+
2
n
XTr OIXrβ˜r − λXTr CI = 0,
which implies that
β˜r =
λ
2X
T
r CI +
√
λ2
4
(
XTr CI
)2
+ 4nXTr OIXr
2
nXTr OIXr
(A.10)
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and that
(
a˜(`)
)
`
= − 2
nλ
XT`XSβ˜S = −
2
nλ
XT`Xrβ˜r −
2
nλ
XT`XIβ˜I
= − 2
nλ
XT`Xrβ˜r +
2
nλ
XT`XI
(
XTIXI
)−1 XTIXrβ˜r + λn2
 r−1∑
`=1
W (`) ∗ a˜(`)

I

= − 2
nλ
XT`
[
I − XI
(
XTIXI
)−1
XTI
]
Xrβ˜r + XT`XI
(
XTIXI
)−1  r−1∑
`=1
W (`) ∗ a˜(`)

I
= XT`
[
CI −OI
(
2
nλ
Xrβ˜r
)]
. (A.11)
Conditioning on XI, we can decompose Xr and X` as
XTr = ΣrI (ΣII)
−1 XTI + E
T
r , (A.12)
XT` = Σ`I (ΣII)
−1 XTI + E
T
` ,
where Er ∼ N
(
0n, θ(r)r In×n
)
and E` ∼ N
(
0n, θ(`)r In×n
)
, and θ(`)r and θ
(r)
r are defined in
Section 4. Then
XT`OI = E
T
` OI and OIXr = OIEr,
and from (A.11)
(
a˜(`)
)
`
= ET`
[
CI −OI
(
2
nλ
Erβ˜r
)]
+ Σ`I (ΣII)−1
 r−1∑
`=1
W (`) ∗ a˜(`)

I
:= R(`) + F(`). (A.13)
We first bound max`
∣∣∣F(`)∣∣∣. Note that∥∥∥∥∥∥∥
 r−1∑
`=1
W (`) ∗ a˜(`)

I
∥∥∥∥∥∥∥∞ =
∥∥∥∥∥∥∥
 r−1∑
`=J+1
W (`) ∗ a˜(`)

I
∥∥∥∥∥∥∥∞ = maxm∈I
∣∣∣∣∣∣∣
r−1∑
`=m
w`m
(
a˜(`)
)
m
∣∣∣∣∣∣∣
≤max
m∈I
r−1∑
`=m
w`m
∣∣∣∣(a˜(`))m∣∣∣∣ ≤ maxm∈I
r−1∑
`=m
1
(` − m + 1)2 ≤
∞∑
k=1
1
k2
=
pi2
6
, (A.14)
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where we used
∥∥∥a˜(`)∥∥∥∞ ≤ ∥∥∥a˜(`)∥∥∥2 ≤ 1. Therefore, by Assumption A3,
max
1≤`≤J
∣∣∣∣∣∣∣Σ`I (ΣII)−1
 r−1∑
`=1
W (`) ∗ a˜(`)

I
∣∣∣∣∣∣∣ ≤ 1 − α.
To give a bound on the random quantity
∣∣∣R(`)∣∣∣, we first state a general result
that will be used multiple times later in the proof.
Lemma 32. Consider the term ETj η where η ∈ Rn is a random vector depending on XI
and Xr and E j ∼ N
(
0n, θ( j)r In×n
)
for j = 1, . . . , J, r. If for some Q¯ ≥ 0
P
[
Var
(
ETj η
∣∣∣∣XI,Xr) ≥ Q¯] ≤ p¯
then for any a > 0,
P
[∣∣∣ETj η∣∣∣ ≥ a] ≤ 2 exp (− a22Q¯
)
+ p¯
Proof. Define the event
B¯ =
{
Var
(
ETj η
∣∣∣∣XI) ≥ Q¯} .
Now for any a and conditioned on XI and Xr,
P
[
ETj η ≥ a
]
≤ P
[
ETj η ≥ a
∣∣∣∣B¯c] + P [B¯] ≤ P [ETj η ≥ a∣∣∣∣B¯c] + p¯.
Conditioned on B¯c, the variance of ETj η is at most Q¯. So by standard Gaussian
tail bounds, we have
P
[
ETj η ≥ a
∣∣∣∣B¯c] = E [P (ETj η ≥ a∣∣∣∣XI,Xr) ∣∣∣∣B¯c] ≤ E [2 exp (− a22Q¯
) ∣∣∣∣B¯c] ≤ 2 exp (− a22Q¯
)
.

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Then note that Var (Ei`) = θ
(`)
r ≤ θr for i = 1, . . . , n. Now conditioned on both
XI and Xr, R(`) is zero-mean with variance at most
Var
(
R(`)
∣∣∣∣XI)
≤θr
∥∥∥∥∥∥CI −OI
(
2
nλ
Erβ˜r
)∥∥∥∥∥∥2
2
= θr
CTICI +
∥∥∥∥∥∥OI
(
2
nλ
Erβ˜r
)∥∥∥∥∥∥2
2

=θr
1n
 r−1∑
`=1
W (`) ∗ a˜(`)
T
I
(
1
n
XTIXI
)−1  r−1∑
`=1
W (`) ∗ a˜(`)

I
+
4β˜2r ‖OIEr‖22
n2λ2

:=θrMn,
where the first equality holds from Pythagorean identity. The next lemma
bounds the random scaling Mn.
Lemma 33. For ε ∈
(
0, 12
)
, denote
M¯n (ε) :=
3κ2pi2
2
K
n
+
1
θ(r)r (n − K) (1 − ε)
+
16
nλ2
,
then
P
[
Mn ≥ M¯n (ε)
∣∣∣∣XI] ≤ 7 exp (−nmin { α2
3θ(r)r κ2pi2K
,
ε2
4
(
1 − K
n
)})
.
Proof. See Appendix A.13. 
Now by Lemma 32 and the union bound,
P
[
max
1≤`≤J
∣∣∣R(`)∣∣∣ ≥ α] ≤ 2J exp (− α2
2θrM¯n (ε)
)
+ 7 exp (−c3n) , (A.15)
for some constant c3 independent of n and J. By the assumption that Kn = o(1),
we have that Kn ≤ 1 − ε for n large enough, thus
M¯n (ε) ≤ Kn
(
3κ2pi2
2
+
1
Kθ(r)r (1 − ε)2
+
16
Kλ2
)
≤ K
n
(
3κ2pi2
2
+
4
Kθ(r)r
+
16
Kλ2
)
.
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For the exponential term in (A.15) to have faster decaying rate than the J term,
we need
n
K log J
>
θr
α2
(
3κ2pi2 +
8
Kθ(r)r
+
32
Kλ2
)
.

A.6.2 Proof of Property 2 in Theorem 1
Next we study the `∞ error bound. The following theorem gives an `∞ error
bound of β˜.
Proof. Let δ = β˜ − β∗ = β˜ −
(
LT
)
1:r,r
andW = S LT − (L)−1, then from (A.8) and the
fact that L−1 is lower-triangular,
δI = −
(
XTIXI
)−1 [
XTIXrβ˜r +
(
XTIXI
)
(L)TI,r
]
− nλ
2
(
XTIXI
)−1  r−1∑
`=1
W (`) ∗ a˜(`)

I
= −
(
1
n
XTIXI
)−1 [1
n
XTIXr
(
δr + β
∗
r
)
+
(
1
n
XTIXI
)
(L)TI,r
]
− λ
2
(
1
n
XTIXI
)−1  r−1∑
`=1
W (`) ∗ a˜(`)

I
= −
(
XTIXI
)−1
XTIXrδr −
(
1
n
XTIXI
)−1 (
S LT
)
I,r −
λ
2
(
1
n
XTIXI
)−1  r−1∑
`=1
W (`) ∗ a˜(`)

I
= −
(
XTIXI
)−1
XTIXrδr −
(
1
n
XTIXI
)−1
WI,r − λ2
(
1
n
XTIXI
)−1  r−1∑
`=1
W (`) ∗ a˜(`)

I
.
(A.16)
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From (A.7) and the fact that
(
L−1
)
rr
= 1Lrr ,
− 1
β˜r
+
1
n
XTr Xrδr +
1
n
XTr XIδI +
1
n
XTr Xrβ
∗
r +
1
n
XTr XIβ
∗
I
= − 1
β˜r
+
1
n
XTr Xrδr +
1
n
XTr XIδI +
(
S LT
)
rr
=
(
L−1
)
rr
− 1
β˜r
+
1
n
XTr Xrδr +
1
n
XTr XIδI +Wrr
=
δr
Lrrβ˜r
+
1
n
XTr Xrδr +
1
n
XTr XIδI +Wrr = 0. (A.17)
Plugging (A.16) into (A.17), we have
δr
Lrrβ˜r
+
1
n
XTr OIXrδr = X
T
r XI
(
XTIXI
)−1WI,r + λ2XrCI −Wrr,
which implies
δr =
(
1
Lrrβ˜r
+
1
n
XTr OIXr
)−1 [
XTr XI
(
XTIXI
)−1WI,r + λ2XrCI −Wrr
]
.
Since Lrr > 0 and β˜r > 0,
|δr| ≤
∣∣∣∣∣∣∣
(
1
Lrrβ˜r
+
1
n
XTr OIXr
)−1∣∣∣∣∣∣∣
(∣∣∣∣XTr XI (XTIXI)−1WI,r∣∣∣∣ + ∣∣∣∣∣λ2XrCI
∣∣∣∣∣ + |Wrr|)
≤
∣∣∣∣∣∣∣
(
1
n
XTr OIXr
)−1∣∣∣∣∣∣∣
(∣∣∣∣XTr XI (XTIXI)−1WI,r∣∣∣∣ + ∣∣∣∣∣λ2XrCI
∣∣∣∣∣ + |Wrr|) .
Now conditioned on XI, by the decomposition (A.12),
(
1
nX
T
r OIXr
)−1
=(
1
nE
T
r OIEr
)−1
= n‖OIEr‖22
. From Lemma 39, it follows that
P
(1nXTr OIXr
)−1
≥ 1
θ(r)r
n
n − K
1
1 − ε
 ≤ exp (−14 (n − K) ε2
)
.
Also, by Lemma 38,
P
[∣∣∣XTr CI∣∣∣ ≥ 1] ≤ 2 exp (− nα2
3θ(r)r κ2pi2K
)
+ 2 exp
(
−n
2
)
.
To deal with the rest of terms in (A.17) that involve W, we introduce the
following concentration inequality to control its element-wise infinity norm.
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Lemma 34. LetW = S LT −L−1. Under Assumptions A4 and A5, there exist constants
C1,C2,C3 > 0 such that for any 0 < t ≤ 2κ,
P [‖W‖∞ > t] ≤ 2p2 exp
(
−C3nt
2
κ2
)
+ 4p exp
(
−C1nt
κ2
)
+ 4p exp (−C2nt) .
Proof. See Appendix A.14. 
In terms of the event
A = {‖W‖∞ ≤ λ} ,
Lemma 34 states that
P [Ac] ≤ 2p2 exp
(
−C3nλ
2
κ2
)
+ 4p exp
(
−C1nλ
κ2
)
+ 4p exp (−C2nλ) .
The next lemma shows that, on the event A and with the assumption that
λ2
n = o(1), the term
∣∣∣∣XTr XI (XTIXI)−1WI,r∣∣∣∣ can be bounded by λ with high proba-
bility.
Lemma 35. Using the general weigthing scheme (2.7), we have
P
[∣∣∣∣XTr XI (XTIXI)−1WI,r∣∣∣∣ ≥ λ∣∣∣∣A] ≤ 2 exp (− 2nα29θ(r)r κ2Kλ2
)
+ 2 exp
(
−n
2
)
.
Proof. Recall that by conditioning on XI, the decomposition (A.12) gives
XTr XI
(
XTIXI
)−1WI,r = ΣrI (ΣII)−1WI,r + ETr XI (XTIXI)−1WI,r.
On the eventA, by A3 and (A.14),
∣∣∣ΣrI (ΣII)−1WI,r∣∣∣ ≤ ∣∣∣∣∣∣∣∣∣ΣrI (ΣII)−1∣∣∣∣∣∣∣∣∣∞ ∥∥∥WI,r∥∥∥∞ ≤ λ.
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Note that Var (Eir) = θ
(r)
r for i = 1, . . . , n. Let B(r) := ETr XI
(
XTIXI
)−1WI,r, then
B(r) has mean zero and variance at most
Var
(
B(r)
∣∣∣∣XI) = θ(r)rn WTI,r
(
1
n
XTIXI
)−1
WI,r ≤ 9θ
(r)
r κ
2Kλ2
n
,
with probability greater than 1−2 exp
(
n
2
)
. The result follows from Lemma 32. 
Putting everything together and choosing the tuning parameter from (2.13),
with a union bound argument and some algebra, we have shown that condi-
tioned on XI,
P
[
|δr| ≥ 1
θ(r)r
n
n − K
1
1 − ε
5
2
λ
]
≤ P
[
|δr| ≥ 5
2θ(r)r
λ
]
≤ P
[
|δr| ≥ 5
2θ(r)r
λ
∣∣∣∣A] + P [Ac]
≤ exp
(
− 1
4n
(
1 − K
n
)
ε2
)
+ 2 exp
(
− nα
2
3θrκ2pi2K
)
+ 2 exp
(
− 2nα
2
9θrκ2Kλ2
)
+ 4 exp
(
−n
2
)
+ 2p2 exp
(
−C3nλ
2
κ2
)
+ 4p exp
(
−C1nλ
κ2
)
+ 4p exp (−C2nλ)
≤ c4 exp (−c5n) + c6p , (A.18)
for some constants c4, c5, c6, x > 0 that do not depend on n and p.
We now consider a bound for δI. Recall from (A.16) that
δI = F1 + F2
where
F1 = −
(
XTIXI
)−1
XTIXrδr,
F2 = −
(
1
n
XTIXI
)−1 (
WI,r + λ2D
)
with D =
 r−1∑
`=1
W (`) ∗ a˜(`)

I
.
An `∞ bound of F2 is given by
‖F2‖∞ ≤
∥∥∥∥∥∥∥
(1nXTIXI
)−1
− (ΣII)−1
 (WI,r + λ2D
)∥∥∥∥∥∥∥∞ +
∥∥∥∥∥(ΣII)−1 (WI,r + λ2D
)∥∥∥∥∥∞ .
(A.19)
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On the eventA, by (A.14),∥∥∥∥∥(ΣII)−1 (WI,r + λ2D
)∥∥∥∥∥∞ ≤ ∣∣∣∣∣∣∣∣∣(ΣII)−1∣∣∣∣∣∣∣∣∣∞
(∥∥∥WI,r∥∥∥∞ + λ2 ‖D‖∞
)
≤ ∣∣∣∣∣∣∣∣∣(ΣII)−1∣∣∣∣∣∣∣∣∣∞ (1 + pi212
)
λ ≤ 2λ∣∣∣∣∣∣∣∣∣(ΣII)−1/2∣∣∣∣∣∣∣∣∣2∞
To deal with the first term in (A.19), note that XI = WI (ΣII)1/2, where WI ∈
Rn×K is a standard Gaussian random matrix, i.e., (WI)i j ∼ N(0, 1). Thus we can
write it as∥∥∥∥∥∥∥(ΣII)−1/2
(1nWTIWI
)−1
− IK
 (ΣII)−1/2 (WI,r + λ2D
)∥∥∥∥∥∥∥∞ ≤
∣∣∣∣∣∣∣∣∣(ΣII)−1/2∣∣∣∣∣∣∣∣∣∞G,
where
G =
∥∥∥∥∥∥∥
(1nWTIWI
)−1
− IK
 (ΣII)−1/2 (WI,r + λ2D
)∥∥∥∥∥∥∥∞ .
By Lemma 5 in Wainwright (2009), we have, for some constant c7 > 0.
P
[
G ≥
∥∥∥∥∥(ΣII)−1/2 (WI,r + λ2D
)∥∥∥∥∥∞
∣∣∣∣XI] ≤ 4 exp (−c7 min {K, log J})
Note that conditioning onA,
∥∥∥∥(ΣII)−1/2 (WI,r + λ2D)∥∥∥∥∞ is upper bounded by
2λ
∣∣∣∣∣∣∣∣∣(ΣII)−1/2∣∣∣∣∣∣∣∣∣∞. Thus,
P
[
G ≥ 2λ∣∣∣∣∣∣∣∣∣(ΣII)−1/2∣∣∣∣∣∣∣∣∣2∞∣∣∣∣A] ≤ 4 exp (−c7 min {K, log J}) ,
and
P
[
‖F2‖∞ ≥ 4λ
∣∣∣∣∣∣∣∣∣(ΣII)−1/2∣∣∣∣∣∣∣∣∣2∞] ≤ P [‖F2‖∞ ≥ 4λ∣∣∣∣∣∣∣∣∣(ΣII)−1/2∣∣∣∣∣∣∣∣∣2∞∣∣∣∣A] + P [Ac]
≤ 4 exp (−c7 min {K, log J}) + c6p . (A.20)
Turning to F1, conditioned on XI, by decomposition (A.12), we have that
‖F1‖∞ ≤
∥∥∥(ΣII)−1 ΣIr∥∥∥∞ |δr| + ∥∥∥∥(XTIXI)−1 XTIErδr∥∥∥∥∞ .
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By (A.18) and A3,
P
[∥∥∥(ΣII)−1 ΣIr∥∥∥∞ |δr| ≥ 52θ(r)r λ
]
≤ c4 exp (−c5n) + c6p .
Consider each coordinate j ∈ I of the random term whose variance is bounded
by
Var
[
eTj
(
XTIXI
)−1
XTIErδr
∣∣∣∣XI] ≤ θr
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
(
1
n
XTIXI
)−1∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
δ2r
n
.
By Lemma 37 and (A.18),
P
[
Var
[
eTj
(
XTIXI
)−1
XTIErδr
∣∣∣∣XI] ≥ 2354 κ2θr λ
2
n
]
≤ 2 exp
(
−n
2
)
+ c4 exp (−c5n) + c6p .
Thus by Lemma 32,
P
[∥∥∥∥(XTIXI)−1 XTIErδr∥∥∥∥∞ ≥ 52θ(r)r λ
]
≤2 exp
(
− n
18θrκ2
)
+ 2 exp
(
−n
2
)
+c4 exp (−c5n) + c6p ,
and
P
[
‖F1‖∞ ≥ 5
θ(r)r
λ
]
≤ 2 exp
(
− n
18θrκ2
)
+ 2 exp
(
−n
2
)
+ c4 exp (−c5n) + c6p .
Combining with (A.18) and (A.20), we have
P
[
‖δ‖∞ ≥ 4λ
∣∣∣∣∣∣∣∣∣(ΣII)−1/2∣∣∣∣∣∣∣∣∣2∞ + 5θ(r)r λ
]
≤ c8 exp (−c9n) + 2c6p + 4 exp
(−c7 min {K, log J}) ,
for some constants c8, c9 > 0 that do not depend on n and J. 
A.6.3 Proof of Property 3 in Theorem 1
Finally we establish a βmin condition, which, combined with the `∞ rate, gives
the other direction of the support recovery, i.e., K(βˆ) ≥ K.
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By the triangle inequality
∣∣∣β˜ j∣∣∣ ≥ ∣∣∣β j∣∣∣ − ∣∣∣β˜ j − β j∣∣∣ .
So if we have
max
j≥J+1
{∣∣∣β j∣∣∣ − ∣∣∣β˜ j − β j∣∣∣} > 0,
then K(β˜) ≥ K.
A.7 Proof of Theorem 3
Proof. The overall proof techniques are the same as the proof of Theorem 1.
The first part of the theorem holds if max2≤r≤p max1≤`≤Jr |a˜(r`)| < 1. Now for each
r = 2, . . . , p we proceed with the same primal-dual witness procedure and end
up with the same decomposition (A.13).
Assumption A3 ensures that max2≤r≤p max1≤`≤Jr |F(r`)| ≤ 1 − α. Following the
same line of proof to deal with random term R(r`), we have that R(r`) is zero-mean
Gaussian with conditional variance bounded above by the scaling
θrM¯(r)n (ε) =
3κ2pi2θr
2
K∗r
n
+
θr
θ(r)r
1(
n − K∗r
)
(1 − ε) +
16θr
nλ2
≤3κ
2pi2θr
2
(
K
n
+
κ2
nθ(r)r (1 − ε)2
+
16
nλ2
)
,
for ε ∈
(
0, 12
)
with high probability, where we use the fact that K = o(n) implies
that Kn ≤ ε for n large. And
P
[∣∣∣R(r`)∣∣∣ ≥ α] ≤ 2 exp (− α2
2θrM¯
(r)
n (ε)
)
+ 7 exp (−c3n) .
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Thus,
P
[
max
2≤r≤p
max
1≤`≤Jr
∣∣∣R(r`)∣∣∣ ≥ α] ≤ 2 p∑
r=2
Jr exp
(
− α
2
2θrM¯
(r)
n (ε)
)
+ 7
p∑
r=2
Jr exp (−c3n)
≤ p2 exp
− α23κ2pi2θKn + 8θκ2n + 32θnλ2
 + 72 p2 exp (−c3n) .
For the exponential term to decay faster than p2, we need
n
log p
> max
{
2
α2
(
3κ2pi2θK + 8κ2θ +
32θ
λ2
)
,
2
c3
}
.

A.8 Proof of Theorem 4
Lemma 36. Using the notation and conditions in Theorem 4, the following deviation
bounds hold with high probability:∣∣∣∣∣∣∣∣∣Lˆ − L∣∣∣∣∣∣∣∣∣∞ ≤ ζΓ (K + 1)
√
log p
n
,
∣∣∣∣∣∣∣∣∣Lˆ − L∣∣∣∣∣∣∣∣∣
1
≤ ζΓ (K + 1)
√
log p
n
,
∣∣∣∣∣∣∣∣∣Lˆ − L∣∣∣∣∣∣∣∣∣
2
≤ ζΓ (K + 1)
√
log p
n
,
∥∥∥Lˆ − L∥∥∥
F
≤ ζΓ
√
(s + p) log p
n
.
Proof. By Theorem 3, with high probability, the support of Lˆ is contained in the
true support and ∥∥∥Lˆ − L∥∥∥∞ ≤ ζΓ
√
log p
n
.
Note that∣∣∣∣∣∣∣∣∣Lˆ − L∣∣∣∣∣∣∣∣∣∞ = max2≤r≤p r∑
c=1
∣∣∣Lˆrc − Lrc∣∣∣ ≤ max
2≤r≤p
(Kr + 1)
∥∥∥Lˆ − L∥∥∥∞ ≤ (K + 1) ∥∥∥Lˆ − L∥∥∥∞ .
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Denote D = max1≤c≤p−1 Dc where Dc = |{r = c, . . . , p : Lrc , 0}|. Observing that
D ≤ K, we have∣∣∣∣∣∣∣∣∣Lˆ − L∣∣∣∣∣∣∣∣∣
1
= max
1≤c≤p−1
c∑
r=1
∣∣∣Lˆrc − Lrc∣∣∣ ≤ max
1≤c≤p−1
(Dc + 1)
∥∥∥Lˆ − L∥∥∥∞
≤ (D + 1) ∥∥∥Lˆ − L∥∥∥∞ ≤ (K + 1) ∥∥∥Lˆ − L∥∥∥∞ .
By Ho¨lder’s inequality∣∣∣∣∣∣∣∣∣Lˆ − L∣∣∣∣∣∣∣∣∣
2
≤
√∣∣∣∣∣∣∣∣∣Lˆ − L∣∣∣∣∣∣∣∣∣
1
∣∣∣∣∣∣∣∣∣Lˆ − L∣∣∣∣∣∣∣∣∣∞.
Finally for Frobenius norm,∥∥∥Lˆ − L∥∥∥2
F
=
p∑
r=2
r∑
c=Jr+1
(
Lˆrc − Lrc
)2 ≤ p∑
r=2
r∑
c=Jr+1
∥∥∥Lˆ − L∥∥∥2∞ ≤ ζ2Γ
∑
r
Kr + p
 log pn .

of Theorem 4. First note that
LˆT Lˆ − LTL =
(
Lˆ − L
)T (
Lˆ − L
)
+ LˆTL + LT Lˆ − 2LTL
=
(
Lˆ − L
)T (
Lˆ − L
)
+
(
Lˆ − L
)T
L + LT
(
Lˆ − L
)
.
Thus, ∥∥∥LˆT Lˆ − LTL∥∥∥∞ ≤ ∣∣∣∣∣∣∣∣∣Lˆ − L∣∣∣∣∣∣∣∣∣∞ ∥∥∥Lˆ − L∥∥∥∞ + 2|||L|||∞ ∥∥∥Lˆ − L∥∥∥∞ ,∣∣∣∣∣∣∣∣∣LˆT Lˆ − LTL∣∣∣∣∣∣∣∣∣
1
=
∣∣∣∣∣∣∣∣∣LˆT Lˆ − LTL∣∣∣∣∣∣∣∣∣∞ ≤ 2|||L|||∞∣∣∣∣∣∣∣∣∣Lˆ − L∣∣∣∣∣∣∣∣∣∞ + ∣∣∣∣∣∣∣∣∣Lˆ − L∣∣∣∣∣∣∣∣∣2∞.
By Ho¨lder’s inequality∣∣∣∣∣∣∣∣∣LˆT Lˆ − LTL∣∣∣∣∣∣∣∣∣
2
≤
√∣∣∣∣∣∣∣∣∣LˆT Lˆ − LTL∣∣∣∣∣∣∣∣∣
1
∣∣∣∣∣∣∣∣∣LˆT Lˆ − LTL∣∣∣∣∣∣∣∣∣∞.
Finally, for Frobenius norm, observe that∥∥∥∥LT (Lˆ − L)∥∥∥∥
F
=
∥∥∥∥vec (LT (Lˆ − L))∥∥∥∥
2
=
∥∥∥∥(Ip ⊗ LT ) vec (Lˆ − L)∥∥∥∥
2
≤ ∣∣∣∣∣∣∣∣∣Ip ⊗ LT ∣∣∣∣∣∣∣∣∣2 ∥∥∥Lˆ − L∥∥∥F = |||L|||2 ∥∥∥Lˆ − L∥∥∥F .
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Applying the same strategy to
∥∥∥∥(Lˆ − L) (Lˆ − L)∥∥∥∥
F
, we have
∥∥∥LˆT Lˆ − LTL∥∥∥
F
≤
(∣∣∣∣∣∣∣∣∣Lˆ − L∣∣∣∣∣∣∣∣∣
2
+ 2|||L|||2
) ∥∥∥Lˆ − L∥∥∥
F
,
then the results follow from Corollary 36. 
A.9 Proof of Theorem 6
Proof. We adapt the proof technique of Rothman et al. (2008). Let
G(∆) = − 2 log det (L + ∆) + tr
(
S (L + ∆)T (L + ∆)
)
+ λ ‖(∆ + L)‖∗2,1
+ 2 log det L − tr
(
S LTL
)
− λ ‖L‖∗2,1 , (A.21)
where L is the inverse of the Cholesky factor of the true covariance matrix, and
the penalty is defined above as
‖L‖∗2,1 =
p∑
r=2
r−1∑
`=1
√∑`
m=1
w2`mL
2
rm.
Since the estimator Lˆ is defined as
Lˆ = arg min
L jk=0: j<k
{
−2 log det L + tr
(
S LTL
)
+ λ ‖L‖∗2,1
}
,
it follows that G(∆) is minimized at ∆ˆ = Lˆ− L. Consider the value of G(∆) on the
set defined as
Θn(M) =
{
∆ : ∆ jk = 0 for all k > j, (∆ + L) j j > 0 for all j , ‖∆‖F = Mrn
}
,
where M > 0 and
rn =
√(∑p
r=2 Kr + p
)
log p
n
.
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The assumed scaling implies that rn → 0. We aim at showing that
inf {G(∆) : ∆ ∈ Θn(M)} > 0. If it holds, then the convexity of G (∆) and the fact
that G(∆ˆ) ≤ G(0) = 0 implies
‖∆ˆ‖F = ‖Lˆ − L‖F ≤ Mrn.
We start with analyzing the logarithm terms in (A.21). First let f (t) =
log det(L+ t∆). Using a Taylor expansion of f (t) at t = 0 with f ′(t) = tr[(L+ t∆)−1∆]
and f ′′(t) = −vec ∆T (L + t∆)−1 ⊗ (L + t∆)−1 vec ∆, we have
log det(L + ∆) − log det(L)
= tr(L−1∆) − (vec ∆)T
[∫ 1
0
(1 − ν)(L + ν∆)−1 ⊗ (L + ν∆)−1dν
]
(vec ∆).
The trace term in (A.21) can be written as
tr
(
S (L + ∆)T (L + ∆)
)
− tr
(
S LTL
)
= tr
(
S LT∆ + S∆TL + S∆T∆
)
= 2 tr
(
S LT∆
)
+ tr
(
S∆T∆
)
≥ 2 tr
(
S LT∆
)
,
where the last inequality comes from the fact that the sample covariance matrix
S is positive semidefinite. Combining these with (A.21) gives
G(∆) ≥2(vec ∆)T
[∫ 1
0
(1 − ν)(L + ν∆)−1 ⊗ (L + ν∆)−1dν
]
(vec ∆)
+ 2 tr[(S LT − L−1)∆] + λ
(
‖L + ∆‖∗2,1 − ‖L‖∗2,1
)
≡(a) + (b) + (c). (A.22)
The integral term (a) above has a positive lower bound. Recalling that
σmin(M) = min‖x‖=1 xTMx is a concave function of M (the minimum of linear func-
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tions of M is concave), we have
(a) = 2‖ vec ∆‖2 vec ∆
T
‖ vec ∆‖
[∫ 1
0
(1 − ν)(L + ν∆)−1 ⊗ (L + ν∆)−1dν
]
vec ∆
‖ vec ∆‖
≥ 2‖∆‖2Fσmin
[∫ 1
0
(1 − ν)(L + ν∆)−1 ⊗ (L + ν∆)−1dν
]
≥ 2‖∆‖2F
[∫ 1
0
(1 − ν)σmin
(
(L + ν∆)−1 ⊗ (L + ν∆)−1
)
dν
]
≥ 2‖∆‖2F
∫ 1
0
(1 − ν)σ2min(L + ν∆)−1dν
≥ ‖∆‖2F min0≤ν≤1σ
2
min(L + ν∆)
−1
≥ ‖∆‖2F min
{
σ2min(L + ∆˜)
−1 : ‖∆˜‖F ≤ Mrn
}
. (A.23)
The second inequality uses Jenson’s inequality of the concave function σmin(·),
and the third inequality uses the fact that σmin (A ⊗ A) = σmin (A)2 for any positive
(semi)definite matrix A. Using triangle inequality on the matrix operator norm,
we have
σ2min(L + ∆˜)
−1 = σ−2max(L + ∆˜) ≥
(
|||L|||2 +
∣∣∣∣∣∣∣∣∣∆˜∣∣∣∣∣∣∣∣∣
2
)−2 ≥ 1
2|||L|||22
≥ κ
2
2
,
where the second inequality holds with high probability since
∣∣∣∣∣∣∣∣∣∆˜∣∣∣∣∣∣∣∣∣
2
≤ ‖∆˜‖F ≤
Mrn ≤ |||L|||2 as rn → 0 and the last inequality follows from Assumption A4. This
gives the lower bound for the first term in (A.22):
(a) ≥ 1
2
κ2‖∆‖2F =
1
2
κ2M2r2n. (A.24)
To deal with (b), we start by recalling some notation. We let S =
{
(r, j) : Lr j , 0
}
denote the support of L, and s =
∑p
r=2 Kr be the number of non-zero off-diagonal
elements. We also define
‖L‖2,1 =
p∑
r=2
r−1∑
`=1
w``|Lr`| =
p∑
r=2
r−1∑
`=1
|Lr`|,
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where the last equality holds since w`` = 1 by (2.7). Then, by the Cauchy-
Schwarz inequality,
∣∣∣tr[(S LT − L−1)∆]∣∣∣ = ∣∣∣∣∣∣∣
p∑
r=1
r∑
j=1
(
S LT − L−1
)
r j
∆r j
∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣
p∑
r=1
∑
j∈Ir
(S LT − L−1)r j∆r j
∣∣∣∣∣∣∣∣ +
∣∣∣∣∣∣∣∣
p∑
r=1
∑
j<Ir
(S LT − L−1)r j∆r j
∣∣∣∣∣∣∣∣
≤ √s + p ∥∥∥S LT − L−1∥∥∥∞ ‖∆S‖F + ∥∥∥S LT − L−1∥∥∥∞ ‖∆Sc‖2,1
≤ C1√s + p
√
log p
n
‖∆S‖F +C1
√
log p
n
‖∆Sc‖2,1 , (A.25)
where the last inequality comes from Lemma 34 with probability tending to 1.
To bound the penalty terms, we note that
‖L + ∆‖∗2,1 − ‖L‖∗2,1
=
p∑
r=2
r−1∑
`=1
√∑`
m=1
w2`m(Lrm + ∆rm)
2 − ‖LS‖∗2,1
=
p∑
r=2
r−1∑
`=1
√ ∑
m:(r,m)∈S
w2`m(Lrm + ∆rm)
2 +
∑
m:(r,m)<S
w2`m(Lrm + ∆rm)
2 − ‖LS‖∗2,1
≥
p∑
r=2
r−1∑
`=1
√ ∑
m:(r,m)∈S
w2`m(Lrm + ∆rm)
2 +
p∑
r=2
∑
`:(r,`)<S
|Lr` + ∆r`| − ‖LS‖∗2,1
= ‖LS + ∆S‖∗2,1 + ‖LSc + ∆Sc‖2,1 − ‖LS‖∗2,1
= ‖LS + ∆S‖∗2,1 + ‖∆Sc‖2,1 − ‖LS‖∗2,1
≥ ‖∆Sc‖2,1 − ‖∆S‖∗2,1 ,
where the last inequality comes from triangle inequality. To give an upper
bound on ‖LS‖∗2,1, we observe that 2λb ≤ aλ2 + b2/a holds for any a > 0, and
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obtain
2λ ‖∆S‖∗2,1 =
p∑
r=2
2λ
r−1∑
`=Jr+1
√√ ∑`
m=Jr+1
w2`m∆
2
rm
≤
 p∑
r=2
Kr
 λ2a + p∑
r=2
r−1∑
`=Jr+1
∑`
m=Jr+1
w2`m∆
2
rm/a
=
 p∑
r=2
Kr
 λ2a + p∑
r=2
r−1∑
m=Jr+1
 r−1∑
`=m
w2`m
 ∆2rm/a.
Now let
a =
4
κ2
max
r
max
Jr+1≤m≤r−1
r−1∑
`=m
w2`m
=
4
κ2
max
r
max
Jr+1≤m≤r−1
r−1∑
`=m
1
(` − m + 1)4 ≤
∞∑
k=1
4
k4κ2
≤ C2
κ2
,
for some constant C2 > 0, it follows that
λ ‖∆S‖∗2,1 ≤
C2
κ2
sλ2 + ‖∆S‖2F
κ2
4
≤ C2
κ2
sλ2 + ‖∆‖2F
κ2
4
.
Therefore,
λ
(
‖L + ∆‖∗2,1 − ‖L‖∗2,1
)
≥ λ ‖∆Sc‖2,1 − C2κ2 sλ
2 − κ
2
4
‖∆‖2F . (A.26)
Finally, combining (A.24), (A.25), and (A.26), we have
G(∆) ≥ κ
2
4
‖∆‖2F −C1
√
(s + p) log p
n
‖∆‖F +
λ −C1
√
log p
n
 ‖∆Sc‖2,1 − C2κ2 sλ2.
For any ε < 1, choose
λ =
C1
ε
√
log p
n
.
Since ‖∆‖F = Mrn, we have
G(∆) ≥κ
2
4
M2r2n −C1Mr2n +C1
√
log p
n
(
1
ε
− 1
)
‖∆Sc‖2,1 −
C2C21
κ2ε2
s log p
n
≥
(
κ2
4
M2 −C1M −
C2C21
κ2ε2
)
r2n > 0,
for M sufficiently large. 
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A.10 Proof of Lemma 29
Proof. Denote
L
(
τ, z, β; ν, φ, a(`)
)
= − 2 log τ + 1
n
‖z‖22 + ν (τ − βr) +
1
n
〈φ, z − X1:rβ〉 + λ
r−1∑
`=1
〈
W (`) ∗ a(`), β
〉
.
Then the primal (2.8) can be written equivalently as
min
τ,z,β
{
max
ν,φ,a(`)
{
L
(
τ, z, β; ν, φ, a(`)
)
:
∥∥∥∥∥(a(`))gr,`
∥∥∥∥∥
2
≤ 1,
(
a(`)
)
gcr,`
= 0
}}
.
The dual function can then be written as
g
(
ν, φ, a(`)
)
= inf
τ,z,β
L
(
τ, z, β; ν, φ, a(`)
)
= inf
τ
{−2 log τ + ντ} + inf
z
{
1
n
‖z‖22 +
1
n
〈φ, z〉
}
+ inf
β
−νβr − 1n 〈XT1:rφ, β〉 + λ
r−1∑
`=1
〈
W (`) ∗ a(`), β
〉
=2 log ν − 2 log 2 + 2 − 1∞ {ν > 0} − 14n ‖φ‖
2
2
− 1∞
−νer − 1nXT1:rφ + λ
r−1∑
`=1
W (`) ∗ a(`) = 0
 ,
where er ∈ Rr is such that (er)r = 1 and (er) j = 0 for all j , r. Thus the dual
problem (up to a constant) is
max
ν,φ,a(`)
g
(
ν, φ, a(`)
)
= min
ν,φ,a(`)
{
−2 log ν + 1
4n
‖φ‖22 s.t. ν > 0,
∥∥∥∥∥(a(`))gr,`
∥∥∥∥∥
2
≤ 1,
(
a(`)
)
gcr,`
= 0,
νer +
1
n
XT1:rφ = λ
r−1∑
`=1
W (`) ∗ a(`)
 .
The primal-dual relation is
βˆr = τˆ =
2
νˆ
φˆ = −2zˆ = −2X1:rβˆ.
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This implies that at optimal points
− 2
βˆr
er + 2S 1:r,1:rβˆ + λ
r−1∑
`=1
W (`) ∗ aˆ(`) = 0,
with
∥∥∥∥∥(aˆ(`))gr,`
∥∥∥∥∥
2
≤ 1,
(
aˆ(`)
)
gcr,`
= 0.
If we denote the objective function as
f (β) = −2 log βr +
〈
S 1:r,1:r, ββT
〉
+ λP(β),
then from the equality f (βˆ) = L
(
τˆ, zˆ, βˆ; νˆ, φˆ, aˆ(`)
)
together with the primal-dual
relation, we have
P(βˆ) =
r−1∑
`=1
〈
W (`) ∗ aˆ(`), βˆ
〉
=
r−1∑
`=1
〈
W (`) ∗ βˆ, aˆ(`)
〉
.
Suppose there exists some ` with βˆgr,` , 0 but
(
aˆ(`)
)
gr,`
,
(W(`)∗βˆ)gr,`∥∥∥∥∥(W(`)∗βˆ)gr,`
∥∥∥∥∥
2
,
then
〈
W (`) ∗ βˆ, aˆ(`)
〉
<
∥∥∥∥∥(W (`) ∗ βˆ)gr,`
∥∥∥∥∥
2
while for other `′ by Cauchy-Schwarz in-
equality we have
〈
W (`
′) ∗ βˆ, aˆ(`′)
〉
≤
∥∥∥∥∥(W (`′) ∗ βˆ)gr,`′
∥∥∥∥∥
2
. Therefore, summing over all
` = 1, . . . , r − 1 would give
P(βˆ) =
r−1∑
`=1
∥∥∥∥∥(W (`) ∗ βˆ)gr,`
∥∥∥∥∥
2
>
p∑
r=2
r−1∑
`=1
〈
W (`) ∗ βˆ, aˆ(`)
〉
,
which leads to a contradiction. Thus
(
aˆ(`)
)
gr,`
=
(W(`)∗βˆ)gr,`∥∥∥∥∥(W(`)∗βˆ)gr,`
∥∥∥∥∥
2
for βˆgr,` , 0 and∥∥∥aˆ(`)gr,`∥∥∥2 ≤ 1 for βˆgr,` = 0. 
A.11 Proof of Lemma 30
Proof. In this proof, we continue to use the notation in Appendix A.10. Observe
that L
(
τ, z, β; ν, φ, a(`)
)
is jointly convex in τ, z and β, and it is strictly convex in τ
and z. Thus, the minimizers zˆ and τˆ are unique.
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To see this in a more general setting, without loss of generality, suppose
f (x, y) is convex in y and is strictly convex in x. Then for x1 , x2 and θ ∈ (0, 1) we
have
f (θx1 + (1 − θ) x2, y) < θ f (x1, y) + (1 − θ) f (x2, y)
Now suppose (xˆ1, yˆ) and (xˆ2, yˆ2) are both minima of f , then taking θ = 1/2 we
have f
(
xˆ1+xˆ2
2 , yˆ
)
< f (xˆ1, yˆ) = f (xˆ2, yˆ), which leads to a contradiction.
By the primal-dual relation, we know that if βˆ and β˜ are two solutions to
(2.8), then βˆr = β˜r and X1:rβˆ = X1:rβ˜. So from the equality f (βˆ) = f (β˜) we know
that P(β˜) = P(βˆ). Also by
f
(
βˆ
)
= L
(
τˆ, zˆ, βˆ; νˆ, φˆ, aˆ(`)
)
≤ L
(
τˆ, zˆ, β˜; νˆ, φˆ, aˆ(`)
)
≤ L
(
τ˜, z˜, β˜; ν˜, φ˜, a˜(`)
)
= f
(
β˜
)
,
we have
L
(
τˆ, zˆ, βˆ; νˆ, φˆ, aˆ(`)
)
= L
(
τˆ, zˆ, β˜; νˆ, φˆ, aˆ(`)
)
,
and thus
r−1∑
`=1
〈
W (`) ∗ aˆ(`), β˜
〉
=
r−1∑
`=1
〈
W (`) ∗ aˆ(`), βˆ
〉
= P(βˆ) = P(β˜) =
r−1∑
`=1
∥∥∥∥∥(W (`) ∗ β˜)gr,`
∥∥∥∥∥
2
.
Now for any ` ≤ r − 1 suppose
∥∥∥∥∥(aˆ(`))gr,`
∥∥∥∥∥
2
< 1, then for the equality above to
hold, we must have β˜gr,` = 0. Therefore, by Lemma 29, βˆgr,` = 0 =⇒ β˜gr,` = 0, so
any other solutions to (2.8) cannot be less sparse than βˆ. 
A.12 Proof of Lemma 31
Proof. By Lemma 30, any other solution β to (2.8) must have βgJ(βˆ) = 0. Recall that
J(βˆ) = r − 1 − K(βˆ). The original problem (2.8) can thus be written equivalently
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as
min
γ∈RK(βˆ)+1
−2 log γK(βˆ)+1 +
1
n
∥∥∥XSˆγ∥∥∥22 + λ K(βˆ)∑
`=1
∥∥∥∥∥(Wˆ (`) ∗ γ)gr,`
∥∥∥∥∥
2
,
where Wˆ (`) =
(
W (`+Jˆ)
)
Sˆ
.
Note that the penalty term is a convex function of γ. The Hessian matrix of
the first term is a diagonal matrix of dimension |Sˆ| = K(βˆ) + 1 with non-negative
entries in the diagonal. The Hessian matrix of the second term is 2S SˆSˆ. Then by
Assumption A1, the uniqueness follows from strict convexity. 
A.13 Proof of Lemma 33
Proof. Recall that
Mn =
1
n
 r−1∑
`=1
W (`) ∗ a˜(`)
T
I
(
1
n
XTIXI
)−1  r−1∑
`=1
W (`) ∗ a˜(`)

I
+
4
n2λ2
β˜2r ‖OIEr‖22 .
We cite Lemma 9 (specifically in the form (60)) in Wainwright (2009) here for
completeness.
Lemma 37 (Wainwright 2009). For k ≤ n, let XI ∈ Rn×k have i.i.d. rows from a
multivariate Gaussian distribution with mean 0 and covariance matrix Σ. If Σ has
minimum eigenvalue κ > 0, then
P

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
(
1
n
XTIXI
)−1∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
≥ 9
κ
 ≤ 2 exp (−n2
)
.
By the lemma above, Assumption A4, and (A.14)
1
n
 r−1∑
`=1
W (`) ∗ a˜(`)
T
I
(
1
n
XTIXI
)−1  r−1∑
`=1
W (`) ∗ a˜(`)

I
≤ 9κ
2
n
∥∥∥∥∥∥∥
 r−1∑
`=1
W (`) ∗ a˜(`)

I
∥∥∥∥∥∥∥
2
≤ 3pi
2κ2
2
K
n
,
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with probability greater than 1 − 2 exp
(
−n2
)
.
Next we deal with the second term in Mn. Recall from (A.10) that
4
n2λ2
β˜2r ‖OIEr‖22 =
4
n2

1
2X
T
r CI +
√
1
4
(
XTr CI
)2
+ 4
λ2n ‖OIEr‖22
2
n ‖OIEr‖22

2
‖OIEr‖22
≤ 4
n2
1
4
(
XTr CI
)2
+ 4
λ2n ‖OIEr‖22
1
n2 ‖OIEr‖42
‖OIEr‖22
=
(
XTr CI
)2
‖OIEr‖22
+
16
λ2n
.
The next lemma gives us a handle on the numerator of the first term.
Lemma 38. Using the general weight (2.7), we have
P
[∣∣∣XTr CI∣∣∣ ≥ 1] ≤ 2 exp (− nα23θκ2pi2K
)
+ 2 exp
(
−n
2
)
.
Proof. Conditioned on XI, from the decomposition (A.12) and the definition of
CI
XTr CI = ΣrI (ΣII)
−1
 r−1∑
`=1
W (`) ∗ a˜(`)

I
+ ETr XI
(
XTIXI
)−1  r−1∑
`=1
W (`) ∗ a˜(`)

I
.
By the irrepresentable assumption (A3) and (A.14),
ΣrI (ΣII)−1
 r−1∑
`=1
W (`) ∗ a˜(`)

I
≤ 1 − α.
Note that Var (Eir) = θ
(r)
r for i = 1, . . . , n. Let B(r) = ETr XI
(
XTIXI
)−1 (∑r−1
`=1 W
(`) ∗ a˜(`)
)
I.
By Lemma 37, B(r) has mean zero and variance at most
Var
(
B(r)
∣∣∣∣XI) = θ(r)rn
 r−1∑
`=1
W (`) ∗ a˜(`)
T
I
(
1
n
XTIXI
)−1  r−1∑
`=1
W (`) ∗ a˜(`)

I
≤ 3θ
(r)
r κ
2pi2K
2n
,
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with probability greater than 1 − 2 exp
(
n
2
)
. By Lemma 32, we have that
P
[
B(r) ≥ α
]
≤ 2 exp
(
− nα
2
3θ(r)r κ2pi2K
)
+ 2 exp
(
−n
2
)
.

Since ‖OIEr‖
2
2
θ(r)r
∼ χ2 (n − K). To bound it, we cite a concentration inequality from
Wainwright (2009) (specifically (54b)) as the following lemma:
Lemma 39 (Tail Bounds for χ2-variates, Wainwright 2009). For a centralized χ2-
variate X with d degrees of freedom, for all ε ∈ (0, 1/2), we have
P [X ≤ d(1 − ε)] ≤ exp
(
−1
4
dε2
)
.
From Lemma 39 it follows that
P
[
‖OIEr‖22 ≤ θ(r)r (n − K) (1 − ε)
]
≤ exp
(
−1
4
(n − K) ε2
)
,
which together with Lemma 38 implies that
P

(
XTr CI
)2
‖OIEr‖22
≥ 1
θ(r)r (n − K) (1 − ε)

≤2 exp
(
− nα
2
3θ(r)r κ2pi2K
)
+ 2 exp
(
−n
2
)
+ exp
(
−1
4
(n − K) ε2
)
.
The result follows from a union bound. 
A.14 Proof of Lemma 34
Proof. The proof strategy is based on the proof of Lemma 2 in Bien et al. (2016).
For the design matrix Xn×p with independent rows, denote Xi = (Xi·)T ∈ Rp.
Then Xi are i.i.d with mean 0 and true covariance matrix Σ =
(
LTL
)−1
for i =
1, ..., n. And X¯ = 1n
∑n
i=1 Xi has mean 0 and true covariance matrix
1
nΣ.
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Let Yi = LXi ∈ Rp. Then Yi are i.i.d with mean 0 and true covariance matrix
LΣLT = L
(
LTL
)−1
LT = Ip. And Y¯ = 1n
∑n
i=1 Yi =
1
n
∑n
i=1 LXi = LX¯ has mean zero
and covariance matrix 1nIp. Also the corresponding design matrix Y = XL
T has
independent rows.
S LT =
1
n
n∑
i=1
(
Xi − X¯
) (
Xi − X¯
)T
LT
=
1
n
n∑
i=1
(
Xi − X¯
) (
LXi − LX¯
)T
=
1
n
n∑
i=1
(
Xi − X¯
) (
Yi − Y¯
)T
.
So we have (
S LT
)
i j
= n−1
p∑
k=1
XkiYk j − X¯iY¯ j.
Letting
W = S LT − L−1,
we have that ∣∣∣Wi j∣∣∣ ≤
∣∣∣∣∣∣∣n−1
p∑
k=1
XkiYk j −
(
L−1
)
i j
∣∣∣∣∣∣∣ + ∣∣∣X¯iY¯ j∣∣∣ .
P
[
max
i j
|W|i j > t
]
≤P
maxi j
∣∣∣∣∣∣∣n−1
p∑
k=1
XkiYk j −
(
L−1
)
i j
∣∣∣∣∣∣∣ > t2
 + P [maxi j ∣∣∣X¯iY¯ j∣∣∣ > t2
]
≤P

∣∣∣∣∣∣∣n−1
p∑
k=1
XkiYk j −
(
L−1
)
i j
∣∣∣∣∣∣∣ > t2 for some i, j

+ P
max
i
∣∣∣X¯i∣∣∣ > √ t2
 + P max
j
∣∣∣Y¯ j∣∣∣ > √ t2

≤
∑
i j
P

∣∣∣∣∣∣∣n−1
p∑
k=1
XkiYk j −
(
L−1
)
i j
∣∣∣∣∣∣∣ > t2
 + ∑
i
P
∣∣∣X¯i∣∣∣ > √ t2
 + ∑
j
P
∣∣∣Y¯ j∣∣∣ > √ t2

≤p2 max
i j
P

∣∣∣∣∣∣∣n−1
p∑
k=1
XkiYk j −
(
L−1
)
i j
∣∣∣∣∣∣∣ > t2

+ pmax
i
P
∣∣∣X¯i∣∣∣ > √ t2
 + pmax
j
P
∣∣∣Y¯ j∣∣∣ > √ t2

:=p2 max
i j
Ii j + pmax
i
IXi + pmaxj
IYj .
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Consider IXi first. Since Xki are independent sub-Gaussian with variance Σii
for k = 1, .., n, we have
E exp
(
t
X¯i√
Σii/n
)
=
n∏
k=1
E exp
(
t
Xki√
nΣii
)
by independence
≤
n∏
k=1
exp
(
C˜1t2/n
)
= exp(C˜1t2) by the definition of sub-Gaussian,
so X¯i is sub-Gaussian with variance Σii/n.
By Lemma 5.5 in Vershynin (2010), we have
P
[∣∣∣X¯i∣∣∣ /√Σ∗ii > t) ≤ exp (1 − t2/K21] ,
where K1 is a constant that does not depend on i.
Following the same argument we have
E exp
(
tY¯i/
√
1/n
)
=
n∏
k=1
E exp
(
tYki/
√
n
)
≤ exp
(
C˜2t2
)
,
thus
P
[∣∣∣Y¯i∣∣∣ /√1/n > t) ≤ exp (1 − t2/K22] ,
where K2 is a constant that does not depend on i. And we have
IXi + I
Y
i = P
[∣∣∣X¯i∣∣∣ > √t/2] + P [∣∣∣Y¯i∣∣∣ > √t/2]
= P

∣∣∣X¯i∣∣∣√
Σii/n
>
√
t/2√
Σii/n
 + P [∣∣∣∣∣∣ Y¯i√1/n
∣∣∣∣∣∣ >
√
t/2√
1/n
]
≤ exp
(
1 − nt
2K21Σ
∗
ii
)
+ exp
(
1 − nt
2K22
)
.
Thus
max
i
(
IXi + I
Y
i
)
≤ 4 exp
(
− C1nt
maxi Σ∗ii
)
+ 4 exp (−C2nt)
for some constant C1.
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Now consider the term Ii j. We have shown that both X and Y have inde-
pendent rows. So for any i, j, Z(i j)k = XkiYk j are independent for k = 1, . . . , n. Let
X ∼ N (0,Σ) and Y ∼ N
(
0, Ip
)
, then
E
(
XkiYk j
)
= Cov (X, LX)i j − 0 =
[
Cov (X, X) LT
]
i j
=
(
ΣLT
)
i j
=
(
L−1
)
i j
.
If there exist νi j and ci j such that
n∑
k=1
E
(
X2kiY
2
k j
)
≤ νi j
n∑
k=1
E
{(
XkiYk j
)q
+
}
≤ q!
2
νi jc
q−2
i j for some q ≥ 3 ∈ N,
then by Theorem 2.10 (Corollary 2.11) in Boucheron et al. (2013), ∀t > 0, we have
P

∣∣∣∣∣∣∣
n∑
k=1
(
XkiYk j − (L)−1i j
)∣∣∣∣∣∣∣ > t
 ≤ 2 exp
− t22 (νi j + ci jt)
 .
The rest of the proof focuses on characterizing νi j and ci j. First, Lemma 5.5 in
Vershynin (2010) shows that, for some constant K3 that does not depend on j,(
E
∣∣∣Xi j/√Σ j j∣∣∣q)1/q ≤ K3√q
holds for all q ≥ 1. Thus,
E
∣∣∣Xi j∣∣∣q ≤ Kq3qq/2 (Σ j j)q/2 .
Following the same argument, there exists some constant K4 that does not de-
pend on j such that
E
∣∣∣Yi j∣∣∣q ≤ Kq4qq/2
for all q ≥ 1.
Therefore,
n∑
k=1
E
(
X2kiY
2
k j
)
≤
n∑
k=1
√
EX4kiEY
4
k j ≤ n
√
K432
4K442
4Σii
2 = 16nK23K
2
4Σii,
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and
n∑
k=1
E
{(
XkiYk j
)q
+
}
≤
n∑
k=1
√
EX2qki EY
2q
k j ≤ n
√
K2q3 (2q)
2q K2q4 (Σii)
2 = nKq3K
q
4 (2q)
q (Σii)q/2 .
So taking
νi j = K5nΣ∗ii,
ci j = K5
√
Σ∗ii
for some K5 large enough and does not depend on i, j.
Now we have
Ii j ≤ 2 exp
− n2t24 (2νi j + ci jtn)
 = 2 exp
− nt24 (2K5Σ∗ii + K5√Σiit)
 .
If t ≤ 2 maxi
√
Σ∗ii, then with C3 = (16K5)
−1 we have
Ii j ≤ 2 exp
(
− C2nt
2
maxi Σ∗ii
)
.
To sum up, for any 0 < t ≤ 2 maxi
√
Σ∗ii,
P
[
max
i j
∣∣∣Wi j∣∣∣ > t] ≤ 2p2 exp (− C2nt2maxi Σ∗ii
)
+ 4p exp
(
− C1nt
maxi Σ∗ii
)
+ 4p exp (−C2nt) .

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APPENDIX B
APPENDIX OF CHAPTER 3
B.1 Proof of Lemma 8
From (3.2) in the paper, it follows that
σˆ2λ ≤
1
n
‖y − Xβ∗‖22 + 2λ ‖β∗‖1 =
1
n
‖ε‖22 + 2λ ‖β∗‖1 .
By introducing the dual variable 2u/n ∈ Rn,
σˆ2λ = min
β
(
1
n
‖y − Xβ‖22 + 2λ ‖β‖1
)
= min
β,z
max
u
{
1
n
‖y − z‖22 +
2
n
uT (z − Xβ) + 2λ ‖β‖1
}
≥max
u
min
β,z
{
1
n
‖y − z‖22 +
2
n
uT (z − Xβ) + 2λ ‖β‖1
}
= max
u
(
1
n
‖y‖22 −
1
n
‖y − u‖22 , subject to
∥∥∥XTu∥∥∥∞ ≤ nλ) .
By assumption, ε is dual feasible, which means that
σˆ2λ ≥
1
n
‖y‖22 −
1
n
‖y − ε‖22 ≥
1
n
‖ε‖22 +
2
n
εTXβ∗ ≥ 1
n
‖ε‖22 − 2λ ‖β∗‖1 ,
where in the last step we applied Ho¨lder’s inequality.
B.2 Proof of Propositions 7 and 14
We prove in this section that both the natural lasso and the organic lasso esti-
mates of error variance can be simply expressed as the minimizing values of
certain convex optimization problems. To do so, we exploit the first order opti-
mality condition of each convex program.
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We start with proving that the natural lasso estimate of σ2 is the minimal
value of a lasso problem (3.2). The following lemma characterizes the conditions
for which (θˆλ, φˆλ) is a solution to (3.8) with Ω(θ, φ) = ‖θ‖1.
Lemma 40 (Optimality condition of the natural lasso). For any λ > 0, (θˆλ, φˆλ) is a
solution to (3.8) with Ω(θ, φ) = ‖θ‖1 if and only if
− 1
φˆλ
+
1
n
‖y‖22 −
∥∥∥Xθˆλ∥∥∥22
nφˆ2λ
= 0, −XTy + XTX θˆλ
φˆλ
+ nλgˆ = 0
where gˆ ∈ ∂(‖θˆλ‖1).
Given (θˆλ, φˆλ), we reverse the natural parameterization to get βˆλ = φˆ−1λ θˆλ and
σˆ2λ = φˆ
−1
λ . From Lemma 40,
σˆ2λ =
1
n
(
‖y‖22 −
∥∥∥Xβˆλ∥∥∥22) and 0 = −βˆTλXTy + ∥∥∥Xβˆλ∥∥∥22 + nλ ∥∥∥βˆλ∥∥∥1 .
Note that∥∥∥y − Xβˆλ∥∥∥22 = ‖y‖22 − ∥∥∥Xβˆλ∥∥∥22 + 2 (∥∥∥Xβˆλ∥∥∥22 − yTXβˆλ) = ‖y‖22 − ∥∥∥Xβˆλ∥∥∥22 − 2nλ ∥∥∥βˆλ∥∥∥1 .
We have
σˆ2λ =
1
n
(
‖y‖22 −
∥∥∥Xβˆλ∥∥∥22) = 1n ∥∥∥y − Xβˆλ∥∥∥22 + 2λ ∥∥∥βˆλ∥∥∥1 .
We show that the organic lasso estimate of σ2 is the minimal value of the
`21-penalized least squares problem. As the natural lasso, we start with studying
the following optimality condition:
Lemma 41 (Optimality condition of the organic lasso). For any λ > 0,
(
θˇλ, φˇλ
)
is a
solution to (3.15) if and only if
− 1
φˇλ
+
1
n
‖y‖22 −
∥∥∥Xθˇλ∥∥∥22
nφˇ2λ
− 2λ
∥∥∥θˇλ∥∥∥21
φˇ2λ
= 0, −XTy + XTX θˇλ
φˇλ
+ 2nλ
∥∥∥θˇλ∥∥∥1
φˇλ
gˇ = 0
where gˇ ∈ ∂(‖θˇ‖1).
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So following the natural parameterization, we have that βˇλ = θˇ−1λ ρˇλ and σˇ
2
λ =
ρˇ−1λ , and
σˇ2λ =
1
n
(
‖y‖22 −
∥∥∥Xβˇλ∥∥∥22 − 2nλ ∥∥∥βˇλ∥∥∥21)
0 = −βˇTλXTy +
∥∥∥Xβˇλ∥∥∥22 + 2nλ ∥∥∥βˇλ∥∥∥21 .
Note that
∥∥∥y − Xβˇλ∥∥∥22 = ‖y‖22 + ∥∥∥Xβˇλ∥∥∥22 − 2yTXβˇλ
= ‖y‖22 −
∥∥∥Xβˇλ∥∥∥22 + 2 (∥∥∥Xβˇλ∥∥∥22 − yTXβˇλ)
= ‖y‖22 −
∥∥∥Xβˇλ∥∥∥22 − 4nλ ∥∥∥βˇλ∥∥∥21 .
We have
σˇ2λ =
1
n
(
‖y‖22 −
∥∥∥Xβˇλ∥∥∥22 − 2nλ ∥∥∥βˇλ∥∥∥21) = 1n ∥∥∥y − Xβˇλ∥∥∥22 + 2λ ∥∥∥βˇλ∥∥∥21 .
B.3 Proof of Lemma 16: the dual problem of the `21-penalized
least squares
The primal problem of the `21-penalized least squares (3.16) in the paper can be
written as an equality constrained minimization problem:
min
β∈Rp
(
1
n
‖y − z‖22 + 2λ ‖β‖21 s.t.
2
n
z =
2
n
Xβ
)
.
The Lagrange dual function is
g (u) = min
β∈Rp,z∈Rn
{
1
n
‖y − z‖22 + 2λ ‖β‖21 +
2uT
n
(z − Xβ)
}
= min
z∈Rn
(
1
n
‖y − z‖22 +
2
n
uTz
)
+ min
β∈Rp
2λ ‖β‖21 − 2
(
XTu
n
)T
β
 .
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The minimization of u is
min
z∈Rn
(
1
n
‖y − z‖22 +
2
n
uTz
)
=
2
n
uTy − 1
n
‖u‖22 =
1
n
(
‖y‖22 − ‖y − u‖22
)
,
where the minimum is attained at
zˆ = y − u.
The minimization problem of β can be written as
min
β∈Rp
2λ ‖β‖21 − 2
(
XTu
n
)T
β
 = −2λmaxβ∈Rp

(
XTu
λn
)T
β − ‖β‖21
 .
Observe that the maximum is the Fenchel conjugate function of ‖·‖21, evaluated
at (λn)−1XTu. By Boyd & Vandenberghe (2004, Example 3.27, pp. 92-93),
−2λmax
β∈Rp

(
XTu
λn
)T
β − ‖β‖21
 = −2λ4
∥∥∥∥∥∥XTuλn
∥∥∥∥∥∥2∞ = − 12λ
∥∥∥∥∥∥XTun
∥∥∥∥∥∥2∞ .
So
g (u) =
1
n
(
‖y‖22 − ‖y − u‖22
)
− 1
2λ
∥∥∥∥∥∥XTun
∥∥∥∥∥∥2∞ .
B.4 Proof of Lemma 17
A direct upper bound is
σˇ2λ ≤
1
n
‖y − Xβ∗‖22 + 2λ ‖β∗‖21 =
1
n
‖ε‖22 + 2λ ‖β∗‖21 .
To get a lower bound of σˆ2, note that the dual problem in Lemma 16 and the
strong duality imply that
σˇ2λ = min
β∈Rp
(
1
n
‖y − Xβ‖22 + 2λ ‖β‖21
)
= max
u∈Rn
1n ‖y‖22 − 1n ‖y − u‖22 − 12λ
∥∥∥∥∥∥XTun
∥∥∥∥∥∥2∞

≥ 1
n
‖y‖22 −
1
n
‖y − ε‖22 −
1
2λ
∥∥∥∥∥∥XTεn
∥∥∥∥∥∥2∞ = 1n ‖ε‖22 + 2nεTXβ∗ − 12λ
∥∥∥∥∥∥XTεn
∥∥∥∥∥∥2∞
≥ 1
n
‖ε‖22 − 2
∥∥∥∥∥∥XTεn
∥∥∥∥∥∥∞ ‖β∗‖1 − 12λ
∥∥∥∥∥∥XTεn
∥∥∥∥∥∥2∞ ≥ 1n ‖ε‖22 − 2λσ2
(‖β∗‖1
σ
+
1
4
)
,
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where the last inequality holds for
λ ≥
∥∥∥XTε∥∥∥∞
nσ
.
B.5 Proof of Theorem 9 and Theorem 18
We present in this section the proof of Theorem 18. The proof of Theorem 9
follows the same set of arguments. First we use the following lemma to charac-
terize the event that λ ≥ n−1σ−1‖XTε‖∞ is true, so that we can use Lemma 17 to
prove a high probability bound.
Lemma 42 (Corollary 4.3, Giraud (2014)). Assume that each column X j of the design
matrix X ∈ Rn×p satisfies ‖X j‖22 = n for all j = 1, . . . , p, and ε ∼ N
(
0, σ2In
)
. Then for
any L > 0,
P

∥∥∥XTε∥∥∥∞
nσ
>
(
2 log p + 2L
n
)1/2 ≤ e−L.
Lemma 42 implies that a good choice of the value of λ would be {n−1(2 log p+
2L)}1/2, which does not depend on any parameter of the underlying model. The
following corollary shows that with this value of λ, the organic lasso estimate of
σ2 is close to the oracle estimator with high probability.
Corollary 43. Assume that each column X j of the design matrix X ∈ Rn×p satisfies
‖X j‖22 = n for all j = 1, . . . , p, and ε ∼ N
(
0, σ2In
)
. Then for any L > 0, the organic
lasso with
λ =
(
2 log p + 2L
n
)1/2
has the following bound(
σˇ2λ −
1
n
‖ε‖22
)2
≤ 8 max
{
‖β∗‖21 , σ2
(‖β∗‖1
σ
+
1
4
)}2 log p + L
n
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with probability greater than 1 − e−L.
In general, a high probability bound does not necessarily imply an expecta-
tion bound. However, when the probability bound holds with an exponential
tail, it implies an expectation bound with essentially the same rate.
Theorem 44. Assume that each column X j of the design matrix X ∈ Rn×p satisfies∥∥∥X j∥∥∥22 = n for all j = 1, . . . , p, and ε ∼ N (0, σ2In). Then, for any constant M > 1, the
organic lasso estimate with
λ =
(
2M log p
n
)1/2
satisfies the following bound in expectation:
E

(
σˇ2λ −
1
n
‖ε‖22
)2 ≤ 8
(
M +
p1−M
log p
)
max
{
‖β∗‖21 , σ2
(‖β∗‖1
σ
+
1
4
)}2 log p
n
.
Proof. For any M > 1, take L = (M − 1) log p in Corollary 43. Denote Xn =
(σˇ2λ − n−1‖ε‖2)2, and rn = 8 max(‖β∗‖21 , σ ‖β∗‖1 + σ2/4)2n−1 log p. Then we have
P (Xn > Mrn) ≤ e−(M−1) log p.
So
E
(
Xn
rn
)
=
∫ ∞
0
P
(
Xn
rn
> t
)
dt =
∫ M
0
P
(
Xn
rn
> t
)
dt +
∫ ∞
M
P
(
Xn
rn
> t
)
dt
≤ M +
∫ ∞
M
e−(t−1) log pdt = M +
p1−M
log p
,
and the expectation bound follows. 
Now we are ready to present the proof of Theorem 18. Since ‖ε‖22 /σ2 ∼ χ2(n),
we have
E
(
1
n
‖ε‖22
)
= σ2, Var
(
1
n
‖ε‖22
)
=
2σ4
n
,
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Therefore,
E
{(
σˇ2λ − σ2
)2}
= E

(
σˇ2λ −
1
n
‖ε‖22 +
1
n
‖ε‖22 − σ2
)2
= E

(
σˇ2λ −
1
n
‖ε‖22
)2 + E

(
1
n
‖ε‖22 − σ2
)2 + 2E
{(
σˇ2λ −
1
n
‖ε‖22
) (
1
n
‖ε‖22 − σ2
)}
≤ E

(
σˇ2λ −
1
n
‖ε‖22
)2 + Var
(
1
n
‖ε‖22
)
+ 2
{
Var
(
σˇ2λ −
1
n
‖ε‖22
)
Var
(
1
n
‖ε‖22
)}1/2
≤ E

(
σˇ2λ −
1
n
‖ε‖22
)2 + Var
(
1
n
‖ε‖22
)
+ 2
E

(
σˇ2λ −
1
n
‖ε‖22
)2 Var
(
1
n
‖ε‖22
)1/2
=

E

(
σˇ2λ −
1
n
‖ε‖22
)2
1/2 + {Var (1n ‖ε‖22
)}1/2
2
≤
{8 (M + p1−Mlog p
)}1/2
max
{
‖β∗‖21 , σ2
(‖β∗‖1
σ
+
1
4
)} (
log p
n
)1/2
+ σ2
(
2
n
)1/22 ,
where the last inequality holds from Theorem 44.
B.6 Proof of Remark 11
For the independent zero-mean noise εi with variance σ2 and bounded m-th
order moment (m = 3, 4, . . . )
E|εi|m ≤ m!2 K
m−2
for some constant K > 0, a Bernstein’s type inequality (Bu¨hlmann & Van
De Geer 2011, Lemma 14.13) implies that
P
max
1≤ j≤p
1
nσ
∥∥∥XTj ε∥∥∥∞ ≥ 2K log pn + 2
{
log(2p)
n
}1/2 ≤ 1p .
Then the proof of Corollary 43 goes through.
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B.7 Proof of Proposition 12 and Proposition 13
The following lemma gives a general result on the estimation error of σˆ2 of the
form (3.3) in the paper based on βˆ:
Lemma 45. ∣∣∣∣∣σˆ2 − 1n‖ε‖22
∣∣∣∣∣ ≤ 1n ∥∥∥Xβˆ − Xβ∗∥∥∥22 + 2n ∥∥∥XTε∥∥∥∞ (‖β∗‖1 + ‖βˆ‖1)
Proof. First by definition
σˆ2 =
1
n
∥∥∥y − Xβˆ∥∥∥2
2
=
1
n
∥∥∥ε + Xβ∗ − Xβˆ∥∥∥2
2
=
1
n
‖ε‖22 +
1
n
∥∥∥Xβˆ − Xβ∗∥∥∥2
2
+
2
n
εTX
(
βˆ − β∗
)
.
Note that
∣∣∣∣εTX (βˆ − β∗)∣∣∣∣ ≤ ‖XTε‖∞‖βˆ − β∗‖1,
and the result follows. 
B.7.1 Slow rate bound for the naive estimator of σ2
We now give the proof of Proposition 12. From the basic inequality
1
n
∥∥∥y − Xβˆλ∥∥∥22 + 2λ‖βˆλ‖1 ≤ 1n ‖y − Xβ∗‖22 + 2λ‖β∗‖1,
which implies that
1
n
∥∥∥Xβˆλ − Xβ∗∥∥∥22 + 2λ‖βˆλ‖1 ≤ 2n ∣∣∣∣εTX (βˆλ − β∗)∣∣∣∣ + 2λ‖β∗‖1
≤ 2
n
∥∥∥XTε∥∥∥∞ ∥∥∥βˆλ − β∗∥∥∥1 + 2λ‖β∗‖1.
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We thank Irina Gaynanova (Gaynanova n.d.) for showing us the technique of
taking λ to be twice its usual size. For λ ≥ 2n−1‖XTε‖∞, we have that
1
n
∥∥∥Xβˆλ − Xβ∗∥∥∥22 + 2λ‖βˆλ‖1 ≤ λ‖βˆλ − β∗‖1 + 2λ‖β∗‖1 ≤ λ‖βˆλ‖1 + 3λ‖β∗‖1,
so n−1‖Xβˆλ − Xβ∗‖22 + λ‖βˆλ‖1 ≤ 3λ‖β∗‖1. So by Lemma 45 we have∣∣∣∣∣σˆ2naive − 1n‖ε‖22
∣∣∣∣∣ ≤ 1n ∥∥∥Xβˆλ − Xβ∗∥∥∥22 + 2n ∥∥∥XTε∥∥∥∞ (‖β∗‖1 + ‖βˆλ‖1)
≤ 1
n
∥∥∥Xβˆλ − Xβ∗∥∥∥22 + λ‖β∗‖1 + λ‖βˆλ‖1 ≤ 4λ‖β∗‖1.
Finally, taking λ = 2σ{n−1(2 log p + 2L)}1/2 with L = log p, the result follows from
Lemma 42.
B.7.2 Slow rate bound for the square-root/scaled lasso estima-
tor of σ2
As shown in Lederer et al. (2016) (proof of Lemma A.3), we note that with prob-
ability 1, ‖y − Xβ˜SQRT‖2 > 0 for λ > 0. So the first order optimality condition of
the square-root/scaled lasso is
1√
n
−XT
(
y − Xβ˜SQRT
)∥∥∥y − Xβ˜SQRT∥∥∥2 + λgˆ = 0
for some gˆ ∈ ∂‖β˜SQRT‖1. Taking an inner product with β˜SQRT − β∗ on both sides,
we have
− 1√
n
(
β˜SQRT − β∗
)T
XT
(
y − Xβ˜SQRT
)∥∥∥y − Xβ˜SQRT∥∥∥2 + λgˆT
(
β˜SQRT − β∗
)
= 0,
which implies that∥∥∥∥X (β∗ − β˜SQRT)∥∥∥∥2
2√
n
∥∥∥y − Xβ˜SQRT∥∥∥2 −
(
β˜SQRT − β∗
)T
XTε
√
n
∥∥∥y − Xβ˜SQRT∥∥∥2 ≤ λgˆT
(
β∗ − β˜SQRT
)
≤ λ‖β∗‖1 − λ‖β˜SQRT‖1,
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and thus
1
n
∥∥∥∥X (β∗ − β˜SQRT)∥∥∥∥2
2
≤ 1
n
∣∣∣∣εTX (β˜SQRT − β∗)∣∣∣∣ + λ√n ∥∥∥y − Xβ˜SQRT∥∥∥2 (‖β∗‖1 − ‖β˜SQRT‖1)
≤1
n
∥∥∥XTε∥∥∥∞ ∥∥∥β˜SQRT − β∗∥∥∥1 + λ√n ∥∥∥y − Xβ˜SQRT∥∥∥2 (‖β∗‖1 − ‖β˜SQRT‖1)
≤1
n
∥∥∥XTε∥∥∥∞ (‖β˜SQRT‖1 + ‖β∗‖1) + λ√n ∥∥∥y − Xβ˜SQRT∥∥∥2 (‖β∗‖1 − ‖β˜SQRT‖1)
≤
(
1
n
∥∥∥XTε∥∥∥∞ + λ√n ∥∥∥y − Xβ˜SQRT∥∥∥2
)
‖β∗‖1 +
(
1
n
∥∥∥XTε∥∥∥∞ − λ√n ∥∥∥y − Xβ˜SQRT∥∥∥2
)
‖β˜SQRT‖1.
Taking λ = 3n−1/2‖y − Xβ˜SQRT‖−12 ‖XTε‖∞, which is 3 times what is suggested in
Lederer et al. (2016), we have
1
n
∥∥∥∥X (β∗ − β˜SQRT)∥∥∥∥2
2
≤ 4
∥∥∥XTε∥∥∥∞
n
‖β∗‖1 − 2‖X
Tε‖∞
n
‖β˜SQRT‖1.
By Lemma 45∣∣∣∣∣σ˜2SQRT − 1n‖ε‖22
∣∣∣∣∣ ≤ 1n ∥∥∥Xβ˜SQRT − Xβ∗∥∥∥22 + 2n ∥∥∥XTε∥∥∥∞ (‖β∗‖1 + ‖β˜SQRT‖1)
≤ 6
n
∥∥∥XTε∥∥∥∞ ‖β∗‖1.
The result then follows from Lemma 42 by taking L = log p.
B.8 Proof of Proposition 15: scale-equivariance of the organic
lasso
Proof. Suppose βˇλ (y) is a solution to the organic lasso, where we write out ex-
plicitly the dependence of the solution on the response y. Then using notation
from previous section,
L
(
tβˇλ (y) |ty, λ
)
=
1
n
∥∥∥ty − tXβˇλ (y)∥∥∥22 + 2λ ∥∥∥tβˇλ (y)∥∥∥21
= t2L
(
βˇλ (y) |y, λ
)
.
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This implies that tβˇλ (y) is a solution to the problem with response ty, i.e., βˇλ (ty) =
tβˇ (y). Consequently,
σˇ2λ (ty) = min
β
L (βλ|ty, λ)
= L
(
tβˇλ (y, λ) |ty, λ
)
= t2L
(
βˇλ (y, λ) |y, λ
)
= t2σˇ2λ (y, λ) ,
which establishes the theorem. 
B.9 Proof of Theorem 19
Proof. We start from the basic inequality
1
n
∥∥∥y − Xβˇλ∥∥∥22 + 2λ ∥∥∥βˇλ∥∥∥21 ≤ 1n ‖y − Xβ∗‖22 + 2λ ‖β∗‖21 ,
which leads to
1
n
∥∥∥Xβˇλ − Xβ∗∥∥∥22 ≤ 2 (XTεn
)T (
βˇλ − β∗
)
+ 2λ
(
‖β∗‖21 −
∥∥∥βˇλ∥∥∥21)
≤ 2
∥∥∥∥∥∥XTεn
∥∥∥∥∥∥∞
∥∥∥βˇλ − β∗∥∥∥1 + 2λ (‖β∗‖21 − ∥∥∥βˇλ∥∥∥21) .
If ∥∥∥∥∥∥XTεn
∥∥∥∥∥∥∞ ≤ σλ,
then
1
n
∥∥∥Xβˇλ − Xβ∗∥∥∥22 ≤ 2σλ ∥∥∥βˇλ − β∗∥∥∥1 + 2λ (‖β∗‖21 − ∥∥∥βˇλ∥∥∥21)
≤ σ2λ + λ ∥∥∥βˇλ − β∗∥∥∥21 + 2λ (‖β∗‖21 − ∥∥∥βˇλ∥∥∥21)
≤ σ2λ + λ
(∥∥∥βˇλ∥∥∥1 + ‖β∗‖1)2 + 2λ (‖β∗‖21 − ∥∥∥βˇλ∥∥∥21)
≤ σ2λ + 2λ
(∥∥∥βˇλ∥∥∥21 + ‖β∗‖21) + 2λ (‖β∗‖21 − ∥∥∥βˇλ∥∥∥21)
= σ2λ + 4λ ‖β∗‖21 .
The result then holds from Lemma 42. 
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B.10 Mapping between the paths of the natural and organic
lasso
In this section, we draw a connection between the natural lasso and the organic
lasso estimates of β∗.
Theorem 46. Letting βˆs and βˇt denote the lasso and organic lasso estimates of β∗ with
tuning parameters s and t,
βˆλ = βˇλ/(2‖βˆλ‖1), βˇν = βˆ2ν‖βˇν‖1 . (B.1)
This result implies that one can start with a lasso solution βˆλ with tuning pa-
rameter λ, and then report a solution to the organic lasso with tuning parameter
(2‖βˆλ‖1)−1λ. Likewise, an organic lasso solution βˇν is equivalent to a standard
lasso solution with tuning parameter 2ν‖βˇν‖1. This equivalence is also observed
in Lorbert et al. (2010) that considers a more general penalty.
Although the methods’ paths are the same, this does not imply that the cross-
validated methods will be the same. In K-fold cross-validation, the natural lasso
estimator is evaluated on K differing datasets for a fixed value of λ. A fixed
tuning parameter λ for the natural lasso over multiple datasets corresponds to
running the organic lasso with a different λ on each fold. Thus, the two methods
in fact have different cross-validation performance.
Proof. Let βˆλ be a solution to (3.2) with tuning parameter λ, and β˜ν be a solution
to (3.16) with tuning parameter ν, then they satisfy optimality conditions
−1
n
XT
(
y − Xβˆλ
)
+ λgˆ = 0 where gˆ ∈ ∂
(∥∥∥βˆλ∥∥∥1) , (B.2)
−1
n
XT
(
y − Xβ˜ν
)
+ 2ν
∥∥∥β˜ν∥∥∥1 g˜ = 0 where g˜ ∈ ∂ (∥∥∥β˜ν∥∥∥1) . (B.3)
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If βˆλ = β˜ν, then simply comparing (B.2) and (B.3) we have that λ = 2ν‖β˜ν‖1,
and ν = (2‖βˆλ‖1)−1λ.
Now for βˆλ that satisfies (B.2), by plugging λ = 2ν‖βˆλ‖1, we have that βˆλ
satisfies (B.3), i.e., β˜ν = βˆλ where λ = 2ν‖βˆλ‖1. Following the same argument, for
β˜ν that satisfies (B.3), we take ν = (2‖β˜ν‖1)−1λ, and find that β˜ν satisfies (B.2). This
implies that βˆλ = β˜ν, where ν = (2‖β˜ν‖1)−1λ. 
B.11 Fast rate in prediction error of the squared lasso
Recall the squared lasso estimate of β∗:
βˇ ∈ arg min
β∈Rp
1
n
‖y − Xβ‖22 + 2λ ‖β‖21 . (B.4)
It is well known that the fast rate is built on the compatibility condition of the
lasso problem. LetS = supp(β∗), i.e., the support of the true regression coefficient
β∗, the compatibility condition of the squared lasso problem requires that for all
µ ∈ Rp such that ‖µSc‖1 − σ ≤ 3‖µS‖1,
‖µS‖1 + 14σ ≤
√|S|‖Xµ‖2√
nφ0
. (B.5)
The following theorem establishes that the fast rate prediction error and an
estimation error rate of βˇ in (B.4) can be attained with a value of λ that does not
depend on any unknown parameters.
Theorem 47. Suppose that each column X j of the matrix X ∈ Rn×p has been scaled so
that ‖X j‖22 = n for all j = 1, . . . , p, and ε ∼ N
(
0, σ2In
)
. If compatibility condition (B.5)
holds, then for any L > 0, the solution βˇ in (B.4) with tuning parameter
λ =
(
2 log p + 2L
n
)1/2
(B.6)
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attains the following estimation error rate and fast rate bound in prediction with prob-
ability greater than 1 − e−L:
1
2n
∥∥∥Xβˇ − Xβ∗∥∥∥2
2
≤ 64 max
{‖β∗‖1 , σ}2 |S| (log p + L)
φ20n
;
∥∥∥β∗ − βˇ∥∥∥
1
≤ 16 max
{‖β∗‖1 , σ} |S|
φ20
(
2 log p + 2L
n
)1/2
.
Proof. First by the optimality of βˇ, we have
1
n
∥∥∥y − Xβˇ∥∥∥2
2
+ 2λ
∥∥∥βˇ∥∥∥2
1
≤ 1
n
‖y − Xβ∗‖22 + 2λ ‖β∗‖21 ,
which implies that
1
n
∥∥∥Xβˇ − Xβ∗∥∥∥2
2
≤ 2
n
(
βˇ − β∗
)T
XTε + 2λ ‖β∗‖21 − 2λ
∥∥∥βˇ∥∥∥2
1
. (B.7)
The following proof is considered in two cases:
(1). When ‖β∗‖1 ≥ σ: Note that ‖·‖21 is convex and by chain rule, for any
g ∈ ∂(‖β∗‖1), ∥∥∥βˇ∥∥∥2
1
− ‖β∗‖21 ≥ 2 ‖β∗‖1 gT
(
βˇ − β∗
)
.
For j ∈ S, we have that g j = sign(β∗j). For any j ∈ SC, we let
g j = sign
(
βˇ j − β∗j
)
= sign
(
βˇ j
)
.
Then g is still a valid sub-differential of ‖β∗‖1. Moreover, conditional on the event
T =
{
1
n
‖XTε‖∞ ≤ λσ
}
,
from (B.7) we have
1
n
∥∥∥Xβˇ − Xβ∗∥∥∥2
2
≤ 2
n
(
βˇ − β∗
)T
XTε + 4λ ‖β∗‖1 gT
(
β∗ − βˇ
)
=
2
n
(
βˇ − β∗
)T
XTε + 4λ ‖β∗‖1 gTS
(
β∗S − βˇS
)
+ 4λ ‖β∗‖1 gTSC
(
β∗SC − βˇSC
)
=
2
n
(
βˇ − β∗
)T
XTε + 4λ ‖β∗‖1 gTS
(
β∗S − βˇS
)
− 4λ ‖β∗‖1
∥∥∥β∗SC − βˇSC∥∥∥1
≤ 2
n
(
βˇ − β∗
)T
XTε + 4λ ‖β∗‖1
∥∥∥β∗S − βˇS∥∥∥1 − 4λ ‖β∗‖1 ∥∥∥β∗SC − βˇSC∥∥∥1 .
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Since σ ≤ ‖β∗‖1 and T holds, we have that
∥∥∥XTε∥∥∥∞ /n ≤ λσ ≤ λ ‖β∗‖1, and thus
1
n
∥∥∥Xβˇ − Xβ∗∥∥∥2
2
≤ 2λ ‖β∗‖1
∥∥∥β∗ − βˇ∥∥∥
1
+ 4λ ‖β∗‖1
∥∥∥β∗S − βˇS ∥∥∥1 − 4λ ‖β∗‖1 ∥∥∥β∗SC − βˇSC∥∥∥1
= 2λ ‖β∗‖1
(
3
∥∥∥β∗S − βˇS∥∥∥1 − ∥∥∥β∗SC − βˇSC∥∥∥1) .
This first implies that 3
∥∥∥β∗S − βˇS∥∥∥1 ≥ ∥∥∥β∗SC − βˇSC∥∥∥1, and that
1
n
∥∥∥Xβˇ − Xβ∗∥∥∥2
2
+ 2λ ‖β∗‖1
∥∥∥β∗SC − βˇSC∥∥∥1 ≤ 6λ ‖β∗‖1 ∥∥∥β∗S − βˇS∥∥∥1 .
Then by compatibility condition,
1
n
∥∥∥Xβˇ − Xβ∗∥∥∥2
2
+ 2λ ‖β∗‖1
∥∥∥β∗ − βˇ∥∥∥
1
=
1
n
∥∥∥Xβˇ − Xβ∗∥∥∥2
2
+ 2λ ‖β∗‖1
∥∥∥β∗S − βˇS∥∥∥1 + 2λ ‖β∗‖1 ∥∥∥β∗SC − βˇSC∥∥∥1
≤8λ ‖β∗‖1
∥∥∥β∗S − βˇS∥∥∥1 ≤ 8λ ‖β∗‖1
√|S| ∥∥∥Xβ∗ − Xβˇ∥∥∥
2√
nφ0
≤ 1
2n
∥∥∥Xβˇ − Xβ∗∥∥∥2
2
+
32 ‖β∗‖21 λ2|S|
φ20
. (B.8)
(2). When ‖β∗‖1 < σ: We define γ∗ ∈ Rp as
γ∗j =

β∗j +
σ−‖β∗‖1
|S| if β
∗
j > 0
β∗j − σ−‖β
∗‖1
|S| if β
∗
j < 0
0 if β∗j = 0.
It is easy to check that ‖γ∗‖1 = σ. Also (B.7) implies that
1
n
∥∥∥Xβˇ − Xβ∗∥∥∥2
2
≤ 2
n
(
βˇ − β∗
)T
XTε + 2λ
(
‖β∗‖21 − ‖γ∗‖21 + ‖γ∗‖21 −
∥∥∥βˇ∥∥∥2
1
)
.
Then we have that ∥∥∥βˇ∥∥∥2
1
− ‖γ∗‖21 ≥ 2 ‖γ∗‖1 gT
(
βˇ − γ∗
)
holds for all g ∈ ∂(‖γ∗‖1), and it further implies that
‖γ∗‖21 −
∥∥∥βˇ∥∥∥2
1
≤ 2 ‖γ∗‖1 gT
(
γ∗ − βˇ
)
= 2σgT
(
β∗ − βˇ
)
+ 2σgT (γ∗ − β∗) .
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Note that any g ∈ ∂(‖γ∗‖1) is also a valid sub-differential of ‖β∗‖1, and
gT (γ∗ − β∗) = σ − ‖β∗‖1 .
Thus we have
1
n
∥∥∥Xβˇ − Xβ∗∥∥∥2
2
≤ 2
n
(
βˇ − β∗
)T
XTε + 2λ
(
‖β∗‖21 − σ2 + 2σgT
(
β∗ − βˇ
)
+ 2σ2 − 2σ ‖β∗‖1
)
=
2
n
(
βˇ − β∗
)T
XTε + 4λσgT
(
β∗ − βˇ
)
+ 2λ
(
σ − ‖β∗‖1
)2
≤ 2
n
(
βˇ − β∗
)T
XTε + 4λσgT
(
β∗ − βˇ
)
+ 2λσ2
Since γ∗ and β∗ have the same support, we can again choose g j = sign(βˇ j) for
j ∈ S c. Conditional on the event T , it follows that
1
n
∥∥∥Xβˇ − Xβ∗∥∥∥2
2
≤ 2λσ ∥∥∥βˇ − β∗∥∥∥
1
+ 4λσ
∥∥∥βˇS − β∗S∥∥∥1 − 4λσ ∥∥∥βˇSc − β∗Sc∥∥∥1 + 2λσ2
= 6λσ
∥∥∥βˇS − β∗S∥∥∥1 − 2λσ ∥∥∥βˇSc − β∗Sc∥∥∥1 + 2λσ2.
This implies that 3‖βˇS − β∗S‖ + σ ≥ ‖βˇSc − β∗Sc‖. And then by the compatibility
condition (B.5),
1
n
∥∥∥Xβˇ − Xβ∗∥∥∥2
2
+ 2λσ
∥∥∥βˇ − β∗∥∥∥
1
=
1
n
∥∥∥Xβˇ − Xβ∗∥∥∥2
2
+ 2λσ
∥∥∥βˇS − β∗S∥∥∥1 + 2λσ ∥∥∥βˇSc − β∗Sc∥∥∥1
≤ 8λσ ∥∥∥βˇS − β∗S∥∥∥1 + 2λσ2
≤ 8λσ√|S|
∥∥∥∥X (βˇ − β∗)∥∥∥∥
2√
nφ0
≤ 1
2n
∥∥∥Xβˇ − Xβ∗∥∥∥2
2
+
32λ2σ2|S|
φ20
. (B.9)
By the proof of Corollary 4.3 in Giraud (2014), we have
P
1n ∥∥∥XTε∥∥∥∞ > σ
(
2 log p + 2L
n
)1/2 ≤ e−L.
Thus taking λ in (B.6), we have that
P(T c) = P
(
1
n
∥∥∥XTε∥∥∥∞ > λσ) ≤ e−L.
And the results follow from (B.8) and (B.9). 
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B.12 Additional results in numerical studies
We include in this section some additional results in the numerical studies in
Section 3.5 and Section 3.6. In particular, Fig B.1 and Fig B.2 present the com-
plementary results (in different simulation regimes) to Fig 3.1 and Fig 3.2 in the
paper respectively, and Table B.1 shows the p-values of the paired t-tests and
the Wilcoxon signed-rank tests of the difference of various methods outputs in
Fig 3.1 in the paper. Finally, Table B.2 presents the mean and standard errors of
E(σˆ/σ) of various estimators in the real data example.
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Figure B.1: Simulation results of various methods with regularization pa-
rameter selected using cross-validation. From left to right, col-
umn show the average (over 1000 repetitions) of the mean
squared error (top panel) and E(σˆ/σ) (bottom panel) of vari-
ous methods in three simulation settings. In each setting, we
fix model sparsity (α) and correlations among features (ρ), and
let signal-to-noise ratio(as expressed in τ) change. Line styles
and their corresponding methods: for naive, for σˆ2R, for
the square-root/scaled lasso, for the natural lasso, for the
organic lasso, for the oracle.
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Figure B.2: Simulation results of various methods with pre-specified reg-
ularization parameter values. From left to right, column show
the average (over 1000 repetitions) of the mean squared error
(top panel) and E(σˆ/σ) (bottom panel) of various methods in
three simulation settings. In each setting, we fix model sparsity
(α) and correlations among features (ρ), and let signal-to-noise
ratio(as expressed in τ) change. Line styles and their corre-
sponding methods: for organic (λ0), for organic (λ2), for
organic (λ3), for scaled(1), for scaled (2), for the oracle.
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Table B.1: p-values for testing the difference of various methods outputs
natural vs. organic σˆ2R vs. organic σˆ
2
R vs. natural
α = 0.1, ρ = 0.3, τ = 1 0.00 (0.00) 0.07 (0.00) 0.00 (0.00)
α = 0.3, ρ = 0.3, τ = 1 0.00 (0.00) 0.19 (0.25) 0.00 (0.00)
α = 0.5, ρ = 0.3, τ = 1 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
α = 0.7, ρ = 0.3, τ = 1 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
α = 0.9, ρ = 0.3, τ = 1 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
α = 0.1, ρ = 0.6, τ = 1 0.00 (0.00) 0.08 (0.01) 0.00 (0.00)
α = 0.3, ρ = 0.6, τ = 1 0.00 (0.00) 0.00 (0.14) 0.00 (0.00)
α = 0.5, ρ = 0.6, τ = 1 0.05 (0.10) 0.01 (0.00) 0.00 (0.00)
α = 0.7, ρ = 0.6, τ = 1 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
α = 0.9, ρ = 0.6, τ = 1 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
α = 0.1, ρ = 0.9, τ = 1 0.06 (0.32) 0.00 (0.03) 0.00 (0.12)
α = 0.3, ρ = 0.9, τ = 1 0.96 (0.02) 0.00 (0.07) 0.00 (0.00)
α = 0.5, ρ = 0.9, τ = 1 0.03 (0.00) 0.00 (0.00) 0.00 (0.00)
α = 0.7, ρ = 0.9, τ = 1 0.44 (0.00) 0.00 (0.00) 0.00 (0.00)
α = 0.9, ρ = 0.9, τ = 1 0.20 (0.00) 0.00 (0.01) 0.00 (0.00)
In each simulation setting, as characterized by a (α, ρ, τ) triplet, we report
p-values of the (two-sided) paired t-tests and the Wilcoxon signed-rank tests
(shown in parentheses) for testing the null hypothesis that the output of each
pair of methods are the same.
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Table B.2: E(σˆ/σ) in MSD dataset
n 20 40 60 80 100 120
naive 80.1 (1.1) 94.2 (0.9) 95.8 (0.7) 96.4 (0.6) 97.9 (0.5) 96.7 (0.5)
σˆ2R 90.0 (1.0) 100.4 (0.8) 101.7 (0.6) 102.3 (0.5) 103.3 (0.5) 102.4 (0.4)
natural 94.0 (0.9) 103.3 (0.7) 105.5 (0.6) 106.0 (0.5) 107.0 (0.4) 106.6 (0.4)
organic 86.8 (0.8) 97.6 (0.6) 99.9 (0.5) 100.9 (0.4) 101.7 (0.4) 101.8 (0.4)
scaled(1) 106.1 (0.8) 109.3 (0.6) 111.2 (0.5) 111.2 (0.4) 111.7 (0.4) 111.8 (0.4)
scaled(2) 88.5 (0.8) 99.0 (0.6) 102.9 (0.5) 104.4 (0.5) 105.1 (0.4) 105.5 (0.3)
organic(λ2) 89.7 (0.7) 94.7 (0.5) 97.6 (0.4) 98.3 (0.4) 99.2 (0.3) 99.7 (0.3)
organic(λ3) 92.0 (0.7) 97.3 (0.6) 100.1 (0.4) 100.7 (0.4) 101.6 (0.4) 102.0 (0.3)
Mean and standard errors (over 1000 replications) of E(σˆ/σ) of various
methods we considered in Section 3.5. Each entry of the method output is
multiplied by 100 to convey information more compactly.
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APPENDIX C
APPENDIX OF CHAPTER 4
Lemma 48. Under Assumption A1, the following inequalities hold for some constants
C1,C2,C3,C4 > 0:
P

∣∣∣∣∣∣∣1n
n∑
i=1
Zi jXik − E(Z jXk)
∣∣∣∣∣∣∣ > ε
 ≤ C1 exp(−C2n 23ε)
P

∣∣∣∣∣∣∣1n
n∑
i=1
Zi jZik − E(Z jZk)
∣∣∣∣∣∣∣ > ε
 ≤ C3 exp(−C4n 12ε).
Furthermore, the results above hold when Z and Z are replaced with W and W respec-
tively.
Proof. For each i, let Ai = Zi jXik = XilXihXik for some 1 ≤ l ≤ h ≤ p. Under the sub-
Gaussian assumption, there exists some constantC > 0 such that E exp(CX2i j) ≤ 2,
E exp(CX2il) ≤ 2, and E exp(CX2ih) ≤ 2. Then
E exp
(
C|Zi jXik| 23
)
≤ E exp
(
CX2il +CX
2
ih +CX
2
ik
3
)
≤ 1
3
E exp
(
CX2il
)
+
1
3
E exp
(
CX2ih
)
+
1
3
E exp
(
CX2ik
)
≤ 2.
We’ve shown that the independent random variables Ai has mean zero and
E(eC|Ai |
2/3
) ≤ 2, and the first inequality follows from Lemma B.4 in Hao & Zhang
(2014).
Next, suppose Z j = XaXb and Zk = XlXh for some 1 ≤ a ≤ b ≤ p, and 1 ≤ l ≤ h ≤
p. Consider Bi = XiaXibXilXih − E(Z jZk). Then E(Bi) = 0, and Bi are independent.
It is left to show that there exist some constants T0, A0 > 0 such that
E(eT0 |Bi |
1/2
) ≤ A0. It can be check that Z jZk is a sub-exponential random variable.
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Thus there exists some constant K > 0 such that E|Z jZk| ≤ K2. And we have
E
{
exp
(
C|Bi| 12
)}
= E
{
exp
(
C|XiaXibXihXil − E(Z jZk)| 12
)}
≤ E
{
exp
(
C|XiaXibXihXil| 12 +C|E(Z jZk)| 12
)}
≤ exp(CK)E
{
exp
(
C
X2ia + X
2
ib + X
2
il + X
2
ih
4
)}
≤ exp(CK)
4
E
{
exp
(
CX2ia
)
+ exp
(
X2ib
)
+ exp
(
X2il
)
+ exp
(
X2ih
)}
≤ 2 exp(CK).

C.1 Proof of Theorem 20
We follow the analysis in Barut et al. (2016) and Fan et al. (2016). First we let
the vector 1n stands for a vector of n ones, and Cn = In − 1n1Tn /n is the centering
matrix. We consider
ω j =
1
nZ
T
jCnr√
1
nZ
T
jCnZ j
= ŝd(r)ĉorr
(
Z j, r
)
, (C.1)
and the corresponding population quantity
ω∗j =
Cov
(
Z j,W
)
γ∗√
Ψ j j
=
ΩTj γ
∗√
Ψ j j
. (C.2)
We first show that ω∗j is useful in representing interaction variables j ∈ I,
and furthermore that ω j converges to ω∗j. As a result, we can use ω j, which is
computable, as a noisy proxy for ω∗j to determine whether j is in I. We formally
present it as the following lemma
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Lemma 49. Under Assumptions A1, A2 and A3, if
√
2 max j Ψ j jn−τ ≤ 6−1Cκn−κ and
ξ + 2ξ1 + 2κ < 12 , then
P
(
max
1≤ j≤q
|ω j − ω∗j | ≤
1
2
Cκn−κ
)
≥ 1 − c1 exp(−c2nξ) (C.3)
holds for some constants c1, c2 > 0;
Proof. We start by rewriting (C.1) and (C.2) as
ω j =
A j√
B j
ω∗j =
ΩTj γ
∗√
Ψ j j
,
where A j = 1nZ
T
jCnr and B j =
1
nZ
T
jCnZ j. First note that
max
1≤ j≤q
|A j −ΩTj γ∗| = max1≤ j≤q
∣∣∣∣∣1nZTjCn (Wγ∗ + Xθ∗ − Xθˆ + ε) + ΩTj γ∗
∣∣∣∣∣
= max
1≤ j≤q
∣∣∣∣∣∣
(
1
n
ZTjCnW −ΩTj
)
γ∗ +
1
n
ZTjCnX(θ
∗ − θˆ) + 1
n
ZTjCnε
∣∣∣∣∣∣
≤max
1≤ j≤q
max
1≤k≤q
∣∣∣∣∣1nZTjCnWk −Ω jk
∣∣∣∣∣ ‖γ∗‖1 + max1≤ j≤q 1n ∥∥∥CnZ j∥∥∥2 ∥∥∥Xθ∗ − Xθˆ∥∥∥2 + max1≤ j≤q
∣∣∣∣∣1nZTjCnε
∣∣∣∣∣ .
First note that ‖γ∗‖1 ≤ A1nξ1 . By Lemma 48, for any x > 0, we have
P
{
max
1≤ j≤q
max
1≤k≤q
∣∣∣∣∣1nZTjCnWk −Ω jk
∣∣∣∣∣ ‖γ∗‖1 > xA1nξ1} ≤ C3q2 exp (−2C4n 12 x2)
= C3 exp
{
2nξ
(
1 −C4n 12−ξx2
)}
.
Take x = Cκ(6A1)−1n−ξ1−κ, then
P
{
max
1≤ j≤q
max
1≤k≤q
∣∣∣∣∣1nZTjCnWk −Ω jk
∣∣∣∣∣ ‖γ∗‖1 > Cκn−κ6
}
≤ C3 exp
{
2nξ
(
1 − C4Cκ
6A1
n
1
2−ξ−2ξ1−2κ
)}
≤ C3 exp
(
−C˜1nξ
)
. (C.4)
Consider the event E j = {‖CnZ j‖22 ≤ 2Ψ j jn}. Lemma 48 implies that
P
(
ECj
)
= P
1n
n∑
i=1
(CnZ)2i j > 2Ψ j j
 ≤ P 
∣∣∣∣∣∣∣1n
n∑
i=1
(CnZi j)2 − Ψ j j
∣∣∣∣∣∣∣ > 2Ψ j j − Ψ j j
 ≤ C3 exp (−C4Ψ j jn 12 ) .
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Then conditional on event (4.6) and by the condition that
√
2 max j Ψ j jn−τ ≤
6−1Cκn−κ, we have
P
(
max
1≤ j≤q
1
n
∥∥∥CnZ j∥∥∥2 ∥∥∥Xθˆ − Xθ∗∥∥∥2 > Cκ6 n−κ
)
≤P
(
max
1≤ j≤q
1
n
∥∥∥CnZ j∥∥∥2 ∥∥∥Xθˆ − Xθ∗∥∥∥2 > √2 maxj Ψ j jn−τ
)
≤C3 exp
{
nξ
(
1 −C4 max
j
Ψ j jn
1
2−ξ
)}
≤ C3 exp(−C˜2nξ). (C.5)
Recall that εi are independent sub-Gaussian random variables, i.e., E exp(ε2i /K
2) ≤
2 for some K2 > 0. Conditioning on that Z j = Z˜ j, we have n−1Z˜Tj ε is a sub-
Gaussian random variable. Then on E j, by the following Hoeffding-type in-
equality (Vershynin 2010) we have
P
(
1
n
∣∣∣ZTjCnε∣∣∣ > x∣∣∣∣Z j = Z˜ j) ≤ exp 1 − C7x2n2K2‖CnZ˜ j‖22
 ≤ exp (1 − C7nx22Ψ j jK2
)
,
for some constant C7 > 0. So take x = Cκ6−1n−κ and use a union bound, we have
P
(
max
1≤ j≤q
1
n
∣∣∣ZTjCnε∣∣∣ > Cκn−κ6
)
≤ C3 exp
{
nξ
(
1 −C4Ψ j jn 12−ξ
)}
+ exp
{
nξ
(
1 + n−ξ − C7C
2
κn
1−2κ−ξ
72Ψ j jK2
)}
≤ C8 exp
(
−C9nξ
)
. (C.6)
Combining (C.4), (C.5), and (C.6), a union bound implies that
P
(
max
1≤ j≤q
|A j −ΩTj γ∗| >
1
2
Cκn−κ
)
≤ c1 exp
(
−c2nξ
)
(C.7)
for some constants c1, c2 > 0.
By Lemma 48,
P
(
max
1≤ j≤p
∣∣∣B j − Ψ j j∣∣∣ > 12Cκn−κ
)
≤ C3 exp
(
nξ − C4Cκ
2
n
1
2−κ
)
≤ c3 exp
(
−c4nξ
)
(C.8)
for some constants c3, c4 > 0. So combining (C.7) and (C.8), Lemma 10 and
Lemma 12 in Fan et al. (2016) imply the first part of the theorem.
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Now consider the event
E =
{
max
j∈I
|ω j − ω∗j | ≤
1
2
Cκn−κ
}
.
Suppose E holds, for any j ∈ I, by Assumption A4,
|ω j| ≥ |ω∗j | − |ω∗j − ω j| > Cκn−κ,
which implies that j ∈ Iˆη with η = Cκn−κ. Thus
P
(
I ⊆ Iˆη
)
≥ P (E) = 1 − P
(
max
j∈I
|ω j − ω∗j | >
1
2
Cκn−κ
)
.

To show Theorem 20, we first give an upper bound on
∑q
j=1 ω
∗
j
2. First note
that
q∑
j=1
ω∗j
2
=
p∑
j=1
Ψ−1j j (Ω
T
j γ
∗)2 =
∥∥∥diag(Ψ)−1/2Ωγ∗∥∥∥2
2
≤ λmax
(
diag(Ψ)−1/2Ω
)
γ∗TΩγ∗,
and that
Var(Y) = β∗TΣβ∗ + γ∗TΩγ∗ + σ2 ≥ γ∗TΩγ∗,
which together imply that
∑q
j=1 ω
∗
j
2 ≤ λmax
(
diag(Ψ)−1/2Ω
)
Var(Y). Consider the set
I˜ = { j : |ω∗j | > 2−1Cκn−κ}. Conditional on E, for any j ∈ Iˆη with η = Cκn−κ, we have
that |ω∗j | ≥ |ω j| − |ω j − ω∗j | > 2−1Cκn−κ, which implies that j ∈ I˜. Thus
|Iˆη| ≤ |I˜| ≤
4λmax
(
diag(Ψ)−1/2Ω
)
Var(Y)n2κ
C2κ
.
C.2 Proof of Theorem 21
The basic inequality implies that
1
2n
∥∥∥y − Xθˆ − WˆIˆηˆ∥∥∥22 + λ (‖θˆ‖1 + ‖ηˆ‖1) ≤ 12n ∥∥∥y − Xθ∗ − WˆIˆη∗∥∥∥22 + λ (‖θ∗‖1 + ‖η∗‖1)
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for any pair of θ∗ and η∗. For θ∗ = β∗ + ϑ∗ in (4.3), we have
1
2n
∥∥∥y − Xθˆ − WˆIˆηˆ∥∥∥22 + λ (‖θˆ‖1 + ‖ηˆ‖1) = 12n ∥∥∥∥X (θ∗ − θˆ) + Wγ∗ − WˆIˆηˆ + ε∥∥∥∥22 + λ (‖θˆ‖1 + ‖ηˆ‖1)
≤ 1
2n
∥∥∥ε + Wγ∗ − WˆIˆη∗∥∥∥22 + λ (‖θ∗‖1 + ‖η∗‖1)
=
1
2n
‖ε‖22 +
1
2n
∥∥∥Wγ∗ − WˆIˆη∗∥∥∥22 + 1nεT (Wγ∗ − WˆIˆη∗) + λ (‖θ∗‖1 + ‖η∗‖1) ,
which implies that
1
2n
∥∥∥∥X (θ∗ − θˆ) + Wγ∗ − WˆIˆηˆ∥∥∥∥22 + λ (‖θˆ‖1 + ‖ηˆ‖1)
≤1
n
εTX
(
θˆ − θ∗
)
+
1
n
εT
(
WˆIˆηˆ −Wγ∗
)
+
1
2n
∥∥∥Wγ∗ − WˆIˆη∗∥∥∥22 + 1nεT (Wγ∗ − WˆIˆη∗) + λ (‖θ∗‖1 + ‖η∗‖1)
=
1
n
εTX
(
θˆ − θ∗
)
+
1
n
εTWˆIˆ (ηˆ − η∗) +
1
2n
∥∥∥Wγ∗ − WˆIˆη∗∥∥∥22 + λ (‖θ∗‖1 + ‖η∗‖1)
≤1
n
max
j
|εTX j|
(
‖θˆ‖1 + ‖θ∗‖1
)
+
1
n
max
j∈Iˆ
|εTWˆ j|‖ηˆ − η∗‖1 + 12n
∥∥∥Wγ∗ − WˆIˆη∗∥∥∥22 + λ (‖θ∗‖1 + ‖η∗‖1)
≤1
n
max
j
|εTX j|
(
‖θˆ‖1 + ‖θ∗‖1
)
+
1
n
max
j∈Iˆ
|εTWˆ j| (‖ηˆ‖1 + ‖η∗‖1) + 12n
∥∥∥Wγ∗ − WˆIˆη∗∥∥∥22 + λ (‖θ∗‖1 + ‖η∗‖1) .
On the event
T1 =
{
1
n
max
1≤ j≤p
|εTX j| ≤ λ
}
∩ T2 =
{
1
n
max
j∈Iˆ
|εTWˆ j| ≤ λ
}
, (C.9)
we have
1
2n
∥∥∥∥X (θˆ − θ∗) + Wγ∗ − WˆIˆηˆ∥∥∥∥22
≤ 1
2n
∥∥∥Wγ∗ − WˆIˆη∗∥∥∥22 + 2λ (‖θ∗‖1 + ‖η∗‖1)
=
1
2n
∥∥∥∥WIˆCγ∗IˆC + WIˆγ∗Iˆ − WˆIˆη∗∥∥∥∥22 + 2λ (‖θ∗‖1 + ‖η∗‖1)
≤1
n
∥∥∥∥WIˆCγ∗IˆC∥∥∥∥22 + 1n ∥∥∥∥WIˆγ∗Iˆ − WˆIˆη∗∥∥∥∥22 + 2λ (‖θ∗‖1 + ‖η∗‖1)
≤|Iˆ
C ∩ supp(γ∗)|
n
∑
j∈IˆC∩supp(γ∗)
∥∥∥W jγ∗j∥∥∥22 + 1n ∥∥∥∥WIˆγ∗Iˆ − WˆIˆη∗∥∥∥∥22 + 2λ (‖θ∗‖1 + ‖η∗‖1) .
where the two last inequalities hold because ‖∑k∈A ak‖22 = ∑k∈A ‖ak‖22 +
2
∑
j<` aTj a` ≤
∑
k∈A ‖ak‖22 + 2
∑
j<` ‖a j‖2‖a`‖2 ≤ |A|∑k∈A ‖ak‖22 for any set of vectors
{ak}k∈A. Let η∗ = γ∗Iˆ, then Theorem 21 follows.
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C.3 Proof of Corollary 22
We characterize the value of λ such that (4.9) holds. First using the proof of
Lemma 50, we have that for any λ > 0, the following bound holds for some
constants c1, c2, c3 > 0:
P
(
max
1≤ j≤p
1
n
∣∣∣εTX j∣∣∣ > λ) ≤ p exp (1 − c1nλ22σ2 max j Σ j j
)
+ c3p exp(−c2n).
Take λ as in (4.11) where c = 2c−1/21 , we have
P(T C1 ) ≤ exp(1 − log p) + c3 exp(log p − c2n)
≤ exp(1 − log p) + c3 exp
{
−n
(
c2 − n−1 log p
)}
≤ exp(1 − log p) +C1 exp(−C2n)
(C.10)
for some C1,C2 > 0.
For Wˆ = W and each j ∈ Iˆ, ε and W j are independent, and E(εTW j) =
E(ε)TE(W j) = 0. So conditional on W j, εTW j follows a sub-Gaussian distribution
with mean zero and variance σ2‖W j‖22. From a Hoeffding-type inequality we
have
P
(
1
n
∣∣∣εTW j∣∣∣ > λ∣∣∣∣W j) ≤ exp (1 − c4λ2n2
σ2‖W j‖22
)
.
Consider the event E j =
[
‖W j‖22 ≤ n{x + E(W2j )}
]
for any x > 0, we have
P(ECj ) = P
(
1
n
‖W j‖22 > x + E(W2j )
)
≤ P
(∣∣∣∣∣1n‖W j‖22 − E(W2j )
∣∣∣∣∣ > x)
≤ c5 exp(−c6n1/2x),
where the last inequality follows from Lemma 48, and that
P
(
1
n
∣∣∣εTW j∣∣∣ > λ∣∣∣∣E j) ≤ exp 1 − c4λ2nσ2{x + E(W2j )}
 .
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Therefore,
P
(
1
n
∣∣∣εTW j∣∣∣ > λ) ≤ P (1n ∣∣∣εTW j∣∣∣ > λ∣∣∣∣E j
)
P(E j) + P
(
1
n
∣∣∣εTW j∣∣∣ > λ∣∣∣∣ECj ) P(ECj )
≤ exp
1 − c4λ2nσ2{x + E(W2j )}
 + c5 exp(−c6n1/2x).
By a union bound and taking x = E(W2j )
P
(
1
n
max
j∈Iˆ
∣∣∣εTW j∣∣∣ > λ) ≤ |Iˆ| exp 1 − c4λ2n2σ2E(W2j )
 + c5|Iˆ| exp
{
−c6n1/2 max
j
E(W2j )
}
.
Conditional on Theorem 20 holds, we have |Iˆ| ≤ 4C−2κ λmax
(
diag(Ω)−1/2Ω
)
Var(Y)n2κ :=
Dn2κ. Then take λ as in (4.11), we have
P
(
1
n
max
j∈Iˆ
∣∣∣εTW j∣∣∣ > λ)
≤ exp
1 + 2κ log n + logD − 4c−11 c4 max j Σ j j log p2E(W2j )
 + c5 exp {2κ log n + logD − c6n1/2 maxj E(W2j )
}
≤ exp
− log p
4c−11 c4 max j Σ j j2E(W2j ) − 1 + 2κ log n + logDlog p


+ c5 exp
{
−n1/2
(
c6 max
j
E(W2j ) −
2κ log n + logD
n1/2
)}
≤ exp(−C3 log p) +C4 exp(−C5n1/2) (C.11)
for some C3,C4,C5 > 0 where the last inequality holds if n2κ = o(p). The prob-
ability bound in Corollary 22 then follows from (C.10) and (C.11) by taking
K1 = e + 1, K2 = min (C3, 1), K3 = C1 +C4, and K4 = min (C2,C5).
Finally, on the event E j with x = E(W2j ), with the same probability we have
1
n‖W jγ∗‖22 ≤ 2E(W2j )γ∗j2. Given that I ⊆ Iˆ, where I is defined as in (4.7), we have
IˆC ⊆ IC, and thus 1n‖W jγ∗‖22 ≤ 2E(W2j )γ∗j2 ≤ 2α. And the result follows from
(4.10).
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C.4 Proof of Corollary 23
For each j ∈ Iˆ, ε and Wˆ j are independent, and E(εTWˆ j) = E(ε)TE(Wˆ j) = 0. So
conditional on Wˆ j, εTWˆ j follows a sub-Gaussian distribution with mean zero
and variance σ2‖Wˆ j‖22. From a Hoeffding-type inequality we have
P
(
1
n
∣∣∣εTWˆ j∣∣∣ > λ∣∣∣∣Wˆ j) ≤ exp 1 − c4λ2n2
σ2‖Wˆ j‖22
 .
Consider the event Eˆ j =
[
‖Wˆ j‖22 ≤ C‖W j‖22 ≤ Cn{x + E(W2j )}
]
for any x > 0, then
the rest of the proof is the same as in Section C.3.
C.5 Proof of Corollary 24
Recall that W j = Z j − X jφ( j), where φ( j) = Σ−1Φ j. From the basic inequality of
(4.5),
1
2n
∥∥∥Z j − Xφˆ( j)∥∥∥22 + ν‖φˆ( j)‖1 ≤ 12n ∥∥∥Z j − Xφ( j)∥∥∥22 + ν‖φ( j)‖1,
which is equivalent to
1
2n
∥∥∥∥W j + X (φ( j) − φˆ( j))∥∥∥∥2
2
+ ν‖φˆ( j)‖ ≤ 1
2n
∥∥∥W j∥∥∥22 + ν‖φ( j)‖1,
and further it implies that
1
2n
∥∥∥∥X (φ( j) − φˆ( j))∥∥∥∥2
2
+ ν‖φˆ( j)‖1 ≤ 1nW
T
jX
(
φˆ( j) − φ( j)
)
+ ν‖φ( j)‖1
≤ 1
n
max
k
|WTjXk|
(
‖φˆ( j)‖1 + ‖φ( j)‖1
)
+ ν‖φ( j)‖1.
By Lemma 48, for some constant c2 > 0 and K5 > 0, we have
P
(
1
n
max
j∈Iˆ,1≤k≤p
∣∣∣WTjXk∣∣∣ ≥ ν) ≤ K5|Iˆ|p exp(−c2n 23 ν2) = K5 exp {log |Iˆ| + log p − c2n 23 ν2} .
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By taking ν as in Corollary 24, we have
P
(
1
n
max
j∈Iˆ,1≤k≤p
∣∣∣WTjXk∣∣∣ ≥ ν) ≤ K5 exp (− log p) = K5p−1.
And furthermore, we have for each j,
1
2n
∥∥∥∥X (φ( j) − φˆ( j))∥∥∥∥2
2
≤ 2ν‖φ( j)‖1,
which implies that
1
n
∥∥∥WˆIˆ −WIˆ∥∥∥2F = ∑
j∈Iˆ
1
2n
∥∥∥∥X (φ( j) − φˆ( j))∥∥∥∥2
2
≤ 2ν
∑
j∈Iˆ
‖φ( j)‖1.
Finally, we use the similar proof in Section C.3 to deal with the empirical
processes n−1 max j |εTX j| and n−1 max j∈Iˆ |εTWˆ j|. In particular, by the duality of
the lasso problem (4.5),
∥∥∥Wˆ j∥∥∥22 = ∥∥∥Z j − Xφˆ( j)∥∥∥22 = minµ
{∥∥∥Z j − µ∥∥∥22 s.t. 1n ∥∥∥XTµ∥∥∥∞ ≤ λ
}
≤ ∥∥∥Z j∥∥∥22 .
And a Hoeffding-type inequality implies that
P
(
1
n
∣∣∣εTWˆ j∣∣∣ > λ∣∣∣∣Wˆ j) ≤ exp 1 − c4λ2n2
σ2‖Wˆ j‖22
 ≤ exp (1 − c4λ2n2
σ2‖Z j‖22
)
.
By considering the event E j =
[
‖Wˆ j‖22 ≤ ‖Z j‖22 ≤ n{x + E(Z2j )}
]
for any x > 0, the
proof goes through.
C.6 Proof of Theorem 25
We start from the basic inequality that
1
2n
‖y − Xθˇ‖22 + λ‖θˇ‖1 ≤
1
2n
‖y − Xθ∗‖22 + λ‖θ∗‖1,
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which implies that
1
2n
‖Xθˇ − Xθ∗‖22 + λ‖θˇ‖1 ≤
1
n
(
θˇ − θ∗
)T
XT (Wγ∗ + ε) + λ‖θ∗‖1.
The “empirical process” part can be bounded by
1
n
∣∣∣∣(θˇ − θ∗)T XT (Wγ∗ + ε)∣∣∣∣ ≤ 1n max1≤ j≤p ∣∣∣XTj (Wγ∗ + ε)∣∣∣ ‖θˇ − θ‖1.
Denote the event
T =
{
1
n
max
1≤ j≤p
∣∣∣XTj (Wγ∗ + ε)∣∣∣ ≤ λ0 for some λ0 > 0} .
Then on T , for any λ ≥ λ0,
1
2n
‖Xθˇ − Xθ∗‖22 + λ‖θˇ‖1 ≤ λ‖θˇ − θ∗‖1 + λ‖θ∗‖1,
which further implies the slow rate bound in prediction error, i.e., 12n‖Xθˇ−Xθ∗‖22 ≤
2λ‖θ∗‖1. We conclude the proof with the following Lemma, which characterizes
the scale of λ0 and the probability that T holds:
Lemma 50. Under assumption A1, for any t2 > 0, take
λ0 = K1σ
√
t2 + log p
n
+ K2‖γ∗‖1
√
t2 + log p
n2/3
(C.12)
for some constants K1,K2 > 0, we have
P
(
1
n
max
1≤ j≤p
∣∣∣XTj (Wγ∗ + ε)∣∣∣ > λ0) ≤ C1 exp(1 − t2) +C3 exp(log p −C2n) (C.13)
for some constants C1,C2,C3 > 0.
Proof. For any 1 ≤ j ≤ p,
1
n
∣∣∣XTj (Wγ∗ + ε)∣∣∣ ≤ 1n ∣∣∣XTjWγ∗∣∣∣ + 1n ∣∣∣XTj ε∣∣∣ .
We start with n−1XTj ε.
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Since X j is sub-Gaussian, there exists a constant K > 0 such that E(|X j|2) ≤ K2.
Consider the event E j = {‖X j‖22 ≤ 2K2n}. A Bernstein-type (Vershynin 2010)
inequality implies that
P
(
ECj
)
= P
1n
n∑
i=1
X2i j > 2K
2
 ≤ P 
∣∣∣∣∣∣∣1n
n∑
i=1
X2i j − E(X2j )
∣∣∣∣∣∣∣ > 2K2 − E(X2j )

≤ c1 exp
{
−c3n
(
2K2 − E(Z2j )
)}
≤ c1 exp (−c2n) ,
for some c1, c2, c3 > 0. Conditioning on that X j = X˜ j, n−1X˜Tj ε is a sub-Gaussian
random variable. The following Hoeffding-type inequality (Vershynin 2010)
implies that
P
(
1
n
∣∣∣XTj ε∣∣∣ > x∣∣∣∣X j = X˜ j) ≤ exp 1 − c4x2n2
σ2‖X˜ j‖22
 ≤ exp (1 − c4nx22σ2K2
)
,
for some constant c4 > 0.
For any t > 0, take x = (t2 + log p)1/2n−1/221/2c−1/24 σK, then
P
(
1
n
∣∣∣XTj ε∣∣∣ > x) ≤ P (1n ∣∣∣XTj ε∣∣∣ > x∣∣∣∣E j
)
+ P
(
EC
)
≤ exp
(
1 − t2 − log p
)
+ c1 exp (−c2n) .
So using a union bound, we have
P
(
max
1≤ j≤p
1
n
∣∣∣XTj ε∣∣∣ > x) ≤ p exp (1 − t2 − log p) + p exp (−cn) = exp(1 − t2) + c1 exp(log p − c2n).
Similarly,
max
1≤ j≤p
|XTjWγ∗| ≤ max1≤ j≤p max1≤k≤q |X
T
jWk|‖γ∗‖1 = max1≤ j≤p max1≤k≤q
n∑
i=1
|Xi jWik|‖γ∗‖1.
By Lemma 48, we have
P
(
max
1≤k≤q
max
1≤ j≤p
(
XTjWk
)2
> n2ε2
)
≤ pqC1 exp(−3C2n 23ε2) ≤ C1 exp
(
3 log p − 3C2n 23ε2
)
.
Take ε =
√
t2+log p
C2n2/3
for any t,
P
max1≤k≤p max1≤ j≤p 1n ∣∣∣XTjWk∣∣∣ >
√
t2 + log p
C2n2/3
 ≤ C1 exp (−t2) .
Finally, the result follows from a union bound. 
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