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Abstract
Heterogeneous ice nucleation is the primary pathway for ice formation. However, the detailed
molecular mechanisms by which surfaces promote or hinder ice nucleation are not well understood.
We present results from extensive molecular dynamics and forward flux sampling (FFS) simulations
of ice nucleation near modified surfaces. The surfaces are modified to investigate the effects of
different surface factors on the rate and mechanism of ice nucleation. We find that the surface charge
distribution has significant effects on ice nucleation. We also investigate the interplay of surface
lattice and hydrogen bonding properties in affecting ice nucleation. We find that lattice matching
and hydrogen bonding are necessary but not sufficient conditions for observing ice nucleation at these
surfaces. We correlate this behavior to the orientations sampled by the metastable supercooled
water in contact with the surfaces. We find that ice is observed in cases where water molecules
not only sample orientations favorable for bilayer formation but also do not sample unfavorable
orientations. This distribution depends on both surface-water and water-water interactions and can
change with subtle modifications to the surface properties. Our results provide insights into the
diverse behavior of ice nucleation observed at different surfaces and highlights the complexity in
elucidating heterogeneous ice nucleation. We also find that while the classical reaction coordinate
of largest cluster size is a good measure of the transition between liquid water to ice, the addition of
the neighboring liquid structure of the ice gives a better picture. We also have discovered that the
structure of the second hydration layer gives a good representation of the reaction coordinate also.
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Chapter 1
Introduction
Nucleation is the beginning of the phase transition process, growing a cluster of the ther-
modynamically stable phase within the metastable phase. One form this transition can take is from
liquid to solid, called crystallization. One of the most common of such phase transitions is ice nucle-
ation, due to the abundance of water on the planet. Understanding ice nucleation is important in a
variety of fields including microbiology,4–7 water transport in plants,8 food preservation9 and climate
studies.10,11 In all of these cases, the nucleation most often occurs heterogenously. Heterogeneous
nucleation occurs where the stable phase grows from an external seed or surface. Alternatively,
homogeneous nucleation occurs when there is not external seed, only the metastable phase. Ice
nucleation has been the cause of many difficulties, such as grounding planes12 and halting wind-
mills.13 Ice nucleation on windmills has been known to stop the windmills from producing power
and can cost two days of electricity.13 The ice preventing the windmills’ rotation leads to the energy
and time intensive process needed to remove the ice buildup.13 On the other hand, controlled ice
nucleation can help with preserving food and organs. Ice nucleation also determines the formation
and properties of clouds.14 The amount of ice in a cloud determines the amount of solar radiation
a cloud reflects, directly affecting the climate.14
Homogeneously, ice does not nucleate at temperatures higher than −38 ◦C. This is because
while thermodynamically ice is the stable state below 0 ◦C, there is a kinetic barrier to overcome.
However, the addition of a foreign particle could reduce the barrier at higher temperatures. This
allows heterogeneous ice nucleation to occur at higher temperatures. For some surfaces the reduction
of the nucleation barrier is such that nucleation can even occur at temperatures as high as −3 ◦C.10,14
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Consequently, most ice nucleation events, such as those described above, occur heterogeneously.
Some common atmospheric ice nucleating agents include mineral dusts, biological molecules and
some salts (e.g. silver iodide).10,14,15
Despite the ubiquitous nature of heterogeneous ice nucleation, the mechanisms through
which surfaces promote ice nucleation are not well understood. There is no framework to predict
the ice nucleating ability of a given surface simply based on its physical and chemical properties.
Additionally, different surfaces promote ice nucleation at different temperatures and rates.7,14,16–22
Although these differences are documented, there is no explanation for the disparity of surface
effects on ice nucleation. As the phase transition can observed through a change in water behavior,
a first step to begin to answer these open questions is to probe the relation between the water
behavior on a surface at supercooled temperatures. Studying ice formation on common nucleants is
an important step in establishing such relations. There are still few consistent explanations for how
a surface affects nucleation. Studies have utilized many tools to probe the question of ice nucleation,
using theory, experiments and simulations to study the molecular level interactions that affect ice
nucleation.
1.1 Classical Nucleation Theory (CNT)
CNT is used to describe nucleation as the transition of a metastable state to a stable state
as a function of the change in free energy. This transition is broken into two states. In the initial
state (a), the entire system is metastable. In the second state (b), there is a coexistence between a
cluster of the stable state with the metastable state. The Gibb’s free energy of each state is defined
as
Ga = µaN, (1.1)
Gb = µb,iN i + µb,iiN ii +Aγ, (1.2)
where A is the surface area of the cluster, γ is the interfacial free energy of the cluster, i is
the metastable part of state b, ii is the cluster in state b, and N is the total number of particles.
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Also, N = N i +N ii thus Eqn. 1.2 can be written,
Gb = µb,iN + (µb,ii − µb,i)N ii +Aγ. (1.3)
Additionally, µb,i = µa = µi as the chemical potential is the same for the metastable state.
Furthermore, as ∆µ = µii − µi, the free energy change of the system is:
∆G = Gb −Ga = ∆µN ii +Aγ. (1.4)
This equation includes two terms. The first term is a favorable ∆µ volume term as N = ρV ,
given b is the more stable phase making ∆µ < 0. The second term is an unfavorable γ > 0 interfacial
term as the formation of an interface creates a strain between the metastable and stable state. The
theory further assumes that the cluster forming is spherical. This converts Eqn. 1.4 to:
∆G =
4pi
3
R3ρii∆µ+ 4piR2γ, (1.5)
where R is the radius of the developing cluster. The favorable and unfavorable contributions
to this equation can be seen in Fig. 1.1. In Fig. 1.1 the blue curve is the second term of the free energy
equation, Eqn. 1.5. The interfacial term is a positive free energy contribution, due to the strain at the
cluster’s surface. This is an effect of the interface forming between the stable and metastable phases,
causing the energy required to scale with respect to R2, or surface area. The red curve represents
the first term of the free energy equation, Eqn. 1.5. State b is the more thermodynamically stable
phase, causing energy to be released as state b forms, leading to a negative free energy contribution.
Therefore, the more molecules in state b, the more energy is released, scaling with respect to R3 or
volume. The green curve is the sum of these terms representing the free energy equation, Eqn. 1.5.
The interfacial term dominates at smaller cluster sizes, where the surface area is more prominent than
the volume, and additional molecules conribute more to increasing the interface than the volume.
Eventually, as the cluster gets larger, the volume term becomes more important and the change in
free energy begins to decrease. The point where this transition occurs is called the transition state,
where the cluster reaches a critical size, and is represented by the maximum in the green curve.
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Figure 1.1: Schematic of the free energy barrier to nucleation as a function of the cluster’s
radius. The blue line is the interfacial term, the red line is the volumetric term and
the green line is the total free energy barrier, Eqn. 1.5.
Furthermore, the critical size can be determined from where dGdR = 0 to be:
∆G∗ =
16piγ3
3(ρi∆µ)2
, (1.6)
∆R∗ = − 2γ
ρi∆µ
, (1.7)
where ∆G∗ is the critical free energy and ∆R∗ is the critical cluster radius. Additionally,
Eqn. 1.4 can be adapted to be in terms of cluster size, as that is a commonly used measure for
determining the progress of the nucleation, where a = 4pi(R3)
2
3 = 4pi( 3N
i
4piρi )
2
3 :
∆G = ∆µN ii + 4pi(
3N i
4piρi
)
2
3 γ, (1.8)
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giving a transition state critical cluster size (N i∗) as:
∆N i∗ = − 32piγ
3
3(ρi)2∆µ3
. (1.9)
The nucleation rate J is related to the barrier height, based on the Arrhenius equation, as:
J = Ae
−∆G∗kBT , (1.10)
where A is a kinetic prefactor. The kinetic prefactor is a function of the rate constant
associated with the growth of a critical cluster, the free energy of the critical cluster and the number
of particles.
CNT works for many systems. However, there can be differences in agreement between
rates found through experimental methods and those predicted by classical nucleation theory.23 An
example of this is the vapor-liquid transition of alcohols such as n-pentanol as seen in Fig. 1.2,
where the experiments disagree on the rate by a factor of 2000. This was attributed to CNT not
taking into account hydrogen bonding.2 Other weaknesses in this theory can be taken back to the
assumptions made; (i) the nucleus is spherical with a sharp boundary, and (ii) the interface is a
single spherical plane regardless of the cluster size. The second assumption is particularly deficient
for smaller clusters and can lead to large discrepancies in the nucleation rate. An example where
assumption (i) does not hold is in the case of NaCl. As NaCl grows in cubic clusters making the
assumption of a spherical clusters leads to discrepancies in the rate.2 If the shape of the cluster
is known a priori, then the equations can be adjusted for the different shapes. There are more
cases that the growth of the cluster is unknown, and if not spherical will not be well predicted by
CNT. Additionally, CNT does not hold for supersaturated cases where the nucleation barrier is not
present.2 CNT also does not account for the possibility of multi-stage nucleations as those proposed
for open framework materials like zeolites.2
Heterogeneous nucleation differs from homogeneous nucleation in that the critical cluster
forms on a surface rather than in bulk. This results in a reduction of the free energy barrier. CNT
was extended to take this into account by multiplying the change in Gibbs free energy by a scaling
factor, f(θii−s), such that:
∆GHet = f(θii−s)∆GHomo. (1.11)
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Figure 1.2: Comparison of nucleation rates of n-pentanol reported by various research
groups. Dashed lines represent predictions by CNT, and the solid line corresponds to
the predictions of CNT, multiplied by 2000.2
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The scaling factor, f(θii−s), is a function of θii−s, the contact angle of the cluster and
surface. The scaling factor is defined as:
f(θii−s) =
(2 + cos(θii−s))(1− cos(θii−s))2
4
. (1.12)
The contact angle is governed by Young’s equations such that θii−s = cos−1
(
γs−i−γii−s
γii−i
)
,
where γ is the interfacial free energy between the different states. However, the theory does not
add any term for an indicator that a surface will be a good nucleating agent or not. Physical
intuition cannot tell if the stable cluster will wet the surface or not. Intuition can give some idea
about whether the molecule prefers the surface or not, but that will not give any intuition on
the formation of the stable cluster. Additionally, measuring θii−s can be difficult experimentally
decreasing the applicability of heterogeneous nucleation theory.
Heterogeneous nucleation is the more widely observed mode of nucleation, as it is accessible
at higher temperatures than homogeneous nucleation.10,14 One of the most common forms of het-
erogeneous nucleation observed is ice nucleation.10,14 The prevalence of heterogeneous ice nucleation
indicates the importance of knowing how the interactions between the surface and water molecules
and the implications toward nucleation. While the interactions of water and the surface do not
directly lead to understanding the shape of the solid cluster on the surface, the change in water
structure is a precursor to nucleation. Studying the influence of the surface on the change in water
structure can help describe the initiation of the nucleation process. One way to directly study the
effect of surfaces on water is through experiments.
1.2 Experimental Methods
Field and experimental studiess indicate mineral dust particles such as kaolinite, illite, quartz
and montmorillonite catalyze ice nucleation.3,14,19,24 Experiments can capture the various ice nucle-
ating efficiencies of different surface using rates identified from different dust and surface samples.
Fig. 1.3 shows that the surfaces can show a wide range of nucleation temperatures, where the higher
nucleation temperatures indicate better ice nucleating agents. These studies have considered that
good ice nucleants provide a suitable template for the ice structure. However, although nucleation
temperatures on various surfaces has been quantified, details of how and why the particles affect
the ice nucleation are difficult to find. While experiments can capture the behavior of interfacial
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water through various surface sensitive techniques (such as X-ray spectroscopy, scanning electron
microscopy, sum frequency generation, etc.), it is still difficult for them to capture the atomistic
detail of the nucleation. This is due to the fact that many experimental methods that can offer
molecular level detail can also disrupt the water structure.25 Therefore, while experiments provide
insights into the ice nucleating ability of different surfaces, they struggle to explain why and how
the surface affects the ice nucleation in such a way. These difficulties can be addressed through
molecular simulations, that provide a method to isolate and study the different surface factors that
could impact ice nucleation and water behavior near surfaces.
1.3 Computational Methods
Starting with Ohmine et al.,26 molecular simulations have provided molecular level details
for ice nucleation. They show simulations can model and provide insights into the phase transition
by studying the development of the hydrogen bonding as the system transitioned from liquid to
solid. Furthermore, simulations have been able to capture and study water-surface interactions to
determine their impact on heterogeneous ice nucleation.20,21,27–47 Given the prevailing theory from
experiments, that the surfaces provided an ice-like template from which ice nucleation was being
promoted, several simulation studies have been reported on water adsorption and ice nucleation near
various surfaces.20,21,27–47 However, recent simulations have challenged this outlook, contending that
template alone is an insufficient measure for a surface’s ice nucleating ability.20,21,29,36,37,39–41,43,45–50
Simulations have identified other surface factors involved in promoting ice nucleation, giving a more
detailed picture of the role surfaces can play in ice nucleation. Based on ice nucleation simulations
on model (graphite-like) surfaces, different theories in addition to templating have been put forth
to explain the ice nucleating abilities of surfaces.29,36,37,50 One theory suggests there is an optimum
strength of interaction between the surface and the water molecules that stabilizes ice-like configura-
tions near the surface, thereby promoting ice nucleation.36,37 Another explanation contends that an
increased layering of water molecules caused by the surface promotes ice nucleation.29,50 However, it
has been found neither of these theories readily transfer to other surfaces highlighting the complexity
of heterogeneous ice nucleation.37,39,41,43 As ice nucleation mechanisms vary in accordance with the
surface, more nucleants need to be studied.
Mineral surfaces offer more complexity to the surface factors that influence ice nucleation.
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Figure 1.3: Ice nucleating agents (INAS) densities for Arizona test dust (ATD), kaolin-
ite, natural desert dusts, soot and bioaerosols for immersion freezing, including depo-
sition/condensation freezing experiments at or above water saturation. The lines are
inserted to guide the eye. The blue line refers to ATD, desert dusts and clay minerals.
The green line refers to highly INA biological aerosols.3
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This is important because mineral surfaces are prevalent in atmospheric ice nucleation and form
hydrogen bonds with the water molecules. Using first principles calculations, Hu and Michaelides35
concluded that the ability to hydrogen bond with water molecules contributes to a surface’s ice
nucleating propensity. It has been suggested that the ability of the hydroxyl groups on the surface
to respond to the water structure can also influence a surface’s ice nucleating ability.48 Furthermore,
it was found that a surface can provide a different template for ice than the traditional hexagonal
plane.28,48,49 They found that the surface provided a good template for the prismatic plane of
hexagonal ice, instead of the predicted basal plane. Additionally, slight changes to the surface or
including the flexibility of surface atoms can hinder ice nucleation altogether on some surfaces.47,51
Collectively, the multiple factors observed to play a role in ice nucleation demonstrate a delicate
interplay of a variety of different surface properties in promoting ice nucleation.
The difficulty with studying ice nucleation from simulation methods arises from the time
scales required to observe a single nucleation event. Ice nucleation is a rare event in simulations.
Rare event refers to processes where the initiation time is significantly longer than the transition
time. This means that through traditional straightforward molecular dynamics (MD) or Monte
Carlo (MC) methods getting sufficient sampling to study the nucleation mechanism is very difficult.
To combat this, various advanced sampling methods have been developed, such as transition path
sampling (TPS),52 aimless shooting (AS),53 transition interface sampling (TIS),54,55 and forward
flux sampling (FFS).56 These methods help to identify the region of interest and sample the tran-
sition region rather than just the initial or final state. Recently, simulations have been performed
using these advanced sampling methods to study ice nucleation.46,49,57–61 These simulations have
shown that although the shape of the ice cluster is not always spherical, classical nucleation theory
is in agreement with the nucleation observed using advanced sampling methods.46,60,61 Additionally,
recent studies have shown that the order parameter, a parameter that describes the state of the sys-
tem, of largest cluster size is a good measure of the progress of the phase transition. This allows the
largest cluster size to act as an approximation of the reaction coordinate, an abstract one-dimensional
coordinate which represents progress along the transition pathway. Previous studies have also been
able to use these methods to observe interfacial water behavior that is necessary to promote ice
nucleation, but does not play a role in the mechanism of the nucleation itself. For example, the
formation of a hexagonal bilayer in interfacial water has been observed to be a necessary precursor
to ice nucleation, however, acts as a poor order parameter on its own.57 Due to the computational
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cost, most of these simulations have been run with coarse grained water models, which neglect some
possibly important mechanistic details. Another difficulty in using these advanced sampling meth-
ods is that they require an order parameter to run the simulations. The best order parameter to use
for this would be the reaction coordinate, but this knowledge is not easily available. Furthermore,
some order parameters, though different in the initial and final state, do not smoothly transition as
the phase change occurs on their own. This makes them very poor parameters to describe the phase
transition and very bad reaction coordinate approximations, but they can still provide structural
detail about the phase transition. The additional information obtained from these otherwise poor
measures of ice nucleation make determining the best order parameter to use difficult.
In this thesis, our goal is to elucidate factors that determine a surface’s ice nucleating ability,
and elucidate on the mechanism of heterogeneous ice nucleation. To this end, we have used MD
simulations combined with an advanced sampling approach to gain insights into the interplay of
water, ice and the surface. We study a variety of different surface factors to determine how their
interactions with other surface factors and the interfacial water affects ice nucleation. Additionally,
we use all-atom models in our simulations and are therefore able to find correlations between the
water orientations and the ice nucleating propensity of the surface. This is a correlation that many
previous studies have not been able to probe as most of those studies were performed using a coarse
grained water model. The correlation between water orientation and ice nucleation is a commonality
we have observed across various surfaces. This shows that observing the interfacial water structure
can indicate the ice nucleating propensity of the surface independently of the surface involved.
The difficulties in experiments and simulations are orthogonal to each other. In which one
method can address the weakness in the other. Therefore, the techniques can complement each
other. For example, recent simulation and experimental work has been done for ice nucleation on K-
Feldspar surfaces.62 Experimental methods are used to make macroscopic observations that inform
the simulations which plane of the surface promotes ice nucleation.62 The simulations were then able
to provide microscopic insights into why the ice grew where it did on the surface.62 These results
show that a combined approach can be beneficial in studying heterogeneous ice nucleation. However,
as many real surfaces have defects that are not included in simulations, and ice nucleation can occur
on those defects, comparing simulations and experiments can be difficult. Therefore, using surfaces
where these inherent differences between real and simulated surfaces can be minimized is beneficial
to a future collaborative approach.
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Chapter 2
The surface charge distribution
affects the ice nucleating efficiency
of silver iodide
Heterogeneous ice nucleation is the primary pathway for ice formation. However, the detailed
molecular mechanisms by which surfaces promote or hinder ice nucleation are not well understood.
We present results from extensive molecular dynamics simulations of ice nucleation near modified
silver iodide (AgI) surfaces. The AgI surfaces are modified to investigate the effects of the surface
charge distribution on the rate of ice nucleation. We find that the surface charge distribution has
significant effects on ice nucleation. Specifically, AgI surfaces with the positive charges above the
negative charges in the surface promote ice nucleation, while ice nucleation is hindered for surfaces
in which the negative charges are above or in-plane with the positive charges. The water structure in
the interfacial region as measured by the orientations of the water molecules relative to the surface
can explain the differences in the rate of ice nucleation at the different surfaces. We suggest that
the distributions of the orientations of the interfacial water molecules could be used more broadly
as a measure of ice nucleating propensity.
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2.1 Introduction
AgI is one of the best known ice nucleating agents and has been used as a cloud seeding
agent.63 AgI promotes ice nucleation at temperatures as high as −3 ◦C.14 It has traditionally been
assumed that the ice nucleating efficiency of AgI is a product of the close match between the lattice
of hexagonal ice (Ih) and the AgI surface.
14,64 However, recent simulations of ice nucleation on AgI
surfaces20–22 suggest that the surface lattice match is not the only reason for the ice nucleating ability
of AgI. In these studies, ice nucleation was observed on the silver exposed faces of AgI, but not on the
iodide exposed surfaces, even though both faces have the same lattice. It was surmised that the water
layer adjacent to the silver exposed surface has a more ice-like structure relative to the water layer
near the iodide exposed surface, thereby promoting ice nucleation near the Ag-exposed surface.
It was believed that the iodide exposed surface supressed the bilayer structure of ice. However,
the underlying surface characteristics which caused the differences in the water structure were not
investigated. The inadequacy of lattice matching as the sole criterion for explaining ice nucleating
propensity has been further highlighted in experimental65–67 and simulation studies21,22,27,28,36,50 In
addition, the discovery of non-crystalline ice promoters such as ice nucleating proteins7 and alcohol
monolayers16,18 further reinforce that factors beyond lattice match contribute to the ice nucleating
abilities of surfaces.
We discuss the effects of the surface charge distribution on the ice nucleating ability of AgI.
We calculated the rate of ice nucleation near AgI and modified AgI surfaces using molecular dynamics
(MD) simulations. The modified AgI surfaces were created by changing the charge distribution
on the surface while keeping the lattice framework constant. Our results indicate that surface
charges critically affect the water structure in the layers of water adjacent to the surface. This in
turn affects the probability of observing ice nucleation on a surface. Our results indicate that ice
nucleation is enhanced near surfaces that promote water orientations which support an ice bilayer-
like arrangement of water molecules. In cases of AgI surfaces, this is achieved through a combination
of lattice matching and surface charge distribution. It is expected that the findings reported here also
apply to other surfaces. For example, the recently reported dependence of ice nucleation behavior
on the surface hydroxyl orientations of kaolinite surfaces20,28,68 can also be explained within the
framework of the water orientations in the layers adjacent to the surface.68
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2.2 Methods
We performed MD simulations of water molecules in contact with model AgI surfaces to
study the effect of the surface charge distribution on ice nucleation. AgI is composed of positively-
charged silver and negatively-charged iodide atoms arranged tetrahedrally, such that the silver atoms
are in-plane with each other and the iodide atoms are in a plane below the silver atoms (shown in
Fig. 2.1). This creates layers of hexagons in chair conformations composed of three silver and three
iodide atoms. This arrangement is referred to as the surface bilayer. Modified AgI surfaces were
generated by translating the (negative) charge away from the iodide atoms. The shifted charge
was represented as a point charge with no exclusion volume (i.e., dummy atom) in our simulations.
The modified AgI surfaces are referred to as ∆x for the remainder of the paper. The subscript x
represents the fraction of the unmodified bilayer height that the negative charges were translated
(see Fig. 2.1).
Ag
II
Ag
q
q
q
q
Δ0.33
Δ0.67
Δ1
Δ1.33
Figure 2.1: Schematic depicting the shifted negative charges in the five modified AgI
surfaces. Dotted circles represent the shift in the negative charge (treated as a dummy
atom in simulations).
The simulation cell consisted of two mirrored AgI slabs. Each AgI slab is comprised of four
AgI layers. The mirrored slab arrangement eliminates long-range electric fields caused by lattice
truncation.31,69 The water molecules were placed in contact with the silver exposed (001) plane of
the AgI slab. The water layer on one slab consisted of 720 water molecules, and the water layer
on the other slab had 96 water molecules. This arrangement was chosen to allow nucleation at
only one of the surfaces. The simulation setup results in a free water liquid-vapor interface, which
allows the density fluctuations associated with the liquid to ice transformation. A gap of 2 nm was
maintained between the water layers to negate any interactions between the two. This separation
was chosen by comparing the density distribution of water molecules as a function of the distance
from the surface for different gap widths. The water density profiles were not affected as long as
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the separation between the water layers was at least 2 nm. The resultant box dimensions of these
systems were 3.17×2.74×13.97 nm3.
We employed the Hale and Kiefer potential70 to model the AgI surface, and TIP4P/Ice
model71 for the water molecules. The polarization term in the Hale and Kiefer potential was not
included in the AgI-water interaction potential, as it has been shown to have small contribution to
the water-AgI interaction energy.20 In addition, including this term, which is not pairwise additive,
would increase the computational cost of the simulations performed. The TIP4P/Ice water model
was chosen because it best captures the melting point and phase diagram of water. Previous studies
have indicated that while the nucleation rate may change with different water models, similar ice
nucleation mechanisms are obtained.21,50 The AgI surface was held rigid during our simulations.
Each simulation was performed at 265 K, corresponding to a supercooling of ∼5 K for our water
model. Simulations were performed in the NVT ensemble. The simulations were run for 1 µs,
or until ice grew on the surface. A time step of 2 fs was used and configurations were saved every
picosecond for analysis. Temperature was maintained using the V-rescale thermostat.72 Electrostatic
interactions were calculated using the particle mesh Ewald method73 as implemented in GROMACS.
The geometry of the water molecules was maintained using the LINCS algorithm.74 All simulations
were performed using GROMACS 4.6.75
2.3 Results and Discussion
We performed 150 all-atom MD simulations on different modified AgI surfaces, as summa-
rized in Table 3.1, to elucidate the effects of the surface charge distribution on the ice nucleating
efficiency of a surface. We observed nucleation in all the simulations performed on the ∆0, ∆0.33,
and ∆0.67 surfaces. On the other hand, we did not observe any ice nucleation on the ∆1, and ∆1.33
surfaces in the initial 10 simulations performed and therefore, we did not perform further simulations
on these surfaces.
2.3.1 Water density profiles
The effect of the surface on the water structure can be observed from the density of the
water molecules as a function of the distance from the surface (Fig. 2.2). The onset of ice structures
is characterized by the appearance of double peaks and wide minima in the density profiles. The
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Table 2.1: Summary of the simulations performed and number of nucleation events
observed.
Surface Runs
Nucleation
events observed
∆0 40 40
∆0.33 60 60
∆0.67 30 30
∆1 10 0
∆1.33 10 0
double peaks represent the formation of the ice bilayer structure. The density profiles in Fig. 2.2
show that the ice nucleating propensity is significantly affected by changes in the surface charge
distribution.
Enhanced ice nucleation is observed near the ∆0.33 and ∆0.67 surfaces, which correspond
to the negative charge shift of 33% and 67% of the silver-iodide bilayer height in the unmodified
surface, respectively. As seen in Fig. 2.2, well-developed double peaks are observed for ∆0.33 and
∆0.67 surfaces in the first and second hydration layers within the first 50 ns of the simulation. The
double peaks are considered well-developed when the heights of the two peaks are almost equal.
For the unmodified AgI surface, ∆0, the peaks appear, but are not well-developed until 100 ns of
simulation. In fact, the double peaks in the first hydration layer of the ∆0 surface never fully develop
within the simulation time.
In contrast, no double peaks are observed after 1 µs-long simulations of the ∆1 and ∆1.3
surfaces. Somewhat of a shoulder (or small peak) is seen in the first hydration layer of the ∆1
surface, however, this does not evolve into a well-developed double peak. No double peak like
features whatsoever are observed in the case of ∆1.3 surface. This implies that the arrangement of
the charges in the framework of the AgI structure has a significant impact on the ice nucleating
efficiency of the surface. In summary, we observed ice nucleation on surfaces where the negative
charge was located below the postively charged silver atoms. Previous studies reported that no ice
nucleation is observed on the iodide exposed side of the AgI surface.21,22 We posit that ice nucleation
at the iodide exposed surface was inhibited since the negative charge is positioned closer to the water
molcules than the positively charged silver atoms (like in the case of the ∆1.3 surface).
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2.3.2 Nucleation Rate
We calculated the induction time and nucleation rate to more rigorously quantify the effects
of the surface charge distribution on ice nucleation. We followed the approach outlined by Cox
et al., in which the induction times were calculated by fitting the total energy, obtained from the
simulations, as a function of time, to a Fermi-Dirac distribution.36 The induction time is a fitting
parameter in the distribution function and corresponds to the time at which the distribution has the
maximum slope. Based on the induction times obtained, we calculated the probability that these
systems would be in the liquid state as a function of time (Pliq) (Fig. 2.3(b)). For ice nucleation,
the probability that the system is in the liquid state decays exponentially as a function of time, with
the decay rate equaling the nucleation rate.36,76 Therefore, we calculated the nucleation rates by
fitting the Pliq data with an exponential decay function.
The distribution of the induction time and the nucleation rates calculated for ice nucleation
at the ∆0, ∆0.33 and ∆0.67 surfaces is shown in Fig. 2.3. The ∆0.33 surface has the lowest induction
time followed by the ∆0.67 and ∆0 surfaces. The induction time has the broadest distribution in
case of the ∆0 surface with induction times as long as 130 ns in some cases. The ice nucleation rates
are obtained from the Pliq data shown in Fig. 2.3(b). The nucleation rate is similar in case of the
∆0 and ∆0.67 surfaces, while it is one order of magnitude faster near the ∆0.33 surface compared to
the ∆0 and ∆0.67 surfaces.
The only difference between these surfaces is the location of the negative charge relative to
the positively charged silver atom. The height of the surface charge bilayer of the ∆0.33 surface is
closest to the bilayer height in the ice structure. This indicates that surfaces in which the charge
bilayer height matches the ice bilayer height provide a better template for ice nucleation. The
question that naturally arises is how does the surface charge distribution affect the ice nucleating
propensity and does the water structure at these surfaces display characteristics that can indicate
the reason for the promotion of ice nucleation? In other words, can the structure of liquid water
near the surfaces help us predict ice nucleating propensity?
2.3.3 Relating nucleation rates to layering and adsorption energy
Previous studies have used layering and the lateral density of water molecules to explain
trends observed in nucleation rates at different surfaces.27,50 Layering measures the difference in
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the local density of water molecules relative to the bulk density. We calculated layering, L =∫ zbulk
0
| ρ(z)ρbulk−1|2dz,29,37 using the density profiles shown in Fig. 2.2. No consistent trends correlating
layering and the nucleation propensity of the modified AgI surfaces were observed. For instance, the
value of layering was similar for ∆0.3 and ∆1 surfaces. Note that while ice nucleates near ∆0.3, no
ice nucleation was observed for the ∆1 surface. This indicates that layering alone does not explain
the differences in the ice nucleating behavior of the AgI surfaces studied here.
Recently, Michaelides and co-workers have suggested that nucleation rate can be correlated
to Eads/∆Hvap, where Eads is the water adsorption energy and ∆Hvap is the enthalpy of vaporization
for bulk water.36,37 For TIP4P/Ice water model the value of ∆Hvap is −49.66 kJ/mol at 298.15 K.77
Cox et al. found that the maximum nucleation rate was obtained for values of Eads/∆Hvap between
0.3 and 0.4.36,37 At Eads/∆Hvap values higher than 0.4, ice nucleation was promoted in cases where
the surface coverage (i.e. density of water in the interfacial layer) was close to that of ice.
Table 2.2: Eads/Hvap values for the AgI systems.
Surface Eads (kJ/mol) Eads/Hvap
∆0 -18.33 ± 0.20 0.37 ± 0.004
∆0.33 -21.10 ± 0.38 0.42 ± 0.01
∆0.67 -26.77 ± 0.08 0.54 ± 0.002
∆1 -32.32 ± 0.05 0.65 ± 0.001
∆1.33 -28.67 ± 5.71 0.58 ± 0.11
To evaluate this approach for our systems, we calculated the Eads/∆Hvap for the five surfaces
studied here. Eads was estimated by calculating an average total energy of a single water molecule
near the AgI surface at 265 K. These values are given in Table 2.2. We find that the values of
Eads/∆Hvap range from a minimum value of 0.37 for the ∆0 surface to a maximum value of 0.65 for
∆1 surface. We obtain similar values for the ∆0.67 and ∆1.3 surfaces. Note that we do not observe
any nucleation near the ∆1.3 surface, while ice nucleated at ∆0.67 surface. Also, the relative values
of Eads/∆Hvap for the ∆0, ∆0.33 and ∆0.67 surfaces do not explain the trends in the nucleation
rates at these surfaces. This suggests that while Eads/∆Hvap values could provide guidance on
assessing the ice nucleation propensity of a surface, it is insufficient to explain the trends observed
here. This is consistent with the recent conclusions of Fitzner et al.39 They studied ice nucleation
using monoatomic water model (mW model78) on various model FCC surfaces spanning various Eads
values and lattice spacing, and found that no clear correlations between nucleation rate and Eads or
layering emerged. These findings indicate that further details of the interfacial water are necessary
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to explain the differences in the nucleating behavior of the surfaces studied here. To this end, we
performed detailed calculations of the orientations of the water molecules near the AgI surfaces.
2.3.4 Water orientations near the surfaces
We quantify the water orientations by the angle between the water dipole and the surface
normal vectors. This measure provides a clear picture of the differences in the water orientations
near the surfaces. We characterize the water orientations in the first hydration layer. The region of
the first peak of the water density plots shown in Fig. 2.2 is considered the first hydration layer. In
the cases where the first hydration layer has double peaks, the region of the double peak closest to
the surface is referred to as the bottom of the first hydration layer, while the region of the double
peak further away from the surface is referred to as the top of the first hydration layer. In cases
where there is no double peak but there is a slight shoulder, the shoulder is considered the bottom
of the layer, while the more prominent peak is the top of the layer. For example, in case of the
∆0.33 surface, the bottom and top of the first hydration layer corresponds to water molecules at a
distance of 0.24 nm and 0.34 nm from the surface, respectively (Fig. 2.2). The top and bottom of
the first hydration layer are denoted by the gray triangles in Fig. 2.2.
Fig. 2.4 shows the distribution of the water dipole-surface normal angles in the bottom
(Panel (a)) and top (Panel(b)) of the first hydration layer. The orientations corresponding to the
peaks in the distributions and structures of the first hydration layers near the surfaces are shown
in Fig. 2.4(c)-(g). As seen in Fig. 2.4(a), when the negative charges are below the positive charges
in a surface (as in ∆0, ∆0.33, ∆0.67 surfaces), water orientations in which the dipole-surface normal
angle is ∼60◦ (orientations marked as (iv)) or ∼126◦ (orientations marked as (i)) are promoted
in the bottom of the first hydration layer. Angles of ∼130◦ and ∼60◦ (orientations (iii) and (ii),
respectively) are favored in the top of the first hydration layer (Fig. 2.4(a-b)). As shown in Fig.
2.4(c), the orientations corresponding to (i), (ii), (iii) and (iv) also appear in the ice structure.
As the negative charges shift to be in-plane or above the positive charges, as in the ∆1 and
∆1.3 surfaces, water orientations with dipole-surface normal angle in the proximity of 90
◦ become
more populated (Fig. 2.4(a), orientations (v)) in the bottom of the first hydration layer. The water
molecules in the top of the hydration layer orient with angles of ∼50◦ and ∼100◦ near these surfaces.
These orientations are represented as (vi) and (vii). None of these orientations, (v), (vi) or (vii),
appear in the ice structure.
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Shifts in the water orientations in the top of the first hydration layer (Fig. 2.4(b)) are
correlated to the those seen in the bottom of the first hydration layer (Fig. 2.4(a)). This correlation
results from the tendency of water molecules to maximize their hydrogen bonding. We find that
orientations in the bottom layer corresponding to dipole-surface normal angles of 60◦ and 130◦
support the formation of water bilayers (Fig. 2.4(a)). As these bilayers form, water molecules in
the top of the hydration layer orient with dipole-surface normal angles of 60◦ and 130◦. These
orientations enable the water molecules to support the ice bilayer structure as well as hydrogen
bond to the water molecules in the next hydration layer, as seen in Fig. 2.4(d) and (e) for ∆0 and
∆0.33 surfaces. The ∆1 and ∆1.33 surfaces provide a contrasting example. The bottom of the first
hydration layer promotes orientations of ∼90◦, and therefore, the water molecules in the top of the
hydration layer orient with angles of ∼100◦ and ∼50◦. Snapshots of water molecules near the ∆1
and ∆1.33 surfaces are shown in Fig. 2.4(f) and (g). The orientations corresponding to (v) and (vi)
enable hydrogen bonding of the water molecules to the next hydration layer, while (v) and (vii)
promote intralayer hydrogen bonding. While these orientations enable water molecules to maintain
their hydrogen bonding, they do so without promoting the ice bilayer structure.
The interplay of the different water orientations at the surfaces studied here is a direct
consequence of the charge distribution. The preferred orientation of water near negative charges is
such that one hydrogen atom is pointing directly towards the negative charge.79 In the vicinity of a
positive charge, water prefers orientations in which the oxygen is closest to the positive charge and the
hydrogen atoms point away from the charge.79 When the negative charge is below the positive charge
in the surface, these orientations can be achieved by the water molecules arranging in orientations (i)
and (iv) in the bottom layer of first hydration layer. This, in turn, promotes the orientations (ii) and
(iii) in the top layer. These configurations favor inter- and intralayer hydrogen bonding that support
bilayer formation. As the negative charge is shifted further towards the positive charge in surfaces ∆1
and ∆1.33, orientations (i) and (iv) can no longer be maintained. The orientations corresponding to
(v) are populated in the bottom layer. Correspondingly, the orientations (vi) and (vii) are promoted
in the top layer. These enable water molecules to maintain their preferred orientations around the
positive and negative charges. However, these orientations result in a flattening of the bilayer formed
by the water molecules and therefore, hinder the formation of ice-like structures. Fitzer et al.39 also
found that ice nucleation was enhanced when there is buckling in the the water layer near the surface
in their studies of ice nucleation of monoatomic water (mW model) near model FCC surfaces.
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These results demonstrate that the charge distribution within the framework of the crystal
structure of the surface has a significant effect on its ice nucleating ability. When the negative
charges are below the positive charges in the surface, water orientations that enhance ice nucleation
are favored. On the other hand, when the negative charges are in-plane or above the positive charges
the water orientations that support bilayer formation are hindered. This inhibits the formation of ice-
like structures. This is consistent with previous studies indicating that iodide exposed AgI surfaces
did not nucleate ice.21,22 Further, Patey and coworkers reported that surfaces with high charges
(e.g. silver exposed γ-AgI surface with ±0.8e) surface did not nucleate ice.21 It is possible that the
high charge densities affect distribution of the the favored water orientations resulting in the loss
of ice nucleating ability. Our results can also provide insights into the experimental observations
of Ehre et al.80 Ehre et al. reported that ice nucleation was promoted near positively charged
LiTaO3 crystals and SrTiO3 thin films, while negatively charged surfaces reduced ice nucleation. In
addition, they found that ice nucleated at the solid-water interface of the positively charged surface,
while nucleation occurred at the air-water surface in case of the negatively charged surfaces. This
observation is consistent with our results which indicate that near surfaces where negative charges
are closer to water than the positive charges ice nucleation is hindered because water orientations
that do not support formation of ice-like bilayers are promoted.
2.4 Conclusions
We have investigated the effect of the surface charge distribution on ice nucleation using
all-atom MD simulations. The distribution of charges within the surface lattice can significantly
affect its ice nucleating ability. Our studies indicate that for charged surfaces with negative charges
deeper in the surface than the positive charges, water orientations that promote ice nucleation
are populated. This is driven by the favored orientations of water molecules near positive and
negative charges. Our results further indicate that water bilayer formation near surfaces results in
the promotion of ice nucleation. When the surface lattice and charge distribution match that of the
ice bilayer, the fastest ice nucleation rate was observed. We note that the surfaces used in this study
are rigid. It can be expected that the nucleation rates calculated in these studies will decrease as
surface flexibility is introduced. Indeed, no ice nucleation was observed within the simulation time
in the case of flexible AgI surfaces as reported by Fraux and Doye.22 However, we expect the effect
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of charge distributions to be similar for rigid and flexible surfaces.
Our results are also relevant to understanding the role of charge defects on ice nucleation.
Often defects in surfaces include extra point charges outside of the lattice position caused by the mi-
gration of electrons to the free surface of the solid.81 This leads to a change in the charge distribution,
and results in surfaces somewhat similar to the modified AgI surfaces studied here. Understanding
the effects of such defects is important when studying ice nucleation at surfaces. Future work could
explore the effect of mobile charges.
Our study highlights the effects of the charge distribution on ice nucleating propensity. We
find that a balance of the water density and orientations, as affected by the surface lattice and
charge governs the ease of ice nucleation on a surface. We conclude that both the lattice and charge
distribution of a surface play a role in templating the water structure near the surface. These surface
characterisitics can be engineered to promote or inhibit ice nucleation.
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Figure 2.2: Density of water molecules (ρ(z)) as a function of the distance from the
surface (z). The densities in left column are averaged from 1 to 2 ns, in the center
column are averaged from 50 to 51 ns and in the right column are averaged from 100
to 101 ns of the simulation. Each row corresponds to a specific surface, as labeled.
The locations of the double peaks in the first hydration layer are indicated by the gray
triangles above the peaks. The location of the double peaks in the second hydration
layer are shown by aqua blue triangles in the left column for the surfaces on which ice
nucleation was observed.
23
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
10 30 50 70 90 110 130
P (
t )
Time,t (ns)Induction time, tind (ns)
Time, t (ns)
P(
t in
d)
P l
iq(
t)
(a)
(b)
 0.1
 1
 1  10  100
∆0: R=3.00x1024 m-2s-1
∆0.33: R=1.14x1025 m-2s-1
∆0.67: R=4.72x1024 m-2s-1
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Green: ∆0.33, Blue: ∆0.67.
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Figure 2.4: Probability distributions of the water dipole angle with respect to the surface
normal vector, averaged from 1 to 2 ns of the simulation: (a) Bottom of the first
hydration layer – within 0.3 nm of surface, (b) Top of the first hydration layer – 0.3-0.4
nm from the surface. The angles corresponding to the cos(θ) value are given in degree
below the xlabel. The important water orientations are labeled in Panels (a) and (b)
and shown in Panel (c). In Panel (c), the water orientations observed in ice structure
are enclosed in blue boxes, while the others are in brown boxes. The snapshots of water
molecules in the first hydration layer of ∆0, ∆0.33, ∆1, and ∆1.33 surfaces are shown in
Panels (d) through (g), respectively. Color key for panels (c)-(g): Hydrogen: white;
Oxygen: red; Ag atom: purple, Iodide: tan, Negative charge (dummy atom): cyan
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Chapter 3
Heterogeneous ice nucleation:
Interplay of surface properties and
their impact on water orientations
Ice is ubiquitous in nature and heterogeneous ice nucleation is the most common pathway of
ice formation. How surface properties affect the propensity to observe ice nucleation on that surface
remains an open question. We present results of molecular dynamics studies of heterogeneous ice
nucleation on model surfaces. The model surfaces considered emulate the chemistry of kaolinite, an
abundant component of mineral dust. We investigate the interplay of surface lattice and hydrogen
bonding properties in affecting ice nucleation. We find that lattice matching and hydrogen bond-
ing are necessary but not sufficient conditions for observing ice nucleation at these surfaces. We
correlate this behavior to the orientations sampled by the metastable supercooled water in contact
with the surfaces. We find that ice is observed in cases where water molecules not only sample
orientations favorable for bilayer formation but also do not sample unfavorable orientations. This
distribution depends on both surface-water and water-water interactions and can change with subtle
modifications to the surface properties. Our results provide insights into the diverse behavior of ice
nucleation observed at different surfaces and highlights the complexity in elucidating heterogeneous
ice nucleation.
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3.1 Introduction
One surface that has been the focus of several recent simulation studies is kaolinite.28,41,48,51
Kaolinite is one of the most abundant mineral dust particles in the atmosphere, accounting for as
much as 75% of mineral dust in some areas.10,82 Kaolinite is a layered alumino silicate mineral and
exposes a layer of hydroxyl groups arranged in a hexagonal pattern on the (001) plane. Accord-
ing to the conventional explanation, ice nucleation is promoted since this hexagonal arrangement
templates the basal plane of ice. However, this has been contested in recent simulations. Using
first principles calculations, Hu and Michaelides35 concluded that the ice nucleating efficiency of
kaolinite is attributable to its ability to hydrogen bond with water molecules. It has been suggested
that the ability of the hydroxyl groups on the surface to respond to the water structure is a factor
in kaolinite’s ice nucleating ability.48 Furthermore, the hydroxyl terminated surface of kaolinite was
found to nucleate ice on the prismatic plane in contrast to the expected basal plane.28,48,49 Addi-
tionally, slight changes to the surface or including the vibrations of surface atoms seem to hinder ice
nucleation altogether in kaolinite.51 Collectively, this demonstrates a delicate interplay of different
surface properties in promoting ice nucleation.
To elucidate the interplay of surface properties on ice nucleation, we investigate the role
of lattice matching and hydrogen bonding on model surfaces. The model surfaces emulate the
chemical structure of kaolinite. We perform extensive microsecond long molecular dynamics (MD)
simulations of the water-surface systems. Our results establish that in kaolinite-like surfaces lattice
matching and hydrogen bonding are necessary but not sufficient conditions to promote ice nucleation.
Furthermore, consistent with our previous study43 we observe a correlation between the orientation
distribution of interfacial water molecules in the metastable liquid and the propensity of observing
ice nucleation.
3.2 Simulation Methods
We investigate the effects of surface lattice spacing and hydrogen bonding ability on ice
nucleation through microsecond-long MD simulations of water near model mineral surfaces. The
model surfaces are generated based on the chemical structure of kaolinite. Kaolinite is comprised of
a tetrahedral SiO4 layer bonded to an octahedral aluminum (AlO6) layer. The oxygen atoms that
are bonded to aluminum atoms and not shared with the silicon atoms are hydroxylated resulting in
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a layer of hydroxyl groups on the (001) plane.
Our model surfaces are generated to emulate the kaolinte chemical structure. However, they
are designed such that the resulting hydroxyl layer is planar with the oxygen atoms arranged in a
regular hexagonal packing. This was achieved by using an average Al-O bond distance of 1.907 A˚83,84
in generating the structure with similar geometry to kaolinite. We refer to these model surfaces as
kao surfaces henceforth. Previous studies have suggested that the corrugation of the kaolinite surface
could play a role in ice nucleation.51 Using kao as our model surfaces enables us to eliminate this
effect and focus specifically on the interplay of lattice matching and hydrogen bonding.
Modified kao surfaces were generated by expanding or compressing our model kao structure
by 10 and 20%. We refer to these surfaces as kaoxn, where x is + for stretched (increased distances)
and − for compressed (decreased distances) surfaces, and n represents the percent change in the
atom distances. This resulted in a total of five different surfaces (Table 3.2). The kao−20 surface
has a lattice spacing that presents a perfect match to the basal plane of the ice structure.
Each simulation system is comprised of two slabs of kao where each slab is composed of two
kao layers. The slabs are placed such that they mirror each other to prevent the artifacts resulting
from the unphysical, long-range electric fields caused by lattice truncation.31,69 Water molecules
were placed in contact with the exposed hydroxyl layer of each slab. The distance between the
two water layers in the starting configuration was maintained to be at least 2 nm to minimize the
interactions between them and allow for the density fluctuations inherent to ice nucleation. The box
dimensions varied from 2.7×2.3×22.6 nm3 to 3.9×3.4×14.6 nm3 with larger x- and y-dimensions
necessary for the stretched kao surfaces and larger z-dimension required for the compressed kao
surfaces.
Each water layer placed near the kao surface consisted of 720 water molecules. TIP4P/Ice
model was used to represent water in our simulations.71 TIP4P/Ice is shown to accurately capture
the phase diagram of water and the different ice polymorphs. Kao was described by the CLAYFF
force field.85 Since we are focused on elucidating the effect of lattice match and hydrogen bonding
on ice nucleation we chose to hold the positions of all the kao atoms except the hydrogen atoms
of the hydroxyl groups in contact with water fixed in our simulations. The hydrogen atoms were
covalently bonded to the oxygen atoms and the –OH bond length was maintained at 0.0978 nm. No
constraints were imposed on the bond angles.
The initial configurations for the water molecules were taken from a simulation of bulk water
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Table 3.1: Summary of the simulations performed and the number of nucleation events
observed.
Surface (x,y) nm
–OH
orientation
Water
model Runs
Nucleation
events observed
kao−20 (2.69,2.33) flexible TIP4P/Ice 17 3
kao−10 (2.91,2.52) flexible TIP4P/Ice 6 0
kao0 (3.23,2.80) flexible TIP4P/Ice 6 0
kao+10 (3.56,3.08) flexible TIP4P/Ice 1
1 0
kao+20 (3.88,3.36) flexible TIP4P/Ice 1
1 0
kao−20 (2.69,2.33) fixed upright TIP4P/Ice 11 2
kao−20 (2.69,2.33) fixed down TIP4P/Ice 6 0
kao−10 (2.91,2.52) fixed upright TIP4P/Ice 6 0
kao0 (3.23,2.80) fixed upright TIP4P/Ice 6 0
at 300 K. This configuration was energy minimized and multiple simulations were launched with
velocities randomly generated from a Maxwell distribution at 300 K. The system was quenched from
300 K to 230 K. This corresponds to ∼40 K supercooling for TIP4P/Ice model. Each simulation
was run for at least 1µs in the NVT ensemble. Temperature was maintained using the V-rescale
thermostat.72 Electrostatic interactions were calculated using the particle mesh Ewald method86
as implemented in GROMACS. Bond lengths of the hydroxyl groups in kao and geometry of water
molecules were constrained using the LINCS algorithm.74 A time step of 2 fs was used and con-
figurations were stored every 10 ps for further analysis. All MD simulations were performed using
GROMACS 4.5 and 4.6.75
To investigate the effect of surface lattice spacing on ice nucleation, microsecond long sim-
ulations were performed on all of our modified surfaces. The surface hydroxyl groups were free to
rotate around a fixed oxygen position and we refer to them as flexible. To investigate the effect
of the flexibility of the surface hydroxyl groups on ice nucleation, additional simulations were per-
formed where the –OH groups were fixed. In these simulations the entire kao surface was frozen with
the surface hydroxyl groups oriented either parallel (fixed upright) or perpendicular (fixed down)
to the surface normal. We refer to these with the added subscript of up and down, respectively.
A summary of the different systems simulated is provided in Table 3.1. Collectively, a total of 60
microseconds of MD simulations were performed to study the effects of surface lattice, and surface
hydroxyl groups on the observed ice nucleation behavior.
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Table 3.2: Surface specifications of the kaolinite-like surfaces used in this study. The
lattice mismatch from Ih and Ic, and the distance between the nearest oxygen atoms
(rOO) are shown. rOO,ice = 0.275 nm and aice = 0.449 nm
1
Surface asurf rOO δ(%) Ice?
kao−20 0.449 0.225 0.0 yes
kao−10 0.485 0.243 8.0 no
kao0 0.539 0.270 20 no
kao+10 0.593 0.297 32 no
kao+20 0.647 0.323 44 no
3.3 Results and Discussion
To investigate the effect of lattice spacing, we performed several microsecond long MD
simulations of water on model kao surfaces at 40 K supercooling. Conventionally, surfaces with
a lattice spacing close to that of ice are believed to promote ice nucleation through a templating
effect. Given a structure that correlates to the hexagonal structure of the ice crystal, how close in
lattice does the surface need to be to promote ice nucleation? To probe this question we generated
kao surfaces that have lattice spacings spanning from a lattice mismatch of 0% to 44% with the ice
structure, as shown in Table 3.2. Lattice mismatch, δ is calculated using the relation
δ(%) =
asurf − aice
aice
× 100
where asurf and aice are the lattice spacing of the surface and ice, respectively. The lattice spacing
for the kao surfaces is equal to two times the distance between the nearest coplanar oxygen atoms.
aice is equal to the distance between the nearest coplanar oxygen atoms in the basal plane of ice.
These distances were selected based on the expected sites for water adsorption that were evaluated
from preliminary simulations of kao0-water systems.
3.3.1 Ice nucleation
The density distribution of water oxygen atoms as a function of the distance from the surface
was calculated to capture the changes in the water structure during the simulations. As expected,
layering of water molecules is observed in all cases studied. Since all the kao surfaces are hydrophilic
and have the ability to hydrogen bond with the water molecules we observe a large first peak in the
density distribution. As the simulation proceeds, there is an increase in the sharpness of the layers
30
further away from the surface for all cases. This indicates there are some local rearrangements of
water molecules leading to more ordered water molecules further from the surface. Kao-20 promoted
the most structuring leading to well-defined water layers further away from the surface. Double
peaks separated by wide minima in the density distribution function of water molecules near kao-20
surface evolved, suggesting the development of some crystalline structure (see Fig. 4.3(a)). The
distance between the the double peaks within a hydration layer is ∼0.09 nm. This distance is equal
to the height of the chair formation hexagons in ice. The distance between hydration layers is ∼0.365
nm, which corresponds to the height difference of two basal layers in the ice structure. This suggests
that we observe ice-like structure on kao−20 surface. No such crystalline structures were observed
for the other surfaces in our 1 µs long simulations. This suggests that kao−20 is the most effective
ice nucleating agent relative to the other surfaces studied here.
Using the CHILL algorithm,87 we characterized the ice type growing on the surface. We find
the growth of stacked hexagonal (Ih)–cubic (Ic) structures near the kao−20 surfaces. Previous studies
have reported the formation of stacked Ih–Ic structures for homogeneous ice nucleation
59,88–91 and
only Ih near kaolinite surfaces.
28,48,49 It was argued that Ih was observed near the kaolinite surface
because it supported the nucleation at the prismatic plane.28,48 The differences in the ice type near
kaolinite and kao−20 surfaces arise from the plane of ice in contact with the surface. In contrast
to kaolinite, the kao−20 surface promotes the basal plane of ice. Structurally the basal planes of Ih
and Ic are the same, and there is no competition between them within this layer. Stacking disorder
occurs in the direction normal to the basal plane. Thus, the growth from the basal plane can easily
allow stacking disorder. On the other hand, surfaces supporting a prismatic plane could hinder
stacking disorder since it would need to occur at an angle with the surface. This would result in
growth of Ih at the surface. These results highlight the potential of significant differences in ice
structure arising from subtle changes in the lattice spacing and topology of the surface.
3.3.2 Mechanism of ice nucleation
Detailed evolution of the ice structure near kao−20 surface as captured by the density profiles
is shown in Fig. 4.3. The structural rearrangements leading to ice nucleation and growth begin in
the second hydration layer. The second hydration layer corresponds to the region between the first
and second minima in the density profile, as indicated in Fig. 4.3(a). The rearrangements result
in the formation of double peaks, and wide minima characteristic of ice structure. The second
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hydration layer develops into a bilayer, as the shoulder of the first hydration layer (gray arrowhead
in Fig. 4.3(a)) develops into a peak almost simultaneously. The density in the minima decreases
concurrently to the formation of the double peaks. The water molecules at the distance from the
surface corresponding to the minima rearrange into the neighboring water layers as ice-like structures
begin to form in the interfacial water layers. The second peaks that form are indicated by the red
arrowheads in Fig. 4.3(a). The ice-like characteristics begin to appear in the third hydration layer
as double peaks begin to evolve in the second hydration layer. The sequence of these changes can
be observed in Fig. 4.3, where the evolution of the double peaks in the first, second and third
hydration layers for kao-20 surfaces is shown for one representative nucleation trajectory. In 200–
300 ns (Fig. 4.3(b)), the shoulder of the first hydration layer begins to develop as a peak, while
the second hydration layer also begins to develop double peaks. In 300–400 ns (Fig. 4.3(c)), the
double peaks continue to develop in the second hydration layer with simultaneous development of
the second peak in the first hydration layer, and few signs of ice-like structure in the third hydration
layer. In 400–500 ns (Fig. 4.3(d)), the first and second hydration layer have developed the double
peaks and the first minimum has ∼0 density. The second minimum also displays decreased density
and concurrent changes in the third hydration layer can be observed. There is a slight increase and
emergence of a shoulder-like feature in the density in the third hydration layer. This leads to further
restructuring of both the second and third hydration layer and to the evolution of the characteristic
double peaks in both the layers. The ice structure rapidly evolves from here.
We observe this mechanism in all cases where we observe ice nucleation. This suggests that
ice nucleation is triggered in the layers close to the surface but not necessarily in the layer directly
interacting with the surface. This is consistent with previous studies.28,29,50 These results indicate
that the nucleating ability of a surface is related not only to the structure of water layer directly in
contact with the surface but also on a few layers beyond that. The arrangement of water molecules
in these layers is affected both by the surface and the surrounding water molecules. Therefore, ice
nucleation at surfaces is a subtle inteplay of water-surface and water-water interactions.
Further insights into the growth mechanism are obtained by studying the evolution of the
water oxygen-oxygen in-plane radial distribution function. Fig. 3.2 shows the in-plane radial distri-
bution of water molecules within the second and third hydration layers. It is interesting to observe
that the peaks corresponding to longer range arrangements (peaks at 0.68 nm and 0.76 nm) of the
water molecules become pronounced before the shorter distance peaks (peak at 0.53 nm). This
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occurs because the in-plane growth progresses through the formation of chains of water molecules as
shown in Fig. 3.2(c). These chains close into hexagons beginning to form the ice structure. On sev-
eral occassions, we observe structures similar to Fig. 3.2(d) which have incomplete hexagons. This
manifests as the lack of a clear peak at 0.53 nm. The rotation or shift of just a few water molecules
can complete the hexagons, as seen in Fig. 3.2(e). We also see patches of 3-4 water hexagons forming
from which further growth of water chains and water hexagons ensues until a basal layer spanning
the entire surface area is formed. We note the complete surface coverage is perhaps due to the small
surface size in our simulations. We expect that for larger surfaces the nucleus will be hemispherical.
However, we surmise that within the nucleus the ice structure will evolve in a similar manner to
that described here.
Observing the ice structure, as captured by the CHILL algorithm,87 we find that the new ice
layer begins to form before the previous layer is completed. Representative snapshots illustrating the
growth of the first two layers of ice are shown in Fig. 3.3. As can be seen the ice structure in the first
and second hydration layer evolves cooperatively. This suggests that the growth of ice in adjacent
layers helps stabilize the in-plane chain growth to eventually form and maintain the ice structure.
Chains of ice-like water molecules can also be observed (see Fig. 3.3(f)-(h)). It is interesting to note
that while the growth of such structures was observed in homogeneous ice nucleation, they seemed
to dissolve rapidly. In fact, order parameters excluding such chains captured the ice nucleation
process more effectively.92 In constrast, we find that these chain-like structures were precursors to
the formation of larger ice patches on kao−20 surface. Formation of such chain-like structures occurs
frequently in both bulk and interfacial water as natural consequence of structural fluctuations in
supercooled water.92 We hypothesize that the stabilization of such chains could be a mechanism
through with mineral surfaces such as kao catalyze ice nucleation.
3.3.3 Orientational analysis
Our recent findings discovered a correlation between the orientation of interfacial water
molecules and the surfaces’s ice nucleating ability.43 Motivated by that, we studied the orientations
of the water molecules near the kao surfaces. The orientations are characterized by the angle between
the water dipole and surface normal. The distribution of the orientation of the water molecules in
the first and second peak of the first hydration layer and the first peak of the second hydration layer
is shown in Fig. 3.4. First and second peak of a given hydration layer are shown in Fig. 4.3(a). We
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henceforth refer to the first and second peak of the first hydration as L1P1 and L1P2, respectively
and the first peak of second hydration layer as L2P1.
Several differences in the orientations of the water molecules near kao−20 compared to the
other kao surfaces are observed. Near the kao−20 surface, water molecules in L1P1 orient such that
the hydrogen atoms point towards the surface. This orientation corresponds to an angle of ∼134o
(Fig. 3.4(a) and (d)(i)). The water orientations corresponding to ∼53-78o are also relatively more
populated near the kao−20 surface. On the other hand, increased sampling of orientations with angles
lesser than 37o in L1P1 are observed for the other surfaces. The orientations in L1P2 are influenced
by the arrangement of the water molecules in L1P1 as well as those in the second hydration layer.
Near kao−20 surface, peaks around ∼60o and ∼120o are observed. In contrast, the other surfaces
promote orientations with angles 0-37o in L1P2. Representative snapshots corresponding to these
orientations are shown in Fig. 3.4(d).
These orientations in the first hydration layer influence the orientations observed in the
second hydration layer. The most prominent differences in the orientations of water molecules
between kao−20 and the other surfaces are observed in L2P1 (Fig. 3.4(c)). The distribution of
the orientations around angles of ∼134o and ∼60o is enhanced near the kao−20 surface. There is
also a decrease in orientations corresponding to angles of ∼90o, >143o and <37o. In comparison,
orientations observed in L2P1 of other surfaces have higher distribution of angles of 90o, <37o and
>143o.
Promotion of ice nucleation on kao−20 relative to the other kao surfaces can be attributed
to the differences in the orientations of interfacial water molecules. The water orientations sampled
near the kao−20 surface, namely (i), (ii), (iii) and (iv), are also observed in the ice structure. These
orientations facilitate the formation of ice-like bilayer. In addition, they promote the hydrogen
bonding between the different hydration layers promoting the growth of ice structure. This can be
observed in Fig. 3.4(e), where the ice-like bilayer and hydrogen bonding between the two layers near
the kao−20 surface can be seen. In the case of the other kao surfaces, no clear bilayer structure is
observed and the water molecules form two (single peak) hydration layers. This is the consequence
of having orientations marked as (vi) and (vii). Further, the formation of bilayer water structure is
inhibited by the orientations corresponding to (v). An illustrative snapshot of water molecules near
kao0 is shown in Fig. 3.4(f).
It is interesting to note that the orientation distributions shown in Fig. 3.4 were averaged
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over 0-100 ns, and therefore, correspond to the metastable liquid water structure near the surface.
Ice nucleation is not observed at least until ∼400 ns. This suggests that the structure of metastable
liquid water as characterized by the orientations of the water molecules could provide a measure of
the ice nucleating propensity of a surface.
3.3.4 Impact of surface hydroxyl orientations
What about the kao-20 surface promotes the orientations favorable for an ice-like bilayer
compared to the other surfaces? It could be suggested that the lattice match between kao-20 and ice
is the primary reason for observing ice near that surface. However, previous studies have shown that
lattice matching alone is insufficient for the promotion of ice nucleation,20,35,43 and that both lattice
matching and hydrogen bonding contribute to kaolinite’s ice nucleating abilities.20,35 To probe this
further, we studied the orientations of the surface hydroxyl groups with respect to the surface normal
(see Fig. 3.5). The hydroxyl groups of all surfaces except kao-20 show peaks around 90
o and 25o,
which correspond to hydroxyl groups pointing into the surface and straight up, respectively. In
contrast, the hydroxyl group orientation distribution shows peaks around 78o and 45o for kao-20.
The distribution is such that on an average two of every three hydroxyl groups orient more into the
surface than towards the water layer (see Fig. 3.5(b)). This arrangement supports the orientations
of the water molecules observed in the first hydration layer. Interestingly, we also observe that as ice
nucleation proceeds the kao-20 hydroxyl groups undergo some changes. Specifically, the distribution
of surface hydroxyl group orientations becomes sharper (narrower) near the peaks observed at ∼78o
and ∼45o. An ability to respond to the emerging ice lattice has been suggested to enhance ice
nucleation.16,20 This hints towards the interplay of lattice matching and surface hydroxyl group
orientations in enabling ice nucleation at the kao-20 surface.
To further elucidate the role of the surface hydroxyl groups, we performed simulations of
two kao-20–water systems. In one system, the surface hydroxyl groups were fixed in the straight up
position (i.e., parallel to the surface normal) and in the second case the surface hydroxyl groups were
fixed such that they were parallel to the surface (i.e., making 90o angle with the surface normal).
We refer to these surfaces as kao-20,up and kao-20,down, respectively. Snapshots of the surfaces are
shown in Fig. 3.5.
Curiously, we did not observe any ice nucleation at kao-20,down, while ice nucleated at the
kao-20,up surface. The mechanism of ice nucleation and growth was similar to that observed at the
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kao-20 surface. Water arrangements near the surfaces undergo changes based on the surface hydroxyl
groups. Specifically, the peaks in the water density move closer to the kao-20,up surface relative to
their location near the kao-20 surface, and L1P2 becomes more prominent. In contrast, the water
molecules move further away from the kao-20,down surface and L1P2 disappears.
The distribution of the orientations of water molecules in the first and second hydration layer
for the kao-20,up and kao-20,down are shown in Fig. 3.6. In case of kao-20,up, the water molecules in
L1P1 orient such that the hydrogen points directly towards the surface hydroxyl oxygen as indicated
by the peak near orientation (i). In contrast, near kao-20,down the water molecules sample orientation
(v) which hinders bilayer-like structure formation. Correspondingly, we do not observe any L1P2
near kao-20,down, while there is a prominent L1P2 near kao-20,up.
The orientations in L1P1 affect those observed in L1P2. In case of the kao-20,down surface,
we select the region where the second peak would be expected if there was one. Interestingly, at first
glance it appears that both kao-20,up and kao-20,down surface have similar distributions. However,
there are subtle differences – specifically the configurations around orientation (v) are sampled more
while orientation (ii) is sampled less in kao-20,down relative to kao-20,up. While orientation (v) hinders
ice nucleation, orientation (ii) is favorable. In the second hydration layer (L2P1), configurations
favorable for ice nucleation (orientation (i)) are observed more near the kao-20,up surface. It is also
important to note that configurations not favorable for ice structure, orientations (vi) and (vii)
are sampled lesser than in case of kao-20,down. It is the combination of all these effects on water
orientations that leads to ice nucleation at kao-20,up while none is observed near the kao-20,down
surface.
To further investigate this synergistic effect of orientations on ice nucleation we studied
kao-10,up and kao0,up surfaces (data not shown). We did not observe ice nucleation on these surfaces
within one microsecond simulations. The distribution of water dipole orientation in L1P1 is simlar
to that seen in case of kao-20,up surfaces. In L1P2, orientations around (v) are sampled lesser, while
sampling around orientations (ii) and (vi) is increased. In L2P1, the sampling of orientation (i) is
lower and orientations (v), (vi) and (vii) are sampled more. This emphasizes the synergy of the
different orientations in indicating ice nucleating propensity. Sampling favorable orientations alone
is insufficient to observe ice nucleation, it is also important that the unfavorable orientations are not
sampled.
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3.4 Conclusions
We present results elucidating the interplay of lattice matching and hydrogen bonding on
the heterogeneous ice nucleation. Microsecond long molecular dynamics simulations of water in
contact with model surfaces were performed. The model surfaces emulated the chemical structure
of the mineral kaolinite with a layer of surface hydroxyl groups exposed to water. Ice nucleation
is expected to occur at this layer. Lattice spacing and the surface hydroxyl orientation was varied.
We found that ice nucleated only in cases where the lattice spacing of the model surfaces matched
with that of ice. However, even with perfect lattice matching ice nucleation can be hindered by
manipulating the surface hydroxyl groups. When the surface hydroxyl groups are flexible to rotate
or held rigid in an “up” configuration, ice nucleation is observed. In contrast, if the surface hydroxyls
are held rigid in the “down” configuration, no ice nucleation is seen. The “up” configuration has
surface hydroxyls oriented parallel to the surface normal and in the “down” configuration, surface
hydroxyls are perpendicular to the surface normal. This demonstrates that lattice matching and
hydrogen bonding are necessary but not sufficient conditions for ice nucleation on mineral surfaces
like kaolinite.
We find that ice nucleation begins in the second hydration layer. Cooperative changes in
the water structure in the first and third hydration layer occur simultaneously during the nucleation
process. This structure in these layers are affected by water-surface and water-water interactions.
We capture this interplay by characterizing the orientations of the metastable liquid water in the
vicinity of the surfaces. We find that sampling orientations favorable for bilayer formation alone
does not result in ice nucleation. It is a synergistic effect of orientations – sampling favorable and not
sampling unfavorable configurations – that leads to ice nucleation. Such a balance of orientations
can be easily perturbed by subtle changes to the surface properties. The complex relationship
between surface properties and interfacial water structure results in the complexity of heterogeneous
ice nucleation reported. These results in combination with our previous results on AgI surface43
suggest that water orientation of metastable liquid in contact with a surface can provide a measure
to ascertain if the surface is a good or bad ice nucleating agent. Further studies to investigate this
correlation over a broader range of surfaces is currently underway in our group.
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Figure 3.1: Representative density distribution profiles of water oxygen atoms (ρ(z)) as
a function of distance from the kao−20 surface (z). The z=0 surface is the plane of the
surface hydroxyl oxygen atoms. Density profiles at different times are shown. Panel
(a): Density is averaged over 100 ns – Red: 100-200 ns, Blue: 200-300 ns, Green: 300-
400 ns, Yellow: 400-500 ns, Black: 500-600 ns. Cyan line indicates the second hydration
layer, gray arrowhead represents the first peak of the second hydration layer, and brown
arrowheads represent the second peak in the first and second hydration layers. Panels
(b)-(d): Each density profile corresponds to an average over 10 ns for the time range
indicated. For example, in panel (b), red: 200-210 ns, blue: 220-230 ns, green: 240-250
ns, orange: 260-270 ns, black: 280-290 ns.
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Figure 3.2: In-plane O-O distance within the (a) second and (b) third layers of water.
The averages are taken every 100 ns – red: 300-400 ns, blue: 400-500 ns, green: 500-
600 ns, orange: 900-1000 ns. Black curves indicate the in-plane g(r) for perfect ice
structure. Panels (c)-(d) show snapshots of structures that contribute to the different
peaks highlighted in Panel (a).
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(a) 151 ns (b) 295 ns (c) 331 ns (d) 406 ns (e) 527 ns
(f) 151 ns (g) 295 ns (h) 331 ns (i) 406 ns (j) 527 ns
Figure 3.3: Time evolution of ice structure as classified by CHILL on the kao−20 surface.
Panels (a-e): Side view of the system. Kao−20 surface is shown in ochre and ice-like
water molecules are shown in blue. Other water molecules are in transparent cyan.
Panels (f-j): Top view of ice-like water molecules in the first (orange) and second
(cyan) hydration layers.
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Figure 3.4: Dipole angle distribution with respect to the surface normal for water
molecules in (a) the first peak of the first hydration layer, (b) the second peak of
the first hydration layer and (c) the first peak of the second hydration layer. The
distributions are averaged over 0-100 ns. Color code: kao−20 – red; kao−10 – green;
kao0 – blue; kao+10 – grey; kao+20 – orange. (d) Representative snapshots of water
molecules representing different orientations. The orientations found in ice are placed
in blue boxes and those found near the kao surfaces, but not in ice are shown in black
boxes (e) and (f) illustrate the structure formed by water molecules in the first two
hydration layers of kao−20 and kao0 surfaces, respectively. The dashed lines indicate
hydrogen bonds between the water molecules.
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Figure 3.5: (a) Distribution of the angle between the surface hydroxyl groups with the
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Figure 3.6: Distribution of angle between water dipole and surface normal for water
molecules in (a) the first peak of the first hydration layer (b) second peak of the first
hydration layer (c) first peak of the second hydration layer. Color code: kao-20 – red;
kao-20,up – cyan; kao-20,down – purple.
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Chapter 4
Small Surface Changes Lead to
Large Differences in Ice
In the simulations discussed in our previous chapters we have observed stacking disorder ice.
Additionally, this ice was nucleated by a surface the promoted the growth of the basal plane of ice.
Literature suggests that on a kaolinite surface the growth of hexagonal ice is promoted. Furthermore,
the secondary prismatic plane of hexagonal ice is in contact with the kaolinite surface.28,48,49,51 To
determine the differences in the ice nucleation on a kaolinite surface and a kao surface we replicated
the simulations performed by Zielke et. al..48
4.1 System Setup
The simulation setup with the kaolinite surfaces mimics that of Zielke et. al..48 The system
has lateral dimensions of 5.66885 nm by 6.25930 nm. Additionally, our systems are arranged with 1
layer of kaolinite mirrored to prevent the artifacts resulting from the unphysical, long-range electric
fields caused by lattice truncation.31,69 7100 water molecules were placed in the confined space
between the mirrored kaolinite layers at slightly lower than bulk water density which promotes ice
nucleation and growth.
Table 4.1 provides information of the force field parameters used in our simulations for the
atom types in the kao surface. The non-bonded interactions include electrostatic interactions and
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Top view Side view
Top view Kaolinite surface
O–O 
Top
Side
Al–O overlay
Al-O overlaySide view
Top
Side
O–O 
Kao surface
Figure 4.1: Details of the kao0 surface (top row) in comparison with kaolinite (bottom
row). The top and side view of the surfaces are shown (left two columns). The hexag-
onal ring (relevant with regards to templating of ice structure) formed by the oxygen
atoms of the hydroxyl groups are shown in the middle columns. The side view of the
ring indicates that while the oxygens are planar in kao surfaces, in kaolinite they have
a non-planar arrangement. The overlay of the layers of (hydroxyl) oxygen atoms and
aluminium atoms is also shown. Color code: Silicon: Yellow; Oxygen: Red; Hydrogen:
White; Aluminium: Pink
Lennard Jones interactions. Note that in CLAYFF85 there are no bonded interactions. We held
the surface rigid. The bond between hydrogen and oxygen for the hydroxyl group was defined and
allowed to rotate freely.
Table 4.1: Atom types used in representing kaolinite surfaces
Atom atomic mass charge (e) σ (nm)  (kJ/mol)
Si 28.0855 2.1 0.330203 7.70065e-6
Al 26.98154 1.575 0.427124 5.56388e-6
O (no H) 15.9994 -1.05 0.316554 6.50194e-6
O (with H) 15.9994 -0.95 0.316554 6.50194e-6
H (on O) 1.00794 0.425 0 0
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Figure 4.2: Distribution of the angle between the surface normal and the vector aligned
with the surface hydroxyl groups.
4.2 Results and Discussion
4.2.1 Structural Differences
In Fig. 4.1 we show the structure of the kao surface and provide similar details for kaolinite
to facilitate the comparison between the two surfaces. As can be seen, while the overall structure
in the two surfaces is similar, there are subtle differences. Primarily, due to using average distances
between the atoms we generate a planar kao surface unlike kaolinite. This can be seen especially
in the top and side view of the O–O rings. In addition, the oxygen filling the O–O hexagonal ring
is off-centered in kaolinite compared to kao surfaces. This results in differences in the orientations
of the hydroxyl groups. The differences in these orientations are shown in Fig. 4.2. We list the
distances between the atom types used in our kao0 surface in Table 4.2. Note that these distances
were scaled (increased or decreased) by 10% or 20% to generate the other surfaces.
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Table 4.2: Nearest neighbor distances between different atom types in the kao0 surface
(nm)
Al O Si
Al 0.270 0.194 0.320
O 0.194 0.270 0.164
Si 0.320 0.164 0.270
4.2.2 Water Structure Near Kaolinite Surfaces
The density distribution of water oxygen atoms as a function of the distance from the surface
was calculated to capture the changes in the water structure during the simulations. Fig. 4.3 shows
that since the surface is hydrophilic we observe a large first peak in the density distribution. As the
simulation proceeds, there is an increase in the sharpness of the layers further away from the surface
for all cases. This indicates there are some local rearrangements of water molecules leading to more
ordered water molecules further from the surface. Additionally, we initially observe a prominent
double peak within the first hydration layer, indicating the promotion of an ice like structure at
the surface. Furthermore, as the ice grows the double peaks extend further into the water layer.
The unequal height of these double peaks, along with the distance of ∼0.12 nm between the peaks,
signify the ice growth on a prismatic plane of ice.
4.2.3 Ice Nucleation
The major difference in the ice nucleating abilities of kao vs kaolinite arise from the plane
of ice that is promoted by the surface. As shown by Zielke et. al.,48 Cox et. al.,28 and Sosso et.
al.,49,51 the hydroxyl plane of a kaolinite surface promotes ice nucleation on the secondary prismatic
plane of hexagonal ice. Contrarily, kao surfaces nucleate ice on the basal plane of either cubic or
hexagonal ice. This difference can be observed in the snapshots of ice shown in Fig. 4.4. The
difference in ice plane the surface promotes has been attributed to the slight changes in the surface
structure. The more corrugated kaolinite surface with the central oxygen of the surface hexagonal
structure shifted from the center of the hexagon, provides a better template for the boat formation
hexagons that form on the secondary prismatic plane of ice.
Furthermore, this promotion on the secondary prismatic plane can explain why only hexag-
onal ice is observed on kaolinite, while stacking disordered ice is observed on our kao surfaces, Fig.
4.4. Although the structure of the basal plane in the two ice types is the same, the basal planes differ.
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Figure 4.3: Representative density distribution profiles of water oxygen atoms (ρ(z)) as
a function of distance from the kaolinite surface (z). The z=0 surface is the plane of
the aluminum atoms. Density profiles at different times are shown as indicated in the
plot.
In hexagonal ice, the prismatic planes are formed from boat formation hexagons, while in cubic ice,
the prismatic planes are formed from chair formation hexagons. Due to the surface promoting the
boat formation hexagons in hexagonal ice, the surface suppresses cubic ice from forming.
Another interesting question that remains is why stacking disorder does not just occur
further away from the kaolinite surface. This phenomenon can also be explained based on the plane
of ice that is promoted by the kaolinite surface. Almost all stacking disorder occurs perpendicular
to the basal plane of ice. Stacking disorder involves the entire adjacent plane shifting such that the
interaction between the neighboring basal layers is no longer formed by boat formation hexagons, but
rather chair formation hexagons. This shift is more difficult when part of the layer is suppressing the
formation of chair formation hexagons. Therefore, as the surface does not support the promotion of
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Kao-20 Kaolinite
Figure 4.4: Snapshot of ice on kao−20 and kaolinite surfaces. Color key: Cyan: Hexagonal
ice, Red: Cubic ice, Green: Interfacial/indeterminate ice and Orange: Surface. Kao−20
surface is looking at the prismatic plane and kaolinite surface is looking at the basal
plane.
chair formation hexagons stacking disordered ice is also suppressed. The differences in ice behavior
on kao−20 versus kaolinite arise from minute differences in the part of the surface in contact with the
water layer. This highlights the challenges inherent to understanding heterogeneous ice nucleation.
The smallest of changes in the surface structure can greatly impact the ice nucleation that occurs
at the surface.
We also discover that if the structure of the internal hydroxyl groups is perturbed, the
kaolinite surface will no longer promote ice nucleation. This leads to an interesting point, that to
understand the effects a surface has on promoting ice nucleation, studying just the part of the surface
in contact with the water may not be optimal.
4.2.4 Orientational Analysis
Previously, we have argued that interfacial liquid water orientations give insights into the
ice nucleating ability of a surface. However, in each of these cases the favorable orientations were
observed for the basal plane of ice. These orientations are observed in chair formation hexagons.
What happens when the surface promotes boat formation hexagons as observed on kaolinite?
The orientations may still indicate the ability of the surface to promote ice nucleation,
however, the orientations to look for would be different than in the case of basal plane ice nucleation.
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Figure 4.5: Representative water dipole distribution profiles of water molecules at the
kaolinite surface. Each peak location was take from the density plots, Fig. 4.3. The
light blue rectangles represent the region of favorable dipole orientations observed in
the basal plane of ice.
To this end we are starting to classify the orientational structure of the liquid water molecules near
a kaolinite surface to observe the different angles promoted. We show the distribution of these
orientations for the first (L1P1) and second peak (L1P2) of the first hydration layer and the first
peak of the second hydration (L2P1) layer in Fig. 4.5. With secondary prismatic growth, two
orientations for each of the favorable orientations observed in the promotion of ice on the basal
plane orientation are observed. The peak at ∼134o promoted for the basal plane of ice, becomes
peaks at ∼147o and ∼119o for the prismatic plane of hexagonal ice. The peak at ∼55o promoted
for the basal plane of ice, becomes peaks at ∼40o and ∼69o for the prismatic plane of hexagonal ice.
This indicates that the orientations could also be used to indicate the type of ice that a surface can
promote.
49
The orientations in L1P1 are very similar to those observed for the kao surfaces. This arises
from the hydrogen bonding between the surface and the water molecules. The hydrogen bonds
with the surface enforce orientations that correspond to an angle of ∼134o when the water molecule
donates a hydrogen bond to surface oxygen. This orientation is further stabilized by a neighboring
surface hydroxyl group donating a hydrogen bond to the water molecule. The water orientations
corresponding to ∼50-64o are due to the surface donating a hydrogen bond to the water molecule
while the water molecule does not donate a hydrogen bond to the surface. The major difference in
the orientations observed on the kao−20 versus kaolinite surfaces is in L1P2 and L2P1.
This difference in orientation between the basal plane of ice and the secondary prismatic
plane of ice arises from lack of symmetry in boat formation hexagons. The water dipole orientations
are shifted based on neighboring waters they are donating hydrogen bonds to in the hexagon. In
the case of chair formation hexagons, the neighboring water molecules in the hexagon are on the
same plane, making the dipole orientation the same regardless of which water donates or accepts a
hydrogen bond. In boat formation hexagons, the angle between the water dipole and the surface
normal is slightly higher or lower depending on which neighbor is accepting a hydrogen bond. This
causes the promotion of the four different orientations, ∼147o, ∼119o, ∼40o and ∼69o, observed in
Fig. 4.5, where the dipole orientations are split into two peaks for each of the peaks observed in the
promotion of the basal plane of ice. This indicates that if the interfacial water orientations show all
four of these peaks ice nucleation on the secondary prismatic plane will be promoted.
4.3 Conclusion
Our studies comparing kaolinite and kao−20 indicate minor changes to a surface can lead to
major consequences in the ice nucleation. Additionally, the directly interfacial region of the surface
is not the only surface structure that affects the promotion of ice nucleation. That is, adjusting
the structure in the interior of the surface layer can also suppress the nucleation of ice. As such
minor differences to the surface structure can greatly impact the promotion of ice, looking at surface
factors alone make determining the surface’s ice nucleating ability difficult. This makes the ability to
distinguish ice nucleating ability from the interfacial water structure more significant, as it negates
the need to classify every minor change in each individual surface.
Additionally, interfacial water orientations can be used to predict surfaces that promote the
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growth of the basal plane of ice and the prismatic planes. The interfacial water structure indicates
a surfaces ability to nucleate ice regardless of how the ice is growing at the surface. Furthermore,
the water orientations can differentiate how the ice will nucleation at the surface. This shows that
there is significant applicability in using this structural indicator as an gauge for not only a surface’s
ice nucleating ability, but the plane of ice a surface will promote. Further analysis to categorize ice
orientations that could promote different planes of ice is ongoing.
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Chapter 5
Advanced Sampling Methods to
Probe Heterogeneous Nucleation
Mechanism
While using straightfoward MD simulations gives insights into the nucleation process at an
atomistic level, it is difficult to obtain statistically relevant nucleation trajectories. Nucleation is a
process where the waiting time between events can be orders of magnitude longer than the event
itself. Therefore, the simulation can spend a large amount of time in the liquid state, before quickly
transitioning to ice. Due to this, in a straightfoward MD simulation the transition from liquid to
ice often does not occur during a timescale accessible in simulations. To overcome the challenge of
obtaining nucleation trajectories for such processes, many rare event sampling methods have been
developed, such as transition path sampling (TPS),52 aimless shooting (AS),53 transition interface
sampling (TIS),54 and forward flux sampling (FFS).56
5.1 Advanced Sampling Methods
TPS and AS require an initial trajectory that connects the initial and final states. Once the
initial trajectory is obtained, an iterative process begins. First, a shooting point along the initial
trajectory is chosen. Second, a simulation is run, initiated from the configuration chosen in the first
52
step. This simulation is propagated both forwards and backwards for a specified amount of time. If
the resultant trajectory connects the initial and final states, it is accepted, and the first and second
steps are repeated using this new trajectory. If the new trajectory does not connect the initial and
final states, then the trajectory is rejected. When the resultant trajectory is rejected, the first and
second steps are repeated using the previous trajectory with a different shooting point chosen in the
first step. The benefits to this method are that the trajectories collected are fully connected paths
that connect the initial and final states. Also, any quantity to distinguish between the initial and
final states, known as an order parameter (OP), can be used. In many cases, the order parameter
that fully describes the transition is unknown or difficult to calculate. Therefore, the flexibility of a
method that can utilize other well defined OPs makes studying the transition more accessible.
TIS and FFS take the transition between the initial and final states and breaks the transition
into interfaces, λ, based on an order parameter. The progression of FFS simulations is illustrated
using Fig. 5.1. Each successive interface (λ0, λ1...λn) between state A and state B is created based
on the development of an OP. At each interface a number of configurations are stored, represented in
Fig. 5.1 by the circles. Using these configurations at each interface as initial states a number of short
MD trajectories is run until they progress past the next successive value of the OP or collapse to
the final state, as seen by the arrows in Fig. 5.1. The configurations where the trajectories intersect
with the next interface are saved as configurations. In FFS, these configurations are only saved if the
trajectory crosses the next interface while moving toward state B. This process is repeated at each
interface until the final state is reached. Once the final state is reached, the nucleation trajectories
are constructed by connecting the configurations backwards from λn to λ0. The rate constant can
be calculated as:
k = Φ
n−1∏
i=0
P (λi+1|λi), (5.1)
where Φ is the total average flux of trajectories from the initial state to λ0 as calculated from
a series of initial straightfoward MD simulations. The benefits of FFS are that any order parameter
that separates the initial and final states is sufficient to run the FFS, no full trajectory connecting
the initial and final states is needed and FFS will, in theory, generate the correct transition ensemble
due to the zero potential bias of phase-space sampling that FFS gives.93
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A B
λ0 λ1 λ2 λn-1 λn…
Figure 5.1: Schematic illustrating the implementation of FFS methodology. The blue
oval represents state A. The red oval represents state B. The curved lines represent
the interfaces with the color representing the progression from state A to state B. The
circles represent the configurations saved at each interface. The arrows represent the
MD trajectories.
5.2 Methods
We implemented a FFS approach to study nucleation on two types of surfaces, AgI and our
kao−20 surfaces as described in chapters 2 and 3. The OP used in our FFS simulations was the
largest cluster size as characterized by the q6 order parameter.
61 A cutoff of 0.32 nm was used to
determine the neighboring water molecules, and the liquid neighbors of the clusters were included
in the cluster size. In the case of the kao−20, chain growth was included in the characterization of
the largest cluster to capture the initial growth. Including chain growth allows for the clusters to
grow into more branched structures which allows for the type of growth we had observed of earlier
clusters as described in the previous chapter. In the case of AgI, the chain growth on the largest
cluster was not included in the cluster size. This was achieved by first categorizing the neighbors
of each water molecule in the cluster. If at least one of the water molecules neighbors did not have
more than 2 neighbors in the cluster then that water molecule was excluded from the cluster.92
The AgI FFS was performed at 265 K and the kao−20 FFS was performed at 230 K. The
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simulations were performed in the NVT ensemble with a time step of 2 fs. Temperature was main-
tained using the V-rescale thermostat.72 Electrostatic interactions were calculated using the particle
mesh Ewald method73 as implemented in GROMACS. The geometry of the water molecules was
maintained using the LINCS algorithm.74 All simulations were performed using GROMACS 4.6.75
5.2.1 FFS Simulation on AgI Surfaces
The simulation cell consisted of two mirrored AgI slabs. Each AgI slab is comprised of
four AgI layers. The mirrored slab arrangement eliminates the effect of electric fields caused by
lattice truncation on the water structure.31,69 The water molecules were placed in contact with the
silver exposed (001) plane of the AgI slab. The water layer on one slab consisted of 720 water
molecules, and the water layer on the other slab had 96 water molecules. This arrangement was
chosen to allow nucleation at only one of the surfaces, this arrangement can be seen in appendix
B. The simulation setup results in a free water liquid-vapor interface, which allows for the density
fluctuations associated with the liquid to ice transformation. A gap of 2 nm was given between the
water layers for the initial configuration to negate any interactions between the two. A gap less than
2 nm was not attempted to give the ice room to grow. This separation was chosen by comparing the
density distribution of water molecules as a function of the distance from the surface for different gap
widths. As Fig. 5.2(a) shows, the water density profiles were not affected as long as the separation
between the water layers was at least 2 nm. The resultant box dimensions of these systems were
3.17×2.74×13.97 nm3.
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Figure 5.2: (a) Local density of water oxygen as function of distance from the AgI surface.
Gap: 2nm - red, 4nm - blue, 7nm - black. (b) Local density of water oxygen as function
of distance from the kao−20 surface. Gap: 2nm - red, 3nm - blue, 4nm - black.
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On the AgI surface two different FFS simulations were performed. Originally a smaller scale
FFS was performed. Using this set of data we were able to calculate the nucleation rates and could
identify transition paths. Interestingly we found that all transition paths came only from three
configurations. This limited the mechanistic details we could discover. Therefore, we performed
an FFS simulation with 10-30 times the number of shoots per configuration, increasing the number
of shoots per configuration and allowing for greater sampling from each configuration. For the
smaller scale FFS simulation we performed 1400-2000 MD simulations per interface leading to each
interface having 50-600 configurations. The larger scale FFS was performed using 14000-60000 MD
simulations per interface leading to each interface having 600-5500 configurations.
5.2.2 FFS Simulation on Kao−20 Surface
The simulation cell for the FFS simulation on kao−20 was set up similarly to described
above for AgI. The differences were that there were only 2 layers of kao−20 per slab and only water
on one slab. A gap of 2 nm was placed between the water layer and the other kao−20 slab in the
initial configuration to negate any interactions between the two. This separation was chosen by
comparing the density distribution of water molecules as a function of the distance from the surface
for different gap widths. Fig. 5.2(b) shows that the water density profiles were not affected as long
as the separation between the water layer and the opposite kao−20 slab was at least 2 nm. Like
with AgI, a separation of less than 2 nm was not considered to allow room for the ice to grow. The
lateral box dimensions of these systems were 2.69×2.33 nm2. FFS was performed with 1400-15000
MD shoots per interface leading to each interface having 100-1400 configurations per interface.
5.2.3 MD Simulations of Larger AgI Surfaces
To test how system size effects may have influenced cluster growth five straightfoward MD
simulations were performed. The larger AgI surfaces had lateral dimensions of 9.50×8.23 nm2. These
were run at 260 K to ensure that nucleation was observed in the straightfoward MD simulations.
The simulation cell was arranged similar to the cell described above in the FFS calculations. As the
surfaces were larger the number of molecules in the water layer was subsequently increased. On one
slab the water layer consisted of 9000 water molecules, and the water layer on the other slab had 284
water molecules. This arrangement was chosen to allow nucleation at only one of the surfaces. All 5
56
simulations at 230 K nucleated within 200 ns, while no nucleation was observed within a microsecond
for 263 K–265 K.
5.3 Results and Discussion
5.3.1 Nucleation Rate
Using FFS we studied ice nucleation on both AgI and kao−20 surfaces. We found that ice
nucleation occurred in each case at a faster rate than the corresponding homogeneous nucleation
rate. These homogeneous nucleation rates were calculated based on Ref. 61 using each system’s
respective temperature. The results are summarized in Table 5.1. The rates were calculated based
on Eqn. 5.1. The cumulative probability can be seen in Fig. 5.3 as the final probability where the
derivative of the cumulative probability as a function of λ approaches 0. We observed that both
surfaces provided an increase in nucleation rate compared to the homogeneous rate, but also the
AgI surface is a better nucleating agent than the kao−20 surface. Additionally, the AgI nucleation
rate was comparable to the rate we obtained for our larger scale FFS simulation (2.33x1030) and an
experimental AgI rate (2.19x1027).94 It has been noted that calculations of nucleation rates through
FFS can have errors of ∼ 6 orders of magnitude.59
Table 5.1: FFS Order Rate Data. The homogeneous rates are based on the different
temperatures the simulations for the surfaces were run at.
kao−20 AgI
Flux (m3s−1) 1.019x1035 1.096x1034
P(B|λ0) 5.354x10−10 6.42x10−5
Rate (m3s−1) 5.456x1025 4.33x1030
Homogeneous (m3s−1) ∼4.085x1013 ∼0
To determine where the differences in the nucleation rates were originating, we studied the
configurations at the initial interface to find any distinguishing features between the structures.
Furthermore, we observed these structures to find commonalities or differences in initiating or de-
veloping clusters that could indicate nucleating propensity. While some differences in the structure
found can be attributed to the different temperature these systems are run at, we assumed that the
nucleation mechanism would be similar even for different temperatures. In capturing these initial
structures, representative snapshots are shown in Fig. 5.4, we were able to determine a clear dif-
ference between the initiating clusters between the two surfaces, with the ice cluster fully wetting
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Figure 5.3: Probability of crossing the next interface given you are coming from the first
interface in the FFS runs. Colors: AgI – red, kao−20 – black
the AgI surface, but not the kao−20 surface. However, an additional benefit of using FFS methods
gives initial clusters that both lead to at least one nucleation trajectory (active configurations) and
configurations from which all trajectories eventually lead back to state A (inactive configurations).
In attempting to observe differences between active and inactive configurations on each surface no
clear trend was apparent. To more exhaustively investigate possible differences within these initiat-
ing structures we studied the differences in all initial configurations using different OPs. A sample
of some of the OPs calculated at the initial interface are shown in Fig. 5.5. These sample OPs
further show that the differences in the active and inactive configurations at the initial interface are
not captured by any OP we tried.
As no trends were arising from the initial configurations, the entire nucleation trajectories
were studied to gain insight into the progression of the phase change on the different surfaces.
Representative snapshots of these transitions are shown in Fig. 5.6. The cluster development
occurred differently on the different surfaces, with a more spherical cluster on the kao−20 surface.
However, although such observations can be made comparing the cluster development on the
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AgI surface kao-20 surface
Initial Interface
Figure 5.4: Snapshots of configurations at the initial interface. A blue outline represents
the success in leading to nucleation trajectories and the brown outline shows that the
configuration did not lead to a nucleation trajectory.
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Figure 5.6: Snapshots of development of the largest cluster on the different surfaces.
two surfaces, there were not enough independent nucleation trajectories to form conclusions about
the transition on either surface. The kao−20 FFS run produced 312 nucleation trajectories from
one initial configuration. The smaller scale AgI FFS run produced 186 nucleation trajectories from
three initial configurations. This can be observed from the node plots seen in Fig. 5.7. These node
plots show all active configurations in our FFS runs and how the nucleation paths are connected
across the different interfaces, with each ring representing an interface, starting with the innermost
ring (interface 0) and growing outward. The points for the configurations are colored based on the
committor probability calculated from the FFS:
PBj = Pj(λi+1|λi)
∑Nj
m=1 P
i+1
Bm
Nj
, (5.2)
where j is the configuration, i is the interface and Nj is the number of configurations created
at the next interface that originated from the jth configuration. With the nucleation trajectories
all starting from just a few configurations further sampling was necessary to obtain a better under-
standing of the mechanism of ice nucleation.
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water42 (mW) and the XL guest molecule25 (xXL = 0.056, p = 500 atm, T = 230 K). The
XL guest molecule is water soluble and occupies the large 51264 cages of sII hydrate.?
The conditions of high concentration and supercooling were selected to allow for large-
scale FFS and committor probability analysis, in addition to comparison with nucleation
events from straightforward MD simulations.
0.0 0.2 0.4 0.6 0.8 1.0
Figure 1: Node-link diagram of FFS. Configurations are represented by nodes. Edges
show the connectivity between configurations. Concentric cirlces of nodes with increasing
radii represent increasing interfaces, where the liquid basin is represented by the central
node and the final interface is represented by the outermost concentric circle of nodes.
The nodes are colored by pB,FFS(x).
The FFS calculations converged with a nucleation rate constant of kFFS = 1.3⇥ 1031
m 3 s 1. The nucleation rate constant was additionally estimated from 20 independent
straightforward MD simulations using a technique developed by Cox et al.? The rate
constant was estimated as kMD = 6.0 ⇥ 1031 m 3 s 1, equivalent to kFFS within the un-
certainty. We note that the true uncertainty on kFFS may be larger than the uncertainty
estimate due to possible systematic errors introduced by the order parameter or the corre-
lation of trajectories.? ? These calculations are one of the first comparisons of nucleation
rates calculated from straightforward simulations with the technique of Cox et al. and
FFS reported in the ice and hydrate literature. Details of the rate calculation from FFS
5
AgI surfaceKao-20 surface
Figure 5.7: Connectivity of the configurations that nucleated. Each node is a configura-
tion, each ring is an interface and they are colored by committor probability.
5.4 Larger Scale FFS on AgI Surfaces
As Fig. 5.8 shows the larger scale FFS run produced 3569 nucleation trajectories from 67
initial configurations, over 30 times the sampling of the smaller scale system. From these configura-
tions, we randomly selected 50 different independent nucleation trajectories (each originating from
a different initial configuration). This gave us 500 configurations along the nucleation pathways, as
there were 10 interfaces. We obtained the committor probabilities for each of these 500 configura-
tions by launching 100 MD simulations and tracking if the trajectory nucleated or went back to the
initial state.
As the committor probability is based on the forward flux probabilities of each individual
configuration rather than the interface, maintaining a sufficient number of simulations per configu-
ration is important to calculate accurate committor probability values. To this end for the larger
scale FFS simulation we maintained at least 10 simulations per configuration. However, to test if
the committor probabilities calculated from FFS (via Eqn. 5.2) were accurate we also compared
them to those found from the MD simulations described above. The results from this can be seen
in Fig. 5.9. This shows that the committor probabilities did follow a similar trend, but they were
not always accurate, leading us to use the committor probabilities found by the MD simulations in
our analysis.
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Probability
Figure 5.8: Connectivity of the configurations that nucleated. Each node is a configura-
tion, each ring is an interface and they are colored by committor probability.
5.5 Order Parameter Analysis
Once accurate committor probabilities are calculated they can be used as a reference OP.
As committor probability is a perfect reaction coordinate, it can be used to fit other OPs. The
reason committor probability is not used as an OP is that it has no real physical meaning to the
system and can be difficult to calculate. Therefore, the fitting procedure can identify an OP that is
easier to calculate and can be used as the reaction coordinate to provide insight into the mechanism
of ice nucleation. To that end, many OPs as described in Table 5.2 were calculated for all of the
500 configurations. Various types of OPs were utilized ranging from cluster size to crystallinity.
Representations of these different types of order parameters are shown in Fig. 5.10. Additionally,
some of these OPs were adjusted to account for different water layers and the breakdown of the
different parts of the hydration layers, as seen in Fig. 5.11.
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Table 5.2: FFS Order Parameter Description
Order Parameter Description
Gallinchain The number of water molecules in the largest cluster. The largest cluster is
determined as follows: Each molecule is determined as liquid using the Stein-
hardt q6 order parameter. Solid water molecules have a q6 value > 0.5.1 Once
the water molecules are classified as liquid or solid, the solid clusters are deter-
mined. Chain growth of the clusters is removed by removing the solid water
molecules from the clusters that do not have a neighbor with multiple neighbors
as part of the cluster.
1 The neighbors were included with a cutoff distance of 0.32 nm.
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Gallichain The number of water molecules in the largest cluster. The largest cluster is
determined as follows: Each molecule is determined as liquid or solid using the
Steinhardt q6 order parameter. Solid water molecules have a q6 value > 0.5.
Once the water molecules are classified as liquid or solid, the solid clusters are
determined. Liquid neighbors of each cluster are included in each cluster.
Gallisolid Total number of solid water molecules in the system. Water is determined as
liquid or solid using the Steinhardt q6 order parameter.1
Q6clus Value of the Steinhardt q6 order parameter averaged over all water molecules
in the Gallichain cluster, including the liquid neighbors.1
Q6sol Value of the Steinhardt q6 order parameter averaged over all solid water
molecules in the Gallichain cluster.1
Q6liq Value of the Steinhardt q6 order parameter averaged over all liquid water
molecules in the Gallichain cluster.1
tetclus Value of the tetrahedral order parameter averaged over all water molecules in
the Gallichain cluster.1
tetsol Value of the tetrahedral order parameter averaged over all solid water molecules
in the Gallichain cluster.1
tetliq Value of the tetrahedral order parameter averaged over all liquid water
molecules in the Gallichain cluster.1
Galliliqlay The number of water molecules in the largest cluster. The largest cluster is
determined as follows: Each molecule is determined as liquid or solid using the
Steinhardt q6 order parameter. Solid water molecules have a q6 value > 0.5.1
All water molecules within the first hydration layer and the bottom of the sec-
ond hydration layer away from the surface are assigned a q6 value of 0. Once
the water molecules are classified as liquid or solid, the solid clusters are deter-
mined. Chain growth of the clusters is removed as described for Gallinchain.
Liquid neighbors of each cluster are included in each cluster.
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Gallino1lay The number of water molecules in the largest cluster. The largest cluster is
determined as follows: Each molecule is determined as liquid or solid using
the Steinhardt q6 order parameter. Solid water molecules have a q6 value
> 0.5.1 Once the water molecules are classified as liquid or solid, the solid
clusters are determined. Chain growth of the clusters is removed as described
for Gallinchain. Liquid neighbors of each clusters are included in each cluster.
When determining the clusters, no water molecules within the first hydration
layer and bottom of the second water layer of the surface are included as part
of a cluster.
Galliliq1lay The number of water molecules in the largest cluster. The largest cluster is
determined as follows: Each molecule is determined as liquid or solid using the
Steinhardt q6 order parameter. Solid water molecules have a q6 value > 0.5.1
All water molecules within the first hydration layer of the surface are given a q6
value of 0. Once the water molecules are classified as liquid or solid, the solid
clusters are determined. Chain growth of the clusters is removed as described
for Gallinchain. Liquid neighbors of each clusters are included in each cluster.
Gallinowat1lay The number of water molecules in the largest cluster. The largest cluster is
determined as follows: Each molecule is determined as liquid or solid using
the Steinhardt q6 order parameter. Solid water molecules have a q6 value
> 0.5.1 Once the water molecules are classified as liquid or solid, the solid
clusters are determined. Chain growth of the clusters is removed as described
for Gallinchain. Liquid neighbors of each clusters are included in each clusters.
When determining the clusters, no water molecules within the first hydration
layer away from the surface are included as part of a cluster.
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Galliliqbotlay The number of water molecules in the largest cluster. The largest cluster is
determined as follows: Each molecule is determined as liquid or solid using
the Steinhardt q6 order parameter. All water molecules within the bottom of
the first hydration layer of the surface are given a q6 value of 0. Solid water
molecules have a q6 value > 0.5.1 Once the water molecules are classified as
liquid or solid, the solid clusters are determined. Chain growth of the clusters
is removed as described for Gallinchain. Liquid neighbors of each clusters are
included in each cluster.
Gallinobot1lay The number of water molecules in the largest cluster. The largest cluster is
determined as follows: Each molecule is determined as liquid or solid using
the Steinhardt q6 order parameter. Solid water molecules have a q6 value
> 0.5.1 Once the water molecules are classified as liquid or solid, the solid
clusters are determined. Chain growth of the clusters is removed as described
for Gallinchain. Liquid neighbors of each clusters are included in each cluster.
When determining the clusters, no water molecules within the bottom of the
first hydration layer away from the surface are included as part of a cluster.
hexfrac Fraction of the Gallichain cluster that are classified as hexagonal ice by the
CHILL order parameter. CHILL defines staggered and eclipsed bonds based
on the Steinhardt q3 order parameter. A staggered bond has a q3 value <
-0.75 and an eclipsed bond has a q3 value < 0 and > -0.25. Hexagonal ice has
3 staggered and 1 eclipsed bond. Only the 4 closest neighbors are considered.
cubfrac Fraction of the Gallichain cluster that are classified as hexagonal ice by the
CHILL order parameter. CHILL defines staggered and eclipsed bonds based
on the Steinhardt q3 order parameter. A staggered bond has a q3 value <
-0.75 and an eclipsed bond has a q3 value < 0 and > -0.25. Cubic ice has 4
staggered and no eclipsed bond. Only the 4 closest neighbors are considered.
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indfrac Fraction of the Gallichain cluster that are classified as hexagonal ice by the
CHILL order parameter. CHILL defines staggered and eclipsed bonds based
on the Steinhardt q3 order parameter. A staggered bond has a q3 value <
-0.75 and an eclipsed bond has a q3 value < 0 and > -0.25. The water is
indeterminate ice if it has 2 or 3 staggered bonds and at least one of their
neighbors has at least 2 staggered bonds. Only the 4 closest neighbors are
considered.
chilltot Number of water molecules that are considered ice-like (hexagonal, cubic or
indeterminate) based on the CHILL order parameter.
numonbot Total number of water molecules in the Gallichain cluster that are in the bottom
of a layer.
Q6botclus Value of the Steinhardt q6 order parameter averaged over all water molecules
in the Gallichain cluster that are in the bottom of a water layer.1
Q6botsol Value of the Steinhardt q6 order parameter averaged over all solid water
molecules in the Gallichain cluster that are in the bottom of a water layer.1
Using models based on linear combinations of these order parameters,
PB = a+ bOP1, (5.3)
and
PB = a+ bOP1 + cOP2 − or − PB = a+ bOP1 + cOP2 + dOP1OP2, (5.4)
the OP data was fit to the committor probability data through the software R. Baysian
Information Criteria (BIC) was used to rank each model. The best fit provides an estimate for a
reaction coordinate that best captures the phase transition, where the more negative the BIC score
is, the better the model fits the data. A difference in BIC score of 10 indicates a significantly better
model.95
Previous studies have found that the cluster size order parameters alone are the best order
parameter for capturing ice nucleation.57,58 These studies show that additional OPs do not improve
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Figure 5.10: Layout of different order parameter categories.
on using the single order parameter of largest cluster size. However, Tables 5.3–5.5 show that
our work finds the addition of a second OP that includes the q6 crystallinity of the liquid water
neighbors of the largest cluster better captures the transition. The addition of this second order
parameter gives a ∆BIC score of 24.31 over the largest cluster single order parameter. Previous
studies are based on the coarse grained mW water model. We have shown in previous chapters
that there are indications of ice nucleation which this model cannot capture. These indications
involve the orientation of the hydrogen atoms in the water molecule, which the mW water model
lacks the rotational degrees of freedom to capture. While the q6 order parameter does not take
into account these orientations explicitly, with an all-atom water model the increased crystallinity
implies favorable water orientations. This means that to become part of the cluster in an all-atom
water molecule must be oriented correctly, to maintain a crystalline position. To this end having
the additional information on the positioning and crystallinity of the liquid neighbors could play
more of a role in the mechanism of ice nucleation. This can also be related to classical nucleation
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Figure 5.11: Schematic showing the different parts of the hydration layers.
theory in that the more crystalline the liquid neighbors of the cluster are, the more likely they are
to overcome the interfacial free energy barrier to nucleation.
Additionally, we find that the Q6lay2 OP does almost as well as the largest cluster size order
parameter with no chain growth with a ∆BIC score of 14.55 as seen in Table 5.3. This OP is not a
cluster based OP at all, which have traditionally been shown to far exceed other types of OPs for ice
nucleation. The Q6lay2 OP takes the average q6 order of only the second hydration layer away from
the surface. In our MD simulations we observed the nucleation being initiated in the second hydration
layer, the prominence of the Q6lay2 OP further supports the importance of the development of the
second layer to the mechanism of heterogeneous ice nucleation. Additionally, this OP implicates
that the crystallinity of the second layer alone, captures almost as much of the reaction mechanism
as the entire largest cluster. Furthermore, we found that for cluster size based order parameters,
removing the bottoms of the layers, as depicted in Fig. 5.11, systematically decreased the BIC score
as the bottoms of each hydration layer were removed. However, the subsequent removal of the top
of the layer had little effect on the BIC score. This can be observed by ranks 9–12 in Table 5.3,
where removing the bottom of the first layer drops the largest cluster order parameters BIC score by
79.83–82.59, while the corresponding OPs with the entire first layer provide a ∆BIC of 75.83–77.09.
This suggests that the mechanism first builds the bottom of an ice-like layer and once that is in
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Table 5.3: FFS Fitting Results - 1 Order Parameter
Rank Order Parameter coefficient intercept R2 BIC
1 Gallinchain 0.014 -2.0 0.765 -129.83
2 Q6lay2 4.90 -1.41 0.732 -115.28
3 Gallichain 0.014 -2.11 0.724 -112.03
4 Liqlay2 -0.02 1.88 0.706 -104.54
5 q6botclus 0.016 -1.53 0.671 -91.95
6 Gallisolid 0.016 -1.53 0.671 -91.95
7 Sollay2 0.021 -0.17 0.662 -88.97
8 chilltot 0.011 -1.09 0.594 -68.35
9 Galliliq1lay 0.007 0.057 0.544 -55.00
10 Gallinowat1lay 0.008 0.056 0.534 -52.74
11 Galliliqbotlay 0.005 -0.020 0.523 -50.00
12 Gallinobot1lay 0.006 0.023 0.511 -47.24
13 Q6clus 7.44 -3.44 0.226 4.622
14 Q6botsol 3.61 -1.99 0.095 22.33
15 tetclus -5.62 1.28 0.091 22.83
16 Q6liq 3.91 -0.71 0.051 27.68
17 indfrac -1.25 1.33 0.047 28.17
18 Galliliqlay 0.006 0.52 0.036 29.48
19 hexfrac 0.65 0.53 0.028 30.39
20 cubfrac 0.51 0.52 0.025 30.70
21 Gallino1lay 0.008 0.52 0.025 30.76
22 tetliq -1.28 0.88 0.014 31.97
23 Q6sol 2.38 -0.97 0.014 32.03
24 tetsol -1.66 0.71 -0.006 34.32
25 numonbot 0.003 0.50 -0.008 34.54
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Table 5.4: FFS Fitting Results - 2 Order Parameter no cross terms
First Parameter Second Parameter
Rank Order Parameter coefficient Order Parameter coefficient intercept R2 BIC
1 Gallinchain 0.014 Q6liq 3.69 -3.23 0.816 -154.14
2 Gallinchain 0.012 chilltot 0.003 -1.97 0.781 -134.32
3 Gallinchain 0.014 tetliq -0.81 -1.81 0.771 -129.71
4 Gallinchain 0.014 hexfrac 0.300 -2.00 0.770 -128.93
5 Gallinchain 0.014 tetclus -1.5 -1.75 0.769 -128.32
6 Gallinchain 0.014 Q6clus 1.40 -2.63 0.769 -128.25
7 Gallinchain 0.012 Gallisolid 0.003 -1.99 0.768 -127.64
8 Gallinchain 0.015 Gallino1lay -0.003 -2.03 0.768 -127.62
9 Gallinchain 0.015 Galliliqlay -0.002 -2.04 0.768 -127.60
10 Gallichain 0.014 Q6liq 3.35 -3.21 0.766 -126.89
11 Gallinchain 0.015 indfrac 0.222 -2.17 0.764 -125.89
12 Gallinchain 0.012 Gallichain 0.002 -2.05 0.764 -125.78
13 Gallichain 0.013 Q6clus 3.30 -3.67 0.763 -125.38
14 Gallinchain 0.014 tetsol -0.57 -1.96 0.763 -125.26
15 Gallinchain 0.014 cubfrac -0.021 -2.00 0.763 -125.13
16 Gallinchain 0.014 Q6sol 0.017 -2.01 0.762 -125.10
17 Gallichain 0.011 chilltot 0.004 -2.03 0.755 -121.45
18 indfrac -2.17 chilltot 0.012 -0.002 0.754 -121.37
19 Gallichain 0.014 tetclus -2.98 -1.66 0.749 -119.02
20 Gallichain 0.010 Gallisolid 0.006 -2.04 0.743 -116.00
21 Gallichain 0.015 Galliliqlay -0.004 -2.23 0.739 -114.33
22 Gallichain 0.014 tetliq -1.01 -1.88 0.737 -113.51
23 Gallichain 0.015 Gallino1lay -0.005 -2.03 0.736 -113.35
24 Gallichain 0.015 tetsol -3.06 -1.93 0.731 -111.24
25 Gallichain 0.014 Q6sol 1.52 -3.1 0.731 -111.21
26 Gallichain 0.015 indfrac 0.327 -2.37 0.725 -108.70
27 Gallichain 0.014 cubfrac 0.155 -2.11 0.725 -108.57
28 Gallichain 0.014 hexfrac 0.173 -2.10 0.724 -108.36
29 Gallisolid 0.016 Q6liq 3.47 -2.67 0.716 -104.76
30 Gallisolid 0.011 chilltot 0.005 -1.58 0.714 -104.02
31 Gallisolid 0.016 tetliq -1.26 -1.25 0.691 -95.40
32 Gallisolid 0.016 hexfrac 0.39 -1.54 0.681 -91.89
33 Gallisolid 0.015 tetclus -1.91 -1.22 0.679 -90.98
34 Gallisolid 0.016 Q6sol -0.94 -0.94 0.671 -88.39
35 Gallisolid 0.016 Gallino1lay -0.002 -1.54 0.67 -88.05
36 Gallisolid 0.016 indfrac -0.186 -1.40 0.669 -87.63
37 Gallisolid 0.016 Galliliqlay -0.001 -1.54 0.669 -87.59
38 Gallisolid 0.016 cubfrac -0.07 -1.53 0.668 -87.42
39 Gallisolid 0.016 Q6clus 0.122 -1.58 0.668 -87.24
40 Gallisolid 0.016 tetsol 0.21 -1.54 0.668 -87.24
41 hexfrac 0.681 chilltot 0.011 -1.17 0.632 -75.64
42 Q6liq 2.67 chilltot 0.01 -1.95 0.619 -71.60
43 cubfrac -0.443 chilltot 0.011 -1.16 0.612 -69.78
44 Q6sol -1.80 chilltot 0.011 0.025 0.603 -66.95
45 Q6clus 1.41 chilltot 0.010 -1.74 0.597 -65.29
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Table 5.5: FFS Fitting Results - 2 Order Parameter including cross terms - top results
Rank Order Parameter 1 Order Parameter 2 R2 BIC
1 Gallinchain Q6liq 0.825 -156.25
2 Gallinchain chilltot 0.781 -130.72
3 Gallichain Q6liq 0.771 -125.32
place the upper part of the bilayer will follow.
We also discovered, various order parameters that individually were poor reaction coordi-
nates for the phase transition, yet when included in the two parameter models, provided a better
OP than any single OP. Fig. 5.12 shows that Q6liq does not differentiate well between liquid and
solid water as a single OP. However, when combined with gallinchain the transition is captured more
distinctly than by gallinchain on its own. It is such a case that leads to our best order parameter,
by including both the largest cluster size with no chain growth and the Q6liq order parameter the
BIC score is improved as shown in Table 5.4. Even though an order parameter is a poor measure of
the phase transition, it can contribute something to the mechanism that an individual good order
parameter alone cannot.
We also discovered that the addition of a cross term did not improve the two parameter
models, Tables 5.4–5.5. This tells us that the correlation between the order parameters is not
important to the mechanism of ice nucleation. This suggests that the addition of the information on
its own improves the order parameter, not the interaction between the OPs. The lack of influence
from the cross term highlights that while additional OPs can improve the reaction coordinate, the
interaction of the OPs is not as important.
5.6 Larger AgI
There were some concerns that as the ice quickly wet the surface of the AgI causing the ice
nucleation on the AgI surface to be artificially enhanced due to the system size.
It was seen that even on such large surfaces (9.50×8.23 nm2), the ice has a strong affinity
with the surface and wet the surface even for pre-critical clusters. We also observe that on the larger
AgI the two best individual order parameters still capture the transition on the larger surface. Fig.
5.13 shows that similarly to the smaller surface the Q6liq order parameter does not separate the
liquid and ice states distinctly an individual order parameter. There are consistencies in the order
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Figure 5.12: (a) Fit for the rank 1 fit model with 2 order parameters (gallinchain and
q6liq). The purple dots are the configurations and the teal line represents a perfect
match between the fit and the committor probabilities. (b) Fit for the q6liq 1 OP
model. The purple dots are the configurations and the teal line represents a perfect
match between the fit and the committor probabilities. (c) Fit for the rank 1 fit model
with 1 order parameters (gallinchain). The purple dots are the configurations and the
teal line represents a perfect match between the fit and the committor probabilities.
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Figure 5.13: Different order parameters for the large AgI MD simulation.
parameter on the larger systems, indicating the importance of the second layer is not just a finite
size effect. Also, this indicates that regardless of system size Q6liq on its own is not a good order
parameter. These consistencies show that the smaller surface size FFS analysis could also hold for
the larger surface.
5.7 Conclusion
We study the relevance of different order parameters to the mechanism and initiation of
heterogeneous ice nucleation. These systems were studied utilizing FFS to obtain the nucleation
pathways. In addition to the commonly used largest cluster size order parameter, we discovered that
73
calculating the structural order parameter in the second hydration layer provides a good model for
the reaction coordinate. The single order parameter trends discovered using the FFS simulation were
also observed to hold on a larger AgI surface in straightforward MD simulations. This suggests it is
not merely a factor of system size that the ordering in the second layer contributes to the nucleation
mechanism. Additionally, contrary to previous studies, a two order parameter model improved
the fit to the reaction coordinate. This improvement is observed even though the additional order
parameter does not capture the phase transition on its own. This implies that while the structure
of the liquid neighbors does not play a role in the mechanism as an individual order parameter, the
order parameter provides supplementary data for the ice nucleating mechanism.
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Chapter 6
Conclusion and Future Work
6.1 Future Work
6.1.1 Experimental Collaboration
One of the main struggles in correlating simulations and experiments are the difficulties
obtaining an atomically smooth real surface in experiments. To that end we utilize a mica surface,
which can be cleaved atomically smooth experimentally. This allows for a more direct comparison
between simulations and experiments.
Mica is not as effective of an ice nucleating agent as the other surfaces we have studied.
However, there is potential to correlate our observations on water structure near an interface to
ice nucleating efficiency. With mica surfaces we can adjust both lattice spacing and surface charge
density to study, both experimentally and through simulations, how these surface properties affect
the water structure. Furthermore, we can then extrapolate from the water structure to ice nucleation
and give insight into the impact these different surface factors have on the ice nucleating propensity
of the mica surface.
To this end we perform microsecond long straightforward MD simulations on mica surfaces
with different ions in contact with water. In our simulations, we use Na+, K+, Mg+2 and Ca+2 ions
at 230 K, 240 K and 300 K. From these simulations we study the changes in the water density and
orientations as a function of temperature and ion.
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6.1.2 Classifying Orientational Structure for Alternate Ice Planes
The main surfaces we have studied have all nucleated on the basal plane of ice. Therefore,
the orientations that we have observed are specifically necessary for the observation of ice on the
basal plane. However, others have observed water nucleating on the prismatic plane, which for
hexagonal ice forms with different water orientations. To this end, more simulations on surfaces
where ice nucleation is not initiated from the basal plane are necessary to expand our observations
about interfacial water orientations that facilitate ice nucleation.
One such surface where ice nucleation has been observed on the secondary prismatic plane is
kaolinite surfaces. Additionally, kaolinite nucleates exclusively hexagonal ice and would therefore be
a good surface to study to further our understanding of the interfacial water orientations necessary
to promote ice nucleation on different ice planes. Furthermore, we have observed with kaolinite how
minute surface changes can affect ice nucleation, but studies to classify how the changes affect ice
nucleation are ongoing.
6.2 Conclusion
We have related the orientation of water molecules to the propensity for ice nucleation. We
observed that not only were certain water orientations favorable for the promotion of ice nucleation,
but there were orientations that hindered the development of ice. These orientations could be further
influenced by the interaction of the surface with the interfacial water and could be affected by small
changes in a surface structure or chemistry. While some of the orientations were influenced by the
placement of the surrounding water molecules, making the surface lattice important, the interaction
of the surface with the water molecules plays a large role in the orientations. This means that the
charge of the surface in contact with the water influences the ability of the surface to nucleate ice.
This also shows that when the surface hydrogen bonds with both itself and the water molecules,
the orientation of the surface hydroxyls can influence the interfacial water orientations and the
possibility of ice nucleation. However, more study needs to be done to observe how these trends
differ for nucleation on other ice planes than the basal plane. Favorable orientations for the prismatic
planes of hexagonal ice are different than for basal ice. As there are surfaces, kaolinite, that have
been shown to nucleate hexagonal ice on the prismatic rather than the basal plane more research
needs to be conducted to see how our conclusions extend to the other planes of ice.
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Furthermore, we find that the classical order parameter for ice nucleation, the largest cluster
size, while a good order parameter can be improved by additional information about the crystallinity
of the liquid neighbors of the cluster. This possibly captures some aspects of the interfacial term
of the free energy barrier. Additionally, the crystalline structure of the second hydration layer is
an order parameter that performs almost as well as the largest cluster size. This shows that the
mechanism for ice nucleation can be tracked from the second water hydration layer. This is also seen
in other simulations that have shown that nucleation appears to be initiated in the second, rather
than the first, hydration layer.
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Appendices
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Appendix A Surface Generation
The AgI surface was generated by starting one atom at an initial position of (0,0,0) and
propogating the rest of the surface based on the hexagons that form due to the tetrahedral orientation
of the atoms. This math can be broken down from these hexagons, Fig. 1 show the hexagons.
I
Ag
I
Axy
Ag Ag
I
(b)
dx
dy
𝜃"#I
Ag
I
A
Ag Ag
I
(a)
𝜃
Figure 1: (a) Schematic of AgI hexagon formed due to tetrahedral orientation. (b)
Projection into the xy plane of the hexagon in (a).
In Fig. 1 the bond length A is 0.28 nm. As the bonds are tetrahedral the angle θ is 109.47o.
We also assume that the projected hexagon is a perfect hexagon, therefore θxy = 120 − 90 = 30o.
This leads to a series of equations to describe the distances:
dx = Axycos(30
o) =
√
3
2
Axy, (1)
dy = Axysin(30
o) =
1
2
Axy, (2)
(2dz)2 = A2 −A2xy, (3)
where 2dz is the z-distance between the silver and iodide. Eqn, 3 comes from the pythagorean
theorem where A is the hypotenuse of the right triangle created by the projection.
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Additionally, as Axy is the projection of A,
A2cos(θ) = (0,−Axy, 2dz)(˙dx, dy, 2dz) = 0−Axydy + (2dz)2. (4)
Plugging in Eqn. 2 gives:
A2cos(θ) = −1
2
A2xy + (2dz)
2. (5)
Plugging in Eqn. 3 gives:
A2cos(θ) = −1
2
A2xy +A
2 −A2xy = −
3
2
A2xy +A
2. (6)
where cos(θ) = cos(109.47o) ≈ − 13 . This gives a final set of equations,
Axy =
√
8
3
A, (7)
dx =
√
6
3
A, (8)
dy =
√
2
3
A, (9)
dz =
√
6
3
A. (10)
As all distances can be written in terms of A the entire surface is then propogated out from
an initial atom.
The kao surfaces were generated in a very similar manor with the tetrahedral Si layers using
an average Si-O bond distance of 0.1623 nm. The major difference was that the Al layer is octahedral
so the Al atoms are connected to eachother octahedrally rather than tetrahedrally, as depicted in
Fig. 2.
In the case of Fig. 2, θ is 90o and A is 0.1906. We use this averaged bond distance to
create a more regular surface. More details on the differences between the kao surfaces we create
and kaolinite can be seen in Appendix C.
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Figure 2: Schematic to show how the octahedral orientation connects the Al layer.
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Appendix B Supplementary information: Chapter 2
B.1 Details of simulation system and setup
Figure 3: Schematic of the simulation system: The simulation system comprised of two mirrored
AgI slabs. Each AgI slab was made of four AgI layers. The water molecules were placed in contact
with the AgI slab. One water layer consisted of 720 water molecules and the other had 96 water
molecules. A gap of 2 nm was maintained between the two water layers. Ice nucleation was observed
only in the thicker water layer.
We performed simulations of water molecules near AgI and modified AgI surfaces. The
simulation setup is shown in Fig. 3. The AgI surface is cleaved on (001) plane and four layers
of AgI comprise a single slab. Each AgI layer had 96 atoms. The simulation box comprised two
mirrored AgI slabs to prevent unphysical electric effects from lattice truncation.31,69 The atoms of the
AgI and modified AgI surfaces were held fixed during the simulation. The interaction parameters
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for Ag and I atoms with water were taken from the Hale and Kiefer70 force field parameters.
The Lennard Jones parameters are σAgO =0.3171 nm, AgO =2.289 kJ/mol, σIO =0.3342 nm and
IO =2.602 kJ/mol. The partial charges on Ag and I were +0.6e and −0.6e, respectively. We
used the TIP4P/Ice water model. No polarization terms were included in our calculations since
TIP4P/Ice has been parameterized without including molecular polarizabilities to describe water
bulk properties. As demonstrated by Zielke et al.20 the contributions of the polarization term to
the AgI-water interaction energy is small and therefore, is not expected to change the conclusions of
our study. Furthermore, it is computationally infeasible to perform the long simulations necessary
to study ice nucleation while including the nonadditive polarization terms.
The modified AgI surfaces were generated by shifting the negative charge of the iodide
atoms to various locations within the bilayer formed by the Ag and I atoms. The negative charge
was treated as a point charge with no mass and no Lennard Jones interactions. Note, this also
implies that the iodide atoms did not have any charge in the modified AgI surfaces and interacted
through Lennard Jones interactions with water. The location of the iodide atoms did not change
in the modified surfaces. The distance by which the negative charge was shifted was based on the
height of the bilayer of the Ag and I atoms. Each shift was a multiple of 1/3rd of the bilayer height.
The absolute distance by which the negative charge was shifted from the iodide atom is shown in
Table. 1.
Table 1: Distance, relative to the iodide atom, by which the negative charge is shifted
to generate modified AgI surfaces.
Surface Shift (nm)
∆0 0.0
∆0.33 0.031
∆0.67 0.063
∆1 0.094
∆1.33 0.125
Water molecules were placed on the two AgI slabs. One layer comprised of 720 water
molecules and the other water layer had 96 water molecules. Such setup was followed so that we
would observe only one nucleation event in a simulation to facilitate the rate calculations. We placed
the AgI slabs and water layers such that there was a gap of 2 nm between the two water layers in the
starting configurations of the simulations (see Fig. 3). The configuration of water molecules were
taken from a simulation of bulk water at 300 K. The AgI-water system was energy minimized and
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the velocities were randomly assigned according to Maxwell distribution at 300 K. The system was
then quenched to 265 K. For each system, multiple simulations were peformed by randomizing the
molecular velocities of the atoms in the system. Simulations were performed in the NVT ensemble.
The same protocol was followed for all the simulations performed in this study.
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Appendix C Supplementary Material: Chapter 3
We provide further information regarding our MD simulations in this section. In table 2
we provide information of the force field parameters used in our simulations for the atom types in
the kao surface. The non-bonded interactions include electrostatic interactions and Lennard Jones
interactions. Note that in CLAYFF85 there are no bonded interactions. Further, since we held the
surface rigid we did not define any bonded interactions other than the bond between hydrogen and
oxygen for the hydroxyl group.
Table 2: Atom types used in representing kao surfaces
Atom atomic mass charge (e) σ (nm)  (kJ/mol)
Si 28.0855 2.1 0.330203 7.70065e-6
Al 26.98154 1.575 0.427124 5.56388e-6
O (no H) 15.9994 -1.05 0.316554 6.50194e-6
O (with H) 15.9994 -0.95 0.316554 6.50194e-6
H (on O) 1.00794 0.425 0 0
In Fig. 4 we show the set up of our simulation system and the water density plots. The
relevant dimensions of the simulation systems are provided in Table 3. The water thickness is
calculated as the distance at which the water density becomes half of bulk at the liquid-vapor
interface.
C.1 Evolution of ice-like water molecules in the water layers
Fig. 5 shows the fraction of ice-like water molecules in the first, second and third hydration
layers during the course of the simulation. The hydration layers are defined in the main text
of the manuscript and determined based on the density distribution. Ice-like water molecules are
classified by the CHILL algorithm.87 In CHILL algorithm, each water oxygen and its relative position
with regards to the four nearest neighboring water molecules is considered. The arrangements are
catergoized as eclipsed, staggered or neither, and ice-like structure is determined by the number of
each arrangements the central water molecules participates in. For example, if all four are staggered,
the central water molecule is classified as ice. Similarly, the central water molecule is classified as ice
if it is involved in: 3 staggered and 1 eclipsed arrangement, 2 staggered arrangements and at least
1 of its neighbors has more that 2 staggered bonds, and 3 staggered arrangements and at least 1 of
its neighbors has more than 1 staggered bond. Otherwise, the water molecule is classified as liquid.
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Figure 4: (a) Snapshot of the simulation system. The z-distance is calculated as the z-distance
between the oxygen (of the hydroxyl group) atoms of the two kao slabs, as shown. (b) Density
of water molecules (molecules/nm3) as a function of distance from the kao surfaces. The distance
between the surface and the z-point at which the water density is equal to half of the bulk density
is considered the water film thickness.
Fig. 5 indicates that the number and hence, fraction of ice-like water molecules increases first in the
second hydration layer followed by first and third hydration layer in all cases. This indicates that
the nucleation begins in the second hydration layer, however, the changes in the structure of water
molecules leading to ice occur simultaneously in these hydration layers.
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Table 3: Details related to simulation box. All dimensions are given in nm.
Surface x y z-distance water film thickness
kao−20 2.694 2.333 10.246 3.73
kao−10 2.911 2.521 8.946 3.18
kao0 3.234 2.801 7.946 2.56
kao+10 3.448 3.081 6.746 2.16
kao+20 3.881 3.361 6.046 1.83
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Figure 5: Fraction of solid (ice-like) water molecules as a function of time (shown on x-axis in µs).
Data is shown for all the three cases where we observed ice nucleation on the kao−20 surfaces with
flexible –OH groups. Color code: Layer 1: purple, layer 2: green, layer 3: cyan
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