Change detection is one of the most important applications of Polarimetric Synthetic Aperture Radar (PolSAR) data in monitoring urban development and supporting urban planning due to the sensibility of SAR signal to geometrical and physical properties of terrestrial features. In this paper, we proposed an unsupervised change detection method using change indices extracted from PolSAR images. Kernel k-means clustering was then performed to extract changed areas. The kernel k-means clustering is an unsupervised algorithm that maps the input features to higher Hilbert dimension space by using a kernel function. To better representation of changed areas, different change indices were generated. The method was applied to UAVSAR L-band SAR images acquired over an urban area in San Andreas, United States. We evaluated the change detection performance based on kappa and overall accuracies of the proposed approach and compared with other well-known classic methods.
INTRODUCTION
Image change detection is a process that analyses images of the same scene taken at different times in order to identify changes that may have occurred between the considered acquisition dates (Radke et al. 2005) . Developing SAR imaging system and its capability to image Earth in both day and night, and for almost all weather conditions, make it possible to use this system in detecting changed areas, urban expansion monitoring, agricultural and forest studies (Lee and Pottier 2009) . Polarimetric SAR sensor measures the amplitude and phase of backscattered signals in four combinations of the linear receive and transmits polarizations: HH, HV, VH, and VV which increases discrimination ability to extract different change type as compared with single-polarization (Conradsen et al. 2003) Change detection methods can be divided into two categories: supervised and unsupervised. Supervised CD methods need prior knowledge of the area wherein changes have happened for training algorithms, such as support vector machine (SVM) and artificial neural network (ANN), while in unsupervised methods there is no need to have a priori knowledge; this is useful when training data is unavailable. Unsupervised CD methods are achieved with three steps: 1) preprocessing, which includes coregistration and noise reduction; 2) producing difference image which can be made by subtraction operator or ratio operator, and 3) analysing difference image to discriminate between changed and unchanged area. In the third step, changed areas are detected by several methods such as: thresholding (Moser and Serpico 2006) (Bazi, Bruzzone, and Melgani 2005) , clustering (Celik 2009) (Gong et al. 2013) , etc. Several thresholding methods have been proposed such as (Otsu 1979) , (Kittler and Illingworth 1986) , expectation-maximization (EM) (Sezgin and Sankur 2004) . However, finding appropriate global threshold depends on the statistical characteristics of the difference images which are often unknown (Melgani and Bazi 2006) . A possible approach to solve this problem is to use clustering methods used to classify * Corresponding author feature vectors into "changed" and "unchanged" class. (Celik 2009 ) used k-means clustering on the principal component analysis (PCA) of the difference image to extract change map. (Volpi et al. 2010 ) introduced a kernel k-means approach solving the problem of data's nonlinearity by representing the difference image in the feature space using kernel functions. Also, In order to have a soft clustering, fuzzy c-means (FCM) were used in (Li et al. 2015) to classify the log-ratio difference image. In the SAR data processing, it is common to introduce a test statistic and apply a decision threshold to extract the change map. (Conradsen et al. 2003) presented the Wishart likelihood ratio test (LRT) as a new test statistic for change detection in multilook PolSAR images. (Akbari et al. 2013 ) utilized the complex-kind Hotteling-Lawley trace (HLT) as a test statistic for change detection in multilook PolSAR images. In this paper, we proposed a method based on a fusion of different change indices like log-ratio on intensity, log-ratio on polarimetric decomposition and using a test statistic based on Wishart distribution as a change index to use them as an input of kernel k-means clustering. This paper is organized as follows. Section 2 describes the proposed unsupervised change detection approach. Section 3 describes the study area and data sets. Section 4 provides experimental results on real multitemporal SAR images and Section 5 is the conclusion.
PROPOSED METHOD
In change detection, two co-registered SAR images X1 and X2 with a size of M×N over the same area at different times are considered as input data. The procedure of the proposed method is illustrated in Fig. 1 . It mainly consists of the following three steps.
Step 1) preprocessing: In speckle reduction step, Lee refined filter with a 5×5 window size can be used to suppress speckle noise effect.
Step 2) feature level fusion: The aim of fusion at the feature level of multi-temporal images is to generate new features that highlight multi-temporal information. These features are often referred to as change indices (CI) since they are employed to highlight changes occurred in bi-temporal image pairs (Bovolo and Bruzzone 2015) .
Step 3) clustering: This step aims at Portioning the CI into two classes of changed and unchanged by using unsupervised classification. The CI, which is obtained from Step 2, is considered as input in this step.
Feature Level Fusion
Several mathematical operators can be applied to extract a change index. In SAR images processing, the log-ratio operator is preferred because it can reduce the multiplicative components of errors and enhance the low-intensity pixels.
In Polarimetric SAR, change indices can be generated after extracting specific features such as the backscattering coefficient and polarimetric decomposition. Moreover, due to the more precious information of polarimetric data, additional change indices based on the covariance matrix such as the test of equality for two complex Wishart matrixes can be considered.
Test Statistic for the Equality of Two Covariance Matrices: We consider that the two covariance matrices (C1, C2) from the bitemporal PolSAR images are independent and follow a Wishart distribution as follows:
Where p represents the dimensions of C1 and C2, and m and n represent the number of looks of C1 and C2, respectively. ΣC1 and ΣC2 represent the dispersion matrix of C1 and C2, and the (maximum likelihood estimation) MLE of ΣC1 and ΣC2 can be shown as follows:
Assuming that the null hypothesis H0: ∑C1 = ∑C2 means that the two matrices are equal and there is a strong possibility of nonchange, the alternative hypothesis H1: ∑C1≠ ∑C2 means that the two matrices are different and there is a strong possibility of change (Conradsen et al. 2003) .
We suppose that the test statistics based on MLE have joint densities f (∑C1, ∑C2, θ), where θ is the set of parameters of the probability function that has generated the data. Then H0 states that θ ∈ H0, and the likelihood ratio of the test statistic is shown as follows:
= max θ∈H 0 ( ) max θ∈Ω ( ) Where Ω = H0 ∪ H1, L (·) is the likelihood function, and f(·) is the frequency function. The MLE of Equation (5) can be simplified as follows:
Assuming m = n, the CI of the bi-temporal PolSAR images can be denoted by d:
Where ρ can be represented as follows:
Clustering
Clustering is the assignment of a set of observations into subsets (called clusters) so that observations in the same cluster are similar in some sense. One of the mainly used clustering algorithms is k-means clustering which partitions the given data into k clusters by randomly choosing k centroid, and minimizes the distance between data and centroid:
Where xi ∈ X input data and
is the elements assigned to cluster k, and | |is their number.
Kernel K-means Clustering
The leading idea of kernel methods is that nonlinear decision rules can be achieved by running a linear algorithm in a higher dimensional feature space, the reproducing kernel Hilbert space (RKHS), where the solution is more likely to be linear (Volpi et al. 2010) . The mapping function is commonly represented as (. ). In practice, it is usually hard to determine the mapping function and often impossible to compute directly the sample coordinates in the Hilbert space. The mapping to that space is implicitly defined by kernel functions replacing dot products in the original formulation, only needing input samples in their original space. Using mapped samples, the k-means becomes:
This is equivalent to:
By plugging (11) 
STUDY AREA AND DATASET
In this letter, we used two images acquired by full polarimetry Uninhabited Aerial Vehicle Synthetic Aperture Radar (UAVSAR) in L-band over an urban area in San Andreas city on October 23, 2014, and January 21, 2019. In order to give a detailed assessment, the dataset was separated into two regions. The first region mainly involves buildings (150×200 pixels) and the second one involves vegetation (260×160 pixels). Fig. 2 
RESULTS
According to the illustrated flowchart in Fig. 1 , after performing pre-processing into two steps, for each image, different features were extracted and grouped into two categories of, intensity and polarimetric decomposition. Then, the log-ratio operator was applied on features to produce change indices. In the next step, we used produced change indices and the change index based on a test statistic for the equality of two covariance matrices as an input of the kernel k-means clustering. The kernel k-means clustering requires careful tuning of the parameters of the kernel function. For an RBF kernel, we had to choose different scale parameters σ = {10 −3 , 10 −2 , … ,6} in order to obtain reasonable results. To evaluate the efficiency of our proposed method, comparative experiments were designed including implementation of our proposed method, using k-means clustering, and apply a test statistic based on Wishart distribution. In order to have a quantitative evaluation, kappa coefficient and overall accuracy (OA) were used.
Results on the Build-up area
In region 1, there is a strong response in all types of change indices. Because this area consists of dense buildings, which make a high value in different polarizations both in crosspolarization and co-polarization response, as shown in Fig. 4 . In the build-up area, double-bounce scattering is the main scattering mechanism; however, the density of an urban area also contributes to volume scattering. Therefore, in this area, scattering mechanisms is a combination of a surface, volume, and double-bounce scattering. Therefore, the change indices were obtained by model-based polarimetric decomposition can extract constructed buildings. Fig. 6 shows the change maps obtained by different methods. According to Table 1 Performance evaluation of the change detection, the proposed method has the highest OA. Using multiple features related to the structure of the build-up area, and applying the kernel k-means clustering with a nonlinear boundaries leads to better performance. On the other hand, as shown in Fig. 6 (c) 
Results on the Vegetated area
The results of the second region show that changes related to vegetation can be extracted by specific change indices. Fig. 7 indicates that log-ratio on co-polarized response could not extract the destroyed vegetation as obvious as a cross-polarized response which can be inferred that the orientation of vegetated target contributes to change polarizations before returning to the sensor. In Fig. 8 , it can be seen that high values in CI are related to volume scattering component of model-based decomposition. The reason behind that is, in vegetated areas volume scattering is a dominant mechanism. Based on the results illustrated in Table 2 and Fig. 9 , kernel kmeans clustering has the highest OA. By comparing to the test statistic based method, we can understand that using a test statistic as a change index can improve the discrimination ability.
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CONCLUSION
This paper presented a method based on change indices and kernel clustering algorithm using an airborne fully polarized Lband sensor in the build-up and vegetated area. In this regard, various change indices on different features were generated, and then kernel k-means clustering was applied to extract changed areas. The evaluation of results demonstrates that the accuracy of the proposed method is relatively better than k-means clustering and a test statistic based methods. In other words, the kernel clustering method shows flexibility to find nonlinear solutions to the problem of change detection. In addition, the results show that generating change indices related to a nature of a region is an important step in extracting changed areas and using a test statistic as a change index improves the performance of the proposed method.
