, Khan and Miller proved that for every computable non decreasing unbounded function h ∈ ω ω (henceforth order function), if h is sufficiently large, then there exists a DNR h that is of minimal degree. Where h has to satisfy lim n→∞ h(n) 2 k· m<n h(m) = ∞ for all k > 0. Their core argument is that we can thin the tree by a factor of 2 j to make j Turing functional split. We improve their result by reducing this factor to j. Thus we show that for every order function h with lim n→∞ h(n) ( m<n h(m)) k = ∞ for all k > 0, there exists a DNR h of minimal degree. We answer a question of Brendle, Ng and Nies [4] by showing that there exists a G ∈ ω ω such that G is weakly meager covering, G does not compute any Schnorr random real and G does not Schnorr cover REC.
Introduction
In [8] , Khan and Miller proved that for every sufficiently large order function h, every oracle X, there exists a DNR X function, namely G, with G ≤ h that is of minimal degree. Where h has to satisfy lim n→∞ h(n) 2 k· m<n h(m) = ∞ for all k. It is not known whether the fast growing condition on h can be eliminated. i.e., whether there exists, for every order function h and every oracle X, a DNR X function G that is of minimal degree. This question is closely related to another question, whether there exists a real of hausdorff dimension 1 that is of minimal degree. The existence of such real implies that the hausdorff dimension of reals of minimal degree is 1. A yes answer would confirm the existence of such real. We make a progress toward this direction by improving Khan and Miller's result. We release the fast growing condition on h to lim n→∞ h(n) ( m<n h(m)) k = ∞ for all k > 0 (Theorem 3.1). Cardinal characteristic study has been an important direction in set theory. The recent study of Brendle, Brooke-Taylor, Ng and Nies [4] pointed out an analog between many results of cardinal characteristic and results in computability theory. [4] pointed out some analog between notions in cardinal characteristic and computability theory (mostly algorithmic randomness theory) and shows how results in cardinal characteristic can be translated in to results in computability theory. Thus answering the computability theoretic analog of a question cardinal characteristic provides ideas and directions for the original problem. We answer a question in their paper by showing that it is possible to avoid Schnorr randomness and Schnorr covering REC simultaneously in DNR (Theorem 2.4). Khan and Miller [8] , improving a theorem of Greenberg and Miller [7] , shows that there exists, for every order function h, a DNR h function G such that G does not compute any Kurtz random real (and therefore does not compute any Schnorr random real). The part of our proof concerning avoid Schnorr randomness, takes a similar frame work as in [8] [7] but is different in combinatorial aspects.
Both of our results concerns bushy tree argument. This argument is widely used in computability theory [10] [1] [7] [2][3] [5] . It's firstly invented by Kumabe (in an unpublished paper) and later simplified by Kumabe and Lewis [10] to answer a question of Sacks that whether there exists DNR of minimal degree. Ambos-Spies, Kjos-Hanssen, Lempp, and Slaman [1] proved that over RCA, WWKL is stronger than DNR, answering a question of [6] . A recent introduction of this method can be found in [8] . See also remark 1.3 that how bushy tree argument resembles many arguments in reverse math. We end up this section by introducing our notations and the bushy tree argument.
We write (Ψ τ N ) ↓ if Ψ τ (n) ↓ for all n ≤ N . We write h <ω for {σ ∈ ω <ω : σ(n) ≤ h(n) for all n ≤ |σ|}. ⊥ denote empty string. For a tree T , we write |ρ| T for the T -length of ρ, i.e. |ρ| T = n + 1 where n is the number of proper initial segments of ρ in T . For a string ρ ∈ 2 <ω , we let [ρ] = {σ : σ ρ}; similarly, for S ⊆ 2 <ω , let [S] = {σ : σ ρ for some ρ ∈ S}; for a tree T , let [T ] denote the set of infinite path on T and let [ρ] = {X ∈ 2 ω : X ρ}. For every non empty set S ⊆ ω <ω , let (S) denote the set of leaves of S, i.e., {σ ∈ S : [σ] ∩ S = {σ}}. We define (∅) = {⊥}. We say η is the stem of a tree T if η ∈ T and T ⊆ [η] . Definition 1.1. For a function p : ω → Q, a tree T is p-bushy over ρ if for every τ ∈ (T ∩ [ρ] ) ∪ {ρ} that is not a leaf of T , τ has at least p(|τ | T ) many successor in T . T is p-bushy from level n to level m if for every τ ∈ T that is not a leaf, if n ≤ |τ | T ≤ m, then τ has at least p(|τ | T ) many successor in T . T is p-bushy above level m if it is p-bushy from level m to level ∞. A set S is p-big over ρ if there exists a finite tree T that is p-bushy over ρ such that (T ) ⊆ S; S is p-small over ρ if it is not p-big over ρ.
If ρ ∈ T , then we are done since this means B is p-big over ρ. Suppose ρ / ∈ T . Note that for every σ ∈ T \ T that is not a leaf of T , σ admits at least q(|σ| T ) many immediate successors in T that are contained in T \ T (otherwise it admits at least p(|σ| T ) many immediate successors in T that are contained in T , which implies B is p-big over σ, a contradiction). Therefore
Remark 1.3. Lemma 1.2 explains that how bushy tree method resembles many arguments in reverse math. A tree can be seen as an instance and its solution is the infinite path through it. In order to make G satisfy multiple requirements say R 0 , R 1 , we restrict G on different trees T 0 , T 1 where T i forces R i and each of them is very bushy in the sense that T i is small. Note that T 0 ∩ T 1 forces both requirements. It remains to show that T 0 ∩ T 1 is still combinatorially weak, i.e., very bushy. This can be done by applying Lemma 1.2 to show that T 0 ∪ T 1 is still very small.
Avoid Schnorr covering REC
Let REC denote the class of all computable sets.
Definition 2.1 ([4]
). A set A ⊆ 2 ω is A-effectively meager if there exists a sequence of uniformly Π 0,A 1 class (Q m : m ∈ ω) so that each Q m is nowhere dense such that A ⊆ ∪ m Q m . A set A is weakly meager covering if the class REC is A-effectively meager. 
Our main result in this section is the following which answers question 4.1-(8) of [4] .
Theorem 2.4. There exists a G such that:
(1) G is weakly meager covering;
(2) G does not compute any Schnorr random real;
(3) G does not Schnorr cover REC.
We firstly note that by results in [4] [11] [9] , weakly meager covering is characterized as following. Lemma 2.10) . Clearly (⊥,T ,p, 2) is a condition.
We need to satisfy the following two kinds of requirements: 
. For a random variable x taking value on S and a probability measure P on S, we write x ∼ P to denote that x follows the probability measure P ; we write x|y ∼ P to denote that conditional on y, x follows P . For a finite set S, we use U (S) to denote the uniform probability measure on S. Definition 2.7. For a function p : ω → Q, a tree T is exactly p-bushy over ρ if for every τ ∈ (T ∩ [ρ] ) ∪ {ρ} that is not a leaf of T , τ has p(|τ | T ) + many successor in T where x + denote the smallest integer y such that y ≥ x. T is exactly p-bushy from level n to level m if for every τ ∈ T that is not a leaf, if n ≤ |τ | T ≤ m, then τ has at p(|τ | T ) + many successor in T . T is exactly p-bushy above level m if it is exactly p-bushy from level m to level ∞. A finite set S is exactly p-big over ρ if there exists a finite tree T that is exactly p-bushy over ρ such that (T ) = S.
We will frequently use the following version of Markov inequality: Proof. We prove by induction on n. The conclusion holds trivially for n = 1. Suppose it holds for n − 1.
Since for every
Therefore by Markov inequality, there exists a subset S 0 of
Thus by induction, there exists for each α ∈ S 0 , a subtree T α of T with α as its stem such that T α is p -bushy over α and (T α ) ⊆ S. Thus α∈S0 T α is the desired tree T .
It's convenient to note the following.
Lemma 2.10. SupposeT is a computable tree with η as its stem and T ⊆T is a pruned co.c.e. tree with η as its stem such thatT \ T is q-small over each ρ ∈ T andT is p-bushy over η. Then there exists a computable treeT ⊆T with η as its stem such that
In the following text of this subsection, letT be a computably bounded computable tree with η as its
SupposeT is p-bushy over η and (T ) is q-small over every ρ ∈ T where p, q are computable function. The following Lemma is the core argument.
Then there exists a computable X ∈ 2 ω , a computable treeT * ⊆T with η as its stem such that
Proof. We will inductively define a sequence of trees T n and a sequence of string ρ n ∈ 2 <ω so that X = lim n→∞ ρ n and {ρ ∈T * :
for all x ≥ |η|, By hypothesis onT and T , for every σ ∈ T , every m, there exists t and a tree T σ with σ as its stem such that T σ is 1
Wait for such a time t 0 that there exists a tree T 0 ⊆ T [t 0 ], a l 0 ∈ ω such that:
Fix n ≥ −1. Suppose we have defined λ n , t n , l n , T n , m n for −1 ≤ n ≤ n + 1 and ρ n ∈ 2 m n for −1 ≤ n ≤ n such that
∩ ω ≤ln+1 is 1 4 pε 2 -bushy from level l n−1 to level l n − 1 and 1 2 pε-bushy from level l n to level l n+1 − 1; and T n+1 ∪ W is 1 8 pε 3 -bushy from level l −1 to level l n−1 − 1; moreover,
It's easy to verify that the inductive hypothesis holds for λ 0 , t 0 , l 0 , T 0 , m −1 and ρ −1 (when l < l , T being p -bushy from level l to level l is meaningless and holds trivially) especially checking that item (2) holds since m(Ψ σ [t 0 ]|ρ −1 ) ≤ λ * < √ λ 0 and item (3) holds since |T ∩ ω ≤|η| | = 1 (and since λ * < 1 16 6 ). Let λ n+2 ∈ Q be very close to λ n+1 so that:
By hypothesis ofT , there exists such a time t n+2 that for some l n+2 ∈ ω,
• There exists a subset S of
; for some σ ∈ S, α σ} is exactly 1 8 pε 2 -bushy from level l n−1 to level l n − 1, and exactly 1 4 pε-bushy from level l n to level l n+1 − 1;
. Note that such set S does exists since T n+1 is 1 4 pε 2 -bushy from level l n−1 to level l n − 1, 1 2 pε-bushy from level l n to level l n+1 − 1 and
Claim 2.12. There exists a tree T n+2 with η as its stem and a ρ n+1 ∈ [ρ n ] ∩ 2 mn+1 such that:
(
(4) Moreover, the inductive assumption holds.
Intuitively, we need to thin the tree T n+1 in order to construct a ρ n+1 to satisfy item (3) of the claim. But according to item (1)(2) of the claim, we have to preserve certain amount of the tree. See Figure 1 and the explanatory note to have an intuition of how much tree is pruned.
Proof. Item (3)(4) of the inductive assumption are verified by definition of λ n+2 (2.1) and m n+2 (2.2). Item (1)(2) of the inductive assumption will be verified by item (2)(3) of this Claim. Therefore it remains to deal with item (1)(2)(3) of this Claim. For every ρ ∈ 2 mn+1 , let
By inductive assumption (4), for every
we can rewrite the inductive assumption for every σ ∈ S,m(Ψ σ [t n+1 ]|ρ n ) < λ n+1 as:
Therefore by Markov inequality, there exists a subset R of [ρ n ] ∩ 2 mn+1 such that
We note that for every τ ∈ T [t n+2 ] ∩ ω ln+2 :
Therefore by (2.3)(2.5),
Intuitively, the tree {α : for some σ ∈ S, τ ∈ S σ , α τ } is thinned by a factor of ε above level l n−1 in order to ensure that
Therefore we can rewrite (2.4) as following: for every σ ∈ S,
This clearly implies:
Where P is such a probability measure on S × R that if (σ, ρ) ∼ P , then σ ∼ U (S) and ρ|σ ∼ U (R \ [Ψ σ [t n+1 ]] ). Consider another probability measure P on S × R that if (σ, ρ) ∼ P , then ρ ∼ U (R) and σ|ρ ∼ U (A ρ ). Note that the support of P and P are the same and for every (σ, ρ) ∈ supp(P ):
Therefore we can rewrite (2.7) as
This implies that there exists a member in R, denoted as ρ n+1 , such that
Applying Markov inequality, there exists a S * ⊆ A ρn+1 such that
n+1 ; (2.10) and for every σ ∈ S * , C(σ|ρ n+1 ) < λ 4 6 n+1 .
Unfolding the definition of C(σ|ρ n+1 ) and applying Markov inequality, for every σ ∈ S * , there exists a
Since S σ is exactly 1 2 p-big over σ, by Lemma 2.9, for every σ ∈ S * , there exists a finite tree T * σ with σ as its stem such that T * σ is 1 2 pε-bushy over σ and (T *
by inductive assumption (3).
Since S is exactly 1 8 pε 2 -big from level l n−1 to level l n − 1, and exactly 1 4 pε-big from level l n to level l n+1 − 1, by Lemma 2.9, for every α ∈ T n+1 ∩ ω ln−1 ∩ T [t n+2 ], there exists a finite tree T * α ⊆ T n+2 with α as its stem such that T * α is 1 8 pε 3 -bushy from level l n−1 to level l n − 1, and 1 4 pε 2 -bushy from level l n to level
T * α and define
Clearly T n+2 , ρ n+1 is the desired tree and string. Thus we are done.
Note that for every ρ ∈T * ∩ω ≥ln−1 ∩ω ≤ln = T n+2 ∩ω ≥ln−1 ∩ω ≤ln , the only reason that [ρ]∩[T * ] = ∅ is that ρ enters T . Therefore, for every ρ ∈T * ∩ T ,T * \ T ⊆ W is q-small over ρ. Therefore every ρ ∈T * ∩ T has at
, then there must exists n such that m(Ψ Y [t n+1 ]|ρ n ) = 1 > λ n+1 , a contradiction (see item (3) of Claim 2.12). ThusT * , X is the desired tuple as in this Lemma.
Then there exists a computable subtree T ofT with η being its stem such that:
(1) T is p -bushy over η;
Proof. We compute a sequence of finite tree T s , s ∈ ω as following. Let T 0 = {η} and let T −1 = ∅ for convenience. Suppose we have computed T s . To compute T s+1 : wait for such a time t that for every σ ∈ (T s \ T s−1 ), either σ / ∈ T [t] or there exists a tree T σ ⊆T with σ as its stem such that T σ is p -bushy over σ and Ψ τ (s + 1) ↓ for all τ ∈ (T σ ). Let Case 2. Otherwise. By Lemma 2.13, there exists a computable subtree T ofT such that • T is p -bushy over η;
, Ψ Y is total. Thus by Lemma 2.11, there exists a condition (ξ * , T * , p * , q * ) extending (ξ, T , p , q) that forces R Ψ . Thus we are done.
2.2.
Avoid computing Schnorr random real. Our proof employs the frame work in [7] with a combinatorial difference. We begin with some combinatorial notions. Definition 2.15. Given a finite set S, a collection of sets B = {B 0 , · · · , B n−1 } ⊆ P(S) is k − δ−hash in S if for every J ⊆ n with |J| = k, we have:
Sometimes we simply say "k − δ−hash collection B" when the set S is clear.
Lemma 2.16. Given any 1 > ε > δ > 0, any k ∈ ω with k > log δ log ε , we have: for every n ∈ ω, there exists an N = N (ε, δ, k, n) such that if |S| > N , then there exists a k − δ-hash collection of sets B ⊆ P(S) with |B| > n such that for all B ∈ B, |B| |S| > ε.
Proof. Let 1 > ε > ε be such that ε k < δ. Such ε exists since k > log δ log ε . To construct members of B, namely B i , i ≤ n, let B i include each x ∈ S independently of every thing else with probability ε . By law of large number, if |S| is sufficiently large, then with high probability: (∀i ≤ n)[|B i | > ε|S|] and for every J ⊆ n with |J| = k, i∈I B i < δ|S| since δ > ε k . In summary, if |S| is sufficiently large, then the above construction Proof. Let k, m, M, N ∈ ω and V ⊆ P(2 N ) be such that:
(3) For every M many trees T 0 , · · · , T M −1 ⊆T ∩ω ≤m , there exists at least k of them, namely T i0 , · · · , T i k−1 , such that T ir are identical for all r < k; (4) V ⊆ P(2 N ) is a k − λ-hash collection of finite sets such that |V| ≥ M and
Clearly k exists. Given k, by the condition on q , p, any sufficiently large m satisfies (2) . SinceT ∩ ω ≤m is finite, any sufficiently large M satisfies (3). By Lemma 2.16, N and the collection V exists. By our condition onT , there exists a sufficiently large time t ∈ ω such that for every τ ∈T ∩
, we have that S 2 N is (p − q)-big over ρ. If for some V with m(V ) < λ, S V is q -big over ρ, then we are done. Suppose this is not the case. Note that
Clearly for every τ ∈ (T ), (Ψ τ N ) ↓∈ V and T is height-homogeneous. It is also clear that T ∩ ω m = {σ ∈ ω m : [σ] ∩ S Vr = ∅} for all r < k. Therefore T is (p − 2q )-bushy from level |ρ| to level m−1. By Lemma 1.2, S 2 N \(∪ r<k S Vr ) is (p−q −kq −kq )-big above level m. Therefore T is (p−4kq )-bushy above level m since 4kq > q + kq + kq . Since p(n) > 5kq (n) for all n ≥ m and p > 3q , T is q -bushy over ρ. Thus we are done.
The following is exactly the same as Lemma 2.13. (1)T is p -bushy over η;
Now we are ready to prove our conclusion.
Lemma 2.19. Every condition admits an extension forcing R Ψ .
Proof. Fix a condition (η,T , p, q) and recall that T = ρ ∈T : [ρ] ∩ [T ] = ∅ . Clearly T is a co-c.e. pruned subtree ofT (and with η as its stem), T is (p − q)-bushy over η andT \ T is q-small over every ρ ∈ T . Suppose |η| is sufficiently large so that there exists a computable function q : ω → Q such that 6q < 3q < p, lim n→∞ q(n)/q (n) = 0, lim n→∞ q (n)/p(n) = 0 and (q , q) allow split.
This part is the same as Case 1 of Lemma 2.14 and is therefore omitted. Case 2. Otherwise. For convenience, we simply assume that Ψ Y is total for all Y ∈ [T ]. We inductively define a sequence of finite tree T n ⊆T with η as their stem and a Schnorr test V 0 , V 1 , · · · . Let T 0 = {η}. Suppose we have defined T 0 , · · · , T n and V 0 , · · · , V n−1 . To define V n , wait for such a time t that for every σ ∈ (T n ) ∩ T [t], there exists a finite, height-homogeneous, q -bushy over σ tree T σ with σ as its stem and a V σ with m(V σ ) < 2 −n /|T n | such that for every τ ∈ (T σ ), (Ψ τ N ) ↓∈ [V σ ] for some N . By Lemma 2.17, such time t must exist. Define
ClearlyT is q -bushy over η and {ρ ∈T : [ρ] ∩ [T ] = ∅} =T ∩ T . Thus (η,T , q , q) is the desired extension of (η,T , p, q) forcing R Ψ .
A DNR h that is of minimal degree
Our goal in this section is to prove the following. Let h ∈ ω ω be an order function such that lim A condition we use in this section is a tuple (η,T , T, p T , q T ) such that (1)T is a strong c.e. tree with η as its stem;
(2) T ⊆T is an infinite tree with no leaf and with η as its stem;
(3) p T , q T are computable functions from ω to Q;
(4) T is p T -bushy over η andT \ T is q T -small over every σ ∈ T .
(5) p T (n) > 1 for all n ≥ |η| and lim n→∞ p T (n) max{q T (n), 1} · |T ∩ ω n | k = ∞ for all k.
We emphasis that there is no complexity restriction on T . A condition (η ,T , T , p T , q T ) extends condition (η,T , T, p T , q T ) iffT ⊆T and T ⊆ T . The requirement is:
A condition (η,T , T, p T , q T ) forces R Ψ iff for every G ∈ [T ], Ψ G satisfies R Ψ . We begin with some notions. LetT be a strong c.e. tree with η as its stem. For a Turing functional Ψ, an n ∈ ω, and a computable function q : ω → Q, let V Ψ,n,q = V ⊆ 2 n : The set {σ ∈T : (Ψ σ n) ↓∈ 2 n \ V } is q-small over η .
Intuitively, V ∈Ṽ Ψ,n,q means that q is a measure of how much tree one needs to prune in order to force Ψ G ∈ [V ] . Some simple observations are:
(1) V ∈ V Ψ,n,k , if and only if, there exists a finite q-big over η set S ⊆T such that for every σ ∈ S, (Ψ σ n) ↓∈ V .
(2) V ∈ V Ψ,n,q if and only if 2 n \ V / ∈Ṽ Ψ,n,q .
Proof. Item (1)(2) follows from definition. For item (3) , note that if S, S ⊆T are q-small, q -small over η respectively, then by Lemma 1.2, S ∪ S is (q + q )-small over η. Thus we are done.
For item (4), by item (1), let S ⊆T be a finite q -big over η set witnessing V ∈ V Ψ,n,q . Let S = {σ ∈ S : (Ψ σ n) ↓ / ∈ V }. Since V ∈Ṽ Ψ,n,q , S is q-small over η. Thus by Lemma 1.2, S \ S is (q − q)-big over η. And clearly for every σ ∈ S \ S, (Ψ σ n) ↓∈ V ∩ V . Note that for this item, it's crucial that for some n, V, V ⊆ 2 n .
For item (5) , note that V / ∈ V Ψ,n,q implies 2 n \ V ∈Ṽ Ψ,n,q . Thus by item (3), V ∩ (2 n \ V ) = V \ V ∈ V Ψ,n,q+q . Item (6)(7) follows from item (4)(3) respectively in a similar fashion.
Suppose T is an infinite subtree ofT with no leaf and with η as its stem. (1) Suppose S is a subset ofT that is q -small over η with p > q , then there exists an infinite subtree T of T with no leaf and with η as its stem such thatT \ T is (q + q )-small over every σ ∈ T , T is (p − q )-bushy over η and [T ] ∩ [S] = ∅. (2) Suppose ∅ ∈Ṽ Ψ,n,q with p > q , then there exists an infinite subtree T of T with no leaf and with η as its stem such thatT \ T is (q + q )-small over every σ ∈ T , T is (p − q )-bushy over η and for every X ∈ [T ], Ψ X is not total.
Proof. For item (1) . Consider the following subtree of T :
It's obvious that [T ] ∩ [S] = ∅. Clearly η ∈ T and for every σ ∈ T , σ admit at least p(|σ|) − q (|σ|) many immediate successor in T . Thus T is (p − q )-bushy over η. Since p > q , we have that T is infinite with no leaf. Note that for every σ ∈ T , less than q (|σ|) many immediate successor of σ in T is contained in T \ T . Therefore T \ T is q -small over each σ ∈ T . Meanwhile,T \ T is q-small over each σ ∈ T . Thus by Lemma 1.2,T \ T is (q + q )-small over each σ ∈ T . Item (2) follows from item (1) by setting S to be {σ ∈T : (Ψ σ n) ↓}.
Our core argument is the following Lemma 3.4 which shows that we can thin a tree by a factor of j to make j many Turing functionals split. LetT i , i < j be strong c.e. trees with η i , i < j as their stem respectively. Fix j many Turing functionals Ψ i , i < j. For any computable function q : ω → Q, let
Suppose eachT i admit an infinite subtree T i such that T i has no leaf,T i \ T i is q i -small over each σ ∈ T i and T i is p-bushy over η i where p, q i are computable function from ω to Q.
Lemma 3.4. Let q, q , q be computable functions from ω to Q such that p > q + q + q . Suppose V * ∈ V i n * ,q , ∅ / ∈Ṽ i n,q +2jq for all i < j, n ∈ ω. Either of the following is true: (1) There exists a sequence of sets V 0 , · · · , V j−1 ⊆ [V * ] with [V i ] , i < j being mutually disjoint such that for every i < j, V i ∈ V i n,q for some n; (2) There exists a i < j, an infinite tree T ⊆ T i with no leaf with η i as its stem such thatT i \ T is (2jq + q + q i )-small over every σ ∈ T , T is (p − 2jq − q )-bushy and a finite (2jq + q + q )-big over η i set S ⊆T i such that for every X ∈ [T ] ∩ [S] , Ψ X i is not total;
(3) There exists a i < j, an infinite tree T ⊆ T i with no leaf with η i as its stem such thatT i \ T is (2jq + q + q + q i )-small over every σ ∈ T , T is (p − 2jq − q − q )-bushy and for every X ∈ [T ], if Ψ X i is total, then Ψ X i is computable.
Proof. We prove by induction on j. For j = 1, V * ∈Ṽ 0 n * ,q , ∅ / ∈Ṽ 0 n * ,q+q implies by Lemma 3.2 item (6) that V * ∈ V 0 n * ,q . Thus the conclusion follows when j = 1. Now assume that conclusion holds for j − 1. For every n > n * , i < j, let V * n = [V * ] ∩ 2 n let W i n,q = {ρ ∈ V * n : {ρ} ∈ V i n,q }. Case 1. For some i < j, n > n * , ∪ i <j W i n,q / ∈Ṽ i n,q+q . Since V * ∈Ṽ i n * ,q , we have V * n ∈Ṽ i n,q for all n > n * . Therefore, the hypothesis of Case 1 implies, by Lemma 3.2 item (6), V * n \ (∪ i <j W i n,q ) ∈ V i n,q . Therefore there exists V 0 ⊆ V * n \ (∪ i <j W i n,q ) that is the minimal (in the sense of subset) among such set V ⊆ V * n \ (∪ i <j W i n,q ) that for someî < j, V ∈ Vî n,q . i.e., there is no V V 0 satisfying V ∈ Vî n,q for someî. We firstly show that V * n \ V 0 ∈Ṽ i n,q +2q for all i < j. Let ρ ∈ V 0 be arbitrary (which clearly exists since V 0 ∈ Vî n,q ) and let i < j. Since ρ /
Thus by Lemma 3.2 item (7), V 0 / ∈ V i n,2q . This implies, by Lemma 3.2 item (5), V * n \ V 0 ∈Ṽ i n,q +2q . Now the conclusion follows by induction where V * , q are reset to be V * n \ V 0 and q + 2q respectively, and j is reduced to j − 1.
Case 2. There exists a i < j such that |W i n,q | is not bounded wrt n. Let B = {i < j : |W i n,q | is not bounded wrt n}. It is clear that for some sufficiently large n, there exists a ρ i ∈ W i n,q for each i ∈ B such that ρ i , i ∈ B are mutually different and ρ i /
for all i / ∈ B. Thus the conclusion follows by induction where j is reduced to j − |B| and V * , q are reset to be V * n \ W , q + |B|q respectively. Case 3. Otherwise. Let W n,q = ∪ i<j W i n,q and W q = ∪ n W n,q . It is clear that W n,q ⊆ [W n−1,q ] . Therefore W q is a tree (in 2 ≥n * ). Moreover, since it is not Case 2, for some u and n > n * , we have |W n,q | = u for all n > n. By compactness, W n,q is c.e., therefore W q is a c.e. tree. Since |W n,q | = u for all n > n, W q is a computable tree and every element in [W q ] is computable.
Fix an i < j. Let S = {σ ∈T i : (Ψ σ i n) ↓ / ∈ W n,q for some n > n}. If S is (q + q + q )-small over η, then by Lemma 3.3, there exists an infinite tree T ⊆ T i with no leaf with η i as its stem such thatT i \ T is (q + q + q + q i )-small over every σ ∈ T , T is (p − q − q − q )-bushy and for every X ∈ [T ], every n > n, (Ψ X i n) ↓→ Ψ X i n ∈ W n,q . Then we are done since for every X ∈ [T ], Ψ X i is total implies Ψ X i ∈ [W q ] and is therefore computable. This means item (3) holds. Suppose this is not the case. By definition of "bigness", there exists a finite subset S of S that is (q +q +q )-big over η. Letn = max{n : for some σ ∈ S, (Ψ σ i n) ↓ / ∈ W n,q }. Since it is not Case 1, Wn ,q ∈Ṽ î n,q+q . By Lemma 3.3, there exists an infinite subtree T of T i with no leaf and with η as its stem such thatT i \ T is (q + q + q i )-small over every σ ∈ T , T is (p − q − q )-bushy and (Ψ σ i n) ↓→ Ψ σ i n ∈ Wn ,q for all σ ∈ T . Thus S, T is the desired pair witnessing conclusion (2) .
Fix a Turing functional Ψ and a condition (η,T , T, p T , q T ). Supposep : ω → Q is such a computable function that lim n→∞ p T (n) max{p(n), 1} · |T ∩ ω n | k = ∞, lim n→∞p (n) max{q T (n), 1} · |T ∩ ω n | k = ∞ and for every n ≥ |η|,
For convenience, we transform Lemma 3.4 into the following:
Lemma 3.5. Either there exists an extension of (η,T , T, p T , q T ) forcing R Ψ , or for any m, any set B = {η i } i<j ⊆ T ∩ ω m , there exists for each i ∈ B a finite height-homogeneous tree T i ⊆T with η i being its stem such that T i is 1 2p -bushy over η i and for every σ ∈ (T i ), there exists an n such that
Proof. Fix a B = {η i } i<j ⊆ T ∩ ω m . If for some i < j, n ∈ ω, ∅ ∈Ṽ i n,2jp , by Lemma 3.3, there exists an infinite subtree T of T i with no leaf and with η i as its stem such thatT i \ T is (q T + 2jp)-small over every σ ∈ T , T is (p T − 2jp)-bushy over η i and for every X ∈ [T ], Ψ X is not total. Note that p T (n) − 2jp(n) > 1 for all n ≥ |η| since p T (n) > 4p(n) · |T ∩ ω n |. Thus (η i ,T i , T , p T − 2jp, q T + 2jp) is the desired extension.
Suppose this is not the case. Apply Lemma 3.4 with Ψ i = Ψ ηi ,T i =T ∩ [η i ] , T i = T ∩ [η i ] , n * = 0, V * = {⊥}, q ≡ 0, q =p, q i = q T , q = q T , we have that one of the three items holds.
If item (1) holds, it means that there exists finite sets S i ⊆T i with each beingp-big over η i respectively such that for every σ ∈ S i , (Ψ σ n) ↓∈ [V i ] for some n. SinceT i \ T i is q T -small over every σ ∈ T i with q T < 1 2p , there exists for each i < j a finite height-homogeneous trees T i ⊆T i with η i as its stem such that T i is 1 2p -bushy and for every σ ∈ (T i ), there exists n such that (Ψ σ n) ↓∈ V i . Clearly such T i , i < j are computable. Thus we are done for this case.
If item (2) holds, it means that for some i < j, there exists an infinite tree T ⊆ T i with no leaf with η i as its stem such thatT i \ T is (2jp + q T )-small over every σ ∈ T , T is (p T − 2jp)-bushy over η i and a finite (2jp + q T )-big over η i set S ⊆T i such that for every Proof. Fix a condition (η,T , T, p T , q T ). Without loss of generality suppose |η| is sufficiently large so that the functionp defined before Lemma 3.5 exists (otherwise extend η to be so). Suppose on the contrary that there is no extension of (η,T , T, p T , q T ) forcing R Ψ . We construct a strong c.e. tree by inductively define a sequence of finite trees T n , n ∈ ω. Let T 0 = T 1 = {η}. Suppose we have defined T 0 , · · · , T n . Let A n = σ ∈ T n : for some m ≤ n, σ ∈ (T m−1 ),
{σ} . For every σ ∈ A n , let S σ = (T n ) ∩ [σ] . Wait for such a time t that there exists a σ ∈ A n a subset B σ = {η i } i<j of S σ with S σ \ B σ being q T -small over every τ ∈ {τ ∈ [σ] : for some i < j, τ η i } such that for every i < j, there exists a finite height-homogeneous tree T i ⊆T ∩ [η i ] with η i as its stem such that T i {η i } is 1 2p -bushy over η i and for every σ ∈ (T i ), there exists an n such that (Ψ σ n) ↓∈ V i . Where [V i ] , i < j are mutually disjoint. By Lemma 3.5 such time t exists. Let T n+1 = T n ∪ (∪ i<j T i ) and declare S σ \ B σ leaves ofT . LetT = ∪ n T n and T = T ∩ {ρ ∈T : [ρ] ∩ [T ] = ∅}. We show that (η,T , T , 1 2p , 2q T ) is the desired extension. It's easy to see that Ψ Y computes Y if Y ∈ [T ] since we have made sure that Ψ split on T . It's also trivial to verify item (1)(2)(3)(5) of definition of condition. By the construction ofT , it's direct that T is 1 2p -bushy over η. Now we verify item (4) of definition of condition. Let D denote the set of nodes that is declared to be leaves ofT . It's easy to see that for every n, every σ ∈ A n , D is q T -small over σ. Fix a τ ∈ T . Note that there must exist an n and a σ ∈ A n such that τ ∈ (T n \ T n−1 ) ∩ [σ] . By our construction, S σ \ B σ is q T -small over τ . Meanwhile, B σ ⊆ A m for some m. Therefore D is q T -small over every η ∈ B σ . Thus D is q T -small over τ . Next we argue that Proof of Theorem 3.1. The initial condition is (⊥, h <ω , T, h 1 −1, 2) where T = {σ ∈ h <ω : σ(n) = Ψ n (n) if Ψ n (n) ↓ for all n ≤ |σ|} and h 1 (n) = h(n + 1). It's easy to verify that (⊥, h <ω , T, h 1 − 1, 2) is indeed a condition.
