In this paper the Two-Stage Knapsack problem with random weights is studied under the aspect of approximability. We assume finite probability distributions for the weights and show that, unless P=NP, the so obtained problem cannot be approximated in polynomial time within a better ratio than K −1/2 (where K is the number of second-stage scenarios). We further study the special cases where in the second stage items can only be added or only be removed, but not both. Positive approximation results are given for three particular cases, namely linearly dependent first-and second-stage rewards, the polynomial scenario model and the case where the number of scenarios is assumed to be a constant. To the best of our knowledge, this is the first study of a two-stage knapsack problem under the aspect of approximability and the first time a non-approximability result has been proven for a stochastic knapsack problem of any kind.
Introduction
The knapsack problem is a widely studied combinatorial optimization problem. Special interest arises from numerous real life applications for example in logistics, network optimization and scheduling. The basic problem consists in choosing a subset out of a given set of items such that the total weight (or size) of the subset does not exceed a given limit (the capacity of the knapsack) and the total reward of the subset is maximized (for a survey on (deterministic) knapsack problems see the book by Kellerer et al. [1] ). However, most real life problems are non-deterministic in the sense that some of the parameters are not (exactly) known at the moment when the decision of which items to choose has to be made. For example, the available capacity might be unknown due to delays in previous jobs or the item rewards might depend on market fluctuations ( [2] , [3] , [4] ). One possibility to model and solve an optimization problem in the presence of uncertainty is to formulate it as a stochastic programming problem. In this paper we study a stochastic knapsack problem where the item weights are random. Several variants of stochastic knapsack problems with random item weights (or sizes) have been studied so far and the interest seems still to increase. Among the publications recently released you can find papers on the simple-recourse knapsack problem ( [5] ), the chance-constrained knapsack problem ( [6] ), knapsack problems with recourse ( [7] ) as well as dynamic settings of the stochastic knapsack problem ( [8] ). The problem studied in this work has a two-stage formulation. Two-stage optimization models (also known as optimization models with recourse) are important tools in decision making with uncertain parameters as in many cases a corrective decision can or even has to be made once the exact parameters are known. Therefore, they have been extensively studied since they were first introduced in the literature by Dantzig in 1955 (see [9] ). For our stochastic knapsack model we assume that in the first stage, while the item weights are still unknown, a pre-decision of which items to include in the knapsack can be made. This decision can be corrected once all the item weights have come to be known. More precisely, items can be removed at a certain cost and/or additional items added, which naturally yields a smaller reward than in the first stage. We call the resulting problem the Two-Stage Knapsack problem with random weights (T SKP ). One can imagine various problems that could be modeled as T SKP s. In fact, this is true for any problem that in its deterministic form can be modeled as a knapsack problem and where one can think of cases where the weights are uncertain and thus a short-term correction of the decision might be needed once the weights are known for certain. For instance, take the example where the beds of a hotel complex or the seats of an airplane have to be filled, without knowing if there might be later cancellations or if an overbooking will lead to an excess of the capacity (see also section 2.1 where the former example will be given more in detail). In logistics one might have to schedule a fleet without knowing the exact sizes of the goods to be transported: If, in the end, there is some spare space, this might be filled with supplementary items on short notice. In case of an overload, a penalty might have to be paid to the un-or not fully served customers. In this study of the T SKP we assume the random weight vector to be discretely distributed, i.e., to only admit a finite number of realizations with non-zero probability. In fact, Kleywegt et al. [10] have shown that a stochastic combinatorial optimization problem can, under some mild assumptions, be approximated to any desired precision by replacing the underlying distribution by a finite random sample. It is well known that in the case of finite weight distributions the T SKP can be equivalently reformulated as a deterministic linear combinatorial programming problem (see e.g. [7] ). However, it has been shown that two-stage problems with discrete distributions on (some of) the parameters are in general #P -hard (even in the case of continuous decision variables, see [11] ). Moreover, the number of constraints and binary decision variables in the deterministic reformulation grows with the number of scenarios and is thus typically very large, or even exponential in the number of items (e.g., if we assume the random weights to be independently distributed). Solving the problem to optimality is thus only possible in very restricted cases. The aim of this paper is therefore to study the T SKP under the aspect of approximability. We show that, unless P = N P, the T SKP cannot be approximated within K + in polynomial time, where K is the number of scenarios and > 0. This is remarkable insofar, as the deterministic knapsack problem admits a very simple 1 2 -approximation algorithm as well as a Fully Polynomial Time Approximation Scheme (F P T AS). To obtain this non-approximability result we first show a key property of the T SKP : The solution to any instance of the T SKP can be obtained by solving an instance of a two-stage knapsack problem where, in the second stage, items can only be added (here called AddT SKP ). The inverse is also true. This leads us to showing the mentioned key result for the T SKP by reducing the well studied multiply-constrained knapsack problem with uniform capacities to the AddT SKP . We also show that the deterministic reformulation of the AddT SKP is in turn a multiply-constrained knapsack problem. Note however that, even if we assume the number of second-stage scenarios to be a constant, the deterministic reformulation of the AddT SKP has a number of constraints that is linear in the number of items and can thus not be assumed to be a constant. To the best of our knowledge, applying any so far published approximation algorithm for the multiply-constrained knapsack problem (or its basic idea) directly to the AddT SKP does not yield a polynomial time algorithm for exactly this reason. Instead, we propose an approximation algorithm with approximation ratio
2 )) where one has to approximately solve both a multiply-constrained knapsack problem and K (normal) knapsack problems. Moreover, we prove simple approximation algorithms for two more special cases of the T SKP (namely linearly dependent first-and second-stage rewards and the polynomial scenario model). In the last decade, several papers have been published that treat the question of approximability of combinatorial two-stage problems. Some of these results are positive in the sense that the stochastic version of the problem is not much harder to solve than its deterministic counterpart ( [12] , [13] ). For other problems, the introduction of stochasticity increases the problem's complexity significantly (see [14] , [15] , [16] , [17] ) which can be due to one of the two following circumstances: In some cases the fact that we have at least two different possible second-stage scenarios is the reason for the increased complexity of the two-stage problem. In these cases the problem reduces to the deterministic counterpart in case the number of second-stage scenarios is 1. The T SKP clearly falls in this category of problems. In other cases the combinatorial structure of the problem changes completely when introducing a second stage. These problems can be characterized by the property that even in the case of only one possible second-stage scenario the problem stays harder to solve or approximate than its deterministic counterpart. For more information on approximation of two-stage optimization problems see the surveys by Swamy and Shmoys [18] , Stougie and van der Vlerk [19] or Immorlica et al. [20] . The T SKP has, for instance, not been studied under the aspect of approximability. Moreover, to the best of our knowledge, we present in this paper the first non-approximability result for a stochastic knapsack problem of any kind. Dean et al. [21] studied a stochastic knapsack problem where the weight of an item is not known until the item is placed in the knapsack. The authors do not make any assumption about the underlying probability distribution of the random parameters. The aim of their work is "to design a solution policy for sequentially inserting items until the capacity is eventually exceeded". They compare non-adaptive with adaptive policies (where in the latter case the choice of which item to insert next is made with respect to the already added items). The authors propose constant-factor approximation algorithms for both the adaptive and non-adaptive case. Their results have been recently improved (see [8] ). Moreover, a new but much related problem has been studied where the knapsacks capacity is allowed to be extended by an arbitrary small amount. While in [21] and [8] items, once they have been inserted cannot be prematurely canceled any more, this is explicitly allowed in the work of Gupta et al. [22] . Moreover, the authors allow the item weights to depend on the item sizes, which, as well, generalizes the earlier work. Their main result is that despite these generalization the problem can still be solved up to a constant approximation factor in polynomial time. The main difference between the stochastic knapsack problem studied in [21] , [8] and [22] and the T SKP is that in the former we seek for an ordering of the items or a policy by which to add the items into the knapsack, while in the latter a feasible solution is a (generally proper) subset of items. The way these problems are addressed are thus quite different. Nonetheless, the authors of [22] develop an interesting idea that might also be of use for designing approximation algorithms for the T SKP and will thus be briefly sketched in the conclusion of this paper. Kleinberg et al. [23] considered a stochastic knapsack problem where the items are independent Bernoulli trials. The studied model is a chanceconstrained optimization problem and the authors present an approximation algorithm whose approximation ratio depends logarithmically on the allowed probability of overflow. The paper also contains an approximation algorithm that finds a (better) near optimal solution for the case where the knapsack capacity is allowed to be perturbed by a small constant . Goel and Indyk [24] extended this work by proposing a Polynomial Time Approximation Scheme (P T AS) 1 for the chance-constrained knapsack problem where the item weights follow a Poisson or Exponential distribution as well as a QuasiPolynomial Time Approximation Scheme for the case of Bernoulli trials. The first ones to present approximation results for the chance-constrained knapsack problem with arbitrary weight distributions are Bhalgat et al. in [8] : They show the existence of a P T AS for the chance-constrained knapsack problem when both the knapsack capacity and the overflow probability are relaxed by a factor (1 + ). Both the type of stochastic knapsack problems studied e.g. in [21] and the chance-constrained knapsack problem differ from the T SKP considered in this paper by the fact that in the T SKP every item has two different rewards: The first-and the second-stage reward. This makes it difficult to apply the main idea of most approximation algorithms for deterministic or stochastic knapsack problems to the T SKP : Sort the items by their ratio of reward and weight (or a similar value) and then insert them following this order. For instance, the authors of [21] use an ordering of the items by the ratio of reward and mean size. The remainder of this paper is organized as follows: In section 2 we give the mathematical formulation of the Two-Stage Knapsack problem considered. In subsection 2.1 one of the examples for an application briefly sketched in this introduction is specified and in subsection 2.2 some properties of the T SKP are discussed. Among others we introduce the abovementioned special variant of the T SKP where items can only be added in the second stage (AddT SKP ). We show that for any instance of the AddT SKP there exists an equivalent instance of the T SKP . In section 3 we present the multiplyconstrained knapsack problem with uniform capacities and show that it is equivalent to the AddT SKP in the sense that any instance of the former can be solved via an instance of the latter and vice versa. Section 4 contains the abovementioned non-approximability result, followed by a study of the special variant of the T SKP where items can only be rejected in the second stage. The approximation algorithms under particular assumptions are given in section 5. In the last section before the conclusion (section 6) the special case of independently discretely distributed weights is discussed.
Mathematical Formulation
We consider a stochastic knapsack problem of the following form: Let a knapsack with fixed weight capacity c > 0 as well as a set of n items be given. Each item has a weight that is not known in the first stage but comes to be known before the second-stage decision has to be made. Therefore, we handle the weights as random variables and assume that the random weight vector χ is discretely distributed with K possible outcomes χ 1 , . . . , χ K . We denote the respective non-zero probabilities of these K scenarios by p 1 , . . . , p K . All weights are assumed to be strictly positive. In the first stage, items can be placed in the knapsack (first-stage items). The corresponding first-stage decision vector is denoted x ∈ {0, 1} n . Placing item i in the knapsack in the first stage results in a reward r i > 0. At the beginning of the second stage, the weights of all items are revealed. Firststage items can now be removed and additional items be added (second-stage items) in order to make the capacity constraint be respected and/or increase the total reward. Note that the set of items available in the second stage is assumed to be a subset of those items that have already been available in the first stage and that no first-stage item can be re-added in the second stage.
In case of the removal of an item i, a penalty d i has to be paid that is naturally strictly greater than the first-stage reward r i . The removal of item i is modeled by the decision variable y − i that is set to 1 if the item is removed and to 0 otherwise. Similarly, we assume that the second-stage reward for this item r i > 0 is strictly smaller than its first-stage reward. If an item is added in the second stage we set the corresponding binary decision variable y + i to 1. The resulting Two-Stage Knapsack problem with discrete weight distributions can be mathematically formulated as follows:
Two-Stage Knapsack problem with discretely distributed weights
In this paper we present approximability and non-approximability results for the T SKP and some special cases. We use the following definitions: Let Π be an optimization problem and let I be an instance of Π. Given an algorithm A for Π, let A(I) denote the objective function value of the solution returned by A on instance I. Also, let OP T (I) denote the optimal solution value for instance I. Definition 2.1. An approximation algorithm for an optimization problem Π is a polynomial-time algorithm that solves near-optimally every instance of Π. An approximation algorithm A of a maximization problem Π has an approximation ratio of r(n) and is called r(n)-approximation algorithm if the following condition holds for all instances I of Π of input size n:
Remark that for a maximization problem
OP T (I) ≤ 1.
Example for an application of the Two-Stage Knapsack problem
As an application consider an (online) travel agency that aims to fill the vacant beds (the deterministic capacity) of a hotel complex. Clients are travel groups whose exact number of travelers (the "weight" of the group) is still unknown at the moment where the decision of which groups to accept has to be made. This randomness can for example be a result of later cancellations. If an upper bound on the sizes of the travel groups is known, the probability space for the weights is discrete and finite. However, the distributions of the group sizes might be dependent. In order to maximize the final occupancy of the beds, the travel agent might allow an overbooking. If, in the end, the number of beds is not sufficient, one or more of the groups need to be relocated in neighboring hotels which leads to a loss of benefit. If beds are left unoccupied, last minute offers at reduced prices might be an option to fill these vacancies. A simple recourse version of this problem with a set of hotel sites has been previously considered in [25] . However, in this formulation it is assumed that in the case of an insufficient number of beds single travelers can be relocated, whereas in the two-stage formulation of the problem whole groups need to be installed in other hotels.
Properties of the T SKP
Property 1:. The T SKP is an N P-hard problem. This follows from the fact that in case of only one scenario in the second-stage the problem reduces to a deterministic knapsack problem (see also Property 3).
Property 2:. The T SKP is a relatively complete recourse problem, i.e., for every feasible first-stage decision there exists a feasible second-stage decision.
Property 3:. Given a first-stage decision and a realization of χ, solving the second-stage problem means solving a deterministic knapsack problem: Let S ⊆ {1, . . . , n} be the index set of the first-stage items, and S := {1, . . . , n}\ S. Let us define a new second-stage decision vector z ∈ {0, 1} n : for i ∈ S z i = 1 indicates that item i is kept in the second stage and for j ∈ S we set z j = 1 if and only if item j is a second-stage item. Then, in scenario k the second-stage problem consists in solving the following problem:
Defining C := − i∈S d i , the objective can be rewritten as
We therefore obtain a knapsack problem with reward d i for the first-stage items (if kept) and reward r j for an added second-stage item.
Property 4:. The T SKP has a deterministic equivalent reformulation as a combinatorial optimization problem with linear objective and constraints: By introducing K copies of both the second-stage decision vector y + and the second-stage decision vector y − (denoted (y + ) k and (y − ) k , k ∈ {1, . . . , K}, respectively) and treating the second-stage constraints for each second-stage scenario separately, one obtains the following reformulation:
Deterministic reformulation of the T SKP
However, the T SK D has n(2K + 1) binary variables and (2n + 1)K constraints. Especially if the weights are independently distributed and if we assume K i possible outcomes for weight χ i , we obtain a total number of
e., the number of scenarios is (generally) exponential in the number of items. So solving the T SK D using common methods for linear programming might already be computationally cumbersome for relatively small K i ≥ 2.
Property 5:. Let AddT SKP denote the variant of the T SKP where, in the second stage, items can only be added. The following proposition shows that this problem is a special case of the general T SKP : Proposition 2.2. For any instance of the AddT SKP there exists an instance of the T SKP with identical optimal solution value and such that an optimal solution of the T SKP instance is optimal solution of the AddT SKP instance, and vice versa.
Remark: Before proving the above proposition, let us remark that the AddT SKP is not a relatively complete recourse problem, as there exist first-stage decisions that make the second-stage problem (in one or more scenarios) infeasible. For these solutions we define the corresponding objective function value to be −∞. Such a solution is thus clearly not optimal as there always exists a solution of an instance of the AddT SKP with objective function value greater or equal than 0. The problem of second-stage infeasibility of the AddT SKP could be arranged by adding K capacity constraints to the first stage.
Proof of Proposition 2.2. Let an instance of the AddT SKP be given. We construct a corresponding instance of the T SKP as follows: The n-dimensional parameter vectors r, r, χ k , the probabilities p k and the capacity c are carried over to the new problem. For all i = 1, . . . , n the penalty d i is set to max k∈{1,...,K} r i p k + 1. Let x * be an optimal solution of the obtained instance of the T SKP and let (y − ) k = (y − ) k (x) be a corresponding optimal second-stage solution for y − in scenario k. Assume that there exists k ∈ {1, . . . , K} and i ∈ {1, . . . , n} such that (y − ) k i = 1 (i.e., item i has been added in the first stage and rejected in scenario k in the second stage). Then, item i contributes at most
to the objective function value. We are thus able to strictly increase the objective function value by setting x i = 0, a contradiction. It follows that for any optimal (first-stage) solution of the constructed T SKP instance all corresponding optimal second-stage solutions are such that (y − ) k i = 0 for all k ∈ {1, . . . , K} and i ∈ {1, . . . , n}. An optimal solution of the constructed T SKP instance is therefore feasible for the corresponding AddT SKP instance, with identical objective function value. As any optimal solution of the AddT SKP is, in turn, feasible for the T SKP instance (with identical objective function value), the proposition is proved.
Property 6:. In the T SK D the knapsack capacity is assumed to be deterministic, i.e., identical in all scenarios. However, the formulation where the capacities are, as well, scenario dependent (with a finite number of outcomes) is in fact equivalent to the T SK D as we could simply multiply the capacity constraint by an appropriate factor in each of the finitely many scenarios. Note that the fact that all outcomes of the capacity are known and that their number is finite is used here. In the case where the knapsack capacity is bounded from above but has an infinite number of possible outcomes, an equivalent reformulation with uniform (deterministic) capacity can still be obtained by introducing an additional item and setting the uniform capacity to a value strictly greater than the capacity's upper bound. The random weight of the additional item is defined as the difference between the newly defined, deterministic capacity and the initial, random capacity. Its outcomes are thus always strictly positive. The reward of the additional item is defined in a way that any optimal first-stage solution must contain this item.
Equivalence of the AddT SKP and the M CKP
The multiply-constrained knapsack problem M CKP (sometimes also called multi-dimensional (vector) knapsack problem) with uniform capacities is generally defined as:
where w j i ≥ 0 and c, r i > 0 for all i ∈ {1, . . . , n}, j ∈ {1, . . . , m}.
Formulation of the AddT SK D as an M CKP
The AddT SK D (i.e., the deterministic equivalent formulation of the AddT SKP ) can be stated as follows:
Problem (1) is clearly a multiply-constrained knapsack problem (with nonuniform capacities) with strictly positive rewards and capacities and nonnegative weights. Multiplying constraints (1b) by c > 0 would turn it in an M CKP . Note that the number of constraints in this reformulation of the AddT SKP depends on n and can thus not be assumed constant. It is therefore not possible to (directly) apply the P T AS for the M CKP (see e.g. [26] ) to this reformulation as its running time depends exponentially on n. In section 5.3 we however propose an approximation algorithm with ratio 1 2 − and running time polynomial in n.
Solving an instance of the M CKP via an instance of the AddT SK D
If we do not allow the rewards to be zero or negative, it is in general not possible to equivalently reformulate the M CKP as an AddT SKP . Nevertheless, it is possible to obtain an optimal solution for an instance of the M CKP by solving an instance of the AddT SKP . This is the subject of the next proposition: Proposition 3.1. Let an instance of the M CKP be given. Then, there exists an instance of the AddT SKP such that any optimal (first-stage) solution of the latter is an optimal solution to the former.
Proof. W.l.o.g. we assume the reward vector r of the given instance of the M CKP to be integer and construct a corresponding instance of the AddT SKP as follows: The knapsack capacity is c. The first-stage reward of item i is r i . There are m second-stage scenarios. The weight of item i in scenario j is set to w where n is the number of available items for the given instance of the M CKP . Let x * be an optimal solution of the constructed instance of the AddT SKP . Let v * be the corresponding solution value. It is easy to see that v * is the reward provided by the items added in the first stage, as the first-stage solution value is always integer and the contribution of adding items in the second stage is at most
which is strictly smaller than 1. Moreover, the vector x * is feasible for the initial instance of the M CKP with objective function value v * as for the AddT SKP any optimal first-stage solution is always second-stage feasible. v * is thus a lower bound on the optimal solution value of the given M CKP instance. Let us assume that there exists a solution x * of the given M CKP instance with objective function value v * > v * . As the optimal solution of the M CKP instance is integer, we especially have v * ≥ v * + 1 > v * . As x * is of course feasible for the constructed instance of the AddT SKP , we have a contradiction. It follows that any optimal first-stage solution of the constructed AddT SKP instance is optimal for the given M CKP instance. Moreover, the optimal solution value of the latter is given by the integer part of the optimal solution value of the former.
Non-approximability results for the T SKP and some special cases
In [27] the authors prove that, for all > 0, the multiply-constrained knapsack problem with non-uniform capacities does not admit a m + -approximation algorithm (where m is the number of constraints) unless P = N P. The authors prove this by a reduction from the maximum clique problem that can be formulated as a multiply-constrained knapsack problem with capacity 1 in each constraint. Their proof is thus directly applicable to the M CKP as well. In their paper the authors use that, for any > 0, the maximum clique problem cannot be approximated in polynomial time within a factor n + (where n is the number of vertices in the considered graph). A newer result however states that it is even N P-hard to approximate the maximum clique problem within a factor n −1+ (see [28] ). It follows, that the multiply-constrained knapsack problem with non-uniform capacities does not admit a m + -approximation algorithm, for any > 0 (unless P = N P). Based on this, we can now show the following: + -approximation algorithm for the T SKP , unless P = N P.
Proof. Due to the N P-hardness of the T SKP the statement is obvious for ≥ 1 2 . So let ∈ (0, 1 2 ) be given. Assume that P = N P and that there exists an algorithm A such that A finds, in polynomial time, a solution to any instance of the T SKP with worst case ratio K + (where K is the number of scenarios in the given T SKP instance).
Let an instance of the M CKP be given. Like in the proof of Proposition 3.1 we assume the rewards to be integer. Then, we multiply the objective function by m 1 2 − such that the m
+ -fraction of any optimal solution of the given M CKP instance becomes integer. As shown in subsection 3 we can find an optimal solution and the solution value of this M CKP instance by solving a corresponding instance of the AddT SKP . Note that the number m of constraints of the M CKP equals the number of second-stage scenarios in the obtained instance of the AddT SKP . The AddT SKP can in turn be equivalently reformulated as an instance of the T SKP . Applying algorithm A to the latter gives us therefore an approximate solution of the constructed instance of the AddT SKP with worst case ratio m + v * is integer. We have: + -approximation algorithm for the AddT SKP , unless P = N P.
As the T SK D defined in this chapter is a special case of the Two-Stage Knapsack problem with scenario dependent capacities, we also have: • Item i is added in the first and kept in the second stage, i.e., x i = 0 and ( y) k i = 1. In this case item i contributes r i to the total reward.
• Item i is added in the first and rejected in the second stage, i.e., x i = ( y) k i = 0. In this case item i contributes −(d i − r i ) to the total reward (in scenario k).
• Item i is not added in the first stage, i.e., x i = 1 and ( y) k i = 0. In this case item i does not contribute at all to the total reward (in any scenario).
Remark that x i = ( y) k i = 1 is not possible.
Based on these observations, the RejT SK D instance can be reformulated as follows:
x ∈ {0, 1} n ,
After removing the constant term in the objective function and multiplying the n · K constraints (2b) by c, we obtain the following multiplyconstrained knapsack problem with nonnegative weights, strictly positive rewards and uniform, strictly positive capacities:
Contrary to the AddT SK D the RejT SK D is even equivalent to the M CKP as any instance of the M CKP can, as well, be equivalently reformulated an instance of the RejT SK D : It is sufficient to set the second-stage penalties high enough, i.e., such that rejecting an item in the second stage is never optimal: Proposition 4.5. Any instance of the M CKP can be equivalently reformulated an instance of the RejT SK D .
Proof. Let an instance of the M CKP be given. We construct an equivalent instance of the RejT SK D having the following parameters: + -approximation algorithm for the RejT SK D , unless P = N P.
Remark: Before finishing this section on the non-approximability of the T SKP , we would like to remark the following: (i) As long as we require the second-stage rewards to be strictly positive, the RejT SK D is not a special case of the T SK D : In general, we cannot reformulate an instance of the RejT SK D as an instance of the T SK D with the same solution value, as this is the case for the AddT SK D . However, by combining the results of this subsection with those of the previous subsections (or by proving it with a proof similar to that of Proposition 3.1) one can show that the optimal solution of an instance of RejT SK D can be obtained by solving a corresponding instance of T SK D .
(ii) Nevertheless, the proof of Theorem 4.1 can be rewritten in the following way: Any instance of the M CKP can be equivalently reformulated as an instance of the RejT SK D . In turn, the solution of an instance of the RejT SK D can be obtained by solving a corresponding instance of the T SK D .
Special-case approximation algorithms
5.1. The T SKP with reward dependent second-stage rewards or penalties Proposition 5.1. Let α ∈ (0, 1) and denote T SKP (α) the variant of the T SKP where r i = α · r i for all i ∈ {1, . . . , n}. Then there exists an approximation algorithm for the T SKP (α) with approximation ratio α.
Proof. Let an instance I = (c, r, r, d, χ 1 , . . . , χ K , p 1 , . . . , p K ) of the T SKP (α) be given. We show that adding no item in the first-stage yields a solution with overall solution value at least α · OP T (I). Let I k (k ∈ {1, . . . , K}) denote the instance of the deterministic knapsack problem having r as reward vector, c as capacity and χ k as weight vector. Let y k be an optimal solution of I k . Then adding no items in the first stage gives a solution for I with overall solution value
i is the optimal solution value of a two-stage knapsack problem with capacity c, weight vectors (χ 1 , . . . , χ K ), probabilities (p 1 , . . . , p K ), reward vector r and second-stage reward vector r = r (the penalty vector can be arbitrary as long as d i > r i for all i = 1, . . . , n). . Then adding no items in the first stage always yields a solution whose solution value is at least an α-fraction of the optimal solution value.
Remark that in case where the first-and second-stage rewards are identical, adding no items in the first stage is even an optimal solution. The case where we only require the second-stage penalties to depend linearly on the first-stage rewards is more complicated. If we assume the secondstage penalties to be equal to the first-stage rewards (i.e., if removing an item does not cost us anything), then an optimal solution would be to add all items in the first-stage. The optimal solution value would be the same as in the case of a T SKP instance where first-and second-stage rewards are identical, i.e.,
i (where y k is the optimal solution vector of the deterministic knapsack problem with same capacity, reward vector r and weight vector as in scenario k of the initial T SKP instance). Due to this observation one might thus think that in case of small enough second-stage penalties this same algorithm would yield a solution with solution value close to the optimum. This is of course true. However, we have the following: Proposition 5.3. For any β > 1 there exists an instance of the T SKP with d i = β · r i for all i = 1, . . . , n such that adding all items in the first stage yields a negative solution value. This is still true if one assumes that in each scenario at least one item fits the capacity.
Proof. Let β > 1 be given. Choose n and a reward vector r such that
where r max = max i=1,...,n r i and r min = min i=1,...,n r i . Assume w.l.o.g. that arg max i=1,...,n r i = n. We have
It follows that adding all items in the first-stage would yield a negative solution value in case all but one item have to be removed in each scenario.
We thus cannot obtain a result of the form "if d i = β · r i for all i = 1, . . . , n, then adding all items in the first stage yields a γ-approximation algorithm" (with, of course, γ > 0).
The T SKP under the assumption of a polynomial scenario model
Here is a simple approximation algorithm with approximation ratio 1 n (denoted by A 1 apx ): For all i = 1, . . . , n let R i denote the maximum expected reward we can obtain for item i within any solution. If χ k i ≤ c for all k = 1, . . . , K, this is certainly r i .
, set x j = 1 and x i = 0 for all i = j, otherwise set x i = 0 for all i = 1, . . . , n. This clearly yields a solution with approximation ratio 1 n . However, in order to determine j in polynomial time, K needs to be polynomial in n. We get: + -approximation algorithm for some > 0. This is, however, what one might expect as due to the reduction from the maximum clique problem, the non-approximability result of Theorem 4.1 only applies "directly" to instances with n 2 ≥ K (as in a graph the number of edges is smaller than the square of the number of vertices).
The
AddT SKP where the number of scenarios is assumed to be a constant
Let K-AddT SKP (K-M CKP ) denote the variant of the AddT SKP (M CKP ) where the number of scenarios (constraints) is fixed to be K. An algorithm with approximation ratio depending on K is the following (denoted algorithm A 2 apx ): First solve the following multiply-constrained knapsack problem using the 1 m+1 -approximation algorithm proposed e.g. in [26] for the K-M CKP . Denote x the obtained solution and R the obtained solution value:
Then, for all k = 1, . . . , K, solve the following knapsack problem with the 2-approximation algorithm for deterministic knapsack problems and denote ( y + ) k the obtained solution: apx is at least max(R , R ). Then, to prove that our algorithm has an approximation ratio of i.e., opt is the reward due to the the first-stage items. As x * is feasible for problem (3), it follows R ≥ opt . Let opt be the expected second-stage reward for the fixed solution, i.e.,
Let furthermore opt k denote the total reward of the items added in scenario k and opt the optimal overall solution value. It follows
which finishes the proof. 
The running time follows from the running time of the P T AS for the K-M CKP proposed in [26] (that is O(n K −K )) and the running time of the F P T AS for the knapsack problem.
Note that the running time of both algorithm A 2 apx as well as the algorithm proposed in the proof of Theorem 5.6 are only polynomial in n if K is a constant. The reason is that both the 1 m+1 -approximation algorithm as well as the P T AS for the K-M CKP proposed in [26] have running time that depend exponentially on K. Furthermore, note that the running time of the algorithm proposed in the proof of Theorem 5.6 depends exponentially on 1 due to the strong N Phardness of the K-M CKP .
The algorithms in this section were inspired by the 1 2 -approximation algorithm for the Two-Stage Matching problem proposed in [16] . However, there is an important difference between this stochastic matching problem variant and the T SKP studied in this paper: While in the former the uncertainties occur in the objective function, they occur in the constraint in the latter. This prevents us from obtaining a better approximation ratio than [29] for the Two-Stage Matching problem: The authors show how by making a slight modification in the algorithm proposed in [16] the approximation ratio can be improved from 1 2 to K 2K−1 . However, this idea does not extend to the T SKP as the solution that is constructed during the modified algorithm might be infeasible in the presence of uncertainty in the constraints.
The special case of independently, discretely distributed weights
In this section we assume that the item weights are independently distributed and that item i has a number K i of possible outcomes. As already pointed out, if K i ≥ 2 (for all items i) the a total number K of scenarios is consequently exponential in the number of items. However, in this special case algorithm A 1 apx is a 1 n -approximation algorithm for the T SKP , as long as the K i are polynomial in the number of items n. Proposition 6.1. Under the assumption that the number K i of outcomes of χ i is polynomial in n (for all i ∈ {1, . . . , n}), algorithm A 1 apx is a 
Conclusion
In this paper we studied the Two-Stage Knapsack problem with random weights (T SKP ) under the aspect of approximability. The studied model allows both removal and adding of items in the second stage, and items can even be exchanged in favor of more reward effective items. We assumed the item weights to be discretely distributed, which allows the reformulation of the problem as a linear combinatorial optimization problem. However, solving the problem exactly is only tractable for a rather small number of second-stage scenarios. We showed that the problem cannot be approximated within a factor K − 1 2 + , unless P = N P (where K is the number of second-stage scenarios and > 0). However, we achieved simple approximation algorithms for the special cases of linearly dependent first-and second-stage rewards, the polynomial scenario model and a fixed number of scenarios. The key to the results presented in this paper is a reduction of the well studied multiply-constrained knapsack problem to the T SKP . While it is easy to see that the deterministic reformulation of the T SKP is a multiplyconstrained knapsack problem where some item rewards are negative, the fact that any instance of the multiply-constrained knapsack problem can be solved via an instance of the T SKP is not that obvious. Future work might first of all consist in studying further variants and special cases of the T SKP that might allow for better approximation ratios such as the variant where item rewards are a fix multiple of the item weights (and thus also random) or the variant with Bernoulli-distributed "on-off" items (see [24] ). The deterministic reformulation of the T SKP has a very special structure known in the literature as "L-shaped". This structure might be used in order to get a tighter non-approximability result or better approximation ratios for the special cases. However, we conjecture that it is hard to approximate the variant of the T SKP where the number of second-stage scenarios is assumed to be a constant at a better approximation ratio than As mentioned in the introduction, the authors of [22] present a very interesting idea that despite being applyied to a problem with a much differnt structure might also give an idea for an approximation algorithm for the T SKP . Similar to the basic idea of the Fully Polynomial Time Approximation algorithm for the (deterministic) knapsack problem (i.e. to work with "truncated" weights), the authors of [22] propose to reduce the set of possible weight distributions to a well defined set of "canonical" weight distributions. Moreover, instead of dividing the items into large and small size items as it is the basis of some famous approximative knapsack algorithms, the authors classify in their algorithm the items by their probability to realize to a small or large size item. The application of one or both paradigms to the T SKP or one of its special variants seems -to us -very much worth looking into.
