Error correction of sequenced reads remains a difficult task, especially in single-cell sequencing projects with extremely non-uniform coverage. While existing error correction tools designed for standard (multi-cell) sequencing data usually come up short in single-cell sequencing projects, algorithms actually used for single-cell error correction have been so far very simplistic.
Background
Single-cell sequencing [1, 2] based on the Multiple Displacement Amplification (MDA) technology [1, 3] allows one to sequence genomes of important uncultivated bacteria that until recently had been viewed as unamenable to genome sequencing. Existing metagenomic approaches (aimed at genes rather than genomes) are clearly limited for studies of such bacteria despite the fact that they represent the majority of species in such important studies as the Human Microbiome Project [4, 5] or discovery of new antibiotics-producing bacteria [6] .
Single-cell sequencing datasets have extremely non-uniform coverage that may vary from ones to thousands along a single genome (Fig. 1) . For many existing error correction tools, most notably Quake [7] , uniform coverage is a prerequisite: in the case of non-uniform coverage they either do not work or produce poor results.
Error correction tools usually attempt to correct the set of k-character substrings of reads called k-mers and then propagate corrections to whole reads which are important to have for many assemblers. Error correction tools often employ a simple idea of discarding rare k-mers, which obviously does not work in the case of non-uniform coverage.
Medvedev et al. [8] recently presented a new approach to error correction for datasets with non-uniform coverage. Their algorithm Hammer makes use of the Hamming graph (hence the name) on k-mers (vertices of the graph correspond to k-mers and edges connect pairs of k-mers with Hamming distance not exceeding a certain threshold). Hammer employs a simple and fast clustering technique based on selecting a central k-mer in each connected component of the Hamming graph. Such central k-mers are assumed to be error-free (i.e., they are assumed to actually appear in the genome), while the other k-mers from connected components are assumed to be erroneous instances of the corresponding central k-mers. However, Hammer may be overly simplistic: in connected components of large diameter or connected components with several k-mers of large multiplicities, it is more reasonable to assume that there are two or more central k-mers (rather than one as in Hammer). Biologically, such connected components may correspond to either (1) repeated regions with similar but not identical genomic sequences (repeats) which would be bundled together by existing error correction tools (including Hammer); or (2) artificially united k-mers from distinct parts of the genome that just happen to be connected by a path in the Hamming graph (characteristic to Hammer).
In this paper, we introduce the BayesHammer error correction tool that does not rely on uniform coverage.
BayesHammer uses the clustering algorithm of Hammer as a first step and then refines the constructed clusters by further subclustering them with a procedure that takes into account reads quality values (e.g., provided by Illumina sequencing machines) and introduces Bayesian (BIC) penalties for extra subclustering parameters. BayesHammer subclustering aims to capture the complex structure of repeats (possibly of varying coverage) in the genome by separating even very similar k-mers that come from different instances of a repeat. BayesHammer also uses a new approach for propagating corrections in k-mers to corrections in the reads. All algorithms in BayesHammer are heavily parallelized whenever possible; as a result, BayesHammer gains a significant speedup with more processing cores available. These features make 0 500 1,000 1,500 2,000 2,500 3,000 3,500 4,000 4,500 BayesHammer a perfect error correction tool for single-cell sequencing.
We remark that Hammer produces only a set of central k-mers but does not correct reads, making it incompatible with most genome assemblers. Quake does correct reads but has severe memory limitations for large k and assumes uniform coverage. In contrast, EULER-SR [9] and Camel [2] correct reads and do not make strong assumptions on coverage (both tools have been used for single-cell assembly projects [2] ) which makes these tools suitable for comparison to BayesHammer. Our benchmarks show that BayesHammer outperforms these tools in both single-cell and standard (multi-cell) modes. We further couple BayesHammer with a recently developed genome assembler SPAdes [10] and demonstrate that assembly of BayesHammercorrected reads significantly improves upon assembly with reads corrected by other tools for the same datasets, while the total running time also improves significantly.
BayesHammer is freely available for download as part of the SPAdes genome assembler at http://bioinf.
spbau.ru/spades/.
Methods

Notation and outline
Let Σ = {A, C, G, T} be the alphabet of nucleotides (BayesHammer discards k-mers with uncertain bases denoted N). A k-mer is an element of Σ k , i.e., a string of k nucleotides. We denote the i th letter ( for each r ∈ R. We assume that q r [i] estimates the probability that there has been an error in position i of read r. Notice that in practice, the fastq file format [11] contains characters that encode probabilities on a logarithmic scale (in particular, products of probabilities used below correspond to sums of actual quality values).
Below we give an overview of BayesHammer workflow ( Fig. 2 ) and refer to subsequent sections for further details. On
Step (1), k-mers in the reads are counted, producing a triple statistics(x) = (count x , quality x , error x ) for each k-mer x. Here, count x is the number of times x appears as a substring in the reads, quality x is its total quality expressed as a probability of sequencing error in x, and error x is a k-dimensional vector that contains products of error probabilities (sums of quality values) for individual nucleotides of x across all its occurrences in the reads. On
Step (2), we find connected components of the Hamming graph constructed from this set of k-mers. On
Step (3), the connected components become subject to Bayesian subclustering; as a result, for each k-mer we know the center of its subcluster. On
Step (4), we filter subcluster centers according to their total quality and form a set of solid k-mers which is then iteratively expanded on
Step (5) by mapping them back to the reads.
Step (6) deals with reads correction by counting the majority vote of solid k-mers in each read. In the iterative version, if there has been a substantial amount of changes in the reads, we run the next iteration of error correction; otherwise, output the corrected reads.
Below we describe specific algorithms employed in the BayesHammer pipeline.
Algorithms
Step (1): computing k-mer statistics.
To collect k-mer statistics, we use a straightforward hash map approach [12] that does not require storing instances of all k-mers in memory (as excessive amount of RAM might be needed otherwise). For a certain positive integer N (the number of auxiliary files), we use a hash function h :
over the alphabet Σ to integers from 0 to N − 1.
Algorithm 1 Count k-mers
for each k-mer x from the reads R: do compute h(x) and write x to File h(x) .
for i ∈ [0, N − 1]: do sort File i with respect to the lexicographic order; reading File i sequentially, compute statistics(s) for each k-mer s from File i .
Step (2): Constructing connected components of Hamming graph.
Step (2) is the essence of the Hammer approach [8] . The Hamming distance between k-mers x,y ∈ Σ k is the number of nucleotides in which they differ:
For a set of k-mers X, the Hamming graph HG τ (X) is an undirected graph with the set of vertices X and edges corresponding to pairs of k-mers from X with Hamming distance at most τ, i.e., x, y ∈ X are connected by an edge in HG τ (X) iff d(x, y) ≤ τ (Fig. 3) . To construct HG τ (X) efficiently, we notice that if two k-mers are at
Hamming distance at most τ, and we partition the set of indices [0, k − 1] into τ + 1 parts, then at least one part corresponds to the same subsequence in both k-mers. Below we assume with little loss of generality that τ + 1 divides k, i.e., k = σ · (τ + 1) for some integer σ.
For a subset of indices I ⊆ [0, k − 1], we define a partial lexicographic ordering ≺ I as follows: x ≺ I y iff Algorithm 2 Hamming graph processing procedure HGProcess(X, max quadratic) Init components with singletons X = {{x} :
) for s = 0, . . . , τ do sort a copy of X with respect to ≺ I s , getting X s . for s = 0, . . . , τ do output the set of equiv. blocks {Y} w.r.t.
, where ≺ is the lexicographic ordering on Σ * . Similarly, we define a partial equality = I such that 
while the second corresponds to strided subsets of indices:
BayesHammer uses a two-step procedure, first splitting with respect to {I cnt s } τ s=0
( Fig. 4) . On the block processing step, we use the disjoint set data structure [12] to maintain the set of connected components.
Step (2) is summarized in Algorithm 2. Step (3): Bayesian subclustering.
In Hammer's generative model [8] , it is assumed that errors in each position of a k-mer are independent and occur with the same probability , which is a fixed global parameter (Hammer used = 0.01). Thus, the likelihood that a k-mer x was generated from a k-mer y under Hammer's model equals
Under this model, the maximum likelihood center of a cluster is simply its consensus string [8] .
In BayesHammer, we further elaborate upon Hammer's model. Instead of a fixed , we use reads quality values that approximate probabilities q x [i] of a nucleotide at position i in the k-mer x being erroneous. We combine quality values from identical k-mers in the reads: for a multiset of k-mers X that agree on the j th nucleotide, it is erroneous with probability x∈X q x [ j].
The likelihood that a k-mer x has been generated from another k-mer c (under the independent errors assumption) is given by
and the likelihood of a specific subclustering
where c i is the center (consensus string) of the subcluster C i .
In the subclustering procedure (see Algorithm 3), we sequentially subcluster each connected component of the Hamming graph into more and more clusters with the classical k-means clustering algorithm (denoted m-means since k has different meaning). For the objective function, we use the likelihood as above penalized for overfitting with the Bayesian information criterion (BIC) [13] . In this case, there are |C| observations in the dataset, and the total number of parameters is 3km + m − 1:
Algorithm 3
Bayesian subclustering for all connected components C of the Hamming graph do m := 1 1 := 2 log L 1 (C) (likelihood of the cluster generated by the consensus) repeat m := m + 1 do m-means clustering of C = C 1 ∪ . . . ∪ C m w.r.t. the Hamming distance; the initial approximation to the centers is given by k-mers that have the least error probability
• m − 1 for probabilities of subclusters,
• km for cluster centers, and
• 2km for error probabilities in each letter: there are 3 possible errors for each letter, and the probabilities should sum up to one. Here error probabilities are conditioned on the fact that an error has occurred (alternatively, we could consider the entire distribution, including the correct letter, and get 3km parameters for probabilities but then there would be no need to specify cluster centers, so the total number is the same).
Therefore, the resulting objective function is
for subclustering into m clusters; we stop as soon as m ceases to increase. (5): selecting solid k-mers and expanding the set of solid k-mers.
Steps (4) and
We define the quality of a k-mer x as the probability that it is error-free:
. The k-mer qualities are computed on Step (1) along with computing k-mer statistics. Next, we (generously) define the quality of a cluster C as the probability that at least one k-mer in C is correct:
In contrast to Hammer, we do not distinguish whether the cluster is a singleton (i.e., |C| = 1); there may be plenty of superfluous clusters with several k-mers obtained by chance (actually, it is more likely to obtain a cluster of several k-mers by chance than a singleton of the same total multiplicity).
Initially we mark as solid the centers of the clusters whose total quality exceeds a predefined threshold (a global parameter for BayesHammer, set to be rather strict). Then we expand the set of solid k-mers Algorithm 4 Solid k-mers expansion procedure IterativeExpansion(R, X) while ExpansionStep(R, X) do function ExpansionStep(R, X) for all reads r ∈ R do if r is completely covered by solid k-mers then mark all k-mers in r as solid Return true if X has increased and false otherwise. 
let x be the center of C if x ∈ X (r belongs to a cluster with solid center) then for j
iteratively: if a read is completely covered by solid k-mers we conclude that it actually comes from the genome and mark all other k-mers in this read as solid, too (Algorithm 4).
Step (6): reads correction.
After Steps (1)- (5), we have constructed the set of solid k-mers that are presumably error-free. To construct corrected reads from the set of solid k-mers, for each base of every read, we compute the consensus of all solid k-mers and solid centers of clusters of all non-solid k-mers covering this base (Fig. 5 ). This step is formally described as Algorithm 5.
Results and discussion
Datasets
In our experiments, we used three datasets from [2] : a single-cell E. coli, a single-cell S. aureus, and a standard (multicell) E. coli dataset. Paired-end libraries were generated by an Illumina Genome Analyzer
IIx from MDA-amplified single-cell DNA and from multicell genomic DNA prepared from cultured E. coli , ACGTGTGATGCATGATCG   ACGTGTGATGC  CGTGTGATGCA  GTGTGATGCAT  TGTGATGCATG  GTGATGCATGA  TGATGCATGAT  GATGCATGATC  ATGCATGATCG   ACGTGTGATGCATGATCG   ACGTGTGATGC  CGTGAGATGCA  GTGAGATGCAT  TGTGATGCATG  GTGATGCATGA AGATGCATGAT GATGCATGATC ATGCATGATCG ACGTGAGATGCATGATCG Figure 5 : Reads correction. Grey k-mers indicate non-solid k-mers. Red k-mers are the centers of the corresponding clusters (two grey k-mers striked through on the right are non-solid singletons). As a result, one nucleotide is changed.
respectively These datasets consist of 100bp paired-end reads with insert size 220; both E. coli datasets have average coverage ≈ 600×, although the coverage is highly non-uniform in the single-cell case.
In all experiments, BayesHammer used k = 21 (we observed no improvements for higher values of k).
k-mer counts Table 1 shows error correction statistics produced by different tools on all three datasets. For a comparison with Hammer, we have emulated Hammer with read correction by turning off Bayesian subclustering (HammerExpanded in the table) and both Bayesian subclustering and read expansion, another new idea of BayesHammer (HammerNoExpansion in the table). Note that despite its more complex processing, BayesHammer is significantly faster than other error correction tools (except, of course, for Hammer which is a strict subset of BayesHammer processing in our experiments and is run on BayesHammer code). BayesHammer also produces, in the single-cell case, a much smaller set of k-mers in the resulting reads which leads to smaller de Bruijn graphs and thus reduces the total assembly running time. Since BayesHammer trims only bad quality bases and does not, like Quake, trim bases that it has not been able to correct (it has been proven detrimental for single-cell assembly in our experiments), it does produce a much larger set of k-mers than Quake on a multi-cell dataset. Table 1 : k-mer statistics.
importantly, assembly results. Tables 2 and 3 shows assembly results by the recently developed SPAdes assembler [10] ; SPAdes was designed specifically for single-cell assembly, but has by now demonstrated state-of-the-art results on multi-cell datasets as well.
Assembly results
In the tables, N50 is such length that contigs of that length or longer comprise ≥ 1 2 of the assembly; NG50 is a metric similar to N50 but only taking into account contigs comprising (and aligning to) the reference genome; NA50 is a metric similar to N50 after breaking up misassembled contigs by their misassemblies.
NGx and NAx metrics have a more direct relevance to assembly quality than regular Nx metrics; our result tables have been produced by the recently developed tool QUAST [14] .
All assemblies have been done with SPAdes. The results show that after BayesHammer correction, assembly results improve significantly, especially in the single-cell E. coli case; it is especially interesting to note that even in the multi-cell case, where BayesHammer loses to Quake by k-mer statistics, assembly results actually improve over assemblies produced from Quake-corrected reads (including genome coverage and 
Conclusions
Single-cell sequencing presents novel challenges to error correction tools. In contrast to multi-cell datasets, for single-cell datasets, there is no pretty distribution of k-mer multiplicities; one therefore has to work with kmers on a one-by-one basis, considering each cluster of k-mers separately. In this work, we further developed the ideas of Hammer from a Bayesian clustering perspective and presented a new tool BayesHammer that makes them practical and yields significant improvements over existing error correction tools.
There is further work to be done to make our underlying models closer to real life; for instance, one could learn a non-uniform distribution of single nucleotide errors and plug it in our likelihood formulas. Another natural improvement would be to try and rid the results of contamination by either human or some other DNA material; we observed significant human DNA contamination in our single-cell dataset, so weeding 
