we outline below. This implies an interdependence between adolescents' decisions resembling the strategic structure of a coordination game. We assume that the outcome of this "game" determines the utility that a student derives from each of his friendship relations. The outcome of the game, in turn, depends on the behavioral choices of both students involved in a friendship relation. The game is shown in Figure 1 , in general form and with numerical payoffs (only the relative values of the payoffs matter). In a friendship network, students play this game with multiple friends simultaneously. For ease of exposition, however, we first discuss the two-player setup and afterwards generalize this to a network setting.
Each player in the game has two options: either to drink or not to drink alcohol. This game is a coordination game because it has two Nash equilibria in which both players choose the same action. Thus, the players prefer to play the same action as their interaction partner, reflecting the basic idea that adolescents face a pressure for conformity in their behavior.
There are several reasons why such a peer influence might exist. First, there may be some intrinsic reason why an activity brings more utility if it is coordinated with others. A trivial example is games: playing ball is more fun if you can coordinate with someone to play with you. Similarly, drinking alcohol is most likely a social behavior, in the sense that the utility of use is higher if it is shared with someone else. A second incentive for coordination is imitation. During adolescence, people go through important changes, and consequently face many uncertainties. As a result, adolescents may look at their peers as a reference to help them determine which behavior is appropriate (Marsden and Friedkin, 1993) . Third, there may be norms among groups of adolescents that promote conformity in general, also in the area of substance use (Sherif and Sherif, 1964) . These three distinct pressures all lead to incentives for adolescents to coordinate their behavior. In the coordination game in Figure 1 , this is represented by the fact that the payoffs for both players are higher when they choose the same action than when they choose different actions (i.e., a > b and d > c).
The preference to coordinate does not imply that students are necessarily indifferent between using alcohol or not. In the structure of the game, we assume that students prefer abstinence to using alcohol, given that they coordinate their behavior. In Figure 1 , this is reflected by the fact that d > a. This reflects the assumption that the disadvantages of using alcohol in terms of the financial costs, long-term health risks, and possible sanctions by parents and teachers are higher than the short-term gains.
Another feature of this game is that the "punishment" for failure of coordination differs between the actions. In our numerical example, if Player 1 chooses to drink and Player 2 chooses not to drink, the payoff of Player 1 is 8 while the payoff of Player 2 is 0. In other words, in a situation where one drinks and the other does not, this is worse for the one who does not drink. This assumption signifies that the use of alcohol has a number of effects on social behavior that have a negative impact on especially the social environment of the user, rather than on the user herself. For instance, drinking can lead to inflation of the ego, increased risk-taking, or downright aggression (Steele and Josephs, 1990) . In situations where some use alcohol and others don't, such behaviors can have negative consequences especially for the non-users. In this sense, we can say that abstinence involves a higher risk on a lower payoff, such that the equilibrium in which both players drink can be classified in game-theoretic terms as a risk-dominant equilibrium (Harsanyi and Selten, 1988) . In Figure 1 The game in Figure 1 provides a simple model for two actors in a friendship relation, deciding whether or not to drink. In reality, such choices take place in friendship networks, in which students maintain relations with several friends. We can extend our two-player model to a network model by assuming that every player plays with several interaction partners simultaneously. Each player can choose one action against all interaction partners (i.e., either consume alcohol or not), and receive the payoff as in Figure 1 from every interaction. Thus, students receive utility from every friendship relation separately, but must also adjust their behavior to several friends simultaneously.
A crucial assumption of this model is that actors cannot differentiate their behavior between different interaction partners: a student cannot choose to drink with one friend and not with the other. The rationale for this assumption is the idea that by choosing to drink in some situations, students make a general decision to "be a drinker," and thereby influence all their relations. Obviously, this is a simplification. In reality, it is very well conceivable that students behave differently with one friend than with the other. However, such differentiation is likely to be more costly in terms of effort than the situation in which one can simply use one mode of behavior. By considering alcohol use as an individual attribute rather than as relational choice, we also conform to the standard in the literature (e.g., Graham et al., 1991; Kirke, 2004; Bot et al., 2005) , in which substance use is typically analyzed as an individual characteristic and not as a relational attribute.
In order to include selection, we assume that actors can choose with whom to interact.
We assume that the coordination game is played repeatedly, and that in every iteration of the game, actors can choose both their behavior in the game, and with whom to play. When updating their behavior or their network links, actors choose the optimal response to what their interaction partners did in the previous interaction. Figure 2 illustrates this process.
Actor i plays the coordination game with her two "neighbors" j and k. Actors i and j play one type of behavior, while k and l play the other type of behavior. At the same time, i and l have the opportunity to form a new link. We assume that maintaining social relations costs time and effort, such that every actor has to pay some cost for every link she maintains. The link between i and l is only formed if the expected benefits will outweigh the costs for both i and l. derive specific hypotheses to be tested in the context of alcohol use. We first discuss how such a model could contribute to understanding influence and selection processes in comparison to earlier approaches.
Approaches to the study of selection and influence
Disentangling the simultaneous effects of influence and selection has been the focus of considerable research effort in the past decade. The basic problem was already recognized by Cohen (1977) and Kandel (1978) , who noted that the effect of influence is likely to be overestimated if selection effects are ignored (the reverse also holds). A major breakthrough in the study of influence and selection was achieved by the introduction of actor-oriented, simulation-driven statistical models for longitudinal network data, implemented in the SIENA software (Snijders, 2001 ). In brief, this method works as follows: Given a set of subsequent observations of a social network, these panel data are considered to constitute "snapshots" of an underlying dynamic process. It is assumed that this process is driven by actors trying to optimize an objective function (roughly, a random utility function), both with regard to their own network position and with regard to their own behavior. The aim of the method is to estimate the components of this objective function based on the observed "snapshots" of this process. This is achieved by simulating the underlying process, and optimizing the fit between the simulated process and the observations based on maximum likelihood criteria. The effects of influence and selection can be identified as separate coefficients in the estimated objective function. Detailed expositions of the SIENA method can be found in Snijders (2006) and Snijders et al. (2007) . Examples of applications of the method studying co-evolution of behavior and networks can be found in Steglich et al. (2006) , Light and Dishion (2007) , and Knecht (2008) , among others.
Using the data we also analyze in this paper, Knecht (2008) applied SIENA to study the coevolution of friendship networks and alcohol use to disentangle influence and selection effects.
The results showed a clear selection effect (adolescents select friends based on similarity in drinking behavior), but provided only weak evidence for social influence.
In this paper, we take a somewhat different approach. We first use the coordination model to derive predictions about the relation between the initial state of a group (in this application, a school class) in terms of network structure and behavior and aggregate behavior at a later stage. We compute aggregate statistics on the groups in our data to create a dataset of groups, each observed at two different time-points. We then test statistically whether the groups in the data developed in the way that was predicted by the model.
To explain how this approach compares to SIENA, we highlight the most important differences and similarities. First and foremost, our method tests predictions at the macrolevel (that is, at the level of a whole network), while SIENA tests predictions at the individual level (namely, hypotheses about components of the utility function). In a sense, we can say that SIENA tests hypotheses on how the process works at the microlevel, while we test hypotheses on the outcomes at the macrolevel, assuming a specific theory on how the process works at the microlevel. We explicitly use initial states of the co-evolution process to predict outcomes, while SIENA merely conditions its simulations on the initial states. In this sense, the approaches are complementary. In the treatment of the data, the main difference is that we use only aggregate measures of network structure and behavior to test our predictions, while SIENA needs individual-level information.
A second difference between our approach and the SIENA approach is that rather than estimating properties of the network dynamics from the data, we assume a very explicit model of network formation and co-evolution. That is, we specify in detail the precise strategic 6 nature of the interaction by means of the coordination game. In this respect, our model is more detailed in the specification of actors' incentives than SIENA. Similarly, we do not estimate the rate at which network changes can occur (the rate function in SIENA terminology), but instead make specific assumptions on this rate (in Buskens et al., 2008, we show that outcomes are robust under different assumptions on the speed of network dynamics).
Besides differences, there are also a number of similarities between our analysis and a typical SIENA analysis. First, and most importantly, both methods assume the possibility of an underlying co-evolution process in which both individual characteristics and the network change. Second, both methods rely on simulation to handle the complexity implied by a co-evolution process. Third, both methods assume that changes take place in "microsteps":
only one link, or one actor's behavior, changes at a time.
By testing macrolevel hypotheses, we avoid two disadvantages of SIENA. The first problem concerns the theoretical interpretation of SIENA results; the second (related) problem concerns data requirements. Consider a co-evolution process based on coordination in a dynamic network. Suppose that, at some point, the network has reached a stable state in terms of behavior: no actor can improve her utility by changing her behavior, but some can improve their utility by changing ties. We observe the network for a few more "snapshots," in which very little change in behavior is observed (because it is already in, or close to, a stable state), but some tie changes are observed. SIENA results on these observations would probably indicate that there is no influence going on, but only selection. The theoretical implication of this would be that only selection plays a role in the considerations of the actors, even though stability in behavior is implied by a coordination game. In other words, social influence can only be identified as change, although theoretically, social influence could also be expressed by stability. The second problem is related to the first. Estimating effects of selection and influence in a SIENA model requires that enough changes in both the network and behavior are observed in the data. If an observed network is close to stability on one of the dimensions, this may lead to estimation problems in SIENA, forcing the analyst to drop these observations from the data (cf. Knecht, 2008 , who can analyze only 78 out of 120 school classes).
The alternative approach we use here suffers less from these issues. Because our approach relies on examining outcomes of an underlying co-evolution process, it circumvents the problem of the interpretation of results that we identified above. Even if, in a given network, only relational changes are observed, our model still provides predictions that follow a model that assumes both selection and influence. Thus, also networks that are observed in a stable state can be compared with the predictions, because the theoretical model predicts what stable states should look like. As a result, also networks that are relatively stable contribute to the test of the hypotheses, while they would lead to estimation problems in SIENA. In the following, we apply our model to predict properties of stable states from initial conditions in terms of behavior and network structure. Results on this relation between initial conditions and outcomes can be used to identify selection-and influence effects. As we will show in the analysis, we find evidence that the emerging distribution of alcohol use is influenced by the initial network structure. We argue that this is a strong indication for the existence of influence: if the process would be driven only by selection, the network should only adapt to the distribution of behavior, and not vice versa. In principle, this logic could also be applied to identify selection effects: in that case, the model would predict an effect of the initial distribution of behavior on the emerging network structure. In this paper, however, we restrict the analysis to emerging behavior as the dependent variable because we are mainly interested in explaining differences in alcohol use.
Because our model predicts properties of stable states, our method does not require that enough changes in ties and behavior are observed in each network to make estimation possible.
As a result, we are able to use a larger share of the available data to test our hypotheses.
However, our approach does require that enough variation in initial conditions and outcomes is present in the data. In this study we meet this demand by using data on a large number of groups. Another disadvantage of our approach is that we cannot directly test hypotheses on individual decision processes, as is possible with SIENA.
Although our theoretical model takes into account that behavior and the network coevolve, it provides the most informative predictions on the emerging distribution of behavior, and less in terms of the emerging network. The analyses in Buskens et al. (2008) show that the emerging network is almost perfectly determined by the emerging distribution of behavior:
actors maintain only links with other actors with the same behavior. These predictions can be tested on the individual level, and therefore an empirical analysis of network formation based on our model would not provide addition insight as compared to a SIENA analysis.
Moreover, from a substantive point of view, we are mainly interested in explaining differences in alcohol use, and less in explaining network structures.
Predictions
The theoretical model outlined above describes a dynamic process in which the network and behavior co-evolve. It can be shown analytically that this process may converge to a large variety of stable states (Jackson and Watts, 2002; Berninghaus and Vogt, 2006; Buskens et al., 2008) . Thus, by itself, this model does not yet provide precise predictions on which stable states will occur. To obtain more informative predictions on which stable states are more likely to occur than others, one can use computer simulations. Buskens et al. (2008) 8 ran extensive computer simulations of the same model as we use here. The simulations resulted in a large dataset of initial conditions and resulting outcomes. This dataset was subsequently analyzed using conventional regression analysis methods, yielding predictions on how outcomes in terms of aggregate behavior depend on initial conditions, in terms of the initial distribution of behavior and the initial network structure.
We use these results to derive specific hypotheses on development of alcohol use among adolescents in school classes. To connect the simulation model with our empirical setting,
we need to make a number of assumptions. We assume that alcohol use is for adolescents essentially a coordination game, as explained above: adolescents have incentives to display the same behavior as those they interact with; jointly using alcohol has (ceteris paribus) a lower utility than abstinence; and the risk involved in unilaterally using alcohol is lower than the risk of not unilateral abstinence. The network is the friendship network between adolescents in a school class. The underlying assumption is that the group of classmates constitutes a salient interaction context for adolescents. Because they spend a considerable share of their time at school among peers, we expect that they adjust their behavior to interaction partners from this group. This implies that we also assume that adolescents are not influenced by relations they might have outside their class. Admittedly, this is probably an unrealistic simplification of the situation. However, there is evidence that the students have most of their friendships and also their most important friendships in school classes (Knecht and Friemel, 2008) .
We observe school classes at four different points in time. Applying our model, we aim to predict the behavior in the last observed period from the first observed period. Accordingly, all hypotheses are formulated in terms of effects of properties of a group (school class) at t 1 on properties of the group at t 4 . A key group-level property at t 1 is the initial distribution of the propensities to choose alcohol use or abstinence. This propensity determines the likelihood that a student will use alcohol in the first "round of the game." The distribution of propensities determines only how the process starts; in subsequent time points, actions are exclusively the result of interaction in the coordination game.
As to effects of the initial network structure, we focus on the effects of network density and network centralization. In the simulation analyses by Buskens et al. (2008) , these measures proved to have the largest effects on emerging behavior. Density refers to the extent to proportion of ties resent in the network, given the number of members of the network.
Centralization is the extent to which ties are concentrated with relatively few individuals, rather than distributed uniformly among the network members (Snijders, 1981) .
The first hypothesis serves as a "baseline" hypothesis, and relates the initial propensity to use alcohol to the resulting behavior at the end of the process:
Hypothesis 1. The higher the average propensity to use alcohol in a class at t 1 , the higher the proportion using alcohol at t 4 .
The next two hypotheses concern effects of the initial density of the network. Buskens et al. (2008) report that a higher initial density leads to a higher proportion of actors choosing the risk-dominant action, when starting from a situation in which the initial propensity is 50%. The intuition is that because the risk-dominant action is a stronger "attractor" (Young, 1998) , more interaction at the start of the process (i.e., a higher density) leads more easily to convergence to the risk-dominant equilibrium. However, when the initial propensity is skewed, a higher initial density favors the action towards which the process already tended from the start.
This implies a hypothesis on a main effect of initial network density, and a hypothesis on an interaction effect between initial density and the initial propensity to use alcohol.
Hypothesis 2. The higher the density of the network in a class with an equal distribution of initial propensity to use alcohol at t 1 , the higher the proportion of students using alcohol at
Hypothesis 3. The higher the density of the network in a class at t 1 , the stronger the effect of the proportion of students using alcohol at t 1 on alcohol use at t 4 .
We expect similar effects of centralization of the initial network as for density, but in the opposite direction:
Hypothesis 4. The higher the centralization of the network in a class class with an equal distribution of initial propensity to use alcohol at t 1 , the lower the proportion of students using alcohol at t 4 .
Hypothesis 5. The higher the centralization of the network in a class at t 1 , the weaker the effect of the propensity to use alcohol at t 1 on alcohol use at t 4 .
These two hypotheses signify that centralization of the network helps to counter the forces of the initial distribution of behavior and risk dominance. If the network is initially more centralized, there are actors in the network having relatively many interactions. Those actors are more influential, and if those actors happen to choose the risk-dominated behavior (i.e., not drinking), they are more likely to pull the rest of the network in this direction. Thereby, it is easier to "escape" from the "pull" of the risk-dominant behavior if the network is more centralized initially.
Data

Data collection
The data for this study were collected in a longitudinal survey project on 14 Dutch secondary schools, conducted in 2003 and 2004 (Knecht, 2006) . From each school, all first-year classes were selected (between 5 and 14 classes per school, with an average of 9), and in each of these classes, all students were surveyed at regular intervals using written questionnaires. The first measurement took place shortly after the students entered the secondary school from primary education. The students were then surveyed again after three months, for a third time after another three months, and for a fourth and last time after another three months, resulting in a total of four waves. In total, 120 classes participated in all four waves. The survey included questions on personal characteristics of students, on various types of behavior (including alcohol use) and opinions, and various network measures.
The questionnaires were administered at school, with the students from each class together in a classroom. A researcher or research assistant was present at each session. Because the survey sessions were held during normal school hours, it could happen that not all students of one class were present. Moreover, some students may have joined a class between the moments of observation. Because of this, the number of students per class in the data may slightly differ between the different waves.
Variables and measures
Individual level measures
Personal networks Social relations in classes were measured using various name generators. In each wave, students were asked to name their best friends in class, the classmates with whom they spent leisure time, and those with whom they discussed personal matters.
For each of these questions, they were allowed to name up to twelve classmates, using a list of codes for all classmates provided with the questionnaire. The maximum of twelve nominations was used only very rarely (up to 2% of the observations for any of the network measures), which indicates that this maximum was not a limitation on the measurement of nominations.
On the basis of these individual level measures, we construct networks at the class level.
To verify that the results do not depend too much on the specific construction method, we use two different methods and report results using both methods.
For the first method, we combine measurements on three different name generators to identify interactions. We use nominations of "best friends," spending leisure time together and discussing personal matters. We require that, taken together, nominations on the three variables are reciprocated. Thus, we assume that two students interact if they nominate each other, each on at least one of the three variables. This method takes into account that interpretations of friendly relations may differ between students: while student i might consider student j as one of her best friends, j might nominate i merely as someone with whom she discusses personal matters. As we are only interested in the extent to which students interact, we think that such mutual nominations, even though the interpretations of the relation slightly differ, can be interpreted as mutual interactions.
For the second method, we use only nominations from one name generator of best friends (as is most common in the network literature), and assume that if one student nominates another, the two interact. That is, we do not require that nominations are reciprocated, and we interpret every directed tie as a symmetric relation. Bilateral nominations are treated the same as unilateral nominations.
Both methods result, at the aggregate level, in a non-directed network in which all ties are bilateral. This is required to adequately test the predictions form our model, which explicitly assumes that adolescents have incentives to coordinate their behavior if they interact. By definition, interaction is non-directed, which implies a non-directed network.
Alcohol use The use of alcohol by the students was measured in different ways in the different waves of data collection. In the first wave, students were asked how often they used alcohol in the preceding three months. Answers could be given on a five-point scale: "never,"
"once," "2 to 4 times," "5 to 10 times," and "more than 10 times." In waves 2, 3, and 4, students were asked how often they had used alcohol in the preceding three months with friends, with the same answer categories as in the first wave. Thus, the measurement differs between the first wave and the other three waves in that the question of the first wave does not ask specifically about drinking with friends, but rather about drinking in general.
For this reason, Knecht (2008) , who analyzes the same dataset, can use only the last three waves. Here we take the difference to be an advantage. In the context of our model, the measure in waves 2 to 4 represents alcohol use as far as it happens in a context of interaction with friends. This fits well in our theoretical framework, in which we assumed that alcohol use is a choice in a game of social interaction. 1 The measure used in wave 1, in contrast, we interpret as an indicator for the individual propensity to use alcohol before the influence/selection process that takes place among the students within one class starts.
This corresponds with initial alcohol use at t 1 in our theoretical model. We feel that this is appropriate because the data collection in the first wave took place shortly after the start of the first year in secondary school. Thus, the three months mentioned in the question would refer for the largest part to the period just before the students entered secondary school, before they were influenced by the friendship network in their class. For this reason, it is not problematic that the measure of the first wave does not measure alcohol use with friends only.
Interpreting the measures in this way has the advantage that the complete time span between the four waves of data collection can be used in the analysis. The disadvantage is that the measure of wave 1 cannot be directly compared with the measures in the later waves.
We can, however, use the measure of wave 1 as a predictor of alcohol use as measured in the later waves in a multivariate analysis (as we explain below).
Network level measures
Aggregate network measures Using the two operationalizations of interaction between students, we can construct a friendship network for each class at each time point. To be able to test our hypotheses, we compute network measures for each of these networks. The hypotheses are concerned with density and centralization. Density is defined as the number of existing ties divided by the number of possible ties, given the size of the network (Wasserman and Faust, 1994, p. 101) . For centralization, we use the measure proposed by Snijders (1981) , which is based on the (normalized) degree variance. Besides the measures needed for testing the hypotheses, we compute a measure of relative network change for descriptive purposes.
This measure describes the extent to which the networks change between the different waves and is defined as the proportion of dyads in a network that have changed status (i.e., created a tie or deleted a tie) from one time point to the other. The measure is only defined as long as the set of nodes in the network does not change. Consequently, we cannot compute this measure for all networks on all time points. The number of networks for which we can compute the measure is at least 90 on each time point. Moreover, for the networks of "nonreciprocated friendship ties," (method 2) we also report the proportion of nominations in these networks that are actually reciprocated.
Aggregate measures of alcohol use We aggregate the individual measures of alcohol use into aggregate measures of alcohol use per class in two steps. First, we dichotomize the individual level measures between "1" (never) and "2" or higher (once or more). This is done to make the measures more consistent with the theoretical model, which assumes that only two different actions are possible. We choose this specific dichotomization because it is substantively clear: we now distinguish between those who do not drink at all and those who drink sometimes. Moreover, the empirical distribution on this variable is such that the large 1 This assumption does not imply that we believe that there are no individual factors influencing alcohol use. In this study, however, we largely disregard these factors because we are interested in the social dynamics of alcohol use.
13 majority of the students does not drink. Taking this group as a distinct category therefore seems most appropriate. In the second step, we calculate the proportion of students drinking ("1" on the dichotomized variable) per class.
Methods of analysis
Our analytical strategy is set up as follows. We start the analysis with some descriptive statistics on the development of behavior and the network across the four waves. We then turn to regression analysis to test the hypotheses. In line with the analyses in Buskens et al. (2008) and Corten and Buskens (2010) , we conduct an analysis at the macrolevel, using classes as the unit of analysis. The basic aim is to explain the level of alcohol use at the last observed time point, using measures characterizing the initial state per class as predictors. We use (linear) regression analysis, with the proportion of students that uses alcohol per class as the dependent variable. Because the classes were not independently sampled but are nested within schools, we use multilevel random intercept regression (Snijders and Bosker, 1999) with a random intercept at the school level.
Using a linear regression model to analyze a dependent variable that is a proportion is
not without problems. We see a number of reasons why, in this case, using a linear model is not problematic. First, the distribution of our dependent variable does not show peaks at the edges of the distribution. In fact, the distribution closely resembles a normal distribution.
Second, our models do not predict impossible outcomes, that is, values below 0 or higher than 1. Third, standard regression diagnostics do not indicate severe violations of model assumptions. Fourth, additional analyses (not reported here) using a logistic transformation of the original dependent variable do not lead to qualitatively different results. Buskens et al. (2008) and Corten and Buskens (2010) use logistic regression for grouped data for their analyses on the macrolevel. In those studies, use of logistic models was necessary because of the highly skewed distribution of the dependent variable. Because our dependent variable here is approximately normally distributed, we do not suffer from this problem. We instead prefer to use the somewhat simpler linear model, which allows for better treatment of the multilevel structure of the data. To verify whether the results are robust against different specifications of the network variables, we repeat the regression analyses for the two specifications discussed in Section 3.2.
To test hypotheses 3 and 5, we construct two interaction terms by multiplying the initial proportion drinking with density and centralization of the initial network, respectively.
To facilitate the interpretation of respective main effects, we subtract 0.5 from the initial propensity before multiplication. This is necessary to test hypotheses 2 and 4, because these hypotheses predict effects of the network structure given that the initial propensity is 0.5. To ensure that the main effect of the initial propensity can be meaningfully interpreted, we center the values of initial density and centralization at their respective means before multiplication.
Thus, the interaction between the initial propensity to use alcohol and initial network density is computed as Interaction = (initial propensity alcohol use − 0.5) × (density − mean(density))
This construction ensures that, in the above case, the main effect of density in the regression equation can be meaningfully interpreted as referring to the situation in which the initial propensity is 0.5, while the main effect of the initial propensity can be interpreted as referring to the situation with average initial density. Table 1 provides means and standard deviations on key measures at the individual level: the original five-point measure on drinking behavior, the dichotomized version of this measure, and the number of nominations of best friends, classmates with whom the respondent discusses personal issues, and classmates with whom the respondent spends leisure time. These three network variables are, at the individual level, directed measures; they measure the number of "outgoing" ties of a student.
Results
Descriptive results
The two measures of alcohol use show a rather consistent pattern: the average alcohol use decreases from wave 1 to wave 2, and then steadily increases. The initial decrease reflects the difference in measurement between wave 1 and 2 (see Section 3.2): because the initial measurement in wave 1 does not focus exclusively on alcohol use with friends but also captures drinking in other situations, the figures are somewhat higher. Overall, the averages are fairly low.
The average number of "best friends" nominations shows a slight increase over the first three waves, and then decreases again in the fourth wave. The other two network measures increase consistently over the four waves, but are clearly lower than the number of friends nominations.
In Table 2 , we summarize the trends in measures on the aggregated (network-)level. Thus, in this table, the unit of analysis is the class rather than the individual student as in Table   1 . The proportion of students drinking per class (as measured by the dichotomized variable)
naturally shows the same pattern as the individual level statistics, but has a smaller standard deviation (the aggregate measure might be interpreted as a weighted average of the individual level measure). Both density and centralization are computed on the two different types of networks constructed by the methods described in Section 3.2.1. Averaged over classes, we
do not see much of a trend in either of the two density measures. If anything, the figure shows a small increase over the waves 1 to 3, and a decrease in wave 4, which is consistent with the results at the individual level with regard to friends in Table 1 . Centralization is rather low on both measures, and does not show much of a trend. Either network size is stable over time, and shows very little difference between the two methods. We report also the average change per class compared to the network in the preceding wave. The results on network change indicate that most of the changes occur between waves 1 and 2, and that the friendship network is slightly more dynamic than the network according to the combined measures.
In Table 3 , we report the pairwise correlations between the dependent and independent variables to be used in the regression analyses. Because the two size measures are nearly identical, we report only results on the size of the combined networks. The results show that there are weak to modest significant correlations between the various network variables and across the behavioral variables. The fact that the measures for density and centralization are correlated between the different construction methods suggests that these construction methods do not lead to very different results. The correlation between density and centralization within each construction method is remarkably high, given that the measure for centralization is controlled for density. Closer inspection of the data shows that these correlations are caused by a small number of classes that have both high density and high centralization. Exclusion of these outliers, however, does not lead to different results of the regression analyses. Network size correlates significantly with all the other network measures, but not with behavior. 
Multilevel regression using combined network measures
In this analysis, we use the networks as constructed by our first method, in which several types of name generators are combined. We conduct random intercept regression with average drinking behavior in wave 4 as the dependent variable, and class-level properties in wave 1 as predictors. We estimate three different models. In Model 1, we include only main effects of the initial proportion using alcohol, the initial density, and also control for network size. In
Model 2, we add a term for the interaction between the two predictors. In Model 3, we add a main effect and interaction effect of centralization.
The results are displayed in Table 4 . Model 1 shows a positive and strongly significant effect of drinking behavior in wave 1 as expected (Hypothesis 1), but no significant effect of initial density. We also find no significant effect of network size. In Model 2, the additional interaction effect is positive and significant, in accordance with Hypothesis 3. The main effect of initial density can in this model be interpreted as the effect of density for cases in which the initial proportion using alcohol is .5. This effect was expected to be positive (Hypothesis 2).
The coefficient, however, is the opposite direction as expected but not significant. In Model 3, we add both the main effect of centralization and the interaction effect of centralization with drinking behavior in wave 1. Although both effects are in the expected direction (Hypotheses 4
and 5), they are not significant. Moreover, the likelihood ratio tests also indicates that although Model 2 is a significant improvement over Model 1, Model 3 does not further improve on Model 2. We therefore rely on Model 2, and conclude that only Hypotheses 1 and 3 are confirmed in this analysis.
Multilevel regression using non-reciprocated friendship ties
To examine to what extent our results depend on the specific network construction method, we repeat the analysis of the previous section using our second construction method, using (unreciprocated) friendship nominations as ties. Apart from this, the two analyses are identical. Table 5 presents the results of this analysis. Overall, the results are consistent with the results in Table 4 . We again find highly significant effects in the expected direction of the initial propensity and the interaction effect with initial density. Also, we again find no significant effects of initial density (main effect), centralization, or size, while the main effect of initial density is again in the opposite direction as expected.
We also find a number of differences as compared to the previous analysis. First, In
Model 7, with effects of centralization included, the interaction term with density remains significant, in contrast with Model 3. A likelihood ratio test, however, indicates that Model 
Additional analyses
The analysis in Section 5.3 differs from the analysis in Section 5.2 in two respects: we changed from the combination of various network measures to friendship nominations only, and from reciprocated nominations to non-reciprocated nominations. For two combinations on these two dimensions, we found no substantive differences in results, but there are two combinations remaining: reciprocated friendship ties, and non-reciprocated combined ties. Results on these two combinations (not reported here) do also show no qualitative difference with the two analysis just discussed.
Our results consistently show an effect of the initial network structure, which leads to conclusions different from those by Knecht (2008) (see the concluding section). A possible explanation of this difference is the different use of data: because alcohol use was measured in a sightly different way in the first wave of data collection, Knecht (2008) could not use this part of the data and instead used the second wave as the first observation. In contrast, we interpreted the measure of alcohol use in the first wave as a pre-existing tendency for drinking, and used the first wave as the first time point. To check the validity of this explanation, we replicated the analyses of Section 5.2, using the data of the second wave of data collection.
Although coefficients are in the same direction and of comparable magnitude, we find no significant results. Therefore, we cannot rule out that the differences in results are driven by a different choice of data, that is, by the difference in the measure of alcohol use or the fact that we look at a longer period.
Conclusions
In this paper we aimed to contribute to the understanding of selection and influence processes in the dynamics of alcohol use among adolescents. We did so by adopting a theoretical approach that interprets alcohol use as a coordination game in a dynamic network. Relying 
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on simulation analyses of a game-theoretic model, we formulated hypotheses on the effects of initial conditions in terms of network structure and initial tendencies for alcohol use on resulting levels of alcohol use per school class. We tested these hypotheses using longitudinal data on alcohol use and social networks in Dutch high schools. Using various specifications of the independent variables, we were able to consistently confirm two hypotheses.
First, we find that the average initial propensity to use alcohol per class has a positive effect on average alcohol per class at a later stage. Second, we find that this effect becomes stronger, the higher the initial density of the social network in a school class. That is, in line with expectations, the density of the network amplifies the initial tendency of behavior.
We also predicted that initial network density should have a positive effect on alcohol use for classes that start with a average propensity to use alcohol of 0.5. However, we did not obtain any significant results on this hypothesis, and moreover, the estimated effect was consistently in the opposite direction than expected. Also, we were not able to obtain significant results on the effect of initial network centralization, where we predicted that centralization should have a negative main effect on alcohol use and should negatively interact with the initial behavioral tendency. While the direction of the estimated main effect is in some analyses opposite to the prediction, the interaction effect is in the expected direction.
How should our findings be interpreted? Although we were not able to test all hypotheses thoroughly, the fact that we found effects of the initial network structure on resulting behavior is revealing. The implication of this finding is that influence must play a role in the coevolution process of alcohol use and network formation. If only selection would drive the process, then network formation would depend on the distribution of behavior, but not vice versa: the emerging behavior should be independent of the initial network. Instead, we find that there is an effect of the initial network. This conclusion contrasts with the findings of Knecht (2008) , who found only evidence for selection using the same dataset. We return to this issue below.
The predictions on direction of the main effects of density and centralization depend on the assumption that using alcohol is the risk-dominant action in the coordination game. The facts that both effects were not significant, and that the main effect of density was consistently estimated in the opposite direction, suggest that this assumption might need to be revised.
Such a revision might take two directions. First, the finding that the effect of density was consistently negative suggests that abstinence, rather than using alcohol, is the risk-dominant action. On the basis of this assumption, we would expect that a larger number of observations at the class level would yield a significant negative main effect of density. However, in that case we would also expect a significant positive effect of centralization, which we did not consistently find in our analyses. A second alternative assumption is that this coordination 22 game is actually risk neutral, in the sense that neither of the two equilibria is risk dominant.
In that case, we would indeed expect no main effects of density or centrality.
Such speculations, however, must be made with caution. The predictions on these main effects all refer to the situation in which the initial propensity is 50%. This means that the sizes and directions of these effects rely crucially on the exact definition of this majority, and therefore on the dichotomization of the dependent variable. While we think that our particular specification is well founded, arguments for different specifications are certainly conceivable. Therefore, one should be careful to draw strong conclusions based on the results on these main effects. Note, however, that the predictions on the interaction effects depend much less on the exact specification of the dependent variable.
Why do we find evidence for influence effects, while Knecht (2008) found only weak evidence? Part of the explanation could be that our approach indeed solves some of the problems of the SIENA approach applied by Knecht (2008) , as we outlined in Section 1.2. That is, we are able to use also relatively stable classes for testing the hypotheses, and could therefore use more data. Besides the general methodological approach, however, there are some other differences between the two studies that could potentially account for the different findings.
A first difference we already discussed concerns the use of data. Additional analyses showed that we cannot rule out this explanation of the differences in findings. Thus, it could be that the time from wave 2 to wave 4 is too short to observe network influence effects. Another possible source of that differences is that we were able to analyze a larger number of classes.
Second, the theoretical interpretation of influence is somewhat different between the two studies. Knecht (2008) analyzed the directed network, assuming that an adolescent is influenced by those peers she nominates as a friend. Thus, the influence is assumed to work in only one direction. In our model, we assume that influence takes place through interaction, which is by its nature undirected. While this difference is theoretically important, it should be noted that it is not exclusively a consequence of the different methodological approaches; a model with "two-way influence" would also be possible within the SIENA framework.
Third, partly as a consequence of the differing theoretical conceptualization of influence, our measures of the network are somewhat different. Knecht (2008) uses directed "best friend"
nominations, while we use various combinations of network variables, including "best friend"
nominations but also measures of spending leisure time together and discussing personal matters.
Given these differences, it is not clear how the differences in findings should be judged.
We clearly encounter a discrepancy between findings at the macrolevel, where we do find evidence for influence effects, and the microlevel, where such effects could not be observed.
This discrepancy poses a new puzzle that deserves more attention in future research on this 23 topic. Such research should focus on the development of theoretical models that are consistent with empirical research on microlevel behavior and the macrolevel findings as presented in this study (see also Corten and Buskens, 2010) . Overall, we conclude that the focus on effects of macrolevel network effects contributes to the explanation of emerging differences between classes and adds interesting new insights to the study of co-evolution processes.
