The development of the Internet of Things (IoT) has increased the ubiquity of the Internet by integrating all objects for interaction via embedded systems, leading to a highly distributed network of devices communicating with human beings as well as other devices. In recent years, cloud computing has attracted a lot of attention from specialists and experts around the world. With the increasing number of distributed sensor nodes in wireless sensor networks, new models for interacting with wireless sensors using the cloud are intended to overcome restricted resources and efficiency. In this paper, we propose a novel sensor-cloud based platform which is able to virtualize physical sensors as virtual sensors in the CoT (Cloud of Things) environment. Virtual sensors, which are the essentials of this sensor-cloud architecture, simplify the process of generating a multiuser environment over resource-constrained physical wireless sensors and can help in implementing applications across different domains. Virtual sensors are dynamically provided in a group which advantages capability of the management the designed platform. An auto-detection approach on the basis of virtual sensors is additionally proposed to identify the accessible physical sensors nodes even if the status of these sensors are offline. In order to assess the usability of the designed platform, a smart-space-based IoT case study was implemented, and a series of experiments were carried out to evaluate the proposed system performance. Furthermore, a comparison analysis was made and the results indicate that the proposed platform outperforms the existing platforms in numerous respects.
Introduction
The Internet of Things (IoT) paradigm will be the next wave in the era of computing [1] . The Internet of Things is the fundamental idea of essentially empowering a worldwide connected network of any devices with an on and off switch to the Internet between the real world and a virtual world. The Internet of Things guarantees to enable accomplishing imaginative applications in application areas such as building and home control, smart environment, framing, intelligent transportation, and healthcare services. The embodiment of IoT is to ensure secure connection among heterogeneous physical sensors and actuators with the Internet. Depending upon the Gartner report, the IoT market is predicted to incorporate 20.8 billion IoT devices by 2020 [2] . Huge measures of the data generated by all these devices together should be gathered, processed, stored, and retrieved [3] . Consequently, how to deal with the expanding number of devices has consistently been a vital issue in the area of IoT.
Related Work
The Internet of Things offers potentialities which make it possible for the development of a huge number of applications. Some of the mentioned domains are transportation, healthcare, smart environment, personal and social domains. Each of the domains include its own unique characteristics in terms of real-time processing, volume of data collection and storage, identification and authentication, and security considerations. For example, real-time processing is of utmost importance in the transportation industry, while identification and authentication are important aspects in healthcare. Cloud computing [27] , with its virtually unlimited resources of computing power, storage space, and networking capabilities, is well appropriate for scaling in the IoT world.
As of late, an extensive measure of research in the field of the probability of combining cloud computing with WSNs has been explored [28] . This paradigm has been proposed as a feasible mechanism to accomplish the best use of a wireless sensor infraconfiguration and allows data sharing among multiple applications. Recently, the REST architecture style appeared, leading to the development of the Web of Things [29] . Uniform resource identifiers (URIs) are used to identify web things, and the HTTP protocol is used for stateless reciprocation between clients and servers. Uniform resource identifiers which contain both name and locators are put to use in resources in the real world to identify web things. It describes web services with a uniform interface (HTTP Electronics 2018, 7, 140 4 of 25 method) which provide the pathways for consumers to obtain possible representations from servers for interactions [30] . This makes it an ideal way to construct application programming interfaces (APIs) for allowing mashups to be created that allow end users to associate data from physical data sources to virtual sources on the web [31] . The resulting approach significantly improves the integration of service deployment for resource constrained IoT devices, while reducing the burden on both the devices and the service developers.
SenseWeb [32] is one of the essential architectures being presented on merging WSNs with the Internet for sensor information sharing. This system provides diverse web APIs which capacitate users to enroll and distribute their own sensor data. In the idea of the Web of Things, smart things and their services are completely organized in the web, and the REST architecture style is associated with the resources in the physical world. In Reference [33] , the authors propose a resource-oriented architecture for the IoT, where distinctive web technologies can be used to configuration applications on smart things. The interfaces of things have turned out to be similar to those found on the web, and this principle can be applied in various prototypes, for instance, environmental sensor nodes, energy monitoring system, and Radio-Frequency Identification (RFID)-labeled things. The utilization of an organized Extensible Markup Language (XML) document or a JavaScript Object Notation (JSON) object energizes the compatibility of a large amount of sensors and permits describing services offered by these sensors. sMAP [34] has been expected to represent the data from sensors and actuators over HTTP in JSON schemas. The readings themselves are sent as JSON objects with strict formats and data semantics that are characterized in a number of sets of JSON schemas. The architecture supports resource-constrained devices through proxies that translate the data between JSON and binary JSON. SensorML [35] , proposed by the OGC (Open Geospatial Consortium), is an XML encoding intended to absolutely model physical sensors' description and measurement processes, in addition to context like geolocation data and legal data. This approach depicts the metadata of physical sensors and the mapping between physical sensors and virtual sensors, enabling the requests interpreted from end users to virtual sensors for the related physical sensors. A comprehensive work on the cloud-based IoT paradigm is introduced in Reference [36] , as it specifies the inspiration, applications, research challenges, related works, and platforms for this paradigm. One perceived research challenge is the coordination of colossal measures of exceptionally heterogeneous things into the cloud. To address this issue, Reference [37] presents a service-oriented infraconfiguration and toolset called LEONORE for provisioning application components on edge devices in substantial-scale IoT deployments. This solution supports pull-based provisioning which enables devices to autonomously schedule provisioning runs to off-peak times, while push-based provisioning takes into account the greater control over the deployed application landscape. Madria et al. [38] propose a new paradigm for interacting with wireless sensors and the sensor-cloud in order to overcome restricted resources and efficiency. The designed infraconfiguration spans over a wide geographical area, bringing together multiple WSNs composed of different physical sensors. Misra et al. [39] make one of the first attempts in the direction of the sensor-cloud by proposing a novel theoretical modeling. A mathematical formulation of the sensor-cloud is presented, and a paradigm shift of technologies from traditional WSNs to a sensor-cloud architecture is suggested as well. Existing cloud pricing models are limited in terms of the homogeneity in service-types, and in order to address this issue Chatterjee et al. [40] propose a new pricing model for the heterogeneous service-oriented architecture of Sensors-as-a-Service (Se-aaS) with the sensor-cloud infraconfiguration. The proposed pricing model comprises two components: pricing attributed to hardware (pH) that focuses on pricing the physical sensor nodes, and pricing attributed to infraconfiguration (pI) that deals with pricing incurred due to the virtualization of resources. An interactive model is proposed in Reference [41] to enable the sensor-cloud to provide on-demand sensing services for multiple applications, and this model is designed for both the cloud and sensor nodes to optimize the resource consumption of physical sensors as well as the bandwidth consumption of sensing traffic. Abdelwahab et al. [42] further expand in this direction by proposing a virtualization algorithm to deploy virtual sensor networks on top of a Electronics 2018, 7, 140 5 of 25 subset of selected physical devices, as well as a distributed consensus approach to provide high-quality services from unreliable sensors. In order to improve the lifetime of conventional WSNs, Dinh et al. [43] propose a new decoupling model for physical sensors and information providers toward a semantic sensor-cloud integration. This model takes advantage of data prediction to minimize the number of networked sensors as well as the traffic load from these sensors. In order to make the sensor-cloud be able to satisfy multiple applications with different latency requirements, the authors in Reference [44] propose an automatic scheduling method to meet the requirements of all applications. A request aggregator is designed to aggregate latency requests from applications to minimize the workloads for energy saving, and a feedback-based control theory is designed to handle the sensing packet delivery latency. Sen et al. [45] propose a risk assessment framework for a WSN-integrated sensor-cloud using attack graphs to measure the potential threats. The Bayesian-network-based approach analyzes attacks on WSNs and predicts the time frames of security degradation on the grounds of integrity, availability, and confidentiality. Mils-Cloud [46] is a sensor-cloud architecture utilizing the networks-as-a-service paradigm for the integration of military tri-services in a battlefield area. Furthermore, users are assigned different levels of priority in order to boost the system performance. A location-based interactive model [47] specified for mobile cloud computing applications is proposed to render sensing services on the demand of a user's interest and location in order to save energy. The cloud controls the sensing scheduling of sensors, for example, sensors are put into inactive mode when there is no demand. Zhu et al. [48] propose a multi-method data delivery scheme for sensor-cloud users, which comprises four kinds of delivery. The proposed approach could achieve lower delivery times and delivery times according to the evaluation results under different scenarios. Cloud4sens [49] is a new architecture which combines both the data-centric and device-centric models, enabling the end users to choose on-demand cloud services. IoTCloud [50] is an open source platform with a view to incorporate distinctive terminals (e.g., smart phones, tablets, robots, etc.) with backend services for controlling sensors and their messages; it gets RESTful-based APIs to share information with applications. ThingSpeak [51] is another open source platform for putting away and retrieving data from physical things through a local area network. With the numeric APIs given by the ThingSpeak, users can build sensor-logging applications, location tracking applications, and a social-network-of-things with announcements. The DIGI [52] enables users to interface a physical device to the cloud and utilize an online web application for remote access. This platform is a machine-to-machine (M2M) platform as a service. It is outfitted for dealing with the correspondence between enterprise applications and remote device resources, regardless of location or network. The platform incorporates the device connector software that promotes remote device connectivity and combination. The application additionally provides cache and permanent storage options available for generation-based storage and on-demand access to historical device samples. As the desire for low-resource IoT devices is raised, some researchers have put forth efforts to enhance the incorporation in the field of constrained devices. In Reference [53] , the authors exhibit a flexible framework for IoT services in light of both The Constrained Application Protocol (CoAP) and HTTP. The designed architecture incorporates three phases (i.e., network, protocol, and logic) which shape a processing pipeline where each phase has its own particular separate thread pool. [59] , are also used broadly, but they only offer abilities at the platform level, thus creating PaaS solutions which are not adaptable to the general public.
A sensor network is made out of an expansive number of sensor nodes which involve sensing, data processing, and communication capabilities. Faults in sensor information can occur for some reasons. Factors such as extraordinary temperatures or precipitation can influence sensor performance. A novel strategy to distinguish physical sensors with data faults is provided in FIND [60] , by ranking the physical sensors on their readings, in addition to their physical distances from an event. It considers a physical sensors faulty if there is a noteworthy mismatch between the sensor data rank and the distance rank. The expansion in the quantity of sensor nodes genuinely improves the level of difficulty Electronics 2018, 7, 140 6 of 25 in identifying the inside status of sensor nodes. As a result, many researchers focus on the utilization of machine learning to find faulty nodes. In Reference [61] , the authors propose a distributed Bayesian network to detect faulty nodes in WSNs. Border nodes placed in the network are used for adjusting the fault probability. This approach improves the correctness of fault probability by reducing the negative effect of considerable number of faulty nodes. However, the conventional fault detection algorithms face low detection accuracy. A fuzzy-logic-based system [62] is proposed to enhance the detection accuracy by using a three input fuzzy inference system, which identifies hardware faults including transceiver and battery condition. However, these systems mainly center on detecting the faults on physical sensors, while we identify faulty sensors by monitoring the virtual sensors.
As mentioned above, these systems are either intended for a very limited application domain or are closed source which are not flexible to the generic public. It is also crucial to inform the end users whether the physical sensors are accessible and whether sensor faults occur so as to maintain the data quality from physical sensors. However, most of the existing approaches only focus on detecting faulty physical sensors. To the best of our knowledge, the proposed sensor detection approach in this paper is the first ever step towards faulty node detection in WSNs via virtual sensors. In one word, it is essential for the realization of the IoT to build up a generic sensor-cloud based architecture, which can easily be adapted to multiple domains while providing smart device management, monitoring, processing, and detection functionalities. Figure 1 presents the basic architecture of the Cloud-based platform. The IoT nodes consist of various physical sensors capable of communicating with the Internet. The cloud extracts profile data from the sensors, thus representing them as virtual sensors via the web interface. The cloud also provides RESTful APIs to offer functionalities such as discovering physical sensors and reading sensing data from them.
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sensor, and consequently the physical sensor can be easily controlled through the visual interface even though the user is outside the local space. 
RESTful API-Based Architecture
The business logic of the cloud-based web application as shown in Figure 7 is basically built on heterogeneous web APIs, which are synonymous with online web services that client applications can use to retrieve and update data. A web API, as the name suggests, is an API over the web which can be accessed using HTTP. Processing tasks can be executed by requesting these APIs in the cloud. The business logic contains various web APIs such as user management, device management, resource management, and sensing data management. Each client application utilizes the same API to get, update, and manipulate data in the database. For example, users can perform read and write operations to a virtual sensor by calling the read and write APIs. In addition, user can retrieve the details of the virtual sensor or send requests for getting sensing data without requiring much knowledge about the specification of physical sensors, which significantly lowers the training requirements for the general public. As an open source architecture, the developer can extend his own module according to the requirements of applications and runtime environments. 
Sensor Detection Approach Using Virtual Sensors for Physical Sensor Management
A number of issues arise when directly detecting the physical sensors, not least when selecting suitable diagnostic systems and encountering difficulties of placing a sensor in the required position for a given task. These issues can be overcome by using virtual sensors which provide the knowledge obtained from the behaviors of physical sensors. Virtual sensors can collect and even replace data from physical sensors. The central premise of this approach is that the physical sensors need to be registered to the cloud before accessing through virtual sensors.
The execution sequence between the IoT device and a cloud-based application is described in Figure 8 . The IoT device connects to WiFi so that the local router assigns an IP address to the server, and meanwhile configures the resources of the physical sensors as part of the server. The server inserts the device profile (name, ID, status) into the request payload and requests the cloud to upload the profile using the POST method. This information is stored in the device registry of the cloud application, and a response acknowledge message is generated by the cloud to inform that the device information was successfully registered. After registering to the cloud, the IoT device reads sensing data from physical sensors and uploads the data to the cloud. The cloud sends back a response acknowledge message to inform the device that the sensing data was uploaded. However, if the device goes wrong, such as losing the network connection, the device status value will turn into inactive, therefore, the device stops uploading the sensing data until it reconnects to the cloud. Hence, this process is implemented as a cycle process as the device status might change with time.
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Status is active? Figure 10 illustrates the various operation processes between the client and the cloud-based application. The user profile including username and password is submitted to the cloud for identity authentication. If authentication succeeds, the cloud returns the success message to the client and allows the user to access the system. The client can request the cloud for information from a sensor group, and the cloud decides whether the request can be responded to depending upon the status of the sensor group. If the sensor group status is active, the cloud provides the sensor group information to the client. The user can retrieve detailed information from the sensors from the group, and the cloud provides the sensor information which is visible to the client. Furthermore, the user can get the sensing values of a specific sensor by a single click, and then the cloud continuously feedbacks the behaviors and readings of the selected sensor. Figure 10 illustrates the various operation processes between the client and the cloud-based application. The user profile including username and password is submitted to the cloud for identity authentication. If authentication succeeds, the cloud returns the success message to the client and allows the user to access the system. The client can request the cloud for information from a sensor group, and the cloud decides whether the request can be responded to depending upon the status of the sensor group. If the sensor group status is active, the cloud provides the sensor group information to the client. The user can retrieve detailed information from the sensors from the group, and the cloud provides the sensor information which is visible to the client. Furthermore, the user can get the sensing values of a specific sensor by a single click, and then the cloud continuously feedbacks the behaviors and readings of the selected sensor. 
Interaction Model between Client and Cloud-Based Application
Prototype Implementation of Sensor-Cloud Platform in Smart Space
This section describes the topology of virtual sensors and introduces a review of the implementation Integrated Development Environments (IDEs), hardware, and technologies used to develop the smart space use case. Figure 11a presents the hierarchical topology of virtual sensors, where the parent node is the network itself, grouping any number of virtual sensor nodes. Given that the end user requires data from the parent node (7), which is a virtual sensor group, all intermediate nodes (4, 5, and 6) in the topology are virtual sensors, and all leaf nodes (1, 2, and 3) represent the physical sensors in the WSN. The data objects used to form virtual sensors consist of various data tables as illustrated in Figure 11b . Table t_parent summaries the information of a virtual sensor group, where the di is used as the identifier so that each group can be distinguished from each other. Furthermore, the isactive attribute represents the status value (active or inactive) of the group, the ttl attribute stands for the live time of the group, and the name attribute represents the group name 
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The cloud application checks the status of the virtual sensor group from the device registry at each minute, and returns the information of the sensor group if the status value is active. Figure 14a represents the snapshot of the sensor group dashboard which includes the sensor group ID, sensor list, status, and name. The dashboard provides an entry to access all the sensors belonging to the selected group and an editor which enables users to update, create, and delete the sensor group. For instance, the user can modify the properties of the sensor group as shown in Figure 14b , and after confirming the operation, the request is sent to the cloud and the dashboard will be updated accordingly.
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temperature sensor is clicked to display a pop-up displaying the current readings of the indoor temperature. This work presents a real-life case study for smart space, which is implemented as part of the experiment to evaluate the scalability of the proposed system. We believe this system has the potential to be extended to larger-scaled scenarios like smart hospitals or smart cities, which can easily benefit from the significance of the work. For example, the proposed system can be expanded in the smart farm to facilitate the management of all kinds of wireless sensors and to monitor remote devices on the farm. Our designed system can frequently measure the framing sensors and store the sensing data in the cloud where the data can be additionally visible in the front-end interface which is accessible from anywhere, anytime. Furthermore, the designed sensor detection approach uses virtual sensors, which is useful, especially when farmers have to leave the farm for a long time.
Performance Evaluation of Sensor-Cloud Platform
This section illustrates the evaluation results to comprehensively assess the performance of the proposed sensor-cloud platform. We evaluated the service execution time for a different number of virtual sensors under three cases. The first case corresponding to the costing time to create virtual sensors on the cloud-based web application, the second one to the time spent on detecting virtual sensors, and the last one to the time required to initialize the request to the virtual sensors. The first case was analyzed for performance and the results are displayed in Figure 17 . For this analysis, three sets of 50, 250, and 500 virtual sensor information was provided to the proposed platform, and each set of virtual sensor information was allowed to be ingested by the platform ten times at randomly selected system resource utilization levels. This work presents a real-life case study for smart space, which is implemented as part of the experiment to evaluate the scalability of the proposed system. We believe this system has the potential to be extended to larger-scaled scenarios like smart hospitals or smart cities, which can easily benefit from the significance of the work. For example, the proposed system can be expanded in the smart farm to facilitate the management of all kinds of wireless sensors and to monitor remote devices on the farm. Our designed system can frequently measure the framing sensors and store the sensing data in the cloud where the data can be additionally visible in the front-end interface which is accessible from anywhere, anytime. Furthermore, the designed sensor detection approach uses virtual sensors, which is useful, especially when farmers have to leave the farm for a long time.
This section illustrates the evaluation results to comprehensively assess the performance of the proposed sensor-cloud platform. We evaluated the service execution time for a different number of virtual sensors under three cases. The first case corresponding to the costing time to create virtual sensors on the cloud-based web application, the second one to the time spent on detecting virtual sensors, and the last one to the time required to initialize the request to the virtual sensors. The first case was analyzed for performance and the results are displayed in Figure 17 . For this analysis, three sets of 50, 250, and 500 virtual sensor information was provided to the proposed platform, and each set of virtual sensor information was allowed to be ingested by the platform ten times at randomly selected system resource utilization levels. The graph in Figure 17 presents the minimum, average, and maximum time in ms taken by the proposed platform to parse and instantiate the corresponding visual representations of the physical sensors. For the 50 virtual sensor information set, the minimum time taken in the ten iterations was recorded to be 65.4 ms, averaging at 75.6 ms, and the maximum delay was recorded to be 93.2 ms. For the 250 virtual sensor information set, the minimum time taken in the ten iterations was recorded to be 266.5 ms, averaging at 289.6 ms, and the maximum delay was recorded to be 346.8 ms. For the 500 virtual sensor information set, the minimum time taken in the ten iterations was recorded to be 520.3 ms, averaging at 552.3 ms, and the maximum delay was recorded to be 583.5 ms.
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Similarly, the evaluation results for the second and third case are reported in Figures 18 and 19 , respectively. It can be seen from these above figures that the service execution time increased in accordance with the number growth of virtual sensors. However, the time increase was at such a low level that it can even be disregarded, in other words, it will not intuitively influence the user experience. Figure 20 measures the end-to-end access latency performance with variations of increasing numbers of virtual sensors. The end-to-end access latency means the time needed for a request to be transferred from the virtual sensor to the target physical sensor in the network. It is obvious to see from the graph that the access latency raises as the number of virtual sensors grows. The minimum, average, and maximum delay time in ms taken by the proposed platform to access the physical sensors were recorded twenty times at randomly selected system resource utilization levels. For the Figure 20 measures the end-to-end access latency performance with variations of increasing numbers of virtual sensors. The end-to-end access latency means the time needed for a request to be transferred from the virtual sensor to the target physical sensor in the network. It is obvious to see from the graph that the access latency raises as the number of virtual sensors grows. The minimum, average, and maximum delay time in ms taken by the proposed platform to access the physical sensors were recorded twenty times at randomly selected system resource utilization levels. For the worst-case performance with 500 virtual sensor information set, the minimum delay taken in the twenty iterations was recorded to be 124.3 ms, averaging at 246.4 ms, and the maximum delay was recorded to be 337.2 ms. The measured end-to-end latency of the dataflow was controlled in an acceptable range and maintained under the 400 ms, which denotes that the proposed system has the ability to assure high efficiency of the end-to-end access latency.
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Comparison and Significance
This section presents a comparative analysis of the proposed platform with some of the related projects in the related work section. A benchmark study has been executed for the purpose of demonstrating the effectiveness and feasibility of the system, and the evaluation results are depicted in Table 5 . The following properties that play a pivotal role to compare the overviewed platforms are considered for this study. It is obvious to see from the table that Bluemix is a somewhat similar approach with the highest variety of IoT-related services. Message Queuing Telemetry Transport (MQTT) is utilized as the basic protocol to the Bluemix, but many other platforms just support RESTbased interface. However, the Bluemix is closed source, which is not flexible for the general public, and has a limited hosting environment so that end users cannot decide the place of deployment. These two limitations are common issues existing in most of the overviewed systems. Another main problem is that some of the systems have no support for visualizing the data coming from the IoT environment, which is one of the most important features in the cloud as described in the preceding sections. Moreover, the platforms, like Parse, Heroku, Kinkey, CloudFoundry, IoTCloud, ThingSpeak, Mils-Cloud, and Cloud4sens lack the capability to detect device faults, which results in sensor network partitioning so as to reduce the WSN availability. The demand for an open source application that offers sensor detection, different protocols, and visualization is growing rapidly, and this paper aims to find out the potential to solve all these issues mentioned above. 
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Conclusions and Future Direction
This paper outlines the procedures for the design and implementation of a sensor-cloud platform for providing virtualization environments to efficiently manage heterogeneous wireless sensors. The resources of the physical sensors are ingested by the cloud-based web application which provides a graphical interface for better user experience and remote availability. Raspberry Pi is used for implementing the IoT server, and an IoTivity framework was utilized for communication between the IoT sever and cloud. The cloud synchronizes the resource descriptions of the physical sensors and represents them in the form of virtual sensors. End users can either manipulate or read sensing data from the physical sensors by means of virtual sensors. The novelty of the proposed work is the sensor detection approach, which can voluntarily detect faulty sensor nodes through virtual sensors. A smart space has been implemented as the proof of concept, and a series of experiments were performed, which indicated a very steady level, allowing effective and powerful access and control of the virtual sensors. This designed system is scalable enough to be deployed across various applications domains including smart cities and other industrial fields according to the use case study. The significance of this work has been highlighted by a comparison analysis of the designed system with some existing works, and it has been shown that the proposed system performs better than the existing works. The future direction of this work is to enable users to design and deploy the application logic via virtual sensors. The virtual sensors shall be available in a widget that can be easily dragged and dropped to compose IoT services. Nowadays, the growing trend of the IoT have moved in a global ecosystem of connected devices providing services to the general public, and we believe this work has great potential for inexperienced users to prototype IoT applications according to their own requirements. 
