Abstract-This paper presents a two-stage approach that is effective for performing fast clustering. First, a competitive neural network (CNN) that can harmonize mean squared error and information entropy criteria is employed to exploit the substructure in the input data by identifying the local density centers. A Gravitation neural network (GNN) then takes the locations of these centers as initial weight vectors and undergoes an unsupervised update process to group the centers into clusters. Each node (called gravi-node) in the GNN is associated with a finite attraction radius and would be attracted to a nearby centroid simultaneously during the update process, creating the Gravitation-like behavior without incurring complicated computations. This update process iterates until convergence and the converged centroid corresponds to a cluster. Compared to other clustering methods, the proposed clustering scheme is free of initialization problem and does not need to pre-specify the number of clusters. The two-stage approach is computationally efficient and has great flexibility in implementation. A fully parallel hardware implementation is very possible.
I. INTRODUCTION
T HE primary objective of cluster analysis [1] is to partition a given set of data or objects into clusters (subsets, groups, classes). This partition should have the following properties: 1) Homogeneity within the clusters, i.e., data that belongs to the same cluster should be as similar as possible and 2) Heterogeneity between clusters, i.e., data that belongs to different clusters should be as different as possible. Traditional clustering algorithms can be classified into two main categories: hierarchical and partitional. In the hierarchical clustering methods, the sequence in which groups are formed proceeds such that whenever two data points belong to the same cluster at some level, they remain together at all higher levels. The nature of partitional clustering involves choosing initial prototypes (seed points) from the data set and then altering the cluster memberships to obtain a better partition according to some objective functions. Most partitional clustering algorithms focus on pursuing optimum partition of input space by iteratively updating the cluster center locations, e.g., the popular Fuzzy -means (FCM) [2] and the -means algorithm [3] . One major drawback of the partitional clustering method is its sensitivity to the initial prototypes. Often, two different choices of initial prototypes may result in quite different clustering results.
Another problem exhibited by many clustering algorithms is how the number of clusters for a given input data set is determined. In some applications, the value is known a priori. In other cases it may be reasonable to expect cluster substructures at more than one value. In this situation, it is necessary to identify the value that gives the most plausible number of clusters in the data for the analysis at hand. This problem is sometimes referred to as clustering validity [1] . If the data used are labeled, there exists a unique measure for clustering validity: the that is given. For unlabeled data, as cited in [26] , the cluster validity definition remains one of the most elusive problems, especially when the distribution is unknown. The current approaches to this problem can be divided into two main categories [5] . The first category evaluates a certain global/local validity measure for the -partition within a range of values and then picks the value that optimizes the validity measure [6] - [8] , [27] . The goal here is to identify clusters in the data set, which implicitly assumes that we have a definition for a valid cluster. However, the definition for a valid cluster can be very different from one application to another, hence there are many different kinds of validity measures tailored to evaluate specific clustering result properties. The second category is the model-fitting approach that extracts one cluster at a time. When is unknown this approach to clustering would treat input data as a mixture of components and use a robust estimator to acquire the parameters of each component. The generalized minimum volume ellipsoid [9] , model fitting algorithm [10] , and possibilistic Gaussian mixture decomposition algorithm [11] are some examples. Their performance relies on the accuracy of the component estimator. However, the idea of extracting clusters in a serial fashion becomes infeasible with clusters that have overlaps because removing one cluster may partially destroy the structure of other clusters.
Therefore, it is desirable to perform clustering without prespecifying the number of . This paper proposes a two-stage approach, i.e., quantization+agglomeration capable of achieving fast clustering. We employ two neural networks, the competitive neural network (CNN) and gravitation neural network (GNN), to implement and demonstrate the effectiveness of the approach. The CNN based on harmonizing mean squared error and information entropy criteria first performs vector quantization (VQ) for the input data. Following the CNN process, a GNN takes the codewords and undergoes an unsupervised process to agglomerate them into a fewer number of clusters. One central feature of GNN is that each node is associated with a well-defined attraction radius and would be attracted to a nearby centroid (act as a black hole) during the training process, creating the Gravitation-like behavior without incurring complicated computations. The advantages of employing neural networks to implement quantization and agglomeration are manifold. Neural networks are very promising for real-time applications due to their high parallelism. The large body of existing training techniques can be adapted to yield new and better algorithms for learning VQ. Furthermore, most training algorithms are adaptive and thus can be used to build adaptive quantizers. However, in applying neural networks to learning VQ, one should pay special attention to the dead-node problem. The existence of dead nodes implies a waste of resources because no input data refers to these nodes during the codeword search. In the course of clustering dead nodes act like noise/outliers and could produce erroneous results.
To explain the rationale for adopting quantization as a clustering preprocess, we start by noting that vector quantization and cluster analysis have many features in common. Both measure the difference or similarity between data points, criteria, and means for establishing cluster membership. However, a distinct difference between the two is that clustering tends to look for some meaning in the results that relate directly to the subject matter. The practical aspects of a clustering algorithm, such as its effectiveness in revealing natural groups of data (e.g., [12] , [13] ), are often considered more important than mathematical rigor. In contrast, communications experts tend to develop vector quantizers that are close to optimal with respect to some abstract criteria from information theory. However, some techniques exist in both fields in which the basic ideas are quite similar. For example, the LBG algorithm [14] is essentially the same as the Forgy method [3] with an additional outer loop that generates seed points for doubling the number of clusters. MacQeen's [3] closely related -means method is widely known, but the basic idea can be ultimately traced back to Lloyd's work [15] . These observations have led to the idea of applying a quantization technique prior to actually conducting clustering. In doing so, three benefits can be obtained: First, because quantization is capable of approximating the input density, in this context, quantizing can be viewed as a probing process that exploits the inherent substructure in the input data. Therefore, we believe that the resulting codewords can be used as good density centers to eliminate the initialization problem commonly encountered in partitional algorithms. Second, because adjacent input vectors are represented by the same codeword, the number of codewords is much less than that using input data points. Subsequent grouping or agglomeration would require little computation time. Finally, but not least, owing to accessing Voronoi partitions [16] and the local density around the codeword, the information acquired from using the CNN is useful in defining the node attraction radius in the GNN.
To begin with, this paper presents a self-creating CNN effective for learning quantization. We show that by employing dual resource counters to record the activity of each node during the training process, the equi-error and equi-probable criteria can be harmonized. We then introduce the GNN that can group the resulting codewords into fewer numbers of clusters in parallel fashion. The grouping process iterates until convergence and the converged centroids identify the clusters. Thus, the main contributions of this paper are the proposal for a novel approach that incorporates CNN and GNN to facilitate fast clustering, characterizing properties that closely relate to clustering efficiency, proving the stability of the iterative process, contrasting the performance with other clustering methods and further validation through simulation studies.
The remainder of this paper is organized as follows. Section II presents the training algorithm and CNN characterization. We show that the CNN outperforms other methods in learning vector quantizations. Section III implements the GNN clustering that fully takes advantage of the quantization preprocess. We introduce the gravi-node concept and then show its effectiveness in agglomerating codewords into clusters in parallel fashion. In Section IV, interesting properties of the GNN are characterized and the convergence stability is proved. Simulation results as well as performance comparisons are provided in Section V. Concluding remarks are given in Section VI. 
II. CNN

A. Product of Dual Resource Counters
Using (1) and (3), CNN in essence adopts a parallel competition principle. That is, (1) governs the input competition for determining the winning node, while (3) governs the competition for determining the Mother node. After a node-generation, the initial resource counters of the son node share half the counters of its mother node (T2 in Table I ). The initial weight vector of the son node is given by where is a large perturbation constant (4) A large constant (e.g., 2000) serves to make the weight vector of the new node slightly different from its mother node. The resource counters of all nodes are then decreased by a factor of (T4 in Table I ), where and denote the current number of nodes and the maximum allowable number of nodes, respectively.
The rationale of decaying the resource counters after node-generation stems from the fact that after a new node is generated, the Voronoi regions of the new node and its neighboring nodes reconfigure and consequently become smaller. A smaller Voronoi region contains fewer input data points, implying that the winning frequency and the input error for each node during the subsequent training should be decreased. Considering this and the fact that equal partitioning of the probability space yields maximum entropy [25] , it follows that, after new node generation, a mother node will share half of its resources with its son node. Afterwards, all of the nodes will have their resources decreased by a factor of . To prevent the occurrence of dead nodes, nodes that were never accessed during the iteration are considered superfluous and removed (T5 in Table I ).
In CNN, every iterations the value of is decayed by dividing a constant until , where is the total number of training vectors. Initially, we let . Therefore, , , and together control the speed of the training process and the value of will be decayed from the initial value to the final . Less training time can be achieved by using smaller and , but larger and . This growth control method is flexible because if one prefers a small number of training iterations and larger , then larger and in association with smaller and can be used. In particular, if the constant , the number of nodes will double after each iteration. That is, , , and so on. Usually, , and are used. Unlike in the GCS [22] where a new node is generated after every (a constant of 100) input presentations, decaying in the CNN can prevent excessive frequent node-generation and node-removal, thereby resulting in less training time. The training speed and network growth can thus be properly coordinated. The training terminates when a specified number of iterations has been reached or when the MSE is less than a specified value.
The learning rates in the CNN are not fixed, nor are they consistently decayed in the course of training, as prescribed by (5) (5) where and . As in usual neural networks, is the initial learning rate, . Without loss of generality, is used. The term can be viewed as the global control factor that is decreased as the network grows, and the term is a control factor that adapts to the local resource counters. The beauty of (5) is that the current input error, the winning frequency, and the value of are siemultaneously taken into account in the course of determining the local learning rate for each node so as to minimize the MSE globally. Fig. 1 shows the dynamics of the learning rates for the first two Grandmother nodes, as well as the averaged learning rate for all of the nodes. At the early stage, the network contains fewer nodes, hence larger facilitates fast learning. However, as more nodes are generated, drastic changes in the weight vectors should be avoided to minimize MSE. That is why in 's tend to decay and eventually converge. Note that in Fig. 1 the CNN grows to nodes in less than seven iterations and achieves a stable value at the same time. In contrast to Kohonen's SOFM [4] that would become rigid after training, convergence of to a nonzero value indicates that when the training is completed, the CNN still remains plastic. This implies that CNN can adapt to input changes, thereby making CNN applicable to learning on-line nonstationary quantization tasks.
The node removal helps prevent dead nodes from occurring. Using structured input data consisting of five squares, CNN and the simple competitive learning (CL) [16] are compared in Fig. 2 , where the number of iterations , and . The initial weight vectors in both networks are purposely set to a very far location (4096, 4096). Note that the coordinate in the upper-left tip in Fig. 2(a) is (50, 50) and in the lower-right tip is (438, 438). Fig. 2(c) shows that CL moved a node successfully to the input distribution, with the other nodes dead nodes. In contrast, in Fig. 2(b) all five nodes were moved. Each node ended up correctly representing one separate data group.
B. Saturation in Total Resource
The saturation theorem states that the sum of the resource counters saturate to a fixed value after the network has grown to . Proof: Assume that at the iteration the network has grown to and the current sum of is . Assume that all resource counters are decreased by a factor , where . Then . . .
That is
As the sum of all counters saturates to (6) If , the saturated value in (6) is , which happens to be the number of input vectors. That is exactly the strategy adopted in the CNN training algorithm (T7 in Table I ). Derivation of the total is similar and the converged , where denotes the value of MSE when converged.
Corollary A: If and , then for an arbitrary node its resource counter is equal to one after the network has grown to .
Proof: Assume that at iteration, the network has grown to and the resource counter .
(C1) . . .
(C2)
In (C1), a constant "1" is added to the second term. This is because any node that never won during the iteration will be removed and a node not removed must have won at least once. In fact, with any existing node could not possibly have won more than once. Clearly, as , (C2) converges to . Hence, if .
C. Harmonic Learning Control
The saturation in the resource counters is closely related to the harmonic learning control in CNN. To proceed, we start by defining a parameter of the harmonic ratio as (7) Clearly, perfect harmonization requires . That is, with the learning rate for each node is calculated as . To characterize CNN, our idea is simply to set . Namely, if each input vector refers to a separate node and the corresponding input error is zero, then CNN is said to have achieved equi-error and equi-probability simultaneously, i.e., both and approach . Using a Lena input image with 1024 64-Dimension training vectors, we observed that all 's converged to 0.093 at the 25th iteration. In Fig. 3 , we see that at the 25th iteration the network has grown to 1024 nodes with the averaged harmonic ratio converging to one. Interestingly, that is exactly the time when all learning rates start rising to converge. The simulation converged MSE and entropy were 3 10 and 6.93, compared to the optimal values of 0 and , respectively. This result reveals one unique and important feature of CNN: incorporation of (5) and (7) in conjunction with parameters of , , and can coordinate the learning efficiency (i.e., rate of decreasing MSE) and network growth speed. The saturation theorem and corollary A can be used to formally prove this most important property of CNN.
Proof: If is set to equal and is used, then from (6), as . By Corollary A, , it follows that . Hence, we obtain . As , we thus have (i.e., the equi-probable condition). Likewise, . These derivations justify the capability of CNN to achieve equi-error and equi-probable.
D. Learning Vector Quantization
We used a 256 256 Baboon input image to compare the CNN, GCS [22] , SCONN [20] , Neural-Gas [21] , FSCL Table II , LBG, FSCL all performed poorly in MSE, making them less suitable for vector quantization applications than the others. Conversely, both SCONN and GCS obtained good MSE, but they had rather poor entropy performance. Neural-Gas achieved good results both in MSE and entropy, yet its computational cost was too expensive. CNN achieved, with the least computation time, the smallest quantization error and good entropy. We believe that in CNN the fluctuations in the learning rate (Fig. 1) can effectively avoid a trap into local minima. The reason why CNN used the least amount of training time is that the nonfixed parameter can eliminate unnecessary node-generation and node-removal.
III. GNN
A. Iterative Update Algorithm
After a set of input vectors were quantized into codewords via CNN, the GNN training turned the codewords into gravi-nodes by associating each codeword , with a neutral particle with mass defined as the number of input vectors represented by . Furthermore, each gravi-node has a gravisphere with the attraction radius defined as (8) where is a mean distance measure (e.g., Euclidean distance) from the codeword to the input vectors represented by ; ( 1.0) is a function of used to modulate . Note that since the codeword distribution approximates the input distribution, the radius defined in (8) provides an intuitively appealing means of defining the "field of attraction" concept for a codeword within its neighborhood. In a sense, defines the near field of that covers the input vectors represented by ; whereas multiplied by is used to specify the far field of . It is interesting to note that the parameter is analogous to the concept of Voronoi cell [28] . Both can be used for the local density estimation, that is, the higher the density of the points (codewords), the smaller the Voronoi cells (gravispheres). The role of in clustering codewords deserves greater explanation, which will be given later in this paper. Hereafter, we may use to interchangeably denote the gravi-node, the gravisphere, or the codeword itself.
To proceed, we define set as the neighborhood of gravi-nodes { } satisfying the condition that the distance between and is less than ( ). The new weight vector of an arbitrary gravi-node is defined as (9a) During each synchronous step each gravi-node is required to move directly to the pertaining centroid of , i.e.,
Note that after moving the gravi-nodes, relationships between direct neighbors among the gravi-nodes may change, i.e., the components of may be different from , and so is the centroid of . Continuing to the next synchronous step, is calculated and all gravi-nodes are moved simultaneously to the updated , and so on. One distinct feature that separates GNN from prototype-based algorithms is that it employs the straight-to-centroid strategy to simultaneously move the gravi-nodes in the weight space and the original input data is not used in the updating process. Because of this straight-to-centroid scheme, gravi-nodes in denser input areas will quickly attract gravi-nodes from sparser areas. After convergence, the converged centroids identify the respective clusters. The associated codewords (and the pertaining input vectors) converging to the same centroid are labeled as a cluster. Fig. 4 illustrates the results after four update steps, in which four Gaussian clusters were used as the input with a codebook size of . In the 2-D space, the 32 codewords (i.e., gravi-nodes) correspond to 32 circles with various attraction radii. After the third synchronous step, the 32 gravi-nodes with different attraction radii sizes converged into four separate concentric sets, representing the four input clusters. One should note that the converged centroids are very close to but not exactly equal to the true centroids.
B. Significances of the Attraction Radius
The significance of the attraction radius is its usefulness in qualitatively and quantitatively defining the neighborhood of . On one hand, the attraction radius of qualitatively represents the reign of codewords that could be in the same cluster to which belongs. Conversely, if the attraction radius associated with is allowed to increase indefinitely, the dissimilarity among the codewords also increases and the chance of erroneously grouping codewords from other clusters into the cluster in question also increases. One simple way to simultaneously satisfy these two constraints is to relate an attraction radius to the local density around each codeword, rather than just in proportion to its mass, as in classical physics. That is, if is located in a denser input area, then its attraction radius should be smaller, and vice versa. The parameter in (8) properly serves this purpose.
Next, we discuss the sensitivity of the attraction radius to the codebook size . Consider that the specified value of is very large, then the number of input vectors represented by each codeword and the corresponding would be excessively small. In that case, codewords (particularly in sparse areas) that presumably belong to one cluster might erroneously end up in several clusters. This consideration leads to the use of in (8) in order to offset the factor. That is, the greater the number of codewords, the larger the value. Since is a global variable, it has the same meaning for all gravi-nodes. It follows that is a global factor that scales up the attraction radius for all codewords so that they always have an influence field large enough to attract neighboring codewords, especially those that are not close to . To achieve this goal, it is clear that must not be less than 1.0. In the attraction filed context, can be called the far field parameter as it essentially expands the near field of a codeword by multiplying by . Theoretically, for an arbitrary input distribution a value of exists that yields the best partition for a given . However, it is virtually impossible to analytically access the optimal value for an arbitrary input distribution. We used the input in Fig. 4 , where two clusters on the right-hand side are slightly overlapped, and employed a polynomial curve fitting function to obtain an approximation for . Interestingly, we observed that (10) satisfies the desired constraint for . The empirical results showed that such a heuristic fitting function works well for general Gaussian distributions (10) IV. CHARACTERIZING THE GNN UPDATE ALGORITHM
A. General Properties of GNN
Compared to the other gravitational models [23] , [24] , the GNN has some unique features. First, it agglomerates gravinodes using the synchronous straight-to-centroid strategy. It does not have the dilemma of determining the discrete-time interval as in Wright's method [24] . GNN does not merge gravi-nodes and the number does not change during the agglomeration process. In the following, two more interesting GNN observations are discussed.
1) Gravitational Property: Due to (9a), the centroid of a family set inherently favors gravi-nodes with larger mass. The consequence of using is to move the gravi-nodes in the direction of a region where nodes with larger mass reside, creating a gravitation-like effect. This Gravitational property is useful in discovering clusters quickly. It also helps separate the codewords in overlapped input.
2) Relative-Velocity Property: By (9b), all gravi-nodes simultaneously move to their update centroids. Because the centroid is farther from gravi-nodes with smaller mass, conceivably a gravi-node in with smaller mass would move faster than other gravi-nodes in . Equivalently speaking, gravinodes in denser areas would wait for gravi-nodes in sparser areas to prevent the latter from being left behind and adversely becoming separate clusters.
B. Convergence of the GNN
Defining
as the set of nodes for which their gravispheres have direct intersections with the gravi-node at the th update step. That is, . Furthermore, is defined as the set of nodes whose gravispheres have direct or indirect contacts with the node at the th step. Shown in Fig. 5 is a zoom-in of upper-left corner in Fig. 4(a) where the direct neighbors of are , and , i.e.,
. Although the gravispheres of and directly intersect with that of , they have only indirect contact (through ) with that of . Thus, nodes and are indirect neighbors of . Accordingly, . In Fig. 5 , . Lemma 1: In the synchronous movement process, gravinodes in cannot move randomly. They are bound to move in the direction of nodes with larger mass.
Proof: Consider an arbitrary set . The corresponding as well as their centroids for each gravi-node in may be different from one another. Assume that the dimension of is DIM, i.e.,
. By (9a), an arbitrary coordinate component of the centroid is calculated as .
Let and Fig. 5 . Zoom-in of Fig. 4(a) at the upper-left cluster.
. With , we have and Hence (11) This essentially states that centroid of must be inside the territory of , i.e., the effective agglomeration region encompassed by the coordinates of nodes in . Since , the centroids of must be inside the territory of too. Finally, by the Gravitational property, the centroid must be closer to the denser area. Thus, with (9b), all gravi-spheres in are bound to move in the direction of nodes with larger mass.
Lemma 1 underwrites the directional behavior of the agglomeration process, it ensures that the territory of an arbitrary becomes smaller as the agglomeration proceeds. Fig. 6 shows the same codewords in Fig. 5 and the rectangle encompassed by , , , define the territory of at iteration . Lemma 2: After finite synchronous movement steps, the final destinations of all gravi-nodes in an arbitrary will be identical. Proof: From Lemma 1, all gravispheres in will move in the direction of a denser area. Hence they will inevitably intersect, and the territory of will become smaller. Consequently, and , , and , would share more components. Consider the fact that gravisphere size will not change during the movement process. Eventually, 's for all gravi-nodes in will become identical. By (9a), when , , and and , so will their 's. By (9b), 's for all nodes in must be the same. Convergence Theorem: After finite synchronous movement steps, all gravi-nodes as well as their gravispheres will form several sets of concentric circles and stop moving.
Proof: Lemma 2 guarantees that each node in an arbitrary would eventually move to a certain fixed location. After certain steps, the gravispheres of nodes in will form a set of concentric circles. By induction, other gravispheres must also move to form some concentric circle sets after certain steps, eventually all gravi-nodes will not move anymore.
V. EXPERIMENTAL RESULTS
A. Benefits of the Quantization Preprocess
The initialization problem in -means is illustrated in Fig. 7(a) . The initial prototypes (marked as ) are chosen randomly from the input points. After applying the -means, the converged prototypes (marked as †) are located at obviously incorrect positions. This initialization problem can be alleviated if a quantization preprocess can be applied before the -means. For example, using the LBG [14] algorithm, we first obtained codewords and then used them as the initial prototypes for the -means process. Fig. 7(b) shows that the seven converged prototypes are located correctly.
Unlike the prototype-based techniques, the MST algorithm [17] employs a graph-theoretical approach to determine the clusters in an input data set. The algorithm first finds a minimum spanning tree for the input data. By removing the longest edges, clusters are then obtained. The computation time for obtaining the MST is 300.72 s in a Pentium-III 500 CPU. We applied LBG to quantize the input with , and it took only 0.37 s. Afterwards, we used the resulting codewords to generate the spanning tree, and it took only 0.01 s. It is interesting to note that using the MST algorithm alone would achieve nearly the same results, but with much more computation time.
The above two experiments together verified that the quantization preprocess can be advantageous to the final clustering results. Unfortunately, most existing prototype-based algorithms rely on using the complete set of original input data to relocate the initial prototypes. That is, the set of codewords can only be used as initial prototypes. In contrast, the GNN directly uses the codewords as input data to achieve fast clustering. In the following, more simulation results are presented to verify the effectiveness of the proposed clustering scheme that incorporates the CNN and GNN.
B. Gaussian Mixture Input
We tested input data containing four 2-D Gaussian Mixtures with different -axis deviations and a uniform square shaped distribution. Fig. 8 shows that the GNN can discriminate Gaussian Mixture clusters, regardless of the cluster shape and number of data points in each cluster. One should note that the value of is estimated using (10) , which also works well for general Gaussian mixture input. This result also demonstrates that because of the CNN capability for approximating equi-probablity during quantization, each codeword represents roughly the same number of data points and each gravi-nodes in the GNN has roughly the same mass . One should note that although (9a) favors nodes with larger mass, that does not prohibit the GNN from working for a uniform input distribution. As shown in Fig. 8 , the GNN correctly groups the smaller Gaussian mass and the uniform square in the lower part of Fig. 8 (a) into two separate clusters.
To compare the GNN with the FCM, we tested input data containing two Gaussians with different volumes. Fig. 9(a) shows the cluster centers identified by the FCM. The right center tends to shift left due to the incomparable data density. Consequently, several data points (marked as ) presumably belonging to the left Gaussian mass were erroneously labeled into the smaller Gaussian, as shown in Fig. 9(b) . Fig. 9(c)-(e) show that the GNN with still works well and none of the data points were erroneously labeled, despite the cluster volumes being distinctively different.
C. Comparisons With EM Method
Probability models have been proposed for quite some time as a basis for cluster analysis. In this approach, the input data points are viewed as coming from a mixture of probability distributions, each representing a different cluster. In model-based methods, a maximum-likelihood criterion is used for estimating model probability parameters. The expectation-maximization (EM) algorithm is a general approach for maximum likelihood. Fraley and Raftery [27] proposed an iterative relocation method using the EM algorithm with initial partition from agglomerative hierarchical clustering. Resulting models with a variant number of clusters were compared using an approximation to the Bayes factor based on the Bayesian information criterion (BIC).
For comparison, we tested the same input data in Fig. 8(a) . The EM for fitting mixture models (EMMIX) program was downloaded from http:\\www.maths.uq.edu.au\~gjm\emmix. Instead of running variant methods for generating the initial partition for EM as in the original EMMIX, the CNN VQ (vector quantization) was used as the preprocess for generating initial partition for EM, i.e., CNN+EM was compared with the original EMMIX. As shown in Table III , the initial partition obtained by CNN was better (higher log-likelihood) than the original preprocess in EMMIX, not to mention the random start in FCM. In terms of the BIC, the final GNN partition was as good as EMMIX, but better than FCM. Note that the smaller the BIC, the stronger the evidence for the models as well as the number of clusters. In the EM or EMMIX, the number of clusters was prespecified and the unrestricted Gaussian models was assumed. In contrast, the GNN did not need to assume cluster density models and still achieved correct .
We observed that the hierarchical clustering preprocess in EMMIX could incur heavy computation time, especially when the number of data points is large. In the case in Fig. 8 , it took nearly 30 min for a Pentium-III 500 CPU to complete EMMIX (including the hierarchical clustering preprocess). However, in the CNN+EM, the CNN cost less than 0.01 s with , and 0.4 s for EM. Finally, when , CNN cost 0.05 s, and GNN cost less than 0.01 s. Clearly, CNN quantization can be used as an efficient preprocess to obtain good initial partition for the EM algorithm. Another interesting observation is that aside from the clustering validation issue, CNN+GNN by itself can be used as a good stand-alone clustering method, or it can be used as an efficient estimator that generates a reasonable estimate for the value for the EM algorithm in dealing with the validity issue. This is because, as cited in [27] , for a specified density model EM must try on a range of values and choose the case that has the minimum BIC. This blind-guessing process is rather computationally inefficient when the number of data points is large.
VI. CONCLUSION AND DISCUSSION
We have presented a two-stage clustering approach, i.e., quantization+agglomeration, which is capable of achieving fast clustering. An implementation involving two neural networks CNN and GNN was used to verify that this two-stage approach is effective. Because gravi-nodes are agglomerated by the GNN in parallel, the planar structure in both the CNN and GNN further adds potentiality to a fully parallel hardware realization.
The CNN+GNN scheme offers many advantages in contrast to other existing clustering algorithms. To begin with, it is computationally efficient, because a CNN quantization is employed first as a useful probe to exploit substructure in the input data. The iterative GNN algorithm is then applied to agglomerate the resulting codewords in parallel fashion. Because the local distribution around each codeword can be accessed through the quantization, the size of the attraction radius for each codeword can be well defined. We have formally proved that the iterative GNN algorithm always converges. The clusters were identified by the converged centroids; making prespecifying the number of clusters unnecessary. The CNN was chosen as the quantizer in the presented clustering scheme because of its fast computation time, and ability to prevent dead nodes. The results in Section V showed that the quantization preprocess could also be beneficial to other clustering methods.
Although the results presented here are extremely encouraging, there are two issues that deserve in-depth study in the future. First, the size of the attraction radius undoubtedly is crucial to the performance of the GNN. We have shown that (10) works well for Gaussian distributions, but analytical solutions for determining suitable for general distributions are not available at this time. To tackle this issue, the strong connection between the attraction radius and Voronoi tessellation [28] might be a promising avenue. As mentioned in Section III, both Voronoi tessellation and intuitively convey the "field of influence" concept among a set of data points. We thus conjecture that study on the parameter could start with the Dilation operator [28] from mathematical morphology. The rationale here being that the Dilation operator expands the cluster border by merging a layer of Voronoi polygons, that bears a strong resemblance to the field-expanding effect obtained by multiplying with ( 1.0) in (8) . Additionally, in the clustering analysis de-noising is essential in designing a robust clustering method. The nearest neighbor method of Byers and Raftery [29] is a promising approach to this issue.
