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In this paper, we present a new method of model reduction for large-scale dynamical sys-
tems, which belongs to the SVD–Krylov basedmethod category. It is a two-sided projection
where one side reflects the Krylov part and the other side reflects the SVD (observability
gramian) part. The reducedmodelmatches the first r+iMarkovparameters of the full order
model, and the remaining ones approximate in a least squares sense without being explic-
itly computed, where r is the order of the reduced system, and i is a nonnegative integer
such that 1 ≤ i < r . The reduced systemminimizes a weightedH2 error. By the definition
of a shift operator, the proposed approximation is also obtained by solving an equality con-
strained least squares problem.Moreover, themethod is generalized formomentmatching
at arbitrary interpolation points. Several numerical examples verify the effectiveness of the
approach.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Linear systems provide the beginning of our understanding for more complex dynamical systems. The subject has
received a lot of attention since the 1940’s and is still an active field of research. Abundant natural laws and phenomena can
be described (or approximated) by linear systems. Examples include heat transfer, temperature control in various media,
signal propagation and interference in electric circuits, wave propagation and vibration suppression in large structures, and
the behavior of microelectromechanical systems. Direct numerical simulation in such a large-scale setting often leads to the
computations becoming infeasible due to memory and time limitations and ill-conditioning, which is the basic motivation
for model reduction [1,2]. The goal is to produce a lower dimensional system that has approximately the same response
characteristics as the original system, with reduced storage requirements and evaluation time.
In this paper, we will be interested in a linear time invariant (LTI) system given in state space form:
Σ :
{
x˙(t) = Ax(t)+ bu(t)
y(t) = cx(t)+ du(t) ⇔ Σ :=
(
A b
c d
)
(1.1)
where A ∈ Rn×n, b ∈ Rn, cT ∈ Rn, and d ∈ R. In (1.1), x(t) ∈ Rn is the state, u(t) ∈ R is the input, and y(t) ∈ R is the output
of Σ . The transfer function G(s) = c(sI − A)−1b + d. Since the results apply equally to multi-input–multi-output (MIMO)
systems, for simplicity we will consider only a single-input–single-output (SISO) system (1.1).
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The goal of model reduction, in this setting, is to produce a systemΣr of much smaller order with a state space form:
Σr :
{
x˙r(t) = Arxr(t)+ bru(t)
yr(t) = crxr(t)+ dru(t) ⇔ Σr :=
(
Ar br
cr dr
)
(1.2)
where Ar ∈ Rr×r , br ∈ Rr , cTr ∈ Rr , dr ∈ R, with r  n. In this paper, we will construct the reduced order model through
projection:Σr in (1.2) will be obtained as
Ar = ZTAV , br = ZTb, cr = cV , dr = d (1.3)
where V ∈ Rn×r and Z ∈ Rn×r such that ZTV = Ir . The corresponding oblique projector is given by VZT .
The model reduction algorithms, just as shown in [3–5], can be put into three categories, namely
(i) singular value decomposition (SVD) based methods,
(ii) Krylov (moment matching) based methods, and
(iii) SVD–Krylov based methods.
In SVD based model reduction, the reducing subspaces V and Z , and hence the underlying oblique projection, depend
on the controllability and/or the observability gramians. The Hankel singular values, singular values of the Hankel operator
associated with Σ , are the key ingredients in this category and play a similar role to that of the singular values in the
optimal 2-norm approximation of constant matrices. Balanced truncation [6–8] is the most common SVD based method.
When applied to stable systems, it preserves stability and provides bounds on the approximation error. However, since
the SVD based method requires dense matrix factorizations, its computational complexity is O(n3) and it is expensive to
implement in large-scale settings. For more detail on efficient implementations of balancing related model reduction in
large-scale settings, see [9,8,7].
Krylov based model reduction constructs a reduced model Σr that interpolates a certain number of moments of Σ at
selected interpolation points. The Lanczos [10] and Arnoldi [11] procedures, and the rational Krylovmethod [12–14], belong
to this category of model reductions. Krylov based methods are numerically reliable and can be implemented iteratively,
and therefore can be applied to systems of high order. The number of computations is reduced to O(n2r) and the storage
requirement to O(nr). In general, there exists no prior error bound and the reduced model cannot guarantee the stability.
The current research trend in the area of model reduction is to connect SVD and Krylov based approximation methods;
see, for example, [9,3–5,15]. The goal of these works is to combine the theoretical features of the SVD basedmethods such as
stability and global error bounds, with the efficient numerical implementation of the Krylov basedmethods. It is a two-sided
projection where one side reflects the Krylov part and the other side reflects the SVD (gramian) part.
In this paper, we introduce a new SVD–Krylov based method which is equivalent to solving an equality constrained least
squares problem. The reduced model can match the first r + i Markov parameters. Moreover, the proposed method turns
out to be a generalization of the LSmodel reductionmethod for i = 0. Although the regular two-sided Lanczos approach can
match more moments, it has no information about the remaining high order moments. The proposed method ensures that
the remaining ones approximate in a least squares sense without us explicitly computing them. To interpolate the original
model at various points, we present a rational equality constrained least squares method. Through the error analysis, the
reduced system turns out to minimize a weightedH2 error.
The rest of the paper is organized as follows. First, we review the basic methods related tomodel reduction, including the
balanced model reduction method (an SVD based method), the rational Krylov method (a Krylov based method), and least
squares model reduction (a SVD–Krylov based method), in Sections 2.1–2.3, respectively. Section 3 describes the proposed
method. Moment matching at an arbitrary interpolation point is given in Section 4. Section 5 discusses error analysis and
this is followed by numerical examples in Section 6. The conclusion is given in Section 7.
2. Basic model reduction methods
2.1. Balanced reduction: an SVD based method
Balanced truncation (BT) is one of the most common approaches in this category. When applied to stable systems, the
method preserves stability and provides bounds on the approximation error as follows [16]:
‖Σ −Σr‖H∞ ≤ 2(σk+1 + · · · + σn). (2.1)
A disadvantage of BT is that two important matrix Lyapunov equations
AC + CAT + bbT = 0, ATO + OA+ cT c = 0 (2.2)
have to be solved. The solutionsC andO to the Lyapunov equations are called the controllability and observability gramians,
respectively. For large-scale settings, it is expensive to implement because it requires dense matrix factorizations.
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2.2. Krylov (moment matching) based model reduction
The key ingredients of the Krylov based methods are the moments of the transfer function G(s). The jth moment of G(s)
at σ ∈ C is given by the jth derivative of the transfer function G(s) at σ , that is
η(0)σ = c(σ I − A)−1b+ d, and η(j)σ = c(σ I − A)−(j+1)b for j = 1, 2, . . . if σ 6= ∞
η(0)σ = d, and η(j)σ = cAj−1b for j = 1, 2, . . . if σ = ∞. (2.3)
For the special case where σ = ∞, the moments are called Markov parameters. The moment matching approximation
problem aims at finding a reduced modelΣr with transfer function Gr(s) = Σ∞j=0η(j)σ (σ − s)j such that for an appropriate k
there holds
η(j)σ = ηˆ(j)σ , j = 0, 1, 2, . . . , k. (2.4)
Grimme [12] showed how one can obtain the required projection in a numerically efficient way using the rational Krylov
method of Ruhe, and hence showed how to solve the moment matching (multi-point rational interpolation) problem using
the Krylov projection methods in an efficient way. Next we state this result. First, we define the Krylov space of index j for
a matrix F ∈ Cn×n, a vector g ∈ Cn, and a point s0 ∈ C:
Kj(F , g, s0) = span([g, Fg, F 2g, . . . , F j−1g]) if s0 = ∞
Kj(F , g, s0) = span([(s0In − F)−1g, . . . , (s0In − F)−jg]) if s0 6= ∞.
Theorem 2.1 ([12]). If
K⋃
k=1
Kbk(A, b, σk) ⊆ V = Im(V ) (2.5)
and
K⋃
k=1
Kck(A
T , cT , σk) ⊆ Z = Im(Z) (2.6)
where ZTV = I and σk are chosen such that the matrices σkI − A are invertible, k ∈ {1, . . . , K}, then the moments of Σ andΣr
satisfy
η(jk)σk = ηˆ(jk)σk , for jk = 0, 1, 2, . . . , bk + ck − 1 and k = 1, 2, . . . , K .
The methods are numerically reliable and can be implemented iteratively; see [1,17]. But they have the drawback that
the selection of interpolation points is a difficult task since it is an ad hoc process; see [3].
2.3. Least squares model reduction: an SVD–Krylov based method
Given the model Σ as in (1.1), we assume that Σ is asymptotically stable and minimal. First some definitions are in
order. The Hankel matrixH , the infinite controllability matrix P and the infinite observability matrix Q corresponding to
the systemΣ are
H :=

η0 η1 η2 · · ·
η1 η2 η3 · · ·
η2 η3 η4 · · ·
...
...
...
. . .

P := [b Ab · · · Ar−1b · · ·]
Q := [cT AT cT · · · (AT )r−1cT · · ·]T
(2.7)
where ηi := cAib is the (i+ 1)th Markov parameter. It readily follows that
H = QP . (2.8)
LetHr and hr be, respectively, the first r columns and the (r + 1)th column of the Hankel matrixH :
Hr :=

η0 η1 · · · ηr−1
η1 η2 · · · ηr
...
...
...
...
ηr ηr+1 · · · η2r−1
...
...
...
...
 , hr =

ηr
ηr+1
...
η2r−1
...
 . (2.9)
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Also, denote by Pr andQr the controllability matrix and observability matrix of index r , respectively, i.e.,
Pr :=
[
b Ab · · · Ar−1b]
and Qr :=
[
cT AT cT · · · (AT )r−1cT ]T . (2.10)
From the above definitions it follows that
Hr = H
[
Ir
0
]
= QP
[
Ir
0
]
= QP r and hr = H er+1 = QP er+1 = QArb.
Then, the approximation is obtained by computing the least squares fit of the (r + 1)th column hr ofH to the preceding r
columns ofHr . That is equivalent to solving the following least squares problem:
min
x6=0 ‖Hrx− hr‖2. (2.11)
Hence the solution xls is given by
xls = (H Tr Hr)−1H Tr hr = (P Tr OPr)−1P Tr OArb (2.12)
where O = QTQ. Recall that in discrete time, the observability gramian is the solution to the Stein equation
ATOA+ cT c = O. (2.13)
The reduced modelΣls is, then, obtained by projection as in (1.2) and (1.3), where ZT = (P Tr OPr)−1P Tr O and V = Pr . It is
clear that V reflects the moment matching side of the algorithm while Z reflects the SVD based side of the algorithm.
Theorem 2.2 ([4] Least Squares Model Reduction). The least squares solution Σls matches the first r Markov parameters of Σ
and is asymptotically stable.
3. The proposed method: model reduction via equality constrained least squares
It iswell known that an rth-order Padé approximant [18,10]matches the first 2rMarkov parameters exactly. However, no
general statement can bemade about howwell the remainingMarkov parameters arematched. Themethod thatwe propose
below matches the first r + i Markov parameters exactly, and all of the remaining ones approximately in a least squares
sense. Moreover, the proposed method keeps some of the properties of the least squares model reduction [3–5], such as
minimizing a weightedH2 error and combining the SVD basedmethod and Krylov basedmethod. Evenmore important, the
proposed method matches higher order moments than the least squares model reduction. In fact, the number of matching
moments is dependent on the number of equations in the constrained equality occurring in the least squares problem. If
a constrained equality is composed of i linear equations, where 1 ≤ i < r , the rth-order approximation proposed in this
paper can match the first r + i Markov parameters, while the least squares model reduction (see [4,5]) only matches the
first r Markov parameters.
Definition 3.1 (Shift Operator). Given the matrixHr as in (2.9), the shift operator ofHr is defined as
γHr =
η1 η2 · · · ηrη2 η3 · · · ηr+1
...
... · · · ...

and we define the implementation of the shift operator as
γHr = [η0, η1, . . . , ηr−1].
Definition 3.2 (High Order Shift Operator). Given the matrix Hr as in (2.9), the second-order shift operator of Hr and its
implementation are defined as
γ 2Hr =
η2 η3 · · · ηr+1η3 η4 · · · ηr+2
...
... · · · ...
 , γ 2Hr = [η0 η1 · · · ηr−1η1 η2 · · · ηr
]
.
Generally, the ith-order shift operator and its implementation ofHr are
γ iHr =
 ηi ηi+1 · · · ηi+r−1ηi+1 ηi+2 · · · ηi+r
...
... · · · ...
 , γ iHr =
 η0 η1 · · · ηr−1η1 η2 · · · ηr· · · · · · · · · · · ·
ηi−1 ηi · · · ηi+r−2
 . (3.1)
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And we let t1 = ηr , t2 =
[
ηr
ηr+1
]
, and ti =

ηr
ηr+1
.
.
.
ηi+r−1
.Obviously, γ iHr is constructed from the first i rows ofHr , γ iHr is the
remainder of Hr , and ti is constructed from the first i elements of the vector hr as in (2.9). Also, we can easily obtain such
results as
γHr = QAPr , γHr = Q1Pr , t1 = Q1Arb
γ 2Hr = QA2Pr , γ 2Hr = Q2Pr , t2 = Q2Arb
...
...
...
γ iHr = QAiPr , γ iHr = QiPr , ti = QiArb
(3.2)
where the matrix Qi is composed of the first i rows of Q. Then the proposed approximation is obtained by computing the
following equality constrained least squares problem:
min
γ iHr x=ti
‖(γ iHr)x− hr+i‖ (3.3)
where 0 ≤ i < r and r is the order of the reduced model. On the assumption of full rank of QiPr , the system (3.3) will be
incompatible if the condition i ≥ r holds. In view of (3.2), a problem equivalent to
(3.3) is given:
min
QiPr x=QiAr b
‖QAiPrx−QAr+ib‖2. (3.4)
If we let K = QAiPr , L = QiPr , g = QAr+ib, and h = QiArb we obtain another problem equivalent to (3.3) or (3.4),
that is,
min
Lx=h ‖Kx− g‖2. (3.5)
The solution of the above equality constrained least squares problem is not unique, and the solution set is given as
follows [19]:
Xecls = {x = Wh+ (KR)+g + (R− (KR)+KR)Z, Z ∈ Cr} (3.6)
where
R = I − L+L, W = (I − (KR)+K)L+ (3.7)
and L+ is the pseudo-inverse of L. In the sequel, we let the notation be the pseudo-inverse of the matrix.
Next we show how to find a satisfactory solution xˆecls, and how to choose the matrices V and Z with ZTV = I so that
the reduced system Σˆecls which is obtained by projection as in (1.3) matches the first r + iMarkov parameters ofΣ .
We consider the equationPrz = Arb. Obviously, the solution of the above equation exists and is unique since we assume
that Pr has full column rank, and it is given by
zˆ = P+r Arb. (3.8)
Hence, by plugging (3.8) into (3.6), we obtain one particular solution of problem (3.5) as follows:
xˆecls = Wh+ (KR)+g + (R− (KR)+KR)zˆ
= [WQi + (KR)+QAi + (R− (KR)+KR)P+r ]Arb. (3.9)
The reduced model Σˆecls is, then, obtained by projection as follows:
Σˆecls =
[
ZTAV ZTb
cV d
]
(3.10)
where
ZT = WQi + (KR)+QAi + [R− (KR)+KR]P+r (3.11)
and
V = Pr . (3.12)
Lemma 3.1. Given ZT , V as in (3.11) and (3.12), then
ZTV = I. (3.13)
The corresponding oblique projector is given by VZT .
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Proof. In view of (3.11), (3.12) and (3.7), it is easy to obtain
ZTV = WQiPr + (KR)+QAiPr + [R− (KR)+KR]P+r Pr
= (I − (KR)+K)L+QiPr + (KR)+QAiPr + R− (KR)+KR.
Recall that K = QAiPr and L = QiPr ; we simplify the above equation as follows:
ZTV = (I − (KR)+K)L+L+ (KR)+K + R− (KR)+KR
= L+L− (KR)+KL+L+ (KR)+K + R− (KR)+KR
= L+L+ R+ (KR)+K(I − L+L)− (KR)+KR.
In terms of the definition of R = I − L+L, it hence leads to the desired result:
ZTV = I + (KR)+KR− (KR)+KR
= I.
Then it is clear that VZT is the corresponding oblique projector.
Next we further simplify the matrix ZT :
ZT = (I − (KR)+K)L+Qi + (KR)+QAi + (R− (KR)+KR)P+r . (3.14)
First we consider the following three matrices:
(KR)+K = [(KR)TKR]+(KR)TK
= [RTP Tr (Ai)TQTQAiPrR]+RTP Tr (Ai)TQTQAiPr
and, similarly,
(KR)+QAi = [RTP Tr (Ai)TQTQAiPrR]+RTPTr (Ai)TQ TQAi
(KR)+KR = [RTP Tr (Ai)TQTQAiPrR]+RTPTr (Ai)TQ TQAiPrR.
Let P¯r = AiPrR,O = QTQ and OP = (P¯ Tr OP¯r)+P¯ Tr OAi. The above matrices can be obtained in a simple form as follows:
(KR)+K = OPPr , (KR)+QA = OP , (KR)+KR = OPPrR (3.15)
andwe further note that for a discrete-time systemΣ ,O is the observability gramian ofΣ , which is the solution to the Stein
equation
ATOA+ cT c = O. (3.16)
On plugging (3.15) into (3.14), it follows that
ZT = (I − OPPr)L+Qi + OP + (R− OPPrR)P+r .  (3.17)
Remark 3.1. It is clear from (3.12) and (3.17) that the equality constrained least squares solution reduces to obtaining the
two matrices Z and V . Im(V ) is the rth Krylov subspace of A and b, i.e., Im(V ) = Kr(A, b). Hence V reflects the moment
matching side of the algorithm. On the other hand, Z as in (3.17) contains the observability gramian O embedded in OP .
So Z reflects the SVD based side of the algorithm.
Remark 3.2. If the constraint term diminishes, that is i = 0 or
L = 0, h = 0, K = QPr , g = QArb, R = I and W = 0,
we conclude that the matrix Z in (3.11) reduces to ZT = K+Q = (P Tr OPr)−1P Tr Q which coincides with the case for the
least squares model reduction.
Lemma 3.2. The reduced system Σˆecls is independent of the original realization of Σ ; in other words, Σˆecls is unique.
Proof. Let S, det(S) 6= 0, be a similarity transformation of Σ , and let A˜, b˜, c˜, d˜ be the realization of Σ in the transformed
basis, i.e.,
A˜ = SAS−1, b˜ = Sb, c˜ = cS−1, d˜ = d.
Then for this realization, the controllability matrix Pˆr of index r and the observability gramian are easily computed as
P˜r = SPr , Q˜ = QS−1.
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Also, we have the relationship Q˜i = QiS−1. Hence it follows that
K˜ = Q˜A˜P˜r = K , L˜ = Q˜iP˜r = L, R˜ = I − L˜+L˜ = R, and W˜ = (I − (K˜ R˜)+K˜)L˜+ = W .
Plugging these relationships into the formulas for Z˜ and V˜ from (3.11) and (3.12),
Z˜T = WQiS−1 + (KR)+QAS−1 + [R− (KR)+KR]P+r S−1 = ZT S−1
and
V˜ = P˜r = SPr = SV .
Therefore, the reduced order model Σ˜ecls of the transformed realization is given by
Σ˜ecls =
[
Z˜T A˜V˜ Z˜Tb
c˜V˜ d˜
]
=
[
ZT S−1SAS−1SV ZT S−1Sb
cS−1SV d
]
= Σˆecls.
Hence, a state space transformation ofΣ yields the same reduced system. This concludes the proof. 
Theorem 3.1 (Equality Constrained Least Squares Model Reduction). The equality constrained least squares solution Σˆecls
obtained from (3.10)matches the first r + i Markov parameters of Σ .
Proof. First, since
V = Pr = Kr(A, b) (3.18)
the first condition of (2.5) as discussed in Theorem 2.1 holds. Next, we focus on verifying the following result:
Ki(AT , cT ) = QTi ⊂ Im(Z). (3.19)
We only need to find a matrix B such that
ZB = QTi ,
i.e., BTZT = Qi. In fact, such a matrix B exists. We choose
BT = L = QiPr
and in the sequel we will show that the relationship LZT = Qi holds.
Since L has full row rank, it follows that LL+ = I . Then we readily conclude that
LR = L(I − L+L) = L− LL+L = 0, LRT = LR = 0 (since R is symmetric),
and L(KR)+ = L(KR)T (KR(KR)T )+ = LRTK T (KR(KR)T )+ = 0.
From these equalities, we compute and simplify LZT as follows:
LZT = L(I − (KR)+K)L+Qi + L(KR)+QA+ LRP+r − L(KR)+KRP+r
= LL+Qi
= Qi.
Therefore we obtain the relationship (3.19) as desired. In view of both conditions (3.18) and (3.19) applied into Theorem 2.1,
we conclude the proof completely. 
4. Moment matching at arbitrary interpolation points
The equality constrained least squares solution Σecls matches the first r + i Markov parameters of Σ , hence yielding a
better approximation around high frequencies. However, one would like to interpolate the original model at various points
in order to achieve a better approximation over a broader frequency range. This goal can be easily achieved by means of a
modification of the matrix V . Instead of letting V = Pr , given l interpolation points σ1, . . . , σl, one lets V and U span the
union of Krylov subspaces corresponding to these points, that is,
Im(V ) =
l⋃
k=1
Kαk(A, b, σk) (4.1)
Im(U) =
l⋃
k=1
Kβk(A
T , cT , σk) (4.2)
where αk and βk, k = 1, 2, . . . , l, are the corresponding multiplications of σk in two different subspaces. We know how to
construct V in (4.1) in a numerically efficient way using the rational Krylov method.
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Let Ui be constructed from the first i columns of the matrix U , i.e.,
Ui = U(:, 1 : i). (4.3)
To reflect the fact that V spans a rational Krylov subspace, wewill call the resultingmethod the rational equality constrained
least squares method, and the corresponding reduced model will be denoted byΣrecls. The following theorem holds.
Theorem 4.1. Given a discrete-time systemΣ :=
(
A b
c d
)
, with the l interpolation pointsσ1, . . . , σl, let V , andUi satisfy (4.1)
and (4.3) respectively. Let Σrecls be constructed as follows:
Σrecls :=
(
Arecls brecls
crecls drecls
)
=
[
ZTAV ZTb
cV d
]
where Z still satisfies (3.14)where thematricesPr ,Qi take the place of V in (4.1) and Ui does the same in (4.3). Then themoments
of Σ andΣrecls satisfy
η(j)σk = ηˆ(j)σk for j = 0, 1, . . . , αk + γk − 1 and k = 1, 2, . . . , l (4.4)
where
γk =

0 if i ≤
k−1∑
j=1
βj
i−
k−1∑
j=1
βj if
k−1∑
j=1
βj < i <
k∑
j=1
βj
βk else, i.e., i ≥
k∑
j=1
βj.
(4.5)
Proof. First, it is obvious that the matrices V in (4.1) and the modification Z are still orthogonal, i.e., ZTV = I . What is left is
to show that
UiT ⊂ Im(Z).
Like in the proof of Theorem 3.1, the above relationship holds. That is,
l⋃
k=1
Kγk
(
(σkI − A)−T , (σkI − A)−T cT
) = UTi ⊂ Im(Z)
where γk is taken in view of (4.5), and the subspace K0(X, y) denotes the zero subspace. Therefore, it follows from
Theorem 2.1 that the moments ofΣ andΣr satisfy (4.4) as expected. 
5. Error analysis
Let the transfer functions of the original model and the reduced model, respectively, be
G(s) = pn−1(s)
qn(s)
+ d =
∞∑
i=0
ηisi (5.1)
Gr(s) = pr−1(s)qr(s) + d =
br−1sr−1 + br−2sr−2 + · · · + b1s+ b0
a0sr + a1sr−1 + · · · + ar−1s+ 1 + d. (5.2)
We hope that the approximant Gr(s) approximates the original function G(s) as accurately as possible. It is best to obtain
Gr(s) = G(s). We can write this convolution in matrix form as follows:
b0
b1
...
br−1
0
...
0
...

=

0 0 · · · 0 η1
0 0 · · · η1 η2
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 η1 · · · ηr−1 ηr
η1 η2 · · · ηr ηr+1
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
ηi ηi+1 · · · ηi+r−1 ηi+r
...
...
...
...
...


a0
a1
...
ar−1
1
. (5.3)
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Using the first r + i+ k terms of above matrix equation, i.e.,[b
0
0
]
=
 H1H2 h21
H3 h31
[a
1
]
(5.4)
where b = (b0, b1, . . . , br−1)T ∈ Rr , a = (a0, a1, . . . , ar−1)T ∈ Rr , h21 = (ηr+1, ηr+2, . . . , ηr+i)T ∈ Ri, h31 = (ηr+i+1,
ηr+i+2, . . . , ηr+i+k)T ∈ Rk,H1 ∈ Rr×(r+1),H2 ∈ Ri×r , and H3 ∈ Rk×r , next we introduce an error term e = (e1, e2, e3)T
in (5.4) as[b
0
0
]
+
[e1
e2
e3
]
=
 H1H2 h21
H3 h31
 [a
1
]
. (5.5)
Let ε(j) denote the solution error between the desired moment ηj and the approximate moment ηˆj, i.e.,
ε(j) = ηj − ηˆj for j = 1, 2, . . . , r, . . . , r + i+ k.
Then it can be easily shown that the equation error e is a weighted version of the absolute error ε, namely[e1
e2
e3
]
= e = Aeε = Ae
[
ε1
ε2
ε3
]
(5.6)
where
Ae =

1
ar−1 1
...
. . .
. . .
a0 · · · ar−1 1
a0 · · · ar−1 1
. . .
. . .
. . .
. . .
a0 · · · ar−1 1

∈ R(r+i+k)×(r+i+k), (5.7)
ε1 = (ε(1), . . . , ε(r))T , ε2 = (ε(r+1), . . . , ε(r+ i))T and ε3 = (ε(r+ i+1), . . . , ε(r+ i+k))T . Correspondingly, partition
Ae as follows:
Ae =
[A11 0 0
A21 A22 0
A31 A32 A33
]
where A11 ∈ Rr×r , A21 ∈ Ri×r , A22 ∈ Ri×i, A31 ∈ Rk×r , A32 ∈ Rk×i, and A33 ∈ Rk×k. Thus, it follows that[e1
e2
e3
]
=
[ A11ε1
A21ε1 + A22ε2
A31ε1 + A32ε2 + A33ε3
]
. (5.8)
As discussed above, by construction, we know that e1 = ε1 = 0, and e2 = ε2 = 0, which means that ηn = ηˆn for
n = 1, 2, . . . , r + i. On the basis of this observation, the above Eq. (5.8) can be written as
e3 = A33ε3. (5.9)
We let k = ∞; then the relationship (5.9) still holds. Hence the proposedmethod in this paperminimizes aweighted version
of the error norm.
Let the equality constrained least squares solutionΣecls have the moment ηeclsm and the transfer function
Geclsr (s) =
peclsr−1(s)
qeclsr (s)
= b
ecls
r−1sr−1 + beclsr−2sn−2 + · · · + becls1 s+ becls0
aecls0 sr + aecls1 sr−1 + · · · + aeclsr−1s+ 1
.
Similarly, let Σˆ be any rth-order approximation toΣ with the moment ηˆm satisfying ηˆm = ηm form = 1, . . . , r+ i, and the
transfer function
Gˆr(s) = pˆr−1(s)qˆr(s) =
bˆr−1sr−1 + bˆr−2sn−2 + · · · + bˆ1s+ b0
aˆ0sr + aˆ1sr−1 + · · · + aˆr−1s+ 1 .
On the basis of all the above analysis in Section 5, we obtain the following theorem.
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Fig. 6.1. Sigma plot of the reduced model for the Penzl example.
Theorem 5.1. The equality constrained least squares model reduction method minimizes the H2 norm of the weighted error
system Ge := qˆr(s)(G(s)− Gˆr(s)), that is,
qeclsr = argmin
qˆr (s)
‖qˆr(s)(G(s)− Gˆr(s))‖H2 .
Proof. Since we have k = ∞ in our proposed method, it is clear from (5.6) and the definition of Ae in (5.7) that the error
e is obtained as the convolution of the aˆm with the absolute error ε(m) = ηm − ηˆm. In the frequency domain, one has
E(s) = qˆr(s)(G(s)− Gˆr(s)).
Then, from the definition of the H2 norm and Parseval’s theorem it follows that ‖e‖22 = ‖E(s)‖2H2 . Recall that the
proposed method minimizes ‖e‖22 over all possible solutions Gˆr(s) with e1 = 0 and e2 = 0. This observation leads to
the desired result. 
Theorem 5.1 states that the reduced system turned out to minimize a weightedH2 error, which has the same result as
the LS approach does [4,3].
6. Numerical examples
In this section, we apply the proposed method to several dynamical systems and compare its performance with the
least squares model reduction method (LS), since the latter has been compared with the balanced truncation and the
rational Krylov method in detail [3,4]. All the three examples are continuous in time and are from the SLICOT benchmark
library, which contains some useful ‘‘real world’’ examples reflecting current problems in applications.We apply the rational
equality constrained least squares method via bilinear transformation [4,3]. We denote by Σls and Σecls the reduced order
models obtained from, respectively, LS and ECLS. MoreoverΣ denotes the full order model (FOM). The numerical examples
show that we have been able to produce results close to or better than those obtained by LS model reduction.
6.1. Penzl’s model
The FOM is a dynamical system of order 1006. The state space matrices are given by
A =
A1 A2 A3
A4
 A1 = [ −1 100−100 −1
]
A2 =
[ −1 200
−200 −1
]
A3 =
[ −1 400
−400 −1
]
A4 = diag(−1, . . . ,−1000), BT = C =
[
10 · · · 10︸ ︷︷ ︸
6
1 · · · 1︸ ︷︷ ︸
1000
]
.
We reduced the order to r = 14 by choosing the interpolation points as σ1,2 = 1 ± 100j, σ3,4 = 1 ± 200j, σ5,6 =
1 ± 400j, σ7 = 0. The multiplications of σi in the two different subspaces are by 2. For ECLS, the result is as good as LS,
shown in Fig. 6.1, if i < 14, where we choose i = 3.
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Fig. 6.2. Sigma plot of the reduced model for the Eady example.
Fig. 6.3. Sigma plot of the reduced model for the beam example.
6.2. The Eady example
This is a model of an atmospheric storm track (for example in a region in the mid-latitude Pacific). The order of the FOM
is 598. We reduced the order of the system to r = 12 by using the LS method and the proposed method ECLS. The three
interpolation points are chosen as σ1 = 0, σ2 = 2 + 10i and σ2 = 2 − 10i. The multiplications of σi in the two different
subspaces are by 4 and we choose i = 1. Just as shown in Fig. 6.2, both ECLS and LS work very well for this model.
6.3. The clamped beam model
The clamped beam model has 348 states. It is obtained by spatial discretization of an appropriate partial differential
equation. The input represents the force applied to the structure at the free end, and the output is the resulting displacement.
We reduced the order of the system to r = 24 byusing the LSmethod and the proposedmethod ECLS. The three interpolation
points are chosen as σ1 = 0, σ2 = 100i and σ2 = −100i. The multiplications of σi in the two different subspaces are by
8 and we choose i = 6. It is clear that the reduced model obtained using ECLS behaves better than that from LS, which is
shown in Fig. 6.3.
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7. Conclusion
We have proposed a new SVD–Krylov based method which is equivalent to computing an equality constrained least
squares problem. The reduced model matches the first r + i Markov parameters of the full order model. Through error
analysis, itwas found that the reduced system turnedout tominimize aweightedH2 error. However, the asymptotic stability
of the reduced system has not been obtained yet and this issue is currently under investigation.
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