Perturbing Fredholm operators to obtain invertible operators  by Widom, Harold
JOURNAL OF FUNCTIONAL ANALYSIS 20,26-3 1 (1975) 
Perturbing Fredholm Operators to Obtain Invertible Operators 
HAROLD WIDOM* 
Division of Natural Sciences, University of California, Santa Cruz, California 95060 
Communicated by Ralph Phillips 
Received September 17, 1974 
A condition is given on a set OI of operators on Hilbert space that guarantees 
it has the following property: For any Fredholm operator T of index zero there 
exists an A E asuch that T + l A is invertible for all sufficiently small nonzero E. 
As a corollary one obtains in a quite general setting the density of the invertible 
Toeplitz operators in the set of Fredholm Toeplitz operators of index zero. 
It is a simple exercise to show that a Fredholm operator of index 
zero may be perturbed to obtain an invertible operator. More 
precisely, if T is an operator on Hilbert space which is Fredholm of 
index zero then there is an operator A of arbitrarily small norm such 
that T + A is invertible. For certain purposes (specifically in the 
theory of Toeplitz operators) it may be necessary that the perturbing 
operator A lie in a given set LX. In this paper it will be shown that 
a simple assumption about GY guarantees that such an A can always 
be found. As a corollary it will be shown that in a quite general 
setting the invertible Toeplitz operators are dense in the Toeplitz 
operators of index zero. 
THEOREM. Let GY be a linear set of (bounded) operators on Hilbert 
space with the property that for any two nonxero vectors x, y there 
exists an A E 12 such that (Ax, y) # 0. Then if T is a Fredholm operator 
of index zero there exists an A E 6I such that T + aA is invertible for 
all su$iciently small nonzero E. 
The following lemma is certainly well known to workers in stability 
theory. 
LEMMA 1. Let T be Fredholm of index zero, A arbitrary. If T + EA 
is noninvertible for arbitrarily small nonzero E then there exists a nonxero 
vector x E N(T) such that Ax E g(T). 
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Proof. Since T + EA is (for sufficiently small E) also Fredholm of 
index zero its noninvertibility implies the nontriviality of its null 
space. Therefore for each E of a sequence tending to zero there is an X, 
satisfying 
II xc II = 1, (T + EA) x, = 0. 
Write 
xc = YE + z, 1 YE E Jw), x, E Jv-( T)i. 
Then (T + EA)x, = 0 yields Tz, = --Ax, . Thus TX, -+ 0 and so 
(by the invertibility of T as an operator from JV( T)-L to B?(T)) also 
z, -+ 0. 
Since JV( T) is finite dimensional there is a subsequence of the given 
sequence such that y. converges to a vector x. Clearly x E N(T) and 
Ij x /j = 1. Moreover, since each 
Ax, = -c-lTx, E c%?(T), 
and 9(T) is closed, we also have Ax E W(T). 
The above lemma implies that the assertion of the theorem is 
correct if dim Jlr( T) is at most one. That nothing more is needed in 
the general case will follow from the following curious algebraic fact. 
LEMMA 2. Let JI be a linear set of singular n x n matrices. Then 
there is a sequence of elementary row and column operations which when 
applied to the matrices of &Y yields a set of matrices all of which have 
entry zero in the same position. 
Proof. Suppose the statement is true for all orders less than n 
and let J&X be a linear set of singular n x n matrices. Any nonzero 
matrix of J&Z’ (if there is none there is nothing to prove) can be brought 
to the form 
by elementary operations. Here the upper left and lower right blocks 
are identity and zero matrices of positive order. Thus we may assume 
to begin with that J E 4. 
Take any M E ~8 and write it in block form 
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corresponding to the block form of J. The assumption on +A’ implies 
that 
det(M + aJ> = 0, 
for any complex number 01. This determinant is a polynomial in (y. 
whose highest coefficient is det Ma, . Thus 
det M,, = 0, 
for any M E J. This shows that the set of lower right-hand blocks of 
the matrices of A is a linear set of singular matrices of order less 
than n. The induction hypothesis implies that there is a sequence of 
elementary operations which when applied to these blocks yields a set 
of matrices all of which have entry zero in the same position. These 
operations yield in the obvious way the desired set of operations on 
the matrices of A?. 
To prove the theorem let x1 ,..., x, be a basis for J(T) and 
yr ,..., yn a basis for W( T)l. (Recall that T has index zero.) Suppose 
the conclusion of the theorem is false. Then Lemma 1 implies that 
for each A E a there is a linear combination 
x = 1 aixi , 
with not all a$ equal to zero, such that 
(1 a&lx, , y3 1 = 0, j = I,..., n. 
Thus for all A E GI the n x n matrix 
M = (4 , yi) 
is singular. Since GZ is linear the set of all such matrices is also linear 
so Lemma 2 can be applied. But any set of elementary operations 
applied to these matrices has the effect of simply replacing the inde- 
pendent sets (xi} and (yJ by other independent sets {xi’> and {yi’}. 
Thus the lemma tells us that for some such pair of independent sets 
and for some fixed i and j, 
@Xi’, Y3’) = 0, 
for all A E UZ. This contradicts the assumption on OZ and the theorem 
is proved. 
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Remark. The restriction to operators on Hilbert space is 
unnecessary. One may consider operators from one Banach space E 
to another Banach space F. The assumption on a is that for any 
nonzero x E E and y E F * there is an A E Q! with y(Ax) # 0. The 
operator T need not even the Fredholm of index zero. It suffices that T 
be semi-Fredholm, that is, that S?(T) be closed and that 
k(T) = min(dimN(T), dimF/S?(T)) < co. 
The conclusion is that there is an A E a such that for all sufficiently 
small nonzero E. 
dim N( T + 4) = dim J(T) - K(T), 
dim F/B?(T + 4) = dim F/W(T) - k(T). 
Thus T + EA is as close to being invertible as possible, in view of the 
stability of the index. The proof of the theorem can easily be modified 
to prove this more general assertion. 
We now apply the theorem to a class of operators containing the 
usual Toeplitz operators with matrix-valued symbol acting on Ha 
of the n-torus. 
The following notation will be used. If E is any set, EcrXT) and EC,) 
denote, respectively, the set of r x r matrices with entries from E 
and the set of r-vectors with entries from E. 
Take an arbitrary measure space. Then the elements of L30(rXr) act 
in an obvious way on the Hilbert space Ls(,) . Let H be a (closed) 
subspace of L, , so that Ht,) is a subspace of Lz(,.) , and denote by P 
the projection operator from L,c,., to H(,) . For any g, E Loccrxr) define 
the Toeplitz operator T, acting on Hc,, by 
Tmf = wef ). 
COROLLARY. Assume that H has no divisors of zero (that is, iff and g 
are nonxero as elements of H then fg is nonzero as an element of L,). 
Let @ be any total subspace of L, (thought of as a set of linear functionals 
on L,). Then ;f T is any Fredholm operator of index zero on Ht,) there 
is a v E cD(~~?) such that T + ET, is invertible for all suficiently small 
nonxero E. 
Proof. We must check that 
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satisfies the hypothesis of the theorem. This amounts to showing that 
if 
f = ifi>, ‘c = bi> 
are nonzero elements of H~,.J , then there is a 
P = h) E @(rxr) 
such that 
wPf)*d f 0. 
Since Pg = g this is the same as (VJ, g) # 0 or 
There are indices &, , j, such that fjo # 0, gi, # 0 and SO by the 
assumption on H the product fiogio is not almost everywhere equal to 
zero. Hence we can find ~i~jo belonging to @ such that 
and we simply set ~ij = 0 if i + i. or j # j,, . This defines a CJI with the 
required property. 
The corollary has immediate application to the more usual Toeplitz 
operators. Here the measure space is the n-torus Tp and His the set of 
functions in L2( Tp) whose Fourier transforms are supported on 
(i = (il , . . . , in) : il 3 0,. . . , in > 0). 
One may take @ to be the set of functions whose Fourier transforms 
have finite support. Since nonzero functions of H vanish almost 
nowhere, the conditions of the corollary are clearly satisfied and one 
obtains a generalization of theorems of Gohberg and Krein [2], 
Douglas and Howe [l], and Pattanayak [4], who proved, respectively, 
for 71 = 1 in the matrix case, for n = 2 in the scalar (r = 1) case, 
and for n = 2 in the matrix case, that the invertible Toeplitz operators 
are dense in the Fredholm Toeplitz operators of index zero with 
continuous symbol. 
More generally, one can replace TP by an arbitrary compact group 
G with archimedean ordered dual G and H by the functions of L,(G) 
whose Fourier transforms are supported on any fixed subset of a 
translate of the set of nonnegative elements of G. That nonzero 
functions of I?I vanish almost nowhere follows from a theorem of 
Helson and Lowdenslager [3]. 
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