Bosonic quantum Hall states in single-layer two-dimensional optical
  lattices by Bai, Rukmani et al.
Bosonic quantum Hall states in single layer 2D optical lattices
Rukmani Bai,1, 2 Soumik Bandyopadhyay,1, 2 Sukla Pal,1 K. Suthar,1 and D. Angom1
1Physical Research Laboratory, Ahmedabad - 380009, Gujarat, India
2Indian Institute of Technology Gandhinagar, Palaj, Gandhinagar - 382355, Gujarat, India
Quantum Hall (QH) states of two dimensional (2D) single layer optical lattices are examined using Bose-
Hubbard model (BHM) in presence of artificial gauge field. We study the QH states of both the homogeneous
and inhomogeneous systems. For the homogeneous case we use cluster Gutzwiller mean-field (CGMF) theory
with cluster sizes ranging from 2 × 2 to 5 × 5. We, then, consider the inhomogeneous case, which is relevant
to experimental realization. In this case, we use CGMF and exact diagonalization (ED). The ED studies are
using lattice sizes ranging from 3 × 3 to 4 × 12. Our results show that the geometries of the QH states are
sensitive to the magnetic flux α and cluster sizes. For homogeneous system, among various combinations of
1/5 6 α 6 1/2 and filling factor ν, only the QH state of α = 1/4 with ν = 1/2, 1, 3/2 and 2 occur as
ground states. For other combinations, the competing superfluid (SF) state is the ground state and QH state is
metastable. For BHM with envelope potential, all the QH states observed in homogeneous system exist for box
potentials, but none for the harmonic potential. The QH states also persist for very shallow Gaussian envelope
potential. As a possible experimental signature we study the two-point correlations of the QH and SF states.
I. INTRODUCTION
The experimental realization of Bose Einstein condensates
(BECs) of dilute atomic gases in optical lattices [1–4], and
consequent developments [5, 6] have opened new frontiers
to explore the physics of quantum many-body systems. This
is due to the possibility of experimental control on the inter-
atomic interactions, number of atoms, lattice geometry and
choice of atomic species. In particular, bosons in optical lat-
tices are near ideal realizations [7] of the Bose-Hubbard model
(BHM) [8, 9]. The recent experimental implementations of
artificial gauge potential [10–16] in optical lattices have intro-
duced an important parameter and made these systems excel-
lent testing ground for QH physics [17]. Despite enormous
progress in experimental and theoretical understanding of QH
effect [18–21], a basic understanding of the fractional quan-
tum Hall (FQH) effect [22] is still missing. The major dif-
ficulty arises from the strong correlations of electrons, but
which is also the origin of FQH states. Although, the Laughlin
ansatz [23] provides exact solutions for some FQH systems,
but it is not yet observed in experiments. The strong magnetic
field required to obtain FQH states is the major hurdle to ob-
serve these many-body states. Optical lattices, in this respect,
have the advantage as various topological states, such as FQH
states, are predicted to occur within the range of parameters
achieved in experiments [24, 25].
In the BHM Hamiltonian the hopping and on-site interac-
tion are the two competing terms. And both of these can be
tuned by changing the depth of the lattice potential and em-
ploying Feshbach resonance [26, 27]. The hopping parame-
ter J , which defines the strength of the hopping term in the
BHM Hamiltonian, acquires a phase J → |J | exp(iΦ) in
the presence of an artificial gauge potential [28] through the
Peierls substitution [29, 30] and modifies the states of BHM.
So, for an atom in the optical lattice there is a change of phase
Φ = 2piα when it hops around an unit cell or plaquette, where
α is the flux quanta per plaquette. In theoretical studies, fea-
tures of Laughlin states in low particle density limit has been
reported [31] for ν = 1/2 and α < αc = 0.4. Here, ν is the
filling factor, the number of particles per flux quanta and αc is
the critical value below which FQH states exist. For α > αc
the equilibrium ground state properties start to change. And,
the existence of a striped vortex lattice phase is reported in the
neighbourhood of α = 1/2 [32]. On the other hand, based on
the results of Monte Carlo and exact diagonalization (ED), the
existence of bosonic FQH states is predicted [33] in the vicin-
ity of Mott plateaus for α = 2/3. Similar results are reported
in a recent work using the Chern-Simons theory [34] in com-
bination with single site Gutzwiller mean-field (SGMF) the-
ory. In another recent work [35], the incompressibility of the
FQH states is employed to identify these states in computa-
tions using cluster Gutzwiller mean-field (CGMF) theory for
α = 1/5 at ν = 1/2. On the other hand, using reciprocal clus-
ter mean-field (RCMF) analysis Hu¨gel et al. [36] predicted a
competing FQH state as a metastable state for α = 1/4. In
this work, we report FQH states at distinct νs for low and
high flux. For example, when α = 1/5 we obtain QH states at
ν = n/2, where n = 1, 2, .., 9 and for α = 1/2 at ν = 1/2, 1,
and 3/2. In particular, we discuss the QH states for α = 1/5,
1/4 and 1/2 in the hard-core boson limit. We also obtain QH
states for α = 1/3 case, however, we have not provided the
details as the general trend is similar to α = 1/5.
Motivated by the recent theoretical investigations and ex-
perimental progress, we address a basic gap in our current
understanding. And, that is the occurrence of QH states in
optical lattices with an envelope potential. This key issue is
addressed in this work. For our studies we use SGMF [37–39]
and CGMF [40–44] theories, and ED. Our results, for the case
of homogeneous optical lattices, agree well with the previous
theoretical observations. After establishing this and demon-
strating that getting the geometry of QH states requires larger
cluster sizes in CGMF, we provide an answer to the question:
what is the nature of the QH states in optical lattices with an
envelope potential?
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2II. THEORETICAL METHODS
We consider bosonic atoms at zero temperature confined
in a two-dimensional (2D) square optical lattice with an en-
velope potential in presence of synthetic magnetic field [14–
16, 45]. In the Landau gauge, the system is well described by
the BHM [7, 24, 25, 32, 45] with Peierls substitution in the
nearest-neighbour (NN) hopping [29, 30, 46], and the Hamil-
tonian is
Hˆ = −
∑
p,q
[(
Jxe
i2piαq bˆ†p+1,q bˆp,q + H.c.
)
+
(
Jy bˆ
†
p,q+1bˆp,q
+ H.c.
)]
+
∑
p,q
[
U
2
nˆp,q(nˆp,q − 1)− (µ− εp,q)nˆp,q
]
,(1)
where p (q) is the lattice site index along x (y) direction, bˆp,q
(bˆ†p,q) is the bosonic annihilation (creation) operator, and nˆp,q
is the number operator. The parameter, Jx (Jy) is the com-
plex hopping strength between two NN sites along x (y) di-
rection, U is the on-site interaction strength. Here, µ is the
chemical potential and εp,q is the energy offset of the enve-
lope potential. The envelope or confining potential, in the
case of harmonic potential, modifies µ by the energy offset
εp,q = Ω(p
2 + q2), where Ω is the strength of the harmonic
confining potential. The phase 2piα in Jx arises from the syn-
thetic magnetic field and 0 6 α 6 1/2. It is well established
that for α = 0 the phase diagram of BHM admits two phases,
Mott insulator (MI) and superfluid (SF) phase [3, 7, 8]. The
strong on-site interaction limit (J/U  1) corresponds to
the MI phase, whereas the opposite limit (J/U  1) corre-
sponds to the SF phase. The phase diagram in the µ−J plane
consists of Mott lobes with increasing commensurate integer
filling. And, it has been shown in previous studies that MI
lobes are enlarged for α 6= 0 [47].
A. Gutzwiller mean-field theory
To obtain the eigenstates of BHM, we use the mean-field
approximation [38]. For the mean-field Hamiltonian, the an-
nihilation (creation) operators in Eq. (1) are decomposed as
bˆp,q = φp,q + δbˆp,q, (2a)
bˆ†p,q = φ
∗
p,q + δbˆ
†
p,q, (2b)
where φp,q = 〈bˆp,q〉 is the SF order parameter, and φ∗p,q =
〈bˆ†p,q〉. Using these definitions in Eq. (1) and neglecting the
second order term in fluctuations like δbˆ†p+1,qδbˆp,q , we obtain
the mean-field Hamiltonian of the BHM as
HˆMF = −
∑
p,q
{[
Jxe
i2piαq
(
bˆ†p+1,qφp,q + φ
∗
p+1,q bˆp,q
− φ∗p+1,qφp,q
)
+ H.c.
]
+
[
Jy
(
bˆ†p,q+1φp,q + φ
∗
p,q+1bˆp,q
− φ∗p,q+1φp,q
)
+ H.c.
]}
+
∑
p,q
[
U
2
nˆp,q(nˆp,q − 1)− (µ− εp,q)nˆp,q
]
. (3)
The order parameter φp,q is zero for the MI phase and finite for
the SF phase. The Hamiltonian in Eq. (3) can be considered
as the sum of the single-site Hamiltonian
hˆp,q = −
[
Jxe
i2piαq
(
φ∗p+1,q bˆp,q − φ∗p+1,qφp,q
)
+ H.c.
]
−
[
Jy
(
φ∗p,q+1bˆp,q − φ∗p,q+1φp,q
)
+ H.c.
]
+
U
2
nˆp,q(nˆp,q − 1)− (µ− εp,q)nˆp,q. (4)
We can, therefore, diagonalize the Hamiltonian for each site
separately. To compute the ground state of the system, we use
the site dependent Gutzwiller ansatz. That is, the ground state
of the system is the direct product of the ground states of all
the sites,
|ΨGW〉 =
∏
p,q
|ψ〉p,q =
∏
p,q
Nb∑
n=0
c(p,q)n |n〉p,q, (5)
where Nb is the highest occupation number basis state, c
(p,q)
n
are the complex coefficients of the ground state |ψ〉p,q at the
site (p, q) with the normalization condition
∑
n |c(p,q)n |2 = 1.
Then, the SF order parameter at the lattice site (p, q) is
φp,q = 〈ΨGW|bˆp,q|ΨGW〉 =
Nb∑
n=0
√
nc
(p,q)
n−1
∗
c(p,q)n . (6)
Based on the definition of |ΨGW〉 in Eq. (5), the MI state with
density or occupancy ρ = m is
|ΨGW〉mMI =
∏
p,q
c(p,q)m |m〉p,q, (7)
with the condition |c(p,q)m |2 = 1. Considering the above ex-
pression, it is evident that φp,q is zero in the MI phase of the
system. But φp,q is finite for the SF phase as more than one
occupation number state contribute to |ψ〉p,q . As the inter-
site coupling is through φp,q , and it cannot describe strongly
correlated FQH states. For this reason, previous works have
relied on CGMF [35] and RCMF [36] to obtain FQH states in
BHM. In the present work, to obtain ground state, the mean-
field Hamiltonian is diagonalized for each lattice site with
Nb = 10 using initial guess of φp,q . After diagonalization,
the ground state is retained as the state |ψ〉p,q of the site in
|ΨGW〉. In addition, using |ψ〉p,q a new φp,q is computed and
this cycle is continued till convergence.
3a
a
FIG. 1. The solid blue lines between the lattice sites represent the
inter-site bonds. The gray dashed lines demarcate cell around each
lattice sites, which is used in representing cluster or attributing prop-
erties to each of the lattice sites. For illustration, one of the cell is
highlighted in yellow and as an example a 2×2 cluster is identified
with orange color.
FIG. 2. A 2× 2 cluster within the lattice. The light and bold dashed
lines marked boundaries of cells and cluster, respectively. The solid
(dashed) green colored (light gray) arrows represent the exact hop-
ping term (Hermitian conjugate) within the cluster. Similarly, the
solid (dashed) red colored (gray) arrows represent approximate hop-
ping term (Hermitian conjugate) across clusters with one order of φ
and operator.
B. Cluster Gutzwiller mean-field theory
From the expression of HˆMF in Eq. (3), and as mentioned
earlier it is evident that the nearest-neighbour hopping or the
inter-site coupling is incorporated through the order parame-
ter φp,q . Thus, the SGMF theory does not describe the inter-
site correlation very accurately. The CGMF remedy this by
including the hopping term exactly within the lattice sites
of a cluster. For this consider the system size is K × L
and it is divided into W clusters of size M × N , that is
W = (K × L)/(M × N). Here, K, L, M , N , W ∈ N.
A schematic description of a cluster or a representation of a
cell around a lattice site used while representing ρ are shown
in Fig. 1. Then, for the homogeneous systems, the limit of
infinite extent is obtained through the periodic boundary con-
ditions. Like in the SGMF theory, we can define a cluster
Hamiltonian and total Hamiltonian is the sum of all the clus-
ter Hamiltonians [44]. To derive the Hamiltonian for CGMF,
we decompose the hopping part of the Hamiltonian in two
terms. First term is the exact hopping term for inter-site cou-
pling within the cluster and the second term defines inter-site
coupling for the sites at the boundary through mean field φp,q .
The Hamiltonian for a cluster can be written as
HˆC = −
′∑
p,q∈C
[(
ei2piαqJxbˆ
†
p+1,q bˆp,q + H.c.
)
+
(
Jy bˆ
†
p,q+1bˆp,q + H.c.
)]
−
∑
p,q∈δC
[(
ei2piαqJxφ
∗
p+1,q bˆp,q + H.c.
)
+
(
Jyφ
∗
p,q+1bˆp,q + H.c.
)]
+
∑
p,q∈C
[
U
2
nˆp,q(nˆp,q − 1)− (µ− εp,q)nˆp,q
]
, (8)
where the prime in the summation of the first term is to in-
dicate that (p + 1, q), (p, q + 1) ∈ C and δC represents the
lattice sites at the boundary of the cluster. The order parame-
ter φ∗p+1,q = 〈bˆ†p+1,q〉 with (p + 1, q) /∈ C defines the order
parameter at the boundary of the neighbouring cluster and is
required to describe the inter-cluster hopping along the x di-
rection. Similarly, φ∗p,q+1 = 〈bˆ†p,q+1〉 with (p, q + 1) /∈ C.
Schematically, the clusters are conveniently represented in
terms of cells. In Fig. 2 the cells of a 2×2 cluster and neigh-
bouring clusters are highlighted.
To obtain the ground state with CGMF, we diagonalize the
cluster Hamiltonian and the ground state of the cluster in the
Fock basis is
|Ψc〉 =
∑
n0,n1...,nm′
Cn0,n1..,nm′ |n0, n1..., nm′〉 , (9)
where m′ = (M × N) − 1 and ni is the index of the
occupation number state of ith lattice site within the clus-
ter, and Cn0,n1,...,nm′ is the amplitude of the cluster Fock
state |n0, n1, . . . , nm′〉. The above definition can be written
in a more compact form using the index quantum number
` ≡ {n0, n1, . . . , nm′} as
|Ψc〉 =
∑
`
C` |Φc〉` , (10)
where |Φc〉` represents the cluster basis state |n0, n1..., nm′〉.
The ground state of the entire K × L lattice, like in SGMF, is
the direct product of the cluster ground states
|ΨcGW〉 =
∏
k
|Ψc〉k (11)
where, k is the cluster index and varies from 1 to W = (K ×
L)/(M ×N). The SF order parameter φ is computed similar
to Eq.( 6) as
φp,q = 〈ΨcGW| bˆp,q |ΨcGW〉 . (12)
As mentioned in the previous works [34, 35], the convergence
is very sensitive to the initial conditions, and to accelerate
convergence we use the method of successive over-relaxation
[48].
4· · · · · ·n0 n1 n2 n3 nM−1
0 1 2 3 · · ·· · · M − 1
0
FIG. 3. The M × 1 row of a cluster with occupation number
n0, n1, .., nM−1. Each square box represents a lattice site and each
of ni corresponds to ith lattice site in that row. Here, ni runs from 0
to Nb − 1 for each lattice site.
C. Exact Diagonalization Method
For anM×N lattice the computations with ED method are
done with the BH Hamiltonian
Hˆ = −
∑
06p<M
06q<N
[(
Jxe
i2piαq bˆ†p+1,q bˆp,q + Jy bˆ
†
p,q+1bˆp,q
)
+H.c.
]
+
∑
06p<M
06q<N
U
2
nˆp,q(nˆp,q − 1). (13)
Here, µ is not required as, unlike the mean field theories, the
number of atoms is fixed and the computations are in the cor-
responding Hilbert space. The Hilbert space is spanned by the
states |Ψc〉, which like in CGMF can be considered as states
of one M × N cluster, and the ground state is obtained by
diagonalizing the Hamiltonian matrix. For compact notation,
we consider each |Ψc〉 is a direct product of N row states, and
each row state is represented as
|φ〉m =
M−1∏
i=0
|ni〉 , (14)
where, 0 6 i 6 M − 1 are lattice sites along x direction,
|ni〉 is the occupation number state at ith lattice site and m ≡
{n0, n1, ..., nM−1} is an index quantum number of the row
state. The schematic representation of a row state is shown in
Fig. (3). Thus, one of the cluster states can be written as
|Φc〉` =
N−1∏
j=0
|φj〉mj =
N−1∏
j=0
M−1∏
i=0
|nji 〉 , (15)
here, 0 6 j 6 N − 1 represent row of the
cluster as shown in Fig. (4), and we have intro-
duced cluster state index quantum number ` ≡
{n00, n01, .., n0M−1, n10, n11, .., n1M−1, .., nN−10 , nN−11 , .., nN−1M−1},
which is essentially equivalent to writing ` ≡
{m0,m1, ..,mN−1}. In short, as shown in Fig. (4) there is a
hierarchy of states, the single site occupation number states
|nji 〉, the row states |φ〉m and cluster states |Φc〉`.
Now to construct the Hilbert space, consider the total num-
ber of atoms to beNa, and for the present work as we consider
low density Na  M × N . We can, therefore, consider the
occupation number state at each lattice site to vary from say
|0〉 to |1〉, and consider the total number of atoms in the row
· · · · · ·
· · · · · ·
· · · · · ·
· · · · · ·
n00 n
0
1 n
0
2 n
0
3 n
0
M−1
n10 n
1
1 n
1
2 n
1
3 n
1
M−1
n20 n
2
1 n
2
2 n
2
3 n
2
M−1
nN−10 n
N−1
1 n
N−1
2 n
N−1
3 n
N−1
M−1
0 1 2 3 M − 1· · ·· · ·
0
1
2
N − 1
⊗
⊗
⊗
⊗
...
.........
FIG. 4. TheM×N cluster with occupation number nj0, nj1, .., njM−1
for jth row of the cluster. Each square box represents a lattice site
and each of nji corresponds to each jth row of cluster and ith lattice
site in that row. Here, nji runs from 0 to Nb − 1 for each lattice site.
states |φ〉m as 0 6
∑
i n
j
i 6 min(M,Na). However, the clus-
ter states |Φc〉` are direct product states of |φ〉m such that the
total number of atoms in |Φc〉` is Na, that is
M−1∑
i=0
N−1∑
j=0
nji = Na. (16)
After diagonalizing the Hamiltonian in Eq. (13) (for details
see the appendix), we can get the ground state as
|Ψc〉 =
∑
`
C` |Φc〉` , (17)
where, C` is the coefficient of the cluster state and normaliza-
tion of the state is ensured through the condition
∑
` |C`|2 =
1. The normalization, however, is guaranteed as the Hamil-
tonian is Hermitian. As explained in appendix, the general
features of the ED method described here can be extended to
the CGMF theory to compactify the Fock space used in the
computations.
III. RESULTS AND DISCUSSIONS
To examine the effect of additional correlation in the CGMF
compared to SGMF we compute the phase diagram using the
two methods in presence of artificial gauge field. For the
SGMF we choose the basis size Nb = 10, that is, the ba-
sis set of each lattice site is {|0〉p,q ,|1〉p,q , . . ., |9〉p,q}. And,
for the CGMF computations we consider a cluster basis con-
sisting of single site occupation number states {|0〉 , |1〉}. As
an example, the ρ = 1 Mott lobe obtained from SGMF and
CGMF with 3 × 2 clusters for α = 1/3 is shown in Fig. 5.
50 0.02 0.04 0.06 0.08
J/U
0
0.2
0.4
0.6
0.8
1.0
µ
/
U
FIG. 5. MI-SF phase boundary around ρ = 1 Mott lobe with α = 0
from SGMF theory (blue dashed line). For α = 1/3, from SGMF
(black dot dashed line) and from 3 × 2 CGMF theory (brown solid
line). From the CGMF calculation enhancement in the phase bound-
ary is obtained.
Based on the figure, the Mott lobe obtained from the CGMF
is larger than the SGMF. This indicates that the CGMF pro-
vides a better description of the strongly correlated state like
the MI phase better. The other important observation from the
figure is that, the artificial gauge field enhances the Mott lobe.
This is expected as the synthetic magnetic field induced cy-
clotron motion suppress the itinerant character of atoms in the
SF phase, and supports MI phase due to the localization effect
[49]. Our phase diagram from the SGMF theory is consistent
with the results of Ref. [34].
The CGMF computations are done with clusters which are
integer multiple of the magnetic unit cell. As we consider
a system where the flux Φ is staggered along y-axis, for α =
1/N , a 1×N cluster forms a magnetic unit cell. We, however,
find that except for a pi/2 rotation the results are identical to
N × 1 cluster. This is due to the coupling of motion along x
and y through the interparticle interaction. The states obtained
are classified based on the compressibilty κ = ∂ρ/∂µ, where
the density ρ =
∑
j 〈ψc| nˆj |ψc〉 /(K ×L). For the QH states
κ = 0 or it is incompressible, and κ > 0 for the SF states. As
a result, QH states manifest as plateaus in ρ(µ) for different ν
and it is linear for the SF phase. Thus, in Fig. 6 the horizontal
lines indicating constant ρ define the existence of QH states.
Here, for simplicity and to be consistent with the experimental
realizations we consider isotropic hopping, Jx = Jy = J , and
repulsive on-site interaction, U > 0.
A. Homogeneous system
Based on our results, only the QH states for α = 1/4 and
ν = 1/2, 1, 3/2 and 2 are ground states when J/U ≈ 0.01,
and the competing SF state is metastable. For the mentioned
values the QH state is the ground state over a small range of µ
centered around −0.019U , −0.014U , −0.007U and 0.000U ,
respectively. For the other combination of α and ν the SF and
0.0
0.2
0.4
0.6
0.8
1.0
ρ
(a) α=1/5
-0.03 -0.015 0.0 0.015 0.03
µ/U
0.0
0.2
0.4
0.6
0.8
1.0
(b) α=1/2
FIG. 6. The number density ρ with synthetic magnetic field α > 0.
The SF states are compressible, as a result, ρ varies linearly with
µ, which correspond to the green curves. The incompressible QH
states correspond to constant ρ ( blue lines) or plateaus for specific
values of filling factor ν. (a) α = 1/5 and the plateaus correspond to
ν = n/2, n = 1, 2, .., 9. (b) α = 1/2 and the plateaus correspond
to ν = 1/2, 1, and 3/2
.
QH states are ground and metastable states, respectively. In
general, for different αs, the energy difference between the SF
and QH states ∆E ≈ 10−3U. For the parameters of experi-
mental interestU/~ = 130 Hz [50] and we get ∆E ≈ 10−2nK.
This implies stringent bounds on the thermal excitations dur-
ing the state preparation to obtain QH states. One feature
of the CGMF results which distinguishes the QH states from
the SF states is the energy. For the QH state the energy de-
creases with increasing cluster size. For example the QH state
of α = 1/4 with ν = 1/2 and µ = −0.02U has energy
−0.0031U and −0.0046U with 2 × 4, and 4 × 4 clusters,
respectively. Whereas for the SF state, the energy remains
almost unchanged as it is −0.0042U and −0.0045U , respec-
tively. Thus, the QH state emerges as the ground state with
the 4 × 4 cluster. Here, the key point is not the values of the
energies per se, but the importance of having better correla-
tion effects to obtain QH states. These trends arise from the
better description of the hopping term with larger cluster size.
Besides α = 1/4, the other values of α we have studied in
detail are 1/5 and 1/2. Results for each of the α considered
are described.
1. α = 1/5
For the hard-core boson limit, where ρ < 1, with α = 1/5,
we obtain QH states for ν = n/2, where n = 1, 2, . . ., 9 with
2×5 cluster. The case of ν = 1/2 was reported by Natu et al.
[35], and as shown in Fig. 7 our results are consistent. Among
the new FQH states we have identified ν = 3/2, 7/2, and 9/2
are stripe phase whereas it is homogeneous for ν = 5/2. In
addition, we obtain stripe phase integer QH (IQH) states for
60 5 10 15
x
0
5
10
15
y
(a)
α=1/5,ν=1/2
0 5 10 15
x
(b)
0
0.1
0.2
FIG. 7. (a) Hall state with stripe phase for α = 1/5, ν = 1/2 with
average number ρ = 0.1. (b) Zero SF order parameter φ for the
same.
ν = 1, 2, 3 and 4 fillings. The other distinguishing feature
of ν = 2 and 5/2 is that the competing SF states have zigzag
order in ρ and φ. On increasing the cluster size to 3×5 the QH
states with stripe geometry are transformed to checkerboard,
and the density contrast is reduced on increasing the cluster
size to 4 × 5. We also obtain the same QH states but rotated
by pi/2 when the cluster sizes are 5× 2, 5× 3 and 5× 4. For
example with 5× 2 cluster the stripe order is horizontal while
it is vertical for 2 × 5 cluster. Considering this property of
QH states, and noting that 1 × 5 is the magnetic unit cell for
α = 1/5, an accurate description of the FQH state is possible
with 5 × 5 cluster. With this cluster size the operator part
of the hopping term in Eq. (1) is exact along x and y axis
within the cluster symmetrically. For example, with 2 × 5
cluster, hopping along x axis has contribution through mean-
field after 2a while it is 5a for 5× 5 cluster, where a is lattice
constant.
2. α = 1/4
For the case of α = 1/4, we obtain QH states for ν = n/2,
where n = 1, 2, . . ., 7, with 2 × 4 and 4 × 4 clusters. The
FQH states for ν = 1/2, 3/2, 5/2 have stripe order with 2×4
cluster, however, like in the case of α = 1/5 is transformed
into checkerboard order with 4× 4 cluster. That is, the geom-
etry depends on the cluster size. Furthermore, as we increase
the cluster size to 4 × 8 the FQH state with ν = 1/2 filling
remain qualitatively unchanged. For the IQH states the ν = 1
and 3 have stripe order with 2 × 4 cluster and checkerboard
with 4× 4 cluster. But, the IQH state corresponding to ν = 2
has homogeneous density order. It must be mentioned that
the thermodynamic limit, due to the coupling of neighbour-
ing clusters through φ, does not apply to CGMF description
of QH states where φ = 0. This limits the applicability of the
theory to finite size systems relevant to experimental realiza-
tions in optical lattices. On the other hand for the competing
SF state a large lattice size, due to the finite φ, corresponds to
the thermodynamic limit.
0 4 8 11
x
0
4
8
11
y
(a)
α=1/2,ν=1/2
0 4 8 11
x
(b)
0.16
0.23
0.30
FIG. 8. The variation in the lattice occupancy ρ of the FQH states
with stripe and checkerboard geometry for high flux α = 1/2 ob-
tained using CGMF for the filling factor ν = 1/2. This is a
metastable state, and ground state is in SF phase. (a) The FQH state
has average number density ρ = 0.25 with stripe pattern and it is
obtained from 2 × 4 cluster. (b) The checkerboard FQH state with
the same number density obtained from CGMF theory with 4 × 4
cluster. In both the cases the ground states, SF phase, like the FQH
state has stripe and checkerboard geometries with 2 × 4 and 4 × 4
cluster, respectively.
3. α = 1/2
For the high flux α = 1/2, we again consider 2×4 and 4×4
clusters in the CGMF computations. It must be emphasized
thatα = 1/2 is relevant to the recent experimental realizations
[15, 16]. For this value of α, we obtain the QH states for ν =
1/2, 1, and 3/2 from both the clusters. Like in α = 1/5 and
1/4 cases, the ν = 1/2 and 3/2 FQH and SF states are stripe
and homogeneous phases, respectively, with 2×4 cluster. The
structure of the FQH state is transformed into checkerboard
with 4 × 4 cluster. This transformation is visible from the
variation in ρ for the case of ν = 1/2 as shown in Fig. 8. For
ν = 1 the IQH and SF states are homogeneous for both the
cluster sizes. An important observation is, the homogeneous
QH state is generic to ρ = 0.5 for the values of α considered
in the present work.
B. Inhomogeneous system
The simplest modification to the homogeneous system for
comparison with experimental realizations is to impose hard-
wall boundary conditions. This corresponds to the 2D optical
lattice realization similar to the case of homogeneous BEC in
a box potential [51]. With the hard-wall boundary we recover
the QH states for all αs described earlier, and energies remain
unchanged. The competing SF states, on the other hand, have
higher energies with hard-wall boundary. In the present work
the largest cluster size in the CGMF computations required to
encapsulate one magnetic unit cell along y-axis and maintain
symmetry in the exact description of hopping term is 5×5 for
α = 1/5. For this reason, we focus on the properties of the
QH states of α = 1/5. The other QH states are qualitatively
similar, but computationally less demanding. It is also to be
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FIG. 9. Density distribution of the IQH state for α = 1/5 and ν = 1
with hard-wall boundary. The average density of atoms in this state is
ρ = 0.2. (a) The IQH state has stripe geometry in the CGMF results
with 2 × 5 clusters. (b) It is, however, transformed to checkerboard
geometry when 3 × 5 clusters are considered in the CGMF compu-
tations.
0 1 2
0
2
4
y
(a)
0 1.5 3
x
0
2
4 (b)
α=1/5,ν=1
0 2 4
0
2
4 (c)
0.0
0.14
0.28
FIG. 10. The variations in ρ for IQH state of α = 1/5 and ν = 1 for
a single cluster of different sizes. (a) The result from 3×5 cluster has
checkerboard pattern, and is the unit cell of the large lattice shown in
Fig. 9. (b) 4 × 5 cluster has less variations in ρ compared to 3 × 5.
(c) 5× 5 cluster shows a rich variation in ρ and unlike in (a) and (b)
the central lattice site has maxima in density.
emphasized that the results of single cluster with hard-wall
boundary is equivalent to ED. Because with hard wall bound-
ary, we do not employ the periodic boundary condition, thus
the mean field part vanishes and Hamiltonian becomes exact.
The IQH state for ν = 1 with different cluster sizes are
shown in Fig. 9, which has stripe geometry. Like in the homo-
geneous case, the stripe geometry is transformed into checker-
board geometry with 3× 5 cluster. However, the most impor-
tant observation is that ρ(x, y) obtained from 5 × 5 cluster,
although checkerboard in structure, is very different from that
of 3×5 and 4×5, which are shown in Fig. 10. An observable
property to identify the QH states is the two-point correla-
tion function 〈bˆ†x(y)bˆ0(y)〉, where the expectation is computed
with respect to |ψc〉, and the results from the 5× 5 cluster are
as shown in Fig. 11(a). The two-point correlation function
is closely related to another important property, the one body
density matrix (OBDM) [52, 53]
ρk,l = 〈ψc| bˆ†l bˆk |ψc〉 , (18)
where k ≡ (x, y) and l ≡ (x′, y′) are lattice indices. From
the OBDM one can compute the condensate fraction based
on Penrose-Onsagar criterion [54] and von Neumann entropy
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FIG. 11. Two-point correlation function for low flux α = 1/5 with
the 5 × 5 and 5 × 3 clusters for the QH and SF states, respectively.
The correlation is calculated along the x direction for the single clus-
ter. Here y = 0 and 1 represent the edge and bulk, respectively. (a)
As a characteristic feature of QH state, the correlation function of
the ν = 1 IQH state decays nonmonotonically in the bulk, and there
is no difference between the hard-wall and periodic boundary con-
ditions. (b) For the corresponding SF state there is no trend in the
bulk correlation function with hard-wall boundary (solid green line
with down triangle symbol), but it decays monotonically at the edge
(solid brown line with circle symbol). With periodic boundary con-
dition (dashed lines), the range of values change, and both the bulk
and edge exhibit monotonic decay in correlation.
[55–57]. These measures are particularly relevant to ED
method and are described while discussing the ED results.
The correlation function, as recently proposed, could be mea-
sured with quantum probes [58, 59]. As reported in a recent
work [60], it can be seen from the figure that 〈bˆ†x(y)bˆ0(y)〉
decays as inverse power law at the edge. However, in the
bulk, as it is gaped, it initially shows exponential decay
〈bˆ†x(y)bˆ0(y)〉 ∝ e−x/ξ but it is power law when x > K/2
or on reaching the opposite edge. Here, ξ is the correlation
length of the system and as mentioned earlier, K is the size
of the cluster along x. For the SF state with 5 × 3 cluster, as
seen from Fig. 11(b), the correlation through the bulk does not
show any nonmonotonicity. Here, we have considered 5 × 3
cluster as the correlation in the bulk is not sensitive to the size
of the cluster.
The other envelope potential which is of experimental rel-
evance is the harmonic oscillator potential. Then, the energy
offset εj = Ωj2 = Ω(p2 + q2), Ω is the strength of the po-
tential. To encapsulate the envelope potential, we consider
a larger lattice size ranging from 40 × 40 to 80 × 80. We,
however, find that the QH states are absent. This is due to
the nature of ∂εj/∂j, it monotonically increases and does not
favour incompressible phase like QH state. One possible mod-
ification is that the beam waist w of the laser beam generating
the envelope potential is large. So that, the effective envelope
potential is still a Gaussian VG = U0e−(x
2+y2)/w. Here, the
amplitude of the Gaussian potential U0 is proportional to the
intensity of the laser beam. With this potential, ∂εj/∂j also
decays exponentially and we find that the QH states exist for
U0 6 10−3U . At higher values of U0 only the SF state is
obtained from the CGMF computations.
8C. ED results
With the ED computations [52, 53], we focus our attention
on the α = 1/4, which have QH states as ground state. For
this we, in particular, consider ν = 1/2 FQH state with clus-
ter sizes 4× 4, 4× 8, and 4× 12. Here, as alluded earlier, we
distinguish the QH states and SF states based on the Penrose-
Onsager criterion [54] and von Neumann entropy [55–57].
For this, we compute OBDM in Eq. (18), and then digonalize
it. Following the Penrose-Onsager criterion, the state is SF if
pm = λ
OBDM
m /N ≈ 1, where λOBDMm is the largest eigen-
value of the OBDM, and N is the total number of atoms. In
contrast, for the QH states pm < 1. Our results are in agree-
ment with this, for example, with 4 × 4 cluster, the values of
pm are 0.56 and 0.89 for the FQH and SF states, respectively.
Once the OBDM is diagonalized, the von Neumann entropy
is defined as
S = −
M∑
i
pi ln(pi), (19)
where pi = λOBDMi /N and M is dimension of the OBDM.
As the von Neumann entropy is a measure of entanglement,
it is higher for the more correlated states like QH states com-
pared to the SF states. For the states considered the values of
S are 1.0 and 0.53 for the FQH and SF states, respectively.
These values indicate that the FQH state, as expected, is more
entangled than the SF state. When the cluster size is increased
to 4 × 8 the value of pm is modified to 0.26 and 0.80 for the
FQH and SF states, respectively. And, the corresponding val-
ues of S are 1.84 and 0.95, respectively. We also obtain simi-
lar results for the other QH and SF states, for example, pm is
0.33 and 0.75 for the QH and SF states respectively with 5×5
cluster for α = 1/5, ν = 1. The corresponding value of S
is 1.89 and 1.20 respectively. It is to be mentioned here that
the QH and SF states obtained from the ED method have the
same features, ρ and φ, as in CGMF results.
IV. CONCLUSIONS
Based on the results of our studies with CGMF and ED,
the α = 1/4 with ν = 1/2, 1, 3/2 and 2 are the QH states
which occur as ground state of the BHM with synthetic mag-
netic field, and these states exist within a narrow range of µ.
For other combinations of α and ν, the SF state is the ground
state and the QH state exist as a metastable state. The ex-
perimental observation of a pure QH state needs tight control
on the thermal excitations as the two competing states, QH
and SF states, are nearly degenerate. The separation is only
≈ 10−2nK. Furthermore, the QH state is sensitive to the na-
ture of the envelope potential of the optical lattice. The QH
states exist for very shallow Gaussian envelope potentials but
cease to exist when the envelope potential is harmonic. The
case of a box potential is the most promising experimentally
realizable envelope potential to observe a pure QH state of
BHM with synthetic magnetic field.
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APPENDIX
To illustrate the form of the Hamiltonian in CGMF, con-
sider the BHM Hamiltonian for a 2 × 2 cluster located at the
bottom right of the lattice in Fig. 1 is
hˆc = hˆ00 + hˆ10 + hˆ01 + hˆ11,
where hˆpq is the single-site Hamiltonian at the (p, q) lattice
sites within the cluster. In general, if the lattice considered is
K × L, then the lattice sites are labeled along x (y) axis as 0,
1, . . ., and K−1 ( 0, 1, . . ., and L−1). The expression of the
single-site Hamiltonians are
hˆ00 = −
(
Jxbˆ
†
1,0bˆ0,0 + H.c
)
−
(
Jy bˆ
†
0,1bˆ0,0 + H.c
)
−
[
Jx
(
bˆ†0,0φK−1,0 − φ∗0,0φK−1,0
)
+ H.c
]
−
[
Jy
(
bˆ†0,0φ0,L−1 − φ∗0,0φ0,L−1
)
+ H.c
]
+
U
2
nˆ0,0(nˆ0,0 − 1)− µ˜nˆ0,0, (20)
hˆ10 = −
(
Jy bˆ
†
1,1bˆ1,0 + H.c
)
−
[
Jx
(
φ∗2,0bˆ1,0 − φ∗2,0φ1,0
)
+ H.c
]
−
[
Jy
(
bˆ†1,0φ1,L−1 − φ∗1,0φ1,L−1
)
+ H.c
]
+
U
2
nˆ1,0(nˆ1,0 − 1)− µ˜nˆ1,0, (21)
hˆ01 = −
(
Jxbˆ
†
1,1bˆ0,1 + H.c
)
−
[
Jx
(
bˆ†0,1φK−1,1 − φ∗0,1φK−1,1
)
+ H.c
]
−
[
Jy
(
φ∗0,2bˆ0,1 − φ∗0,2φ0,1
)
+ H.c
]
+
U
2
nˆ0,1(nˆ0,1 − 1)− µ˜nˆ0,1, (22)
hˆ11 = −
[
Jx
(
φ∗2,1bˆ1,1 − φ∗2,1φ1,1
)
+ H.c
]
−
[
Jy
(
φ∗1,2bˆ1,1 − φ∗1,2φ1,1
)
+ H.c
]
+
U
2
nˆ1,1(nˆ1,1 − 1)− µ˜nˆ1,1, (23)
where the operators and φ with index (K − 1) and (L − 1)
embody the periodic boundary conditions along x and y di-
rections, respectively. An important point is, with the 2 × 2
cluster none of the lattice sites have exact representation of
the hopping term. The minimal cluster size which has exact
9FIG. 12. A 3 × 3 cluster and form of the hopping terms between
the lattice sites. For clarity each lattice site is represented in terms
of cells. The light and bold dashed lines marked boundaries of cells
and cluster, respectively. The solid (dashed) light gray colored ar-
rows represent the exact hopping term (Hermitian conjugate) within
the cluster. Similarly, the solid (dashed) gray colored arrows repre-
sent approximate hopping term (Hermitian conjugate) across clusters
with one order of φ and operator. The hopping terms involving the
central lattice site, represented in green color, are all exact.
hopping terms with respect to a lattice site is 3 × 3, and the
schematic diagram is shown in Fig. 12. As seen from the fig-
ure, the hopping terms involving the central lattice site are all
exact.
For illustration of ED, consider Na = 4 and the size of the
lattice as 4× 4. Then, the number of atoms in |φ〉m can range
from 0 to 4, and considering that occupation number states at
each lattice sites are either |0〉 or |1〉, the possible row states
are
|0, 0, 0, 0〉 , |0, 0, 0, 1〉 , . . . , |1, 1, 1, 1〉 .
In total there are sixteen |φ〉m and an example of |Φc〉` defined
as direct product of four |φ〉ms is
|Φc〉` = |0, 0, 0, 0〉 ⊗ |0, 1, 1, 0〉 ⊗ |0, 0, 0, 1〉 ⊗ |1, 0, 0, 0〉 .
Thus, the number of |Φc〉` is
M×NCNa =
16 C4 = 1820,
which is much less than the number of states 216 = 65536
required for computation with 4× 4 cluster in CGMF.
The essence of ED is then to compute the Hamiltonian ma-
trix elements between the cluster states as
`′ 〈Φ′c| Hˆ |Φc〉` =
M−1∏
k=0
N−1∏
l=0
M−1∏
i=0
N−1∏
j=0
〈mlk| Hˆ |nji 〉 , (24)
and then, diagonalize the Hamiltonian matrix to obtain the
eigenvalues and eigenvectors. Considering that the sequence
of |Φc〉` is not based on symmetries, but rather based on the
combinatorics of |φ〉m, the row wise computation of Hamil-
tonian matrix is more efficient. In this regard, the matrix el-
ement of the hopping term along x-axis Jxei2piαq bˆ
†
p+1,q bˆp,q
can be done in the following steps:
1. Compare the row states m′ 〈φ| and |φ〉m of `′ 〈Φ′c| and|Φc〉`, respectively. Proceed to the next step if `′ 〈Φc|
and |Φc〉` only differ in one of the row states, say the
1st row.
2. Consider m′1 〈φ1| and |φ1〉m1 , and compare the single
site occupation number states. Proceed to the next step
if the difference in these two row states arise from the
difference in the occupation number states of two neigh-
bouring lattice sites, say 3rd and 4th lattice sites.
3. The matrix element is nonzero and value is√
n′2(n
′
3 + 1) if n
′
2 = n2 + 1 and n
′
3 = n3 − 1.
For the example considered, we have nonzero matrix
element for the term p = 2 and q = 1.
In a similar way, for the example considered, the matrix el-
ement of the Hermitian conjugate term J∗xe
−i2piαq bˆ†p,q bˆp+1,q
is nonzero when the first two conditions are met and the last
is modified to n′2 = n2 − 1 and n′3 = n3 + 1. With slight
modifications, the same approach can be applied to compute
the matrix elements of the hopping term along y-axis. For this
case, two neighbouring row states should be different, and at
the level of the lattice sites, the difference should be on the
same column. Then, to have nonzero matrix element the oc-
cupation numbers should satisfy conditions equivalent of the
third condition in the above chain of steps. The computation
of the interaction Hamiltonian matrix elements is trivial as it
is diagonal and does not require comparison of states.
The general features of the hierarchical definition of states,
and the approach to compute the Hamiltonian matrix elements
can also be adapted to the CGMF theory as well. As discussed
earlier, in the CGMF theory, hopping is exact within the clus-
ter but hopping at the boundary is considered via the mean
field φ. Thus, for cluster of size M ×N , the cluster state de-
fined in Eq. (9) is the direct product of the occupation number
states at each lattice site and can be written as
|Φc〉` =
m′∏
i=0
|ni〉 , (25)
where m′ = (M × N) − 1 i = 0, 1, . . ., m′ are the lat-
tice site index, with M (N ) as number of lattice sites along x
(y) direction, ` = {n0, n1, . . . , nm′} as defined earlier is the
index quantum number to identify each of the cluster states
uniquely. For illustration, the correspondence between quan-
tum numbers and lattice sites is shown in Fig. 13. The ground
state of the CGMF Hamiltonian in Eq. (8) is obtained by using
the cluster state in Eq. (25). The Hamiltonian matrix element
can be written as
`′〈Φc| Hˆ |Φc〉` =
m′∏
j=0
m′∏
i=0
〈n′j | Hˆ |ni〉
= 〈n′0, n′1, . . . , n′m′ | Hˆ |n0, n1, . . . , nm′〉 .
(26)
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FIG. 13. TheM ×N cluster with occupation number n0, n1, .., nm′
at each lattice site for CGMF. Each square box represents a lattice
site and each of ni corresponds to each i lattice site. Here, ni runs
from 0 to Nb − 1 for each lattice site.
The definition of the states and computation of the matrix ele-
ments can, however, be cast in terms of the row and cluster
states as in ED. With this modification, we can implement
constraints on the number of atoms in the row and cluster
states, thereby reducing the dimension of the Hamiltonian ma-
trix in the CGMF. The only difference from ED is, in CGMF
the inter-cluster hopping terms are linear in order parameter
φ and hence, connect states in Hilbert spaces with different
total number of atoms. In other words, the Hamiltonian ma-
trix in CGMF is defined with respect to Fock space. Another
difference is, the diagonal terms have contribution from µ.
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