Abstract-Differential evolution, termed DE, is a novel and rapidly developed evolution computation in recent years. There are some advantages of DE, including simple structure, easy use and rapid convergence speed. Besides, DE can be also applied on the complex optimization problem. However, there are some issues, such as premature convergence and stagnation, remaining in DE algorithm. To overcome those disadvantages, a different method was proposed, named CO-DE, by combining with a simple coevolutionary model and reset mechanism. Thus, CO-DE can maintain appropriate swarm diversity and reduce the premature convergence. On the other hand, a reset mechanism was set to avoid the particle stagnates, which can further improve the performance of differential evolution. The proposed model can be now successfully applied with some well-known benchmark functions.
INTRODUCTION
During the past two decades, evolutionary computation is becoming more attractive, and numerous of researchers started to invest in this field. Evolutionary algorithms (EAs) can be applied in various fields, especially for optimization problems. As we know, EAs, a kind of computation mode, was set up upon the main concept of imitating the biological behavior. It was based on the theory of survival of the fittest, and many researchers were combined this concept with the search mechanism of evolutionary in the widely search space.
The first intelligent optimization algorithms were including evolutionary programming (EP), evolutionary strategy (ES) and genetic algorithm (GA). There are some disadvantages of the earlier algorithms, such as the complex procedure, stagnation and poor search ability. Some researchers devoted to improve those problems, and then proposed other related methods, such as particle swarm optimization (PSO) and Differential evolution (DE) [1, 2] . They have better global search ability and fewer parameter setting. DE shows great performance; however, being the same as other algorithms, DE also exits problems of premature convergence and stagnation.
According to the above mentioned, we proposed a novel DE which was based on the co-evolutionary architecture. Unlike the previous one-to one methods, we will separate the population into four sub swarm, and used another mutation mechanism for evolution. We expected that the performance of solution can be enhanced by resetting a new dimension of particle upon the, to avoid the particle stagnates, if we will set a condition which could conform to this rule, we will reset.
II. RELATED WORK
This work is related to the differential evolution algorithm and cooperative co-evolution. Therefore, all related topics will be shortly described.
A. Differential Evolution
DE is an evolutionary computation that uses floatingpoint encoding for global optimization over search space. It was proposed by Stron and Price in 1995, and after second year, Stron and Price proved that DE is better than other algorithms by themselves [3] .
The main concept of differential evolution is to enhance the differences of the individuals. DE is a population based algorithm and vector χ , i = 1, 2…NP is an individual in the population. NP denotes population size. During one generation for each vector, DE employs mutation, recombination and selection operations to produce a trail vector and select one of those vectors with the best fitness value.
The detail procedure of DE was show in figure 1. The mutation is completed by the following formulation:
Where χ , , χ , and χ , are three different individuals of the population, and combine with a mutation weighting factor (F) which is a parameter between [0,1] to obtain a Donor vectorV , . The recombination is completed by the following formulation:
After the mutation operation, the donor vector will be use in recombination. Where CR is called crossover rate between [0,1], χ , denotes the old individual, and V , denotes the new individual, if the random number is smaller than CR, we will chose V ,
; on the contrary, we will chose the original one, and obtain a trial vector finally.
The selection is completed by the following formulation:
Where χ , denotes the old individual and u , denotes the trial vector which was obtained by recombination operation. Comparing these two vectors, the better one will be stayed and the other one will be eliminated. Finally, if the stopping condition is satisfied, DE will output the solution, if not, it will go back and repeat these three steps again.
B. Co-Evolutionary Mode
Co-Evolutionary mode was proposed by Ehrlich and Raven in 1964. The main concept of co-evolutionary is the relationship between butterfly and parasitic plant. Because the parasitic plant is inherence in nature, it is unable to resist the plague of vermin by their own; it produces the toxic substance to protect itself. Because of this toxic substance, butterfly also produces the resist mechanism and will become the effect of co-evolution [5] .
Hilli proposed the other notion about the relationship between predators and predation [7] . Unlike the above mention, the main concept was competed with each other. Rosin and Belew also mentioned that co-evolution could not only represent one biological but also two or more. This method can improve the problems of traditional algorithm like premature convergence and high complex [6] . Based on the above described, the familiar model of co-evolution can be divided into two ways, one is cooperative co-evolution and the other is competitive coevolution. This method was used in the genetic algorithm at the first time, and then Bergh and Engelbrecht was used this architecture on particle swarm optimization [8] .
III. CO-EVOLUTIONARY DIFFERENTIAL EVOLUTION
In this section, we will introduce about this coevolution architecture for differential evolution. We proposed a novel DE, which was named CO-DE.
A. Co-evolutionary differential evolution
CO-DE also has three steps, including mutation, recombination and selection. In traditional DE, the mutation operation was used different individuals to obtain a donor vector, but this way can't be used in coevolution architecture as a result of the grouping may reduce the chance of select individuals. Thus, we aim to correct this disadvantage and use another mutation mechanism. After the evolution of CO-DE, we will proceed with the further improvement. (2)Update the global best and particle best and compute the fitness value.
(3)Mutation: According the global best, particle best and a random individual to evolution a donor vector. (6) Resetting: If the fitness has no change in five iterations, we will reset a dimension to each individual except the global best. We will randomly the each dimension of individuals of global and particle best, and take the Averaged. The related figure was show as in figure 3:
ρ Fig. 3 The procedure of CO-DE (7) If a stopping criterion is met, then output the solution; otherwise go back to Step (2).
IV. EXPERIMENT RESULT OF COMPARISONS
To evaluate the performance of CO-DE, we will make two kinds of experiment. One of the experiment results, named co-evolution differential evolution without reset mechanism(CO-DEw), which was just added the coevolution architecture in it. The second one, named CO-DE, which was added co-evolution and reset mechanism in the same time. Then, we will choose five benchmarks to authenticate this algorithm. The related parameter setting was showed as following:
A. Parameter setting
The related parameter setting was in table. 
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This section will compare the performance of CO-DE1, CO-DE2, DE/rand, and DE/rand-to-best/1. The experiment will show the different dimensions of these three methods. All of the experimental results were compared in Table V to VI. Tables VII to VIII exhibit the meaning and standard deviation of the function values by applying the six different algorithms to optimize the 10-D, 20-D, and 30-D numerical functions f1-f5, the convergence of CO-DE has an obvious great performance. In 30 dimensions of f2, although the particles are once stagnation, it still can escape out of the regional optimal solution. And at the same time, CO-DE also report that the great performance in low-dimension. In f3-f5, CO-DE also has great performance and the optimization can reach the best condition.
Figs.1 to 15 illustrate the convergence characteristics in terms of the best fitness value of the median run of each algorithm for functions -with D = 10 to 30. In the all figures, CO-DE also has fast convergence, especially the function of f3, f4, it even can reach the best solution 0 at 600~700 generations. 
C. Comparison with other researches
We will compare with three different researches, one was named KCPSO [9] , which was combined the coevolution architecture on particle swarm optimization. The second one was named PSODE[10], which was combined both differential evolution and particle swarm optimization, and it was also a kind of co-evolution architecture. The third one was named SaDE[11], which was improved by self-adaptive. And the result was compared in Table XIV. The result showed that five different improve methods, and they both have 10-D and 30-D to optimize numerical functions f1-f5, and all results showed that our CO-DE has great performance except the function f2. In f2, SaDE has the best solution that the meaning of function value was about 0.3. And it was greater than other algorithms, but in other numerical function, CO-DE still has distinct improvement. In this paper, cooperative CO-DE is proposed to solve global optimization problems. The contribution of this paper is mainly in the following two aspects: (1) through the co-evolutionary, the particles can explored the search space more in depth and reduce the speed for convergence. (2) A reset mechanism was proposed to enhance the performance and avoid the stagnation. This mechanism can prevent the above problems effectively and avoid increasing the complex of algorithm.
Due to CO-DE was an improved architecture, it may combine with other improved methods, such as improvement of parameters (F or CR) or other evolutionary mechanisms. 
