We describe a linearization algorithm for parallel pCRL processes similar to the one implemented in the linearizer of the µCRL Toolset. This algorithm finds its roots in formal language theory: the 'grammar' defining a process is transformed into a variant of Greibach Normal Form. Next, any such form is further reduced to linear form, i.e., to an equation that resembles a right-linear, data-parametric grammar. We aim at proving the correctness of this linearization algorithm. To this end we define an equivalence relation on recursive specifications in µCRL that is model independent and does not involve an explicit notion of solution.
Introduction
In this paper we address the issue of linearization of recursive specifications in the specification language µCRL (micro Common Representation Language, [17, 13] ). The language µCRL has been developed under the assumption that an extensive and mathematically precise study of the basic constructs of specification languages is fundamental to an analytical approach of much richer (and more complicated) specification languages such as SDL [29] , LOTOS [21] , PSF [23, 24] and CRL [28] . Moreover, it is assumed that µCRL and its proof theory provide a solid basis for the design and construction of tools for analysis and manipulation of distributed systems.
The language µCRL offers a uniform framework for the specification of data and processes. Data are specified by equational specifications: one can declare sorts and functions working upon these sorts, and describe the meaning of these functions by equational axioms. Processes are described in process algebraic style, where the particular process syntax stems from ACP [3, 2, 11] , extended with data-parametric ingredients: there are constructs for conditional composition, and for data-parametric choice and communication. As is common in process algebra, infinite processes are specified by means of (finite systems of) recursive equations. In µCRL such equations can also be data-parametric. As an example, for action a and adopting standard semantics for µCRL, each solution for the equation X = a · X specifies (or "identifies") the process that can only repeatedly execute a, and so does each solution for Y (17) where Y(n) is defined by the data-parametric equation Y(n) = a · Y(n + 1) with n ∈ Nat . An interesting subclass of systems of recursive equations consists of those that contain only one linear equation. Such a system is called an LPE (Linear Process Equation). Here, linearity refers both to the form of recursion allowed, and to a restriction on the process syntax allowed. The above examples X = a·X and Y(n) = a·Y(n+1) are both LPEs. The restriction to LPE format still yields an
Description of µCRL and Parallel pCRL
In this section we first recall some general information about µCRL. Then we consider (recursive) process definitions in detail, and define various notions of equivalence, among which equivalence between process terms defined over different µCRL specifications. Next, we shortly discuss guardedness and dependency in process definitions. Finally, we introduce pCRL and parallel pCRL as fragments of µCRL.
Theory of µCRL
First we define the signature and axioms for booleans which are quite standard and can be found for instance in [9] (page 116). We use equational logic to prove boolean identities. Booleans are obligatory in any µCRL specification. Definition 2.1. The signature of Bool consists of constants t, f , unary operation not and binary operations and , or , eq.
Note (Booleans) . We use infix notation ¬, ∧, ∨, ↔ for not, and , or , eq respectively.
Definition 2.2. The axioms of
Bool are the ones presented in Table 1 . Next we define the generalized equational theory of µCRL by defining its signature and the axioms. The axioms are taken from, or inspired by [15, 16] . of variables, in case m = 0 the vector of data terms vanishes. We often use − → t to express a data term vector without explicitly denoting its variables. Definition 2.3. The signature of µCRL consists of data sorts (or 'data types') including Bool as defined above, and a distinct sort Proc of processes. Each data sort D is assumed to be equipped with a binary function eq : D × D → Bool . (This requirement can be weakened by demanding such functions only for data sorts that are parameters of communicating actions). The operational signature of µCRL is parameterized by the set of action labels ActLab and a partial commutative and associative function γ : ActLab × ActLab → ActLab such that γ(a 1 , a 2 ) ∈ ActLab implies that a 1 , a 2 and γ(a 1 , a 2 ) have parameters of the same sorts. The process operations are the ones listed below:
Note (Vector Notation
• actions a( − → t ) parameterized by data terms − → t , where a ∈ ActLab is an action label. More precisely, a is an operation a :
• constants δ and τ of sort Proc.
• binary operations +, ·, , , | defined on Proc, where | is defined using γ.
• unary Proc operations ∂ H , τ I , ρ R for each set of action labels H, I ⊆ ActLab and action label renaming function R : ActLab → ActLab such that a and R(a) have parameters of the same sorts.
• ternary operation ¡ £ : Proc × Bool × Proc → Proc.
The partial function γ is called a communication function. If γ(a, b) = c this indicates that actions with labels a and b can synchronize, becoming action c, provided that the data parameters of these actions are equal. The constant δ represents a deadlocked process and the constant τ represents some internal or hidden activity. The choice operator + and the sequential composition operator · are well known. The merge operator represents parallel composition. The (left merge) and | (communication merge) are auxiliary operations used to equationally define . The encapsulation operator ∂ H (q) blocks actions in q with action labels in the set H, which is especially used to enforce actions to communicate. The hiding operator τ I (q) with a set of action labels I = {a, b . . .} hides actions with these labels in q by renaming them to τ . The renaming operator ρ R (q) where R is a function from action labels to action labels renames each action with label a in q to an action with label R(a). Tables 2,3 ,4,5,6 and 7. We assume that
Definition 2.4. Axioms of µCRL are the ones presented in
• + binds weaker, and · binds stronger than other operations.
• x, y, z are variables of sort Proc.
• c, c 1 , c 2 are variables of sort Bool .
where d is part of the operation).
• b stands for either a( − → d ), or τ , or δ.
• the axioms where p and q occur are schemas ranging over all terms p and q of sort Proc, including those in which d occurs freely.
• the axiom (SUM2) is a scheme ranging over all terms r of sort Proc in which d does not occur freely.
The axioms in Table 7 (actually only (SC3)) are used only for the parallel composition elimination (Section 5). Note that due to (SC3), the axioms (CM6), (CM9), (CT2), (CD2), (Cond9 ) and (SUM7 ) become derivable. The axioms (B1) and (B2) are not used in the transformations described in this paper, so they are also valid in models where these two axioms do not hold.
We use many sorted equational logic for processes and booleans, while other data types can have slightly different proof rules, which may include induction principles, quantifier introduction principles, etc. The proof theory of µCRL consists of proof rules for the data sorts, the rules of equational logic for the booleans, and the rules of generalized equational logic [15] for the processes. Note that the rules of generalized equational logic do not allow to substitute terms containing free variables if they become bound. For example, in axiom (SUM1) we cannot substitute a(d) for x. Definition 2.5. Two process terms p 1 and p 2 are (unconditionally) equivalent (notation p 1 = p 2 ) if p 1 = p 2 is derivable from the axioms of µCRL and boolean identities by using many sorted generalized equational logic ({µCRL, BOOL} p 1 = p 2 ). Here BOOL is used to refer to the specification of the booleans, and the use of equational logic for deriving boolean identities.
Two process terms p 1 and p 2 are conditionally equivalent if {µCRL, BOOL, DATA} p 1 = p 2 . Here DATA is used to refer to the specification of all data sorts involved, and all proof rules that may be applied. 
Systems of Recursion Equations
We assume a fixed and infinite set Procnames = {X, Y, Z, . . .} of process names with type information associated to them. We extend the sort Proc of processes by allowing the process names in P ⊆ Procnames as variables of type − → D → Proc. These terms are further called (µCRL) process terms and the set of all of them is denoted by Terms(P ). The free data variables in a process term are those not bound by d:D occurrences. We write DVar for the set of all free and bound data variables that can occur in a term. Definition 2.7. Let P ⊆ Procnames be a finite set of process names such that each process name is uniquely typed. A (finite) non-empty set G of process equations over Terms(P ) is called a (finite) system of process equations if each process name in P occurs exactly once at the left. The set of process names (with types) that appear within G is denoted as |G| (so, |G| = P ). We use rhs(X, G), pars(X, G) and type(X, G) to refer to the corresponding parts of the equation for X in G.
Although the original definition of a µCRL specification allows to have the same process names with different types, we do not treat this possibility here as it would make the explanation only more long-winded. Definition 2.8. Let G be a finite system of process equations, X be a process name in it, and − → t be a data term vector of type type(X, G). Then the pair (X( − → t ), G) is called a process definition. We use the abbreviation (X, G) for (X(pars (X, G)), G). Example 2.9. Both G 1 = {X = a·Y, Y = b·X, Z = X Y} and G 2 = {T(n:Nat) = a(even(n))·T(S(n))} with even : Nat → Bool as expected and S : Nat → Nat the successor function, are examples of systems of process equations. All of (X, G 1 ), (T, G 2 ), (T(m), G 2 ) are process definitions. Definition 2.10. Process term q directly depends on process name X if this name occurs in q. Process name X directly depends on process name Y in a system of process equations G if rhs(X, G) directly depends on Y. Process term q depends on X in G if it either directly depends on it, or there is a sequence of process names Y 1 , . . . , Y n = X such that q directly depends on Y 1 and for each i < n,
We note that the combination of the given data specification with a system G of process equations determines a µCRL specification in the sense as defined in [17] . Such a specification depends on a finite subset act of ActLab and on comm, an enumeration of γ restricted to the labels in act. So a finite system G implicitly describes a finitary based language. For a consistent (meaningful) specification, i.e., a Statically Semantically Correct specification, it is necessary that all objects are specified only once, that all typing is respected and that the communications in comm are specified in a functional way. Furthermore, the eq functions for the data sorts should have the following properties:
All data sorts that are introduced during the linearization must have eq functions satisfying these properties.
Equivalence of Process Definitions
We introduce equivalence over systems of process equations in a stepwise manner. Let G 1 and G 2 be systems of process equations, and assume that the common data sorts of G 1 and G 2 are equally defined. Then DATA(G 1 , G 2 ) represents all data specifications occurring in G 1 and G 2 and all proof rules adopted for these data. We first define (conditional) implication between process terms, and then the equivalence.
In the following definition, derivabilities of the form {µCRL, BOOL, DATA} ∪ G 1 φ are required. In this case, the axioms from µCRL, BOOL and DATA may be used to derive φ, as well as the process equations in G 1 . However, we restrict derivability by requiring that the (data-parametric) process names from G 1 are considered as (data-parametric) constants. For example, if G 1 = {X = a · X}, we may use X = a · X as an axiom in {µCRL, BOOL, DATA} ∪ {X = a · X} φ, but X may not be used as a variable that can be instantiated (e.g., {µCRL, BOOL, DATA} ∪ {X = a · X} a = a · a). Definition 2.11. Let G 1 , G 2 be systems of process equations with
, DATA contains all data sorts and associated proof rules of DATA(G 1 , G 2 ).
We say that ( 
If DATA identities are not used in these derivations we say that (
We state without proof: Lemma 2.12. Let G 1 and G 2 be systems of process equations, and let the set H of process equations be such that
The conditional equivalence (notation = c ) is defined in the same way. 
Note that on systems of process equations, the relations = and = c are equivalences, and the relations ⇒ and ⇒ c are reflexive and transitive. The following simple examples demonstrate the use of Definitions 2.13 and 2.11. Example 2.14.
The implication from left to the right can be shown by choosing g X = X. The reverse direction can be shown by choosing g X = X and g Y = b · X.
. In this case we need to show that X(t) = g Y (0) (which follows from even(0) = t) and that X(even(n)) = a(even(n)) · X(even(S(n))). This latter identity follows from X(b) = a(b)·X(¬b) and the data identity even(S(n)) = ¬even(n). If we assume the existence of a function n : Bool → Nat, defined by n(t) = 0 and n(f ) = 1, we can prove that (X(b), G 1 ) ⇒ c (Y(n(b)), G 2 ) using the same function g Y (n) and the data identities even(n(b)) = b and even(S(n(b))) = ¬b, both of which seem reasonable.
We do not have any of the reverse implications: consider the model with carrier set Nat , in which a(b) is interpreted as 1, and sequential composition as +. Then Y(0) has many solutions, whereas X(t) has none.
Below we argue that the basic Definition 2.11 characterizes preservation of solutions.
Proposition 2.16. Let G 1 , G 2 be systems of process equations with |G
Proof. Let P 1 ∈ M be a solution for X 1 ( − → t 1 ). So, there are processes
The following lemma shows that by applying a µCRL axiom to the right hand side of an equation we get an equivalent system. 
The following lemma shows that by replacing a subterm of the right hand side of an equation by a fresh process name, and adding the equation for it, we get an equivalent process definition for each process name in the original system.
Lemma 2.18. Let G be a system of process equations, and X be a process name in it. Let p be a subterm of rhs(X, G) with free data variables d
Proof. To prove that (Z, G) ⇒ (Z, G ) we take g Z (pars (Z)) = Z(pars(Z)) for all Z ∈ |G|, and g Y = p.
To prove the other direction we just take g Z (pars (Z)) = Z(pars(Z)) for all Z ∈ |G|.
The following lemma shows that under certain conditions we can substitute a process name by its right hand side in a right hand side of an equation.
Lemma 2.19. Let G be a system of process equations, and X be a process name in it. Let
Proof. In both directions we take the mappings g X to be the identity mappings.
The following lemma says that we can add dummy data parameters to a process equation, or remove such parameters. Lemma 2.20. Let G be a system of process equations, and X be a process name in it with parameters
Suppose that d i does not occur freely in rhs(X, G). Let G be as G, but the process name X is replaced by X and pars(X
Proof. In both directions we take the mappings g Y (for Y = X) to be the identity mappings. In one
In many cases we are interested in a process definition (X, G) for a fixed process name X. The following lemma states that we can drop a defining equation for a process name Y = X, in cases when the X does not depend on Y, and Y does not depend on itself, under the condition that the resulting set of equations will form a system of process equations (Definition 2.7). G is a system of process equations, then we have (X, G) = (X, G ) .
Proof. In the direction from left to the right we use the identity mapping for g Z . In the reverse direction we use the same mapping, but g Y = rhs(Y, G).
Guardedness
In this paper we use a slightly different notion of guardedness as the one used in [16] .
A process term is called completely guarded if every occurrence of a process name in it is completely guarded. Note that a term that contains no process names is completely guarded.
A system of process equations G is completely guarded if for any X ∈ |G|, rhs(X, G) is a completely guarded term.
Definition 2.23.
A process definition (X, G) is (unconditionally) guarded if there is a process definition (X , G ) such that G is a completely guarded system of process equations, and (X, G) = (X , G ). Proof. Given a system G we replace each unguarded occurrence of a process name by its right hand side. By Lemma 2.19 we get an equivalent system. Due to the fact that PNUDG is acyclic, we need to perform the replacement only finitely many times, and after that we get a completely guarded system.
The following example shows that the converse of Lemma 2.25 does not hold. Example 2.26. System G consisting of one equation X = X ¡ f £ δ is guarded, but its PNUDG contains the cycle X → X.
Parallel pCRL
We define (parallel) pCRL processes as a subset of µCRL processes. 
and can directly depend only on process names whose right hand sides are also pCRL process terms. A process name is called a pCRL process name if its right hand side is a pCRL process term. 
and directly depends only on process names whose right hand side are pCRL or parallel pCRL process terms. It is called a parallel pCRL process name if its right hand side is a parallel pCRL process term.
Example 2.29. Referring to G 1 and G 2 as defined in the previous Example 2.9, X + a is a pCRL process term in G 1 , and X, X X and X Y are parallel pCRL process terms in G 1 . Furthermore, P(S(n)) with n a variable of sort Nat and a(even(0)) · P(0) are pCRL process terms in G 2 . Finally, X a is not a (parallel) pCRL process term in G 1 .
In the following definition we define what a parallel pCRL process definition is. For this definition we assume that we have a µCRL specification that is Statically Semantically Correct (cf. [17] ), that is, in which the data types, actions, communication functions and processes are all well-defined. The first two restrictions posed in the definition below distinguish parallel pCRL as a subset of µCRL. The third one is present to disallow parallel process names on which the head process name does not depend. • all of the process names in G are either pCRL or parallel pCRL process names;
• no parallel pCRL process name depends on itself;
• process name X depends on all parallel pCRL process names in G, but not on itself.
It is called a pCRL system of process equations if all process names in it are pCRL process names.
It follows from Definitions 2.30 and 2.28 that for every (parallel) pCRL process definition (X, G), either X is a pCRL process name, or it depends on a pCRL process name in G.
Example 2.31. Referring to G 1 as defined in Example 2.9, (Z, G 1 ) is a parallel pCRL process definition, but (X, G 1 ) is not.
Transformation to Extended Greibach Normal Form
As the input for the linearization procedure we take a (parallel) pCRL process definition (X, G) such that PNUDG of G is acyclic. The system of process equations G can be partitioned in two parts: G 1 and G 2 , where G 1 has pCRL equations, and G 2 parallel pCRL equations. G 2 can be empty, in which case X is a pCRL process name. Otherwise X is a parallel pCRL process name.
In this section we transform G 1 into a system of process equations G 1 in Extended Greibach Normal Form. The resulting system will contain process equations for all process names in |G 1 | with the same names and types of data parameters involved, as well as, possibly, other process equations. After that we need to linearize the process definition (X, G ), where
Below we define the Extended Greibach Normal Form (EGNF) and pre-Extended Greibach Normal Form (pre-EGNF). From this point on we assume that a( − → t ) with possible indices can also be an abbreviation for τ . This is done to make the normal form representations more concise.
Definition 3.1. A pCRL process equation is in pre-EGNF iff it is of the form:
are terms of the following syntax:
A pCRL process equation is in EGNF iff it is of the form:
where I and J are disjoint, and all p i ( − − → d, e i ) are terms of the following syntax:
Finally, a finite system of process equations is in (pre-)EGNF iff all its equations are. p is an abbreviation for p. Expression i∈I p i , where I is a finite set, is an abbreviation for p i1 + · · · + p in such that {i 1 , . . . , i n } = I. In case I = ∅, i∈I p i is an abbreviation for δ.
Note (Sum Notation

Note (Conditions).
As follows from the above definition, any process equation in pre-EGNF or EGNF must have a condition in each summand. However, this is not a necessary restriction. In case a summand q does not have a condition, it is an abbreviation for q ¡ t £ δ.
Preprocessing
We first transform G 1 into G 1 1 . This can be seen as a preprocessing step that possibly renames bound data variables. For instance d:
, where e is a fresh variable. We replace each equation
is defined in the following way:
where e is a fresh variable. 
Proof. The statement follows from Lemma 2.17 if we apply axiom (SUM2).
As can easily be seen, the preprocessing step does not increase the size or the number of equations in the system. 
Reduction by Simple Rewriting
By applying term rewriting we get an equivalent set of process equations to the given one, but with terms in right hand sides having the more restricted form as presented in Table 8 .
The rewrite rules that we apply to the right hand sides of the equations are listed in Table 9 . The symbols d:D are treated in this rewrite system as function symbols, not as binders. This is justified by the fact that we have renamed all nested bound variables, which allows the use of first order term rewriting. We call the function induced by the rewrite rules rewr : Terms(|G|) → Terms(|G|) for a given system of process equations G. Before applying the rewriting we eliminate all terms of the form ¡ £ with the third argument being different from δ with the following rule:
The rewriting is performed modulo the following rules:
The optimization rules presented in Table 10 are not needed to get the desired restricted syntactic form, but can be used to simplify the terms. They could be applied with higher priority than the rules in Table 9 to achieve possible reductions. Note that the rule (RSCA ) could lead to optimizations only in cases when x is completely guarded, and y or z are not. Table 9 is strongly terminating.
Proof. Termination can be proved by using the following order on the operations: Table 8 .
Proof. Let q = rewr (p). It can be seen from the rewrite rules that they preserve the syntax in Definition 2.27. Suppose q does not satisfy the syntax defined in Table 8 . The following possibilities exist, and all of them imply that q is reducible.
• q = δ · p 1 . Can be reduced by (RA7).
•
Can be reduced by (RCOND6).
Can be reduced by (RSUM5).
• q = δ + p 1 . Can be reduced by (RA6).
• q = δ ¡ c £ δ. Can be reduced by (RCOND0 ).
• q = (p 1 + p 2 ) ¡ c £ δ. Can be reduced by (RCOND7).
Can be reduced by (RCOND4).
Can be reduced by (RSUM12).
• q = d:D δ. Can be reduced by (RSUM1 ).
Can be reduced by (RSUM4). As the result of applying simple rewriting the number of equations obviously remains the same. The process terms may grow with a constant factor, but the number of occurrences of action labels and process names does not increase. The data terms and the number of their occurrences may grow with a constant factor, too.
Adding New Process Equations
In this step we reduce the complexity of terms in the right hand sides of the G 2 1 equations even further by the introduction of new process equations. In some cases we take a subterm of a right hand side and substitute it by a fresh process name parameterized by (at least) all free variables that appear in that subterm. As the result we get a system of process equations G 3 1 with equations in pre-EGNF. Such a transformation can be done for all equations X(
Here fresh var represents a fresh process name, and add represents addition of the equation to the resulting system. Thus formally, S 1 and S 2 operate on sets of equations, not on equations themselves. In the following we provide a simple example of the transformation.
)} be a given system of process equations. After applying the transformation we get the system
} which is in pre-EGNF. (S & d:D, p) , as we need to show that p is not of the form p 1 + p 2 . This follows from the fact that p satisfies the syntax defined in Table 8 .
Proposition 3.9. For any process name
Proof. The statement follows from Lemma 2.18.
The transformation described in this subsection does not increase the size of terms. The number of processes may increase linearly in the size of terms in the original system.
Guarding
Next we transform the equations of G guard S,
Here we use functions rewr and S 0 from previous subsections. The function rewr represents the rewrite system of rewr extended with the following rule. Proof. Let n be the number of equations in G 3 1 , and m be the maximal number of process names in sequences p i for all i ∈ I. Suppose that guard is applied more than n · m times on a term. This means that a process name Y is substituted more than once, which contradicts to the fact that PNUDG is acyclic.
We define the system G 4 1 in the following way. For each equation Proof. Due to Proposition 3.10 we can apply induction on the definition of guard . The second and third clauses of the definition are trivial. The first one is brought to the desired form by applying (RCOND4) and (RSUM4) from Table 9 . The fourth clause is brought to the desired form by applying (RA4), and then (RSUM5) and (RCOND6) from Table 9 . Proof. According to Lemma 2.19 and Lemma 2.17 all transformations performed by guard lead to equivalent systems. We note that care has been taken to rename some data variables during the substitution (in the third clause of guard definition) in order to make the substitution and the following applications of the axioms sound.
The transformation performed in this step does not increase the number of equations, but their sizes may grow exponentially, due to application of (RA4). An example of such an exponential growth is given below. Example 3.13. Let n be a natural number and let the system of process equations G contain the following n equations.
By induction on n it is easy to show that after applying guarding we get X n = p∈{a,b} n p where {a, b} n is a set of all strings of length n consisting of a and b occurrences. Indeed, for n = 0 this is trivial. For n > 0 we get
This example shows that the term in the right hand side of the equation for X n contains 2 n summands after the transformation.
Postprocessing
Finally, we transform all equations of G 4 1 into EGNF. This transformation can be seen as a simple postprocessing step in which we eliminate all actions that appear not leftmost in the right hand sides in the equations. This elimination is obtained by introducing a new process name X a for each action a that occurs inside the process terms p i , with parameters corresponding to those of the action. Thus we add equations
to the system, and replace the occurrences of the action a( Proof. According to Lemma 2.18 this transformation is correct and leads to a system that obviously is in EGNF.
As a possible optimization during the postprocessing step, the following slightly different strategy can be applied. If we encounter a subterm a · Y in p i , we replace it by a new process name (with the parameters for both a and Y), and add the equation for it to the system. This optimization goes along the lines of a so-called regular linearization procedure (see Conclusion), which is a more general case of such an optimization.
Summary.
In this section we described the transformation of a finite system G = G 1 ∪ G 2 with acyclic PNUDG and G 2 containing all parallel pCRL process equations into a system By Lemma 2.12 it follows that (X, G) = (X, G ) for each X ∈ |G|.
From EGNF to LPE
In this section we transform the system of process equations
• G 1 consists of a single linear process equation with a specially constructed parameter list;
• if G 2 is not empty, it is transformed into G 2 with the same set |G 2 | of process names, but taking the effect of the transformation from G 1 into G 1 into account (references to G 1 process identifiers may have to be adapted).
Definition 4.1. A process equation is called a linear process equation (LPE) if it is of the form
where I and J are disjoint sets of indices.
We note that the transformation described in this section is uni-directional, i.e., is formulated in terms of ⇒ c . We again give counter examples for the associated reverse implications.
Formal Parameters Harmonization
In this subsection we make the formal parameters of all (non-parallel) pCRL process names in G 1 to be the same, and adapt the parallel pCRL equations in G 2 in an appropriate way. This is done to be able to compress all (non-parallel) pCRL equations in one process equation. The harmonization is defined by the following steps.
1. We rename the data variables with the same names, but different types in different processes.
This can be easily done (see Section 3.1).
2. We create the common list of data parameters − − → d:D by taking the set of all data parameters in the pCRL equations, and giving some order to it. 
Proof. By Lemma 2.20 it follows that this transformation yields an equivalent system of equations.
We remark that a more optimal strategy than 'global harmonization' is to merge as many data parameters as possible. This can be achieved by renaming parameters of some processes so that they match the parameters of other processes, and therefore are not introduced in the general parameter list. In this case the number of parameters of some type s in the general list will be the maximal number of parameters of this type in an equation. A drawback of this optimization is the fact that we may lose parameter name information for some process names.
Making One Process Equation
Let G 5 1 be a system of n pCRL process equations in EGNF with the same formal parameters.
We define the system G 6 1 as a single EGNF process equation in the following way:
. The data type State is an enumerated data type with equality predicate. Natural numbers are normally used for State, though a finite data type is, of course, sufficient.
Let the system G
2 of process equations be obtained after harmonization of the system G 1 ∪ G 2 as described above. Then for all X ∈ |G 1 |,
, and for all X ∈ |G 2 |,
. During the current step we construct the system G 
Proof. The equivalence is easy to derive with the following functions:
Note that identities of sort State are used in the derivations.
Introduction of a Stack
The final step in the linearization of pCRL processes consists of the introduction of a stack parameter which allows to model a sequential composition of process names with parameters as a single process term. In the case that such sequential compositions do not occur in the equation, we do not apply this step. For the particular transformation described here, it is necessary that the process equation to be transformed is data-parametric. This need not be the case after application of all preceding transformation steps. For instance the equation X = a · X · . . . · X + b does not have a data parameter. In this case we need to add a dummy data parameter (over a singleton data type, cf. Lemma 2.20) to apply the following transformation. Let G 6 1 be a single pCRL process equation in EGNF:
The following example [26] shows that the reverse implication does not hold in every model. It is easy to see that if data parameters do not matter, the stack is isomorphic to a counter which can be implemented by means of natural numbers. Summary. This section is about the transformation of a finite system G = G 1 ∪ G 2 with acyclic PNUDG and G 1 in EGNF into a system G = G 1 ∪ G 2 with G 1 an LPE and G 2 appropriately updated. For each X ∈ |G |,
("One LPE", by Proposition 4.4).
and proceed in a stepwise manner. First we reduce the -occurrence, so transform G 2 into The description above illustrates the last part of our transformation. Without further proof we state the following result. 
Conclusions
We described a transformation of parallel pCRL process definitions into a linear format, and argued that this transformation is correct. Our correctness argument is not tied to some particular model, and also applies to process definitions that do not necessarily imply that the models have unique solutions. Furthermore, this transformation is idempotent in the following sense: applying the transformation to an LPE yields the same LPE. The algorithm underlying the transformation into LPE format basically matches the one that is currently implemented in the µCRL toolset [14] . Of course, during the process of linearization many optimizations are conceivable, some of which can only be applied in a certain context. We have already mentioned some optimization rewrite rules (Table 10) that can be applied during one of the linearization steps. Another optimization can be performed in the cases where a new process name is introduced. There can be a choice of what parameters to use for the new process name in order to fetch the complicated structure of data terms involved. Furthermore, there are many (minor) optimizations, such as the rewriting of conditions or the elimination of constant parameters. Due to the fact that the LPE format provides such a simple process structure, we feel that this type of optimizations can be best performed after the transformation into the LPE format. Such optimizations include rewriting of data terms, eliminations of redundant variables and constants, abstract interpretation, and so on.
There are two particular optimizations that we want to mention here in more detail: regular linearization and clustering of actions. The first of these is based on [22] , and applies to the situation where regularity follows from the absence of termination in a recursion, like in X = a · X · X. Restricting to standard process semantics for µCRL, an LPE that specifies the same behavior is X = a · X. However, this optimization is model dependent, as there can be models in which the two equations have different sets of solutions. For some other cases, also dealt with in [22] and used in the µCRL toolset, these optimizations can be justified on a general level using the equivalence of systems of process equations. For example, the system G 1 = {X = a · Y · X, Y = b} can be transformed into G 2 = {X = a · Z, Z = b · X}, and we can prove that (X, G 1 ) = (X, G 2 ), thus showing that this transformation is sound in every model. As for 'clustering of actions', we refer to Definition 2.7, Theorem 2.8 and Theorem A.4 in [18] . The transformation allows to optimize an LPE to a form in which every action label occurs at most twice (either as a termination action or not). The constructed LPE is equivalent to the original one. During the transformation the sums i∈I and j∈J which in Definition 4.1 represent the abbreviations for alternative compositions, are changed to the 'real' sums over enumerated data types. We note that both these latter optimizations are implemented in the current version of the µCRL toolset.
In the future we plan to work on extending the linearization procedure to cover the full syntax of µCRL. Furthermore, the procedure can be extended to handle the timed version of the language. Finally, additional extensions to the language like interrupts, process creation and priorities could be investigated, as there is a practical demand for these facilities.
