• Forecast errors: e it = ŷ it -y t • Loss depends on forecast and actual values only through the forecast error:
• Loss differential between the two forecasts d(t) = g(e 1t ) -g(e 2t )
• • When the forecast errors come from a heavytailed distribution , HLN argue that the estimate of the variance of b is biased and suggest utilizing a White-correction for heteroskedasticity to estimate the variance of b.
• Another HLN variation: Spearman's rank test for zero correlation between x and z Variations of MGN Test ... continue
• Real drawback of all these tests: limitation of applicability to one-step predictions and to squared error loss
• Now, forecast errors can be serially and contemporaneously correlated
• Still maintain assumptions A1, A2a, and A2b and assume squared error loss
• The MR test is based on the sample covariance between x t and z t Diebold-Mariano (DM) Test (1995) • Applicable to nonquadratic loss functions, multi-period forecasts, and forecast errors that are non-Gaussian, nonzero-mean, serially correlated, and contemporaneously correlated.
• Basis of the test: sample mean of the observed loss differential series -{d t : t=1, 2, …} DM Test (2) • Assuming covariance stationarity and other regularity conditions on the process {d t }, then converges in distribution to
• f d (.) is the spectral density of {d t }
• is the sample mean loss differential 1/2 ( )
