The Medical Image Processing Group (MIPG) at the University of Pennsylvania has been developing (and distributing with source code) medical image analysis and visualization software systems for a long period of time. Our most recent system, 3DVIEWNIX, was first released in 1993. Since that time, a number of significant advancements have taken place with regard to computer platforms and operating systems, networking capability, the rise of parallel processing standards, and the development of open source toolkits. The development of CAVASS by our group is the next generation of 3DVIEWNIX. CAVASS will be freely available, open source, and is integrated with toolkits such as ITK and VTK. CAVASS runs on Windows, Unix, and Linux but shares a single code base. Rather than requiring expensive multiprocessor systems, it seamlessly provides for parallel processing via inexpensive COWs (Cluster of Workstations) for more time consuming algorithms. Most importantly, CAVASS is directed at the visualization, processing, and analysis of 3D and higher dimensional medical imagery, so support for DICOM data and the efficient implementation of algorithms is given paramount importance.
INTRODUCTION
Software development for 3D CAVA (Computer Aided Visualization and Analysis) in our group started in the 1970s. In 1980, we brought out the first ever such package for medical 3D CAVA [1] . This software worked on a Data General minicomputer, which drove a Comtal image display frame buffer. In 1982, we brought out a significantly expanded version of this software package [2] . In spite of its high machine and display device dependency, this package was distributed to over 150 sites with source code worldwide long before the term "open source" was coined. This package was also incorporated into the General Electric CT/T 8800 scanner [3] . We subsequently developed a more advanced package [4] for the GE 9800 CT scanner. GE distributed widely these on-the-scanner packages. Earlier, we implemented DISPLAY and DISPLAY82 at the Mayo Clinic whose investigators used these packages until they started developing the Analyze system [5] around 1984-85.
Around 1987, we started the development of a Unix-workstation-based software system named 3DVIEWNX [6] which was based on standard C programming language and a graphical user interface library developed by us based on X Windows. It also incorporated a multidimensional generalization [7] of the 2D DICOM image representation standards. This issue of the need to handle a multidimensional vectorial image as a single entity and also to handle non-image structure information such as surfaces is only now being looked into by the standards committees related to DICOM. These issues were addressed in 3DVIEWNIX in the early stage of its design during [1987] [1988] [1989] [1990] . 3DVIEWNIX has incorporated numerous advanced 3D (and higher dimensional) CAVA operations including various methods of interpolation, filtering, segmentation, registration, algebraic and morphological operations, visualization methods for surfaces and volumes, interactive structure editing and manipulation, and scene intensity and structure-based quantitative analysis. Its binary version is available freely via Internet and has been used by 100s of sites, and the source-code-version has been distributed to more than 180 sites worldwide to date. We continue to maintain, distribute, and develop 3DVIEWNIX by incorporating into it all functions that we find useful after rigorously testing them in one or more of our on-going applications. About 60-person years of work has gone into 3DVIEWNIX so far. Its design has stood the test of time and of over 15 applications pursued by us since its release.
Since the time 3DVIEWNIX was first released (1993), a number of significant developments have occurred. Most significantly, PC platforms (and the Windows OS) have gained in capability accompanied by precipitous price reductions. They have supplanted traditional Unix-based workstations as the scientific workstations of choice. Second, network connectivity (speed) has greatly increased. Third, viable parallel processing standards have been developed and are now freely available for all popular platforms and operating systems. Fourth, platform independent windowing APIs, some of which maintain the native look and feel, have been defined and implemented. And finally, toolkits such as ITK and VTK have been developed and are freely available. Although not complete applications in themselves, these toolkits provide a breadth of techniques and can be employed as building blocks of applications.
METHODS
CAVASS is an open source system written entirely in C/C++ and is based on our years of experience with 3DVIEWNIX. It encompasses four groups of operations: image processing (including region of interest, interpolation, filtering, segmentation, registration, morphological operations, and algebraic operations), analysis (various methods for extracting quantitative information), visualization (including slice, reslice, maximum intensity projection, surface rendering, and volume rendering), and manipulation (for surgical planning and simulation).
CAVASS shares a single code base for all Windows, Unix, and Linux platforms by employing the portable, open source wxWidgets library. wxWidgets is unique in that it provides a single API across all platforms while maintaining the native look and feel of each. This allows CAVASS to have a single code base for all platforms rather than separate code bases for each platform (which makes development and updates much more difficult). CAVASS also employs the open source LAM (local area multicomputer) implementation of the MPI (message passing interface) parallel processing standard. LAM MPI is part of the Linux distribution and is freely available for Unix and Windows as well. CAVASS also integrates with popular toolkits such as ITK and VTK.
CAVASS retains much of the architecture of 3DVIEWNIX which has proven to be very effective, efficient, and easy to maintain and expand. The program libraries are compartmentalized into four groups: (1) data interface, (2) graphical interface, (3) process interface, and (4) and CAVA functions. In the interest of brevity, only groups (1) and (4) will be described in detail. CAVA functions are further divided into four groups according to the four elements of CAVA: (a) image processing, (b) visualization, (c) manipulation, and (d) analysis. One may develop their own applications based on these libraries. In addition to these libraries, CAVASS also provides a sophisticated GUI which together form a complete suite of medical imaging applications. The GUI is menu driven with such main items as Preprocess, Visualize, Manipulate, and Analyze as well as Port Data which allows data to be ported into and out of CAVASS. In addition to DICOM support (as illustrated in Fig. 1 ), CAVASS also supports an nD generalization of the DICOM standard as well as popular CAD/CAM formats such as STL (for the biomechanical analysis) and image format standards such as TIFF, PNM, and VTK.
Data interface
The data interface library in 3DVIEWNIX [7, 8] is designed for a data representation protocol which is a generalization and an extension of the 2D DICOM standards. The data interface library contains functions for reading and writing the various types of data handled in 3DVIEWNIX. DICOM [9] is a communication and representation standard for 2D images. In its current form, it cannot represent 3D and higher dimensional image data as a single entity. Also it has not dealt with issues related to the representation of non-image data such as surfaces. In view of these lapses, we spent a considerable amount of time in the early phase of the design of 3DVIEWNIX on devising a multidimensional extension and generalization of DICOM. The data interface manual of 3DVIEWNIX [8] describes this generalization and all data types handled in 3DVIEWNIX in great detail. Since the generalization has been found to be very satisfactory, we adopted this in the development of CAVASS. There are three types of data handled by CAVASS: SCENE data, eavass\oata \uuu5L.acm STRUCTURE data, and DISPLAY data. There are multiple subtypes under each category. The SCENE data type represents nD images -scalar, vector-valued or binary with a regular (rectangular grid) or arbitrary sampling scheme. STRUCTURE data type represents multidimensional non-image structure information usually derived from SCENE data. These may be hard or fuzzy boundaries, represented by curves, digital surfaces of various forms, triangulated surfaces, or shells. There is a particular subtype of STRUCTURE data, which is very powerful and has been found to be useful in a variety of applications. This type allows us to represent a structure system, which is a collection of structures, in a manner that is very useful for its visualization and analysis. The structure system may contain any combination of rigid, deformable, static, and dynamic objects. The structure system is essentially a computer representation of an object (organ) system in the body. In the case of dynamic and deformable objects, multiple time samples of the objects are represented in the structure system or appropriate transformations (in the case of rigid, dynamic objects) are stored. When a structure system is rendered, the variable character of the objects is also portrayed -static objects remain static, dynamic objects are rendered with the dynamics -the adequacy of the time component of the portrayal depending on the speed of the rendering algorithm and of the host computer. Finally, DISPLAY data type constitutes a visual representation of any information in the form of a picture ready to be displayed. This includes such sub-types as screen shots, rendered images, and movie sequences. Since the data types have been found to be very satisfactory and useful, we continue to utilize them in CAVASS. In addition to supporting the DICOM file formats (both import and export), 3DVIEWNIX (and hence CAVASS) supports other common image file formats such as raw unformatted data, GIF, JPEG, TIFF, and PGM. Additionally, 3DVIEWNIX has been used to export structural data to CAD/CAM packages such as Fluid (for computational fluid dynamics) and Abaqus (for Finite Element Modeling (FEM)) via its ability to create files in the Stereo Lithography (STL) format. CAVASS also supports these formats. In addition, it also supports Matlab, Analyze, and Mathematica formats. 
CAVA functions

Image processing:
The key image processing operations commonly employed in CAVA are interpolation, filtering, registration, segmentation, and miscellaneous other operations. The image processing operations included in CAVASS may be divided into the following seven groups. We will use = ( , ) I f I to denote an (nD) image where I is the image domain which is a rectangular array of volume elements (voxels), and f is an intensity function that assigns to each voxel v in I an intensity value f(v). f(v) is usually scalar valued but it may also be vectorial. In the following description, we assume that = ( , ) and ( , ) indicates the degree of membership of v in the object of interest. Alternatively, the output may also be a hard or fuzzy surface, which represents the boundary of the object. S , where T is a geometric transformation. T may be a rigid (6-parameter), affine (9-12 parameter) or a deformation (100s to 1000s of parameters) transformation.
(6) Image Algebra: These operations take generally two input images either of which may be gray or binary and produce an output gray or binary image. A variety of operations such as addition, subtraction, multiplication, division, inverting, and certain types of algebraic expressions involving the input images are permitted.
(7) Miscellaneous: These operations allow converting one structure (surface) representation to another, structure to image representation, merging different structures into a single structure system etc.
Visualization:
Our work on the surface rendering method of visualization dates back to the early days of CT and MR imaging [1, [14] [15] [16] . We have devised digital surface rendering algorithms [17] that run on PCs 16-31 times faster than methods based on rendering triangulated surfaces by using hardware rendering engines [18] and take about an order of magnitude less storage space. The simplicity and efficiency of these algorithms afforded by the simplicity of the geometry of digital surfaces can also be extended to triangulated surfaces and thereby achieve an 8-10 fold speedup in software on PCs over hardware rendering engines if the triangles are embedded in a digital grid as in the output produced by the Marching Cubes family [19] of algorithms. This also affords compact storage of such surfaces. Due to this computational/storage efficiency, the need for triangle decimation methods currently pursued to reduce the number of triangles in the surface for overcoming computational bottlenecks is obviated.
For volume rendering, we developed a paradigm called shell rendering [20] . The basic idea of this approach is to represent tissue interfaces as shells and do volume rendering by projecting voxels in the shell in a back-to-front or frontto-back order onto the projection plane, and performing in the process the basic operations of volume rendering such as reflection, emission, and transmission. In one extreme, the shell may be very thin, just one voxel thick, in which case shell rendering reduces to the digital surface rendering method referred to above. In another extreme, the shell may include the whole foreground of a 3D image. In practice, the thickness of the shell is in between the two extremes. Recently, a method of volume rendering that has become popular is shear-warp rendering [21] . Like shell rendering, the shear-warp method can be used in both surface and volume mode. The speed of its surface mode is about the same as that of shell rendering in surface mode, but its volume mode is faster (about 2 times) than shell rendering [22] , although the shear-warp method requires about 6-8 times more storage space than shell rendering. We have developed a new method, called shear-warp shell rendering, which combines the advantages of both methods [22] to achieve the speed of shear-warp and storage efficiency close to that of shell rendering.
Manipulation:
One of the earliest papers to suggest the use of structure information derived from images for surgery planning was [23] . 3DVIEWNIX contains extensive tools for manipulating (cutting, separating, mirror reflecting, moving, repositioning) structures interactively, all implemented without depending on specialized hardware, and to carry out these manipulative operations on structures defined in a hard as well as a fuzzy manner [17, 24] .
Analysis:
An early paper on estimation of volume enclosed by and the area of a surface is [25] . Recently we have demonstrated that the volume enclosed by triangulated surfaces also can be estimated in the same simple way by table lookup as done for digital surfaces [26] . We have published methods to compute linear, curvilinear, and angular measurements on the surface or by utilizing landmark points on surfaces observable in their renditions [3] . Methods are also implemented in 3DVIEWNIX for various intensity-based measures [6] . We have developed methods for higherlevel analysis of object systems by describing the morphology of individual objects through morphological parameters, the inter-relationship among objects through parameters describing the architecture of the object system, and the way this inter-relationship changes when the objects move through kinematic parameters [27] [28] [29] . 
Parallelizing key operations in CAVASS
Before we set out to develop parallel implementations of key algorithms, we first devised an experiment to determine the need for such algorithms operating on datasets of common, practical sizes. We know that if we are given an image of high resolution, size, dimensionality, and pixel depth, then many computationally intensive algorithms are choked. We argue that we are already at a stage where it is just impractical to carry out some computationally intensive CAVA operations on top-of-the-line workstations and PCs with sequential algorithms. To justify this argument, we list in Table 1 the processing time for both 3DVIEWNIX and ITK for some key CAVA operations for (scalar) images of two sizes. The platform on which this was performed was a 2 GHz Pentium PC with 1 GB of RAM and 4GB of swap-space running version 2.4 of Linux. In all cases, the images had 16 bits/pixel. The interpolation operation here created (from a size 512x512 x193 input image) an output image whose size was respectively 512x512x296 and 1023x1023x591 for the two cases. (The larger image size simply choked -indicated by "error" -both systems. Blanks indicate operation not tested. NA -not available. Although this is not at all the main point we wish to make from Table 1 , note that the 3DVIEWNIX operations are more efficient than those of ITK. The lower efficiency of ITK is mainly due to its generality (often 2D and 3D treated as nD), its class inheritance overhead, code developed at multiple centers, etc. In CAVASS, we keep the same level of emphasis on efficiency as in 3DVIEWNIX.) From the perspective of the ease of parallelizability, CAVA operations may be divided into three groups, which we will call Type 1, Type 2, and Type 3. Our general approach to parallelized implementation of key CAVA operations is to perform what we call chunking. A chunk is the data contained in a contiguous set of slices. A chunk may represent SCENE or STRUCTURE data. In the former case, it represents a set of contiguous slices of the given image. In the latter case, it represents structure data contained in a contiguous set of slices. There are many operations in CAVA, which work, or, which can be made to work, in a more-or-less "slice-by-slice", and hence in a "chunk-by-chunk", manner. In these operations, a slice (or chunk) worth of data needs to be accessed only once to complete the operation (or to complete one iteration of the operation) and produce the final output. Such operations are labeled Type 1. Examples of such operations are: image gray level slice interpolation methods (linear, spline-based methods) [30] , shape-based (binary as well as gray-level) interpolation [30] [31] [32] [33] [34] , image-based registration (via mutual information/correlation) [35, 36] , diffusive filtering [37] [38] [39] , inhomogeneity correction [40] , all non-user-steered slice-byslice segmentation methods (such as clustering techniques), non-connected isosurface detection, and structure manipulation [17, 24] . There are other CAVA operations, which work (chunk-by-chunk) in the above sense but some further operation is needed to combine the outputs produced by the chunks to yield the final output. Such operations are labeled Type 2. These are more difficult to parallelize and implement than Type 1 operation. Examples of such operations are various surface and volume rendering methods, particularly those that use some sort of a front-to-back or back-to-front splatting/projection strategy, such as shell and shear-warp rendering methods [17, [20] [21] [22] . We label those CAVA operations, which require each slice/chunk to be accessed more than once to complete the operation as Type 3.
These can be more difficult than Type 1 and Type 2 operations to parallelize the implementation. These operations can be characterized by graph traversal methods and the number of times a slice (chunk) is accessed depends on the shape of the objects represented in the image and on the orientation of the slices with respect to the object. Examples of such operations are: connected isosurface detection [41] [42] [43] , connected object segmentation in a hard or fuzzy manner [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] , and optimal path (graph cut) and fast marching (level set) methods of segmentation [55, 56] . In connected isosurface detection [41, 42, 57] , for example, the average number of accesses of an axial slice in a 3D image of the human body is typically in the range 1.5-1.8. Our aim in CAVASS is to parallelize the implementation for the following 10 groups of key CAVA operations: gray-level slice interpolation, shape-based interpolation, image-based registration (via mutual information, correlation), diffusive filtering (scale-based and non-scale-based), inhomogeneity correction (scale-based), structure manipulation (hard and fuzzy [17, 24] ), surface and volume rendering (via shell and shear-warp techniques), connected isosurface detection (both digital and triangulated), and fuzzy connectedness segmentation. Another area where parallelism can be employed is in stereo rendering for display. We modified the CAVASS surface/volume rendering implementation to render from not one but two different points of view (one for each eye) for each given position of the projection plane. Typically the angle between the two nearby viewpoints is about 4°. In CAVASS, we leave this number as a parameter whose value can be modified according to an individual's vision characteristics. The graphics interface library and the GUI was modified to handle these stereo display hardware devices. Library functions were also developed to support all necessary interactions with the stereo display, including pointing to locations on the structures in their surface/volume renditions (we have previously published such algorithms [17, 20] ), interactively performing curved cuts, repositioning of segments, and making linear, angular, and curvilinear measurements interactively.
Parallel algorithms are implemented in CAVASS using the MPI/OpenMPI standard which is commonly and freely available for Linux, Unix, and Windows. 
An interface to 1TK
We provide access to ITK within the GUI of CAVASS. In this manner, from the user's perspective, all ITK algorithms appear to be incorporated into CAVASS. A working example of the integration of a portable CAVASS prototype GUI with ITK was developed. Platform independent software loads two SCENE files and displays these files. The user is allowed to change various parameters of Thirion's Demons deformable registration algorithm [61] as implemented in ITK. Once these parameters have been specified (or the default values are found to be acceptable), CAVASS executes the ITK registration algorithm. Results of the registration process are then provided to the user by CAVASS as an output SCENE file. 
RESULTS
Many algorithms have already been implemented and tested in CAVASS. For example, interpolation of anisotropic data to isotropic data is a common medical imaging task. We compared (in both sequential and parallel modes) the implementation of linear interpolation in CAVASS (sequential and parallel) and ITK (sequential and multithreaded) for three datasets of varying sizes (regular or clinically typical, large, and super) as shown in Table 2 . The results of this comparison are shown in Table 3 .
The two major volume visualization methods of surface rendering and volume rendering have also been implemented and tested in CAVASS. We compared the implementations of sequential t-shell surface rendering (an example appears in Fig. 2 ) implemented entirely in software in CAVASS with hardware-assisted surface rendering using the Marching Cubes method as implemented in VTK (using the vtkImageMarchingCubes class). We also compared sequential and parallel volume rendering implemented entirely in software in CAVASS with two methods of volume rendering (ray casting and 2D texture mapping) implemented in VTK (using the vtkVolumeRayCastMapper and vtkOpenGLVolumeTextureMapper2D classes, respectively). The timing results in seconds per frame were obtained by applying the various visualization techniques to three datasets of varying sizes (regular, large, and super) as shown in Table 2 . Results for sequential surface rendering and parallel and sequential volume rendering appear in Tables 4 and 5 , respectively. Table 4 shows that sequential CAVASS shell rendering, entirely in software and without antialiasing, was more than 8.5 times faster than hardware-based rendering as implemented in VTK for the largest dataset (super) in our test. With antialiasing, CAVASS shell rendering was more than 5 times faster. For volume rendering, Table 5 shows that the CAVASS implementation, entirely in software, was faster than both ray casting and 2D texture mapping as implemented in VTK for both the regular and large datasets. For the super dataset, sequential CAVASS volume rendering was slower than volume rendering in VTK but the parallel implementation of volume rendering in CAVASS was almost twice as fast as ray casting in VTK. Although VTK ray casting was able to render the largest dataset, 2D texture mapping as implemented in VTK was unable to render the largest dataset after more than 240 seconds. This is likely due to the limited amount of memory on the graphics card. When we compare VTK ray casting to VTK 2D texture mapping, we note the trend that VTK ray casting is consistently faster than VTK 2D texture mapping. Since CAVASS parallel volume rendering is consistently faster than both VTK ray casting and VTK 2D texture, we conclude that even with additional video memory, CAVASS parallel volume rendering would be faster than VTK 2D texture rendering of the largest dataset. 
CAVASS VTK
All sequential tests were performed on a Dell single processor, 3.6 GHz Pentium system with 3 GB RAM and hyperthreading enabled under the Linux operating system version 2.6.9-1.667smp. The multithreaded tests were performed on a Dell dual processor, 3.4 GHz Xeon system with 4 GB of RAM and hyperthreading enabled under the Linux operating system version 2.6.9-1.667smp. The parallel visualization tests were performed on a cluster of six single processor systems (Dell single processor, 3.6 GHz Pentium systems with 3 GB RAM and hyperthreading enabled under the Linux operating system version 2.6.9-1.667smp) interconnected by an inexpensive 1Gb (gigabit) switch (Dell PowerConnect 2608, an 8-port 1-gigabit Ethernet switch). All systems had Nvidia Quadro NVS280 PCIe 64 MB video cards. The parallel interpolation tests were performed on a cluster of two single processor systems so as to be able to make a fair and direct comparison with multithreaded ITK interpolation.
CONCLUSIONS
We described CAVASS, a new open source, open platform software system and the next incarnation of the previously established and widely distributed 3DVIEWNIX software system. We demonstrated the extremely efficient implementation of algorithms in sequential and parallel modes on COWs in CAVASS. CAVASS is the only freely available, open source image processing, analysis, and visualization software system for multidimensional medical imagery that incorporates other open source toolkits and provides for the efficient and parallel implementations of important algorithms. With regard to the common task of interpolation, CAVASS sequential interpolation was nearly twice as fast as ITK sequential interpolation and CAVASS parallel interpolation was shown to be more than 3 times faster than multithreaded ITK interpolation. CAVASS was also able to deal with larger datasets that made ITK fail. With regard to visualization, surface rendering in CAVASS entirely in software was demonstrated to be more than 8.5 times faster than hardware-assisted surface rendering. For volume rendering, we demonstrated that sequential volume rendering in CAVASS entirely in software is faster for the regular and medium datasets in our test and for the largest dataset (super), parallel volume rendering in CAVASS was almost twice as fast as the fastest hardware-based method.
Finally, CAVASS may be used as a toolkit library or as a complete set of applications with an easy to use GUI that interfaces with other popular data formats and toolkits.
CAVASS is available from www.mipg.upenn.edu/~cavass.
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