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Let pn(∞) denote the number of Cbω-words of the form w˜xw with gap n and pn(k) denote
the number of C∞-words of the form w˜xw with length 2k + n and gap n, where n is
the length of the word x. [S. Brlek, A. Ladouceur, A note on differentiable palindromes,
Theoret. Comput. Sci. 302 (2003) 167–178] proved that C∞-palindromes are characterized
by the left palindromic closure of the prefixes of the well-known Kolakoski sequences and
revealed an interesting perspective for understanding some of the conjectures. In fact, they
found all infinite C∞-palindromes and established p0(k) = p1(k) = 2 for all k ∈ N ,
where N is the set of positive integers. [Y.B. Huang, About the number of C∞-words of
form w˜xw, Theoret. Comput. Sci. 393 (2008) 280–286] obtained pn(k) = 6 for all k ∈ N
and n = 2, 3, 4, and gave all Cbω-words of the form w˜xwwith gap less than 5, which imply
pn(∞) = 2 for n = 0, 1, and pn(∞) = 6 for n = 2, 3, 4. In this paper, we prove the
following intriguing results: (1) If w˜xw ∈ Cbω and | x |≥ 7 then the first and last letters of
the word x are the same; (2) pn(∞) = 14 for n ≥ 5; (3) For every positive integer n, there
exists a positive integer H(n) such that for all k ∈ N , if k > H(n) then pn(k) = p5(k) if k is
odd and pn(k) = p6(k) if k is even, which would help us understand better the complexity
of finite C∞-words of the form w˜xw. Moreover, we provide all twenty eight Cbω-words of
the form w˜xw.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Since the beginning of the last century, combinatorics on words are getting more and more important in various fields
of science like computer science, mathematics, biology, physics or crystallography. In particular, palindromes play an
important role among the regular patterns. The palindrome complexity are studied in [1–8].
Baake [2] established two results on palindromicity of two-sided infinite words in a finite alphabet. The first was a simple
but efficient criterion to exclude palindromicity of minimal sequences and applied, in particular, to the Rudin–Shapiro
sequence. The second provided a constructive method to build palindromic minimal sequences based upon regular, generic
model sets with centro-symmetric window. These gave rise to diagonal tight-binding models in one dimension with purely
singular continuous spectrum.
Droubay [5] proved that for any positive integer n, the set of factors of the Fibonacci word F contains either two
palindromes of length n if n is odd, or only one palindrome of length n if n is even. Droubay and Pirillo [6] further showed
thatw is Sturmian if and only if hw(n) = 1+(nmod 2) for any positive integer n, where hw(n) is the number of palindromes
of length n occurring inw, and proved the existence of a morphism that generates the palindromes of any infinite Sturmian
word generated by a morphism.
Damanik and Zare [4] investigated one-sided infinite words generated via iteration by primitive substitutions on finite
alphabets and obtained the bounds on the palindrome complexity function as well as uniform bounds on the frequencies
of palindromes in such a word. As an application of these bounds, they proved that the strongly palindromic sequences in a
primitive substitution dynamical system form a set of measure zero.
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Allouche, Baake, Cassaigne and Damanik [1] surveyed the known results and obtained new results for some sequences,
in particular, for Rote sequences and for fixed points of primitive morphisms of constant length belonging to ‘‘class P’’ of
Hof-Knill–Simon. They also gave an upper bound for the palindrome complexity of a sequence in terms of its (block-)
complexity.
Brlek and Ladouceur [3] recently conceived a general framework for the study of a particular class of infinite words over
the 2-letter alphabet Σ = {1, 2}, which is invariant under the action of the run-length encoding operator. This class is
related to the curious Kolakoski sequence (see Kolakoski [9])
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which received noticeable attention and shows some intriguing combinatorial properties, constituting mainly a bouquet of
conjectures. They proved that the palindromes of this class are characterized by the left palindromic closure of the prefixes
of the Kolakoski sequences and revealed an interesting perspective for understanding some of the conjectures.
Forw ∈ C∞, α ∈ Σ, if αwα ∈ C∞, then we call αwα a palindromic C∞-extension of the wordw. If w˜xw ∈ C∞, we call
w˜xw a C∞-quasi-palindromewith gap |x|. If x ∈ C∞ and w˜xw ∈ Cbω thenwe call w˜xw an infinite palindromic C∞-extension
of x, and we call w˜xw an infinite C∞-quasi-palindrome with gap |x|.
Let pi(n) denote the number of C∞-words of the form w˜xw with length 2n + i and gap |x| = i. Since the proof of
Proposition 7 in [3] is false, in Huang [7] we gave a simple proof of pi(n) = 2 for i = 0, 1 and n ≥ 1 by the uniqueness of
the palindromic C∞-extension of C∞-palindromes.
Because any C∞-palindrome is of the form w˜w or w˜αw, where α ∈ Σ , we can consider C∞-palindromes as C∞-quasi-
palindromes with gaps 0, 1. In Huang [8], we explored the number of C∞-quasi-palindromes and proved pi(n) = 6 for
i = 2, 3, 4 and n ≥ 1. Moreover we gave all infinite C∞-quasi-palindromes with gap less than 5.
In the arguments of [7] and [8], we made use of a common characteristic for |x| = 0, 1, 2, 3, 4, that is, any palindromic
C∞-extension of x has exactly one palindromic C∞-extension. But if taking x = α¯ααα¯α, the palindromic C∞−extension
α¯xα¯ of x has no palindromic C∞−extension, and α¯αα¯α¯αxαα¯α¯αα¯ has two palindromic C∞−extensions αα¯αα¯α¯αxαα¯α¯αα¯α
and α¯α¯αα¯α¯αxαα¯α¯αα¯α¯, which means that if |x| ≥ 5 the same result as n ≤ 4 does not hold again. Therefore the computing
of pn(i) for the case n ≥ 5 would become more complicated than the one for n ≤ 4.
Note that Lemma 3 and Theorem 2 in [8] imply that if |x| = 0, 1 then there exist exactly two infinite C∞-quasi-
palindromes and if |x| = 2, 3, 4 then there are exactly six infinite C∞-quasi-palindromes. And in fact, this statement is
equivalent to the previous statement of pi(n) for i ≤ 4 and n ≥ 1. In other words, if |x| ≤ 4 then that each palindromic
C∞-extension of x has exactly one palindromic C∞-extension is equivalent to that if x 6= ε, 12, 21 then x has one infinite
palindromic C∞-extension and if x = ε, 12, 21 then x has exactly two infinite palindromic C∞-extension. Although we
see that if n ≥ 5 then any palindromic C∞-extension of x does not again has exactly one palindromic C∞-extension. But
we naturally could ask whether if x has an infinite palindromic C∞-extension then x has exactly one infinite palindromic
C∞-extension. Fortunately, we find that the answer is affirmative. In a matter of fact, we observe the following key
result:
If |x| ≥ 7 and x has an infinite palindromic C∞-extension, i.e. w˜xw ∈ Cbω , then the first and last letters of the word
x are the same.
In this paper, our main goal is to give all infinite C∞-quasi-palindromes, i.e. all Cbω-words of the form w˜xw, and the
complexity of Cbω-words of the form w˜xw, which not only generalize the corresponding results in [8], but also help us to
understand better the curious Kolakoski sequence.
In Section 3, we shall give the formula of the complexity of infinite C∞-quasi-palindromes and all twenty eighty infinite
C∞-quasi-palindromes. In Section 4, we discuss the connections between pn(k) and pm(k) form = 5, 6. We end this paper
with some concluding remarks in Section 5.
2. Definitions and notation
The definitions and notation are introduced in this section, they are borrowed from [3]. LetΣ = {1, 2},Σ∗ denotes the
free monoid overΣ . A finite word overΣ is an element ofΣ∗. Ifw = w1w2 · · ·wn, wherewi ∈ Σ for i = 1, 2, . . . , n, then
n is called the length of the wordw and denoted by |w|. If |w| = 0 thenw is called the empty word and denoted by ε.
The set of all right infinite words is denoted byΣω , the set of all left infinite words is denoted byΣ lω , the set of all two-
sided infinite words is denoted byΣbω . Given a word w ∈ Σ∗, a factor u of w is a word u ∈ Σ∗ such that w = xuy, where
x, y ∈ Σ∗. If x = ε (resp. y = ε) then u is called prefix (resp. suffix). A block (run) of length k is a maximal factor of the
particular form u = αk, α ∈ Σ . Pref (w) denotes the set of all prefixes of w. Prefn(w) denotes the n th prefix of w, which is
of length n. Finally N∗,Nω,N lω and Nbω denote the free monoid, the set of all right infinite words, the set of all left infinite
words and the set of all two-sided infinite words over N respectively, where N is the set of positive integers.
The mirror image of u = u1u2 · · · un ∈ Σ∗ is the word u˜ = unun−1 · · · u2u1. It is obvious that u ∈ Σ lω ⇐⇒ u˜ ∈ Σω . A
palindrome is a word P such that P = P˜ . The complement or permutation of the letters is defined by 1¯ = 2, 2¯ = 1 and is
extended to words. The permutation of u = u1u2 · · · un ∈ Σ∗ is the word u¯ = u¯1u¯2 · · · u¯n.
We see that every wordw ∈ Σ∗ can be uniquely written as a product of factors as follows:
w = αi1 α¯i2αi3 α¯i4 . . . , where ij > 0.
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The operator giving the size of the blocks appearing in the coding is a function
∆ : Σ∗ → N∗, defined by
∆(w) = i1i2i3 · · · =
∏
k≥1
ik,
which are easily extended to infinite words and two-sided infinite words respectively.
For anyw ∈ Σ∗ (orΣω), first(w) denotes the first letter of thewordw. For eachw ∈ Σ∗ (orΣ lω), last(w) denotes the last
letter of thewordw. It is clear that the operator∆ satisfies the property:∆(uv) = ∆(u)∆(v) if and only if last(u) 6= first(v).
The function∆ is not bijective because∆(w) = ∆(w¯) for every wordw. However, pseudo-inverse functions
∆−11 ,∆
−1
2 : Σ∗ → Σ∗
can be defined by
∆−11 (u) = 1u12u21u32u4 · · · ;
∆−12 (u) = 2u11u22u31u4 · · · ,
which are easily extended toΣω andΣ lω .
Now∆−1i is extended fromΣ∗ toΣbω in a similar way as follows:
∆−11 ,∆
−1
2 : Σbω → Σbω, u = · · · u−3u−2u−1u0u1u2u3 · · · ;
∆−11 (u) = · · · 2u−31u−22u−11u02u11u22u3 · · · ;
∆−12 (u) = · · · 1u−32u−21u−12u01u12u21u3 . . . .
Ifw = · · ·w−3w−2w−1w0w1w2w3 . . . andw = u, then there exists k ∈ Z such thatwi = ui+k for all i ∈ Z, whereZ is the set
of integers. Clearly, if k is odd, then∆−1i (w) = ∆−1i (u); if k is even, then∆−1i (w) = ∆−1i (u) for i = 1, 2. Hence∆−1i (i = 1, 2)
is not a function from Σbω to Σbω . But ∆−1i (w) is unambiguous for a fixed w = · · ·w−2w−1w0w1w2 . . . ∈ Σbω . The
following property is immediate:
For all u ∈ Σ∗ (Σω,Σ lω,Σbω), ∆−1α (u) = ∆−1α¯ (u).
The operator∆ overΣω has two fixpoints, that is,∆(K) = K ,∆(1K) = 1K . Since∆(K˜1K) = K˜1K , K˜1K is a fixpoint of
∆ overΣbω . But we do not know whether it is the only fixpoint.
We say that a finite word w ∈ Σ∗ in which neither 111 nor 222 occurs is differentiable, and its derivative, denoted by
D(w), is the word whose jth symbol equals the length of the jth run of w, discarding the first and/or the last run if it has
length one. It is clear that D is an operator fromΣ∗ toΣ∗ and
D(w) =

ε, ∆(w) = 1 or w = ε
∆(w), ∆(w) = 2x2 or ∆(w) = 2
x2, ∆(w) = 1x2
2x, ∆(w) = 2x1
x, ∆(w) = 1x1.
Obviously, ifw ∈ C∞ and |w| > 0, then |D(w)| < |w|. Moreover, D and∆ can be all iterated.
Definition.
(1) w ∈ Σ∗ is said to be a C∞-word if there exists an integer k ∈ N such that Dk(w) = ε. The class of C∞-words is denoted
by C∞.
(2) w ∈ Σω is said to be a Cω-word if∆k(w) ∈ Σω for all k ∈ N . The class of Cω-words is denoted by Cω .
(3) w ∈ Σ lω is said to be a C lω-word if∆k(w) ∈ Σ lω for all k ∈ N . The class of C lω-words is denoted by C lω .
(4) w ∈ Σbω is said to be a Cbω-word if∆k(w) ∈ Σbω for all k ∈ N . The class of Cbω-words is denoted by Cbω .
It is easy to check that∆ and D commute with the mirror image (˜) and are stable for the permutation (¯).
Lemma 1 (Proposition 4 in [3]).
(1) For all u ∈ Σ∗, D(u˜) = D˜(u), D(u¯) = D(u);
(2) For all u ∈ Σ∗ (Σω, Σ lω, Σbω), ∆(u˜) = ∆˜(u), ∆(u¯) = ∆(u).
These properties indicate that C∞, Cω, C lω and Cbω are all closed under these operators.
w ∈ C∞ ⇐⇒ w¯, w˜ ∈ C∞;
w ∈ Cω ⇐⇒ w¯ ∈ Cω;
w ∈ C lω ⇐⇒ w¯ ∈ C lω;
w ∈ C lω ⇐⇒ w˜ ∈ Cω;
w ∈ Cbω ⇐⇒ w¯, w˜ ∈ Cbω.
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3. The complexity of Cbω-words of the form w˜xw
In the sequel, for simplifying the notations, we introduce a formal power of a¯ on the set {a, a¯} as follows:
a¯α =
{
a¯, α = 1
a, α = 2 , where α ∈ Σ .
Hence
a¯α¯ =
{
a, α = 1
a¯, α = 2.
For example,
K¯α =
{
K¯ , α = 1
K , α = 2, K¯
α¯ =
{
K , α = 1
K¯ , α = 2.
If u = xy ∈ Σω, x ∈ Σ∗, we shall use the notation: y = x−1u. In addition, we also need the following infinite sequence
h [8]: it is an infinite word of symbols 1 and 2, the first symbol is 1, and from the second run starting, the length of the i th
run is the (i-1) th symbol, that is,
h = 1211212212211211221211 · · · · · · = 1(2−1K),
and
∆(1−1h) = ∆(211212212211211221211 · · · · · · ) = h.
Lemma 2 ([8], Lemma 4).
(1) ∆(h˜221h) = h˜122h,∆(h˜122h) = h˜221h;
(2) h˜221h, h˜122h ∈ Cbω;
(3) ∆2(h˜221h) = h˜221h,∆2(h˜122h) = h˜122h.
In this section, we study the complexity of Cbω-words of the form w˜xw. Let pi(∞) denote the number of Cbω-words of
the form w˜xw with gap |x| = i. By Lemma 3 and Theorem 2 in [8], we get the following result.
Lemma 3. Let α ∈ Σ , then
(1) w˜αw ∈ Cbω ⇐⇒ w = K¯ α¯;
(2) w˜w ∈ Cbω ⇐⇒ w = α∆−1α¯ (K¯);
(3) w˜ααw ∈ Cbω ⇐⇒ w = ∆−1α¯ (K¯);
(4) w˜αα¯w ∈ Cbω ⇐⇒ w = αα¯α¯∆−1α ∆−11 (h) or α¯αα∆−1α¯ ∆−11 (h);
(5) w˜ααα¯w ∈ Cbω ⇐⇒ w = h¯α;
(6) w˜α¯ααw ∈ Cbω ⇐⇒ w = h¯α;
(7) w˜αα¯αw ∈ Cbω ⇐⇒ w = α−1K¯α;
(8) w˜αα¯ααw ∈ Cbω ⇐⇒ w = α¯α¯∆−1α ∆−11 (h);
(9) w˜ααα¯αw ∈ Cbω ⇐⇒ w = α¯α¯∆−1α ∆−11 (h);
(10) w˜αα¯α¯αw ∈ Cbω ⇐⇒ w = α−1∆−1α (K¯). 
From Lemma 3 and the definition of pi(∞) it follows that
pi(∞) =
{
2, i = 0, 1
6, i = 2, 3, 4. (3.1)
This means pi(∞) = pi(n) for i = 0, 1, 2, 3, 4 and n ≥ 1. But the discussion in the introduction has shown that the same
result does not hold again for i ≥ 5 and n ≥ 1. One of our main goal in this paper is to prove the following interesting result.
Theorem 1. Let pi(∞) denote the number of Cbω-words of the form w˜xw with gap |x| = i, then
pi(∞) =
{2, i = 0, 1
6, i = 2, 3, 4
14, i ≥ 5.
(3.2)
By (3.1), we only need to verify pi(∞) = 14 for i ≥ 5. Now we are first to compute p5(∞). To do so, let
Γ = {w˜xw ∈ Cbω : x = 11212, 21121, 21211, 12112}.
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In order to understand Γ better, we need to define an operator∇ acting only on Γ as follows and which we can consider
as the inverse operator of∆.
∇(w˜11212w) = ∆˜−12 (w)∆−11 (11212)∆−12 (w);
∇(w˜21121w) = ∆˜−11 (w)∆−12 (21121)∆−11 (w);
∇(w˜21211w) = ∆˜−12 (w)∆−11 (21211)∆−12 (w);
∇(w˜12112w) = ∆˜−11 (w)∆−12 (12112)∆−11 (w).
Lemma 4. If w˜11212w, w˜12112w, w˜21211w and w˜11212w ∈ Cbω, then
(1) ∇(w˜11212w) = ˜(1∆−12 (w))21121(1∆−12 (w));
(2) ∇(w˜21121w) = ˜(2∆−11 (w))21211(2∆−11 (w));
(3) ∇(w˜21211w) = ˜(1∆−12 (w))12112(1∆−12 (w));
(4) ∇(w˜12112w) = ˜(2∆−11 (w))11212(2∆−11 (w));
(5) ∇4(w˜11212w) = ˜(2∆−11 (1∆−12 (2∆−11 (1∆−12 (w)))))11212(2∆−11 (1∆−12 (2∆−11 (1∆−12 (w)))));
(6) ∇4(w˜21121w) = ˜(1∆−12 (2∆−11 (1∆−12 (2∆−11 (w)))))21121(1∆−12 (2∆−11 (1∆−12 (2∆−11 (w)))));
(7) ∇4(w˜21211w) = ˜(2∆−11 (1∆−12 (2∆−11 (1∆−12 (w)))))21211(2∆−11 (1∆−12 (2∆−11 (1∆−12 (w)))));
(8) ∇4(w˜12112w) = ˜(1∆−12 (2∆−11 (1∆−12 (2∆−11 (w)))))12112(1∆−12 (2∆−11 (1∆−12 (2∆−11 (w))))).
Proof. By the definition of ∇ , it is easy to check that (1), (2), (3) and (4) all hold. Now we verify (5). With the help of (1) to
(4), we have
∇4(w˜11212w) (1)= ∇3( ˜(1∆−12 (w))21121(1∆−12 (w)))
(2)= ∇2( ˜(2∆−11 (1∆−12 (w)))21211((2∆−11 (1∆−12 (w))))
(3)= ∇( ˜(1∆−12 (2∆−11 (1∆−12 (w))))12112(1∆−12 (2∆−11 (1∆−12 (w))))
(4)= ˜(2∆−11 (1∆−12 (2∆−11 (1∆−12 (w)))))11212(2∆−11 (1∆−12 (2∆−11 (1∆−12 (w))))).
Analogously, we can check (6), (7) and (8). 
In order to simplify the equalities (5)–(8) of Lemma 4, we introduce the following notations:
yα(w) = α∆−1α¯ (α¯∆−1α (α∆−1α¯ (α¯∆−1α (w)))), wherew ∈ Cω (or C∞), α = 1, 2.
Now we restate the equalities (5)–(8) of Lemma 4 as follows:
(9) ∇4(w˜11212w) = y˜2(w)11212y2(w);
(10) ∇4(w˜21121w) = y˜1(w)21121y1(w);
(11) ∇4(w˜21211w) = y˜2(w)21211y2(w);
(12) ∇4(w˜12112w) = y˜1(w)12112y1(w).
Similarly, it is easy to check the following.
Lemma 5. If w˜11212w, w˜12112w, w˜21211w and w˜11212w ∈ Cbω, then
(1) ∆(w˜11212w) = ˜∆(2−1w)12112∆(2−1w);
(2) ∆(w˜12112w) = ˜∆(1−1w)21211∆(1−1w);
(3) ∆(w˜21211w) = ˜∆(2−1w)21121∆(2−1w);
(4) ∆(w˜21121w) = ˜∆(1−1w)11212∆(1−1w);
(5) ∆4(w˜11212w) = h˜2(w)11212h2(w);
(6) ∆4(w˜21121w) = h˜1(w)21121h1(w);
(7) ∆4(w˜21211w) = h˜2(w)21211h2(w);
(8) ∆4(w˜12112w) = h˜1(w)12112h1(w),
where hα(w) = ∆(α¯−1∆(α−1(∆(α¯−1∆(α−1w))))), α = 1, 2. 
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It is easy to check that∆(∇(u)) = ∇(∆(u)) = u for u ∈ Γ , thus
u ∈ Γ ⇐⇒ ∇(u) ∈ Γ ⇐⇒ ∆(u) ∈ Γ .
We are in a position to prove the following key result for computing the Cbω-wordsw in Γ .
Lemma 6.
(1) If w˜11212w ∈ Cbω , thenw = yk2hk2(w) = hk2yk2(w);
(2) If w˜21121w ∈ Cbω , thenw = yk1hk1(w) = hk1yk1(w).
Proof. (1) Induction on k. First, if k = 1 then, since
y2(w) = 2∆−11 (1∆−12 (2∆−11 (1∆−12 (w)))),
we have
2−1y2(w) = ∆−11 (1∆−12 (2∆−11 (1∆−12 (w)))),
∆(2−1y2(w)) = 1∆−12 (2∆−11 (1∆−12 (w))),
1−1∆(2−1y2(w)) = ∆−12 (2∆−11 (1∆−12 (w))),
∆(1−1∆(2−1y2(w))) = 2∆−11 (1∆−12 (w)),
2−1∆(1−1∆(2−1y2(w))) = ∆−11 (1∆−12 (w)),
∆(2−1∆(1−1∆(2−1y2(w)))) = 1∆−12 (w),
1−1∆(2−1∆(1−1∆(2−1y2(w)))) = ∆−12 (w),
∆(1−1∆(2−1∆(1−1∆(2−1y2(w))))) = w,
which implies thatw = h2y2(w).
Second, note that in the following computing, the first letters of the words of the form 1−1u and 2−1u take 2 and 1
respectively by Lemma 5, since
h2(w) = ∆(1−1∆(2−1∆(1−1∆(2−1w)))),
we obtain
1−1∆(2−1∆(1−1∆(2−1w))) = ∆−12 (h2(w)),
∆(2−1∆(1−1∆(2−1w))) = 1∆−12 (h2(w)),
2−1∆(1−1∆(2−1w)) = ∆−11 (1∆−12 (h2(w))),
∆(1−1∆(2−1w)) = 2∆−11 (1∆−12 (h2(w))),
1−1∆(2−1w) = ∆−12 (2∆−11 (1∆−12 (h2(w)))),
∆(2−1w) = 1∆−12 (2∆−11 (1∆−12 (h2(w)))),
2−1w = ∆−11 (1∆−12 (2∆−11 (1∆−12 (h2(w))))),
w = 2∆−11 (1∆−12 (2∆−11 (1∆−12 (h2(w))))),
which means thatw = y2h2(w).
As above we see that the statement holds for k = 1. Assume that the statement holds for k (≥ 1), that is,
if w˜11212w ∈ Cbω, thenw = yk2hk2(w) = hk2yk2(w). (3.3)
First, by Lemma 5(5) we see
h˜2(w)11212h2(w) ∈ Cω.
In view of (3.3) we have yk2h
k
2(h2(w)) = h2(w). Thus, by the inductive hypotheses we get
w = y2(h2(w)) = y2(yk2hk2(h2(w)))
= yk+12 hk+12 (w).
Second, by Lemma 4(9) we obtain
y˜2(w)11212y2(w) ∈ Cω.
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Hence from (3.3) it follows that hk2y
k
2(y2(w)) = y2(w). Moreover, by the inductive hypotheses we arrive at
w = h2(y2(w)) = h2(hk2yk2(y2(w)))
= hk+12 yk+12 (w).
Analogously, we can check (2). 
By Lemma 6(1) we see that if w˜11212w ∈ Cbω thenw = yk2(hk2(w)). Note that by Lemma 5(5) we have
h˜k2(w)11212h
k
2(w) = ∆4k(w˜11212w) ∈ Cbω,
so first(hk2(w)) = 2 for every positive integer k. Thus we obtain yk2(2) ∈ Pref (w). The successive alternate applications of
1∆−12 and 2∆
−1
1 to 2 give y
n
2(2) for every positive integer n as follows:
...
...
2∆−11 21221121122121121122122121122122112112122122112122121122122
11211212211211221211211221221211 = y22(2)
1∆−12 12212211212212112212212112122112112212212112212211212212112
2∆−11 212211211221211211221221211221221121121
1∆−12 1221221121221211221221211
2∆−11 2122112112212112 = y2(2)
1∆−12 1221221121
2∆−11 212211
1∆−12 122
first(hn2(w)) 2.
Hence by virtue of yk2(2) ∈ Pref (w), we obtain
w = lim
k→∞ y
k
2(2).
Let
bα = y∞α (α) = limn→∞ y
n
α(α), where α = 1, 2,
then we have
w˜11212w ∈ Cbω ⇐⇒ w = b2. (3.4)
Since w˜21211w ∈ Cbω ⇐⇒ w˜11212w ∈ Cbω , we get
w˜21211w ∈ Cbω ⇐⇒ w = b2. (3.5)
Similarly, by Lemma 6(2) we obtain
w˜21121w ∈ Cbω ⇐⇒ w = b1; (3.6)
w˜12112w ∈ Cbω ⇐⇒ w = b1. (3.7)
Moreover, by (3.4)–(3.7), Lemma 4(9)–(10) and Lemma 5(5)–(6) we have
hα(bα) = yα(bα) = bα, α = 1, 2. (3.8)
In addition, note that
˜∆(2−1b2)12112∆(2−1b2) = ∆(b˜211212b2) ∈ Cbω
and
˜∆(1−1b1)21211∆(1−1b1) = ∆(b˜112112b1) ∈ Cbω,
we arrive at
∆(α−1bα) = bα¯, α = 1, 2. (3.9)
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Thus from (3.9) it follows that
∆8(b2) = ∆8(2(2−1b2)) = ∆7(1b1)
= ∆7(11(1−1b1)) = ∆6(2b2)
= ∆6(22(2−1b2)) = ∆5(2b1)
= ∆5(21(1−1b1)) = ∆4(11b2)
= ∆4(112(2−1b2)) = ∆3(21b1)
= ∆3(211(1−1b1)) = ∆2(12b2)
= ∆2(122(2−1b2)) = ∆(12b1)
= ∆(121(1−1b1)) = 111b2 /∈ Cω,
which means b2 /∈ Cω . Analogously,∆2(b1) = 111(1−1b1) /∈ Cω , so b1 /∈ Cω . From the above it follows that
bα /∈ Cω, where α = 1, 2. (3.10)
Finally, since b2 and b1 are the only Cω-words such that w˜11212w or w˜21211w ∈ Cbω and w˜12112w or w˜21121w ∈ Cbω
respectively, by Lemma 5(5)–(8) we attain
∆4(b˜211212b2) = b˜211212b2;
∆4(b˜112112b1) = b˜112112b1;
∆4(b˜221211b2) = b˜221211b2;
∆4(b˜121121b1) = b˜121121b1,
which imply that b˜211212b2, b˜112112b1, b˜221211b2 and b˜121121b1 are four fix points of∆4. Thenwe obtain the following
important result.
Lemma 7. Let α = 1, 2, then
(1) w˜ααα¯αα¯w ∈ Cbω ⇐⇒ w = b¯α¯2 ;
(2) w˜αα¯α¯αα¯w ∈ Cbω ⇐⇒ w = b¯α1 ;
(3) w˜αα¯αα¯α¯w ∈ Cbω ⇐⇒ w = b¯α2 ;
(4) w˜αα¯ααα¯w ∈ Cbω ⇐⇒ w = b¯α¯1 ;
(5) w˜ααα¯α¯αw ∈ Cbω ⇐⇒ w = α−1h¯α;
(6) w˜αα¯α¯ααw ∈ Cbω ⇐⇒ w = α−1h¯α;
(7) w˜ααα¯ααw ∈ Cbω ⇐⇒ w = (αα)−1K¯α .
Proof. (1) If α = 1, then in view of (3.4) we see that w˜11212w ∈ Cbω ⇐⇒ w = b2 = b¯α¯2 , that is, (1) is true for α = 1. If
α = 2, then since ˜¯w11212w¯ = w˜22121w ∈ Cbω ⇐⇒ w¯ = b2, which means w = b¯2 = b¯α¯2 . Thus (1) is also true for
α = 2.
(2) If α = 2, then by (3.5) we have w˜21121w ∈ Cbω ⇐⇒ w = b1 = b¯α1 . If α = 1, then since ˜¯w21121w¯ = w˜12212w ∈
Cbω ⇐⇒ w¯ = b1, i.e.w = b¯1 = b¯α1 . Therefore (2) holds.
(3) Since w˜αα¯αα¯α¯w ∈ Cbω ⇐⇒ ˜¯wααα¯αα¯w¯ ∈ Cbω , by (1) we obtain w¯ = b¯α¯2 , that is,w = b¯α2 . Thus (3) holds.
(4) Since w˜αα¯ααα¯w ∈ Cbω ⇐⇒ ˜¯wαα¯α¯αα¯w¯ ∈ Cbω , from (2) we get w¯ = b¯α1 , that is,w = b¯α¯1 . Hence (4) holds.
(5) Since w˜ααα¯α¯αw ∈ Cbω ⇐⇒ (˜αw)αα¯α¯(αw) ∈ Cbω , by Lemma 3(6) we get αw = h¯α , sow = α−1h¯α . Thus (5) holds.
(6) Since w˜ααα¯α¯αw ∈ Cbω ⇐⇒ w˜αα¯α¯ααw ∈ Cbω , from (5) it follows that (6) also holds.
(7) Since w˜ααα¯ααw ∈ Cbω ⇐⇒ (α˜αw)α(ααw) ∈ Cbω , by Lemma 3(1), we have ααw = ∆−1α¯ (K), that is, ααw = ∆−1α (K),
sow = (αα)−1∆−1α (K) = (αα)−1K¯α . Thus (7) holds. 
From Lemma 7 it follows the corresponding results for |x| = 6.
Lemma 8. Let α = 1, 2, then
(1) w˜ααα¯ααα¯w ∈ Cbω ⇐⇒ w = α¯∆−1α (b¯2);
(2) w˜ααα¯α¯αα¯w ∈ Cbω ⇐⇒ w = α¯∆−1α (b¯1);
(3) w˜αα¯α¯αα¯α¯w ∈ Cbω ⇐⇒ w = α∆−1α¯ (b¯2);
(4) w˜αα¯ααα¯α¯w ∈ Cbω ⇐⇒ w = α∆−1α¯ (b¯1);
(5) w˜αα¯ααα¯αw ∈ Cbω ⇐⇒ w = ∆α¯((11)−1K¯);
(6) w˜αα¯αα¯α¯αw ∈ Cbω ⇐⇒ w = α∆−1α¯ ∆−11 (h);
(7) w˜αα¯α¯αα¯αw ∈ Cbω ⇐⇒ w = α∆−1α¯ ∆−11 (h).
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Proof. Because the sufficiency is clear, we only need to verify that the condition is necessary.
(1) Since
˜∆(α¯−1w)12122∆(α¯−1w) = ∆(˜(α¯−1w)α¯ααα¯ααα¯α¯(α¯−1w))
= ∆(w˜ααα¯ααα¯w) ∈ Cbω,
by Lemma 7(3) we have∆(α¯−1w) = b¯12 = b¯2 and first(α¯−1w) = α, which implies α¯−1w = ∆−1α (b¯2), hencew = α¯∆−1α (b¯2).
(2) Since
˜∆(α¯−1w)12212∆(α¯−1w) = ∆(˜(α¯−1w)α¯ααα¯α¯αα¯α¯(α¯−1w))
= ∆(w˜ααα¯α¯αα¯w) ∈ Cbω,
from Lemma 7(2) we obtain∆(α¯−1w) = b¯1, and first(α¯−1w) = α, which implies α¯−1w = ∆−1α (b¯1), hencew = α¯∆−1α (b¯1).
(3) Since w˜αα¯α¯αα¯α¯w ∈ Cbω ⇐⇒ ˜¯wααα¯ααα¯w¯ ∈ Cbω , by (1) we get w¯ = α¯∆−1α (b¯2), thusw = α∆−1α¯ (b¯2).
(4) Since w˜αα¯ααα¯α¯w ∈ Cbω ⇐⇒ ˜¯wααα¯α¯αα¯w¯ ∈ Cbω , by (2) we see w¯ = α¯∆−1α (b¯1), thusw = α∆−1α¯ (b¯1).
(5) Since
w˜αα¯ααα¯αw ∈ Cbω ⇐⇒ w = ˜(αα¯αw)(αα¯αw) ∈ Cbω,
by Lemma 3(2) we get αα¯αw = α∆−1α¯ (K¯), so α¯αw = ∆−1α¯ (K¯). Moreoverw = ∆−1α¯ ((11)−1K¯).
(6) Since
w˜αα¯αα¯α¯αw ∈ Cbω ⇐⇒ (˜αw)α¯αα¯α¯(αw) ∈ Cbω
⇐⇒ (˜α¯w¯)αα¯αα(α¯w¯) ∈ Cbω,
by Lemma 3(8) we have α¯w¯ = α¯α¯∆−1α ∆−11 (h), which means w¯ = α¯∆−1α ∆−11 (h). Furthermore,w = α∆−1α¯ ∆−11 (h).
(7) Since w˜αα¯α¯αα¯αw ∈ Cbω ⇐⇒ w˜αα¯αα¯α¯αw ∈ Cbω , by (6) we see that (7) also holds. 
Then we get the values of pi(∞) for i = 5, 6.
Lemma 9. pi(∞) = 14 for i = 5, 6.
Proof. If i = 5, then we easily see that there are fourteen C∞-words x of length 5 and
x = ααα¯α¯α, ααα¯αα¯, ααα¯αα, αα¯α¯αα, αα¯αα¯α¯, αα¯α¯αα¯ and αα¯ααα¯,
where α = 1, 2.
Thus by Lemma 7 we have 14 Cbω-words of the form w˜xw with gap |x| = 5, that is, p5(∞) = 14.
If i = 6, then it is easy to check that there exist eighteen C∞-words x of length 6 and
x = ααα¯α¯αα¯, ααα¯ααα¯, αα¯ααα¯α, αα¯αα¯α¯α, αα¯ααα¯α¯,
αα¯α¯αα¯α¯, αα¯α¯αα¯α, ααα¯αα¯α¯, αα¯α¯ααα¯, where α = 1, 2.
Since neither ααα¯αα¯α¯ nor αα¯α¯ααα¯ has a palindromic C∞-extension, by Lemma 8 we see that there are only the first
fourteen C∞-words x such that w˜xw ∈ Cbω , which implies p6(∞) = 14. 
Now we establish a very important key result for the proof of Theorem 2, which is of independent interest.
Lemma 10. If w˜xw ∈ Cbω and |x| ≥ 7 then first(x) = last(x).
Proof. Induction on |x|. We see that there are twenty six C∞-words of length 7 and
x = ααα¯ααα¯α, ααα¯αα¯α¯α, αα¯ααα¯αα, αα¯ααα¯α¯α,
αα¯α¯ααα¯α, αα¯α¯αα¯αα, αα¯α¯αα¯α¯α, ααα¯α¯αα¯α,
ααα¯ααα¯α¯, ααα¯α¯αα¯α¯, αα¯ααα¯αα¯, αα¯αα¯α¯αα, αα¯αα¯α¯αα¯,
where α = 1, 2.
It is easy to check that the last twelve words do not satisfy the condition w˜xw ∈ Cbω . Moreover, by Lemma 8 the first
fourteen words x all satisfy the condition w˜xw ∈ Cbω , which means that the statement holds for |x| = 7.
Assume that the statement holds when 7 ≤ |x| < k (≥ 8). We first verify the following result:
If w˜xw ∈ Cbω, first(w) = β¯, first(x) 6= last(x) and |x| ≥ 8
then β¯xβ¯ contains at least three blocks of length 2. (3.11)
Without loss of generality, let x = βyβ¯ , then β¯xβ¯ = β¯βyβ¯β¯ . Sinceββ¯xβ¯β = ββ¯βyβ¯β¯β is a finite factor of the Cbω-word
w˜xw, we have ββ¯xβ¯β ∈ C∞.
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(i) If y = βy1, then β¯xβ¯ = β¯ββy1β¯β¯ . Note that |x| ≥ 8, we obtain |y1| ≥ 5. Hence y1 contains at least one block of
length 2, which means that (3.11) holds.
(ii) If y = β¯y1, then β¯xβ¯ = β¯ββ¯y1β¯β¯ , from ββ¯xβ¯β ∈ C∞ it follows that y1 = β¯y2. Thus β¯xβ¯ = β¯ββ¯β¯y2β¯β¯ ∈ C∞ and
|y2| ≥ 4. Moreover, an argument similar to (i) gives the desired assertion (3.11).
Let us consider the situation where |x| = k, w˜xw ∈ Cbω and x = αyα¯ then
Case 1. x = ααy1αα¯.
By w˜xw ∈ Cbω we seew = α¯α . . ., hence w˜xw = ˜(α¯−1w)α¯xα¯(α¯−1w), which implies
˜∆(α¯−1w)∆(α¯xα¯)∆(α¯−1w) = ∆(˜(α¯−1w)α¯xα¯(α¯−1w)) = ∆(w˜xw) ∈ Cbω. (3.12)
Thus ∆(α¯xα¯) ∈ C∞. Since |x| = k ≥ 8, by (3.11) we have α¯xα¯ contains at least three blocks of length 2, that is,
|∆(α¯xα¯)| ≤ |α¯xα¯| − 3 = k− 1 < k. In addition, since∆(α¯xα¯) ∈ C∞,we have α¯xα¯ ∈ C∞. Thus
α¯xα¯ = α¯ααy1αα¯α¯ = α¯ααα¯y2αα¯α¯ =

α¯ααα¯α¯y3α¯αα¯α¯ = α¯ααα¯α¯αα¯y4α¯αα¯α¯
α¯ααα¯α¯y3ααα¯α¯ = α¯ααα¯α¯αα¯y4ααα¯α¯
α¯ααα¯αy3ααα¯α¯ = α¯ααα¯αy4αα¯ααα¯α¯
α¯ααα¯αy3α¯αα¯α¯ =
{
α¯ααα¯ααy4α¯αα¯α¯
α¯ααα¯αα¯y4α¯αα¯α¯,
which means
∆(α¯xα¯) =

1221∆(α¯y4α¯)12
1221∆(α¯y4)22
121∆(αy4α)122
1212∆(y4α¯)12
1211∆(α¯y4α¯)12.
So in all cases we have |∆(α¯xα¯)| ≥ 7. Thus 7 ≤ |∆(α¯xα¯)| < k, from (3.12) and the inductive hypotheses it follows that
∆(α¯xα¯) = βzβ, where β ∈ Σ .
Hence α¯xα¯ = ∆−1α¯ (βzβ), which implies that |βzβ| is an odd number. Therefore if β = 1 then x = α¯−1(α¯α · · ·αα¯)α¯−1 =
α · · ·α, contrary to the condition x = αyα¯. If β = 2 then x = α¯−1(α¯α¯α · · ·αα¯α¯)α¯−1 = α¯α · · ·αα¯, also contrary to the
condition x = αyα¯.
Case 2. x = αα¯y1α¯α¯.
Since w˜α¯α¯y˜1α¯αw = w˜x˜w = ˜˜wxw ∈ Cbω , by Case 1 we get a contradiction with the condition x = αyα¯.
Case 3. x = αα¯y1αα¯.
By w˜xw ∈ Cbω we havew = α¯α · · · or αα¯ · · · .
(1) If w = α¯α · · · then ˜∆(α¯−1w)∆(α¯xα¯)∆(α¯−1w) = ∆(˜(α¯−1w)α¯xα¯(α¯−1w)) = ∆(w˜xw) ∈ Cbω . Hence in view of the
discussion of Case 1 we get |∆(α¯xα¯)| < k. Besides since∆(α¯xα¯) ∈ C∞,we have α¯xα¯ ∈ C∞. Thus
α¯xα¯ = α¯αα¯y1αα¯α¯ = α¯αα¯α¯αy2αα¯α¯ =

α¯αα¯α¯ααy3α¯ααα¯α¯
α¯αα¯α¯ααy3α¯αα¯α¯
α¯αα¯α¯αα¯y3ααα¯α¯
α¯αα¯α¯αα¯y3α¯αα¯α¯.
which means
∆(α¯xα¯) =

1122∆(y3α¯)22
1122∆(y3α¯)12
1121∆(α¯y3)22
1121∆(α¯y3α¯)12,
So in all cases we have |∆(α¯xα¯)| ≥ 7, which implies 7 ≤ |∆(α¯xα¯)| < k. Moreover from the discussion of Case 1 we get
a contradiction with the condition x = αyα¯.
(2) If w = αα¯ . . ., then since αx˜α and α¯xα¯ have the same structure, from (1) we arrive at a contradiction with the
condition x = αyα¯. 
Now we prove our main result.
Theorem 2. For each positive integer n ≥ 5, there are fourteen C∞-words u with |u| = n such that every u has exactly one
infinite palindromic C∞-extension w˜uw. And if n = 2k + 1 (k ≥ 2) then u only takes one of the following fourteen C∞-words
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ui,α , where i = 1, 2, . . . , 14, α = 1, 2,
u1,α = ˜Pref k−2(b¯α¯2 )ααα¯αα¯Pref k−2(b¯α¯2 ),
u2,α = ˜Pref k−2(b¯α1 )αα¯α¯αα¯Pref k−2(b¯α1 ),
u3,α = ˜Pref k−2(b¯α2 )αα¯αα¯α¯Pref k−2(b¯α2 ),
u4,α = ˜Pref k−2(b¯α¯1 )αα¯ααα¯Pref k−2(b¯α¯1 ),
u5,α = ˜Pref k−2(α−1h¯α)ααα¯α¯αPref k−2(α−1h¯α),
u6,α = ˜Pref k−2(α−1h¯α)αα¯α¯ααPref k−2(α−1h¯α),
u7,α = ˜Pref k−2((αα)−1K¯α)ααα¯ααPref k−2((αα)−1K¯α);
and the corresponding wordw is only one of the following fourteen Cω-wordswi,α , where i = 1, 2, . . . , 14, α = 1, 2,
w1,α = Pref k−2(b¯α¯2 )−1b¯α¯2 ,
w2,α = Pref k−2(b¯α1 )−1b¯α1 ,
w3,α = Pref k−2(b¯α2 )−1b¯α2 ,
w4,α = Pref k−2(b¯α¯1 )−1b¯α¯1 ,
w5,α = Pref k−2(α−1h¯α)−1α−1h¯α,
w6,α = Pref k−2(α−1h¯α)−1α−1h¯α,
w7,α = Pref k−2((αα)−1K¯α)−1(αα)−1K¯α respectively.
If n = 2k (k ≥ 3) then u only takes one of the following fourteen C∞-words ui,α , where i = 1, 2, . . . , 14, α = 1, 2,
u1,α = ˜Pref k−3(α¯∆−1α (b¯2))ααα¯ααα¯Pref k−3(α¯∆−1α (b¯2)),
u2,α = ˜Pref k−3(α¯∆−1α (b¯1))ααα¯α¯αα¯Pref k−3(α¯∆−1α (b¯1)),
u3,α = ˜Pref k−3(α∆−1α¯ (b¯2))αα¯α¯αα¯α¯Pref k−3(α∆−1α¯ (b¯2)),
u4,α = ˜Pref k−3(α∆−1α¯ (b¯1))αα¯ααα¯α¯Pref k−3(α∆−1α¯ (b¯1)),
u5,α = ˜Pref k−3(∆α¯((11)−1K¯))αα¯ααα¯αPref k−3(∆α¯((11)−1K¯)),
u6,α = ˜Pref k−3(α∆−1α¯ ∆−11 (h))αα¯αα¯α¯αPref k−3(α∆−1α¯ ∆−11 (h)),
u7,α = ˜Pref k−3(α∆−1α¯ ∆−11 (h))αα¯α¯αα¯αPref k−3(α∆−1α¯ ∆−11 (h));
and the corresponding wordw is only one of the following fourteen Cω-wordswi,α , where i = 1, 2, . . . , 14, α = 1, 2,
w1,α = Pref k−3(α¯∆−1α (b¯2))−1α¯∆−1α (b¯2),
w2,α = Pref k−3(α¯∆−1α (b¯1))−1α¯∆−1α (b¯1),
w3,α = Pref k−3(α∆−1α¯ (b¯2))−1α∆−1α¯ (b¯2),
w4,α = Pref k−3(α∆−1α¯ (b¯1))−1α∆−1α¯ (b¯1),
w5,α = Pref k−3(∆α¯((11)−1K¯))−1∆α¯((11)−1K¯),
w6,α = Pref k−3(α∆−1α¯ ∆−11 (h))−1α∆−1α¯ ∆−11 (h),
w7,α = Pref k−3(α∆−1α¯ ∆−11 (h))−1α∆−1α¯ ∆−11 (h) respectively.
Proof. Induction on n (the length of u). By Lemmas 7–9 we see that the statement holds for n = 5, 6.
Assume that the statement holds for n < m (≥ 7). Now if u is such that |u| = m and u has an infinite palindromic
C∞-extension. Then by Lemma 10 we have first(u) = last(u) = α, i.e. there exists a word u1 ∈ C∞ such that u = αu1α.
Since u has an infinite palindromic C∞-extension we have a word w ∈ Cω satisfying the condition w˜uw ∈ Cbω . Thus
(˜αw)u1(αw) ∈ Cbω and 5 ≤ |u1| = |u| − 2 = m− 2 < m, by the inductive hypotheses there are exactly 14 C∞-words u1
with |u1| = m− 2 such that every u1 has exactly one infinite palindromic C∞-extension. This means that there are exactly
14 C∞-words uwith |u| = m such that every u has exactly one infinite palindromic C∞-extension. The remainder is obvious
by Lemmas 7–9. 
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From Theorem 2 it follows that pi(∞) = 14 for i ≥ 5, which implies that Theorem 1 holds.
If w˜uw ∈ Cbω then we call w˜uw an infinite C∞-quasi-palindrome. From Lemmas 3, 7 and 8 it follows that
Theorem 3. There exist exactly twenty eight infinite C∞-quasi-palindromes hi,α , where i = 1, 2, . . . , 14, α = 1, 2,
h1,α = ˜¯K α¯αK¯ α¯,
h2,α = ∆˜−1α¯ (K¯)αα∆−1α¯ (K¯),
h3,α = ˜∆−1α ∆−11 (h)α¯α¯ααα¯αα¯α¯∆−1α ∆−11 (h),
h4,α = h˜3,α,
h5,α = ˜¯hαααα¯h¯α,
h6,α = h˜5,α,
h7,α = ˜¯bα¯2ααα¯αα¯b¯α¯2 ,
h8,α = ˜¯bα1αα¯α¯αα¯b¯α1 ,
h9,α = h˜7,α,
h10,α = h˜8,α,
h11,α = ∆˜−1α (b¯2)α¯ααα¯ααα¯α¯∆−1α (b¯2),
h12,α = ∆˜−1α (b¯1)α¯ααα¯α¯αα¯α¯∆−1α (b¯1),
h13,α = h˜11,α,
h14,α = h˜12,α respectively. 
4. The values of pn(k)
In this section we discuss the values of pn(k). From machine computation we see that the values of pn(k) seem to get
very much irregular and unpredictable as n increases, and feel extremely difficult to understand it. However unexpectedly
we find that this phenomenon disappears as k increases for some fixed positive integer n. Next we give the result which
describes the phenomenon. For this, set
Γn = {w ∈ C∞ : |w| = n, and 1w1 ∈ C∞ or 2w2 ∈ C∞},
then it is easy to see that Γn is the set of all C∞-wordsw of length n such thatw has at least one palindromic C∞-extension.
Thus from the proof of Lemma 9 we see
Γ5 = {ααα¯α¯α, ααα¯αα¯, ααα¯αα, αα¯α¯αα, αα¯αα¯α¯, αα¯α¯αα¯, αα¯ααα¯ : α = 1, 2},
Γ6 = {ααα¯α¯αα¯, ααα¯ααα¯, αα¯ααα¯α, αα¯αα¯α¯α, αα¯ααα¯α¯, αα¯α¯αα¯α¯, αα¯α¯αα¯α : α = 1, 2}.
Next we first prove the following lemma.
Lemma 11. Let n be a positive integer greater than or equal to 5.
(1) If n = 2k+ 1 (k ≥ 2), then there exists some nonnegative integer H(n) such that exceptw[k− 1, k+ 3] ∈ Γ5, for any other
w ∈ Γn, u˜wu /∈ C∞ for all u ∈ C∞ and |u| > H(n).
(2) If n = 2k (k ≥ 3), then there exists some nonnegative integer H(n) such that except w[k − 2, k + 3] ∈ Γ6, for any other
w ∈ Γn, u˜wu /∈ C∞ for all u ∈ C∞ and |u| > H(n).
Proof. (1) By the Lemma 10, one sees that for every n = 2k + 1 (k ≥ 2) there are exactly 14 Cbω-words of the form u˜wu,
where |w| = n, from Theorem 2 it follows that allw[k− 1, k+ 3] belong to Γ5. Thus for eachw ∈ Γn−Γ5,w only has some
finite palindromic C∞-extensions, which means that the statement holds. Similarly ones can check that (2) also holds. 
From Lemma 11 it immediately follows the following connections between pn(k) and pm(k) form = 5, 6.
Theorem 4. For every positive integer n greater than or equal to 5, there exists a positive integer H(n) such that for all k ∈ N, if
k ≥ H(n) then
pn(k) =
{
p5(k), if k is odd
p6(k), if k is even.

We use H(n) to denote the least integer that satisfies Theorem 4 and we call it the chaotic index of the finite palindromic
C∞-extensions of C∞-words of length n. Then ones see H(n) = 0 for n = 5, 6 by the proof of Lemma 9. In addition, it is
clear that for understanding the approximation behavior of pn(k)we only need to study pn(k) for n = 5, 6 by Theorem 4.
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5. Remarks
In Section 3, we have given all twenty eight infinite C∞-quasi-palindromes. If u ∈ Cbω and u˜ = u, then we call u an
infinite C∞-palindrome. Let u = x˜y be an infinite C∞-palindrome such that first(y) = last(x), then by virtue of u˜ = u, we
have x˜y = y˜x, so y = px or x = py. Without loss of generality, set y = px, then x˜p˜x = x˜px, which means that p˜ = p. Thus p is
a C∞-palindrome. Moreover we have p = q˜q or q˜αq, therefore u = ˜(qx)(qx) or ˜(qx)α(qx), which by Lemma 3(1)–(2), means
that
u = ˜¯K α¯αK¯ α¯ or ˜(α∆−1α¯ (K¯))(α∆−1α¯ (K¯)).
Thus an infinite C∞-palindrome can be considered as an infinite C∞-quasi-palindrome with gaps |x| = 0, 1.
Moreover, we have found that every infinite factor of the infinite C∞-quasi-palindrome h5,α is not again a Cω-word for
α = 1, 2, which means that Cbω-words are not always the simple concatenation of one’s reversal and another of two Cω-
words. This attractive result will be given in a forthcoming paper.
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