Abstract: Landslides cause a considerable amount of damage around the world every year. Landslide susceptibility assessments are useful for the mitigation of the associated potential risks to local economic development, land use planning, and decision makers. The main aim of this study was to present a novel hybrid approach of bagging (B)-based kernel logistic regression (KLR), named the BKLR model, for spatial prediction of landslides in the Shangnan County, China. We first selected 15 conditioning factors for landslide susceptibility modeling. Then, the prediction capability of all conditioning factors was evaluated using the least square support vector machine method. Model validation and comparison were performed based on the area under the receiver operating characteristic curve and several statistical-based indexes, including positive predictive rate, negative predictive rate, sensitivity, specificity, kappa index, and root mean square error. Results indicated that the BKLR ensemble model outperformed and outclassed the KLR and the benchmark support vector machine model. Our findings overall confirmed that a combination of the meta model with a decision tree classifier based on a functional algorithm can decrease the over-fitting and variance problems of data, which could enhance the prediction power of the landslide model. The resultant susceptibility maps could be useful for hazard mitigation in the study area and other similar landslide-prone areas.
Introduction
Landslides are one of the most important geological hazards worldwide [1] . Natural hazards and risks have become an important issue affecting human safety; the damage caused by these events
Study Area and Data Used
Shangnan County, Shaanxi Province, China ( Figure 1 ) regularly suffers a great deal of damage from landslides, so was selected as a suitable site for evaluating landslide susceptibility models. The altitude in the area ranges from 189 to 2050 m above sea level (a.s.l.), and the area and maximum slope angle are approximately 2307 km 2 and 65 • , respectively. The average temperature for the whole county is 14.6 • C, ranging between 11.1 and 15.0 • C for various regions. The spatial distribution of air temperature is affected by altitude. The temperature is low in the northern and southern mountainous areas, and high in the central and Danjiang River areas.
Topographically, Shangnan County is a mountainous terrain in the Eastern Qinling Mountains. The altitudes in the northern and southwestern areas are higher than in the middle and southeastern areas. The study area can be divided into three geomorphological units: (I) Hilly areas with altitudes below 500 m and a relative height difference of less than 200 m; (II) low-relief areas with altitudes between 500 and 1000 m and a relative height difference between 200 and 500 m; and (III) mid-mountain zones with altitudes above 1000 m and a relative height difference greater than 500 m.
Geologically, the study area is located at the border zone of the North China and the Yangtze plates, and spans multiple stratigraphic regions from north to south. Therefore, the lithologies of the stratum are obviously different. The strata in the region are dominated by the Archean to Ordovician periods, and Devonian and Carboniferous are partially outcropped ( Figure 2 ). Five major faults divide the study area into distinct structural zones: (1) Shangnan-Danfeng fault (NW-SE direction); (2) Zhulinguan-Taifenglou large fault (W-E direction); (3) Banyan-Yaolinghe fault (NW-SE direction); (4) Bailuchu-Weijiatai fault (NW-SE direction); and (5) Shiliping-Sanguanmiao fault (W-E direction).
Appl. Sci. 2018 Sci. , 8, 2540 3 of 19 direction); (4) Bailuchu-Weijiatai fault (NW-SE direction); and (5) Shiliping-Sanguanmiao fault (W-E direction). Landslide inventory is the basis for LSM. Reliable and accurate landslide inventory data are crucial for LSM [51] . To enhance the reliability and accuracy of landslide inventory maps, a total of three techniques were used in the study: Historical reports, interpretation of aerial photographs, and extensive global positioning system (GPS) field surveys. According to landslide inventory maps in the region, a total of 348 landslides were identified (Figure 1 ). From these locations, 244 (70%) were randomly selected for building the models, and 104 (30%) were used for validating models.
Following the development of a landslide inventory, the factors necessary to create the landslide susceptibility maps must be determined [52] . The factors used in the studies evaluating landslide Landslide inventory is the basis for LSM. Reliable and accurate landslide inventory data are crucial for LSM [51] . To enhance the reliability and accuracy of landslide inventory maps, a total of three techniques were used in the study: Historical reports, interpretation of aerial photographs, and extensive global positioning system (GPS) field surveys. According to landslide inventory maps in the region, a total of 348 landslides were identified (Figure 1 ). From these locations, 244 (70%) were randomly selected for building the models, and 104 (30%) were used for validating models.
Following the development of a landslide inventory, the factors necessary to create the landslide susceptibility maps must be determined [52] . The factors used in the studies evaluating landslide susceptibility can be categorized into three major groups: Topographical, environmental, and geological. Fifteen factors (11 continuous and 4 categorical) were chosen and produced from the digital topographical maps at a 1:50,000 scale, LANDSAT-8 satellite images with a spatial resolution of 30 m, the compilation of geological maps on a 1:200,000 scale, the compilation of land use maps on a 1:100,000 scale, and soil maps on a 1:1,000,000 scale. The list of the factors used in this study are shown in Table 1 . Altitude, plan curvature, profile curvature, slope angle, slope aspect, topographic wetness index (TWI), stream power index (SPI), sediment transport index (STI), distance to roads, and distance to rivers factors were determined from topographical maps. Distance to fault and lithology factors were produced from the geological maps. Normalized difference vegetation index (NDVI) was produced from the LANDSAT-8 satellite images. Land use and soil factors were extracted from land use and soil maps, respectively. Finally, a 30 m pixel size was chosen for all the factor maps ( Figure 3 ). 
Modeling Approaches

Bagging
Bagging is based on the concepts of bootstrapping and aggregating, and is one of the most popular ensemble algorithms [53] . In bagging, the training set is randomly sampled n times with replacement, producing n training sets with sizes equal to the original training set [53] .
In this study, we considered a learning set C consisting of n independent observations [54, 55] . Here, they are landslide conditioning factors, so we have
. . , n) denotes the b-th bootstrap sample of the training set C obtained by drawing with replacement n elements of C. Secondly, compute the bootstrapped estimator g * (·) by the plug-in principle:
Finally, repeat the above step m times, where the m is often defined as 50 or 100, yielding g * k (·)(k = 1, 2, . . . , m). So, the bagged estimator is
In theory, the bagged estimator is described as follows:
where the theoretical quantity corresponds to m → ∞ and the finite number m in practice governs the accuracy of the Monte Carlo approximation.
Kernel Logistic Regression
KLR is a powerful and flexible discriminative method, which possesses the ability to provide the confidence of class prediction [56] . A conventional logistic regression model was constructed in high-dimensional feature space and proposed by a Mercer kernel [57] . Given the labelled training data:
where x i is the landslide conditioning factor, and K : X × X → R evaluates the inner product between the images of input vectors in the feature space. The kernel function used in this study is the isotropic radial basis function (RBF):
Then, a conventional logistic regression model was constructed in the feature space as follows:
where (ω,c) are the optimal model parameters.
Results
Selection of Landslide Conditioning Factors
There is no global guideline for the selection of landslide conditioning factors, but they should be selected based on the characteristics of the case study area, data availability, and literature review [58] . One of the most important steps in spatial prediction modeling is the selection of appropriate and effective conditioning factors among all available factors. Not all conditioning factors have an equal impact on landside occurrences; thus, the most and least important conditioning factors must be identified and the least effective factors should be removed from modeling, as they can reduce the prediction power of the models.
In the present study, the least support vector machine (LSSVM) [59] and average merit (AM) criteria [60, 61] were applied for the selection of the proper conditioning factors as well as determining their importance. The results showed that all selected conditioning factors have an impact on landslide occurrences in the Shangnan area, China. Altitude has the greatest impact on landslide occurrences (AM = 14.5), followed by distance to road (AM = 13), distance to fault (AM = 12.6), lithology (AM = 12.6), land use (AM = 11.1), distance to river (AM = 10.5), STI (AM = 8.5), SPI (AM = 7.2), TWI (AM = 6.7), profile curvature (AM = 6.1), slope angle (AM = 4.7), NDVI (AM = 4.5), soil (AM = 3.7), plan curvature (AM = 3.2), and slope aspect (AM = 1.5) (Figure 4) . Thus, the most effective conditioning factors are altitude, distance to road, and distance to fault, which aligns with results of Tien Bui et al. [33] and Chen et al. [39] . As all 15 landslide conditioning factors positively contribute in the study area, all were used for further analysis.
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Generation of Landslide Susceptibility Maps
The final model results produce a landslide susceptibility map, which can be used as an effective tool for managing future landslide occurrences. These maps were constructed following these steps. Firstly, the whole study area was converted to pixels using ArcGIS (Esri, CA, USA) software. Then, the training dataset was trained in a training phase, then all pixels were predicted based on the learned trend and assigned in unique indexes. Next, all indexes were classified based on the natural breaks (Jenks) classification scheme [62, 63] . Finally, these indexes for the three models were classified into four classes: Low, moderate, high, and very high susceptibility (Figures 5-7) . The percentage of area covered by low, moderate, high, and very high susceptibility for the three models is shown in Figure 8 . For the BLRK model, these areas are 28.94%, 26.86%, 23.58%, and 20.63%, respectively. For the KLR model, they are 17.68%, 32.03%, 32.53%, and 17.77%, respectively, and for SVM, the area percentages are 24.59%, 28.29%, 27.50%, and 19.62%, respectively. 
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Validation and Comparison of Models
The last and final step in landslide susceptibility modeling is validation of the achieved results and maps, as the results of modeling have no scientific significance without validation [64, 65] . Model performance and validation in training and testing phases were evaluated using statistical criteria (positive predictive rate (PPR), negative predictive rate (NPR), sensitivity, specificity, accuracy, kappa index, and RMSE), the results of which are shown in Tables 2 and 3 . The results of the model performance evaluation shows that BKLR performed the best (PPR = 0.785) in terms of positive predictive rate, followed by SVM (PPR = 0.718) and KLR (PPR= 0.692). In the case of the negative predictive rate, BKLR (NPR = 0.777) was superior to SVM (NPR = 0.699) and KLR (NPR = 0.681). The highest sensitivity was found for BKLR (0.774), with 77.4% of the landslide positions were classified as landslides, followed by SVM (0.686) and KLR (0.672). BKLR had the highest specificity (0.788), followed by SVM (0.730) and KLR (0.701). The BKLR model classified 78.8% of the non-landslide locations as non-landslide classes. In terms of accuracy, BKLR (0.781) was superior to SVM (0.708) and KLR (0.686). The BKLR model correctly classified 78.1% of the landslide and non-landslide pixels. In terms of the kappa index, the BKLR model performed best (0.56), demonstrating a substantial to almost perfect agreement between prediction and observation, followed by SVM (0.41) and KLR (0.37). In terms of the RMSE, BKLR had the lowest value (0.31), followed by SVM (0.46) and KLR (0.50). Generally, the BKLR model, in terms of all criteria, had the best performance in the training phase, followed by SVM and KLR. The model evaluation in testing phase is shown in Table 3 . Generally, the results show that BKLR, for both the training and testing phases, performed the best, followed by the SVM and KLR models. In the present research, the prediction capability of the three models and their results were also investigated using a popular technique: Receiver operating characteristics (ROC). The main advantage of this technique is that it determines the prediction power of the models quantitatively using area under the ROC curve (AUC) [66, 67] . The AUC result using the training dataset shows that all three models have good and reasonable prediction power. The BKLR model had the highest prediction power (AUC = 0.852), followed by SVM (AUC = 0.768) and KLR (AUC = 0.764) ( Figure 9 ). As the achieved maps were built using the training dataset, the ROC result using the training dataset cannot be considered alone for comparison. The testing dataset, which was not used for model building, must be considered for model validation and comparison. The results show that BKLR (AUC = 0.770) had the highest prediction power, followed by SVM (AUC = 0.759) and KLR (AUC = 0.720) (Figure 10 ). According to Yesilnacar [68] , all the models have good and reasonable prediction power.
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In this study, a novel bagging-based kernel logistic regression classification model was proposed and applied for landslide susceptibility in Shangnan County, China. A total of 15 conditioning factors were selected to create landslide susceptibility models. The results showed that all the conditioning 
In this study, a novel bagging-based kernel logistic regression classification model was proposed and applied for landslide susceptibility in Shangnan County, China. A total of 15 conditioning factors were selected to create landslide susceptibility models. The results showed that all the conditioning factors had positive effects on landslide occurrence with different degrees of influence according to the AM values based on LSSVM. Altitude, distance to roads, and distance to faults received the highest AM values, in agreement with some existing reports [33, 39] . Altitude comprehensive controls the local climate and vegetation development characteristics [69] , which are related to the stability of slopes [70] . The AM values for lithology, land use, and distance to rivers were both larger than 10.0 as well. Generally, the strength of a slope body varies with different lithology types [71] . For areas with different land use types, the corresponding physical and mechanical characteristics of soils and rocks have notable differences [44] . Rivers can affect the hydro-geological conditions of slopes, which have strong connections with landslide occurrence [39] . On the basis of relevant studies, STI, SPI, and TWI are usually indispensable conditioning factors in landslide susceptibility modeling [23, 66, 72] . Curvature, which includes profile curvature and plan curvature, can reflect the geometric features of slopes, and the geometric features can influence stress distribution of slopes [30, 73] . For slope angle, landslides generally occur in a certain range of slope angles, and slope angle is another critical conditioning factor [45] . The relationships between the other factors (NDVI, soil type, and slope aspect) and landslide occurrence have also been analyzed by other researchers [74] [75] [76] .
To evaluate the performance of BKLR, KLR, and SVM models in landslide susceptibility mapping, ROC curves and AUC values of various models were obtained. The results confirmed that all three models were reasonable for landslide susceptibility mapping, and the BKLR model had the best accuracy and prediction capacity. The results also verified that bagging is an effective tool to increase the prediction accuracy of a single classifier by creating an ensemble learning classifier [77] . In this case, bagging improved the stability of the conventional KLR model using the RBF kernel function. The sensitivity of a single classifier to noise in a dataset could be decreased by bootstrap sampling, so the variance of the classification model decreases correspondingly [53] .
There are some advantages of the BKLR: This model can produce class probabilities, whereas SVM is a deterministic classifier. BKLR is also recommended for future application to the study area with new techniques and models or new hybrid models, and the most appropriate model can be selected for future modeling. As a practical recommendation, we propose that the government and decision makers must complete an extensive field survey to confirm the results of the present study (and especially the areas that have high and very high susceptibility to landslide occurrences). According to case study characteristics, policy makers can make an informed decision for future landslide hazard mitigation.
Conclusions
The main aim of this study was to construct a new hybrid model using bagging-based kernel logistic regression (KLR), called BKLR, for spatial prediction of landslides in the Shangnan area in China. The prediction capability of 15 conditioning factors was assessed for the modeling process using the LSSVM algorithm. The performance of the new hybrid model was evaluated using several popular statistical measures, including PPR, NPR, sensitivity, specificity, the kappa index, and RMSE. A landslide susceptibility map was produced using the hybrid model and it was compared with the susceptibility maps produced by the single KLR model and SVM algorithm.
Results indicated that the BKLR ensemble model had the best goodness-of-fit and prediction power for landslide susceptibility mapping, followed by the SVM and KLR models. The BKLR ensemble model can be used as a promising technique for spatial prediction of landsides in the current study area, and can be applied to other similar landslide prone areas for better landslide susceptibility mapping. Hybrid modeling is an efficient technique for improving the predictive capability of weak individual classifiers.
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