Abstract-This paper considers a method of designing functional observers for continuous time nonlinear systems subject to unknown inputs. The proposed approach consists in rewriting the nonlinear model in a polytopic form (also known as multiple or Takagi-Sugeno models) applying the Sector Nonlinearity Transformation (SNT) and then apply the proposed algorithm for the observer design. Sufficient conditions for the asymptotic stability of the estimation error are given in terms of linear matrix inequalities (LMIs) and rank conditions. An application to a quadrotor aerial robots landing is then presented.
I. INTRODUCTION
Observer design theory for nonlinear systems has been widely considered in the last decade and several contributions and theoretical approaches can be found in the literature (see for example [1] , [11] , [13] , [16] , [15] ). However, the study of generic nonlinear systems can result in complex models to be dealt with, requiring heavy mathematical tools and does not systematically lead to unified results. Consequently, many classes of nonlinear systems are studied with specific assumptions. One solution is to transform the system model into a canonical form [3] , which may be a hard assumption to satisfy in many applications [5] . Another appealing approach is based on the Linear Parameter Varying (LPV) transformation of the nonlinear system [27] . The basic idea is to replace the nonlinear complexity of the original system by an enlarged parametric variation in the LPV representation, which may simplify the observer design. The polytopic Takagi-Sugeno (T-S) or Multiple Models (MM) decomposition is another appealing alternative solution to deal with nonlinear systems and to obtain the equivalent representation by a compact set of linear state space models with nonlinear weighting functions satisfying the convex sum property [23] , [24] , and [28] . Herein, the well known sector nonlinearity transformation (SNT) may be used as a systematic and analytical method to rewrite and thus transform a nonlinear system into a polytopic T-S form without any loss of information [23] and [14] . The polytopic T-S approach has proved its effectiveness in the study of nonlinear systems. In fact, it can be understood as polytopic systems, where the blending between the subsystems is time varying according to the so called weighting functions. Thanks to the convexity of the weighting functions and to the linearity of the subsystems defining the vertices, some results can be established for nonlinear systems [7] , [12] , [17] using tools borrowed from the linear theory [18] , [9] . In this paper, the functional observers design with unknown inputs for nonlinear systems is addressed. Most of the works devoted to these observers are for linear systems where necessary and sufficient conditions for their existence were given (see [8] , [26] , [19] , [10] and [20] ). However, up to the author's knowledge, this is the first contribution where the state estimation problem is addressed for the nonlinear polytopic systems. The paper is organized as follows. In section II, an overview of the SNT transformation of the nonlinear system to a polytopic one is given. In section III, a full-order functional observer for nonlinear polytopic systems with unknown inputs is addressed. Sufficient conditions for its existence and a step-by-step design algorithm are given. Simulation results of the application of the proposed approach to a quadrotor landing on a moving platform are given in section IV. Conclusions and future works are detailed in section V.
II. SYSTEMATIC TRANSFORMATION OF A NONLINEAR SYSTEM INTO A POLYTOPIC T-S FORM
An efficient way to deal with nonlinear system estimation or diagnosis consists in rewriting the original nonlinear system in a simpler form, like the Polytopic Takagi-Sugeno (T-S) model. Originally introduced by [22] , the T-S representation allows to exactly describe nonlinear systems, under the condition that the nonlinearities are bounded. This is reasonable since state variables as well as parameters of physical systems are bounded ( [4] , [23] and the references therein). The Polytopic T-S model is based on a nonlinear interpolation between certain linear submodels with adequate weighting functions. In order to obtain a polytopic T-S representation from a nonlinear system, the Sector Nonlinearity Approach (SNT) is applied. The SNT is a systematic procedure that guarantees an exact model construction for nonlinear systems with bounded nonlinearities. Starting with a general form of nonlinear systems, a quasi-LPV state representation is realized. The polytopic T-S form is then obtained by using the convex polytopic transformation where each vertex defines a linear submodel and nonlinear parts are rejected into the weighting functions µ i (ξ(t)). Consider a dynamic nonlinear system described by the following state equations:
where x(t) ∈ R n is the system state, u(t) ∈ R m is the input, y(t) ∈ R p is the system output and d(t) ∈ R q is the unknown input vector. f (.) and g(.) are vector functions of dimension R n and R p respectively. The SNT allows to express nonlinear dynamic systems into a convex combination of linear submodels:
with X i (.), for X ∈ {A, B, C, D, F, G}, are matrices functions of appropriate dimensions. The functions µ i (t) represent the weights of the submodels
in the global model and satisfy the convex sum property:
In order to obtain the polytopic T-S form, firstly, the system (1) is transformed in a linear time-varying form:
Note that several choices for the system (4) are possible (details on how to obtain (4) from (1) are detailed in [23] ). The nonlinear entries of the matrices X(ξ(t)), with X ∈ {A, B, C, D, F, G}, are called premise variables and denoted as ξ j (x, u, d), j = 1, . . . , q. From (4), a convex polytopic transformation is performed for each premise variable as follows:
where
For q premise variables, M = 2 q sub-models are obtained. The weighting functions µ i (t) are defined by:
where the indexes σ j i (i = 1, . . . , 2 q and j = 1, . . . , q) are equal to 1 or 2 and indicates which partition of the j th premise variable (F j,1 or F j,2 ) is involved in the i th submodel. The constant matrices X i are obtained by replacing the variables ξ j in the matrices A, B, C, D, F and G with the scalars defined in (6):
), X ∈ {A, B, C, D, F, G} (9) To sum up, the SNT decomposition enables to represent the nonlinear system (1) in a compact polytopic T-S model (2) without any approximation or loss of information. For a better understanding of the previous procedure, an illustrative example of a quadrotor aerial robots landing on a moving platform is given in section IV.
III. FUNCTIONAL OBSERVERS DESIGN FOR NONLINEAR POLYTOPIC SYSTEMS WITH UNKNOWN INPUTS
In this section, sufficient conditions for the existence of a polytopic functional observer with unknown inputs are given. A constructive procedure for its design is proposed. Let us consider the following polytopic model subject to unknown inputs where each sub-model contributes to the global behavior of the nonlinear system through a weighting function µ i (ξ(t)). The polytopic structure is given by:
(10) where x(t) ∈ R n is the system state, y(t) ∈ R p and u(t) ∈ R m represent respectively the system output and input. d(t) ∈ R q is the unknown input vector and z(t) ∈ R r where r ≤ n is the vector to be estimated. A i , B i , C, F i and L are known constant matrices of appropriate dimensions. It is assumed, without loss of generality that rank(C) = p and rank(L) = r. The weighting functions µ i (ξ(t)) may depend on measurable premises variables (a part of the input u(t) or the output y(t)) or unmeasurable premises variables (as the system states). In order to reconstruct the state function, we define a functional polytopic observer of the form:
(11) where η ∈ R r is the state vector of the observer and z(t) ∈ R r is the estimate of z(t). N i , J i , H i and E are unknown and constant matrices of appropriate dimension to be designed. The following proposition gives the conditions for the existence and stability of the functional polytopic observer (11) .
Proposition 1: The stateẑ(t) in (11) is an asymptotic estimate of z(t) (10) for any x(0),ẑ(0) and u(t) if for
where P and ∆(.) are respectively defined by
Proof: Let us define the estimation error e(t) as:
with P = L − EC.
Note that the stability analysis of the estimation error dynamicsė(t) cannot be directly achieved from (13) . Indeed, the fact that the weighting functions of the state depend on the premise variable ξ(t) and onξ(t) for the observer leads to a more complex form of the dynamics computation. So, based on the convex sum property of the weighting functions, the state equation (10) is rewritten in a more suitable form in order to re-use the tools proposed for stability and relaxed stability analysis of T-S systems with measurable (estimable) premise variables. That leads to:
where ∆(.) is defined as: (13) and (15), the estimation error dynamics is then given by:
Now, under conditions (12b) − (12d) the estimation error dynamics becomes:
Then we can see that if (12a) is satisfied,ẑ(t) → z(t). Due to the convex sum property of the weighting functions µ i (t), the term ∆(.) defined in (15) belongs to a set around the origin if the weighting functions estimation error (µ i (ξ)− µ i (ξ)) is ensured with a certain precision. The term ∆(.) acts like an unstructured vanishing perturbation assumed to be bounded (see [ [2] ], [ [6] ] and references therein) and its effect can be minimized. Now, the design of the functional polytopic observer is reduced to finding the gain matrices N i , P, J i and H i such that proposition 1 is satisfied. From the definition of P , conditions (12c) are written as:
which are equivalent to:
where Ω and θ are respectively defined as:
The following lemma gives necessary and sufficient conditions for the existence of a solution to (19) .
Lemma 1: There exists a solution to (19) if and only if:
Proof: From the general solution of linear algebric equations [21] , there exists a solution to (19) if and only if:
where Ω + denotes any generalized inverse of Ω satisfying ΩΩ + Ω = Ω. Equation (21) is also equivalent to:
which corresponds to condition (20) . In the sequel of the paper we assume that (22) is satisfied. In this case, the general solution of (19) is given by:
where Y is an arbitrary matrix of appropriate dimension. Conditions (12b) can be written as:
where K i is defined as: (24) is equivalent to have:
The following lemma gives sufficient conditions for the existence of a solution to (25) . Lemma 2: There exists a solution to (25) if and only if:
Proof: Lemma2 proof is obtained in a straightforward way as lemma1 proof. In the sequel of the paper, we assume that (26) is satisfied. In this case, the general solution of (25) is given by:
where Z is an arbitrary matrix of appropriate dimension and Σ is defined as L C .
From (27) , N i and K i are given by:
and
Matrices J i and H i are obtained according to:
Under conditions (3b)-(3d), the estimation error dynamics becomes:ė
Now the design problem is reduced to find the arbitrary matrix Z i such that condition (3a) of proposition 1 is satisfied.
The following lemma gives the necessary and sufficient conditions to ensure the asymptotic stability of the estimation error dynamics. Lemma 3: There exists a symmetric positive matrix X = X T > 0, matrices W i and a positive scalar β such that (33) is asymptotically stable with a minimal L 2 attenuation from ∆(.) to e(t), = √ β, if the following optimization problem has a solution for i = 1, . . . , M : 
is stable and verifies the L 2 -gain condition ||y(t)|| 2 < ||u(t)|| 2 if there exists a symmetric positive definite matrix X such that (36) is satisfied for i = 1, . . . , M
from lemma 4 and equation (33), by replacing N i with its value and by the change of variables W i = XZ i , the proof of lemma 3 is straightforwardly obtained. From proposition 1, lemmas 1, 2 and 3, the following theorem is proposed. Theorem 1: Under conditions (20) and (26), there exists an asymptotic stable polytopic functional observer of the form (11) if there exists a symmetric positive matrix X = X T > 0, matrices W i and a positive scalar β solution of the optimization problem:
(37) Proof: By summing up the conditions (3a)-(3d) and based on lemmas 1, 2, and 3 and their respective proofs, we obtain (37). To summarize, the following design algorithm can be carried out for the design of a polytopic functional observer.
Algorithm 1 Polytopic functional observer design for systems with unknown inputs
Step 1) Under condition (20) and from (23), deduce the matrices E and P , where P = L − EC.
Step 2) Under condition (26) and from (29) and (30), define the matrices A i and B i Step 3) Solve the LMI optimization problem (37).
Step 4) From the LMI solution, deduce the gains
Step 5) From (28), obtain the matrices N i and K i .
Step 6) From (31) and (32), obtain the matrices J i and H i .
The polytopic functional observer design is thus completed.
IV. ILLUSTRATIVE EXAMPLES
In order to illustrate the efficiency of the proposed approach design, a nonlinear model of a quadrotor aerial robots landing on a moving platform is considered. Based on the work presented in [25] for the nonlinear tracking and landing controller of quadrotor aerial robots, we consider in the following the part where the system should land on a moving platform. The platform is moving on the surface of the underlying terrain at an altitude of z s (t) with regard to the inertial frame. The overall tracking and landing procedure can be decomposed into two independent control tasks: a tracking procedure in a pure x − y-plane and an altitude control problem in pure z-direction. In the pure x − y-plane, only the planar mappings of the center of mass of the quadrotor and the platform and their respective motions are considered. The 2D-tracking controller has the task to reduce the planar distance between the quadrotor and the platform in this two-dimensional plane to zero and to maintain the zero distance even if disturbances occur [25] . For that purpose, we consider a platform that is moving with the two velocity components v P x and v P y in x-and y-direction, respectively. The quadrotor is moving with the two velocity components v Qx and v Qy , where the dynamics between the desired velocities v Qxd , v Qyd and the actual velocities is given by a first order system. The engagement geometry is depicted in Fig. 1 , where σ is the line-of-sight angle and R is the distance or range between the quadrotor and the moving platform. It can be derived from classical missile guidance problems [25] . The relative kinematics can be described by the two differential equations: 
We recall that the considered system is a part of an overall control tracking and landing problem where T 1 and T 2 result of the assumption that the inner attitude control loops are sufficiently fast and could be approximated by a static system (see [25] for more details). The overall vehicle control system consists of independent velocity control loops which can be approximated by linear first-order system such that
Since the control part has been taken care in the reference [25] and due to limitation space constraint, the control algorithm is simply given as (for proof and details, see [25] ):
In order to apply this 2D-tracking controller, the range x 1 = R, the line-of-sight angle x 2 = σ as well as the velocity components d 1 = v P x , d 2 = v P y of the platform must be measured. Both R and σ can be easily calculated if the positions of the quadrotor and the platform in the inertial frame are measured. In addition it is assumed that the platform also measures its velocity components. Both position and velocity components of the platform are transmitted via communication to the quadrotor, resulting in a cooperative approach. Regarding the measurements, a DGPS is applied for the determination of the positions, respectively, during the approach phase. However, more accurate measurements are necessary during the landing phase. There are some possible solutions for this problem such as a vision based or ultrasonic based sensor system. The velocity components of the platform could be measured with a suitable inertial measurement unit on-board. Since the main focus of this work is on the development of the observer system, we do not go into further details. Our objective is to synthesize a functional observer through the proposed approach in order to estimate the states x 1 (t), x 3 (t) and x 4 (t). Let us first choose the following premise variables (measurable in our case) in order to write the nonlinear system (39) in a polytopic T-S form:
Remark 1: For numerical reasons, the third premise variable ξ 3 (t) is defined for a Range x 1 (t) = 0, if x 1 (t) = 0, then ξ 3 (t) is set to be equal to 1 0.01 . The quasi-LPV model is then deduceḋ
with
The matrices C and L are defined as follow: From (43) and applying the SNT transformation, the following polytopic T-S model is obtained:
with:
For three premise variables, we obtain 2 3 = 8 sub-models, such that:
The weighting functions µ i (t) are defined as:
where F ij are defined as given in (7). Remark 2: The proposed algorithm design is given for the general case where the premise variables are unmeasurable. In our example, since all the premise variables ξ i (t), i = 1, 2, 3 are measurable, the procedure remains the same with a slight modification for the LMI problem. In fact, sinceξ i (t) = ξ i (t), ∆(.) becomes equal to zero and the condition (3a) becomes:
is asymptotically stable (51) So, the LMI (37) to solve in our algorithm become:
(52) Applying the proposed synthesis method, the functional polytopic observer is designed. For space limitation reason, the numerical values of the observer gains are not given. The dynamic model has been implemented in Matlab for the simulative evaluation of the controlled system. The identification and control dynamic have been considered in [25] , we only present the results of the vehicle estimation dynamics. The system state z(t) = Lx(t) are depicted in figure 2. The estimation error e(t) = z(t) −ẑ(t) are depicted in figure 3 . As it can be seen, the state estimateẑ(t) converges asymptotically to its real value z(t), which confirms the efficiency of the proposed approach.
V. CONCLUSION AND FUTURE WORKS
In the present paper, sufficient conditions for the existence of a polytopic functional observer for nonlinear systems with unknown inputs are given. A new constructive and systematic algorithm for the observer design is proposed. Through the transformation of the the original nonlinear system into a Polytopic Takagi-Sugeno model, with rank conditions and LMI optimization procedure, a function of the state is estimated. The non measurable state observer is designed by minimizing the L 2 gain transfer from the input signals (∆(x(t), u(t), d(t))) to the estimation error vector e(t). The chosen application example is a quadrotor aerial robots landing system. From the nonlinear equations of the system, a polytopic T-S model is derived. The proposed observer is then synthesized following the proposed algorithm and the obtained results illustrate its performance. For our future works, experimental test flights with the quadrotor prototype will be performed where the tracking/landing control and the estimation algorithms will be implemented.
