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QUANTITATIVE NOTIONS OF RECTIFIABILITY IN THE
HEISENBERG GROUPS
SÉVERINE RIGOT
Abstract. Several quantitative notions of rectifiability in the Heisen-
berg groups have emerged in the recent literature. In this paper we
study the relationship between two of them, the big pieces of intrinsic
Lipschitz graphs (BPiLG) condition and the bilateral weak geometric
lemma (BWGL), and show that sets with BPiLG satisfy the BWGL.
1. Introduction
Several notions of quantitative rectifiability in the Heisenberg groups have
emerged in the recent literature. In this note we investigate the relationship
between two of them, the big pieces of intrinsic Lipschitz graphs condition
and the bilateral weak geometric lemma.
Quantitative notions of rectifiability in Euclidean spaces originate from
works by G. David and S. Semmes, see [5] and the references therein. In this
setting the validity of the bilateral weak geometric lemma is known to be
one of the many characterizations of uniform rectifiability. It is also known
that sets with big pieces of Lipschitz graphs are uniformly rectifiable, the
former condition being actually strictly stronger than uniform rectifiability.
In the Heisenberg setting, intrinsic Lipschitz graphs, Definition 3.3, were
introduced by B. Franchi, R. Serapioni and F. Serra Cassano [8] and have
been shown to be a relevant concept towards the development of geometric
measure theory in the Heisenberg groups Hk, and more generally in Carnot
groups, see [12] and the references therein. The big pieces of intrinsic Lips-
chitz graphs (BPiLG) condition in Hk, Definition 3.15, first appeared in [1].
Later on it was proved in [7] that Semmes surfaces in Hk, Definition 3.12,
have BPiLG. The bilateral weak geometric lemma (BWGL) in Hk, Defini-
tion 4.4, appeared implicitly in [10, Section 9] and in a more formal form
in [7]. The motivation for this paper comes from the question about the re-
lationship between BPiLG and BWGL in the Heisenberg setting. Our main
result reads as follows :
Theorem 1.1. Assume that E ⊂ Hk has big pieces of intrinsic Lipschitz
graphs. Then E satisfies the bilateral weak geometric lemma.
We also refer to Theorem 5.1 for a quantified version of Theorem 1.1.
Our proof consists of two steps. First we verify that intrinsic Lipschitz
graphs satisfy BWGL with suitable bounds, Theorem 4.5. Second we prove
a stability result for BWGL under the "big pieces functor", Theorem 4.6. We
note that our proof of Theorem 4.6 can be rephrased in the Euclidean setting,
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see Remark 4.18. To our knowledge the stability of BWGL in Euclidean
spaces, Theorem 4.19, is also new and may have its own interest.
The paper is organized as follows. In Section 2 we sate our conventions
about the Heisenberg groups. We recall the definition of intrinsic Lipschitz
graphs in Section 3 and prove some of their properties for later use. The
definition of the big pieces of intrinsic Lipschitz graphs condition can be
found at the end of this section. In Section 4 we recall the definition of the
bilateral weak geometric lemma and prove the two steps described above from
which the proof of the more precise and quantified version of Theorem 1.1,
see Section 5, will follow.
2. Preliminaries
Throughout this paper we let k ≥ 1 denote a fixed integer. We identify
the Heisenberg group Hk with R2k × R equipped with the group law
(v, t) · (v′, t′) =
(
v + v′, t+ t′ + ω(v, v′)/2
)
, (v, t), (v′, t′) ∈ Hk,
where ω denotes the standard sympletic form on R2k given by ω(v, v′) =∑k
j=1 vjv
′
j+k − vj+kv
′
j for v = (v1, . . . , v2k), v
′ = (v′1, . . . , v
′
2k) ∈ R
2k.
We denote by (δs)s>0 the family of dilations given by δs(v, t) = (sv, s
2t).
We recall that (δs)s>0 is a one-parameter group of group automorphisms.
We equip Hk with the Korányi norm ‖ · ‖ and Korányi distance d defined
by
‖(v, t)‖ = 4
√
|v|4 + 16t2 and d(p, q) = ‖q−1 · p‖
where | · | denotes the Euclidean norm in R2k.
We recall that the distance d is homogeneous, meaning that d is left-
invariant, d(p · q, p · q′) = d(q, q′) for all p, q, q′ ∈ Hk, and one-homogeneous
with respect to the dilations (δs)s>0, d(δs(p), δs(q)) = sd(p, q) for all p, q ∈
H
k, s > 0.
Given s ≥ 0 we denote by Hs the s-dimensional Hausdorff measure in
(Hk, d). We recall that H2k+2 is a Haar measure on Hk and is (2k + 2)-
uniform. In particular (Hk, d) is a metric space of Hausdorff dimension 2k+2.
We denote by B(p, r) = {q ∈ Hk : d(p, q) < r} the open ball in (Hk, d)
with center p ∈ Hk and radius r > 0. In this paper a ball will always refer
to an open ball in (Hk, d).
We refer to [12] and the references therein for more details about the
Heisenberg groups.
We end this section with the well known definition of Ahlfors regular sets.
Definition 2.1. Given s ≥ 0 and C ≥ 1 we say that E ⊂ Hk is C-Ahlfors
regular with dimension s if E is closed and
C−1rs ≤ Hs(E ∩B(p, r)) ≤ Crs for all p ∈ E, r > 0 .
Since we will mostly be only concerned with Ahlfors regular sets with
codimension one, we say in the rest of this paper that a subset of Hk is
Ahlfors regular to mean that it is Ahlfors regular with dimension 2k + 1.
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3. Intrinsic Lipschitz graphs
The notion of intrinsic Lipschitz graphs in Hk originates from works by
B. Franchi, R. Serapioni, and F. Serra Cassano, see [12] and the references
therein to which we refer for a thorough introduction. We stress that the
class of intrinsic Lipschitz graphs given in Definition 3.3 coincides with such a
notion and that it also coincides with the one considered in [10, Section 2.3],
see Remark 3.11.
3.1. Complementary subgroups. We denote by S2k−1 the Euclidean unit
sphere in R2k. Given A ⊂ R2k, we denote by A⊥ the linear subspace orthog-
onal to A in the Euclidean sense in R2k. Given ν ∈ S2k−1, we set
Vν = Rν
⊥ ×R and Lν = Rν × {0} .
These sets are complementary homogeneous subgroups of Hk which means
that they are subgroups of Hk, they are cones, that is, closed under the
family of dilations (δs)s>0, and every point p ∈ H
k can be uniquely written
as p = pVν · pLν for some pVν ∈ Vν and pLν ∈ Lν. We define the projections
onto Vν and Lν by
πVν : H
k → Vν , πVν (p) = pVν ,
πLν : H
k → Lν , πLν (p) = pLν .
We note for further use that these projections are continuous and that
they commutes with the dilations δs. This can for instance be seen from the
following explicit expressions. For p = (v, t) ∈ Hk,
(3.1) πVν (p) = (v − 〈v, ν〉ν, t− ω(v, 〈v, ν〉ν)/2) and πLν (p) = (〈v, ν〉ν, 0)
where 〈·, ·〉 denotes the Euclidean scalar product in R2k.
3.2. Intrinsic Lipschitz graphs. Given λ > 0 and ν ∈ S2k−1, we set
Cλ(ν) =
{
p ∈ Hk : λ‖p‖ < ‖πLν (p)‖
}
.
These are open subsets of Hk \ {0}. Since the projection πLν commutes
with the dilations and by homogeneity of the Korányi norm, these sets are
cones. Recall that we say that a set A ⊂ Hk is a cone if δs(A) ⊂ A for each
s > 0. For λ < λ′ we have Cλ′(ν) \ {0} ⊂ Cλ(ν) and
(3.2)
⋂
λ∈(0,1)
Cλ(ν) = Lν \ {0} .
Indeed it follows from the definition of Cλ(ν) that ∩λ∈(0,1)Cλ(ν) = {p ∈
H
k \ {0} : ‖p‖ ≤ ‖πLν (p)‖}. Remembering the expression of the Ko-
rányi norm, we get from (3.1) that ‖πLν (p)‖ ≤ ‖p‖ for every p ∈ H
k.
Hence ∩λ∈(0,1)Cλ(ν) =
{
p ∈ Hk \ {0} : ‖p‖ = ‖πLν (p)‖
}
. Next, once again
by (3.1) and the expression of the Korányi norm, it can easily be seen that
‖p‖ = ‖πLν (p)‖ if and only if p = πLν (p), that is, p ∈ Lν, and (3.2) fol-
lows. Hence (Cλ(ν))λ∈(0,1) is a family of open cones in H
k \ {0} that shrinks
to Lν \ {0} and Definition 3.3 mimicks one of the various geometric char-
acterizations of codimension one Lipschitz graphs in Rn equipped with its
Euclidean structure and Euclidean norm.
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Definition 3.3. We say that Γ ⊂ Hk is an intrinsic Lipschitz graph with
codimension one if there are λ ∈ (0, 1) and ν ∈ S2k−1 such that πVν (Γ) = Vν
and (p · Cλ(ν)) ∩ Γ = ∅ for all p ∈ Γ.
Since we will be only concerned with intrinsic Lipschitz graph with codi-
mension one, we say in the rest of this paper that a subset of Hk is an intrinsic
Lipschitz graph to mean that it is an intrinsic Lipschitz graph with codimen-
sion one. More precisely we say that Γ ⊂ Hk is an intrinsic (λ, ν)-Lipschitz
graph if λ ∈ (0, 1) and ν ∈ S2k−1 are such that the two conditions in Defini-
tion 3.3 hold. Given λ ∈ (0, 1) we say that Γ ⊂ Hk is an intrinsic λ-Lipschitz
graph if it is an intrinsic (λ, ν)-Lipschitz graph for some ν ∈ S2k−1.
Remark 3.4. We note that any subset of an intrinsic (λ, ν)-Lipschitz graph
is an intrinsic graph. Indeed let λ ∈ (0, 1), ν ∈ S2k−1, and A ⊂ Hk be such
that (p ·Cλ(ν))∩A = ∅ for all p ∈ A. Then there is a map ϕ : πVν (A)→ Lν
such that A = {p · ϕ(p) : p ∈ πVν (A)}. Indeed let p, q ∈ A be such that
πVν (p) = πVν (q). Then p
−1 · q /∈ Cλ(ν) with
p−1 · q = πLν (p)
−1 · πVν (p)
−1 · πVν (q) · πLν (q) = πLν (p)
−1 · πLν (q) .
Hence p−1 · q ∈ Lν \Cλ(ν) = {0}, that is, p = q. It follows in particular that
an intrinsic (λ, ν)-Lipschitz graph Γ can be written as
Γ = {p · ϕΓ(p) : p ∈ Vν}
for some map ϕΓ : Vν → Lν . We stress that in contrast to the Euclidean
setting the map ϕΓ seen as a map between the metric spaces Vν and Lν
endowed with the restriction of the Korányi distance might not be Lips-
chitz, and is instead locally 1/2-Hölder continous, see [9, Proposition 3.8]
and Remark 3.11.
Remark 3.5. We stress that the condition πVν (Γ) = Vν in Definition 3.3, that
is, considering global intrinsic Lipschitz graphs over the whole Vν , is not a
restrictive one. We indeed recall the following sharp extension property:
Theorem 3.6. [10] Let λ ∈ (0, 1), ν ∈ S2k−1, and A ⊂ Hk be such that
(p · Cλ(ν)) ∩A = ∅ for all p ∈ A. Then there is an intrinsic (λ, ν)-Lipschitz
graph Γ such that A ⊂ Γ.
This sharp extension property is proved in [10, Theorem 27] with a sligthly
different definition of the cones Cλ(ν) where the Korányi norm is replaced
by the Carnot-Carathéodory one. However the same arguments apply when
working with the Korányi norm, and more generally with any other homo-
geneous norm, as can been seen from the proof given in [10].
The following notion of equivalent families of subsets of Hk will be useful
to get equivalent characterizations of intrinsic Lipschitz graphs. Given sets
I, J of indices, we say that two families (Aα)α∈I and (Bβ)β∈J of subsets of
H
k are equivalent if for each α ∈ I there is β ∈ J such that Bβ ⊂ Aα and if
for each β ∈ J there is α ∈ I such that Aα ⊂ Bβ.
Given an interval I ⊂ R we say that a family (Aα)α∈I of subsets of H
k\{0}
is increasing if for all α, α′ ∈ I such that α < α′ one has Aα \ {0} ⊂ Aα′ .
Similarly we say that (Aα)α∈I is decreasing if for all α, α
′ ∈ I such that
α < α′ one has Aα′ \ {0} ⊂ Aα. We say that (Aα)α∈I is monotone if it is
either increasing or decreasing.
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Proposition 3.7. Let I, J ⊂ R be open intervals. Let (Aα)α∈I and (Bβ)β∈J
be two monotone families of open cones in Hk \ {0}. Assume that⋂
α∈I
Aα =
⋂
β∈J
Bβ .
Then (Aα)α∈I and (Bβ)β∈J are equivalent.
Proof. Assume that the family (Aα)α∈I is increasing, the case where (Aα)α∈I
is decreasing being similar. Let β ∈ J be given and let us prove that there is
α ∈ I such that Aα ⊂ Bβ . We first prove that one can find α ∈ I such that
(3.8) Aα ∩ S ⊂ Bβ
where S = {p ∈ Hk : ‖p‖ = 1}.
Arguing by contradiction assume that for each α ∈ I one can find pα ∈
(Aα ∩ S) \ Bβ. Since S is compact, one can find a sequence αl ↓ inf I such
that pαl converges to some p ∈ S. Since Bβ is open, p /∈ Bβ .
On the other hand let α, α′ ∈ I be such that inf I < α′ < α. By
monotonicity, we have pαl ∈ Aαl ⊂ Aα′ for all l large enough. Hence p ∈
Aα′ ∩ S ⊂ Aα. Since this holds for each α ∈ I, it follows that p ∈ ∩α∈IAα =
∩β′∈JBβ′ ⊂ Bβ. This gives a contradiction and concludes the proof of (3.8).
It follows from (3.8) and the fact that the sets Aα and Bβ are cones in
Hk \ {0} that
Aα =
⋃
s>0
δs(Aα ∩ S) ⊂
⋃
s>0
δs(Bβ ∩ S) = Bβ
which concludes the proof of the proposition. 
Given β > 0 and ν ∈ S2k−1, we set
Dβ(ν) =
⋃
p∈Lν\{0}
B(p, β‖p‖) .
These sets have already been considered in [6, Remark A.2], with a slightly
different definition though. For our purposes the following uniform equiva-
lence between the families (Cλ(ν))λ∈(0,1) and (Dβ(ν))β∈(0,1) will be useful.
Proposition 3.9. For every λ ∈ (0, 1) there is β ∈ (0, 1) such that for every
ν ∈ S2k−1 we have Dβ(ν) ⊂ Cλ(ν). Conversely for every β ∈ (0, 1) there is
λ ∈ (0, 1) such that for every ν ∈ S2k−1 we have Cλ(ν) ⊂ Dβ(ν).
Proof. We first prove that for each ν ∈ S2k−1 the families (Cλ(ν))λ∈(0,1)
and (Dβ(ν))β∈(0,1) are equivalent. We already know that (Cλ(ν))λ∈(0,1) is a
decreasing family of open cones in Hk \ {0} that shrinks to Lν \ {0}. It can
easily be checked that (Dβ(ν))β∈(0,1) is an increasing family of open cones
in Hk \ {0}. We obviously have Lν \ {0} ⊂ ∩β∈(0,1)Dβ(ν). Conversely let
q ∈ ∩β∈(0,1)Dβ(ν). For each β ∈ (0, 1) there is pβ ∈ Lν \ {0} such that
(3.10) d(q, pβ) < βd(0, pβ) .
It follows that ‖pβ‖ < (1 − β)
−1‖q‖. Hence (pβ)β∈(0,1) is bounded and one
can find a sequence βl ↓ 0 such that pβl converges to some p ∈ Lν . Going
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back to (3.10) we get that q = p. Since 0 /∈ ∩β∈(0,1)Dβ(ν), it follows that
q ∈ Lν \ {0}. Hence⋂
β∈(0,1)
Dβ(ν) = Lν \ {0} =
⋂
λ∈(0,1)
Cλ(ν)
and we get that (Cλ(ν))λ∈(0,1) and (Dβ(ν))β∈(0,1) are equivalent from Propo-
sition 3.7.
To conclude the proof, let ν, ν ′ ∈ S2k−1 be given. Let ρ : R2k → R2k be
a linear map that preserves the Euclidean scalar product and the simplectic
form ω and such that ρ(ν ′) = ν. The existence of such a map follows from
elementary linear algebra. Then the map i : (Hk, d) → (Hk, d) defined by
i(v, t) = (ρ(v), t) is an isometry. Moreover πLν ◦ i = i ◦ πLν′ and πVν ◦ i =
i ◦ πVν′ . It follows that for λ, β ∈ (0, 1), one has i(Cλ(ν
′)) = Cλ(ν) and
i(Dβ(ν
′)) = Dβ(ν). 
Remark 3.11. Intrinsic Lipschitz graphs were introduced by B. Franchi,
R. Serapioni, and F. Serra Cassano [8] using the family of cones
C˜γ(ν) =
{
p ∈ Hk : ‖πVν (p)‖∞ < γ‖πLν (p)‖∞
}
where ‖(v, t)‖∞ = max
{
|v|, 2
√
|t|
}
. A notion of intrinsic Lipschitz graphs
was also considered in [10, Section 2.3] using the family of cones
Coneλ(ν) =
{
p ∈ Hk : λdcc(0, p) < dcc(0, πLν (p))
}
where dcc denotes the Carnot-Carathéodory distance on H
k. It can easily
be seen from the definition that (C˜γ(ν))γ>0 is an increasing family of open
cones in Hk \ {0} with ⋂
γ>0
C˜γ(ν) = Lν \ {0} .
It can also easily be seen that (Coneλ(ν))λ∈(0,1) is an decreasing family of
open cones in Hk \ {0}. To show that this family shrinks to Lν \ {0}, we
note that the Carnot-Carathéodory distance shares with the Korányi one the
following two properties. First dcc(0, πLν (p)) ≤ dcc(0, p) for every p ∈ H
k.
Second dcc(0, p) = dcc(0, πLν (p)) if and only if p ∈ Lν. From these we get⋂
λ∈(0,1)
Coneλ(ν) = Lν \ {0} .
By Proposition 3.7 (C˜γ(ν))γ>0, (Coneλ(ν))λ∈(0,1), and (Cλ(ν))λ∈(0,1) are
equivalent families. On the one hand this implies that the classes of in-
trinsic Lipschitz graphs introduced in [12, Definition 4.54] and in [10, Sec-
tion 2.3] coincide. On the other hand, taking into account Remark 3.4 and
Theorem 3.6, we get that this class of intrinsic Lipschitz graphs originally in-
troduced in the literature consists of all subsets of intrinsic Lipschitz graphs
in the sense of Definition 3.3.
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3.3. Intrinsic Lipschitz graphs are Semmes surfaces. Semmes sur-
faces have been introduced in the Euclidean setting [11] as codimension one
Ahlfors regular sets that satisfy an additional condition called condition B.
Such a metric notion can be naturally extended in the Heisenberg setting,
see [7] for more details.
Definition 3.12. We say that S ⊂ Hk is a Semmes surface if S is Ahlfors
regular and there is c > 0 such that S satisfies condition B with constant c,
meaning that each ball centered on S with radius r > 0 contains two balls
with radius cr that are contained in different connected components of Sc.
Propositions 3.13 and 3.14 below imply that intrinsic Lipschitz graphs
are Semmes surfaces, and, more importantly for our purposes, this property
comes with bounds on their Ahlfors regularity and condition B constants.
Proposition 3.13. For every λ ∈ (0, 1) there is C ≥ 1 such that every
intrinsic λ-Lipschitz graph is C-Ahlfors regular.
Proof. We first note that an intrinsic Lipschitz graph Γ is a closed subset
of Hk. This can be deduced from the continuity of the map ϕΓ given by
Remark 3.4 together with the continuity of πVν and πLν . Next let λ ∈ (0, 1)
be given and fix ν ∈ S2k−1. By [9, Theorem 3.9] and Remark 3.11 there is
C > 0 such that every intrinsic (λ, ν)-Lipschitz graph is C-Ahlfors regular.
Let ν ′ ∈ S2k−1 and let i : (Hk, d) → (Hk, d) be the isometry considered
at the end of the proof of Proposition 3.9. Then, if Γ is an intrinsic (λ, ν ′)-
Lipschitz graph, i(Γ) is a (λ, ν)-Lipschitz graph, and the C-Ahlfors regularity
of Γ follows from the C-Ahlfors regularity of i(Γ). 
Proposition 3.14. For every λ ∈ (0, 1) there is c > 0 such that every
intrinsic λ-Lipschitz graph Γ satisfies condition B with constant c.
Proof. Let λ ∈ (0, 1) be given and Γ be an intrinsic (λ, ν)-Lipschitz graph
for some ν ∈ S2k−1. By Proposition 3.9 there is β ∈ (0, 1), depending only
on λ, such that (p ·Dβ(ν)) ∩ Γ = ∅ for all p ∈ Γ. Let p ∈ Γ and r > 0 be
given. Set q1 = (−2
−1rν, 0) ∈ Lν \{0} and q2 = (2
−1rν, 0) ∈ Lν \{0}. Next,
for i = 1, 2, set pi = p · qi. We have
B(pi, βr/2) = p ·B(qi, β‖qi‖) ⊂ B(p, r) ∩ (p ·Dβ(ν)) ⊂ B(p, r) \ Γ .
To prove that Γ satisfies condition B with constant c = β/2, it remains to
check that p1 and p2 belong to different connected components of Γ
c. Let
σ : [0, 1] → Hk be a continuous path joining p1 = σ(0) to p2 = σ(1). By
Remark 3.4, we can write Γ as Γ = {q · ϕΓ(q) : q ∈ Vν} for some continous
map ϕΓ : Vν → Lν . Define h : [0, 1] → Lν by h(t) = ϕΓ(πVν (σ(t))
−1 ·
πLν (σ(t)). For i = 1, 2, we have pi = p · qi = πVν (p) · ϕΓ(πVν (p)) · qi. Hence
πVν (pi) = πVν (p) and πLν (pi) = ϕΓ(πVν (p)) · qi. It follows that h(0) = q1 =
(−2−1rν, 0) and h(1) = q2 = (2
−1rν, 0). By continuity of h there is t ∈ (0, 1)
such that h(t) = 0, that is, πLν (σ(t)) = ϕΓ(πVν (σ(t)). Therefore σ(t) ∈ Γ.
Hence every continuous path from p1 to p2 meets Γ and this implies that p1
and p2 belong to different connected components of Γ
c. 
3.4. Big pieces of intrinsic Lipschitz graphs. We end this section with
the definition of the big pieces of intrinsic Lipschitz graphs condition.
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Definition 3.15. We say that a set E ⊂ Hk has big pieces of intrinsic
Lipschitz graphs (BPiLG) is E if Ahlfors regular and there are λ ∈ (0, 1)
and θ > 0 such that for each p ∈ E, r > 0, there is an intrinsic λ-Lipschitz
graph Γ such that
H2k+1(E ∩ Γ ∩B(p, r)) ≥ θr2k+1 .
Given C ≥ 1, λ ∈ (0, 1), and θ > 0, we denote by BPiLG(C, λ, θ) the
class of C-Ahlfors regular subsets of Hk for which the condition given in
Definition 3.15 holds for the given values of the parameters λ and θ.
4. Bilateral weak geometric lemma
4.1. Definitions. We first recall the definition of Carleson sets. Let γ > 0
and E ⊂ Hk be Ahlfors regular. A γ-Carleson set A is a measurable subset
of E × R+ such that
(4.1)
∫ r
0
∫
E∩B(p,r)
χA(q, s) dH
2k+1(q)
ds
s
≤ γr2k+1 for all p ∈ E, r > 0 .
Next we recall the definition of the bilateral β-numbers. For the sake of
completeness we give the definition of bilateral β-numbers both with respect
to arbitrary and vertical hyperplanes. Let P denote the set of all affine
hyperplanes in Hk identified with R2k+1 as a real vector space and V denote
the subset of P consisting of all vertical hyperplanes, that is, sets of the form
p · Vν for some p ∈ H
k and some ν ∈ Vν . Given E ⊂ H
k, p ∈ E, and s > 0,
we define the bilateral β-numbers bβE(p, s) and bβv,E(p, s) by
(4.2) bβE(p, s) = s
−1 inf
P∈P
{
sup
q∈B(p,s)∩E
dist(q, P ) + sup
q∈B(p,s)∩P
dist(q,E)
}
,
bβv,E(p, s) = s
−1 inf
V ∈V
{
sup
q∈B(p,s)∩E
dist(q, V ) + sup
q∈B(p,s)∩V
dist(q,E)
}
.
It turns out that for our purposes considering either of theses versions
of the bilateral β-numbers does not matter. The following result is indeed
implicitly contained in [10, Section 9.4], see in [7, Theorem 5.10].
Theorem 4.3. [10, Section 9.4], [7, Theorem 5.10] Let C ≥ 1 and E ⊂ Hk
be C-Ahlfors regular. Then the following conditions are equivalent:
(i) there is γ1 : (0, 1) → (0,+∞) such that for each ǫ ∈ (0, 1) the set
{(p, s) ∈ E × (0,+∞) : bβE(p, s) > ǫ} is γ1(ǫ)-Carleson,
(ii) there is γ2 : (0, 1) → (0,+∞) such that for each ǫ ∈ (0, 1) the set
{(p, s) ∈ E × (0,+∞) : bβv,E(p, s) > ǫ} is γ2(ǫ)-Carleson.
Moreover, if (i), respectively (ii), holds for some γ1, respectively γ2, then
(ii), respectively (i), holds for some γ2, respectively γ1, that can be chosen
depending only on C and γ1, respectively γ2.
Definition 4.4 (Bilateral weak geometric lemma). We say that E ⊂ Hk
satisfies the bilateral weak geometric lemma (BWGL) if E is Ahlfors regular
and one of the equivalent conditions in Theorem 4.3 holds.
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Given C ≥ 1 and γ : (0, 1) → (0,+∞) we denote by BWGL(C, γ) the
class of C-Ahlfors regular sets E ⊂ Hk such that for each ǫ ∈ (0, 1) the set
{(p, s) ∈ E × (0,+∞) : bβE(p, s) > ǫ} is γ(ǫ)-Carleson.
4.2. BWGL for intrinsic Lipschitz graphs. .
The validity of the bilateral weak geometric lemma for intrinsic Lipschitz
graphs, with suitable bounds, is the first step in the proof Theorem 1.1.
More precisely the following result follows from Propositions 3.13 and 3.14
together with [7, Proposition 5.11].
Theorem 4.5. For every λ ∈ (0, 1) there are C ≥ 1 and γ : (0, 1) → (0,+∞)
such that every intrinsic λ-Lipschitz graph belongs to BWGL(C, γ).
4.3. Stability of BWGL. The second step in the proof of Theorem 1.1 is a
stability result for BWGL, Theorem 4.6, proved in this section. It is inspired
by [5, Part IV-Chapter 1] where the stability for the Euclidean version of the
weak geometric lemma, a weaker version than the bilateral one, is proved.
Theorem 4.6. Let C ≥ 1 and E ⊂ Hk be C-Ahlfors regular. Assume that
there are θ > 0, C1 ≥ 1, and γ1 : (0, 1) → (0,+∞) such that for each p ∈ E,
r > 0, there is E˜ ∈ BWGL(C1, γ1) which satisfies
H2k+1(E ∩ E˜ ∩B(p, r)) ≥ θr2k+1 .
Then E ∈ BWGL(C, γ) for some γ : (0, 1) → (0,+∞) depending only on C,
θ, C1 and γ1.
The rest of this section is devoted to the proof of Theorem 4.6. Dis-
crete versions of Carleson packing conditions for systems of dyadic cubes on
Ahlfors regular sets will be technically useful for our purposes. We first recall
these rather standard notions.
Definition 4.7. Let C ≥ 1 and E ⊂ Hk be C-Ahlfors regular. We say
that ∆ = ∪j∈Z∆j is a system of dyadic cubes on E if the following three
conditions hold:
(i) for each j ∈ Z, ∆j is a family of disjoint subsets of E such that
H2k+1(E \ ∪Q∈∆jQ) = 0,
(ii) if Q ∈ ∆j and Q
′ ∈ ∆l for some j ≤ l then either Q ∩ Q
′ = ∅ or
Q ⊆ Q′,
(iii) there is C0 ≥ 1 depending only on C such that for all j ∈ Z and all
Q ∈ ∆j there is a ball B centered on Q with radius C
−1
0 2
j such that
B ∩ E ⊂ Q and diamQ ≤ C02j .
The existence of systems of dyadic cubes on Ahlfors regular subsets of
the Euclidean space is due to G. David [3, 4]. The construction has been
extended by M. Christ [2] to the general metric setting.
Given C ≥ 1, a C-Ahlfors-regular set E ⊂ Hk, a system of dyadic cubes ∆
on E, j ∈ Z, and Q ∈ ∆j, we set ℓ(Q) = 2
j and |Q| = 2j(2k+1). We also fix a
point pQ ∈ Q and we set B(Q) = B(pQ, 2C0ℓ(Q)) where C0 is the constant
that shows up in Definition 4.7 (iii). Note that Definition 4.7 (iii) implies
that there is M ≥ 1 depending only on C such that M−1|Q| ≤ H2k+1(Q) ≤
M |Q|.
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Given γ > 0 we say that a subset A of ∆ satisfies a γ-Carleson packing
condition if ∑
Q⊆R
Q∈A
|Q| ≤ γ|R| for all R ∈ ∆ .
We recall now a well-known relationship between Carleson sets and Car-
leson packing conditions for systems of dyadic cubes. More general state-
ments could be given but Lemma 4.8 will be sufficient for our purposes.
Lemma 4.8. Let C ≥ 1, E ⊂ Hk be C-Ahlfors regular, ∆ be a system of
dyadic cubes on E, and f : E × (0,+∞) → R+ be given. For Q ∈ ∆ set
f(Q) = f(pQ, 2C0ℓ(Q)). Assume that
f(Q) ≤ 4f(q, s) for all Q ∈ ∆, q ∈ Q, 4C0ℓ(Q) < s ≤ 8C0ℓ(Q) ,(4.9)
f(q, s) ≤ 4f(Q) for all Q ∈ ∆, q ∈ Q,
C0
2
ℓ(Q) ≤ s < C0ℓ(Q) .(4.10)
Then the following conditions are equivalent:
(i) there is γ1 : (0, 1) → (0,+∞) such that for each ǫ ∈ (0, 1) the set
{(p, s) ∈ E × (0,+∞) : f(p, s) > ǫ} is γ1(ǫ)-Carleson,
(ii) there is γ2 : (0, 1) → (0,+∞) such that for each ǫ ∈ (0, 1) the set
{Q ∈ ∆ : f(Q) > ǫ} satisfies a γ2(ǫ)-Carleson packing condition.
Moreover, if (i), respectively (ii), holds for some γ1, respectively γ2, then
(ii), respectively (i), holds for some γ2, respectively γ1, that can be chosen
depending only on C and γ1, respectively γ2.
Given E1, E2 ⊂ H
k, p ∈ Hk, s > 0, we set
IE1,E2(p, s) = s
−1 sup
q∈B(p,s)∩E1
dist(q,E2)<s
dist(q,E2)
where we consider the supremum over the empty set to be zero.
Lemma 4.11. For every C ≥ 1 there is γ : (0, 1) → (0,+∞) such that if
E1 ⊂ H
k is C-Ahlfors regular and E2 ⊂ H
k then for each ǫ ∈ (0, 1) the set
{(p, s) ∈ E1 × (0,+∞) : IE1,E2(p, s) > ǫ} is γ(ǫ)-Carleson.
Proof. We refer to [5, Part IV-Lemma 1.42] for the Euclidean analog of
Lemma 4.11 whose proof can be translated to our setting as we explain
now for the reader convenience. Let ∆ be a system of dyadic cubes on
E1. One can easily check that (4.9) and (4.10) are satisfied by f = IE1,E2 .
Hence Lemma 4.8 applies and we are going to prove the existence of γ :
(0, 1) → (0,+∞) depending only on C such that for each ǫ ∈ (0, 1) the set
Bǫ = {Q ∈ ∆ : IE1,E2(Q) > ǫ} satisfies a γ(ǫ)-Carleson packing condition. In
the rest of this proof we write A . B to mean that there is M ≥ 0 whose
value depends only on C and ǫ such that A ≤MB.
Let ǫ ∈ (0, 1) be given. We have
Bǫ = {Q ∈ ∆ : ∃ q ∈ B(Q) ∩ E1, 2C0ℓ(Q)ǫ < dist(q,E2) < 2C0ℓ(Q)} .
For each j ∈ Z, define l(j) ∈ Z as the unique integer such that 2l(j) ≤ 2jǫ <
2l(j)+1. Note that the map j ∈ Z 7→ l(j) ∈ Z is a bijection. To each Q ∈ Bǫ
we associate T (Q) ∈ ∆ in the following way. For j ∈ Z and Q ∈ Bǫ ∩∆j we
choose a point q ∈ B(Q) ∩ E1 such that 2C0ℓ(Q)ǫ < dist(q,E2) < 2C0ℓ(Q).
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Note that we can find such a q ∈ ∩l∈Z ∪T∈∆l T . Then we let T (Q) be the
cube in ∆l(j) containing q. We have T (Q) ∈ Aǫ where
Aǫ =
{
T ∈ ∆ : ∃ q ∈ T, 2C0ℓ(T ) < dist(q,E2) < 4C0ǫ
−1ℓ(T )
}
.
For l ∈ Z and T ∈ ∆l we set
D(T ) = {Q ∈ Bǫ : T (Q) = T} .
By construction we have D(T ) ⊂ ∆j where j ∈ Z is the unique integer
such that l = l(j) and ∪Q∈D(T )Q ⊂ B(pT , 5C02
j) ∩ E1. It follows that
cardD(T ) . 1. Furthermore for R ∈ ∆ and Q ⊆ R such that Q ∈ Bǫ we
have T (Q) ⊂ B(pR, 5C0ℓ(R)). Hence Bǫ must satisfy a Carleson packing
condition whenever Aǫ does.
Let us now check that Aǫ satisfies a Carleson packing condition. Let
p ∈ E1 and set Aǫ(p) = {T ∈ Aǫ : p ∈ T}. Since the map dist(·, E2) is
1-Lipschitz, we have
C0ℓ(T ) ≤ dist(p,E2) ≤ 5C0ǫ
−1ℓ(T )
for all T ∈ Aǫ(p). Hence cardA(p) . 1. This easily implies that Aǫ satisfies
a Carleson packing condition and concludes the proof of the lemma. 
Let C ≥ 1, E ⊂ Hk be C-Ahlfors regular, and ∆ be a system of dyadic
cubes on E. For each Q ∈ ∆ recall that bβE(Q) = bβE(pQ, 2C0ℓ(Q)), that
is,
bβE(Q) = (2C0ℓ(Q))
−1 inf
P∈P
{
sup
q∈B(Q)∩E
dist(q, P ) + sup
q∈B(Q)∩P
dist(q,E)
}
.
Let E˜ ⊂ Hk. Given p ∈ Hk, s > 0, set
I(p, s) = I
E,E˜
(p, s) and I˜(p, s) = I
E˜,E
(p, s) .
The next lemma should be compared to [5, Part IV-Lemma 1.20].
Lemma 4.12. Let p ∈ E ∩ E˜ and Q ∈ ∆ be given with p ∈ Q. Then
(4.13) bβE(Q) ≤ 3
(
bβ
E˜
(p, 6C0ℓ(Q)) + I(p, 6C0ℓ(Q)) + I˜(p, 6C0ℓ(Q))
)
.
Proof. Let ǫ > 0 be given. Let P ∈ P be such that
sup
q∈B(p,6C0ℓ(Q))∩E˜
dist(q, P ) + sup
q∈B(p,6C0ℓ(Q))∩P
dist(q, E˜)
≤ 6C0ℓ(Q) bβE˜(p, 6C0ℓ(Q)) + ǫ .
We have
(4.14) 2C0ℓ(Q) bβE(Q) ≤ sup
q∈B(Q)∩E
dist(q, P ) + sup
q∈B(Q)∩P
dist(q,E)
and B(Q) ⊂ B(p, 3C0ℓ(Q)).
For q ∈ B(Q) we denote by q˜ a point in E˜ such that d(q, q˜) ≤ dist(q, E˜)+ǫ.
We have d(q, q˜) ≤ d(q, p) < 3C0ℓ(Q) and q˜ ∈ B(p, 6C0ℓ(Q)). If q ∈ B(Q)∩E,
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it follows that
dist(q, P ) ≤ dist(q˜, P ) + dist(q, E˜) + ǫ
≤ sup
w∈B(p,6C0ℓ(Q))∩E˜
dist(w,P ) + sup
w∈B(p,6C0ℓ(Q))∩E
dist(w,E˜)<6C0ℓ(Q)
dist(w, E˜) + ǫ .
For q ∈ B(Q) ∩ P we have
dist(q,E) ≤ d(q, E˜) + dist(q˜, E) + ǫ
≤ sup
w∈B(p,6C0ℓ(Q))∩P
dist(w, E˜) + sup
w∈B(p,6C0ℓ(Q))∩E˜
dist(w,E)<6C0ℓ(Q)
dist(w,E) + ǫ .
Together with (4.14) we get
2C0ℓ(Q)bβE(Q)
≤ 6C0ℓ(Q)
(
bβ
E˜
(p, 6C0ℓ(Q)) + I(p, 6C0ℓ(Q)) + I˜(p, 6C0ℓ(Q))
)
+ 3ǫ .
Then (4.13) follows letting ǫ ↓ 0. 
From now on in this section, we assume that E satisfies the assumptions
of Theorem 4.6. Given ǫ ∈ (0, 1) we set
∆ǫ = {Q ∈ ∆ : bβE(Q) > ǫ} .
Since (4.9) and (4.10) hold for f = bβE , Lemma 4.8 applies and to prove
Theorem 4.6 we are going to show that there is γ : (0, 1) → (0,+∞) de-
pending only on C, θ, C1 and γ1 such that for each ǫ ∈ (0, 1) the set ∆ǫ
satisfies a γ(ǫ)-Carleson packing condition. We will actually show that for
each ǫ ∈ (0, 1) there are N, η > 0 depending only on ǫ, C, θ, C1, and γ1 such
that
(4.15) H2k+1
p ∈ R : ∑
Q∋p,Q⊆R
χ∆ǫ(Q) ≤ N

 ≥ η |R|
for all R ∈ ∆. The fact that (4.15) implies a γ(ǫ)-Carleson packing condition
for∆ǫ for some γ(ǫ) > 0 depending only on ǫ, C, θ, C1, and γ1 follows from [5,
Part IV-Lemma 1.12] which can be verbatim translated in our setting and
to which we refer for more details.
To prove (4.15) let ǫ ∈ (0, 1) and R ∈ ∆ be given. We know from
Definifion 4.7 (iii) that we can find a ball B centered on R with radius
C−10 ℓ(R) such that B ∩ E ⊂ R. Then we let E˜ ∈ BWGL(C1, γ1) be such
that
H2k+1(E ∩ E˜ ∩B) ≥ θ C
−(2k+1)
0 ℓ(R)
2k+1
and hence
(4.16) H2k+1
(
R ∩ E˜
)
≥ θ C
−(2k+1)
0 |R| .
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Set
A˜ǫ =
{
(p, s) ∈ E˜ × R+ : bβ
E˜
(p, 6C0s) > 3
−1ǫ
}
,
Bǫ =
{
(p, s) ∈ E × R+ : I(p, 6C0s) > 3
−1ǫ
}
,
B˜ǫ =
{
(p, s) ∈ E˜ × R+ : I˜(p, 6C0s) > 3
−1ǫ
}
.
It follows from Lemma 4.12, that, for every p ∈ R ∩ E˜,∑
Q∋p
Q⊆R
χ∆ǫ(Q) ≤
∑
Q∋p
Q⊆R
χ
A˜ǫ
(p, ℓ(Q)) + χBǫ(p, ℓ(Q)) + χB˜ǫ(p, ℓ(Q)) .
Then we get∫
R∩E˜
∑
Q∋p
Q⊆R
χ∆ǫ(Q) dH
2k+1(p)
≤
∫
R∩E˜
∫ 2ℓ(R)
0
(
χ
A˜ǫ/2
(p, s) + χBǫ/2(p, s) + χB˜ǫ/2
(p, s)
) ds
s
dH2k+1(p) .
We have used here the fact that bβ
E˜
(p, s′) ≤ 2bβ
E˜
(p, s), I(p, s′) ≤ 2I(p, s)
and I˜(p, s′) ≤ 2I˜(p, s) for s′ ≤ s ≤ 2s′.
The fact that E˜ ∈ BWGL(C1, γ1) together with Lemma 4.11 applied to
(E1, E2) = (E, E˜) and (E1, E2) = (E˜, E) implies that there is a α > 0
depending only on ǫ, C, C1, and γ1 such that∫
R∩E˜
∑
Q∋p
Q⊆R
χ∆ǫ(Q) dH
2k+1(p) ≤ α |R| .
Together with (4.16) this implies the existence of N, η > 0 depending only
on ǫ, C, θ, C1, and γ1 such that (4.15) holds and this concludes the proof of
Theorem 4.6.
Remark 4.17. The arguments given in this section work in a similar way
when considering the bilateral β-numbers for vertical hyperplanes bβv,E in
place of the bβE ’s.
Remark 4.18. It is clear from the proof of Theorem 4.6 that it can be
rephrased in the Euclidean setting for Ahlfors regular sets with arbitrary
dimension to get the following
Theorem 4.19. Let 0 < d < n be integers. Let C ≥ 1 and E ⊂ Rn be C-
Ahlfors regular with dimension d. Assume that there are θ > 0, C1 ≥ 1,
and γ1 : (0, 1) → (0,+∞) such that for each p ∈ E, r > 0, there is E˜ with
the following properties. First E˜ is C1-Ahlfors regular with dimension d.
Second for each ǫ ∈ (0, 1) the set {(p, s) ∈ E˜ × (0,+∞) : bβ
E˜
(p, s) > ǫ} is
γ1(ǫ)-Carleson. Third
Hd(E ∩ E˜ ∩B(p, r)) ≥ θrd .
Then E satisfies the bilateral weak geometric lemma. More precisely for each
ǫ ∈ (0, 1) the set {(p, s) ∈ E × (0,+∞) : bβE(p, s) > ǫ} is γ(ǫ)-Carleson for
some γ(ǫ) depending only on C, θ, C1 and γ1.
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In the above statement Ahlfors regular sets with dimension d in Rn, Car-
leson sets, and bilateral β-numbers are the obvious analogs of the notions
considered in this paper where Hk is replaced by Rn, the Korányi distance by
the Euclidean one, the exponent 2k+1 in (4.1) by d, and affine hyperplanes
in (4.2) by affine d-planes, see [5, Definitions 1.13, 1.69, and (2.1)].
Although the stability under the big pieces functor for several quantita-
tive geometric properties of subsets of Rn can be found in [5, Part IV], the
stability of the bilateral weak geometric lemma in the Euclidean setting was
not available in the literature so far, at least to our knowledge, and may have
its own interest.
5. BPiLG implies BWGL
The following quantified version of Theorem 1.1 follows as an immediate
consequence of Theorem 4.5 and Theorem 4.6. We refer to Section 3.4 for the
definition of BPiLG(C, λ, θ) and to the end of Section 4.1 for the definition
of BWGL(C, γ).
Theorem 5.1. For every C ≥ 1, λ ∈ (0, 1), θ > 0, there is γ : (0, 1) →
(0,+∞) such that BPiLG(C, λ, θ) ⊂ BWGL(C, γ).
Remark 5.2. Other notions of quantitative rectifiability in Hk have been
considered in the recent literature such as the existence of corona decom-
positions [10, Section 9]. The relationship between BPiLG, BWGL and the
existence of corona decompositions will be studied in a forthcoming paper.
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