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Abstract
Virtual high-throughput screening provides a strategy for prioritizing compounds
for physical screens. Machine learning methods offer an ancillary benefit to make
molecule predictions, yet the choice of representation has been challenging when
selecting algorithms. We emphasize the effects of different levels of molecule
representation. Then, we introduce N-gram graph, a novel representation for a
molecular graph. We demonstrate that N-gram graph is able to attain most ac-
curate prediction with several non-deep machine learning methods on multiple
tasks.
1 Introduction
The advancement in deep learning has brought tremendous advancement in the area of image clas-
sification and speech recognition. The benefits of applying deep neural networks in the horizon
of drug discovery (prediction on molecules) remain limited. Recent publication demonstrates poor
prediction when distortion (noise) was added to images [21]. Unlike images and speeches, the in-
put features in drug discovery are rarely clean, thus creating a stumbling block in making a good
prediction on molecules.
Extended Connectivity Fingerprint (ECFP) is one of the most widely used feature representations,
which encodes one molecule into a fixed length of a bit vector. In ECFP, each bit vector corresponds
to a set of substructures and collision may happen after the hashing operation. Therefore, ECFP is
easy for the machine to utilize but makes it complex for a human interpretation.
Simplified Molecular Input Line Entry System (SMILES) is a character sequence describing the
molecule structures. There are some inherent issues in SMILES, the biggest limitation is that
molecules cannot be simply represented as a sequence, given that itself contains ring structure and
tree-like skeleton.
Graph-based representation, on the other hand, can include the most comprehensive information for
a molecule, including the molecule skeleton, posing information, and atom features. But how to
make it interpretable for a machine is not as simple as using ECFP or SMILES. A fully-connected
neural network is a good fit for models on ECFP, and both convolution and a recurrent neural network
can map SMILES string into meaningful latent space. [7] introduces neural fingerprints (NEF), and
it first starts to apply a graph layer on deep neural networks. Beyond this, only a minor improvement
has been accomplished. One limitation for graph-based models is that most works focus on message
passing between adjacent atoms as representation, and it may over represent the local structure and
ignore the molecule general shape.
Preprint. Work in progress.
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One assumption is in Figure 1. Different levels of representation will have a constraint on model
performance and the understanding ability of machine. Recall that ECFP is extracted from SMILES,
and SMILES is extracted from molecule graph. These transformation processes are lossy, and as
a trade-off, the benefit is that they are becoming easier for a machine to read and operate on. The
best condition is that once a model is able to fully utilize the information in the more comprehensive
representation (like molecule graph), its corresponding performance will bring about a great im-
provement. More and more recent works are gearing towards graph-based representation following
this curve. However, as will be illustrated in Section 5, minor progress have been made comparing
to ECFP.
Figure 1: Pareto curve for feature representation and
abstraction. From molecule graph to SMILES to ECFP,
more information is lost, but the corresponding rep-
resentation becomes more abstract and easier for ma-
chine to understand.
Current graph-based neural networks apply message passing for information delivery and is de-
signed to only end-to-end deep neural networks. This paper introduces a novel graph-based repre-
sentation called N-gram graph. It allows non-deep supervised machine learning methods to reach
the most up-to-date performance.
The contributions of this paper are: (1) It introduces a novel representation on graph-like data, N-
gram graph. It is much simpler than existing graph-based neural network, yet the performance
can compete with the most up-to-date models. (2) N-gram graph does not require an end-to-end
training process, therefore multiple non-deep supervised machine learning methods can be trained
on it. (3) N-gram graph shows very promising generalization performance on deep neural networks.
(4) This verifies that molecule representation has become a bottleneck in virtual screening tasks, and
it requires us rethinking new representation methods that can fully utilize the expressive capacity of
deep neural networks.
2 Related Work
Deep learning methods showed overwhelming results starting from [17, 4] Merck Molecular Activ-
ity Challange, 2012. After that, [5, 12, 15, 16, 19, 23] start to investigate the benefits of multi-task
deep neural network and prove its outstanding performance when comparing with shallow models.
All of these works are using ECFP as representation.
Another option for molecule representation is the SMILES string. SMILES can be treated as a
sequence of atoms and bonds, and each molecule has a unique canonical SMILES string. Therefore
some work tries to make SMILES feed into more complicated neural networks. [11] makes model
comparisons based on input features, including recurrent neural network language model (RNN) and
convolutional neural networks (CNN) with SMILES, and shows that CNN is best when evaluated
on the log-loss.
SMILES as molecule representation is very active in molecule generation tasks. [9] first applies
SMILES for automatic molecule design, and [14] proposes using a parser tree on SMILES so as to
produce more grammarly-valid molecules, where the input is the one-hot encoded rules.
Recent works start to explore molecule graph, which can potentially represent each molecule without
losing any information. [7] first utilizes message passing on graph. At each step, it passes the hidden
message layer to the intermediate feature layer, the summed-up neural fingerprints will be fed into
neural network as feature. Following this, [1] makes small adaptations by using the last message
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layer as feature inputs for neural network. [13] proposes a new module called weave for delivering
information among atoms and bonds.
There are other research lines not focusing on message-passing for graph representation. Patchy-
SAN(Select-Assemble-Normalize), introduced by [18], imposes an order on nodes to construct local
structure as graph features.
3 Background and Preliminary
Generally, molecules can be represented in three levels for machine learning models. The ideal rep-
resentation contains comprehensive information for each molecule, like molecule graph. SMILES is
to represent each molecule as a string of characters. ECFP goes one step further, it maps molecules
to a bit-vector, where each bit represents the existence of one set of substructures. Notice that during
this process, though the representation is becoming easier for a machine to understand, increasing
number of information is lost.
3.1 Extended Connectivity Fingerprint and Simplified Molecular Input Line Entry System
Extended Connectivity Fingerprint (ECFP) [20] has been the most widely used featurization in
virtual screening tasks. It is an iterative algorithm that encodes the circular substructures of the
molecule as identifiers at increasing levels with each iteration. In each iteration, hashing is applied
to generate new identifiers, and thus, there is a chance that two substructures are represented by the
same identifier. In the end, a list of identifiers encoding the substructures is folded to bit positions
of a fixed-length bit string. A 1-bit at a particular position indicates the presence of a substructure
(or multiple substructures) and a 0-bit indicates the absence of corresponding substructures.
Simplified Molecular Input Line Entry System (SMILES) [24] is another representation option.
For any given compound structure with a valid 2-D graph representation, a SMILES string can be
generated as a 1-D line notation for the chemical structure. By this transformation, SMILES can be
treated as a sequential representation and fits the setting of a recurrent neural network.
One example of ECFP and SMILES is illustrated in Figure 2.
Figure 2: Three-level representations for a molecule example. The graph for one molecule example
is displayed as above. The canonical SMILES is c1cc(oc1C(=O)Nc2nc(cs2)C(=O)OCC)Br, and
ECFP is [000000...00100100100...000000].
3.2 Graph Representation
A molecule can be potentially represented as a graph, where each atom is a node and each bond is an
edge. Suppose there are in total m atoms in the graph, each atom is ai, where i ∈ {0, 1, ...m− 1}.
Each atom entails useful information, like atom symbol, number of charges, etc. These atom features
are encoded into node attribute matrix N ∈ {0, 1}m×d, where d is the dimension of atom feature.
For atom ai, its attribute vector Ni,· is defined in Equation (1). Adjacent matrix A ∈ {0, 1}m×m is
able to depict the skeleton of a molecule. As in Equation (2), Ai,j = 1 iff ai and aj are bonded.
Ni,· = [C,Cl, I,F, . . .︸ ︷︷ ︸
atom symbol
, 0, 1, 2, 3, 4, 5, 6︸ ︷︷ ︸
atom degree
, . . . , 0, 1︸︷︷︸
is acceptor
, 0, 1︸︷︷︸
is donor
] (1)
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Ai,j =
{
1, atomi and atomj are bonded
0, otherwise
(2)
Each N-gram path in a graph is represented by V , and |V | is the length of that path. A path with
length n is represented by Vn. The set of all N-gram paths with same length is called a N-gram path
set.
3.3 Message Passing in Graph-based Neural Network
In recent works, message passing has been dominant in graph-based neural networks. Message
passing has T iterations. At step t, each atom will pass its information only to neighbors. After
continuing for T steps, each atom is able to pass its own information to atoms at most T -step away.
Therefore, message passing is capable of encoding molecule local structure within the radius of T
around each atom.
Let the intermediate matrix at step t be Mt, and operation A · Mt allows each atom to pass its
own information to their neighbors, where · is the matrix multiplication. Message passing will then
multiply it with hidden layer Ht followed by activation function σ. Repeat this process for T times,
and the output matrix MT is assumed to capture the molecule information. This can be nicely
written in Equation (3).M0 = N at initial step.
Mt+1 = σ(Ht[Mt +A ·Mt]) (3)
One characteristic of graph-based representation is that its restriction applies only to end-to-end
deep neural networks, where all parameters are learned by back-propagation.
4 N-gram Graph: A Novel Molecule Representation
N-gram graph is an order-invariant representation for graph. It splits the graph into different N-gram
path sets. The high-level process for the N-gram Graph is described as follows:
1. Apply segmented random projection on each atom.
2. N-gram path is formulated by the production of all the nodes(atoms) in that path.
3. For a fixed path length, sum up all the N-gram paths to denote N-gram path set.
4. Concatenate N-gram path sets with multiple N, and output is the N-gram graph.
Following sections will go step by step, from problem formulation to motivation of novel representa-
tion in Section 4.1. Segmented random projection and N-gram graph will be explained in Section 4.2
and Section 4.3 respectively.
4.1 Relaxation and Problem Formulation
For each molecular graph, the goal is to find a set of shared substructures among all the active
molecules. The substructure should satisfy several constraints, like the atom features and relative
positions. The predicted molecules will have positive labels iff they contain similar substructures.
The target substructures can be represented by a candidate set C ∈ {0, 1}m×1, where each bit in C
means this atom is crucial for the target task. Therefore drug discovery problems can be interpreted
into following rigorous way.
N T · C = c1 (4)
A⊗ (C · CT ) ∼= c2 (5)
, where · is the matrix multiplication, ⊗ is the element-wise multiplication, and A ∼= B means A
and B are isomorphic. For the above constraints in Equation (4), c1 ∈ Rd represents the number of
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each feature in the candidate substructures, like atom symbol and atom degree, and c2 ∈ Rm is the
skeleton among candidate substructures.
One issue for the candidate set C is that it is sensitive to the atom ordering. Once the index of
atoms are switched, it’s still the same molecule but representation may change totally. And this is
the motivation for introducing N-gram graph, an order-invariant graph representation.
4.2 Atom Level: Segmented Random Projection
Before introducing the novel representation, we need to apply segmented random projection
as atom-level feature. Recall that A is the adjacent matrix, and N is the node attribute ma-
trix. Atom features can be treated as the combination of S feature segments, where each seg-
ment is a one-hot vector. Similarly, node attribute matrix can be divided into S segments,
N = [N 0,N 1, . . . ,N (S−1)].
In natural language processing tasks, word is first mapped to a one-hot vector. Recent work [2] has
shown that random embedding for words can be simple yet effective, and we extend this idea to map
each feature segment into a random space, from one-hot vector to one-hot matrix. The segmented
random projection is the concatenation of S one-hot matrices.
Let G = [G0,G1, . . . ,G(S−1)] be the randomized Gaussian matrix, where d is the dimension of atom
feature and r is the dimension of the random space. It can be divided into S segments according to
atom features. Ni,· is feature for atom ai, and gi is the corresponding randomized representation.
The segmented randomized projection function f : Ni,· → gi is defined in Equation (6).
gi = f(Ni,·)
= f([N 0i,·,N 1i,·, . . . ,N (S−1)i,· ])
= [
∑
(G0 · N 0i,·),
∑
(G1 · N 1i,·), . . . ,
∑
(G(S−1) · N (S−1)i,· )]
(6)
, where
∑
is the sum up along the axis of feature dimension ds.
∑
(Gs ·N si,·) ∈ Rr×1 is the random
projection on s-th feature segment for ai. Figure 3 describes the whole projection process.
. . .
N 0i,· N 1i,· N (S−1)i,·
. . .
G0 · N 0i,· G1 · N 1i,· G(S−1) · N (S−1)i,·
. . .concat
Figure 3: Segmented random projection on atom ai. Each atom features can be split into S seg-
ments. Each group of feature with dimension ds corresponds to a one-hot vector Nsi,· ∈ {0, 1}1×ds
(marked in grey). Multiply it by Gaussian random matrix Gs ∈ Rr×ds as projection to a random
space. For each randomized atom feature gi, the only non-zero column in output matrix Gs · N si,· in
each segment will be extracted and concatenated.
4.3 Molecule Level: N-Gram Graph
Atom ordering becomes one of the biggest challenges under the previous problem formulation. Re-
ordering atoms in one molecule will not change its physical or molecule properties, but the candidate
set C is not capable of recognizing this difference. Adding an order-invariant representation seems
to be a reasonable solution.
The N-gram approach is a classic technique used in natural language processing. It represents a
sentence as counts of the contiguous sequence of N words in the sentence. Viewing words as atoms
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and sentences as linear molecules inspire us to come up with a N-gram method for graph repre-
sentation. Based on segmented random projection on atoms, this paper proposes a novel molecular
representation named N-gram graph.
Let Vn ∈ Rr×S , p ∈ {1, 2, . . . , N} represent the N-gram path set. It is defined as the sum of all
N-gram paths with length n. And each N-gram path is represented by the production of randomized
atoms f(ai) in that path. See definition in Equation (7).
Vn =
∑
∀V,s.t. |V |=n
n-gram path︷ ︸︸ ︷∏
ai∈V
f(ai)︸ ︷︷ ︸
segmented random projection︸ ︷︷ ︸
n-graph path set
(7)
N-gram graph for each moleculeG = [V1,V2, . . . ,Vn] ∈ RN×r×S is the concatenation of N-gram
path sets with multiple length n. Notice that with N-gram graph representation, each column of
G corresponds to the path representation with different length. Comparing to the message-passing
in the end-to-end graph neural network or ECFP generation, this can offer a finer-grained view of
the molecules, in the sense that it separates different local structures by path length. Besides, when
generatingG, only path information is used, while in message passing graph, important information
can get delivered back-and-force within each pair of adjacent atoms, therefore it may lead to a biased
representation focusing more on path with smaller length.
To build up models, N-gram graph is flattened into a 1-dimensional vector, so as to be fed into
non-deep neural networks like random forest or XGBoost. Deep neural networks can directly apply
fully-connected layers on it with flatten operation between some intermediate layers.
5 Experiment and Preliminary Results
Six models and three different feature representations will be tested on 12 classification and 3 regres-
sion tasks. The corresponding feature representation and model combinations are listed in Table 1.
Table 1: Feature representation for each different machine learning model. NEF, GCNN, and Weave
are end-to-end neural networks.
Model Feature Representation
Neural Fingerprints (NEF) [7] Message-Passing Graph
Graph CNN (GCNN) [1] Message-Passing Graph
Weave NN (Weave) [13] Message-Passing Graph
Random Forest (RF) ECFP / N-Gram Graph
XGBoost (XGB) [3] ECFP / N-Gram Graph
Fully-connected Deep Neural Network (DNN) ECFP / N-Gram Graph
For N-gram graph, the specific d = 42 dimension features and S = 8 segments can be found in
Appendix B. NEF, GCNN and Weave are using hyperparameters in [7, 1, 13]. For other models,
we run a comprehensive grid search for hyperparameter sweeping and re-explore two non-deep
machine learning algorithms, RF and XGB. All data sets are split into five folds with one picked up
as hold-out test set. The codes will be available on GitHub soon.
5.1 Qualitative Analysis
To further explain how N-gram graph can help with representation, pairwise cosine similarity on dif-
ferent representations are compared. Similarity is calculated on a subset of molecules from Delaney
dataset [6].
As displayed in Figure 4, ECFP tends to treats molecules differently, while N-gram graph is in-
clined to make molecules concentrate on similar representation. However, some molecule pairs are
observed to be overlapped on ECFP while N-gram graph can distinguish among them.
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(a) N = 6, r = 50 (b) N = 6, r = 100
Figure 4: Comparison of pairwise molecule similarity between ECFP and N-gram graph. Larger
random dimension (d = 100 on the right) can make representation spread lightly wider than lower
dimension (d = 50 on the left). For some pairs of entirely different molecule pairs by ECFP (the
left line), yet N-gram graph measure them as different similarity.
5.2 Classification Tasks
Tox21: [22] "Toxicology in the 21st Century" initiative created a public database measuring toxicity
of compounds, which was used in the 2014 Tox21 Data Challenge. Twelve representation and model
pairs are tested on twelve tasks, and Table 2 summarizes the AUC[ROC] on the test set.
Table 2: AUC[ROC] on test set on Tox21. Top three results are bolded and the best performance is
underlined. Each row corresponds to a task, except that last row measures the general performance
over all tasks.
Representation ECFP Message-Passing Graph N-Gram Graph
Method RF XGB DNN NEF GCNN Weave RF XGB DNN
NR-AR 0.820 0.822 0.751 0.723 0.843 0.796 0.826 0.839 0.830
NR-AR-LBD 0.882 0.853 0.808 0.859 0.869 0.822 0.841 0.845 0.845
NR-AhR 0.883 0.887 0.850 0.846 0.881 0.869 0.870 0.884 0.859
NR-Aromatase 0.828 0.782 0.693 0.759 0.826 0.802 0.849 0.833 0.832
NR-ER 0.717 0.742 0.709 0.690 0.739 0.742 0.697 0.704 0.729
NR-ER-LBD 0.837 0.827 0.796 0.810 0.803 0.783 0.812 0.829 0.802
NR-PPAR-gamma 0.809 0.709 0.738 0.743 0.784 0.829 0.826 0.817 0.772
SR-ARE 0.838 0.839 0.781 0.759 0.804 0.813 0.827 0.826 0.794
SR-ATAD5 0.865 0.808 0.746 0.727 0.843 0.837 0.858 0.844 0.808
SR-HSE 0.797 0.745 0.723 0.747 0.770 0.778 0.773 0.821 0.764
SR-MMP 0.874 0.866 0.870 0.854 0.875 0.878 0.893 0.905 0.862
SR-p53 0.875 0.869 0.710 0.813 0.822 0.808 0.843 0.872 0.794
Average 0.835 0.812 0.765 0.778 0.822 0.813 0.826 0.835 0.807
After a thorough hyperparameter sweeping, RF on ECFP in Table 2 shows pretty promising results.
Other methods, like GCNN and Weave on Message-Passing Graph, also reach very competitive
performance. Both XGB and DNN get improved from ECFP to n-gram graph, and it demonstrates
its advantages with XGB reaching best test ROC. Though all the test set performance are similar, as
shown in Appendix C.2, N-gram graph on DNN possesses quite stable performance.
However, we are not going to conclude which representation and model pair can make the best pre-
diction. As observed from Table 2, no model shows overwhelming performance, and best algorithm
may vary according to different tasks. In addition, performance is very sensitive to data splits and
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hyperparameters. Instead, we want to acknowledge that we have not reached the bottleneck of fully
utilizing the capacity in deep neural networks, and feature representation can be one break point.
5.3 Regression Tasks
Regression tasks will continue using same datasets in [7].
• Delaney: 1144 molecules were measured with respect to the aqueous solubility [6].
• Malaria: [8] measures the drug efficacy of 10,000 molecules against the parasite that
causes malaria.
• CEP: A subset of 2,000 molecules from Havard Clean Energy Project (CEP) [10]. It aims
at estimating organic photovoltaic efficiency.
Table 3: RMSE on three regression tasks (test set). Top three results are bolded and the best
performance is underlined. Baseline results (∗) are from [7, 13].
Representation Method Delaney Malaria CEP
ECFP RF 1.251 1.011 1.667XGB 1.120 0.998 1.442
DNN (∗) 1.40 1.13 2.00
Message-Passing Graph
NEF (∗) 0.52 1.15 1.43
GCNN 0.98 1.02 1.17
Weave (∗) 0.46 1.07 1.10
N-Gram Graph
RF 0.802 1.011 1.367
XGB 0.771 1.003 1.296
DNN 0.665 1.085 1.359
As demonstrated in Table 3, performance on regression tasks varies a lot. But we can still get
some common observations out of it. When comparing N-gram graph with ECFP, all three models
can obtain better RMSE in most cases (except XGB on Malaria). Message-passing graph shows
slightly better performance on Delaney and CEP, but other models based on n-gram graph are very
comparative.
6 Conclusion
This paper introduces a novel graph-based representation called N-gram graph for virtual screening
task. The first step in tackling this task is the derivation of problem formulation which requires an
order-invariant representation. Then, the idea of N-gram is taken and extended to graph data and
this can be applied to most supervised machine learning methods. After a comprehensive hyperpa-
rameter sweeping, we show the potential benefits of N-gram graph by reaching the most up-to-date
performance. However, the limitation is that N-gram graph does not take the edge information or
molecule shape into consideration, which might be important for making predictions.
This paper proposes an interesting way to handle graph-based representation. The future direction
of research can target at further exploration of representation and molecule generation based on the
randomized latent space.
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A Task Specification
Table 4: Number of active and total molecules for each task in Tox21.
Task Num of Active Num of Total
NR-AR 304 7332
NR-AR-LBD 237 6817
NR-AhR 783 6592
NR-Aromatase 298 5853
NR-ER 784 6237
NR-ER-LBD 347 7014
NR-PPAR-gamma 186 6505
SR-ARE 954 5907
SR-ATAD5 262 7140
SR-HSE 378 6562
SR-MMP 912 5834
SR-p53 414 6814
B Node Attribute Matrix Specification
Table 5: 42 features are divided into 8 segments.
segmentation digit meaning values
0 0-9 atom symbol [C, Cl, I, F, O, N, P, S, Br, Unknown]
1 10-16 atom degree [0, 1, 2, 3, 4, 5, 6]
2 17-23 atom number of Hytrogeon [0, 1, 2, 3, 4, 5, 6]
3 24-29 atom implicit valence [0, 1, 2, 3, 4, 5]
4 30-35 atom charge [-2, -1, 0, 1, 2, 3]
5 36-37 if atom is aromatic [not aromatic, is aromatic]
6 38-39 if atom is acceptor [not acceptor, is acceptor]
7 40-41 if atom donor [not donor, is donor]
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C Result Classification Tasks
C.1 ROC on Tox21
Table 6: This table includes three different methods on N-Gram Graph.
Six combinations of n-gram and r random projection dimension are
listed. For each combination, model with best performance is bolded.
target name r-dimension n-gram XGBoost RF DNN
NR-AR
50
2 0.825 0.825 0.855
4 0.832 0.826 0.863
6 0.839 0.826 0.864
100
2 0.818 0.826 0.816
4 0.832 0.823 0.847
6 0.837 0.822 0.830
NR-AR-LBD
50
2 0.835 0.851 0.867
4 0.835 0.849 0.857
6 0.845 0.841 0.857
100
2 0.835 0.855 0.867
4 0.827 0.841 0.857
6 0.843 0.840 0.845
NR-AhR
50
2 0.883 0.874 0.852
4 0.889 0.872 0.852
6 0.884 0.870 0.851
100
2 0.887 0.874 0.866
4 0.888 0.873 0.861
6 0.886 0.872 0.859
NR-Aromatase
50
2 0.839 0.849 0.826
4 0.829 0.849 0.824
6 0.833 0.849 0.826
100
2 0.829 0.853 0.824
4 0.833 0.848 0.834
6 0.829 0.844 0.832
NR-ER
50
2 0.712 0.693 0.708
4 0.717 0.695 0.708
6 0.704 0.697 0.708
100
2 0.711 0.694 0.717
4 0.714 0.698 0.719
6 0.704 0.699 0.729
NR-ER-LBD
50
2 0.811 0.801 0.805
4 0.821 0.816 0.800
6 0.829 0.812 0.799
100
2 0.822 0.798 0.813
4 0.821 0.818 0.801
6 0.822 0.807 0.802
NR-PPAR-gamma
50
2 0.821 0.850 0.726
4 0.784 0.847 0.728
6 0.817 0.826 0.717
100
2 0.802 0.849 0.751
4 0.802 0.835 0.748
6 0.792 0.837 0.772
SR-ARE
50
2 0.819 0.815 0.795
4 0.829 0.824 0.807
6 0.826 0.827 0.804
100
2 0.822 0.815 0.799
4 0.837 0.828 0.803
6 0.836 0.832 0.794
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SR-ATAD5
50
2 0.853 0.840 0.814
4 0.846 0.865 0.807
6 0.844 0.858 0.807
100
2 0.858 0.844 0.805
4 0.853 0.865 0.821
6 0.843 0.858 0.808
SR-HSE
50
2 0.785 0.760 0.775
4 0.805 0.771 0.779
6 0.821 0.773 0.771
100
2 0.792 0.762 0.759
4 0.798 0.775 0.760
6 0.796 0.771 0.764
SR-MMP
50
2 0.897 0.887 0.857
4 0.904 0.893 0.851
6 0.905 0.893 0.849
100
2 0.903 0.889 0.863
4 0.909 0.893 0.860
6 0.908 0.893 0.862
SR-p53
50
2 0.847 0.826 0.778
4 0.864 0.840 0.778
6 0.872 0.843 0.772
100
2 0.855 0.830 0.791
4 0.868 0.841 0.795
6 0.865 0.841 0.794
Average
50
2 0.827 0.823 0.805
4 0.830 0.829 0.804
6 0.835 0.826 0.802
100
2 0.828 0.824 0.806
4 0.832 0.828 0.809
6 0.830 0.826 0.807
C.2 Generalization Performance on Tox21
Table 7: Generalization performance: Train and test gap on AUC[ROC]. Top three robust models
are bolded and the most stable one is underlined. Though its performance has not reached the best
of all, N-gram graph with DNN is the most robust pair.
Representation ECFP Message-Passing Graph N-Gram Graph
Method RF XGB DNN NEF GCNN Weave RF XGB DNN
NR-AR 0.179 0.162 0.249 0.269 0.068 0.083 0.174 0.161 0.049
NR-AR-LBD 0.118 0.142 0.190 0.141 0.105 0.141 0.159 0.155 0.091
NR-AhR 0.117 0.105 0.149 0.147 0.068 0.065 0.130 0.116 0.063
NR-Aromatase 0.171 0.209 0.307 0.238 0.106 0.145 0.151 0.167 0.086
NR-ER 0.282 0.219 0.291 0.277 0.120 0.127 0.302 0.296 0.022
NR-ER-LBD 0.162 0.161 0.204 0.188 0.134 0.138 0.186 0.171 0.079
NR-PPAR-gamma 0.191 0.284 0.262 0.248 0.179 0.141 0.174 0.183 0.132
SR-ARE 0.161 0.135 0.219 0.234 0.087 0.061 0.173 0.174 0.039
SR-ATAD5 0.135 0.186 0.254 0.259 0.126 0.103 0.141 0.156 0.085
SR-HSE 0.203 0.241 0.277 0.240 0.168 0.156 0.223 0.179 0.093
SR-MMP 0.126 0.122 0.130 0.140 0.078 0.072 0.107 0.095 0.079
SR-p53 0.125 0.125 0.290 0.179 0.128 0.113 0.157 0.128 0.068
Average 0.164 0.174 0.235 0.213 0.114 0.112 0.173 0.165 0.074
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