This paper is concerned with some feasibility issues in mathematical programs with equilibrium constraints (MPECs) where additional joint constraints are present that must be satised by the state and design variables of the problems. We introduce sucient conditions that guarantee the feasibility of these MPECs. It turns out that these conditions also guarantee the feasibility of the quadratic programming subproblems arising from the penalty interior point algorithm (PIPA) and the sequential quadratic programming (SQP) algorithm for solving MPECs; thus the same conditions ensure that these algorithms are applicable for solving this class of jointly constrained MPECs.
1.

Introduction
Mathematical programs with equilibrium constraints (MPECs) have in recent years received growing attention among optimization researchers. The monograph [5] presents a comprehensive study of these important optimization problems and contains an extensive list of references. Up to now, the rigorous study of the MPECs has been to a large extent restricted to the case where the only constraints that link the rst-level (design) and second-level (state) variables are the equilibrium constraints; analytical results pertaining to the case where additional joint constraints are present are scarce and incomplete. Our goal in this paper is to examine some basic feasibility issues associated with mathematical programs with ane equilibrium constraints where additional joint linear constraints are present besides the equilibrium constraints.
Specically, we consider the following MPEC: where f : < n+m ! < is a continuously dierentiable function, A 2 < p2n , B 2 < p2m , N 2 < m2n and M 2 < m2m are given matrices, b 2 < p and q 2 < m are given vectors, and C is a polyhedral convex cone in < n . In this formulation, x is the rst-level (design) variable and y and w are the second-level (state) variables. The equilibrium constraints (also called state constraints) are expressed in the form of the parametric linear complementarity problem with x as the parameter and y as the primary variable: 0 y ? w = q + N x + M y 0;
where the notation a ? b means that the two vectors a and b are perpendicular; for simplicity, the additional joint constraint between the design variable x and the state variable y is assumed to be modeled by the linear equation
Other joint constraints in the form of inequalities can easily be cast in the above form by introducing slack variables and redening the rst-level variables and the cone C.
The case where B = 0 in the problem (1.1) has received a fairly comprehensive treatment in the literature; see [5] . In particular, the implicit programming approach [4, 5] , the penalty interior point algorithm (PIPA) [5] , a bundle-type algorithm [6] , the sequential quadratic programming (SQP) algorithm [3] , and a continuation-type algorithm [2] all deal with this special case. A fundamental reason for this restricted treatment to date lies in the fact that the absence of the matrix B signicantly simplies the feasibility issue of the MPEC itself; algorithmically, this special case relegates the feasibility consideration in the subproblems arising from an iterative method for solving the MPEC such as PIPA or the SQP algorithm. Indeed, the feasibility issue for either the problem (1.1) itself or the subproblems in the numerical methods has been the major bottleneck for a complete treatment of the problem (1.1) when B is not the zero matrix.
To better explain this point, consider the MPEC (1.1) and suppose that B = 0 and M is a Q-matrix [1] . Then for any x 2 < n , a vector (y; w) 2 < 2m satisfying the state constraints (1.2) always exists by the Q-property of M ; and hence the MPEC (1.1) is feasible whenever the set fx 2 C j Ax = bg is nonempty. However, in the general case where B 6 = 0, little is known to date about conditions that guarantee the feasibility of the MPEC and subproblems of iterative methods for solving it.
In this paper, we introduce conditions under which feasibility of the MPEC (1.1) is guaranteed. We consider the extension of PIPA to the MPEC (1.1) with side joint linear constraints and show that one of the conditions introduced also ensure the feasibility of the quadratic programming subproblems to be solved at each iteration of this algorithm. Finally, we do the same for the SQP algorithm.
Feasibility of MPEC
The constraint system of the MPEC (1.1) can alternatively be written as Since the system (2.2) is a relaxation of (2.1), assumption (A1) is clearly necessary for the constraint system (2.1) to be consistent. The implication in (A2) is reminiscent of the row suciency condition of a square matrix in LCP theory [1, Section 3.5] . It is interesting to note that it is not necessary for M to be a P 0 -matrix in order for (A2) to hold; a counterexample exists in the case when the matrix A = 0, N is the identity matrix and C is the entire < n . In this case, (A2) holds trivially for arbitrary matrices B and M .
The following two propositions provide some interesting sucient conditions for assumption (A2) to hold. Remark. Geometrically, the expression (2.4) stipulates that the column space of the matrix B T is contained in the image of the set C \ kernel(A) under the linear transformation dened by the matrix N. Thus the larger the range of the matrix N is or the smaller the range of the matrix B T is, the more likely this condition can be satised.
Next we establish the main theorem that gives a sucient condition for the MPEC (1.1) to be feasible. where the rst inequality follows from (2.8) and (2.10) and the second inequality follows from (2.9) and (2.11). By assumption (A2), it follows from (2.6) and (2.12) that where the equalities follow from (2.9), (2.13) and (2.10), respectively. Consequently, by (2.8) and (2.11), we have y T = 0, as desired. In this section, we study conditions for all the PIPA quadratic programming subproblems to be feasible, thus for the applicability of the PIPA for solving the MPEC (1.1) with joint linear constraints on the state and design variables. We refer the reader to [5, Chapter 6] for the detailed description of PIPA. The important point to be made here is that in this reference, the analysis of PIPA is restricted to the case where B = 0 and M is a P 0 -matrix. The purpose of this section is to extend this analysis by removing both of these restrictions. It will be useful for us to rst summarize the essentials of PIPA for solving the MPEC (1.1). This algorithm is designed to trace the solution path f (x(); y(); w()) 2 < n+2m j > 0g of the parametrized family of nonlinear programs in which the complementarity conditions w T y = 0, y 0, w 0 are replaced by w y = 2e, y > 0, w > 0, where is a positive parameter approaching zero and e 2 < m is the vector of all ones. Specically, the vector In practice, since it is not easy to trace this parametric solution curve, a sequence of approximate iterates f(x k ; y k ; w k )g is generated as follows. Let (x k ; y k ; w k ) 2 < n+2m be the current iterate We show that (3.6) is equivalent to the implication (3.5). It is trivial that (3.6) implies (3.5).
Conversely, suppose that (3.5) holds. If (u; v) satises the left-hand side of the implication (3.6), then it follows from (3.5) that v = 0, which in turn implies that A T u 2 C 3 . Since x k 2 C by (3.2), we obtain (Ax k ) T u = (x k ) T A T u 0. Hence (3.6) holds. 2
Now we show that the assumption (A2) given in the previous section also provides a sucient condition for the QP subproblem (3.3) to be feasible for all k. Proof. According to Lemma 3.1, it suces to show that the implication (3.5) holds for each k. Let (u; v) 
Feasibility of SQP Subproblems
The results obtained in the previous section extend to the SQP algorithm proposed in [3] . In the SQP algorithm, we consider another parametrized family of nonlinear programs: minimize f(x; y) subject to Ax 
Concluding Remarks
We conclude this paper with some comments that arise from Theorem 3.1 and Theorem 4.1. These results have identied a class of MPECs with side joint constraints to which PIPA and SQP algorithm are applicable (again, see [5] and [3] for details of these algorithms). More importantly, this class of MPECs does not require M to be a P 0 -matrix (see the discussion preceding Proposition 2.1). This generality raises the question of whether the convergence proofs for PIPA and SQP algorithm that require the P 0 -property of M as given in [5, Chapter 6] and [3] , respectively, will remain valid for the more general MPEC (1.1) with assumption (A2) replacing the P 0 -assumption. This issue is presently being investigated.
Although it is not clear to us at this time how easily satised assumption (A2) is in practical applications of the MPEC (1.1), this condition is nevertheless the rst of its kind in the study of the general MPEC. We are hopeful that further results of this nature can be obtained and that our work will provide a lead in this direction of research for the MPEC.
