Prolate spheroidal wave functions, because of their many remarkable properties leading to new applications, have recently experienced an upsurge of interest. They may be defined as eigenfunctions of either a differential operator or an integral operator (as observed by Slepian in the 1960's). There are various ways of calculating their values based on both approaches. The standard one uses an approximation based on Legendre polynomials, which, however, is valid only on a finite interval. An alternative, valid in a neighborhood of infinity, uses a Bessel function approximation. In this paper we present a new method based on an eigenvalue problem for a matrix operator equivalent to that of the integral operator. Its solution gives the values of these functions on the entire real line and is computationally more efficient.
Introduction
In this work we shall be concerned with the construction of prolate spheroidal wave functions (PSWFs) and their associated prolate spheroidal wavelets (PS wavelets). The former were introduced in a classic paper [6] by David Slepian and his collaborators in Bell Labs as solutions of an energy concentration problem. They had previously been known as solutions of a Sturm-Liouville problem, from which many of their properties could be derived.
The scaling function of the PS wavelets introduced in [12] was based on the first PSWF.
Both sets of functions have many interesting, even unique properties, that make them desirable as bases [11, 12] . Some of these properties are listed in the next section, and will be used to convert the energy concentration problem from one involoving integrals to one involving sequences. This in turn will enable us to constuct the PSWFs and the PS scaling function from a discrete eigenvalue problem. It should be pointed out that this discrete problem is not the one arising from some standard numerical methods, but rather is unique to this setting and gives exactly the same eigenvalues as the continuous integral equation. These eigenvalues have the surprising "step function property": they are very close to 1 for n < πτ, and very close to 0 for larger values of n [6] .
After Slepian, Pollak and Landau discovered the connection between PSWFs and the energy concentration problem during the 1960's, the PSWFs were shown to be an important tool for analyzing some problems raised in signal processing and telecommunications [4] . But they did not have a standard representation in terms of trigonometric functions and were, and still are, regarded as somewhat mysterious. They are seldom used in practice because of this and because the computation of the PSWF function values themselves is a complex numerical problem [3] . Most of the standard methods of computing PSWFs involve an expansion in Legendre polynomials for small values of t and expansion in Bessel functions for large values [10] . In practice, it is often more convenient to use published tabulated values [1, 2] to construct the PSWFs, but then one is restricted to the values of the parameters in the tables. Although some computer programs for evaluating the PSWFs are available [9, 13] , many are not portable, or not have been tested thoroughly.
Our method can be easily programmed in MAPLE, it holds for all values of t simultaneously, it is easily extended to higher dimensions, and does not involve calculating integrals.
It should make this useful tool more widely accessible to both researches and students.
Background
The prolate spheroidal wave functions, (PSWFs) {ϕ n,σ,τ (t)}, constitute an orthonormal basis of the space of σ−bandlimited functions on the real line, i.e., functions whose Fourier transforms have support on the interval [−σ, σ]. The PSWFs are maximally concentrated on an interval [−τ, τ ] in a sense described below and depend on parameters σ and τ . There are several ways of characterizing them:
• as the eigenfunctions of a differential operator arising from a Helmholz equation on a prolate spheroid:
• as the maximum energy concentration of a σ− bandlimited function on the interval
; that is, ϕ 0,σ,τ is the function of total energy 1 (= ||ϕ 0,σ,τ || 2 ) such that 
These rather surprising connections were labelled a "lucky accident" by Slepian [7] , and enable one to use properties of both the differential operator and integral operator in studying properties of the PSWFs. In addition to the equation (1), the {ϕ n,σ,τ } satisfy an
with the same kernel.
As one might expect, PSWFs are closely related to their Fourier transforms. Indeed, the Fourier transform of ϕ n,σ,τ is given by
where
It is possible to find the relation between these functions at different scales by using the above definitions and formulas. By a straightforward change of scale in the integral equation (1), we find that both ϕ n,στ,1 (x) and √ τ ϕ n,σ,τ (τ x) are solutions of the same eigenvalue problem. Since each of the eigenvalues has multiplicity one it follows that each is a multiple of the other, and after normalization, we get
Then (4) leads to the following relation between scales for n = 0 in particular:
Some of these properties were used to define the PS wavelets [12] with the restriction to n = 0, i.e., the σ−bandlimited function ϕ 0,σ,τ (x) whose concentration on the interval
is maximum. While these functions are entire functions and therefore cannot vanish on any interval, they can be made uniformly small outside of [−τ, τ ] for τ sufficiently large, so that computationally they behave like functions with compact support. The total energy of such a function outside of this interval is just 1 − λ 0 , which is quite small even for moderate values of τ. For example, for τ = 2, and σ = π, this value is about 0.00006 (see Table 1 ).
In order to construct these PS wavelets [12] , the scaling function (see [11] for details). The following results may be found there:
Proposition 1 Let φ(t) be the PS scaling function, then φ (k) ∈ V 0 and has expansion coefficients given by
, n = 0;
Let the translation operator by an amount β ∈ R be denoted by
then T β φ ∈ V 0 and has expansion coefficients given by
Thus, by using these results, the derivative and translation of any function in V 0 can be found in terms of its scaling function expansion.
Discrete Maximimization
The maximization problem mentioned above consists of maximizing the ratio
for π−bandlimited functions f. Such functions may be represented by the Shannon sampling theorem as
where S(t) is again the sinc function. This sequence of functions {S(t − n)} is also an orthonormal basis of B π and hence the coefficients {f (n)} ∈ l 2 . We then can substitute this series into both integrals in (6) to get, after an interchange of integals and summations,
in the numerator and
in the denominator. The former is valid because of the dominated convergence theorem, while the latter is a result of Parseval's equality for the orthonormal basis {S(· − n)} of B π with an inner product in the sense of L 2 (R).
We now denote by A τ the doubly infinite matrix
Thus the ratio in (6) can be expressed as
where f now denotes the sequence {f (n)} and the inner product is just the l 2 inner product.
This doubly infinite matrix is clearly real and symmetric. We denote by the same symbol A τ the operator on l 2 arising from this matrix which then is self-adjoint. It is also positive definite since the inner product in the numerator of (8) is
This value must be positive for non-zero f , since if it were not the entire function f would be zero on the interval [−τ, τ ], a distinct impossibilty. The operator is also a HilbertSchmidt operator since by Schwarz' inequality [
This follows from the fact that
for n 2 > τ 2 .
Proposition 2 Let A τ be the operator on l 2 given by (7); it is a self-ajoint, positive definite, and compact; its eigenvalues are simple and positive and satisfy
The conclusion about the eigenvalues holds for all such operators except for the statement that they are always less than 1. But this is easy to show directly.
We now turn to the problem of maximizing the quotient in (8) . This is a standard problem in optimization and is solved by finding the the maximum eigenvalue of the operator A τ and its associated eigenvector, i.e., by finding the sequence φ = {φ n } and λ such that A τ φ = λφ where λ is maximum value of the ratio and ||φ|| = 1 in the sense of
We then turn to the original maximizartion problem and use this solution of (8) to solve it. Indeed we find the function maximizing (6) to be
and the ratio for which (6) is maximum is just ρ = λ. The function φ(t) is the scaling function for the PS wavelets and is the first prolate spheroidal wave function.
We may extend this result to other eigenvalues and eigenvectors of A τ in the usual way ( [8] , p. 392). We let φ 1 = {φ 1,n } be the sequence othogonal to φ such that (8) is maximized amoung all such sequences, let φ 2 = {φ 2,n } be the sequence othogonal to φ 1 and φ such that (8) is maximized, etc... Then the sequence of eigenvectors φ, φ 1 , φ 2 , ...
is an orthonormal basis of l 2 . The sequence of functions {φ k (t)} given by
will also be orthogonal with respect to the L 2 (R) inner product since the correspondence
In fact, the {φ k (t)} constitute an orthonormal basis of B π (they are normalized and the kernel of this correspondence is the zero sequence).
The original maximization problem of (6) is solved by these functions. Hence they must be the prolate spheroidal wave functions which are the unique (up to a unimodular constant) solution of this problem by a repetition of the same arguments. We summarize this in
Proposition 3
The prolate spheroidal wave functions φ k (t) are given by (11) where the {φ k,n } are the eigenfunctions of the discrete operator A τ on l 2 given by (7) and the eigenvalues {λ n } are given by λ n = τ −τ |φ n (t)| 2 dt.
It should be observed that the set {φ k (t)} also constitutes an orthogonal basis of
, but need a different normalization than in B π , i.e., normalization by the eigenvalues.
Finite Approximations
Any practical computations involving these matrices and eigenvectors must be based on finite approximations to both. The most natural way to do this is to truncate the matrix A τ ; we denote the truncated matrix as A m τ which has 2m + 1 rows and columns and is given by
We also use the same notation for the infinite matrix consisting of A m τ extended by zeros. By (9) and the inequality preceding it, we obtain a bound for the elements of A τ :
provided |k| > τ, |n| > τ. Furthermore, if we asume that both are bounded below by multiples of τ, |k| ≥ pτ, |n| ≥ pτ, then we get
Thus the maximum error between A m τ and A τ is just that given in (12) for pτ > m. If, in addition, the parameter p is chosen to satisfy
for any ε > 0, then it immediately follows from (12) that this same error can be made arbitrary small. The eigenvalues and eigenvectors of A m τ are then used to approximate those of A τ .
Unfortunately, the discrete eigenvalue-eigenvector calculations fail as τ becomes progressively larger. While they work well for the concentration parameter up to about τ = 4, for higher values of τ the eigenvectors are hard to find. Data from Table 1 explain why.
This table contains five largest eigenvalues of our operator A τ corresponding to various values of the parameter τ ranging from 0.5 to 6 (to obtain these values, the series in (10) was truncated to N = 15 terms). As τ gets larger, more of the λs become closer and closer 
Quadrature
We can also utilize other properties of the PSWFs to obtain simple solutions to other problems which involve using only discrete values of these functions that can be obained directly from the solution to (8) . For example, quadrature problems of bandlimited functions can be simplified. We use the discrete orthogonality of the PSWFs [12]
Then the PSWF expansion for any f ∈ V 0 ,
has coefficients given by
This enables us to obtain a simple formula involving only integer values of the PSWF for the integral
We can similarly find an expresson for the integral over the concentration interval
. It comes from the calculations
But this last integral can be expressed as
Hence we get a formula analogous to (13)
The series (14) may be truncated to a small number of terms in n since |φ n (t)| ≤ 1 for all integers n and t ∈ R and the eigenvalues are close to 0 for n > 2τ. In both series, all the values can be calculated from the discrete eigenvalue problem. 
Conclusions
We have introduced a new method of constructing prolate spheroidal wave functions and 
