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BLOW-UP CRITERIA FOR LINEARLY DAMPED NONLINEAR SCHRO¨DINGER
EQUATIONS
VAN DUONG DINH
Abstract. We consider the Cauchy problem for linearly damped nonlinear Schro¨dinger equations
i∂tu+∆u+ iau = ±|u|
αu, (t, x) ∈ [0,∞)× RN ,
where a > 0 and α > 0. We prove the global existence and scattering for a sufficiently large damping
parameter in the energy-critical case. We also prove the existence of finite time blow-up H1 solutions
to the focusing problem in the mass-critical and mass-supercritical cases.
1. Introduction
We consider the Cauchy problem for linearly damped nonlinear Schro¨dinger equations{
i∂tu+∆u+ iau = µ|u|αu, (t, x) ∈ [0,∞)× RN ,
u(0, x) = u0(x),
(1.1)
where u : [0,∞) × RN → C, u0 : RN → C, N ≥ 1, a > 0, µ ∈ {±1} and α > 0. The case µ = 1 (resp.
µ = −1) corresponds to the defocusing (resp. focusing) case. The linearly damped nonlinear Schro¨dinger
equation appears in various areas of nonlinear optics, plasma physics and fluid mechanics. It has been
studied by many mathematicians and physicists (see e.g. [1, 4, 5, 8, 12–14,16, 18, 19, 21, 22]).
The equation (1.1) is locally well-posed in H1 (see e.g [2]). More precisely, for any u0 ∈ H1, there
exist T ∗ ∈ (0,∞] and a unique solution u to (1.1) such that u ∈ C([0, T ∗), H1). Moreover, if T ∗ < ∞,
then limt→T∗ ‖u(t)‖H1 =∞. Moreover, local solutions satisfy
‖u(t)‖L2 = e−at‖u0‖L2 (1.2)
and
d
dt
E(u(t)) = −aK(u(t)) (1.3)
for any t ∈ [0, T ∗), where
E(u(t)) :=
1
2
‖∇u(t)‖L2 +
µ
α+ 2
‖u(t)‖α+2
Lα+2
,
K(u(t)) := ‖∇u(t)‖2L2 + µ‖u(t)‖α+2Lα+2.
(1.4)
1.1. Known results. Let us recall some known results related to (1.1).
◮ The defocusing case µ = 1. Using (1.2), (1.3) and the blow-up alternative, it is easy to see that
local solutions can be extended globally in time, i.e. T ∗ =∞ if 0 < α < α∗, where
α∗ :=
{
4
N−2 if N ≥ 3,
∞ if N = 1, 2. (1.5)
Recently, Inui [14] proved that all global solutions to the defocusing (1.1) with 0 < α < α∗ scatter
exponentially in the sense that there exists u+ ∈ H1 such that
lim
t→∞
eat‖u(t)− e−ateit∆u+‖H1 = 0. (1.6)
◮ The focusing case µ = −1, • In the case 0 < α < 4
N
, using (1.2) and the following blow-up
alternative (see [23] or [2]): if T ∗ < ∞, then limt→T∗ ‖u(t)‖L2 = ∞, we see that local solutions can be
extended globally in time. Moreover, Inui [14] proved that these global solutions scatter exponentially in
the sense of (1.6). This fact shows an interesting effect of the linear damping to the nonlinear Schro¨dinger
equation. Note that global solutions to the undamped NLS (i.e. a = 0) does not scatter to the free solution
when α ≤ 2
N
.
• In the case α = 4
N
, Ohta-Todorova [16] proved that for any u0 ∈ H1, there exists a∗ = a∗(‖u0‖H1) > 0
such that for all a > a∗, the corresponding solution to (1.1) exists globally in time.
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Darwich [5] proved that if u0 ∈ H1 satisfies ‖u0‖L2 < ‖Q‖L2, where Q is the unique positive radial
solution to
−∆Q+Q− |Q| 4NQ = 0, (1.7)
then for any a > 0, the corresponding solution to (1.1) exists globally in time.
Inui [14] proved that the global solution obtained by Darwich [5] actually scatters exponentially in
the sense of (1.6). Moreover, he also proved that all global solutions to the focusing problem (1.1) with
α = 4
N
scatter exponentially in the sense of (1.6).
Fibich [12] provided some numerical simulations which suggest the existence of finite time blow-up
solutions to (1.1). Recently, Darwich [5] proved in dimensions N ≤ 4 the existence of log-log speed
blow-up solutions to (1.1) with ‖u0‖L2 = ‖Q‖L2 + δ for some δ > 0 sufficiently small. The proof of this
result is based on the geometric decomposition technique using a blow-up result of Merle-Raphael [11].
Note that a general criterion for the existence of finite time blow-up solutions to the focusing problem
(1.1) in the mass-critical case remains an open problem.
One can infer from the results of Ohta-Todorova [16], Inui [14] and Darwich [5] that there are only two
type of solutions to the focusing problem (1.1) in the mass-critical case: finite time blow-up solutions and
global scattering solutions. There is no global solution which does not scatter. This is another difference
from the undamped NLS where there exist global non scattering solutions called standing waves solutions.
Note that the non existence of standing waves solutions of the form u(t, x) = eiωtφ(x) with ω ∈ R can
be easily seen from (1.2) and the fact ‖u(t)‖L2 = ‖φ‖L2 .
This is observed through numerical simulations (see [12]) that for a given initial data condition that
leads to blow-up in the undamped NLS, there is a threshold value ath, which depends on the initial data
condition, such that collapse is arrested when a > ath and a singularity forms when a < ath. However, a
rigorous proof for this result still remains open.
• In the case 4
N
< α < α∗, Tsutsumi [21] proved that if u0 ∈ Σ := H1 ∩ L2(|x|2dx) satisfies
E(u0) ≤ 0, aα
Nα− 4I(u0) + V (u0) < 0,
where
I(u0) := ‖xu0‖2L2 , V (u0) :=
ˆ
x · Im (∇u0u0) dx, (1.8)
then there exists a∗ = a∗(‖u0‖H1) > 0 such that for all 0 < a < a∗ the corresponding solution to (1.1)
blows up in finite time.
Ohta-Todorova [16] improved Tsutsumi’s results and showed that if u0 ∈ Σ satisfies one of the following
conditions:
• E(u0) < 0,
• E(u0) = 0 and V (u0) < 0,
• E(u0) > 0 and V (u0) +
√
2E(u0)I(u0) < 0,
then there exists a∗ = a∗(‖u0‖H1) > 0 such that for all 0 < a < a∗, the corresponding solution blows up
in finite time. They also proved that for any u0 ∈ H1, there exists a∗ = a∗(‖u0‖H1) > 0 such that for all
a > a∗, the corresponding solution to (1.1) exists globally in time. Moreover, they constructed invariant
sets under the flow of (1.1) which does not depend on the damping parameter a and showed the global
existence for initial data in these sets. More precisely, they defined
Aω :=
{
φ ∈ H1\{0} : Sω(φ) < d(ω),Kω(φ) > 0
}
,
where
Sω(φ) :=
1
2
‖∇φ‖2L2 +
ω
2
‖φ‖2L2 −
1
α+ 2
‖φ‖α+2
Lα+2
,
Kω(φ) := ‖∇φ‖2L2 + ω‖φ‖2L2 − ‖φ‖α+2Lα+2,
and
d(ω) := inf
{
Sω(φ) : φ ∈ H1\{0},Kω(φ) = 0
}
.
It was shown in [16] that if u0 ∈
⋃
ω>0Aω, then for all a > 0, the corresponding solution to (1.1) exists
globally in time. A similar result with ω = 1 was shown by Chen-Zhang-Wei in [4].
Inui [14] also proved that if u is a global H1 solution to (1.1) satisfying{
limt→∞ e
−
4−(N−2)α
Nα−4 at‖∇u(t)‖L2 = 0 if 4N−1 ≤ α < α∗,
limt→∞ e
−at‖∇u(t)‖L2 = 0 if 4N < α < 4N−1 ,
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then u scatters exponentially in the sense of (1.6). This implies in particular that if u is a global H1
solution to (1.1) satisfying supt∈[0,∞) ‖u(t)‖H1 <∞, then u scatters exponentially. Using this fact and a
result of [16], he inferred that for 4
N
< α < α∗, if u0 ∈
⋃
ω>0Aω, then the corresponding solution to (1.1)
scatters exponentially.
1.2. Main results. Complementing to aforementioned results, the main purpose of this paper is twofold.
• We show the global existence and scattering for a sufficiently large damping parameter in the
energy-critical case.
• We prove the existence of finite time blow-up solutions for the focusing problem (1.1) in the
mass-critical and mass-supercritical cases.
Our first result concerns the global existence and scattering for (1.16) in the energy-critical case
α = 4
N−2 .
Theorem 1.1. Let N ≥ 3, α = 4
N−2 and µ ∈ {±1}. Let u0 ∈ H1. Then there exists a∗ = a∗(u0) > 0 such
that for all a > a∗, the corresponding solution to (1.1) exists globally in time and scatters exponentially
in the sense of (1.6).
Remark 1.1. This result shows an interesting effect of the linear damping term since the global well-
posedness and scattering for the energy-critical NLS without damping are much more difficult to prove
(see e.g. [3,10]).
Our next result is the following blow-up criteria for the focusing problem (1.16) in the mass-critical
case.
Theorem 1.2. Let N ≥ 1, α = 4
N
and µ = −1. If u0 ∈ Σ satisfies one of the following conditions:
• E(u0) < 0,
• E(u0) = 0 and V (u0) < 0,
• E(u0) > 0 and V (u0) +
√
2E(u0)I(u0) < 0,
where I and V are as in (1.8), then there exists a∗ = a∗(‖u0‖H1) > 0 such that for all 0 < a < a∗, the
corresponding solution to (1.1) blows up in finite time.
Remark 1.2. This result gives a rigorous proof for the existence of a threshold value for the mass-critical
focusing problem (1.1) observed by Fibich [12].
We also have the existence of finite time blow-up solutions with radially symmetric initial data. To
state our result, we introduce the following function
ϑ(r) :=


2r if 0 ≤ r ≤ 1,
2[r − (r − 1)3] if 1 < r ≤ 1 + 1/√3,
ϑ′ < 0 if 1 + 1/
√
3 < r < 2,
0 if r ≥ 2,
(1.9)
and
θ(r) :=
ˆ r
0
ϑ(s)ds. (1.10)
For R > 0 sufficiently large, we define the radial function
χR(x) = χR(r) := R
2θ(r/R), r = |x|. (1.11)
Denote
J(u0) :=
ˆ
χR|u0|2dx, W (u0) :=
ˆ
∇χR · Im (∇u0u0) dx. (1.12)
Theorem 1.3. Let N ≥ 2, α = 4
N
and µ = −1. If u0 ∈ H1 is radially symmetric and satisfies one of
the following conditions:
• E(u0) < 0,
• E(u0) = 0 and W (u0) < 0,
• E(u0) > 0 and W (u0) +
√
8E(u0)J(u0) < 0,
then there exists a∗ = a∗(‖u0‖H1) > 0 such that for all 0 < a < a∗, the corresponding solution to (1.1)
blows up in finite time.
Our next results concern the existence of finite time blow-up solutions for the focusing problem (1.1)
in the mass-supercritical and energy-subcritical case.
Theorem 1.4. Let N ≥ 1, 4
N
< α < α∗ and µ = −1. If u0 ∈ Σ satisfies one of the following conditions:
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• E(u0) < 0,
• E(u0) = 0 and V (u0) < 0,
• E(u0) > 0 and V (u0) +
√
2E(u0)I(u0) < 0,
where I and V are as in (1.8), then there exists a∗ = a∗(‖u0‖H1) > 0 such that for all 0 < a < a∗, the
corresponding solution to (1.1) blows up in finite time.
Remark 1.3. Corollary 1.4 was proved in [16] by using virial identities related to (1.1). Here we give a
simple proof.
We next introduce θ : [0,∞)→ [0,∞) satisfying
θ(r) :=
{
r2 if 0 ≤ r ≤ 1,
2 if r ≥ 2, and θ
′′(r) ≤ 2 for r ≥ 0. (1.13)
Note that the function θ defined in (1.10) satisfies the above conditions. For R > 0 sufficiently large, we
define the radial function
χR(x) = χR(r) := R
2θ(r/R), r = |x|. (1.14)
Theorem 1.5. Let µ = −1 and {
4
N
< α < 4
N−2 if N ≥ 3,
2 < α ≤ 4 if N = 2.
If u0 ∈ H1 is radially symmetric and satisfies one of the following conditions:
• E(u0) < 0,
• E(u0) = 0 and W (u0) < 0,
• E(u0) > 0 and W (u0) +
√
2NαE(u0)J(u0) < 0,
where J and W are as in (1.12), then there exists a∗ = a∗(‖u0‖H1) > 0 such that for all 0 < a < a∗, the
corresponding solution to (1.1) blows up in finite time.
Finally, we have the existence of finite time blow-up solutions to the focusing problem (1.16) in the
energy-critical case.
Theorem 1.6. Let N ≥ 3, α = 4
N−2 and µ = −1. If u0 ∈ Σ satisfies one of the following conditions:
• E(u0) < 0,
• E(u0) = 0 and V (u0) < 0,
• E(u0) > 0 and V (u0) +
√
2E(u0)I(u0) < 0,
where I and V are as in (1.8), then there exists a∗ = a∗(u0) > 0 such that for all 0 < a < a∗, the
corresponding solution to (1.1) blows up in finite time.
Theorem 1.7. Let N ≥ 3, α = 4
N−2 and µ = −1. If u0 ∈ H1 is radially symmetric and satisfies one of
the following conditions:
• E(u0) < 0,
• E(u0) = 0 and W (u0) < 0,
• E(u0) > 0 and W (u0) +
√
8N
N−2E(u0)J(u0) < 0,
where J and W are as in (1.12), then there exists a∗ = a∗(u0) > 0 such that for all 0 < a < a∗, the
corresponding solution to (1.1) blows up in finite time.
1.3. Idea of the proofs. By using the change of variable
v(t, x) := eatu(t, x), (1.15)
we see that
u solves (1.1)⇔ v solves (1.16),
where {
i∂tv +∆v = µe
−aαt|v|αv, (t, x) ∈ [0,∞)× RN ,
v(0, x) = u0(x).
(1.16)
Therefore, the global existence, scattering and finite time blow-up for (1.1) are reduced to that of (1.16).
Since t 7→ e−aαt is bounded in [0,∞), the local well-posedness for (1.16) follows directly from the classical
NLS (see e.g. [2]). Moreover, local solutions satisfy the conservation of mass, i.e.
M(v(t)) = ‖v(t)‖2L2 =M(u0),
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and the energy functional
H(v(t)) :=
1
2
‖∇v(t)‖2L2 +
µ
α+ 2
e−aαt‖v(t)‖α+2
Lα+2
satisfies
d
dt
H(v(t)) = − aαµ
α+ 2
e−aαt‖v(t)‖α+2
Lα+2
(1.17)
for any t in the existence time.
Due to the exponential decay in front of the nonlinearity, Strichartz estimates and the standard
continuity argument imply the global well-posedness and scattering in the energy-critical case once the
damping parameter is large.
The proofs of blow-up criteria for the focusing problem (1.16) are inspired by classical arguments of
Glassey [7] (for data in weighted L2 space) and Ogawa-Tsutsumi [16] using (1.17) (for radially symmetric
data). The main difficulty comes from the fact that the energy functional is no longer conserved. It is in
fact increasing in time. We have from (1.17) that
H(v(t)) = E(u0) +
aα
α+ 2
ˆ t
0
e−aαs‖v(s)‖α+2
Lα+2
ds (1.18)
for all t in the existence time. Thanks to the exponential decay in time, Sobolev embedding H1 ⊂ Lα+2
and the fact that H1-norm of solution depends on initial data, we see that for a fixed time, the second
term in the right hand side of (1.18) becomes small once a tends to zero. Using this fact, we are able to
show the existence of finite time blow-up solutions to (1.16). We also refer the interested reader to [9,17]
for finite time blow-up of (1.1) in 1D.
This paper is organized as follows. In Section 2, we prove the global existence and scattering for the
energy-critical (1.1) with large damping parameter. In Section 3, we give the proofs of blow-up criteria
given in Theorems 1.2–1.7.
2. Global existence and scattering in the energy-critical case
We first recall the local well-posedness for (1.16). Since t 7→ e−aαt is bounded in [0,∞), the local
well-posedness for (1.16) follows directly from that of the classical NLS (see e.g. [2]).
Lemma 2.1 (LWP in the energy-subcritical case [2]). Let N ≥ 1, a > 0, 0 < α < α∗ and µ ∈ {±1}. Let
u0 ∈ H1. Then there exist T ∗ ∈ (0,∞] and a unique solution to (1.16) satisfying
v ∈ C([0, T ∗), H1) ∩ Lqloc([0, T ∗),W 1,r)
for any Schro¨dinger admissible pair (q, r). The maximal time of existence satisfies the blow-up alternative:
if T ∗ <∞, then limt→T∗ ‖v(t)‖H1 =∞. Moreover, there is conservation of mass, and the energy satisfies
(1.17) for all t ∈ [0, T ∗).
Lemma 2.2 (LWP in the energy-critical case [2]). Let N ≥ 3, a > 0, α = 4
N−2 and µ ∈ {±1}. Let
u0 ∈ H1. Then there exist T ∗ ∈ (0,∞] and a unique solution to (1.16) satisfying
v ∈ C([0, T ∗), H1) ∩ Lqloc([0, T ∗),W 1,r)
for any Schro¨dinger admissible pair (q, r). The maximal time of existence satisfies if T ∗ < ∞, then
‖v‖Lq((0,T∗),W 1,r) =∞ for any Schro¨dinger admissible pair (q, r) satisfying 2 < r < N . Moreover, there
is conservation of mass, and the energy satisfies (1.17) for all t ∈ [0, T ∗).
Thanks to (1.15), Theorem 1.1 follows directly from the following result.
Lemma 2.3. Let N ≥ 3, α = 4
N−2 and µ ∈ {±1}. Let u0 ∈ H1. Then there exists a∗ = a∗(u0) > 0
such that for all a > a∗, the corresponding solution to (1.16) exists globally in time and scatters in H1,
i.e. there exists u+ ∈ H1 such that
lim
t→∞
‖v(t)− eit∆u+‖H1 = 0.
Proof. Let T ∗ be the maximal time of existence. Fix t0 > 0 satisfying 2t0 < T
∗. Denote
γ :=
2N
N − 2 , ρ :=
2N2
N2 − 2N + 4 , n :=
2N2
N2 − 4N + 4 . (2.1)
Note that (γ, ρ) is a Schro¨dinger admissible pair and W 1,ρ ⊂ Ln. Using the Duhamel formula
v(t) = eit∆v(t0)− µ
ˆ t
t0
ei(t−s)∆e−
4a
N−2 s|v(s)| 4N−2 v(s)ds
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and Strichartz estimates, we have for any T ∈ (t0, T ∗),
‖v‖Lγ((t0,T ),W 1,ρ) ≤ ‖eit∆v(t0)‖Lγ((t0,T ),W 1,ρ) + ‖e−
4a
N−2 t|v| 4N−2 v‖Lρ′((t0,T ),W 1,ρ′ )
. ‖v(t0)‖H1 + ‖e−atv‖
4
N−2
Lρ((t0,T ),Ln)
‖v‖Lρ((t0,T ),W 1,ρ)
. ‖v(t0)‖H1 + e−
4a
N−2 t0‖v‖
N+2
N−2
Lγ((t0,T ),W 1,ρ)
.
By taking a > 0 sufficiently large depending on t0, the continuity argument implies that for any T ∈
(t0, T
∗),
‖v‖Lγ((t0,T ),W 1,ρ) ≤ C‖v(t0)‖H1 ,
where the constant C > 0 is independent of T . Letting T → T ∗, we obtain
‖v‖Lγ((t0,T∗),W˙ 1,ρ) ≤ C‖v(t0)‖H1 .
Since v ∈ Lγloc([0, T ∗),W 1,ρ), we infer that there exists a∗ = a∗(u0) > 0 such that for all a > a∗,
‖v‖Lγ([0,T∗),W 1,ρ) ≤ C(u0)
which, by the blow-up alternative, implies T ∗ =∞. Here we note that t0 and ‖v(t0)‖H1 depend not only
on ‖u0‖H1 but also on the profile of u0. The above uniform bound also gives the scattering. In fact, let
0 < t1 < t2. By Strichartz estimates,
‖e−it2∆v(t2)− e−it1∆v(t1)‖H1 =
∥∥∥∥
ˆ t2
t1
e−is∆e−
4a
N−2 s|v(s)| 4N−2 v(s)ds
∥∥∥∥
H1
. ‖e− 4aN−2 t|v| 4N−2 v‖Lγ′((t1,t2),W 1,ρ′ )
. ‖e− 4N−2 tv‖
4
N−2
Lγ((t1,t2),Ln)
‖v‖Lγ((t1,t2),W 1,ρ)
. ‖v‖
N+2
N−2
Lγ((t1,t2),W 1,ρ)
→ 0
as t1, t2 →∞. This shows that (e−it∆v(t))t is a Cauchy sequence in H1. Thus, the limit
u+ := u0 − iµ
ˆ
∞
0
e−is∆e−
4a
N−2s|v(s)| 4N−2 v(s)ds
exists in H˙1. Repeating the above arguments, we prove
lim
t→∞
‖v(t)− eit∆u+‖H1 = 0.
The proof is complete. 
3. Finite time blow-up
In this section, we give the proof of blow-up criteria given in Theorems 1.2–1.7. To this end, we first
derive some localized virial estimates related to (1.16).
3.1. Localized virial estimates. Given a real-valued function χ, we define the virial action associated
to (1.16) by
Vχ(t) :=
ˆ
χ(x)|v(t, x)|2dx. (3.1)
Lemma 3.1 ( [20]). Let N ≥ 1, a > 0, 0 < α ≤ α∗ and µ = −1. Let χ : RN → R be a sufficiently
smooth and decaying function. Let v be a H1 solution to (1.16). Then for any t ∈ [0, T ∗),
d
dt
Vχ(t) = 2
ˆ
∇χ · Im (∇v(t)v(t)) dx (3.2)
and
d2
dt2
Vχ(t) = −
ˆ
∆2χ|v(t)|2dx+ 4
N∑
j,k=1
ˆ
∂2jkχRe (∂jv(t)∂kv(t)) dx
− 2α
α+ 2
e−aαt
ˆ
∆χ|v(t)|α+2dx.
(3.3)
A direct consequence of the above result with χ(x) = |x|2 is the following virial identity.
BLOW-UP FOR LINEARLY DAMPED NLS 7
Corollary 3.2. Let N ≥ 1, a > 0, 0 < α ≤ α∗ and µ = −1. Let u0 ∈ Σ. Then the corresponding
solution to (1.16) satisfies v ∈ C([0, T ∗),Σ) and
d2
dt2
‖xv(t)‖2L2 = 8‖∇v(t)‖2L2 −
4Nα
α+ 2
e−aαt‖v(t)‖α+2
Lα+2
for all t ∈ [0, T ∗).
To study the blow-up criteria for (1.16) with radially symmetric initial data, we need the following
localized virial estimates.
Lemma 3.3. Let N ≥ 2, a > 0, 0 < α ≤ 4 and µ = −1. Let χR be as in (1.14). Let v : [0, T ∗)×RN → C
be a radially symmetric H1 solution to (1.16). Then for any ε > 0, any R > 0 and any t ∈ [0, T ∗),
d2
dt2
VχR(t) ≤ 8‖∇v(t)‖2L2 −
4Nα
α+ 2
e−aαt‖v(t)‖α+2
Lα+2
+

 O
(
R−2 +R−2(N−1)‖∇v(t)‖2
L2
)
if α = 4,
O
(
R−2 + ε−
α
4−αR−
2(N−1)α
4−α + ε‖∇v(t)‖2
L2
)
if α < 4.
(3.4)
Here the implicit constant depends only on N,α and ‖u0‖L2.
Since t 7→ e−aαt is bounded on [0, T ∗), the proof of this result follows by the same lines as in [6, Lemma
3.4].
Remark 3.1. The restriction α ≤ 4 comes from the Young inequality (see [6]). If we consider 4
N
≤ α ≤
α∗, then this restriction only effects the validity of α in 2D.
We also need the following refined version of Lemma 3.3 in the mass-critical case.
Lemma 3.4. Let N ≥ 2, a > 0, α = 4
N
and µ = −1. Let χR be as in (1.14). Let v : [0, T ∗)× RN → C
be a radially symmetric H1 solution to (1.16). Then for any ε > 0, any R > 0 and any t ∈ [0, T ∗),
d2
dt2
VχR(t) ≤ 16H(v(t))− 4
ˆ (
χ1,R − Cεχ
N
2
2,R
)
|∇v(t)|2dx
+O
(
R−2 + εR−2 + ε−
1
N−1R−2
)
,
(3.5)
for some constant C > 0, where
χ1,R := 2− χ′′R, χ2,R = 2N −∆χR. (3.6)
Here the implicit constant depends only on N,α and ‖u0‖L2.
We refer the reader to [6, Lemma 3.7] for the proof of this result.
3.2. Finite time blow-up.
◮ Mass-critical case. In this paragraph, we give the proofs of Theorem 1.2 and Theorem 1.3.
Thanks to (1.15), it suffices to prove the following blow-up criteria for the focusing problem (1.16) in the
mass-critical case.
Lemma 3.5. Let N ≥ 1, α = 4
N
and µ = −1. If u0 ∈ Σ = H1 ∩L2(|x|2dx) satisfies one of the following
conditions:
• E(u0) < 0,
• E(u0) = 0 and V (u0) < 0,
• E(u0) > 0 and V (u0) +
√
2E(u0)I(u0) < 0,
where I and V are as in (1.8), then there exists a∗ = a∗(‖u0‖H1) > 0 such that for all 0 < a < a∗, the
corresponding solution to (1.16) blows up in finite time, i.e. T ∗ <∞.
Lemma 3.6. Let N ≥ 2, α = 4
N
and µ = −1. If u0 ∈ H1 is radially symmetric and satisfies one of the
following conditions:
• E(u0) < 0,
• E(u0) = 0 and W (u0) < 0,
• E(u0) > 0 and W (u0) +
√
8E(u0)J(u0) < 0,
where J and W are as in (1.12), then there exists a∗ = a∗(‖u0‖H1) > 0 such that for all 0 < a < a∗, the
corresponding solution to (1.16) blows up in finite time.
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Proof of Lemma 3.5. Let u0 ∈ Σ satisfy one of the conditions given in Lemma 3.5. Assume by
contradiction that the corresponding solution to (1.16) exists globally in time, i.e. T ∗ =∞. By Corollary
3.2 with α = 4
N
and (1.17), we see that
d2
dt2
‖xv(t)‖2L2 = 16H(v(t)) = 16E(u0) +
32a
N + 2
ˆ t
0
e−
4a
N
s‖v(s)‖
4
N
+2
L
4
N
+2
ds
for all t ∈ [0,∞). It follows that
‖xv(t)‖2L2 = I(u0) + 4V (u0)t+ 8E(u0)t2 +
32a
N + 2
ˆ t
0
ˆ s
0
ˆ τ
0
e−
4a
N
σ‖v(σ)‖
4
N
+2
L
4
N
+2
dσdτds =: f(t) +A(t)
for all t ∈ [0,∞), where
f(t) := I(u0) + 4V (u0)t+ 8E(u0)t
2 (3.7)
and
A(t) :=
32a
N + 2
ˆ t
0
ˆ s
0
ˆ τ
0
e−
4a
N
σ‖v(σ)‖
4
N
+2
L
4
N
+2
dσdτds (3.8)
Under the assumptions of Lemma 3.5, there exists t0 > 0 such that f(t0) < 0. Since v ∈ C([0,∞), H1),
the Sobolev embedding implies
sup
t∈[0,t0]
‖v(t)‖
L
4
N
+2 ≤ sup
t∈[0,t0]
‖v(t)‖H1 ≤ C(t0).
We infer that
A(t0) ≤ C(N, t0)a
∣∣∣∣
ˆ t0
0
ˆ s
0
ˆ τ
0
e−
4a
N
σdσdτds
∣∣∣∣ = C(N, t0)a
(
1− 4a
N
t0 − 16a
2
N2
t20 − e−
4a
N
t0
)
→ 0
as a→ 0. There thus exists a∗ = a∗(t0) > 0 such that for all 0 < a < a∗,
A(t0) ≤ −f(t0)
2
.
Since t0 depends only on ‖u0‖H1 , we have proved that there exists a∗ = a∗(‖u0‖H1) > 0 such that for all
0 < a < a∗,
‖xv(t0)‖2L2 ≤
f(t0)
2
< 0
which is a contradiction. The proof is complete. 2
Proof of Lemma 3.6. Let u0 ∈ H1 be radially symmetric and satisfy one of the conditions given in
Lemma 3.6. Assume by contradiction that the corresponding solution to (1.16) exists globally in time,
i.e. T ∗ =∞. It is well-known that the corresponding solution to (1.16) is radially symmetric. By Lemma
3.4 and (1.17), we see that for any ε > 0, any R > 0 and any t ∈ [0,∞),
d2
dt2
VχR(t) ≤ 16H(v(t))− 4
ˆ (
χ1,R − Cεχ
N
2
2,R
)
|∇v(t)|2dx+O
(
R−2 + εR−2 + ε−
1
N−1R−2
)
= 16E(u0) +
32a
N + 2
ˆ t
0
e−
4a
N
s‖v(s)‖
4
N
+2
L
4
N
+2
ds− 4
ˆ (
χ1,R − Cεχ
N
2
2,R
)
|∇v(t)|2dx
+O
(
R−2 + εR−2 + ε−
1
N−1R−2
)
.
Assume for the moment that
χ1,R − Cεχ
N
2
2,R ≥ 0, ∀r ≥ 0 (3.9)
for a sufficiently small ε > 0. We will consider separtely three cases: E(u0) < 0, E(u0) = 0 and E(u0) > 0.
• If E(u0) < 0, then by choosing R > 0 large enough depending on ε, we see that
d2
dt2
VχR(t) ≤ 12E(u0) +
32a
N + 2
ˆ t
0
e−
4a
N
s‖v(s)‖
4
N
+2
L
4
N
+2
ds
for all t ∈ [0,∞). It follows that
VχR(t) ≤ J(u0) + 2W (u0)t+ 6E(u0)t2 +
32a
N + 2
ˆ t
0
ˆ s
0
ˆ τ
0
e−
4a
N
σ‖v(σ)‖
4
N
+2
L
4
N
+2
dσdτds =: f1(t) +A(t)
for all t ∈ [0,∞), where
f1(t) := J(u0) + 2W (u0)t+ 6E(u0)t
2
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and A(t) is as in (3.8). Since E(u0) < 0, there exists t1 > 0 such that f1(t1) < 0. As in the proof of
Lemma 3.5, there exists a∗ = a∗(t1) > 0 such that for all 0 < a < a∗,
A(t1) ≤ −f1(t1)
2
.
Since t1 depends only on ‖u0‖H1 , we prove that there exists a∗ = a∗(‖u0‖H1) > 0 such that for all
0 < a < a∗,
VχR(t1) ≤
f1(t1)
2
< 0
which is a contradiction.
• If E(u0) = 0, then choosing R > 0 large enough depending on ε, we see that
d2
dt2
VχR(t) ≤ 2δ +
32a
N + 2
ˆ t
0
e−
4a
N
s‖v(s)‖
4
N
+2
L
4
N
+2
ds
for all t ∈ [0,∞), where δ > 0 will be chosen shortly. It follows that
VχR(t) ≤ J(u0) + 2W (u0)t+ δt2 +
32a
N + 2
ˆ t
0
ˆ s
0
ˆ τ
0
e−
4a
N
σ‖v(σ)‖
4
N
+2
L
4
N
+2
dσdτds =: f2(t) +A(t)
for all t ∈ [0,∞), where
f2(t) := J(u0) + 2W (u0)t+ δt
2
and A(t) is as in (3.8). In order to f2 takes negative values on [0,∞), we need
W (u0) < 0, [W (u0)]
2 − δJ(u0) > 0.
By the assumption W (u0) < 0, we can choose δ > 0 small so that [W (u0)]
2 − δJ(u0) > 0. This shows
that under the assuptions E(u0) = 0 and W (u0) < 0, there exists t2 > 0 such that f2(t2) < 0. Moreover,
as in the proof of Lemma 3.5, there exists a∗ = a∗(t2) > 0 such that for all 0 < a < a∗,
A(t2) ≤ −f2(t2)
2
.
Since t2 depends only on ‖u0‖H1 , we prove that there exists a∗ = a∗(‖u0‖H1) > 0 such that for all
0 < a < a∗,
VχR(t2) ≤
f2(t2)
2
< 0
which is a contradiction.
• If E(u0) > 0, then by choosing R > 0 large enough depending on ε, we get
d2
dt2
VχR(t) ≤ 16(1 + δ)E(u0) +
32a
N + 2
ˆ t
0
e−
4a
N
s‖v(s)‖
4
N
+2
L
4
N
+2
ds
for all t ∈ [0,∞), where δ > 0 will be chosen later. We infer that
VχR(t) ≤ J(u0)+2W (u0)t+8(1+δ)E(u0)t2+
32a
N + 2
ˆ t
0
ˆ s
0
ˆ τ
0
e−
4a
N
σ‖v(σ)‖
4
N
+2
L
4
N
+2
dσdτds =: f3(t)+A(t)
for all t ∈ [0,∞), where
f3(t) := J(u0) + 2W (u0)t+ 8(1 + δ)E(u0)t
2
and A(t) is as in (3.8). To ensure f3 takes negative values, we need
W (u0) < 0, [W (u0)]
2 − 8(1 + δ)E(u0)J(u0) > 0.
By taking δ > 0 sufficiently small, the above conditions are equivalent to
W (u0) < 0, [W (u0)]
2 − 8E(u0)J(u0) > 0
hence W (u0) +
√
8E(u0)J(u0) < 0. Therefore, under the assumptions of Lemma 3.6, there exists t3 > 0
such that f3(t3) < 0. On the other hand, as in the proof of Lemma 3.5, there exists a∗ = a∗(t3) > 0 such
that for all 0 < a < a∗,
A(t3) ≤ −f3(t3)
2
.
Since t3 depends only on ‖u0‖H1 , we prove that there exists a∗ = a∗(‖u0‖H1) > 0 such that for all
0 < a < a∗,
VχR(t3) ≤
f3(t3)
2
< 0
which is a contradiction.
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It remains to show that (3.9) holds under the choice of χR as in (1.9)–(1.11). We see that
χ′R(r) = Rθ
′(r/R) = Rϑ(r/R), χ′′R(r) = ϑ
′(r/R).
Using the fact ∆χR(x) = χ
′′
R(r) +
N−1
r
χ′R(r), we have
χ1,R = 2− χ′′R, χ2,R = 2− χ′′R + (N − 1)
(
2− χ
′
R
r
)
.
For 0 ≤ r ≤ R, (3.9) holds trivially since χ1,R = χ2,R = 0 on 0 ≤ r ≤ R.
For R < r ≤ (1 + 1/√3)R, we have χ1,R = 6(r/R− 1)2 and
χ2,R = 6(r/R− 1)2 + 2(N − 1)(r/R− 1)
3
r/R
= 6(r/R− 1)2
(
1 +
(N − 1)(r/R− 1)
3r/R
)
< 6(r/R− 1)2
(
1 +
N − 1
3
√
3
)
.
By choosing ε > 0 small enough, we see that (3.9) holds.
For r > (1 + 1/
√
3)R, the fact ϑ′(r/R) ≤ 0 implies that χ1,R = 2 − χ′′R ≥ 2. On the other hand,
χ2,R ≤ C for some constant C > 0. It follows that (3.9) holds by choosing ε > 0 small enough.
Collecting the above cases, we prove (3.9). The proof is complete. 2
◮ Mass-supercritical and energy-subcritical case. In this paragraph, we give the proofs of
Theorem 1.4 and Theorem 1.5. By the change of variable (1.15), the proofs are reduced to prove the
following results.
Lemma 3.7. Let N ≥ 1, 4
N
< α < α∗ and µ = −1. If u0 ∈ Σ satisfies one of the following conditions:
• E(u0) < 0,
• E(u0) = 0 and V (u0) < 0,
• E(u0) > 0 and V (u0) +
√
2E(u0)I(u0) < 0,
where I and V are as in (1.8), then there exists a∗ = a∗(‖u0‖H1) > 0 such that for all 0 < a < a∗, the
corresponding solution to (1.16) blows up in finite time.
Lemma 3.8. Let µ = −1 and {
4
N
< α < 4
N−2 if N ≥ 3,
2 < α ≤ 4 if N = 2.
If u0 ∈ H1 is radially symmetric and satisfies one of the following conditions:
• E(u0) < 0,
• E(u0) = 0 and W (u0) < 0,
• E(u0) > 0 and W (u0) +
√
2NαE(u0)J(u0) < 0,
where J and W are as in (1.12), then there exists a∗ = a∗(‖u0‖H1) > 0 such that for all 0 < a < a∗, the
corresponding solution to (1.16) blows up in finite time.
Proof of Lemma 3.7. Assume by contradiction that the corresponding solution to (1.16) exists globally
in time. By Corollary 3.2, (1.17) and the fact Nα > 4, we have
d2
dt2
‖xv(t)‖2L2 = 8‖∇v(t)‖2L2 −
4Nα
α+ 2
e−aαt‖v(t)‖α+2
Lα+2
= 16H(u(t))− 4(Nα− 4)
α+ 2
e−aαt‖v(t)‖α+2
Lα+2
≤ 16H(v(t))
= 16E(u0) +
16aα
α+ 2
ˆ t
0
e−aαs‖v(s)‖α+2
Lα+2
ds
for all t ∈ [0,∞). It follows that
‖xv(t)‖2L2 ≤ I(u0) + 4V (u0)t+ 8E(u0)t2 +
16aα
α+ 2
ˆ t
0
ˆ s
0
ˆ τ
0
e−aασ‖v(σ)‖α+2
Lα+2
dσdτds =: f(t) +B(t)
for all t ∈ [0,∞), where f(t) is as in (3.7) and
B(t) :=
16aα
α+ 2
ˆ t
0
ˆ s
0
ˆ τ
0
e−aασ‖v(σ)‖α+2
Lα+2
dσdτds
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Under the assumptions of Lemma 3.7, there exists t0 > 0 such that f(t0) < 0. Since v ∈ C([0,∞), H1),
the Sobolev embedding implies
sup
t∈[0,t0]
‖v(t)‖Lα+2 ≤ sup
t∈[0,t0]
‖v(t)‖H1 ≤ C(t0).
We infer that
B(t0) ≤ C(α, t0)a
∣∣∣∣
ˆ t0
0
ˆ s
0
ˆ τ
0
e−aασdσdτds
∣∣∣∣ = C(α, t0)a (1− aαt0 − a2α2t20 − e−aαt0)→ 0
as a→ 0. There thus exists a∗ = a∗(t0) > 0 such that for all 0 < a < a∗,
B(t0) ≤ −f(t0)
2
.
Since t0 depends only on ‖u0‖H1 , we have proved that there exists a∗ = a∗(‖u0‖H1) > 0 such that for all
0 < a < a∗,
‖xv(t0)‖2L2 ≤
f(t0)
2
< 0
which is a contradiction. The proof is complete. 2
Proof of Lemma 3.8. Let u0 ∈ H1 be radially symmetric and satisfy one of the conditions stated in
Lemma 3.8. Assume by contradiction that the corresponding solution to (1.16) exists globally in time.
By Lemma 3.3, we have for any ε > 0, any R > 0 and any t ∈ [0,∞),
d2
dt2
VχR(t) ≤ 8‖∇v(t)‖2L2 −
4Nα
α+ 2
e−aαt‖v(t)‖α+2
Lα+2
+

 O
(
R−2 +R−2(N−1)‖∇v(t)‖2
L2
)
if α = 4
O
(
R−2 + ε−
α
4−αR−
2(N−1)α
4−α + ε‖∇v(t)‖2
L2
)
if α < 4
= 4NαH(v(t))− 2(Nα− 4)‖∇v(t)‖2L2
+

 O
(
R−2 +R−2(N−1)‖∇v(t)‖2
L2
)
if α = 4,
O
(
R−2 + ε−
α
4−αR−
2(N−1)α
4−α + ε‖∇v(t)‖2
L2
)
if α < 4.
By (1.17), we have for any ε > 0, any R > 0 and any t ∈ [0,∞),
d2
dt2
VχR(t) ≤ 4NαE(u0) +
4Naα2
α+ 2
ˆ t
0
e−aαs‖v(s)‖α+2
Lα+2
ds− 2(Nα− 4)‖∇v(t)‖2L2
+

 O
(
R−2 +R−2(N−1)‖∇v(t)‖2
L2
)
if α = 4,
O
(
R−2 + ε−
α
4−αR−
2(N−1)α
4−α + ε‖∇v(t)‖2
L2
)
if α < 4.
We consider separately three cases: E(u0) < 0, E(u0) = 0 and E(u0) > 0.
• If E(u0) < 0, then by choosing R > 0 large enough in the case α = 4, and ε > 0 small enough and
then R > 0 large enough depending on ε in the case α < 4, we see that
d2
dt2
VχR(t) ≤ 2NαE(u0) +
4Naα2
α+ 2
ˆ t
0
e−aαs‖v(s)‖α+2
Lα+2
ds
for all t ∈ [0,∞). We infer that
VχR(t) ≤ J(u0) + 2W (u0)t+NαE(u0)t2 +
4Naα2
α+ 2
ˆ t
0
ˆ s
0
ˆ τ
0
e−aασ‖v(σ)‖α+2
Lα+2
dσdτds =: f1(t) + C(t)
for all t ∈ [0,∞), where
f1(t) := J(u0) + 2W (u0)t+NαE(u0)t
2
and
C(t) :=
4Naα2
α+ 2
ˆ t
0
ˆ s
0
ˆ τ
0
e−aασ‖v(σ)‖α+2
Lα+2
dσdτds. (3.10)
Since E(u0) < 0, there exists t1 > 0 such that f1(t1) < 0. Moreover, by the same argument as in the
proof of Lemma 3.7, there exists a∗ = a∗(t1) > 0 such that for all 0 < a < a∗,
C(t1) ≤ −f1(t1)
2
.
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Since t1 depends only on ‖u0‖H1 , we prove that there exists a∗ = a∗(‖u0‖H1) > 0 such that for all
0 < a < a∗,
VχR(t1) ≤
f1(t1)
2
< 0
which is a contradiction.
• If E(u0) = 0, then by choosing R > 0 large enough in the case α = 4, and ε > 0 small enough and
then R > 0 large enough depending on ε in the case α < 4, we have
d2
dt2
VχR(t) ≤ 2δ +
4Naα2
α+ 2
ˆ t
0
e−aαs‖v(s)‖α+2
Lα+2
ds
for all t ∈ [0,∞), where δ > 0 will be chosen later. It follows that
VχR(t) ≤ J(u0) + 2W (u0)t+ δt2 +
4Naα2
α+ 2
ˆ t
0
ˆ s
0
ˆ τ
0
e−aασ‖v(σ)‖α+2
Lα+2
dσdτds =: f2(t) + C(t)
for all t ∈ [0,∞), where
f2(t) := J(u0) + 2W (u0)t+ δt
2
and C(t) is as in (3.10). Since W (u0) < 0, there exists δ > 0 small enough so that [W (u0)]
2− δJ(u0) > 0.
This shows that there exists t2 > 0 such that f2(t2) < 0. Moreover, as in the proof of Lemma 3.7, there
exists a∗ = a∗(t2) > 0 such that for all 0 < a < a∗,
C(t2) ≤ −f2(t2)
2
.
Since t2 depends only on ‖u0‖H1 , we prove that there exists a∗ = a∗(‖u0‖H1) > 0 such that for all
0 < a < a∗,
VχR(t2) ≤
f2(t2)
2
< 0
which is a contradiction.
• If E(u0) > 0, then by choosing R > 0 large enough in the case α = 4, and ε > 0 small enough and
then R > 0 large enough depending on ε in the case α < 4, we get that
d2
dt2
VχR(t) ≤ 4Nα(1 + δ)E(u0) +
4Naα2
α+ 2
ˆ t
0
e−aαs‖v(s)‖α+2
Lα+2
ds
for all t ∈ [0,∞), where δ > 0 to be chosen shortly. It folows that
VχR(t) ≤ J(u0)+2W (u0)t+2Nα(1+δ)E(u0)t2+
4Naα2
α+ 2
ˆ t
0
ˆ s
0
ˆ τ
0
e−aασ‖v(σ)‖α+2
Lα+2
dσdτds =: f3(t)+C(t)
for all t ∈ [0,∞), where
f3(t) := J(u0) + 2W (u0)t+ 2Nα(1 + δ)E(u0)t
2
and C(t) is as in (3.10). By the assumption W (u0) +
√
2NαE(u0)J(u0) < 0, we see that there exists
δ > 0 small enough so that
W (u0) < 0, [W (u0)]
2 − 2Nα(1 + δ)E(u0)J(u0) > 0.
This shows the existence of t3 > 0 such that f3(t3) < 0. On the other hand, by the same reasoning as in
the proof of Lemma 3.7, there exists a∗ = a∗(t3) > 0 such that for all 0 < a < a∗,
C(t3) ≤ −f3(t3)
2
.
Since t3 depends only on ‖u0‖H1 , we prove that there exists a∗ = a∗(‖u0‖H1) > 0 such that for all
0 < a < a∗,
VχR(t3) ≤
f3(t3)
2
< 0
which is a contradiction.
Collecting the above case, we finish the proof. 2
◮ Energy-critical case. In this paragraph, we give the proofs of Theorem 1.6 and Theorem 1.7.
Thanks to (1.15), it is enough to prove the following results.
Lemma 3.9. Let N ≥ 3, α = 4
N−2 and µ = −1. If u0 ∈ Σ satisfies one of the following conditions:
• E(u0) < 0,
• E(u0) = 0 and V (u0) < 0,
• E(u0) > 0 and V (u0) +
√
2E(u0)I(u0) < 0,
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where I and V are as in (1.8), then there exists a∗ = a∗(u0) > 0 such that for all 0 < a < a∗, the
corresponding solution to (1.16) blows up in finite time.
Lemma 3.10. Let N ≥ 3, α = 4
N−2 and µ = −1. If u0 ∈ H1 is radially symmetric and satisfies one of
the following conditions:
• E(u0) < 0,
• E(u0) = 0 and W (u0) < 0,
• E(u0) > 0 and W (u0) +
√
8N
N−2E(u0)J(u0) < 0,
where J and W are as in (1.12), then there exists a∗ = a∗(u0) > 0 such that for all 0 < a < a∗, the
corresponding solution to (1.16) blows up in finite time.
Proof of Lemma 3.9. The proof is similar to the one of Lemma 3.5. Assume by contradiction that the
solution to (1.16) exists globally in time. By Corollary 3.2 and (1.17), we have
d2
dt2
‖xv(t)‖2L2 = 8‖∇v(t)‖2L2 − 8e−
4a
N−2 t‖v(t)‖
2N
N−2
L
2N
N−2
= 16H(v(t))− 16
N
e−
4a
N−2 t‖v(t)‖
2N
N−2
L
2N
N−2
≤ 16H(v(t))
= 16E(u0) +
32a
N
ˆ t
0
e−
4a
N−2 s‖v(s)‖
4
N−2+2
L
4
N−2
+2
ds
for all t ∈ [0,∞). The proof follows by the same argument as in the one of Lemma 3.5. Note that the
time of existence depends not only on ‖u0‖H1 but also on the profile of u0. We omit the details. 2
Proof of Lemma 3.10. The proof is similar to the one of Lemma 3.8 by using
d2
dt2
VχR(t) ≤ 8‖∇v(t)‖2L2 − 8e−
4a
N−2 t‖v(t)‖
2N
N−2
L
2N
N−2
+

 O
(
R−2 +R−4‖∇v(t)‖2L2
)
if N = 3
O
(
R−2 + ε−
1
N−3R−
2(N−1)
N−3 + ε‖∇v(t)‖2L2
)
if N ≥ 4
=
16N
N − 2H(v(t)) −
16
N − 2‖∇v(t)‖
2
L2
+

 O
(
R−2 +R−4‖∇v(t)‖2L2
)
if N = 3
O
(
R−2 + ε−
1
N−3R−
2(N−1)
N−3 + ε‖∇v(t)‖2L2
)
if N ≥ 4
=
16N
N − 2E(u0) +
32a
N − 2
ˆ t
0
e−
4a
N−2 s‖v(s)‖
4
N−2+2
L
4
N−2
+2
ds− 16
N − 2‖∇v(t)‖
2
L2
+

 O
(
R−2 +R−4‖∇v(t)‖2L2
)
if N = 3,
O
(
R−2 + ε−
1
N−3R−
2(N−1)
N−3 + ε‖∇v(t)‖2L2
)
if N ≥ 4.
We thus omit the details. 2
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