Motivation: Barcode sequencing (bar-seq) is a high-throughput, and cost effective method to assay large numbers of cell lineages or genotypes in complex cell pools. Because of its advantages, applications for bar-seq are quickly growing-from using neutral random barcodes to study the evolution of microbes or cancer, to using pseudo-barcodes, such as shRNAs or sgRNAs to simultaneously screen large numbers of cell perturbations. However, the computational pipelines for barseq clustering are not well developed. Available methods often yield a high frequency of underclustering artifacts that result in spurious barcodes, or over-clustering artifacts that group distinct barcodes together. Here, we developed Bartender, an accurate clustering algorithm to detect barcodes and their abundances from raw next-generation sequencing data. Results: In contrast with existing methods that cluster based on sequence similarity alone, Bartender uses a modified two-sample proportion test that also considers cluster size. This modification results in higher accuracy and lower rates of under-and over-clustering artifacts. Additionally, Bartender includes unique molecular identifier handling and a 'multiple time point' mode that matches barcode clusters between different clustering runs for seamless handling of time course data. Bartender is a set of simple-to-use command line tools that can be performed on a laptop at comparable run times to existing methods. Availability and implementation: Bartender is available at no charge for non-commercial use at https://github.com/LaoZZZZZ/bartender-
Introduction
High-throughput sequencing of nucleotide barcodes (bar-seq) provides a powerful tool to assay and track dynamics of large numbers of lineages, genotypes or perturbations in complex cell pools. Barcoded cells are grown under selective conditions, barcodes are amplified using common primers, and relative barcode frequencies are quantified by sequencing barcode amplicons. This bar-seq approach was first used with the Saccharomyces cerevisiae deletion collection, which was designed such that each individual deletion strain is marked with a unique barcode (Giaever et al., 2002; Gibney et al., 2013; Gresham et al., 2011; Smith et al., 2009; Winzeler et al., 1999) , and subsequently in a number of other barcoded bacteria and yeast collections (Han et al., 2010; Hobbs et al., 2010; Noble et al., 2010; Schwarzmuller et al., 2014) . Analogously, a growing number of studies in mammalian cells sequence pseudobarcodes: short nucleotide sequences such as shRNAs or sgRNAs, that serve as both the cell-specific perturbation and the unique cell identifier for short-read sequencing (Bassik et al., 2009; Schlabach et al., 2008; Silva et al., 2008; Sims et al., 2011; Wang et al., 2014; Wong et al., 2015) .
In addition to the above approaches where the sequence of the barcode or pseudo-barcode is known a priori, more recent studies employ barcodes with random sequences to serve as neutral cell markers to study the dynamics of development, evolution or cancer progression (Bhang et al., 2015; Blundell and Levy, 2014; Levy et al., 2015; Lu et al., 2011; Nguyen et al., 2015) , or as markers of engineered constructs to study genetic or protein-protein interactions (Jaffe et al., 2017; Schlecht et al., 2017) . Errors in bar-seq analysis can have profound consequences on the biological interpretation of these assays. For example erroneous barcodes can inflate measures of the adaptive mutation rate (Levy et al., 2015) , and undercounting of low frequency barcodes can result in meaningful data loss in interaction screens (Jaffe et al., 2017; Schlecht et al., 2017) .
However, computational pipelines for bar-seq have not been well developed. For barcodes of known sequence, the primary concern is mapping reads that may contain PCR or sequencing errors to the known barcodes. One naïve strategy would be to ignore reads that do not exactly match any putative barcode. However, given that some barcodes in the pool may be more prone to PCR or sequencing errors (Goren et al., 2010; Gundry and Vijg, 2012; Meyerhans et al., 1990; Schmitt et al., 2012) , this strategy could introduce counting biases. Alternatively, the best match for each read can be compared to the set of putative barcodes by calculating the Hamming (Hamming, 1950) or Levenshtein distance (Levenshtein, 1966) . However, this strategy is computationally expensive for large barcode libraries. Additionally, a priori errors in the set of known barcodes have been found to be common (Smith et al., 2009) , meaning that unexpected barcodes that are present in the pool may be missed. Therefore, an unbiased barcode detection strategy that does not depend on prior information is needed.
For random barcode libraries, an additional computational problem is discovering the true barcodes in the pool. That is, reads that identify a true barcode must be differentiated from reads that contain PCR or sequencing errors. Because sequences representing an exact match to a true barcode are likely to be sequenced at much higher frequencies than those with errors, one approach would be to ignore reads below a predefined frequency threshold and treat all other reads as true barcodes. However, in cell pools with a skewed barcode frequency distribution, less abundant true barcodes will fall below the threshold, while errors from extremely abundant barcodes rise above it. If each barcode in the pool is expected to be distant in sequence space from all other barcodes (e.g. >3 mismatches), a second approach is to cluster reads by their sequence similarities (Bhang et al., 2015; Levy et al., 2015; Lu et al., 2011) . To avoid the computationally expensive approach of calculating all pairwise Hamming or Levenshtein distances, several tools have been developed to reduce the number of comparisons necessary (Altschul et al., 1990; Bao et al., 2011; Chong et al., 2012; Fu et al., 2012; Levy et al., 2015; Shimizu and Tsuda, 2011; Zorita et al., 2015) . However, strategies that rely on sequence comparisons alone may yield high frequencies of under-clustering artifacts that result in spurious barcodes, or over-clustering artifacts that group together distinct barcodes that are close in sequence space (see Results). Amplicon denoising packages (Callahan et al., 2016; Quince et al., 2011; Rosen et al., 2012) , which are designed to precisely partition matagenomic PCR amplicon sequences into taxonomic units, could in theory be applied to barcode sequencing data with higher accuracy. However, these packages do not practically scale to hundreds of thousands of barcodes, which are typical in bar-seq data (see Supplementary Material).
Here, we developed Bartender, a fast and unbiased clustering algorithm for identifying and counting barcodes and pseudobarcodes from short read sequencing data. We use a divide-andconquer strategy that first identifies high-quality seeds and then iterates through each seed to sort short reads into different bins for parallel processing (Simpson et al., 2009; Sun et al., 2009) . Reads within each bin are clustered using a computationally efficient greedy clustering algorithm (Edgar, 2010) . Instead of merging clusters solely on sequence similarity (Hamming or Levenshtein distance), Bartender uses additional information of the cluster sizes to prevent merging errors. Our algorithm includes handling of unique molecular identifiers (UMIs), which, if included in the sequencing reads, allow an investigator to detect and remove PCR duplicates (Kivioja et al., 2011; Levy et al., 2015) . Additionally, we include a 'multiple time point' mode, which uses cluster information from adjacent time points to minimize the impact of read errors on barcode trajectories. Bartender is fast and, compared with previous methods, more accurate for routine processing of barcodes and pseudo-barcodes.
Materials and methods

Dissimilarity measures between reads and clusters
Given the raw reads dataset with N unique reads to be clustered, let r i be the ith unique read and f i be the number of replicate reads of r i . For two distinct reads (r i and r j ) with the same length L, their Hamming distance (Hamming, 1950 ) is defined as follows:
where r i ðkÞ is the nucleotide at the kth position of sequence r i , and I x ð Þ is an indicator function such that
For a particular barcode cluster C that may contain several unique reads, its size is defined to be:
The centroid of the cluster C is defined as a sequence c ¼ ½c
That is, the centroid consists of nucleotides that are most frequent at each position. Since a cluster usually corresponds to a barcode, the centroid can also be viewed as an estimate of the corresponding barcode. For two distinct clusters C x ; C y , let c x ; c y denote their centroids. We use Hamming distance between the two centroids as the dissimilarity metric to define the distance between the two clusters, which is given as follows:
Seed selection and binning
To calculate entropy values for N unique reads with length L, we first summarize a position weight matrix, i.e. the frequency of each of the four nucleotides (A,C,T,G) at each position:
At each position k, the four nucleotides are dichotomized into two groups, one with the most frequent nucleotide (the major allele) and another with the other three nucleotides (the other alleles). The relative frequencies of the major and other alleles are then calculated and denoted as
respectively. The entropy at position k is defined as: 
Clustering within one bin with a greedy clustering algorithm
We use a greedy clustering algorithm that uses cluster frequency information to prioritize comparisons within a bin and thereby reduce the number of comparisons necessary. Briefly, we expect that high-frequency clusters are more likely to be true barcodes and lowfrequency clusters to be errors. We therefore first compare the large set of low-frequency clusters to a small set of high-frequency clusters, and second perform all pairwise comparisons between the combined set of high-frequency clusters and unmatched low frequency clusters. Details of this process are described in the Supplementary Material.
Cluster merging based on a modified two-sample proportion test
Let C 1 and C 2 denote the two barcode clusters being tested for merging, with centroids of c 1 and c 2 , respectively. Let C 3 denote the new cluster when C 1 and C 2 are merged, with a new centroid c 3 . The sizes of C 1 and C 2 are S(C 1 Þ and SðC 2 Þ, and the size of C 3 is SðC 3 ) ¼ S(C 1 Þ þ SðC 2 Þ. Then, the cumulative number of base pair errors of all reads in C i with respect to the new cluster C 3 can be calculated as
The error rate of cluster C i with respect to the new cluster C 3 can be calculated as:
Intuitively, clusters C1 and C2 should not be merged if (i) the distance between the two cluster centroids is large, or (ii) the distance between the two cluster centroids is small but sizes of the two clusters are sufficiently large (both are true barcode clusters but close in distance). We therefore design a Z statistic, which is defined as
Z becomes large under the above two conditions, and therefore two clusters are not merged if Z value is large. This is equivalent to a two-sample hypotheses (error proportions against a third sample):
Notice that if one cluster indeed originates from errors of another cluster, the size of the error cluster should be much smaller than that of the true barcode cluster and the centroid c 3 should be very close to the centroid of the larger cluster between C 1 and C 2 . In this case, Z value is mainly determined by the cluster with smaller size and should be small, leading to cluster merging. One big advantage of this method is to avoid over-merging of two large clusters with close distance.
Evaluation of the Bartender accuracy
Differences between the true barcode size (count) and the Bartender estimate result from three primary sources of error: sampling error, sequence error and additional error introduced by Bartender clustering. Sampling error refers to the size difference between the theoretically expected copy number (based on the relative frequency in the cell population) and the number of copies that are actually sequenced on the sequencer. This error cannot be removed and thus represents the lower bound of all error. Sequence error refers to mismatches introduced during PCR or sequencing, which Bartender attempts to correct. In the ideal case, Bartender would cluster reads while correcting for all sequencing errors and introducing no additional error.
To evaluate the Bartender accuracy, a large simulated dataset with a defined sequence error rate, or a real dataset (Levy et al., 2015) , is randomly partitioned into n equal subsets to mimic the sampling process. Bartender is then applied to each partition. For simulated data, Bartender results are compared to the true cluster centers known from the simulation. For real data, these results are compared to clusters that were generated by running Bartender on the entire dataset prior to partitioning.
Since each read is sampled individually, for a particular cluster, its size in each partition follows a Binomial distribution
where F w is the size of the corresponding cluster in whole dataset. So the expected cluster size in one partition is given by
and the standard deviation in one partition is given by
The coefficient of variation (CV) ( Equation 11) and its estimator (Equation 12 ) are used to gauge the error effects.
where
and f p is the observed frequency of each cluster in partition p.
Results
Bartender is flexible and fast
Barcode or pseudo-barcode lengths typically range between 10 and 30 nucleotides but may sometimes exceed 100 nucleotides (Goodman et al., 2013; Kosuri et al., 2013) . Current tools become cumbersome for analysis of these longer barcodes for two major reasons. First, longer barcodes will accumulate more errors and result in more unique reads that must be clustered. Second, longer barcodes will slow similarity comparisons between unique reads because more nucleotide positions must be accounted for. To address these problems, we built Bartender with the capability to handle long barcode lengths with only moderate reductions in speed.
First, we built an extractor tool that can quickly pull the variable region from FASTQ/FASTA files using a user-defined pattern and sequencing quality threshold to generate a pool of barcode reads for clustering (Supplementary Material) . Synthesis of oligonucleotides with random regions often results in few variants with missing or additional random bases. To account for these errors, we allow users to assign random nucleotide regions of variable lengths during extraction.
Second, we built a Bartender clustering tool that utilizes a number of strategies to improve speed. The primary speedup comes from a divide-and-conquer binning strategy, which is motivated by parallel handling of large-scale next generation sequencing data (Simpson et al., 2009; Sun et al., 2009) , to greatly reduce the number of comparisons (Section 2 and Supplementary Material). Briefly, Bartender surveys the variable regions for nucleotide positions with the largest entropy (i.e. the most variability), and generates a set of noncontiguous seeds (3-8 nucleotides) ranked by total entropy (Eren et al., 2014) . These seeds are then used to sort unique reads into bins, with all reads within a bin having an identical seed. For the first seed, each unique read is treated as one cluster. Comparisons are then performed within each bin to merge similar clusters (the merging criteria are described later), and these merged clusters are used with the next seed for further merging. By using seeds with the largest entropy first, Bartender creates the maximum number of bins at the first clustering step (when the most clusters exist) and thereby minimizes the number of comparisons necessary. A secondary speedup comes from a greedy algorithm that prioritizes comparisons to the largest clusters within each bin. These large clusters are the most likely to be 'true' barcodes and have a better chance of matching to smaller clusters that are more likely to be a sequence that contains a PCR or sequencing error (Edgar, 2010) . A last source of increased speed comes from the use of a computationally efficient comparison metric that is described in more detail later.
We used simulated data to benchmark Bartender clustering speed against existing algorithms that can be used with single-end Illumina sequencing data: Starcode (Zorita et al., 2015) , SEED (Bao et al., 2011) and cd-hit (Fu et al., 2012) . We simulated 100 000 barcodes of a number of different realistic barcode lengths (26, 38 and 64 nucleotides), while keeping the number of total reads ($10 M), and the combined PCR and sequencing error rate (2%) constant (Supplementary Material, Supplementary Table S1, Datasets 1, 2 and 4). On a standard desktop computer, Bartender was the only algorithm to perform the clustering within 10 min in all cases (Fig. 1a) . One tunable parameter that affects Bartender performance is the seed length used to partition unique reads prior to pairwise comparisons (Supplementary Material). Longer seeds will reduce the pairwise comparisons (increase speed) by creating more bins, but, if error rates are high, may result in under-merging because similar clusters might never find themselves in the same bin ( Supplementary Fig. S3 ). By testing Bartender performance across different seed lengths, we find that longer seeds do indeed increase speed, however the increments become marginal when seed length is above 5 (Fig. 1b) , with most processing time devoted to Input/ Output (I/O).
Bartender accuracy
To make merging decisions between reads/clusters, Bartender uses a modified two-sample proportion test that considers both cluster distances and cluster sizes (Section 2). A major caveat of making merging decisions based solely on sequence similarity is that distinct barcodes that are close in sequence will be erroneously merged. To overcome this problem, we take advantage of the fact that for two clusters that are close in distance, if one cluster contains true barcode reads and the other contains sequencing errors of this barcode (i.e. the two clusters arising from the same barcode), then the cluster containing errors is expected to be at a much lower frequency that is a function of the error rate and the barcode length. If, however, each cluster represents a true barcode, then these two clusters are more likely to be at similar frequencies. Therefore, Bartender considers the relative frequencies of two clusters in making merging decisions, with clusters that have larger frequency disparities being more likely to be merged (Section 2).
To determine the accuracy of Bartender, we generated a simulated dataset that consists of 38mer sequences containing 18 constant bases and 20 random bases. Random regions contain 100 000 variants, with frequencies following an exponential frequency distribution (mean ¼ 100) that yields $10 M total reads (Supplementary Table S1 , Fig. S4 ). The simulation included a 2% combined per nucleotide error rate of PCR and sequencing and yielded $4.8 M unique reads. We output predicted barcode cluster sequences and the counts using each algorithm (see Supplementary Material for algorithm settings). Predicted cluster counts were compared to the true counts known from the simulation. We first assessed the rate of false negatives (missing barcodes), defined as a true barcode with three or more reads that has not been identified by a clustering algorithm with a cluster size of at least one read (Fig. 2a, Supplementary  Fig. S5 ). We find that both SEED and cd-hit have higher rates of false negatives (>2%), while both Bartender and Starcode have relatively low rates (<0.4%). We next assessed the rate of false positives (spurious barcodes), defined as a sequence identified by a clustering algorithm with a cluster size of at least three reads that is not a true barcode (Fig. 2b) . For these comparisons, clusters with less than three reads were ignored because these low-frequency clusters are more likely to be erroneous and derived from another cluster in the pool (Supplementary Material). We find that SEED and cd-hit have relatively high rate of false positives (>6%), while Bartender and Starcode have relatively low rates (<0.2%). For barcodes that were correctly identified by each algorithm, we next measured the accuracy of the count estimate compared to the true count in the pool (Fig. 2c) . With the exception of Starcode, all algorithms had a similar pattern of counting errors, with a large majority of barcodes having <30% counting error. Starcode clustering resulted in thousands of barcodes with higher counting error (>30%). To investigate the cause of Starcode counting errors, we plotted the true count For t ¼4, a laptop equipped with 3.0 GHz Intel core i7 and 16 GB memory was used. For t ¼ 12, a desktop equipped with 3.5 GHz 6-core intel xeon E5, 64 GB memory was used against the count estimated by Bartender (Fig. 2d, orange) and Starcode (blue) for each barcode. We find that the majority of Starcode errors occur for barcodes that exist at low frequencies (<50 true counts), with Starcode clustering drastically underestimating the true counts. By contrast, and discussed below, Bartender performs relatively well for these low frequency barcodes.
Bartender errors and sequencing depth
Barcodes with low sequencing depths are difficult to accurately count for several reasons. First, sampling noise (derived from which molecules happen to be sequenced) scales with the square root of the expected number of reads. That is, barcodes with less reads will have high coefficients of variation simply because of sampling on the sequencer. Second, small read numbers can often result in an erroneous cluster center (the predicted barcode sequence does not match the true barcode sequence) because PCR or sequencing errors in one read would have a large impact on the predicted center. These errors in small clusters often result in both false positives and false negatives because reads matching a true barcode sequence are missing while those matching a new (erroneous) barcode sequence are present. Third, merging decisions based on cluster size disparities (see above) become less accurate between small clusters because both true reads and errors are expected to have few counts. To examine how barcode sequencing depth impacts Bartender accuracy, we simulated two datasets containing 100 000 true barcodes and $10 M reads, with error rates of 2% (Fig. 3a) and 0.33% (Fig. 3b) , respectively. For moderately large clusters (>10 reads), Bartender clustering introduced almost no additional counting error over those due to sampling at the sequencer. For smaller clusters ( 10 reads), the clustering process did introduce additional error for reasons described above. However, the additional error due to clustering is relatively small. Therefore, sequencing at a coverage sufficient to read each barcode at least 10 times would virtually eliminate Bartender errors.
Application to high-complexity bar-seq data
Because both SEED and cd-hit clustering resulted in higher rates of false positives and false negatives on simulated barcode data, we focused further comparisons to Bartender and Starcode. To compare performance on real sequencing data, we next clustered published data of a high-complexity barcode library ($0.5 M barcodes, 20 random bases, 26 total bases) that has been sequenced deeply ($136 M reads, available from the NIH Sequence Read Archive as accession #SRR5747458) to generate $3 M unique barcode reads (Levy et al., 2015) . Despite a higher number of total reads from our simulations, we found clustering to take about the same amount of time (<10 min, Supplementary Fig. S6 ). For these comparisons, clusters with less than three reads were ignored because these lowfrequency clusters are more likely to be erroneous and derived from another cluster in the pool (Supplementary Material). The two methods discovered 487 820 overlapping barcode clusters, with (Fig. 4a) . By examining the counts of clusters that were unique to Bartender (Fig. 4b) , we find that about half (1911 of 3767) contained more than 5 reads, indicating that they are likely to be true barcodes (from the Bartender error analysis above). A similar proportion of unique Starcode clusters contained more than five reads (28 of 57), suggesting that these are likely to be Bartender false negatives. Plotting the clusters that overlap between Starcode and Bartender ( Fig. 4d ) reveals that the two methods generally correlate well (Pearson' correlation ¼ 0.99998). For many barcodes, however, Starcode estimated higher counts than Bartender, suggesting that Starcode is over-clustering. To investigate this possibility, we examined these clusters and found that, in most cases, Starcode merged two or more distinct barcodes together. A representative example of Starcode over-merging is shown in Figure 4c and d (black triangles, red square and red star): three barcodes with high counts (>200) that are close in sequence space can be distinguished by Bartender but not Starcode. We next performed a similar analysis of errors and sequencing depth as that on simulated data above and found similar results ( Supplementary Fig. S7 ).
Bartender includes UMI handling
Unique molecular identifiers (UMIs) are additional, usually random, sequences that are added to template molecules before PCR that allow an investigator to detect and remove PCR duplicates and thereby improve the accuracy of barcode amplicon counting (Kivioja et al., 2011; Levy et al., 2015) . Bartender allows a user to attach a UMI sequence to each barcode prior to clustering using the Bartender extractor tool: each line of the output file contains a barcode sequence and a UMI sequence for a given read, separated by a comma (e.g. BBBBB, UUUU where a B is a nucleotide in the barcode and a U is a nucleotide in the UMI). Following clustering, Bartender will search for identical UMIs (exact matches) within each cluster and report counts that include or exclude repeated UMIs (putative PCR duplicates). We note here that UMI length must be carefully considered as part of the experimental design, and provide some general guidelines in the discussion.
Bartender includes multiple time point handling
A growing number of studies perform time course bar-seq experiments that require tracking barcode lineages over time (Gresham et al., 2011; Levy et al., 2015) . In some cases, lineages will persist at low frequencies or be driven over time to extinction. These sorts of scenarios present additional challenges for Bartender clustering. As discussed above, a small cluster is more likely to result in a difference between the true barcode sequence and the sequence Bartender calls. These cluster center errors will result in some barcodes at low frequencies artificially 'disappearing' at some time points and then 'reappearing' at others, greatly impacting interpretation of the barcode trajectory. To avoid these issues, we include a 'multiple time point' mode in Bartender. Time points are clustered independently and then clusters are joined between adjacent time points under the assumption that barcodes in a time point are a subset of the clusters the previous time point (Supplementary Fig. S8 ). For a time point t, Bartender first joins clusters with the exact same center (sequence) to t-1. Then, any unjoined clusters in t are joined to clusters in t-1 if their centers that are within one mismatch. This second step (joining across mismatches) is particularly important for barcodes that are being driven to low frequencies, were errors in the cluster center are more common (e.g. <3, see above).
To test the accuracy of the multiple time point feature, we simulated an evolution of 100 000 barcoded cells with different initial fitnesses over 112 generations (Supplementary Material), sampling barcode lineage frequencies using $10 M total reads at various time points. The true barcode frequencies known from the simulation were compared to Bartender clustering merged across time points using Bartender or a simple merging strategy that only merges exact sequence matches (Fig. 5a ). Additional time points generally improved Bartender's performance. Bartender detected 100 389 barcode clusters including all true barcodes (no false negatives) and 389 erroneous barcodes (false positives). All false positives were only present in the first time point and no subsequent time points, and would be easily identified and ignored by an investigator. Bartender was extremely accurate at estimating barcode frequencies over time, but accuracy suffered when lineages fell to low frequencies of 2-3 reads per barcode. To exemplify this point, we sampled the barcode frequencies more densely during the mass extinction event that begins at $70 generations in our simulation (Fig. 5b) . While Bartender performs better than simple merging, during this time it slightly underestimates the number of barcode lineages that are still present in the pool.
Discussion
To the best of our knowledge, Bartender is the most accurate clustering algorithm for counting high-complexity deeply sequenced barcode reads, with a comparable speed to other existing algorithms. Bartender's accuracy stems from a new statistical test schema that uses both nucleotide sequence and cluster size information to prevent over-merging; its speed stems from a binning strategy and a computationally efficient greedy clustering algorithm. Bartender includes handling of both UMIs and time course data, and promises to be a useful tool for a large number of diverse applications.
Bartender includes three parameters that are tunable for different applications: the maximum cluster distance that may be merged (d), the seed length (l, see Results) and the merging threshold (z, see Section 2). We caution that the expected nearest neighbor distance between barcodes must be considered in the experimental design for accurate clustering [see Blundell and Levy, (2014) for a discussion]. For well-spaced barcode libraries, we recommend using the default seed length (l ¼ 5) and maximum cluster distance (d ¼ 2) for applications where shorter run times are not a priority. The remaining parameter, z, should be set according to the expected coverage per barcode and the barcode library complexity. For low to medium coverage (<500 reads/barcode), we recommend starting with the default setting for z (¼ 5). However, it may be necessary to adjust the z. For example, we have noticed some nucleotide sequences in our random barcode libraries are more prone to PCR or sequencing errors, and, if these errors occur within an abundant barcode, they may cause the same erroneous read to occur at a high frequency and therefore be interpreted as an independent barcode cluster. At extremely high coverage (e.g. >10 000 reads/barcode in a lowcomplexity barcode library), this problem is amplified because a high error position in any barcode will create this artifact. In this case, we recommend setting z higher. In cases where all barcodes are expected to be distant (an average of 5-6 mismatches from a nearest neighbor), we recommend disabling the merging threshold (z ¼ -1) to make merging decisions based on the cluster distance (d) only. In this scheme, all sequences within a user specified distance of each other will be merged, however, because barcodes are distant, it is unlikely that any real barcodes will be merged together (over-merging). Furthermore, disabling the merging threshold will remove the possibility of nucleotide sequences with abnormally high errors causing artifacts.
Bartender speed is mainly due to the fact that it partitions unique reads into bins and restrains sequence comparisons to those within each bin. We use the entropy at each nucleotide position to prioritize seeds that have the highest probability of creating a maximal number of bins, and thereby minimizing the number of pairwise sequence comparisons. Barcode designs with regions of varying complexity [e.g. Goodman et al., (2013) , Kosuri et al. (2013) and McKenna et al. (2016) ] could potentially disrupt this process and greatly slow Bartender. Take, for example, a barcode that is split into low complexity (e.g. 1000 random variants) and high complexity (e.g. 1 M random variants) regions. Because a nucleotide in either region would be expected to have high entropy, Bartender may choose initial seeds that contain only low complexity nucleotides resulting in far fewer bins. One potential solution would be to use a seed selection protocol that considers associations between nucleotides (e.g. information gain or mutual information), however this is not implemented here. A second major factor on speed is that Bartender uses Hamming distance instead of Levenshtein distance to make comparisons. Hamming distance is linear with respect to barcode length, while Levenshtein distance is quadratic. Because indel errors are generally rare on Illumina platforms (Schirmer et al., 2016) , in most cases this should not affect accuracy. However, our algorithm may not be appropriate for sequencing platforms or protocols that result in high indels rates.
Bartender removes PCR duplicates by simply searching for repeated UMIs within each cluster (exact matches) and removing these from the counts. Because it searches only for exact UMI matches, a PCR or sequencing error that happened to occur in a repeated UMI would not be recognized as a repeat and thus result in over-counting of that cluster. However, the alternative, merging UMI with similar sequences, raises greater problems. Large clusters may contain many UMIs, and, because UMIs are generally short, UMI clustering would erroneously merge many distinct UMIs that are close in sequence. Even using our exact match criterion, it is possible that extremely large barcode clusters will begin to use up all available UMIs resulting in under-counting. For example, a barcode that is read 100 000 times and contains an 8mer UMI (4 8 ¼ $65 000 possible sequences) will necessarily have UMI repeats even when each sequenced read stems from a unique template molecule. To avoid these problems, we recommend selecting a UMI length that results in at least 10-fold more possible sequences than the largest expected cluster. Bartender includes a multiple time point mode that is designed to generate barcode trajectories for time course data. Importantly, information from a previous time improves count estimates for low frequency barcodes because erroneous cluster centers (due to sequence errors) are more likely to be assigned to a true barcode. This mode assumes that all barcodes at any time point are a subset of the barcodes in the previous time point. In some cases, this mode could be applied to experiments other than a time course (e.g. barseq across different conditions). However, we advise extreme caution. If there are only a few (2-3) conditions, and there is a large overlap in the barcodes present in each condition, then multiple time point mode could be directly applied using an arbitrary order of the conditions. However, in cases where the overlap between barcodes present in each condition is expected to be small, we do not advise using the multiple time point mode. Rather, Bartender should be applied to each condition separately and then barcode clusters from different conditions should be compared by another method. Another useful feature of Bartender is that it reports an entropybased measurement for cluster quality to an output file, which can be used in downstream analyses as an indicator that a cluster might contain more than one true barcode. The cluster quality is a measure of the read heterogeneity within a cluster. For each cluster, a position weight matrix is generated from all the unique reads contained in the cluster and the cluster quality is reported as the largest binomial entropy value across all positions in this matrix.
Based on our experience, Bartender works well with a standard laptop or desktop computer for most applications. Available memory (RAM) is generally the limiting factor for Bartender processing, and the necessary RAM is a function of the number of unique barcode reads and the barcode length. We recommend 4-6 GB RAM for datasets with less than 1 M unique 40mer barcodes, and 8-10 GB RAM for datasets with less than 3 M unique 60mer barcodes.
