Purpose
The purpose of this report is to document the steps we took in analyzing a code for unsaturated ow in porous media for the purpose of applying automatic di erentiation and of speeding up the execution of the code.
Unsaturated Flow Problem
The problem is a two-dimensional unsaturated ow in a porous medium. The intended application is modeling ow in a region consisting of fractured tu with conductivities that vary by ten or more orders of magnitude, often over very short distances. The code is written in C and uses a mixed nite element approach with a quasi-Newton iteration to handle the very high nonlinearity. The nonlinear equations are contained in the subroutine adual(x,f). Centered di erences were used to calculate a very sparse 1989 1989 Jacobian J. The resulting linear equation was solved by a bi-conjugate gradient algorithm.
We approached the code hoping to demonstrate the superiority of the ADOL{C 3] implementation of automatic di erentiation over the centered di erence approximations used in Robey's original code. The high degree of nonlinearity was felt to be a potential cause of inaccuracy using centered di erences, and we hoped that automatic di erentiation could improve accuracy and speed.
The test problem considered here is a 1-D test problem exhibiting a particularly simple structure. We hope to develop strategies that generalize to higher-dimensional problems of practical interest.
First Attempts
The initial experiments with the rst version of the dual.c code underscored the regularity of the structure of the Jacobian matrix, a fact that eventually led to major performance improvements.
ADOL{C supports both the forward and the reverse modes (see 2]) of automatic di erentiation. It is not clear which method should be preferred for computing the square Jacobian required for this problem.
Exploitation of Structure
It is well known that J has a very regular sparse structure arising from the underlying discretization grid (see Figure 1 ). Robey recognized that f depends only linearly on x, except for the dependence of f 0::935 on x 936::1286 . That is, he coded most of the elements of J as linear functions of x. Only the elements of J that belong toD are more complicated to compute. In principle, the elements ofD could be computed analytically since they involve only sums and products of components of x. This was not done because it is too hard to recognize and code the patterns of which components of x impact which components of f.
Robey also recognized that the 351 rows ofD could be computed in only six passes. The combination of partitioning J and coloringD reduced the time required to approximate J from about 31 minutes to about 5.78 seconds on a SPARC 1+. This is the code that formed the basis for the further explorations described below. This code is available by anonymous ftp from boris.mscs.mu.edu (134.48.4.4) in subdirectory pub/corliss/Robey/Feb 04.
Conversion to ADOL{C
Griewank and Corliss were interested in dual.c as an example to demonstrate ADOL{C 3] . ADOL{ C is an automatic di erentiation tool using overloaded operators in C++. In this section, we describe the steps involved in converting the original unsat.c code to generate J using ADOL{C.
Step 1: Convert to C++
The program unsat was rst converted to run with the GNU G++ implementation of C++. The following modi cations were necessary:
Remove system-dependent graphics capabilities that had no signi cance to the mathematical problems of computing derivatives and solving a system of linear equations. Convert all function headers from their acceptable C form int step(x,s) double *x,*s;
to a form acceptable to C++ int step (double *x, double *s)
In addition, some diagnostic print statements were removed, and some were added, system-dependent timing instrumentation was added. The resulting code ran, appeared to give correct answers, and required 5.78 seconds on a SPARC 1+ to evaluate the nonlinear part of the JacobianD. This version of the code is in boris.mscs.mu.edu:pub/corliss/Robey/Feb 19.
Study of the structure ofD suggested that it could be computed with three colors instead of the six colors used by Robey. In function step, we eliminated the for (l=0; . No changes of any kind were required to the body of either function. We did, however, remove from adual code that is required to compute the value of f but that is not required to compute the elements ofD, which require only r 0..935]. The resulting code is in les adual.c and akonduct.c in boris.mscs.mu.edu:pub/corliss/Robey/Feb 14.
5. 3 Step 3: Record the \tape" The next step was to modify the three-color nite di erence code in step3.c to use automatic di erentiation instead. We followed the instructions in 3] rst for the forward mode of automatic di erentiation.
We removed the nite di erence code from step3.c: Warning: The declarations and magic numbers are explicitly tailored for the input le flux.in. For other data, the structure and size of the Jacobian must be re-examined.
The resulting code is in le step4.c in boris.mscs.mu.edu:pub/corliss/Robey/Feb 14. It required 5.53 seconds to evaluateD, or twice as long as the three-color nite di erence code.
Reverse Mode
ADOL{C can also evaluate derivatives in the reverse mode. The reverse mode is usually faster than the forward mode when there are more independent variables than there are dependent variables. The entire Jacobian is square, but the blockD that we are computing is composed of 3 8 blocks. This con guration implies that the forward mode (or nite di erences) can be computed in three passes, while the reverse mode requires eight passes. We write three versions of step using the reverse mode: step6.c: Eight reverse sweeps. Similar to the three forward sweeps. step2.c: Eight-vector reverse. The eight reverse sweeps are all performed at once. step7.c: Eight-vector short reverse. The eight reverse sweeps are all performed at once, taking advantage (as in the three forward sweeps) of the fact that we do not need to di erentiate with respect to all x, nor are we required to di erentiate all dependent variables. The code may be found in boris.mscs.mu.edu:pub/corliss/Robey/Feb 14. Since none of these versions was as fast as the three forward sweeps, we omit the code here, but we include the relevant portions of the code as appendixes to serve as examples for programming the reverse mode.
6 Results Table 1 gives the timing comparisons of the various versions of step described above. These are the times in seconds on a SPARC 1+ required to computeD, the nonlinear portion of the Jacobian J. 11.12 The \tape" for the three-color forward mode evaluation was 1.5 mega-bytes long. In general, the derivatives computed by automatic di erentiation are more accurate than those computed by nite di erences. In some applications, the improved accuracy enables Newton's method to converge in fewer iterations.
Conclusions about Automatic Di erentiation
ADOL{C can be applied to existing C codes that are large and complicated enough to have real scienti c interest.
In this application, the fastest ADOL{C code takes twice as long as the best nite di erence code. In this application, the reverse mode takes about twice as long as the forward mode, while it must perform nearly three times as many sweeps (8 vs. 3). In this application, the vector reverse is about 1/3 faster than the corresponding number of reverse sweeps performed separately. Recognizing that short vectors can be used for the independent and the dependent variables saves only an insigni cant amount of time, but it is more complicated to code.
Linear Equation Solver
In truth, we have been looking at the wrong problem so far. It takes less than 3 seconds to compute the nonlinear part of J, but it takes up to 430 seconds to solve the system of linear equations. The original intent was to explore the application of ADOL{C, but we also pass along observations about linear equation solvers.
The existing code stores J as a sparse matrix and solves the linear equation to nd the Newton step using a biconjugate gradient iterative algorithm.
One alternative is to use the general direct sparse solver written in C available from netlib. (Send a message \send index from sparse" to netlib@ornl.gov.) Another alternative is to take better advantage of the structure of J.
Wright observed that a matrix with the regularity of the structure of J can be put into a banded form by suitable interchanges of rows and columns. The numbers of rows of B, D, C 1 , and C 2 are 936, 351, 232, and 470, respectively. These are almost exactly in the ratios 8 : 3 : 2 : 4. (That is why we cited the slopes of the slanting diagonals in Section 4.) The ratios would be exactly 8 : 3 : 2 : 4 if the number of rows were 936, 351, 234, and 468, respectively.
To transform J into a banded matrix, we take 8 rows from B, then 3 rows from D, then 2 rows from C 1 , then 4 rows from C 2 , and then repeat. The columns are reordered in the same way. To make things come out right, we take only one row of C 1 and 5 rows of C 2 on the rst and last passes. The program given in Appendix D (in boris.mscs.mu.edu:pub/corliss/Robey/Feb 19/mapindex.c) sets up an array to map the old indices to the new ones, reads from standard input J in an i, j, J i;j format, and writes to standard output J in a similar format, except that rows and columns have been interchanged to make it banded. The half-band width is 28.
In principle, one could modify step to immediately store J in a banded form. Once one has J in a banded form, there are at least two alternatives: 1. Continue to use bicon. It should converge much faster when applied to a banded matrix. 2. Use a banded solver. We strongly recommend the second alternative. We anticipate that a direct banded solver will be much faster than a general iterative solver like bicon. One such banded solver can be found in bandtest.f (test le) and tom band.f (reads the output of mapindex and solves) in boris.mscs.mu. The problems we are really interested in solving are 2-D problems. The bands described in Section 4 do not generalize to 2-D problems. While both B and D are banded in the 2-D problem, C is not. The variation of condutivities is greater for 2-D problems than 1-D problems due to the increased dimension and ow paths.
The Jacobian of this problem is rank de cient due to the form of the ux boundary conditions. The rank de eciency is caused by not being able to specify the pressures at the ux boundaries. The problems of real interest are not necessarily rank de cient. However, the rapid changes in conductivities can cause poor conditioning of the Jacobian or possibly rank de ciency. One can handle rank de ciency by adding some constraints to uniquely de ne a solution. Alternatively, one should take into account the suggestions of Griewank 1] on the behavior of Newton's method and its variation for singular systems. Two di erent situations must be distinguished. In the rst case, there is (locally) a smooth solution manifold of dimension p, and the rank of the Jacobian drops by exactly p at the solutions. In that case, Newton's method and variations have been observed to converge quite rapidly in terms of the residual norm, even though the iterates may wander up and down the solution manifold a bit. In the second case, when the rank drop of the Jacobian exceeds the dimension of the (largest) solution manifold, the situation is completely di erent. For any xed point iteration of the form x new = G x old ; f(x old ) with f = 0, the algebraic system being solved converges from almost all starting points sublinearly if G is di erentiable with respect to the residual vector f. The only way to maintain at least linear convergence is to use Newton's method without bounding the inverse or to append the linear system by equations that enforce singularity. (R-sublinear convergence means that the k-th root of the k-th residual norm tends to 1 in theory. In practice, that amounts to the iteration's stalling completely.)
Another approach to improving the performance of the linear equation solver is to apply a suitable preconditioner. Most simple preconditioners require either a positive de nite matrix or diagonal dominance which do not apply to this problem. Work on implementing a more complicated preconditioner that takes advantage of the structure of the Jacobian is in progress. 
