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Abstract
Guiding Attention in Controlled Real-World Environments
Thomas P. Booth
Supervising Professor: Dr. Reynold Bailey
The ability to direct a viewer’s attention has important applications in computer graph-
ics, data visualization, image analysis, and training. Existing computer-based gaze manip-
ulation techniques, which direct a viewer’s attention about a display, have been shown to
be effective for spatial learning, search task completion, and medical training applications.
This work extends the concept of gaze manipulation beyond digital imagery to include
controlled, real-world environments. This work addresses the main challenges in guiding
attention to real-world objects: determining what object the viewer is currently paying at-
tention to, and providing (projecting) a visual cue on a different part of the scene in order to
draw the viewer’s attention there. The developed system consists of a pair of eye-tracking
glasses to determine the viewer’s gaze location, and a projector to create the visual cue
in the physical environment. The results of a user study show that the system is effective
for directing a viewer’s gaze in the real-world. The successful implementation has appli-
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This body of work presents a means for directing a viewer’s attention in a controlled, real-
world environment. Gaze manipulation approaches have been shown to be effective for
computer-based spatial learning [67, 3], search task completion [40], and medical train-
ing applications [35, 56]. This work focuses on a technique called Subtle Gaze Direc-
tion(SGD) [4] that combines eye tracking with subtle image-space modulations to guide a
viewer’s gaze in a manner that has minimal impact on the viewing experience. The modu-
lations are only presented to the peripheral regions of the field of view and are terminated
before the viewer can scrutinize them with high acuity foveal vision. Such approaches
are preferred to more overt techniques that require permanent alterations to the scene to
highlight areas of interest.
The goal of this work is to develop and test various approaches to extend the concept of
gaze manipulation beyond digital imagery to include controlled, real-world environments.
There are two main challenges to guiding attention to real-world objects: (1) determining
what the viewer is currently paying attention to, and (2) providing (projecting) a visual
cue on other parts of the scene to draw the viewer’s attention there. In the system layout
(Figure 1.1), the user wears a pair of eye-tracking glasses that allow for unrestricted head
movement. The glasses are equipped with a front facing camera that captures the scene
from the perspective of the subject and determines the viewer’s gaze position within the
scene. Gaze inference can be performed by extracting image features from this camera’s
video feed near the viewer’s current fixation and then searching for correspondence with
known objects. This process determines the location of the viewer’s current fixation with
2
Figure 1.1: Annotated photograph of the real-world gaze manipulation setup. The current
fixation is determined using a wearable eye-tracker. A projector is used to create a visual
cue on another part of the scene in order to guide the viewer’s gaze to that location. This
process can be repeated to guide the viewer over time.
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respect to observable portions of the scene. Once the subject’s viewpoint has been estab-
lished, a visual cue (subtle luminance change or a more overt flash) can then be projected
onto another part of the scene to attract the viewer’s attention. This can be repeated as
necessary to guide the viewer’s gaze over time.
The final system combines off-the-shelf components with special purpose software.
The eye-tracking system is capable of sending real-time data streams over network socket,
which is connected to a companion system. The companion is responsible for performing
feature-based image processing, object detection, and generating subject stimulus. Real-
time performance constraints for the companion are not unrealistic, since modern desktop
computers are more than capable of performing feature-based image processing in real-
time [26].
To evaluate the design methodology, a user study was conducted. The user study con-
sisted of subjects looking freely at a scene, while imposing an arbitrary sequence through
SGD. The effectiveness of system was evaluated by how precisely subjects follow the in-
tended pattern. In the interest of gauging subtlety, each subject was interviewed for their
awareness to the presence of gaze direction.
Implementing such a system has high applicability in instructional environments such
as aircraft cockpits. For example, it can be used to direct novice pilots to situation-relevant
instrumentation in response to an event such as equipment failure or adverse weather con-
ditions. Elaborating on this example, instruction may include operational protocols such
as takeoff and landing procedures, or the utilization of gaze data captured from veteran





2.1 The Human Visual System and Modern Eye-tracking
In humans, foveal vision (center of gaze) has very high acuity when compared to peripheral
vision. The falloff in visual acuity as distance from the fovea increases is directly related
to the distribution of the cone photoreceptors in the retina [46]. The density of cones, and
hence the visual acuity, is very high in the fovea and falls off rapidly as the angle increases.
The fovea itself has a diameter of 1.5mm and subtends an angle of approximately 2 degrees
of the visual field. This difference in photoreceptor distribution is pictured in Figure 2.1.
This means that at any instant, less than 0.05% of our field of view is seen in high resolu-
tion. We overcome this limitation by quickly scanning about the scene. These rapid eye
movements are called saccades and the brief pauses to focus on objects within the scene
are called fixations. Most saccades occur at a level below conscious awareness.
Eye-tracking provides a mechanism for monitoring where our high acuity vision gets
focused in a scene or on a display. Eye-tracking systems first emerged in the late 1800s
(see [24] for a review of the history of eye-tracking) and over the years various approaches
have been used to track viewer gaze including magnetic coils embedded into contact lenses
and electrooculograms (EOG) which attempt to determine eye-position by taking advantage
of the voltage difference between the retina and cornea. Most modern eye-tracking systems
are video-based — a video feed of the subject’s eye is analyzed to determine the center of
the pupil relative to some stable feature in the video (such as the corneal reflection). A
brief calibration procedure is usually necessary to establish the mapping of the subject’s
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Figure 2.1: Distribution of cones in the retina. Cone concentration is highest near the center
of gaze–the fovea. A rapid fall-off is evident as the relative angle increases. The optic disk
blocks a region of photoreceptors, creating a blindspot [36].
eye position to locations within the scene. The accuracy of video-based eye-trackers has
improved in recent years with many commercial systems reporting gaze position accuracy
< 0.5◦. Eye-tracking systems are primarily used to collect eye movement data during
psychophysical experiments. This data is typically analyzed after the completion of the
experiments. However during the 1980s, the benefits of real-time analysis of eye movement
data were realized as eye-trackers evolved as a channel for human-computer interaction [30,
23].
Wearable eye-trackers began to emerge during the late 1990s [49, 2]. Today most of
the commercial eye-tracking companies offer head-mounted eye-tracking solutions. Head-
mounted eye-trackers allow researchers to capture information about the visual behavior
and perceptual strategies of people who were engaged in tasks outside of the laboratory.
They have already been used in a wide range of settings including driving [55], sports [8],
geology [16], and mental health monitoring [65].
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2.2 Subtle Gaze Direction
The finalized system is patterned after the Sutble Gaze Direction technique which was
designed to guide attention in computer displays. Referring to Figure 2.2, the eye-tracker
determines a known fixation in a viewing plane where there also exists a desired fixation
target—a Region of Interest or ROI. For this instance in time, let −→v be the velocity of
the current saccade, let −→w be the vector from the fixation to the ROI, and let θ be the
angle between −→v and −→w . Once it has been established that the two regions do not overlap
(preempting the need for guidance), the ROI is modulated at a rate of 10 Hz.
Figure 2.2: Visual demonstration of SGD
While the modulation is active, saccadic velocity is monitored using data from a real-
time eye-tracking system. With known vectors −→v and −→w , θ is easily calculated using the
geometric equation:
θ = arccos





The case where θ is relatively small (≤ 10◦) implies that the subject’s gaze is tending
towards the desired fixation and the modulation should be terminated. This process can be
repeated indefinitely on multiple ROIs to direct a viewer’s gaze about the scene. Subtlety
is achieved by leveraging the phenomenon of saccadic masking. To be more specific, the
ability of a subject to perceive differences in their field of view diminishes during a sac-
cade [15]. An example of saccadic masking as depicted over time is shown in Figure 2.3.
Figure 2.3: Saccadic masking
Again, the modulations are only presented to the peripheral regions of the field of view
and are terminated before the viewer can scrutinize them with high acuity foveal vision. As
long as the modulation is terminated while the subject is experiencing a saccadic mask, the
subtlety of the technique is maintained.
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2.3 Computer Vision
The fundamental goal of computer vision is to enable computers to interact with the envi-
ronment using pictures or video. Focusing on object detection, most techniques for doing
so rely on image analysis of static images. Although the literature for object detection is
broad, a majority of algorithms fall into one of two basic categories: appearance methods
(a literal interpretation of the image) and feature-based methods (decomposing regions of
pixels into numeric values).
Appearance methods [57, 54, 32, 33] rely on the use of “exemplars” or images that
exclusively depict the object to form a formal description. The primary concern with such
methods is sensitivity to changes in lighting, viewing angle, and size of an object. The
accepted solution is to use a collection of prepared images that cover expected usage sce-
narios. In this case, performance and accuracy are inversely proportional—a larger (or
more accurate) description will be comparatively slower than a smaller (less accurate) de-
scription.
Feature-based methods [37, 5, 42, 12] decompose regions of pixels into keypoints—
regions of an image with outstanding (unique) composition. The commonalities with sev-
eral algorithms of this type are scale and rotation invariance—meaning that sample images
depicting differences in size and orientation are not required for a successful detection.
Additionally, although not immune to changes in lighting, feature-based methods do not
require additional images to compensate for differences in lighting; only modifications
in thresholding (chosen at runtime). To allow the detection of an object within a scene,
decomposition is performed on a quality source image where the object is the principle
subject; this operation builds the complete definition for the object. Next, decomposition
is performed on the scene perspective (the canvas in which to detect the object). With both
sets of keypoints, simple comparisons are done to determine the likelihood of a matching
keypoint. An object is detected when a significant number of single object keypoints are
present within the scene.
Appearance methods frequently employ multi-frame tracking within video feeds for
9
accuracy while feature-based methods can be utilized on single images or individual video
frames with identical precision. Either type is suitable for employing SGD, however,
feature-based methods do not necessarily have to only scan for objects (such as examining
independent image regions for similarity). Therefore, this work will exploit feature-based
methods while evaluating their effectiveness by two means: (1) using localized image anal-




There has been extensive research to determine what guides viewer attention. It is well
known that the pattern of eye movements depends on the viewer’s intent or the task as-
signed [70, 22, 58]. Image content also plays a role. For example, it is natural for humans
to be immediately drawn to faces or other informative regions of an image [38]. Addi-
tionally, research has shown that our gaze is drawn to regions of high local contrast or
high edge density [39, 47]. Researchers continue to debate whether it is salient features
or contextual information that ultimately drives attention during free viewing of static im-
ages [10, 61, 60, 7].
Jonides [25] explored the differences between voluntary and involuntary attention shifts
and referred to cues which trigger involuntary eye-movements as pull cues. Computer
based techniques for providing these pull cues are often overt. These include simulating
the depth-of-field effect from traditional photography to bring different areas of an image
in or out of focus or directly marking up on the image to highlight areas of interest [13,
19, 59, 68, 20]. It is also possible to direct attention in a subtle manner. For example,
the Subtle Gaze Direction (SGD) technique [4] works by briefly introducing motion cues
(image space modulations) to the peripheral regions of the field of view. Since the human
visual system is highly sensitive to motion, these brief modulations provide excellent pull
cues. To achieve subtlety, modulations are only presented to the peripheral regions of the
field of view (determined by real-time eye-tracking) and are terminated before the viewer
can scrutinize them with high acuity foveal vision.
Gaze manipulation has high applicability in instructional environments. Numerous
studies have been conducted to understand experts’ eye movements for specific tasks and
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to use their fixation sequence to guide novices during training. This has been done in tasks
such as aircraft inspection [53] and optic disc examinations [45]. An interesting applica-
tion of this approach is in the area of medical image analysis to understand the cognitive
strategies employed by experts [62, 31]. Litchfield et al. [35] [34] showed that viewing an
expert’s eye movements can help to improve identification of pulmonary nodules in chest
x-rays. Gaze manipulation has also been used to subtly guide novices along the scanpath of
an expert radiologist as they try to identify abnormalities in mammograms [56]. Results of
that study reveal that novices who were guided performed significantly better than the con-
trol group (no gaze manipulation). They also continued to perform better once the training
was complete and gaze manipulation was disabled.
The concept of guiding attention (pointing) in physical spaces is well established in art,
photography theater and cinema. In most cases this relies on clever use of contrast and
composition, direct manipulation of lights, or manual post-processing to highlight regions
or characters of interest. Several augmented reality systems have also been developed to
directly highlight real-world objects [69, 50, 21] or to highlight objects on a video feed of
the real world [9, 17]. However, none of these systems take the viewer’s gaze into account
or attempt to guide attention without using overt cues. One notable exception is the work
by Veas et al. [63] where they pre-process video feeds to increase the saliency of target
regions while reducing the saliency of surrounding regions. They do this by adjusting
the contrast of the various channels in CIELAB space to create a natural looking change
to the image which increases the likelihood of the target regions being attended to. In
their work, eye-tracking was only used to test if the subjects actually paid attention to
target regions. Furthermore, their technique does not actively try to shift attention between
multiple targets. In contrast, we plant to adopt an approach similar to the Subtle Gaze
Direction technique, where eye tracking is used to monitor where the viewer is attending
to in the scene in real-time. A visual cue is then projected onto another part of the scene to





The hypothesis of this work is that it is possible to develop a system capable of guiding
attention in the real-world. Furthermore, applying gaze guidance in the real-world should
offer a noticeable increase in task-based performance of subjects.
4.1 Equipment
As mentioned before, SGD is already capable of directing gaze, but lacks a means to do so
in the real-world. Extending SGD beyond a computer screen requires producing modula-
tions in a physical space. The proposed method for providing modulations is via a projector
fixed on a designated scene. Naturally, there will exist a maximum viewable area limited by
the range of the projector. However, by comparison, SGD is currently limited to a partic-
ular viewing space. Therefore, current implementations of SGD and hypothetical systems
will both include a maximum effective area.
Performing meaningful augmentations with a subject’s perspective requires additional
processing done seperately from the eye-tracker. The classical application of SGD (on a
computer screen), utilizes a desktop computer for interpreting gaze velocity and providing
user stimulus. The proposed system will need to provide the same level of functionality and
support real-time frame decomposition. Although image analysis is clearly more intensive
than the original incarnation of SGD, the companion system should still be able to provide
the necessary runtime given the speed of modern desktop computers.
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4.2 Performance
SGD relies on the speed of modern eye-trackers for its subtlety. Specifically, when a subject
is experiencing saccadic masking while they transition between two gaze points, the mod-
ulation terminates. This implies that the speed of the gaze interpolation must be equal to
or less than the saccad flight time. Second, the ideal performance of object tracking would
be done frame-by-frame or every other frame. The eye-tracker chosen for this experiment
operates at 24 frames per second; implying the total computation time must be less than 83
ms (for alternating frames) and ideally 41 ms (for perfect frame updating).
4.3 Subject or Object Movement
While a truly dynamic augmentation would be desirable, it is beyond the scope of this
work. The principal issue regarding object movement is tracking movement in relation to
the user’s current fixation. Once an object moves, the positioning of the modulation within
the projection field changes; therefore, object targeting information of the projector must
be updated. This processing would need to be performed twice—once for the subject and
a second time for the perspective of the projector. There must also be considerations for
calibrating the projector viewpoint and the secondary camera viewpoint; so that the observ-
able boundaries (or effective area) are consistent. With support from the aforementioned
analysis, object movement will be left as future work.
Subject movement is largely expected—particularly when examining multiple objects
within a scene. Object detection is immune to subject movement because there is no a
priori knowledge of object location. The object must be first detected, then considered
for bounding values, and finally compared against the current gaze velocity. However,
excessive movement is prohibited because of the limited frame rate of the eye-tracking
perspective camera. Fast head movements will render the scene captures blurry and inhibit
the object detection process.
In summary, the overall assumption is that objects will remain stationary while the




As discussed earlier, the two main challenges to guiding attention in real world environ-
ments are (1) determining what the viewer is currently paying attention to, and (2) pro-
jecting visual cues on other parts of the scene to draw the viewer’s attention. The system
combines the use of eye-tracking glasses, a standard projector, and a high-resolution source
images. The source information consists of either an image of the scene image from the
perspective of the projector, or a collection of individual objects present in the scene. The
eye-tracking system computes the fixation position within the scene that the viewer is at-
tending to. Keypoint and descriptor extraction is performed on the sourcing image(s) prior
to system runtime and on individual scene frames as they occur. Comparisons are per-
formed between scene and source descriptors to infer gaze location. This is an important
step in the process as it contributes to not attempting to guide a viewer objects they are
already attending to. Once the current fixation is determined, viewer attention can then be
guided by projecting a visual cue onto another part of the scene.
The following is a list of design goals:
• The system should perform in real-time.
• The system should allow for unrestricted movement of the viewer as long as their
fixations remain within the region covered by the source image.
• The system must be robust even under ill-conditioned and ill-posed situations such
as track-loss or when the viewer looks away from the scene.
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The hypothesis is feasible so long as the following assumptions are made:
• The system will be used in a visually stable environment (i.e. unchanging external
lighting and no moving objects).
• The objects in the scene are non-transparent and well defined in terms of color, con-
trast, size, shape and texture.
5.1 Runtime Analysis
To ensure real-time performance, preliminary testing was done to estimate the actual time
necessary to discover keypoints, compute descriptors, and perform matching on available
equipment. The OpenCV library [6] provides a wide array of image processing algorithms
and was used in implementation and testing. Note that while each algorithm has a dedicated
parameter set, OpenCV defaults were used in testing. A complete listing of equipment,
testing parameters, and sample code can be found in Appendix A.
Figure 5.1: Test Scene Image
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5.1.1 Keypoint Detection
While the exact technique varies between algorithms, keypoint detection methods all per-
form the same function—that of identifying regions of a static image that are significant.
Testing begins by comparing the runtime of these operations implemented entirely in a
CPU-based approach on an image with dimensions 1280x960 (taken with the eye-tracker
scene camera, shown in Figure 5.1). The results of this test are summarized in Table 5.1.








Table 5.1: Keypoint Detection Runtimes
From the results, FAST[51] provides the most keypoints and shortest runtime. Addi-
tionally, the number of keypoints extracted via FAST would suggest that more restrictive
thresholding would be adequate and leverage even greater performance. The dataset gen-
erated by FAST will therefore be used in subsequent stages of testing.
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5.1.2 Descriptor Extraction
While FAST is an effective keypoint detection algorithm, it does not include descriptor
extraction. For this reason, FAST will be omitted from the test results (as will STAR
and MSER, by the same rationale). Referring to the result from Section 5.1.1, descriptor
extraction testing is performed on a dataset of roughly 1900 keypoints. Table 5.2 shows the







Table 5.2: Descriptor Extraction Runtimes
The results suggest that BRISK [28], FREAK [1], or ORB [52] would be suitable ex-
tractors in the interest of speed.
5.1.3 Descriptor Matching
While an item-by-item (or brute force) comparison of descriptors is a simple operation,
such an algorithm is not well suited to real-time performance. Included in OpenCV is an
implementation of the Fast Library for Approximate Nearest Neighbors (FLANN) [43] for
fast matching of binary features (between scene and source) [44].
Descriptor Count Time (s)
1906 0.221049
Table 5.3: Descriptor Matching Runtime
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The initial result in Table 5.3 is well over the established maximum of 83 ms (see sec-
tion 4.2). A simple optimization would to more aggressively constrain keypoint detection
inorder to decrease the dataset size. Instead of the OpenCV default of threshold = 1, a
new dataset is created using FAST with threshold = 30. This change reduces the total
number of descriptors from roughly 1900 to approximately 249. An updated runtime for
FAST is recorded in Table 5.6 and the result of this reduction is shown in Table 5.4 (below).
Descriptor Count Time (s)
249 0.0555692
Table 5.4: Descriptor Matching Runtime (Threshold Restricted)
While this result is promising, additional optimization can be had by limiting the rela-
tive distance (or quantitative difference) between two keypoints during the matching proce-
dure. By decreasing the maximum distance, matches that are least likely to be accurate are
discarded. The result of a reduced dataset while enforcing a maximum distance is shown
in Table 5.5.
Descriptor Count Maximum Distance Time (s)
249 100 0.0508773
Table 5.5: Descriptor Matching Runtime (Threshold Restricted and Distance Limiting)
Elaborating on the effect of distance thresholding, the distance between two basic








where x and y are independent descriptor sets of size 8 x 8. Given that a descriptor is
extracted on 8-bit grayscale images, the maximum distance for a given descriptor element
is 255, and for a descriptor block, 2040. In using the maximum distance in Table 5.5, the
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average difference per descriptor block element would be ∼12.
5.1.4 Total CPU Runtime
Table 5.6 (below) shows the total time required for each optimized stage of the frame
processing pipeline.
Pipeline Stage Time (s) %Total
Keypoint Detection 0.00878618 11.9
Descriptor Extraction 0.0140017 19.0
Descriptor Matching 0.0508773 69.1
Total: 0.07366518
Table 5.6: Frame Execution Time
The runtime breakdown clearly shows descriptor matching as the time-critical portion
of the pipeline, as it constitutes 69.1% of the total. From this result, it is concluded that
an entirely CPU-based approach will be limited to every-other-frame as it lies above 42 ms
and less than 83 ms.
5.1.5 GPU Acceleration
OpenCV provides GPU-based implementations for a subset of common algorithms; which
includes a brute-force descriptor matcher. Borrowing the exact parameters for the testing
performed in Section 5.1.3, Table 5.7 (below) outlines the runtime.
Descriptor Count Time (s)
249 0.00210619
Table 5.7: Descriptor Matching Runtime (GPU Accelerated)
Leveraging GPU acceleration nets a significant speed-up of 24 for descriptor matching.
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5.1.6 Final Optimized Runtime
Table 5.8 (below) outlines the optimized runtime of each major processing pipeline stage
while incorporating GPU acceleration.
Pipeline Stage Time (s) %Total
Keypoint Detection 0.00878618 35.3
Descriptor Extraction 0.0140017 56.2
Descriptor Matching 0.00210619 8.5
Total: 0.02489407
Table 5.8: Frame Execution Time (GPU Accelerated)
Given the results, frame decomposition time will not be the limiting factor in enabling
real-time performance as each frame will require less than 42 ms of computation time.
5.2 System Overview
Figure 5.2 shows the architecture for the real-world gaze manipulation framework. The
eye tracker utilized is a SensoMotoric Instruments (SMI) Eye Tracking Glasses 2.0. The
glasses are equipped with a front facing camera (scene camera) that captures the scene
that the viewer is looking at as well as two rear facing cameras that capture binocular
eye movements (eye cameras). The resolution of the scene camera is 1280 x 960 @ 24p
and the field of view is 60◦ horizontal and 46◦ vertical. Gaze position within the scene
is computed using SMI’s proprietary eye-tracking software at a rate of 60 Hz. The eye
tracker is connected to a dedicated laptop which computes the viewer’s fixations on the
scene camera frames in real time. The laptop is powered by a dual core processor with
4 GB RAM. The compressed video and fixation data are streamed over the network to a
desktop for further processing. The desktop is equipped with 24 GB RAM, dual hexa-core
processors and a GTX 590 GPU. A standard XGA (1024 x 768) projector completes the
hardware for our system.
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Figure 5.2: System architecture and data flow.
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Descriptors of the source image are computed prior to system runtime to compare
against incoming frames. The source image is also used in calibrating the limited range
covered by the projector; referred to as the projection swath. The eye tracker system
streams gaze positions and scene camera frames in real time over a point-to-point connec-
tion via UDP socket. These gaze points and the compressed scene frames are immediately
processed by the FAST, then by BRISK; finishing the image decomposition. The thresh-
olding values are set at the library defaults and optionally augmented by a decision engine
to obtain optimum results for the given scene under varying lighting conditions and camera
exposure (see Section 5.2.1). Descriptor matching is done in brute-force fashion between
the scene and the source image. The resulting matching points are used by a multi-threaded
CPU routine to infer where the viewer is attending to in the source image. A routine that
implements Subtle Gaze Direction(SGD) uses the inferred gaze position to calculate gaze
velocity within the confines of the projection swath and determines the appropriate stimuli.
The following sections detail the considerations taken in prominent stages of the pipeline.
5.2.1 Decision Engine
Most, if not all image decomposition techniques include means for adjusting sensitivity
under varying image compositions. Thresholding parameters compensate for real-world
events such as: lighting, camera exposure, and image sharpness. While it would be ideal to
choose a constant “average” value for system runtime, the aforementioned circumstances
happen frequently enough (even in well-constrained environments) to make a single thresh-
olding value unfeasible for this particular application. For this reason, a simple feedback
system was created to automatically adjust thresholding to changes in environment. Fig-
ure 5.3 (an inlay of ”Decision Engine” in Figure 5.2) depicts the dataflow mechanism for
adjusting threshold parameters.
Feedback is based on considering the number of successful matches from previous
frames, current threshold values, and the number of keypoints detected in the current frame.
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Figure 5.3: Data Flow for Decision Engine
The decision engine is designed to account for several conditions:
• An insufficient number of keypoints were detected in the current frame. Decrease
detection threshold and optionally reevaluate the frame under FAST.
• No acceptable matches were returned with the prior frame. Decrease detection thresh-
old or modify the number of octave layers.
• Multiple acceptable matches were returned with the prior frame. Increase detection
threshold or decrease the number of octave layers.
• A single match was obtained. Maintain detection threshold.
Applying these specific events to state control builds the definition for the decision engine.
Figure 5.4 is an illustration of the described program flow.
The internal bounds (such as those for threshold and octave layers) were chosen based
on test procedures similar to those performed in Section 5.1. In testing, images like those
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Figure 5.4: Program Flow for Decision Engine
depicted in Figure 5.1 did not return enough discrete keypoints for region matching when
constrained to a threshold over 50. Therefore, thresholds over 50 will be restricted from
use in the decision engine. In addition, modifying the number octave layers was useful in
increasing the likelihood of a match when modulating threshold alone proved insufficient.
Finally, matches were most likely to occur when the number of octave layers remained
between 0 and 8.
5.2.2 Fixation Inference
Once descriptors for the current frame have been identified, they are matched with the pre-
computed descriptors from the source image as shown in Figure 5.6. To filter the matching
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results, a mask is applied about the fixation point radially until 5% of the total number of
descriptors in the source image have been found. This limitation provides sufficient infor-
mation to infer the fixation position while minimizing computation costs incurred from a
larger comparison dataset. Cook’s Distance measure [11] is used to eliminate incorrectly
matched points from this subset of descriptors. Cook’s Distance performs dimensionless
weighting of all values in a set, with respect to the mean of that set. In this application, it is
expected that the positional average of the subset of descriptors obtained in the scene im-
age will be close to the fixation point (in the Cartesian sense). This means that the matched
points with higher Cook’s Distance values are more likely to be outliers. Once the outliers
have been eliminated, a geometric system of equations is used to infer the fixation on the
source image.
The systems of equations used to infer gaze are based on the observation that matching
keypoints should originate in a similar direction; given that both scene and source image
share approximately the same perspective. Figure 5.5 illustrates the geometry of the gaze
inference mechanism.
Figure 5.5: Scene image descriptors (purple, left box) lie along direction m with respect
to the gazepoint. The matching source image descriptors (red, right box) inherit the direc-
tion vector of their respective matches. The inferred gaze position (orange, right box) is
determined by computing the intersection between the collection of direction vectors.
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The caveat with inferring gaze with the described method is that it is sensitive to rota-
tional transformations—meaning that any significant rotation (> 15◦) by the subject will
cause the inferred position to be incorrect. However, given the controlled environment
originally hypothesized, this limitation will be largely avoided. In Section 8.1, suggestions
are provided for eliminating this restriction.
As an example of real-world operation, Figure 5.6 depicts a demonstration of the gaze
inference mechanism; including the incorporation of Cook’s Distance to eliminate sus-
pected outliers. Note, that while the immediate region around the gaze fixation was com-
puted considered in the matching, there are additional (unlabeled) descriptors detected
within the scene.
Figure 5.6: Keypoint detection, descriptor extraction, and matching with inferred fixa-
tion. Source image (top left), scene image (top right), and 5% of the resulting descriptor
matches (bottom). Correct matches are shown in green and an incorrect match (outlier) is
highlighted in magenta; current fixation is shown as a red cross; inferred fixation is shown
as a green cross; the red circle shows the area in which the descriptors are matched.
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A derivation for the system of equations used can be found in Appendix B.
5.2.3 Projector Calibration
Projector calibration consists of determining the precise area the projector is capable of il-
luminating and providing transformations between scene image and projector perspectives.
This area of illumination will be referred to as the ”projector swath”. To determine the
swath in a controlled environment, simply provide the projector with a completely white
image and project it onto the scene viewable by the subject. Then, using the source image,
precisely mark (using a dedicated user-interface) the bounds of the swath. Figure 5.7 (be-
low) visualizes this operation. When applying stimuli back to the scene, a simple homog-
Figure 5.7: An example of projector overlap with respect to the scene image. In the left
pane, the projector swath exceeds the scene image bounds but covers all the objects. In the
right pane, the projection swath is clipped at the left-most source image boundary. These
bounds provide the Cartesian limits for applying real-world stimulus. The orange markup
(provided by the user, right only) indicates the location of gaze-guided objects.
raphy transform is performed to relate the gaze-guided objects to the Cartesian coordinates
of the projection swath. This is necessary when the projection horizon is not orthogonal
to the projection medium. In Figure 5.7, the projector is placed away from the projection
medium (a table) and at an angle. To exclude the necessity for a homography transform,
the projector would need to be mounted above the table and pointed directly at the floor.
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5.2.4 Stability Considerations
Occasionally, situations may arise that lead to inaccurate results or an inability to compute
the fixation position on the source image. The most common is a track-loss (i.e. the eye-
tracker is not able to detect the pupil due to blinks or extreme pupil position). In this case the
scene video frames will have no accompanying gaze information making fixation inference
impossible. When this occurs, the system is will discard incoming frames and resume once
gaze positions are again available. Also, if the viewer happens to look away from the scene,
then the inferred gaze position will naturally be incorrect. Detection of non-similar scenes
is done by keeping track of the number of matched descriptors from frame-to-frame. If
the number of matches changes drastically (indicating dissimilar scenes) then the system
ignores the matching result. Finally, it is possible (although highly improbable) for the least
squares solver not to converge. This can only happen in cases where there are fewer than
two descriptors present (i.e. fixation occurs in a large uniform region of the scene) or if
all descriptors are co-linear. If either of these cases are encountered, the system will reuse
the result of the previous frame. These contingencies collectively ensure that the system is




Before any real-time implementation was created (or even attempted), a great deal of time
was spent on developing and testing prototypes of the gaze inference mechanism. Using
MATLAB and VLFeat [64], the prototyping stage began by experimenting with various
Computer Vision algorithms for application to real-world gaze manipulation. Once a pro-
totype was completed, the transition was made to C++ and OpenCV [6].
6.1 Prototyping
Initially focusing on accuracy, the prototype leveraged SIFT [37] for keypoint detection and
descriptor extraction, and a brute-force matching algorithm. VLFeat, a popular C-based
Computer Vision library with interfaces for MATLAB was used. The matching algorithm
included in VLFeat scores matches based on the Euclidean distance between two unique
descriptor matrices.
The first test conducted tested the efficacy of Computer Vision in the typical operational
environment expected for the final system. A sample image, (in this case, a static image
of a flight simulation), is projected onto a screen. Using an off-the-shelf webcam, capture
images of the projection and attempt descriptor matching between the projected image and
the original. Then, apply a gaze point randomly to the captured scene image and evaluate
the correctness of the gaze inference algorithm. Figure 6.1 shows the initial stage of the
prototype.
30
Figure 6.1: The image on the left is a static image of a flight simulator while the image on
the right is the left image projected and photographed using a webcam. The point on the
left image (in green) indicates the inferred gaze point, while the point on the right image (in
red) shows the arbitrarily chosen gazepoint. Multi-colored lines in the left image indicate
data points used in computing the inferred fixation.
The obvious problem present in Figure 6.1 is the incorrect inferred fixation. A simple ob-
servation is the inclusion of a single descriptor on the far right of the image—this particular
descriptor is an incorrect match. To circumvent this, Cook’s Distance measure [11] is used
to exclude points that are distant from the average location of the descriptor cloud (in the
Cartesian sense). The result of applying Cook’s Distance is present in Figure 6.2.
Figure 6.2: Compared to the result in Figure 6.1, this result correctly excludes the mis-
matched descriptor and correctly infers the fixation point.
To further examine the prototype, the same webcam is configured to capture images in
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a stream, while the process of image decomposition and gaze inference are repeated. The
resulting program exhibited performance similar to static test and served as the basis for
the final implementation.
All source code used in development can be found in Appendix C.
6.2 Stand Alone Implementation
Choosing a platform for implementing the prototype was dependent on the supported appli-
cation of the API provided with SMI’s Eye-tracking Glasses (ETG). With the ETG, the only
platform supported is Windows (x86) and the only language is C. By contrast, advanced
functionality of OpenCV (for the purposes of this work, Feature Detection and GPGPU
acceleration) is only available in C++. While the ETG API lacks an Object Oriented ap-
proach, it can still be invoked via C++. For this reason, C++ was chosen as the primary
language of the implementation.
In the effort of providing a high-functioning GUI, C# was used to write the application
entry point and console interpreter. With the introduction of C#, rather than utilize an
external, C++ based library for UI functionality, (such as SFML [18] or Qt [14]), Windows
Forms [41] were used.
Due to inclusion of two languages, the system is strictly divided into two components:
(1) the UI (written in C#), and (2), the unmanaged DLL (written in C++). Again, this
division is primarily done to utilize the integrated UI components in .NET and C#. A side
effect of this division is a certain autonomy that is granted to the DLL by restricting UI
dataflow from being processed by unmanaged code. With this configuration, the UI will





The goal of the user study was to test the effectiveness of the developed real-world gaze
manipulation technique. Participants viewed a simple scene consisting of eight objects.
The intended viewing order was not prescribed. After viewing the scene for a short period
of time, an attempt was made to guide their attention through six sequences of objects in the
scene. The relevant objects were highlighted by projecting a brief luminance modulation
using the projector.
The modulations were constructed by alternately blending some amount of black, then
some amount of white. The rate at which the blend is modulated is 10Hz. A Gaussian
falloff is used to soften the edges of the modulated regions. In the viewing configuration,
the modulation diameter on the physical objects ranged from approximately 2 centimeters
to 4 centimeters (depending on distance from the projector).
Figure 7.1 shows the source image of the scene used in the user study. The objects in
the scene were non-transparent and well defined in terms of color, contrast, size, shape and
texture. The objects were highlighted in a randomized order to minimize the introduction
of learning effects.
Twenty participants (16 males, 4 females) between the ages of 18 and 29 volunteered
for the user study. They all had normal, or corrected-to-normal, vision and were naı̈ve to
the purpose of the experiment—they were simply instructed to look at the scene. Each
participant underwent a brief calibration procedure, away from the scene, to ensure proper
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Figure 7.1: High resolution source image of scene used in the pilot study.
eye-tracking. Six randomly generated viewing sequences were presented to each partic-
ipant with a 10 second gap between sequences. Each sequence consisted of 8 objects.
Between sequences the participants were told to reposition themselves however they saw
fit but to keep the scene visible. This ensured that the data collected across all subjects
covered a wide range of vantage points. The entire experiment (including calibration) for
each participant was less than 10 minutes. The viewer’s gaze positions within the scene
as well as the individual scene camera frames were recorded during the experiment. Data
from one participant was excluded due to an extended period of track loss.
7.2 Results
It was determined that a robust mechanism to compare the intended viewing sequence with
the actual viewing sequence of each participant was needed. The actual viewing sequence
is extracted from the eye-tracking data by identifying the first fixation that occurs after the
onset of the visual cue. Levenshtein distance [29] provides an appropriate measure to com-
pare distances between ordered sequences, such as those recorded during the experiment.
Labels ranging from A through H are assigned to the eight objects in the scene as shown
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Figure 7.2: Summary of Levenshtein distances across all sequences for all participants.
in Figure 7.4 (inset). These labels used to compare the subject’s viewing sequence with
the intended viewing sequence. Suppose for the eight objects in the scene that the correct
viewing order is [ABCDEFGH]. A Levenshtein distance of 0 would indicate no difference
(perfect subject ordering match), whereas a distance of 8 would indicate the maximum
difference (subject was unable to match even one object during the ordering).
Figure 7.2 shows the average and standard deviation of the Levenshtein distance for
the six sequences for all participants. The similar averages and standard deviation values
indicate that participant performance remains consistent over time. The average of the
Levenshtein distance across all sequences for all participants is 0.85 (recall that the Leven-
shtein distance measure for this study ranges from 0 to 8). This means that less than one
error per sequence can be expected. The histogram in Figure 7.3 shows the distribution of
Levenshtein distance for all sequences. Notice that it is skewed to the left indicating that
a large number distance measures are close to zero. Only 18% of the trials had more than
one sequence error and the error rate falls off rapidly.
It was also observed that the response time between the onset of the modulation and the
subsequent fixation on the object was approximately 0.5 seconds. This is consistent with
what was observed in the Subtle Gaze Direction paper for digital images.
Overall these results indicate that the system is indeed effective at guiding attention in
simple controlled real-world environments. Figure 7.4 shows a representative frame from
the scene camera video that was captured from one subject for one of the sequences; it is
overlaid with the subject’s scanpath. The numbered red circles indicate the order of the
fixations that occurred during the presentation of the sequence and the size of the circle
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Figure 7.3: Histogram of Levenshtein distances across all sequences for all participants.
indicates the duration of the fixation. In this particular example there was a perfect match
between the target sequence and the actual sequence.
To demonstrate the usefulness of real-world gaze manipulation, the system was evalu-
ated in a parts retrieval experiment. Parts from a toy building set were arranged on a table
in piles (see Figure 7.5) and six subjects were asked to retrieve 10 parts. Three subjects
were given a sheet of paper with photos of the 10 parts (control) and three subjects were
instructed that gaze guidance would be provided. The results of this experiment are shown
in Figure 7.5. As expected, subjects in the control group had to shift their attention back
and forth between the printed sheet and the parts on the table. They also had to develop
a strategy for keeping track of which parts were already found. This resulted in longer
completion times and greater likelihood of error. On the other hand, the gaze guided group
performed much better in terms of completion time and error rate due to reduced cognitive
load.
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Figure 7.4: Representative images showing the real-world gaze-guided scanpath of a single
subject. The numbered red circles indicate the order of the fixations that occurred during
the presentation of the sequence and the size of the circle indicates the duration of the
fixation. Inset show the labels assigned to the various objects in the scene.
Figure 7.5: Performance of subjects on a parts retrieval task. Photograph shows initial




8.1 Conclusions & Future Work
The work presented extends the Subtle Gaze Direction technique to guide viewer attention
in controlled real-world environments. By projecting subtle luminance modulations into
the physical world, the system is capable of drawing attention to a target region very quickly
(response time ≈ 0.5 seconds) and the process can be repeated on other parts of the scene
to guide the viewer attention over time. Results of a user study reveal that the chosen
approach effectively guides viewers through sequences of objects with less than one error
per sequence consisting of eight objects. Furthermore, the likelihood of more then one
error is only 18%.
The main limitation encountered is restricted mobility due to the dependence on a fixed
projector. It would be better to present the visual cues on a head-mounted display, however,
commercial eye-trackers with head-mounted displays for augmented reality applications
are not yet commonplace. Note that other researchers have attempted to track the eyes
from below/above the frame of head-mounted displays with limited success. Transitioning
to an integrated system would be simple and will greatly improve mobility and also be less
distracting to bystanders.
There are algorithmic improvements that could be made to the system to improve re-
liability and performance. First, a significant limitation is the scene camera itself, which
performs poorly in low-light environments and provides no information about camera ex-
posure and white balancing to the API. Such information would be useful in developing a
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case-by-case strategy for varying environmental conditions. Such an enhancement would
allow for the replacement of the current state-based decision engine by a simple look-up
table. Secondly, the gaze inference mechanism is susceptible to angular deflection from
the horizon (user rolls his/her head). This can be mitigated by comparing the set of source
keypoints to the set of matching scene keypoints to determine an approximate roll value.
With the deflection established, apply an inverse roll operation to the set of vectors in the
scene image to obtain a perspective consistent with the source image. All together, dis-
cover the approximate roll value, return the scene image to true horizon, and then perform
the inference operation.
As for modifying the problem approach, an obvious next-step is to experiment with
more complex and dynamic environments. Recently published work from the eye-tracking
community which documents ‘best practices’ for collecting eye-tracking data in outdoor
environments [48, 16] would be suitable follow-ups as well as work from computer vision
and augmented-reality on object detection and tracking [66, 27].
Successfully directing an observer’s gaze in the real world has many applications in-
cluding:
• Simulators: A simulator could incorporate gaze manipulation directly into the dis-
play mechanism via a projector or multiple display panels. Using only classical SGD,
the user would be restricted to a single display and narrow viewing angle. Here, the
user is free to move their head side-to-side and up-and-down.
• Augmented Reality: With the incorporation of a head-mounted display, real-world
gaze manipulation could be used to highlight virtually any object of interest with-
out obstructing the user’s view. The gaze directed item can be roughly any size and
shape, and can be determined by the specific task the user wishes to accomplish. In
theory, different software applications could dynamically change the functionality of
real-world gaze manipulation. Such software applications could include:
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– Navigation: GPS navigation could utilize real-world gaze manipulation to aid
in visually locating destinations; such as a restaurant or social gathering.
– Friend Finder: Use gaze manipulation to direct a subject towards faces that
match their friend’s description.
– Monument Finder: Tourists could use an application to point out landmarks or
milestones in their environment.
– Self-guided Tour: Exhibitors could develop an application to aid in user navi-
gation through exhibits.
– Study Aid: If a subject strays from studying, real-world gaze manipulation can
suggest they return to their notes.
In summary, this work explored the question of guiding a viewers’ attention in a real
world setting. The developed system extends the Subtle Gaze Direction paradigm to guide
attention to physical objects and provides an exciting foundation for future work.
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This Appendix lists the testing procedure utilized in Section 5.1. The testing program in-
cludes a means of selecting the keypoint detection and descriptor extraction algorithms
at runtime via command-line arguments. GPU-acceleration and radial matching may be
enabled through preprocessor definitions. All testing parameters related to detection and
extraction, except when explicitly mentioned in Section 5.1, are the API defaults. For ra-
dial distance matching a distance of 100 was used. That value was chosen based on the
understanding of distance limiting established in Section 5.1.3.
test.cpp:
1 # i n c l u d e <s t d i o . h>
2 # i n c l u d e <i o s t r e a m>
3 # i n c l u d e <Windows . h>
4 # i n c l u d e <opencv2\ c o r e \ c o r e . hpp>
5 # i n c l u d e <opencv2\ f e a t u r e s 2 d \ f e a t u r e s 2 d . hpp>
6 # i n c l u d e <opencv2\ h i g h g u i \ h i g h g u i . hpp>
7 # i n c l u d e <opencv2\ c a l i b 3 d \ c a l i b 3 d . hpp>
8 # i n c l u d e <opencv2\ n o n f r e e \ n o n f r e e . hpp>
9 # i n c l u d e <opencv2\gpu\gpu . hpp>
10
11 / / # d e f i n e GPU MATCHING f o r GPU−a c c e l e r a t i o n
12 # i f n d e f GPU MATCHING
13 # d e f i n e CPU MATCHING
14 # e n d i f
15 / / # d e f i n e RADIAL MATCH f o r non−g l o b a l ma tch ing
16 # i f n d e f RADIAL MATCH
17 # d e f i n e GLOBAL MATCH
18 # e n d i f
19
20 us ing namespace cv ;
21
22 / / These s t r i n g s d e f i n e t h e s u p p o r t e d d e t e c t o r s / e x t r a c t o r s
23 / / f o r t h i s t e s t . F a c t o r y methods i n OpenCV use t h e s e s t r i n g s
24 / / t o c o n s t r u c t t h e c o r r e c t a l g o r i t h m i m p l e m e n t a t i o n . The 3 rd
25 / / and 4 t h i n p u t a rgumen t s must match one i t em from bo th s e t s .
48
26 s t r i n g d e t e c t o r s s t r s [ ] = {
27 ”FAST” ,
28 ”STAR” ,







36 s t r i n g e x t r a c t o r s t r s [ ] = {








45 / / Usage : t e s t IMG1 IMG2 DETECTOR EXTRACTOR
46 i n t main ( i n t argc , char∗∗ a rgv )
47 {
48 / / l o a d s c e n e and s o u r c e
49 Mat i m g o b j e c t = imread ( a rgv [ 1 ] , CV LOAD IMAGE GRAYSCALE ) ;
50 Mat i m g s c e n e = imread ( a rgv [ 2 ] , CV LOAD IMAGE GRAYSCALE ) ;
51 P t r<F e a t u r e D e t e c t o r> d e t e c t o r = F e a t u r e D e t e c t o r : : c r e a t e ( a rgv [ 3 ] ) ;
52 P t r<D e s c r i p t o r E x t r a c t o r > e x t r a c t o r = D e s c r i p t o r E x t r a c t o r : : c r e a t e ( a rgv [ 4 ] ) ;
53
54 / / image r e s o u r c e s
55 s t d : : v e c t o r<KeyPoint> k e y p o i n t s o b j e c t , k e y p o i n t s s c e n e ;
56 Mat d e s c r i p t o r s o b j e c t , d e s c r i p t o r s s c e n e ;
57 / / p e r f o r m a n c e m e t r i c s
58 LARGE INTEGER f r e q , s t a r t , f i n i s h ;
59 QueryPe r fo rmanceFrequency (& f r e q ) ;
60
61 / /
62 / / STAGE 1 : D e t e c t k e y p o i n t s
63 / /
64 d e t e c t o r−>d e t e c t ( i m g o b j e c t , k e y p o i n t s o b j e c t ) ;
65
66 QueryPe r fo rmanceCoun te r (& s t a r t ) ;
67 d e t e c t o r−>d e t e c t ( img scene , k e y p o i n t s s c e n e ) ;
68
69 QueryPe r fo rmanceCoun te r (& f i n i s h ) ;
70
71 s t d : : c o u t << ” D e t e c t i o n t ime : ” <<
72 ( double ( f i n i s h . QuadPar t − s t a r t . QuadPar t ) / f r e q . QuadPar t ) << s t d : : e n d l ;
73 s t d : : c o u t << ”Number o f k e y p o i n t s : ” << k e y p o i n t s s c e n e . s i z e ( ) << s t d : : e n d l ;
74
75 / /
76 / / STAGE 2 : E x t r a c t D e s c r i p t o r s
77 / /
78 e x t r a c t o r−>compute ( i m g o b j e c t , k e y p o i n t s o b j e c t , d e s c r i p t o r s o b j e c t ) ;
79 QueryPe r fo rmanceCoun te r (& s t a r t ) ;
80 e x t r a c t o r−>compute ( img scene , k e y p o i n t s s c e n e , d e s c r i p t o r s s c e n e ) ;
81 d e s c r i p t o r s o b j e c t . c o n v e r t T o ( d e s c r i p t o r s o b j e c t , CV 32F ) ;
82 d e s c r i p t o r s s c e n e . c o n v e r t T o ( d e s c r i p t o r s s c e n e , CV 32F ) ;
83
49
84 QueryPe r fo rmanceCoun te r (& f i n i s h ) ;
85
86 s t d : : c o u t << ” E x t r a c t i o n t ime : ” <<
87 ( double ( f i n i s h . QuadPar t − s t a r t . QuadPar t ) / f r e q . QuadPar t ) << s t d : : e n d l ;
88
89 / /
90 / / STAGE 3 : D e s c r i p t o r Matching
91 / /
92 # i f d e f RADIAL MATCH
93 v e c t o r<v e c t o r< DMatch >> matches ;
94 # e l s e
95 v e c t o r<DMatch> matches ;
96 # e n d i f
97 # i f d e f GPU MATCHING
98 / / up lo ad o b j e c t d e s c r i p t o r s
99 gpu : : GpuMat ob jDesc gpu ( d e s c r i p t o r s o b j e c t ) ;
100 gpu : : Bru teForceMatche r GPU base m a t c h e r g p u ;
101 / / Each f rame w i l l need t o be u p l o a d e d t o t h e GPU. T h e r e f o r e , we w i l l
102 / / i n c l u d e t h e up lo ad t ime i n t h e c o m p u t a t i o n .
103 QueryPe r fo rmanceCoun te r (& s t a r t ) ;
104 gpu : : GpuMat scnDesc gpu ( d e s c r i p t o r s s c e n e ) ;
105 # i f d e f RADIAL MATCH
106 m a t c h e r g p u . r a d i u s M a t c h ( objDesc gpu , matches , 100 .0 f ) ;
107 # e l s e
108 m a t c h e r g p u . match ( objDesc gpu , scnDesc gpu , matches ) ;
109 # e n d i f
110 # e l s e
111 / / CPU−based Matching ( O p t i o n a l l y R a d i a l )
112 FlannBasedMatche r ma tche r ;
113 QueryPe r fo rmanceCoun te r (& s t a r t ) ;
114 # i f d e f RADIAL MATCH
115 matche r . r a d i u s M a t c h ( d e s c r i p t o r s o b j e c t , d e s c r i p t o r s s c e n e , matches , 100 .0 f ) ;
116 # e l s e
117 matche r . match ( d e s c r i p t o r s o b j e c t , d e s c r i p t o r s s c e n e , matches ) ;
118 # e n d i f
119 # e n d i f
120 QueryPe r fo rmanceCoun te r (& f i n i s h ) ;
121 s t d : : c o u t << ” Matching t ime : ” <<
122 ( double ( f i n i s h . QuadPar t − s t a r t . QuadPar t ) / f r e q . QuadPar t ) << s t d : : e n d l ;
123
124 Mat img matches ;
125 drawMatches ( i m g o b j e c t , k e y p o i n t s o b j e c t ,
126 img scene , k e y p o i n t s s c e n e ,
127 matches , img matches ,
128 S c a l a r : : a l l (−1) , S c a l a r : : a l l (−1) ,
129 # i f d e f RADIAL MATCH
130 v e c t o r<v e c t o r<char >>() , DrawMatchesFlags : : DRAW RICH KEYPOINTS ) ;
131 # e l s e
132 v e c t o r<char > ( ) , DrawMatchesFlags : : DRAW RICH KEYPOINTS ) ;
133 # e n d i f
134
135 / /−− Show d e t e c t e d matches
136 imshow ( ”Good Matches & O b j e c t d e t e c t i o n ” , img matches ) ;
137
138 waitKey ( 0 ) ;
139





Beginning with the elementary equation for point-slope:
(y1 − y2) = m(x1 − x2) (B.1)
Where m is defined as the Cartesian slope between unique points {x1, y1} and {x2, y2}.
Defining the source descriptors as{xa, ya}, the scene descriptors as {xb, yb}, the scene gaze
point as {ex, ey}, and the inferred gaze as {e′x, e′y}, yields two equations that relate scene
and source via m:
(yb − ey) = m(xb − ex) (B.2)
(ya − e′y) = m(xa − e′x) (B.3)
Composing both equations together:




Then distributing by (xb − ex):
(ya − e′y)(xb − ex) = (yb − ey)(xa − e′x)
Expanding:
yaxb − yaex − e′yxb + e′yex = ybxa − ybe′x − eyxa + eye′x
Separating {e′x, e′y} and {ex, ey}:
e′yex − e′yxb + ybe′x − eye′x = yaex − yaxb + ybxa − eyxa
51
Factor by {e′x, e′y}:
(ex − xb)e′y + (yb − ey)e′x = yaex − yaxb + ybxa − eyxa
Express as an over-constrained system of equations:
yb1 − ey ex − xb1
yb2 − ey ex − xb2
...
...






ya1ex − ya1xb1 + yb1xa1 − eyxa1
ya2ex − ya2xb2 + yb2xa2 − eyxa2
...
yanex − yanxbn + ybnxan − eyxan
 (B.4)
Express the LHS as Ae′ and the RHS as b:
Ae′ = b
Solve the overdetermined system for e′ (the inferred fixation point):
ATAe′ = AT b





1 f u n c t i o n cameraSe tup
2 %CAMERASETUP Webcam s e t u p h e l p e r . C r e a t e s g l o b a l ” camObj ”
3 % u s i n g IMAQ package .
4 c l e a r a l l ;
5 c l c ;
6 i m a q r e s e t ;




1 % F i x a t i o n match ing d e m o n s t r a t i o n u s i n g SIFT ( s t a t i c image )
2
3 % T e s t i n g c l e a r s
4 c l e a r a l l ;
5 c l c ;
6
7 f i g u r e ( 1 ) ; c l f ;
8
9 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
10 % T h r e s h o l d s
11 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
12
13 % SIFT−r e l a t e d
14 % I n c r e a s e p e a k t h r e s h t o r e t u r n fewer f e a t u r e s ( i n t e n s i t y )
15 PeakThresh = 0 . 0 3 7 ;
16 % D e c r e a s e ( non ) e d g e t h r e s h t o r e t u r n more f e a t u r e s ( q u a n t i t y )
17 EdgeThresh = 0 . 0 ;
18
19 % F i x a t i o n Matching
20 % I n c r e a s e Cook Thresh a l l o w more i n f l u e n t i a l ( d i s t a n t matches )
21 CookThresh = 0 . 6 ; % works i n wel l−c o n s t r a i n e d c a s e s
22
23 t e s t n o = 4 ; %1 − 6
24 %e y e p o s = [ 495 , 220 ] ;
25 e y e p o s = [ 4 5 0 , 2 2 0 ] ;
26
27 % s c a n n i n g r a d i u s and a s s o c i a t e d b o u n d a r i e s




31 % C r e a t e image p a i r
32 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
33
34 CacheDir = ’ cache ’ ;
35 i f ( e x i s t ( CacheDir , ’ d i r ’ ) == 0)
36 mkdir ( CacheDir ) ;
37 end ;
38
39 ImageDir = ’ images ’ ;
40 S o u r c e D i r = ’ s o u r c e s ’ ;
41 source Img = ’ c o c k p i t 0 0 ’ ; % high−r e s s o u r c e image
42
43 load ( f u l l f i l e ( ImageDir , ’ i m g L i s t . mat ’ ) ) ;
44 sceneImg = s t r t r i m ( t e s t I m g s ( t e s t n o , : ) ) ; % webcam or ” s c e n e ” camera
45 e x t = ’ . j p g ’ ;
46
47 % Source image
48 I a = imread ( f u l l f i l e ( ImageDir , SourceDi r , [ source Img e x t ] ) ) ;
49 % s c e n e image
50 Ib = imread ( f u l l f i l e ( ImageDir , [ sceneImg e x t ] ) ) ;
51 Ib = i m r e s i z e ( Ib , 1 . 0 ) ;
52 % r e s i z e image
53 I a = im2window ( Ia , [ s i z e ( Ib , 1 ) , s i z e ( Ib , 2 ) ] ) ;
54
55 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
56 % E x t r a c t f e a t u r e s and match
57 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
58
59 f i l e c a c h e = f u l l f i l e ( CacheDir , [ source Img ’ . mat ’ ] ) ;
60 i f ( e x i s t ( f i l e c a c h e , ’ f i l e ’ ) )
61 f p r i n t f ( ’ SIFT cache found f o r s o u r c e image : %s\n ’ , source Img ) ;
62 load ( f i l e c a c h e ) ;
63 e l s e
64 f p r i n t f ( ’ C r e a t i n g SIFT f e a t u r e s f o r s o u r c e image : %s\n ’ , source Img ) ;
65 [ fa , da ] = v l s i f t ( i m 2 s i n g l e ( r g b 2 g r a y ( I a ) ) , . . .
66 ’ PeakThresh ’ , 0 . 0 3 5 , . . .
67 ’ EdgeThresh ’ , 15 , . . .
68 ’ Oc taves ’ , 1000) ;
69 save ( f i l e c a c h e , ’ f a ’ , ’ da ’ ) ;
70 end ;
71
72 t i c ;
73 [ fb , db ] = v l s i f t ( i m 2 s i n g l e ( r g b 2 g r a y ( Ib ) ) , . . .
74 ’ PeakThresh ’ , 0 . 0 , . . .
75 ’ EdgeThresh ’ , 30) ;
76 t o c ;
77 t i c ;
78 matches = v l u b c m a t c h ( da , db , 2 . 0 ) ;
79 t o c ;
80
81 % f i g u r e ( 1 ) ; c l f ;
82 % imagesc ( c a t ( 2 , Ia , Ib ) ) ;
83 % a x i s image o f f ;
84
85 f i g u r e ( 1 ) ; c l f ;
86 imagesc ( c a t ( 2 , Ia , Ib ) ) ;
87
54
88 % eye p o s i t i o n s i m u l a t i o n
89 m a r k e r s i z e = 1 6 ;
90 marker d im ( 1 : 2 ) = m a r k e r s i z e ;
91 m a r k e r p o s = [ e y e p o s ( 1 ) + s i z e ( Ia , 2 ) − m a r k e r s i z e / 2 . . .
92 e y e p o s ( 2 ) − m a r k e r s i z e / 2 ] ;
93 r e c t a n g l e ( ’ P o s i t i o n ’ , [ marke r pos , marker d im ] , ’ f a c e c o l o r ’ , ’ r ’ ) ;
94
95 % TODO: i f r e c t a n g l e i s o u t s i d e image space , no match
96 x max = s i z e ( Ib , 2 ) ;
97 y max = s i z e ( Ib , 1 ) ;
98
99 x s t a r t = e y e p o s ( 1 ) − s c a n r a d i u s ;
100 x end = e y e p o s ( 1 ) + s c a n r a d i u s ;
101
102 y s t a r t = e y e p o s ( 2 ) − s c a n r a d i u s ;
103 y end = e y e p o s ( 2 ) + s c a n r a d i u s ;
104
105 % pre−a l l o c a t i o n
106 s e l e c t i o n = z e r o s ( s i z e ( matches ) ) ;
107 x v a l = z e r o s ( 1 ) ;
108 y v a l = z e r o s ( 1 ) ;
109 p o i n t = z e r o s ( 1 ) ;
110
111 % d e t e r m i n e what matches l i e i n t h e scan r a d i u s
112 % TODO p a r a l l e l ( ? )
113 f o r i =1 : s i z e ( matches , 2 )
114 % p o i n t i n s c e n e
115 p o i n t = fb ( : , ma tches ( 2 , i ) ) ;
116 x v a l = p o i n t ( 1 ) ;
117 y v a l = p o i n t ( 2 ) ;
118 % t h a t i s c o n s t r a i n e d t o t h e scan r a d i u s
119 i f ( x v a l >= x s t a r t && x v a l <= x end && . . .
120 y v a l >= y s t a r t && y v a l <= y end )
121 % s e l e c t t h e p o i n t p a i r




126 % remove zero−v a l u e d e l e m e n t s
127 s e l = f i n d ( s e l e c t i o n ( 1 , : ) ) ;
128 s e l e c t i o n = s e l e c t i o n ( : , s e l ) ;
129 hold on ;
130
131 % p l o t s o u r c e c o r r e s p o n d e n c e
132 v l p l o t f r a m e ( f a ( : , s e l e c t i o n ( 1 , : ) ) , ’ c o l o r ’ , ’ r e d ’ ) ;
133 % compute fb wi th on ly s e l e c t i o n s
134 f b s = fb ( : , s e l e c t i o n ( 2 , : ) ) ;
135 % a d j u s t f o r x
136 f b s ( 1 , : ) = f b s ( 1 , : ) + s i z e ( Ia , 2 ) ;
137 % p l o t s c e n e f e a t u r e s
138 v l p l o t f r a m e ( f b s ) ;
139
140 xa = f a ( 1 , s e l e c t i o n ( 1 , : ) ) ;
141 xb = fb ( 1 , s e l e c t i o n ( 2 , : ) ) + s i z e ( Ia , 2 ) ;
142 ya = f a ( 2 , s e l e c t i o n ( 1 , : ) ) ;
143 yb = fb ( 2 , s e l e c t i o n ( 2 , : ) ) ;
144
145 hold on ;
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146 h = l i n e ( [ xa ; xb ] , [ ya ; yb ] ) ;
147 s e t ( h , ’ l i n e w i d t h ’ , 1 , ’ c o l o r ’ , ’ b ’ ) ;
148
149 a x i s image o f f ;
150
151 % compute Cook ’ s D i s t a n c e f o r t h e match s e t and remove o u t l i e r s
152 m a t c h p t s = [ xa ’ ya ’ ] ;
153 CookDis t = c o o k d i s t ( m a t c h p t s ) ;
154 %o u t l i e r i n d = f i n d ( c o o k d i s t > 5 / numel ( xa ) ) ;
155 o u t l i e r i n d = f i n d ( CookDis t > 8 .6572∗ numel ( CookDis t ) ˆ ( − 1 . 2 8 4 ) ) ;
156 xa ( o u t l i e r i n d ) = [ ] ;
157 xb ( o u t l i e r i n d ) = [ ] ;
158 ya ( o u t l i e r i n d ) = [ ] ;
159 yb ( o u t l i e r i n d ) = [ ] ;
160
161 % compute r a d i u s and a n g l e from f i x a t i o n and ( non−o u t l i e r ) f e a t u r e p o i n t s a t t h e
162 % s c e n e
163 xb = xb − s i z e ( Ia , 2 ) ;
164
165 ex = e y e p o s ( 1 ) ;
166 ey = e y e p o s ( 2 ) ;
167
168 A = z e r o s ( numel ( xa ) , 2 ) ;
169 A ( : , 1 ) = ( yb − ey ) ’ ;
170 A ( : , 2 ) = ( ex − xb ) ’ ;
171 b = ( xa .∗ yb − xb .∗ ya + ya .∗ ex − xa .∗ ey ) ’ ;
172
173 % A’ Ax = A’ b
174 x l s = (A’∗A)\ (A’∗ b ) ;
175
176 % i f ( p t s l i e on one s i d e )
177 % f i n d p o i n t w i th l e a s t LSE
178 % l i n r e g = p o l y f i t (
179
180 % g e t d i s t a n c e from p o i n t and i n f e r r e d f i x a t i o n
181 % r e v e r s e d i r e c t i o n o f r a d i a l d i r e c t i o n and r e p l o t f i x a t i o n p o i n t
182
183 % I n f e r r e d eye p o s i t i o n
184 e y e i n f = [ ( x l s ( 1 ) − m a r k e r s i z e / 2 ) ( x l s ( 2 ) − m a r k e r s i z e / 2 ) ] ;
185
186 % draw i n f e r e n c e p a t h s
187 xa ( 2 , : ) = x l s ( 1 ) ;
188 ya ( 2 , : ) = x l s ( 2 ) ;
189 l i n e ( xa , ya )
190
191 r e c t a n g l e ( ’ P o s i t i o n ’ , [ e y e i n f , marker d im ] , ’ f a c e c o l o r ’ , ’ g ’ ) ;
192 i f ( e y e i n f ( 1 ) < 0 | | e y e i n f ( 2 ) < 0 | | . . .
193 e y e i n f ( 1 ) > s i z e ( Ia , 2 ) | | e y e i n f ( 2 ) > s i z e ( Ia , 1 ) )
194 warn ing ( ’ I n f e r r e d f i x a t i o n e x c e e d s image bounds ! ’ ) ; %#ok<WNTAG>
195 end
cookdist.m:
1 f u n c t i o n [ d i s t ] = c o o k d i s t ( D )
2 %COOKDIST Cook ’ s d i s t a n c e f u n c t i o n
3 %
4 % m = mean (X ) ;
5 %
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6 % e = mean ( (m − X ) . ˆ 2 ) ;
7
8 [ n , c ] = s i z e (D ) ;
9
10 Y = D ( : , c ) ; %r e s p o n s e v e c t o r
11 X = [ ones ( n , 1 ) D ( : , 1 : c−1) ] ; %d e s i g n m a t r i x
12 p = s i z e (X , 2 ) ; %number o f p a r a m e t e r s
13
14 % L e a s t S q u a r e s E s t i m a t i o n
15 b = (X’∗X)\ (X’∗Y ) ;
16 Ye = X∗b ; %e x p e c t e d r e s p o n s e v a l u e
17 e = Y−Ye ; %r e s i d u a l te rm
18 SSRes = e ’∗ e ; %r e s i d u a l sum of s q u a r e s
19 rb = s i z e ( b , 1 ) ;
20 v2 = n−rb ; %r e s i d u a l d e g r e e s o f f reedom
21 MSRes = SSRes / v2 ; %r e s i d u a l mean s q u a r e
22 Rse = s q r t ( MSRes ) ; %s t a n d a r d e r r o r te rm
23 H = X∗ ( (X’∗X)\X ’ ) ;
24 h i i = diag (H ) ; %l e v e r a g e o f t h e i−t h o b s e r v a t i o n
25 r i = e . / ( Rse∗ s q r t (1− h i i ) ) ; %r e s i d u a l
26
27 %Cook ’ s d i s t a n c e




1 f u n c t i o n [ i m o u t ] = im2window ( im in , o u t d i m s )
2 %IM2WINDOW Clamps image t o window frame and pad t o match d i m e n s i o n s
3 % The ubc match f u n c t i o n i n v l f e a t r e q u i r e s bo th images t o have t h e same
4 % d i m e n s i o n s . I t c o n s i d e r s padd ing t h e image ( wi th b l a c k )
5 % s h o u l d t h e image n o t r e s i z e e x a c t l y t o t h e new d i m e n s i o n s .
6
7 % s e t dims
8 i n h = s i z e ( im in , 1 ) ;
9 in w = s i z e ( im in , 2 ) ;
10 o u t h = o u t d i m s ( 1 ) ;
11 out w = o u t d i m s ( 2 ) ;
12
13 i n r a t i o = in w / i n h ;
14 o u t r a t i o = out w / o u t h ;
15
16 % image s i z e s a r e i d e n t i c a l
17 i f ( eq ( in w , out w ) && eq ( i n h , o u t h ) )
18 i m o u t = i m i n ;
19 % i n p u t image i s wide r
20 e l s e i f ( i n r a t i o > o u t r a t i o )
21 % r e s i z e image
22 im temp = i m r e s i z e ( im in , out w / in w ) ;
23 % pad wi th b l a c k
24 r e s i z e h = s i z e ( im temp , 1 ) ;
25 p a d h t = f l o o r ( ( o u t h − r e s i z e h ) / 2 ) ;
26 i m o u t = z e r o s ( ou t h , out w , 3 , ’ u i n t 8 ’ ) ;
27 i m o u t ( p a d h t : p a d h t + r e s i z e h −1 , : , : ) = im temp ( : , : , : ) ;
28 % i n p u t image i s t a l l e r
29 e l s e i f ( i n r a t i o < o u t r a t i o )
30 % r e s i z e image
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31 im temp = i m r e s i z e ( im in , o u t h / i n h ) ;
32 % pad wi th b l a c k
33 r e s i z e w = s i z e ( im temp , 2 ) ;
34 p a d w l = c e i l ( ( out w − r e s i z e w ) / 2 ) ;
35 i m o u t = ones ( ou t h , out w , 3 , ’ u i n t 8 ’ ) ;
36 i m o u t ( : , p a d w l : p a d w l + r e s i z e w −1 , : ) = im temp ;
37 % i n p u t image has i d e n t i c a l d imens ions , b u t d i f f e r e n t s i z e
38 e l s e
39 % i n p u t image i s l a r g e r
40 i f ( in w > out w )
41 i m o u t = i m r e s i z e ( out w / in w ) ;
42 % i n p u t image i s s m a l l e r
43 e l s e i f ( in w < out w )
44 i m o u t = i m r e s i z e ( out w / in w ) ;
45 e l s e




50 % c a s e h a n d l e d g r a c e f u l l y
51 re turn ;
eyeMatch.m:
1 f u n c t i o n eyeMatch ( srcImg , camObj )
2 %EYEMATCH Imposes a sample f i x a t i o n on a d e s i g n a t e d s o u r c e image . Incoming
3 %f ra me s a r e p r o v i d e d v i a a webcam s p e c i f i e d by ” camObj ”
4
5 eyePos = [ 4 5 0 , 2 0 0 ] ;
6
7 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
8 % T h r e s h o l d s
9 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
10
11 % SIFT−r e l a t e d
12 % I n c r e a s e p e a k t h r e s h t o r e t u r n fewer f e a t u r e s ( i n t e n s i t y )
13 PeakThresh = 0 . 0 3 7 ;
14 % D e c r e a s e ( non ) e d g e t h r e s h t o r e t u r n more f e a t u r e s ( q u a n t i t y )
15 EdgeThresh = 0 . 0 ;
16 % How ” ha rd ” t h e a l g o r i t h m works t o p roduce a match
17 matchThresh = 2 . 0 ;
18
19 % F i x a t i o n Matching
20 % I n c r e a s e Cook Thresh a l l o w more i n f l u e n t i a l ( d i s t a n t matches )
21 CookThresh = 0 . 6 ; % works i n wel l−c o n s t r a i n e d c a s e s
22 % s c a n n i n g r a d i u s and a s s o c i a t e d b o u n d a r i e s
23 s c a n r a d i u s = 100 ;
24 % Marker S i z e
25 m a r k e r S i z e = 1 6 ;
26 % Marker Dimens ions
27 markerDim = [ m a r k e r S i z e m a r k e r S i z e ] ;
28
29 % F i x a t i o n g r a p h i c s h a n d l e s
30 e y e F i x h = 0 ;
31 e y e I n f h = 0 ;
32
33 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−




37 % T a r g e t D i r e c t o r i e s
38 ImageDir = ’ images ’ ;
39 S o u r c e D i r = ’ s o u r c e s ’ ;
40 e x t = ’ . j p g ’ ;
41
42 % pre−a l l o c a t i o n
43 x v a l = z e r o s ( 1 ) ; %#ok<∗NASGU>
44 y v a l = z e r o s ( 1 ) ;
45 p o i n t = z e r o s ( 1 , 2 ) ;
46 i n p u t h = f i g u r e ( ’ C loseRe ques tFcn ’ , @closeCB ) ;
47 o u t p u t h = f i g u r e ( ’ C lo seReques tFcn ’ , @closeCB ) ;
48
49 % Pre−compute SIFT f o r s o u r c e
50 I a = imread ( f u l l f i l e ( ImageDir , SourceDi r , [ s rc Img e x t ] ) ) ;
51 I a = im2window ( Ia , [ camObj . ROI ( 4 ) camObj . ROI ( 3 ) ] ) ;
52
53 [ r c d ] = s i z e ( I a ) ;
54 I a g = r g b 2 g r a y ( I a ) ’ ;
55 I a g = reshape ( I a g , [ r c ] ) ;
56
57 [ fa , da ] = v l s i f t ( i m 2 s i n g l e ( r g b 2 g r a y ( I a ) ) , . . .
58 ’ PeakThresh ’ , 0 . 0 3 5 , . . .
59 ’ EdgeThresh ’ , 15) ;
60 %[ da f a ] = y a s i f t ( I a g ) ;
61
62 s e t ( 0 , ’ C u r r e n t F i g u r e ’ , o u t p u t h ) ;
63 imshow ( I a ) ;
64
65 wtrue = t r u e ;
66 whi le ( w t rue )
67 % c a p t u r e f rame
68 Ib = s t e p ( camObj ) ;
69 [ r c d ] = s i z e ( Ib ) ;
70 I b g = r g b 2 g r a y ( Ib ) ’ ;
71 I b g = reshape ( Ib g , [ r c ] ) ;
72 s e t ( 0 , ’ C u r r e n t F i g u r e ’ , i n p u t h ) ;
73 imshow ( Ib ) ;
74 r e c t a n g l e ( ’ P o s i t i o n ’ , [ eyePos− m a r k e r S i z e / 2 , markerDim ] , ’ f a c e c o l o r ’ , ’ g ’ ) ;
75 drawnow ;
76
77 % SIFT match (TODO: speedup ? )
78 [ fb , db ] = v l s i f t ( i m 2 s i n g l e ( r g b 2 g r a y ( Ib ) ) , . . .
79 ’ PeakThresh ’ , 0 . 0 , . . .
80 ’ EdgeThresh ’ , 30) ;
81 %[ db fb ] = y a s i f t ( I b g ) ;
82 matches = v l u b c m a t c h ( da , db , matchThresh ) ;
83
84 % compute scan r a d i u s bounds ( t e c h n i c a l l y a box )
85 x s t a r t = eyePos ( 1 ) − s c a n r a d i u s ;
86 x end = eyePos ( 1 ) + s c a n r a d i u s ;
87
88 y s t a r t = eyePos ( 2 ) − s c a n r a d i u s ;
89 y end = eyePos ( 2 ) + s c a n r a d i u s ;
90
91 % pre−a l l o c a t e s e l e c t i o n s
92 r a d i a l M a t c h e s = z e r o s ( s i z e ( matches ) ) ;
59
93
94 % d e t e r m i n e what matches l i e i n t h e scan r a d i u s
95 % TODO p a r a l l e l ( ? ) Seems s l o w e r
96 f o r i =1 : s i z e ( matches , 2 )
97 % p o i n t i n s c e n e
98 p o i n t = fb ( : , ma tches ( 2 , i ) ) ;
99 x v a l = p o i n t ( 1 ) ;
100 y v a l = p o i n t ( 2 ) ;
101 % t h a t i s c o n s t r a i n e d t o t h e scan r a d i u s
102 i f ( x v a l >= x s t a r t && x v a l <= x end && . . .
103 y v a l >= y s t a r t && y v a l <= y end )
104 % s e l e c t t h e p o i n t p a i r




109 % c l e a r z e r o s
110 s e l e c t i o n = r a d i a l M a t c h e s ( : , r a d i a l M a t c h e s ( 1 , : ) ˜= 0 ) ;
111
112 % no matches ( need a t l e a s t two p a i r s [4 e l t s ] )
113 i f ( numel ( s e l e c t i o n ) < 4)
114 c o n t i n u e ;
115 end ;
116
117 xa = f a ( 1 , s e l e c t i o n ( 1 , : ) ) ;
118 xb = fb ( 1 , s e l e c t i o n ( 2 , : ) ) ;
119 ya = f a ( 2 , s e l e c t i o n ( 1 , : ) ) ;
120 yb = fb ( 2 , s e l e c t i o n ( 2 , : ) ) ;
121
122 % compute Cook ’ s D i s t a n c e f o r t h e match s e t and remove o u t l i e r s
123 % The e x p o n e n t i a l components a r e t h e r e s u l t s o f b e s t− f i t a n a l y s i s
124 % a c c r o s s m u l t i p l e t e s t c a s e s .
125 m a t c h p t s = [ xa ’ ya ’ ] ;
126 CookDis t = c o o k d i s t ( m a t c h p t s ) ;
127 o u t l i e r i n d = f i n d ( CookDis t > 8 .6572∗ numel ( CookDis t ) ˆ ( − 1 . 2 8 4 ) ) ;
128 xa ( o u t l i e r i n d ) = [ ] ;
129 xb ( o u t l i e r i n d ) = [ ] ;
130 ya ( o u t l i e r i n d ) = [ ] ;
131 yb ( o u t l i e r i n d ) = [ ] ;
132
133 % compute r a d i u s and a n g l e from f i x a t i o n and ( non−o u t l i e r ) f e a t u r e
134 % p o i n t s a t t h e s c e n e
135 ex = eyePos ( 1 ) ;
136 ey = eyePos ( 2 ) ;
137
138 A = z e r o s ( numel ( xa ) , 2 ) ;
139 A ( : , 1 ) = ( yb − ey ) ’ ;
140 A ( : , 2 ) = ( ex − xb ) ’ ;
141 b = ( xa .∗ yb − xb .∗ ya + ya .∗ ex − xa .∗ ey ) ’ ;
142
143 % A’ Ax = A’ b
144 x l s = (A’∗A)\ (A’∗ b ) ;
145
146 % When t h e a l g o r i t h m d i v e r g e s , t h e match i s i n c o r r e c t
147 % This w i l l happen when t h e sys tem i s p o o r l y c o n s t r a i n e d
148 % wi th e i t h e r i n c o r r e c t o r g a r b a g e r e f e r e n c e p o i n t s
149 i f ( i s f i n i t e ( x l s ) )
150
60
151 % I n f e r r e d eye p o s i t i o n ( from Leas t−S q u a r e s )
152 e y e I n f = [ ( x l s ( 1 ) − m a r k e r S i z e / 2 ) ( x l s ( 2 ) − m a r k e r S i z e / 2 ) ] ;
153
154 % d e l e t e g r a p h i c s o b j e c t i f i t e x i s t s
155 s e t ( 0 , ’ C u r r e n t F i g u r e ’ , o u t p u t h ) ;
156 i f ( e y e I n f h )
157 d e l e t e ( e y e I n f h ) ;
158 e y e I n f h = 0 ;
159 end
160 % s e t i n f e r r e d eye p o s i t i o n
161 e y e I n f h = r e c t a n g l e ( ’ P o s i t i o n ’ , [ e y e I n f , markerDim ] , ’ f a c e c o l o r ’ , ’ g ’ ) ;
162 i f ( e y e I n f ( 1 ) < 0 | | e y e I n f ( 2 ) < 0 | | . . .
163 e y e I n f ( 1 ) > s i z e ( Ia , 2 ) | | e y e I n f ( 2 ) > s i z e ( Ia , 1 ) )
164 warn ing ( ’ I n f e r r e d f i x a t i o n e x c e e d s image bounds ! ’ ) ; %#ok<WNTAG>
165 end
166 % f l u s h
167 drawnow ;
168 end
169 end % Scan ing Loop
170
171 % Clean−up
172 c l o s e f o r c e a l l ;
173 r e l e a s e ( camObj ) ;
174
175 f u n c t i o n closeCB ( s r c , e v t ) %#ok<INUSD>
176 %CLOSECB Thi s f u n c t i o n r e p l a c e s CLOSEREQ as t h e c a l l b a c k f o r
177 % CLOSEREQFCN
178 % D e t a i l e d e x p l a n a t i o n goes h e r e
179 wtrue = f a l s e ;
180 end
181 end % eyeMatch
