We theoretically analyze the eigenfunction fluctuation measures for a Hermtian ensemble which appears as an intermediate state of the perturbation of a stationary ensemble by another stationary ensemble of Laguerre type. Similar to the perturbation by a Gaussian stationary ensemble, the measures undergo a diffusive dynamics in terms of the pertubation parameter along with a drift due to level-repulsion. The energy-dependences of the fluctuations for the Laguerre case is in general different from the Gaussian case but locally they can be expressed in a same mathematical form.
I. INTRODUCTION
The statistical behavior of complex systems with exact symmetries and conservation laws can be well-modeled by stationary i.e basis-invariant random matrix ensembles [1] [2] [3] . The violation of symmetry and conservation laws due to an external perturbation leads to a transition of ensembles from one stationaty class to another. The simplest type of cross-over ensembles are the one-parameter Brownian ensembles (BE) [2] [3] [4] [5] [6] , originally introduced by Dyson to model the systems with partially broken symmetries and/or approximate conservation laws [1] . Although Dyson's model was based on the assumption of Brownian dynamics of matrix elements due to thermal noise [1, 2] , currently a Brownian ensemble is also described as a non-stationary state of the matrix elements due to a random perturbation of a stationary ensemble by another one. For example, a perturbation of a Wigner-Dyson ensemble of matrices, say H 0 , by another one, say V , with its symmetry class different from H 0 , results in crossover ensemble of matrices H with partially violated symmetry:
with f = (1 + t 2 ) −1 ([2, 4, 16] ). The type of a BE, appearing during the cross-over, depends on the nature of stationary ensembles H 0 , V and their different pairs may give rise to different BEs [3-6, 10, 14, 16] . Similar non-stationary states may also arise in other matrix spaces e.g. unitary matrix space e.g. due to a perturbation of a stationary circular ensemble by another one [6, 14] .
Brownian ensembles appear in many branches of physics [3, 5, 7-9, 14, 16, 17] (see also references in [5, 14] ). For example, the Hamiltonian of a disordered sysetm or an autonomous chaotic system, with time-reversal symmetry, can (usually) be modeled by a
Gaussian orthogonal ensemble (GOE). The breaking of the time-reversal symmetry e.g. by switiching of a magnetic field, with λ as a measure of the breaking, perturbs the Hamiltonian H 0 . The statistical behavior of the system now depends on the energy-range of interest. At asymptotically large energies, the statistics can be modeled by a Gaussian unitary ensemble (GUE); however at intermediate energies with sufficiently small values of λ, an intermediate statistics (a BE between GOE and GUE) would be obtained, indicative of a non-equilibrium behavior. Similarly if the system is integrable with regular classical motion for λ = 0 and fully chaotic for λ = 0, the statistics undergoes the Poisson → GOE crossover; (the BE in this case is a superposition of Poisson and GOE ensembles). The present knowledge of ten types of universality classes [30] leads to possibility of many such cross-overs and, consequently, many types of BEs. Our interest in the subject is also encouraged by a recent analytical work [9, 11] leading to a common mathematical formulation for the statistical fluctuations of a wide range of complex systems . The work shows that the eigenvalue fluctuations are governed by a single parameter Λ besides global-constraints on the system [9, 11] . Referred as the complexity parameter, Λ turns out to be a function of the average accuracy of the matrix elements, measured in units of the local mean-level spacing. The fluctuations in the systems are analogous to that of a Brownian ensemble, subjected to similar globalconstraints, if their complexity parameters are equal irrespective of other system-details. An analysis of Brownian ensembles is relevant therefore to model the violation of symmetries and conservation laws not only by a single parmetric perturbation but also by the one based on many parameters.
In past there have been many studies of the Brownian ensembles (see for example [2, 4-6, 14-16, 18, 19, 21-29] , the list is by no means complete) but most of them are focussed on the perturbation taken from a Gaussian stationary ensemble. (For the cross-overs, begining from various stationary states e.g. GOE, 2GOE, Poisson, uniform etc and approaching GUE in limit λ → ∞, the 2 nd order correlation functions for all Λ have been explicitly evaluated [4] ;
for the other transitions the correlations are given implicitly by a hierarchic set of relations [4] ). A detailed study of the eigenvalue fluctuations for the Brownain ensembles in unitary matrix space, with stationary circular ensembles as the perturbation, was carried out in [6, 14] . A similar analysis in Hermitian matrix space was carried out in [5] , extending the analysis of Gaussian type [4] to Laguerre and Jacobi type. The study [5] did not consider the eigenfunction fluctuations which however were analyzed in [12, 13] in case of the Gaussian ensembles; (note the study [12] is concerned with a multiparametric Gaussian ensemble with
BEs as a special case). The related information for other Hermitian types i.e Laguerre and Jacobi is still missing. This motivates us to pursue the present study but, due to technical reasons, here we confine ourselves to Laguerre ensembles (also known as Wishart ensembles)
only. Our approach is based on a diffusion equation for the matrix elements in Hermitian matrix space. An essentially similar approach for BE analysis was used by Kumar and Pandey in [5] however their interest being in eigenvalue statistics only, they directly derived the diffusion equation for the eigenvalues, using 2nd order perturbation theory. As expected, a essentially same equation for the eigenvalues results from an exact diagonalization of the ensemble density diffusion equation. But the advantage of the latter is that it leads to the diffusion equation for the eigenfuctions too.
The paper is organized as follows. Section II presents a derivation of the diffusion equation
for the matrix elements in Hermitian matrix space subjected to a random perturbation taken from a Laguerre ensemble. The equation gives the moments of the matrix elements which is used in section III to derive the diffusion equations for the joint density of eigenfunctions and
eigenvalues. An integration of these equations over undesired variables then leads to equation
for various fluctuation measures of the eigenvalues and the eigenfunctions. Although the diffusion of eigenvalues is discussed in great detail in [5] , here we briefly review some results needed later for our analysis. Section V describes the derivation of the diffusion equations for the eigenfunction componets which are used in section VI to analyze the behavior of their fluctuation measures. Section VI presents a summary of our main results.
II. BROWNIAN DYNAMICS OF MATRIX ELEMENTS
Consider an ensemble of N a × N rectangular matrices
, with matrices A 0 and V distributed with probability densities ρ 0 (A 0 ) and ρ v (V ). Assuming Markovian dynamics, the probability density of the A-ensemble is then given by
to the eigenvalue considerations in [5] , a common approach for the eigenfunction measures for all the three ensembles does not seem possible. In this paper, we confine ourselves to the eigenfunction analysis of the Laguerre case only but the results would be presented in a form applicable to Gaussian cases too. This helps in a comparative analysis of the statistics, e.g the energy-dependence, in the two cases.
A variation of strength t of the random perturbation V leads to diffusion of the matrix 
with η = βv 2 . The subscript "s" here refers to the number of components in typical matrix element: s = 1 → β with β = 1, 2 for A kl real or complex.
Relevant information from eq.(3) can now be derived by comparing it with standard Fokker-Planck equation: in general, asuming Markovian process, the paramatric diffusion of the joint probability distribution P x (x 1 , . . . , x N ; t) of N variables x n , n = 1, . . . , N, with t as the parameter, is given by
A comparison of eq. (3) 
with β = 1 in presence of the time-reversal symmetry and β = 2 in its absence.
The diffusive dynamics of matrix elements of L reflects itself in the diffusion of their eigenvalues e k and eigenfunctions U k for k = 1 → N. Let U be the N × N eigenvector matrix of L , unitary in nature i.e U † .U = 1 (L being Hermitian) and e be the N × N diagonal matrix of its eigenvalues, e mn = e n δ mn . Eq.(6) can now be used to derive the moments for the eigenvalues e i and eigenfunctions U i of L (i = 1, 2, .., N). Using standard routes, these moments can further be used to derive the diffusion equation for the joint probability distribution of the eigenfunctions and their eigenvalues. Under Markovian dynamics assumption, only the moments up to first order in δY are needed. The necessary steps are discussed in next section.
III. FIRST AND SECOND MOMENTS OF EIGENVALUES AND EIGENFUNC-TIONS
A small change δY in parameter Y changes L and its eigenvalues and eigenfuctions. Using standard perturbation theory for Hermitian operators and by considering matrix L + δL in the diagonal representation of matrix L, a small change δλ n in the eigenvalue λ n can be given as
where L mn = λ n δ mn at value Y of complexity parameter. Eq. (7) gives, upto first order of δY (see Appendix B),
where γ 0 = 0. Note the first moment given by eq. (8) is different in γ 0 from that given in [5] (the latter study gives γ 0 = N a η) . The difference arises because we consider the 2nd order perturbation approach applied directly to Hermitian matrix L but [5] derives the perturbed eigenvalue moments of the matrix L from the singular values of matrix A. This however does not affects the local correlations; (γ 0 plays a role only in confinement of the eigenvalues).
Similarly the second order change in j th component U jn of an eigenfunction U n due to a small change δY can be described as
As eq. (6) indicates, the matrix elements of L are subjected to specific correlations. Fur-
Using eq. (6) it is easy to see that the ensemble averaged U jn has a non zero contribution only from the last term of eq. (9):
with angular brackets implying conditional ensemble averages with fixed e j , U j , j = 1, . . . , N.
The 2 nd moment of the eigenvector components has a contribution only from the first term in eq.(9) (up to first order in δY )
Further, to first order in δY , the ensemble averaged correlation between δe k and δU jn is zero:
As, for finite Y , the moments for the eigenfunction components depend on the eigenvalues too, we can first write the diffusion equation for the joint probability density P ef,ev ({U n }, {λ n }; Y ) at perturbation strength Y where {U n } and {λ n } refer to the sets of all eigenvectors U 1 , . . . , U N and eigenvalues λ 1 , λ 2 , .., λ N :
where L U and L E refer to two parts of Fokker-Planck operator corresponding to eigenvalues and eigenfunction components. Here L U is given as
and
Note here P ef,ev is subjected to following boundary condition: P ef,ev → 0 for z jn , λ n → ±∞ for j, n = 1 → N; this follows because the higher order moments of the ensemble density are assumed to be negligible.
For later reference, it is worth noting here that the matrix L approaches V † V in the limit t → ∞ or alternatively f → 0 and Y → ∞ which corresponds to the stationary limit ∂P ef,ev ∂Y → 0. P ef,ev therefore approaches the stationary distribution of a classical ensemble (XOE or XUE with "X" is "L" or "G") in large Y -limit. The eignevalue statistics is independent of the eigenfunctions in this limit [2] and one can write P ef,ev = P ef (Z 1 , . . . , Z N ) P ev (e 1 , . . . , e N ) with P ef and P ev as the joint densities of the eiegnfunctions and eigenvalues respectively.
A substitution of the moments (eqs. (8, 10, 11, 12) ) in eq. (13) followed by an integration of eq.(13) over all undesired variables will then lead to the evolution equation for joint probability density of the desired eigenfunctions and eigenvalues. Some of these cases are discussed in next two sections.
IV. JOINT DISTRIBUTION OF EIGENVALUES
A substitution of eq. (8) in eq. (13) followed by an integration over all eigenvector components leads to the diffusion equation for the joint probability distribution of the eigenvalues.
Let P e ({e n }, Y ) be the joint probability of finding eigenvalues λ i of X between e i and e i +de i
Using the above definition in eq.(1), the diffusion equation for the eigenvalues turns out to
e m − e n P e + β a(e n ) P e
with
where a 0 = ν (N − 1)/2 and ν = 1. Here for simplification, we have taken γ = 1 and
For comparison, it must be noted that ν = 0 for a Gaussian ensembles. Also note that the diffusion equation for P e given in [5] corresponds to a 0 = (N − 1 − N a )/2; the difference however does not affect the eigenvalue correlations.
All spectral fluctuation measures can be derived from the set of n-level correlations R n (e 1 , ..., e n ; Y ) i.e. the probability densities for n levels to be at e 1 , . . . , e n irrespective of the position of other N − n levels:
In principle, the Y dependence of R n can be derived by a direct integration of eq. (16) . But as discussed in detail in [4, 5, 16] , the evolution of R n is not governed by Y but occurs on the scales determined by Y − Y 0 ∼ ∆ e (e) 2 with ∆ e (e) as the local mean level spacing at energy e; it is therefore preferable to consider rescaled correlations R n (r 1 , .., r n ; Λ) = LimN → ∞ ∆ n e R n (e 1 , .., e n ; Y ) with r n = (e n − e)/∆ e (e) as the rescaled spectrum. The transition in R n and therefore other spectral fluctuation measures are governed by the rescaled parameter
(Appearance of Λ e as the transition parameter can also be seen on the basis of 2nd order perturbation theory of Hermitian matrices). The Λ e -governed evolution of unfolded correlations, from arbitrary initial condition, for both Gaussian and Laguerre ensembles can be given as [4, 5, 16 ]
The above equation is derived based on the assumption that the correlations are localized around spectral scale e (i.e the local stationarity condition ∂Rn ∂r j
= 0, also required to assume R 1 (e k ) ≈ R 1 (e) for all k = 1, . . . , n) and are separable: R n+1 (r 1 , . . . , r n , r n+1 ) → R n (r 1 , . . . , r n ) as r n+1 → ∞ [16] . 
For later reference, it is worth noting that, for small r j values, the integral term in eq. (19) can be neglected but it is crucial to obtain the expected limiting behavior R 2 (r 1 , r 2 ) → 1 
with subscript spr implying the spectral region, extending from −∞ → ∞ in the Gaussian case and 0 → ∞ for Laguerre case. An important point clearly indicated by the above equation is that R 1 (e) is non-stationary as well as non-ergodic; as discussed in [31] , this plays a crucial role in defining the criteria for criticality of the spectral statistics.
As discussed in [5] , eq. (21) can be solved by defining the resolvant G(z; τ ) = R 
V. JOINT DISTRIBUTION OF EIGENFUNCTION COMPONENTS
An integration of eq. (9) over eiegnvalues leads to the diffusion equations for the joint probability distribution of the components of different eigenfunctions. The corresponding equations for the Gaussian case are derived and discussed in detail in [12] . Here we use the same steps of the derivation as for the Gaussian case and, for ease of comparison, try to keep the same symbols as far as possible. But the approximations used here are now applicable under more generic conditions and the results are presented in a form applicable to both
Laguerre as well as Gaussian ensembles. To avoid repeatition, here we give only the steps which are different from those given in [12] .
A.
Joint distribution of a given components of all eigenfunctions and all eigenvalues
We first consider the joint distribution of a given component of all eigenvectors and the eigenvalues. Let P 1N (Z, E, Y ) be the probability, at a given Y , of finding the j th component U jn of the eigenfunctions U n of L between z jn and z jn + dz jn and the eigenvalues λ n between e n and e n + de n for n = 1 → N (with Z ≡ {z j1 , z j2 , .., z jN }, E ≡ {e 1 , e 2 , .., e N }) . It can be expressed as
and D β U n ≡ DU n DU * n for β = 2 where DU n ≡ N k=1 U kn . As the Y -dependence in eq. (22) [12] . Proceeding similarly and using the limit P ef,ev → 0 at the end-points of the integration, we obtain the Y -governed diffusion of the joint probability density of the j th component of all eigenvectors and their eigenvalues,
where P = C 1 P 1N , C 1 = e −γY , and
where L * Z implies the complex conjugate of L Z , with L Z = L * Z for β = 1 case and a(e) is given by eq. (17) .
B.
Joint distribution of all components of an eigenfunction
The probability distribution of the components U nk , n = 1 → N, of an eigenstate, say U k of L lying between z nk and z nk + dz nk , with corresponding eigenvalue λ k between e k and e k + de k , can be given as
where
Partial Differentiation of eq. (25) with respect to Y , subsequent substitution of eq. (13) and repeated partially integration leads to the diffusion equation for P N 1 :
It must be noted that the expresion for Q 0s mn;k is independent of the subscipts m, n but latter are kept just to use a common mathematical expression for both Q 0s mn;k as well as Q 1s mn;k . Here P N 2 = P N 2 (Z k , Z j , e k , e j ) is the joint probability density of all the components of two eigenvectors Z j ≡ {z nj } and Z k ≡ {z nk } (n = 1 → N) alongwith their eigenvalues e j and e k , respectively:
Eq. (27) is derived from eq.(13) without making any approximations. A similar equation but with ν = 0 was derived in [12] for P N 1 in case of the Gaussian Brownian ensembles (see eq.(18) of [12] ; note the symbol Q 01 mn;k in eq.(19) of [12] is now replaced by T 1 in the corresponding eq. (29) given above.
The rhs of eq.(27) contains functions which are not explicitely written in terms of P N 1 .
In case of Gaussian ensembles in [12] , eq.(30) was approximated as Q (22) of [12] ) with with ∆ k as the local mean level spacing at energy e k .
The approximation was however valid in the regime where the eigenvalues and eignefunctions are almost statistically independent from each other. Here we consider its improvement to include more generic regimes, based on the following behavior: while the maximum distance between two eigenvalues in the spectrum can be of the order of √ N, the other terms in eq.(30) i.e P N 2 and eigenfunction correletion both vary between 0 and 1. As eqs. (12, 11) indicate, the drift and diffusion coefficient of the eigenfunction dynamics are dominated by the eigenfunctions with closely lying eigenvalues. As a consequence, the integral in eq.(30), with s = 2, is dominated by those terms in the j; =k which correspond to the eigenvalues e j lying close to e k i.e in a neighborhood |e k − e j | ∼ ∆ k (e k ); hereafter this neighborhood of e k will be referred as Ω k . The number of such eigenvalues depends on the local density of states as well as parameter Y . Referring the number of eigenvalues in the neighborhood Ω k of e k as N k , one can approximate Q 0s mn;k as
Applying the same approximation to Q 12 mn;k , one has
where Γ mn;j (Z k ; e k ) is defined as the average correlation between m th and n th components of an eigenfunction Z j with its eigenvalue lying in the neighborhood Ω k :
But as the average correlation between components of a eigenfunction is expected to be almost same as another eigenfunction if their eigenvalues are almost equal, one can approx-
Eq.(36) can then be rewritten as
Similarly T 1 (e k ) can be approximated as
Substitution of the approximations (34) and (38) in eqs. (28, 29) helps to express F k in terms of P N 1 :
With help of eq.(40), eq.(27) reduces now to a differential equation for P N 1 only. Here it must be noted that, for ν = 0, F k given above corresponds to the Gaussian case which is different from the one given by eq.(23) of [12] (as expected due to a change in the approximation of Q rs ab;k ). It must be noted that in the stationary limit ∂P N1 ∂Y = 0, the statistics approaches classical ensemble limit. The correlation Γ 0 ≡ z * mj z nj is then independent of j as well as the eigenvalue statistics and one can write Q
k . An integration of eq. (27) over eigenvalue e k leads to an equation with its solution P N 1 de k as a product of independent Gaussian distribution of the components z nk , n = 1 → N; this is in agrement with known results for the classical ensembles [2] .
C.
Joint distribution of the components of many eigenfunctions
The joint probability density P N q of the components U nk (n = 1 → N) of q eigenvectors
with symbol δ k defined in eq. (26) . Proceeding exactly as above for P N 1 , the Y -governed diffusion of P N q can be shown to be described as
Here F k is same as F k in eq.(28) but with following replacements: P N 1 → P N q , Q rs mn;k → Q rs mn;k . For clarity purposes, we rewrite it here:
Here
., Z q , Z j ) is the joint probability density of q + 1 eigenfunctions, namely, Z 1 , Z 2 , .., Z q alongwith Z j (with j > q). Considering a similar approximation as in the case of Q rs mn;k , one can write
Similarly L e k is again given by eq. (29) but with P N 1 replacing P N q and T q replacing T 1 where
The above along with eq.(43) reduces eq.(42) in a closed form differential equation for P N q .
Note for the Gaussian case (ν = 0), eq. (42) is same as eq. (25) of [12] (with misprints in eq. (26) of [12] corrected here).
VI. FLUCTUATION MEASURES OF EIGENFUNCTIONS
Eqs. (23, 27, 42) describe the evolutions of the joint probability densities of various combinations of the eigenfunction components and corresponding eigenvalues. Following similar steps as used in [12] , one can again derive the diffusion equations for various fluctuation measures but presence of the term (e k + e l ) is expected to increase the technical complexity of the partial integraions applied at various stages. Here we consider some relevant examples.
Local eigenfunction intensity
The local eigenfunction intensity u is a measure of the influence of a specific basis state on the wavefunction dynamics. Its distribution can be defined as
To derive the Y -dependence of P u (u), we first consider the distribution P 11 (x, e) of an eigenfunction component x = N 1/2 z nk = (u 1/2 ) at an energy e, defined as
) and δ e = δ(e − e k ) and dτ ≡ dEd β Z. Using eq. (23) and following the same steps as used in section IV. A of [12] ), the diffusion equation
for P 11 (x, e) can be expressed in the same form as in the Gaussian case (see eq. (29) of [12] )
but now
with r = 0, 1 and
where 
with ∆(e) as the mean level spacing. Further approximating |z nj | 2 ∼ 1 ξ d with ξ ≡ ξ(e) as the average localization length at energy e, d dimnesionality of the system, one has
Here d = 1 for a BE and with ν = 0, 1 for the Gaussian and Laguerre ensembles. Now as P u (u; e) can be rewritten as P u (u; e) = δ(u − |x| 2 )P 11 (x, x * , e) dx d β−1 x * , a summation of eq.(50) over k = 1 → N gives the Y -governed evolution equation for P u (u; e)
with L e P u is given by eq.(53) but with P 11 replaced by P u . The energy-dependence of the above equation indicates a non-stationary behavior the local intensity distribution. Again in the stationary limit, it is easy to check that P u de satisfies the Porter-Thomas distribution [2] .
Eq.(56) can be used to calculate ensemble averaged local intensity at an energy e, defined as u = u P u (u; e) du. Multiplying eq.(56) by u and integrating gives
As clear from the above, u undergoes a diffusive dynamics with a finite drift in the energyspace in terms of Y . Further an integration of the 2nd term in right side of eq.(57) over an energy-range, say e a ≤ e ≤ e b such that ∂ u ∂e
where f (e) = β a(e) + β N e ∆ e e ν + δ ν1 .
A spectral average of u , defined as u = 1 (e b −ea) e b −ea u de then satisfies, with e a , e b = ±∞,
At this stage, it is important to note that K e , given by eq.(35), also depends on u . This follows by noting that ∆ e = ∆N ξ d with ∆ as the average level spacing of the spectrum and ξ as the correlation/ localization length at energy e. Now using u ∼
A substitution of the latter relation in eq.(59), followed by its solution, gives
Alternatively, one may also consider a local spectral average of u over an energy range e − D e → e + D e in which u is almost constant. Here again eq.(57) leads to eq.(59) but now the prefactor β 2 K e is replaced by
Inverse participation ratio
The inverse participation ratio of an eigenfunction are well-known measures for its spread in the basis-space. Eq.(56) can further be used to derive the diffusion equation for the ensemble averaged inverse participation ratio I q for an arbitrary eigenfunction Z k . Here I q is defined as I q (k) = N j=1 |z jk | 2q and its ensemble average can be written as
By differentiating eq.(62) with respect to Y and using eq. (56), we obtain
2ξ d and L e I q can be given by eq.(53) but with P 11 replaced by I q . Eq.(63) describes the variation of I q with respect to energy e and parameter Y . It can further be simplified by an integration over an energy-range, say e − D e ≤ e ≤ e + D e over wihich the variation of I q is negligible, implying (L e I q ) de ≈ (f (e + D e ) − f (e − D e )) I q (e) with f (e) given by eq.(58). The e-integration of eq. (63) gives
where I q = 1 2De e+De e−De I q de and
As discussed in section VI. 1, both K e and the correlation/ localization length ξ depend on the average local intensity u and therefore Y − Y 0 . Assuming a negligible variation of t 1 and t 2 with respect to Y , a solution of eq.(64) can be written in form of a recurrence relation
It is easy to check that the above solution gives a correct limiting behavior for Λ I → 0 and ∞ (the later corresponds to a stationary Gaussian or Laguerre ensemble). For a finite Λ I , I q for first few q values can be given as
where I (0) q ≡ I q (0) . As q increases, the number of terms in the expression for I q increase rapidly. For large q or large Λ I , it can however be approximated as
Proceeding similar to Gaussian case discussed in [12] , one can also derive the diffusion equation for the probability density of I q as well as other measures.
Correlation between two wavefunctions at different energies
An important measure to describe the eigenfunction localization, the two-point correlation C(e, e ′ ) between two eigenstates, say Z a and Z b with eigenvalues e, e ′ respectively, can be defined as
(with z ma as the m th component of the eigenfunction Z a ). Its ensemble average can be expressed in terms of the joint probability density P N 2 (Z a , Z b , e a , e b ) of Z a and Z b and corresponding eigenvalues:
As intuitively expected, an ensemble averaged C(e ′ , e ′′ ) is related to the 2-point spectral correlation R 2 (e ′ , e ′′ ); this in turn connects the criticality criteria in the eigenfunction statistics to that of eigenvalues [7, 12] . For example, C = C 0 R 2 (e ′ , e ′′ ) for completely delocalized eigenfunctions with |z ka | 2 , |z kb | 2 = 1/N and C 0 = 1; the fluctuations in the eigenfunction components however result in a change of c 0 .
In general, a parametric diifusion of eigenfunctions leads to diffusion of C ab (e, e ′ )
where DΩ ≡ DZ a DZ b de a de b . Substitution of eq.(42), with q = 2 while using Z a , Z b , e a , e b instead of Z 1 , Z 2 , e 1 , e 2 , in the above equation leads to
where F a is same as F 1 given by eq.(44) with q = 2 and Z a , Z b , e a , e b replacing Z 1 , Z 2 , e 1 , e 2 :
Similarly F b and Q rs;ν mn;b can also be given by the above equations by replacing a → b everywhere.
Applying partial integration repeatedly, J 1 can be rewritten as
Using the approximations (81), eq.(82) can further be reduced as
Substitution of eqs.(83, 85, 87) in eq.(76) now leads to the Y -governed evolution of C ab (e, ω) , with e ′ = e + ω, e ′′ = e − ω, which on summing over a, b leads to
with a 0 = ν(N − 1)/2. As clear from the above, the correlation between two eigenfunctions at different energies varies along the energy axis. Furthermore the energy-dependence of the correlation is different for Gaussian (ν = 0) and Laguerre Brownian ensemble (ν = 1). For locally stationary correlation in energy i.e those for which a variation with respect to e can be ignored, a substitution of
where r 0 , r are the rescaled energies e = r 0 ∆ e , ω = r ∆ e with ∆ e as the local mean level spacing, Λ e is defined in eq. (18) and C and R 2 are redefined as
→ R 2 (r 0 , r).
(Here the terms containing ∆ e are neglected due to being o(1/N) smaller as compared to other terms). The next desirable step would be to solve eq.(89). Noting its singularity at r = 0, a solution for small-r can be obtained by a Taylor's series expansion of I 2(r 0 ±r) and C in the neighborhood of r = 0: I 2(r 0 +r) + I 2(r 0 −r) = 2 I 2r 0 + 2
0 r 2n ≈ 2 I 2r 0 (the latter equality following due to local stationarity assumption) and C = ∞ n=0 c n (Λ e ) r n ;
here the coefficients c n can be obtained by the substitution in eq.(89).
Let us now consider the stationarity limit ∂ C ∂Λe = 0 or, alternatively, the limit Λ e → ∞ which corresponds to stationary ensembles with delocalized eigenfunctions: using C = C 0 R 2 (r 0 , r) and eq.(19) for R 2 (with ∂R 2 ∂Λe = 0 and neglecting the integral term for small r),
it is easy to check that C 0 ≈ β (β+1) I 2r 0 ; (here the eigenfunctions statistics being energy independent, I 2(r 0 +r) = I 2(r 0 −r) = I 2r 0 ).
VII. CONCLUSION
We conclude with a summary of our main results: based on a combination of 2nd order perturbation theory for Hermitan matrices and a Markovian dynamics of matrix elements mathematically described by a Fokker-Planck equation , we have analytically derived the moments for the eigenfunction components for a Laguerre type Brownian ensemble. This in turn leads to a diffusion equation for the probability densities of various eigenfunction fluctuation measures. Although different in detail, the approach used here is essentially same as the one applied in the case of a Gaussian Brownian ensemble in [12] ; the latter was based on a direct integration of the diffusion equation for the matrix elements of the ensemble over eigenvalues. Due to basis-dependence of the Brownian ensemble, their eigenvalues and eigenfunctions are statistically correlated and some approximations are necessary to simplify the diffusion equations for the eigenfunction measures. In [12] for the case of a Gaussian Brownian ensembles, the approximations were based on the assumption of weakly correlated eigenvalues and eigenfunctions but those considered here are applicable for more generic conditions. Although our focus in this work is Laguerre Brownian ensembles but the results are presented in a form applicable also to Gaussian ensmebles. This helps not only in in a comparative study of the two ensembles but is also helpful in extending already available information for the Gaussian case [4, 5, 16] to Laguerre case.
The applicability of the results obtained above goes beyond Brownian ensembles. Following complexity parametric formulation of the statistical fluctuations, the results can be extended to the system-dependent, multi-parametric random matrix ensembles [3, 7, 9] and can help in critical point analysis of the statistics of the complex systems represented by these ensembles. The connecton of Brownian ensembles with column constrained ensembles discussed in [11] also indicates the usefulness of our analysis for all those systems where the latter ensembles appear e.g disordered systems with goldstone symmetries, random lasers, collective spontaneous emission, Google matrix analysis etc. 
Proceeding similarly, the relations δL mn δL * kl and δL mn δL kl can be verified.
Appendix B: Proof of equation (8) The matrix X is Hermitian in nature. A small change δY in parameter Y changes X and its eigenvalues e n . By considering matrix X + δX in the diagonal representation of matrix X, a small change δx n in the eigenvalue x n can be given as 
