This paper considers the optimization problem for dynamic multiple surface control of nonlinear systems in strict feedback form with additive uncertainties. Backstepping combined with multiple surfaces sliding mode control is the control design method. Integral filters are used to estimate the derivative of the composite reference state at each step to avoid explosion of the number of terms. The problem can be described as H , suboptimiiation in s-space where s is the coordinates determined by sliding functions s = ($1, ..., sn). Here the sub-optimization is with respect to s as a whole instead of each state respectively. These sliding gains can be determined by solving a set of triangularly coupled algebraic inequalities, which is easy to implement. This is a partial optimization in the sense that optimization is not with respect to integral filter gains. A pertinent third order example is given.
Introduction
Back-stepping multiple surfaces sliding mode control combined with integral filters for control design of nonlinear systems in a strict feedback form with unmatched uncertainties has been proposed by previous work in [22] . This method combines three features in nonlinear control design:
(1) Sliding mode method In ideal sliding mode, dynamics of the closed-loop system are restricted to a sliding manifold, essentially a lower dimensional submanifold, on which a stable steady state will be reached in finite time or asymptotically [4, 18, 21, 231 . This approach is generally recognized to be robust to matched uncertainties [17, 191. (2) Back-stepping in control design logic: In each backward step, a proper sliding surface is chosen. Thus multiple sliding surfaces naturally result in the end. This is a promising way in dealiig with additive unmatched uncertainties in nonlinear models [14, 221. (3) Integral filters: Integral filters are used to estimate the derivatives of composite reference state (signal) at each step. Thus analytic differentiation is avoided. Dynamic feedback naturally results. Using integral filters has several advantages in both theory and real-time implementation. In theory, the differentiability of the reference state can be removed. Condition required for the existence and uniqueness of solution is Lebesgue inte-U.S. Government work not protected by U.S. copyright. grability [6, 121. Thus, switching or saturation function can be used in sliding reachabdity condition. This paper considers H , partial sub-optimization problem for dynamic multiple surface control design. The suboptimization here is partial in the sense that it does not include the optimization of the filter dynamics.
Previous work [7] also considered optimization in control design for nonlinear systems (without uncertainty) in strict feedback form using back-stepping design logic which can be interpreted as recursive Lyapunov design.
It adopts an optimization approach focusing on softening the controller. [14, 15] Its theoretical foundation can either be differential game theory or passivity theory [9, 251. They both result in solving a nonlinear Hamiltonian-Jacobian-Isaac (HJI) differential inequality for state feedback or two coupled HJI inequalities for measurement feedback . Usually, they are nonlinear partial differential inequalities which are difficult to solve analytically. This hinders its practical application in nonlinear control design. However, it has a good application for systems with saturation nonlinearity in the control channel [26] . For linear systems, this is reduced t o solving an algebraic Riccatti
Eventually, H , sub-optimization techniques are used to choose sliding gains and the storage function. Due to the special structure of the strict feedback form, the solution of the HJI inequality here can be simplified as solving consecutively a set of triangularly coupled second order algebraic inequalities. This paper is structured as follows. Section 2 introduces preliminary work necessary for this paper including main results in sliding mode control and nonlinear H , control. Section 3 reformulate the dynamic multiple surface sliding mode control. Section 4 formulates the optimization problem and then solve it in a H , suboptimization approach. Section 5 gives a pertinent example of dimension 3. Some concluding remarks are made in Section 6.
Background
Consider the following SISO nonlinear system in strict feedback form with unmatched uncertainties
where (3) Integral filters are used to calculate the derivatives of reference signals at each consecutive step. Thus analytic differentiation of reference signal is avoided.
The formulation of the problem is slightly merent from that in [22].
Control Design Method
Design a controller with the following procedure is This suitable for any sliding reachability condition. method was ifrst proposed in [22] .
Step 1 Let 
Here the assumption is that spect to its entries and that in the region of interests;
(1) pili = 1, ..., n, are Lebesgue integrable with re-(2) pi, li (i = 1, .., n) are known constants.
Control task
(a) to make x1 to asymptotically track a continuous trajectory Xld(t) (not necessarily differentiable); (b) to render the closed loop system robustly stable with respect to the uncertainties.
Sliding mode control and H , Sub-opthination
Sliding mode control and sliding reachability conditions are referred to [4, 17, 18, 21, 231. The review of nonlinear H , sub-optimization: uncertainty attenuation with internal stability using state feedback, is referred to [9] .
Dynamic Back-stepping Multiple Surface Control
This method combines the advantages of different control design methods. The main features of this design method can be described as:
(1) Sliding mode method Using proper sliding surfaces and sliding reachability conditions;
(2) Back-stepping is used in control design logic in formulating error dynamics. In each step, a proper sliding surface is chosen. Thus multiple sliding surfaces naturally result in the end. This is a promising way in dealing with additive unmatched uncertainties in nonlinear models [22] ;
-(-a(t) + Z l d ( t ) )
and use the following estimation Thus, to make xi to track $Id, it is necessary and
Step i (i = 1,2, ..,n -2.) Let Without uncertainty, optimal control method may be used. With uncertainties, one can achieve is to optimize with respect to a given performance index in the worst case of uncertainties while render the closed-loop system stable or ultimately bounded.
It is noted that the way to achieve sub-optimization is to solve the HJI inequality to obtain a storage function from which the controller can be directly constructed.
This way seems to be very sound in theory but difficult to implement in practice because the controller construction require a analytic solution, at least an approximate solution which usually cannot be obtained for such a nonlinear partial differential inequality except in linear case.
Another way which is slightly less decent in theory but more practical, which is reverse in the direction. Suppose that a storage function, which is constructed positive definite function, assumes some known form such as a quadratic form, but with unknown parameters. In the case of this paper, the unknown parameters are the entries of the symmetric positive definite matrix of the storage function and the gains in sliding reachability conditions. These parameters are to be determined from an H , argument.
It is noted that the optimization problem considered here is related to s-dynamics only. From the discussion above, the choice of filter gain parameters ~i at each d e sign step is relatively independent to the choice of sliding gains. It thus may be called Ha-sub-optimization partially with respect to s-dynamics (3.1). Now the sub-optimization in s-space can be described as: to find a control or equivalently, to find K and KO such that the system (4.1) is passive with respect to the storage function
HW Sub-optimization Problem for

V ( s ) = s T P s
where P is a diagonal positive definite matrix to be determined. If this is achieved, the uncertainty attenuation with internal stability is then guaranteed. Furthermore, the solution is optimal in the sense that the performance index
is sub-optimized. The choice of the function z(t) is flexible. For simplicity, the following penalty function is used:
Remark 4.1 Two points are emphasized as follows:
(1) As long as K > 0, ( A , K ) is a controllable pair.
(2) For convenience, it is assumed that in s-coordinate, the uncertainty has a similar bound as those in strict feedback form:
It is noted that the uncertainty type (2.2) in z-coordinate can always be transferred to the uncertainty type (4.3) if one properly restrict the region of interests according to the back-stepping design procedure.
The main result of this paper is stated as follows. 1--a)a+2(1 -a) d ( 1 -c2)2+[2a2+p,-1 +(I -s2)p'] (1 -4(1-~)2) P a Proof is ommited due to length restriction. 0
Example
Using integral filters has several advantages in realtime implementation. The right hand side of the system is only required to be Lebesgue (practically) integrable.
Consider the following uncertain system in a strict feedback form with uncertainty. Step 1 Let
where the first order filter is not necessary.
Step 2 
Step 3 Let From the sliding reachability condition, the control is solved out as In the simulation, the gains are calculated according to the rules provided in last section. a = 0.88,0.98 are used for different simulations, from which one can see its effect on performances. As discussed before, difference a corresponds to different performance index. As expected from the theory, CY = 0.98 (Fig. 2 ) should corresponds to better tracking than a = 0.88 (Fig. 1) From the simulation results, although a = 0.98 leads to a good tracking, there is a prominent transient overshoot for control U. This is undesirable in practice. This may be due to the use of high gain &st order integral filter. This will be considered further in future work. 6 
Concluding Remarks
The optimization problem for the dynamic backstepping multiple surface sliding mode control for nonlinear systems in a strict feedback form with additive matched and un-matched uncertainties has been considered. A first order integral filter is used t o estimate the derivative of the composite reference state in each design step, which effectively avoids analytical differentiation and thus term number explosion. This is a partial suboptimization problem with respect to the sdynamics, which turns out to be E , sub-optimal gain choice. It leads to a systematic rule as simple as solving a set of triangularly coupled second order algebraic equations and thus suitable for real-time implementation.
