The dynamic range of holographic storage media is traditionally characterized in terms of M/#. However, this is a system parameter that assumes simple, uniform plane-wave holograms. Realistic architectures violate this assumption so that M/# measured with plane waves cannot be used to predict system diffraction efficiency. Thus, there currently is no systematic method predicting signal strength and medium consumption for holographic storage architectures a priori. We define a new material parameter, the modulation integral, M I , and show how this may be used for dynamic range budgeting and diffraction efficiency prediction in complex storage systems. The method is illustrated by applying it to two architectures, collinear and angle polytopic, in order to estimate the M/# required for achieving a target storage density in the presence of empirical optical scatter noise.
Introduction
Many different recording architectures for holographic data storage (HDS) have been explored since HDS was proposed by van Heerden in 1963 [1] . Designs vary by holographic multiplexing method [2] [3] [4] , recording material characteristics [5, 6] , cost and size of available components [7, 8] , and the desire for compatibility with existing data storage formats [9] . Most studies emphasize the maximum number of addressable storage locations since this can be calculated from first principles or measured with a small number of holograms. In contrast, diffraction efficiency must be found by rather arduous experiments in which a given volume is fully filled with holograms. As all variants are based on the same underlying principles of volumetric diffraction, it may be tempting to think that architectural considerations have little effect on the required hologram diffraction efficiency or dynamic range of the medium. In practice, diffraction efficiency measurements using plane waves are poor predictors of the same material performance in a storage system, and different architectures routinely demonstrate markedly different efficiency for the same material and storage density. Similarly, some architectures are routinely demonstrated using low diffraction efficiency holograms, while others require stronger, high diffraction efficiency holograms. This paper establishes a predictive procedure for both signal and signal-to-noise ratio for a given architecture and storage medium.
Currently there is significant interest in two markedly different architectures. We will thus illustrate our procedure by comparing storage medium requirements in these two cases. The first architecture, collinear holography, uses a single recording beam containing both object and reference components to record in a medium with a reflective substrate [8] [9] [10] [11] . Multiplexing is achieved by exploiting fine x, y shift selectivity to densely overlap the holograms. The second architecture, angle polytopic, utilizes traditional two-beam angle multiplexing to overlap many megapixel holograms in "books" at a single location, and then uses polytopic multiplexing to further overlap neighboring books to achieve high storage densities [12] . We will use parameters for InPhase Technology Corporation's prototype HDS drive for the angle-polytopic model, and parameters from published studies for the collinear architectures to the extent they have been reported in the literature. As at least two variants of collinear recording have been published, one using a green recording wavelength [8] , and one using blue [10, 11] , we will treat them separately. In order to yield specific numerical results, we will characterize the architectures at a recording density of 186 user bits=μm 2 , which corresponds to a capacity of approximately 200 Gbytes on a 120 mm disk. This analysis continues, and considerably extends, previously presented work [13] .
Density of Holographic Storage
Recording density in holographic data storage is mainly limited by a combination of three factors. The first factor, the system's address space, concerns the holographic multiplexing density that may be achieved by the device. Address space is determined by the number of bits per hologram, the size of the holograms, and the number of holograms that may be overlapped in a volume of recording material, subject to some maximum allowable interhologram cross talk. The bits per hologram and hologram size for a given system can usually be established with a straightforward analysis of the optical recording components. The number of holograms that may be overlapped is determined by the shift selectivity (for collinear architecture), or from Bragg selectivity and polytopic spacing (for angle-polytopic architecture). Other architectures and multiplexing techniques may require different methods for calculating the address space, but it is ultimately related to the number of degrees of freedom of the diffraction grating space within the recording volume and is hence limited as V=λ 3 [1] . This volumetric scaling typically yields attractive storage densities and is thus one of the primary motivations for HDS. However, real systems often operate at an information capacity far below their theoretical limit due to the finite dynamic range of the recording material, which is the second limiting factor.
Unlike address space, the dynamic-range limited information density is typically found experimentally because no direct calculation of this limit has been available. The conventional measurement of dynamic range, M/#, is defined as the sum of the square roots of the diffraction efficiencies of all the holograms that may coexist in a common volume of medium in the weak limit [14] . M/# is a system parameter in that diffraction efficiency depends on factors such as the geometric overlap, modulation depth, and wavelength of the recording and readout beams, as well as the characteristics of the medium itself. Furthermore, M/# does not account for hologram size, which means it does not behave as a conserved quantity when considering partially overlapping or nonuniform holograms. We will define an additional material parameter, the modulation integral, M I , which is simply the volume-integrated refractive index modulation, as a metric for dynamic range consumption. We will show that M I used by a complex hologram can be related to the M/# used by a simple hologram with the same diffraction efficiency and a characteristic equivalent area.
The third factor in the density of holographic data storage is the noise floor. Were it not for the noise floor, designers could record at the address-space density in any medium simply by writing sufficiently weak holograms. In practice, limited dynamic range and finite noise usually conspire to keep the achievable density far below the gargantuan address-space density promised by designers. Aside from the obvious noise sources such as electronic noise, shot noise, and imperfections in optical elements, holographic data storage inherently suffers noise from coherent reference light scattered by the denselymodulated medium itself. In addition to the desired data hologram, the propagating optical field is scattered by other overlapping holograms, ambiguity gratings, gratings written by reflections and other stray light, grating harmonics created by nonlinear medium response, nanometer-scale phase separations in the medium constituent components, and trapped impurities along with the noise gratings they create. Distortions due to shrinkage, thermal expansion, and bulk index change also exacerbate the analysis. It is beyond the scope of this paper to deal with each possible noise source individually, although hologram cross talk is analyzed by many authors [15, 16] .
Dynamic Range in a Linear Medium
The traditional metric of holographic medium dynamic recording range, M/#, is given by [14] 
where η is the diffraction efficiency of each of the M weakly diffracting holograms existing in a common volume. M/# is typically measured using simple plane-wave transmission holograms [5] for which [17] 
where L is the hologram thickness, λ is the vacuum wavelength, n 1 is the zero-to-peak index modulation depth of the sinusoidal grating, and c R and c S are the direction cosines of the reference and signal beams, respectively. Thus, the material parameter n 1 is related to diffraction efficiency in a simple, analytical manner. We shall define a linear recording medium as a medium in which the refractive index modulation is locally proportional to the recording fluence, i.e.,
where r ⇀ ¼ fx; y; zg is the spatial coordinate vector and n init and nð r ⇀ Þ are the spatial refractive index distributions before and after recording (with n init presumed constant). Ið r ⇀ Þ is the time-invariant recording intensity distribution, and T is the recording exposure time (which, taken together, constitute the recording fluence); S is the medium sensitivity in units of m 2 J −1 . For the present analysis, we assume S is a positive real quantity, although negative or imaginary (absorptive) values could be developed analogously. In general, useful data storage materials exhibit a dominant phase response rather than amplitude. Note that we define sensitivity as a material index response rather than a square root of diffraction efficiency system response as is sometimes done [18] . By our definition, some materials, including photorefractives [19] , are not strictly linear since they impart a spatial phase shift of the modulation compared to the intensity pattern, although most of the subsequent analysis is still applicable. However, photorefractives usually display a dynamic, self-erasing behavior and anisotropy that will not be considered here. Note also that here intensity refers to the time-averaged magnitude of the Poynting vector, rather than radiometric intensity [20] . The ideal response of the linear medium to recording is thus Δnð r ⇀ Þ ¼ STIð r ⇀ Þ. By assuming a linear medium, we shall be ignoring the asymptotic decay of sensitivity over the recording schedule [21] , the absorption of the recording beams, and nonlocal diffusion or reaction of material components. We do note, however, that while real materials such as photopolymers may develop significant index modulation only within specific spatial frequency bands, the actual consumption of photoactive components is, to the first order, well represented by the recording fluence distribution. Thus, estimates of material dynamic range consumption based on fluence should be accurate even if, for example, the low-frequency components of the fluence distribution are not recorded as index due to diffusion limitations. Next, we define the volume-integrated index modulation, M I in response to an intensity Ið r ⇀ Þ,
The total available dynamic range of a specific medium can then be characterized by M Imedium ¼ VΔn max , where V is the volume of the whole medium, and Δn max is the effective maximum index modulation achievable in the recording material. M I is a conserved quantity, so that the number of holograms that may be recorded in a medium is bounded above by M Imedium =M Ihologram . To approach this limit, the spatial overlap of multiplexed holograms must result in Δnð r ⇀ Þ everywhere less than Δn max .
The connection between M I , which is a material parameter, and M/#, which is both a material and system parameter, is the recording architecture. The canonical architecture to consider first is plane-wave holography described by Eq. (2) using equal intensity reference and signal beams so that n 1 ¼ meanðΔnð r ⇀ ÞÞ. Then, for a single hologram in the limit c R c S → 1, the two quantities are related by
where A is the area of the hologram. To generalize to an arbitrarily-shaped hologram of diffraction efficiency η using dynamic range M I , we define the area A eq of an equivalent normally incident plane wave hologram as given by
For a specifically defined geometry, η 1=2 is proportional to n 1 , and hence to M I . Thus the equivalent area is an invariant characteristic of the recording geometry irrespective of hologram strength provided that it is in the weak diffraction regime, and affords a quantitative measure of how the recording geometry impacts the medium consumption. One difficulty in estimating the M/# requirement for complex data storage holograms is the ambiguity in determining the effective number of holograms multiplexed in a common volume of the medium. However, by determining the equivalent area, we can treat nonuniform data storage holograms as uniform plane wave holograms for purposes of estimating dynamic range requirements.
Volumetric Diffraction
The M I consumed in a linear recording operation may be easily determined by considering the recording beam power and angle. Again restricting our consideration to a weakly absorbing slablike medium, a single collimated beam consumes
where P is the power of the beam, and θ is the internal propagation angle of the beam with respect to the medium normal. Diffraction efficiency for plane wave holograms written by such a beam may be determined from Eq. (2) and its analogous expression for reflection holograms [17] ,
where the c R and c S recording reference and signal beam cosines have been replaced by c P and c D , the readout probe and diffracted beam cosines, although nominally c P ¼ c R and c D ¼ c S when Bragg matched. In the weak diffraction limit for both cases,
where k Dz is the z component of the diffracted-beam wave vector and n 1 ≅ ε 1 =2n 0 in the weak modulation limit. This equation is valid for a plane-wave probe beam, E P ð r ⇀ Þ, Bragg matched to an unslanted grating Δεð r ⇀ Þ confined to thickness L in the z dimension, e.g.,
where k
In the more general case of an arbitrary, undepleted probe field E P ð r ⇀ Þ diffracting off of an arbitrary dielectric perturbation Δεð r ⇀ Þ, the diffracted field E D ð r ⇀ Þ can be found in the Fourier space from
where k n ¼ n 0 k 0 . Note that the factor of ð2πÞ 3 in the denominator of this expression arises from the definition of the Fourier transform and will change with different definitions.
Modeling Complex Holograms
While Eq. (9) may suffice for determining the diffraction efficiency of simple holograms, complex holograms written by high N.A. beams with irregularly-shaped grating volumes are much more difficult to analyze. Equation (11) may be used to determine the weak regime diffracted field, E D , created when an arbitrary inhomogeneous dielectric pattern Δε is illuminated by an arbitrary monochromatic probe beam, E P . For all but highly-idealized HDS architectures, Eq. (11) cannot be solved analytically, since closed-form volumetric expressions for the recording beam fields and modulation distributions are intractable. Accordingly, we now turn our attention to developing efficient numerical methods.
The most straightforward approach would be to numerically manipulate sampled versions of the recording beams and the dielectric perturbation. However, the space-bandwidth products of the recording architectures of interest make such an approach impracticable. For instance, in order to represent an angle-polytopic hologram of the reference architecture in the following section, one would need to sample a spatial extent spanning over a millimeter in all three dimensions, at a fringe resolution not coarser than a few hundred nanometers. This leads to a total number of samples on the order 10
12
. Investigators have, for example, performed numerical simulations of volumetric diffraction based on the full-vectorial volume integral equation that employ ∼512 3 samples to simulate diffraction in a volume of extent 512 μm (100 nm sample spacing) [23] . Unfortunately, scaling up by several orders of magnitude in order to represent a full-size data storage hologram is currently out of the question. One is, accordingly, motivated to develop a more compact numerical modeling method.
Our approach is to decompose the complex hologram and complex recording beams into constituent components and then remove the high frequency wave and grating carriers. Consider reference and signal recording beams with complex amplitudes represented in the spatial domain by
where A Ri ð r ⇀ Þ and A Sj ð r ⇀ Þ are amplitude envelope functions of the beam components within the recording medium. The individual terms of each summation correspond roughly to Fourier components, but the band occupied by each component is determined by the actual spatial envelope of the optical component controlled by the corresponding signal or reference pixel, or scanning angle. Each pairwise combination of one signal component and one reference component will, in a linear medium, record a dielectric modulation
where the grating vector is k Fig. 1(a) . The diffracted field from this individual grating component, when illuminated by an ideal
Þ (which replicates the corresponding reference component) is given by (11)
Demodulating the carrier k ⇀ Sj out of the polarization density envelope
Þ produces a baseband polarization density envelope, and has the effect of shifting the significant propagating modes to a region near the origin, rather than
where L x , L y , and L z are the spatial dimensions of the grating component), the curvature of the ksphere is negligible within the region of significant diffraction, so the sphere may be well approximated by a plane normal to k
where ⊗ is the cross-correlation operator. In this form, the high frequency grating vector and optical wave vector carrier factors that occasioned the need for extraordinarily high-density numerical sampling have disappeared. Instead, one has only to sample at a resolution that captures the amplitude envelopes of the recording and playback beam components. Figure 1(a) illustrates the normal situation where the k-space convolution representing the inhomogeneous polarization density envelope is evaluated on the k-sphere (the dotted red circle) to determine the diffracted optical field E Dij . Figure 1(b) shows the baseband polarization density envelope and the plane of evaluation perpendicular to k ⇀ Sj (the dotted red line). Note that the size of the polarization density envelope in the figure has been greatly exaggerated for illustrative purposes. The envelope size is on the order λ=L times as big as the k-sphere, which is a very small dot for a macroscopic hologram. Accordingly, the baseband envelope occupies a very low spatial bandwidth, and so the volumetric diffraction efficiency of a single carrier grating component of the form of the Eq. (13) may be accurately determined by numerical evaluation of Eq. (15) over a space of only 128 3 
also limits imaging resolution in image space. Barring further aberrations, the Fourier transform of the aperture determines the point spread function of the image. Analogously, the spatial envelope of the polarization density pattern corresponding to a diffracted hologram component may be regarded as a volumetric aperture from which the light for a particular angular mode is emitted. The baseband polarization density envelope described above is simply the three-dimensional (3D) transform of this volumetric aperture, and the process of evaluation on a two-dimensional (2D) slice normal to the carrier mode establishes the angular uncertainty of the mode, and is thus a representation of its point spread function. Since the different modes of a complex hologram are evaluated on slices of differing angle (and since in general their polarization density envelopes may differ altogether), it follows that different modes may have different point spread functions, and that volume holographic imaging is not generally shift invariant.
The numerical procedure for computing the diffracted field of each grating component thus proceeds as follows: (1) ⇀ Sj . The power of the diffracted beam may be determined by summing the modulus squared of this envelope transform, and the diffraction efficiency may be found by comparing this power to the similarly-determined power of one z-slice of the probe beam. Appropriate scaling constants and arbitrary parameters (beam powers, medium sensitivity, etc.) must be tracked at each step, but once these were accounted for, the computer code was demonstrated to precisely predict the analytical result for slablike gratings.
While the number of actual grating components is very large for these complex holograms, the diffraction efficiency of the individual components changes very slowly as the signal and reference components vary with angle (presuming that component envelope functions are also slowly varying). Thus, the diffraction efficiency of grating components need only be sparsely sampled in order to accurately determine the aggregate diffraction efficiency of a complex hologram.
Upon determining the diffraction efficiencies of the individual grating components, the aggregate diffraction efficiency for the complex hologram may be found by combining the constituent diffraction efficiencies using two separate combination principles. Figure 2 illustrates the conditions that determine whether incoherent or coherent summation must be used.
In the case where the diffracted modes of two terms are spatially orthogonal, then the diffracted components may be summed incoherently. The diffraction efficiencies are simply added in proportion to the corresponding probe component powers. In the case where separate probe terms couple into overlapping diffraction modes (e.g., for the complex reference beam in the collinear geometry), we must consider coherence effects. In the ideal Braggmatched reconstruction, we may consider diffracted components to be wholly incoherent when they correspond to differing signal pixels, at least for the purposes of determining diffraction efficiency. However, they are at least partially coherent (i.e., partially coherent spatially and wholly coherent temporally) when they correspond to the same signal pixel. Even in this case, they may not be entirely coherent if their amplitude envelopes are not identical. Accordingly, the diffracted fields of the m probe components must be summed before the diffracted power may be determined:
The diffraction efficiency η j of the probe beam into the jth diffracted beam component may be expressed as
where P P is the total power of the probe beam, and the aggregate diffraction efficiency, η, of the whole complex hologram is simply
Note that for the present architectures, the coherent combination principle must be used to sum the diffracted fields of the complex probe beam components into each collinear signal pixel, whereas the single component probe beams of the angle-polytopic architecture call for only the incoherent combination principle. Finally, the equivalent area, A eq , of the complex hologram may be calculated by Eq. (6) using the aggregate diffraction efficiency determined in Eq. (18) and the total M I consumption of all components [each via Eq. (7)]. The equivalent area is a convenient figure since it encapsulates the M I -to-η performance relation for the recording architecture, and is invariant to the actual medium consumption or diffraction efficiency required. Thus, A eq may be determined using arbitrary consumption and diffraction efficiencies, and then the M I or M/# requirement for a specific desired diffraction efficiency may be determined from A eq .
Architecture Configurations
In this section, the preceding numerical method is applied to each of the two architectures. To facilitate the analysis, we adopt simplified models of the beam geometry within the recording layer. Figures 3 and 5 show the models schematically. In both cases, each angular beam component is represented by a plane wave modulated by a depth-invariant amplitude envelope. This approximation to the slowly varying beam propagation envelope is highly accurate for nearly collimated beam components (with L x , L y ≫ λ), and serves to greatly increase the speed of the computer code.
A. Angle-Polytopic Model
The angle-polytopic architecture combines reference beam angle multiplexing with polytopic overlap multiplexing [12] in a traditional two-beam configuration. The parameters for this model are taken from InPhase's HDS drive prototype. For the angle-polytopic architecture of Fig. 3 , every signal beam component overlaps at a common tilted Fourier plane of width 0:64 mm in the middle of the recording layer. This width is determined by the 1:36× Nyquist polytopic aperture that sets the recording bandwidth. Aberration of the Fourier plane by refraction at the disk substrate surface is neglected, and the total power of each signal beam component is presumed to be equal. The reference beam size is slightly smaller than the size required to completely envelope the signal beam. It always has FWHM dimensions of 1:4 mm × 0:7 mm normal to its own axis, so its x width increases according to its projection upon the medium normal plane. The edges of the beam are graduated by an arctangent profile with a 10%-90% rise distance of 100 μm in order to simulate the soft aperture that forms the reference beam and the effects of subsequent beam propagation.
Although the overall width of each signal beam component is determined by the rect function of the polytopic aperture, each has an internal amplitude envelope established by the Fourier transform of the spatial light modulator (SLM) pixel profile. Since the pixels are square with size Δ ¼ 10:7 μm (100% active area is assumed), the amplitude profile cross section is sinc½x 0 Δ=ðλFÞ, where x 0 is either transverse dimension within the tilted Fourier plane, λ is the recording wavelength, and F is the object lens focal length. This would correspond to a first sinc null at 0:47 mm were it not occluded by the aperture. Table 1 summarizes the parameters used to model the angle-polytopic medium consumption. Figure 4 shows an angular map for the signal and reference beam components used in the angle-polytopic model. The square plotted points sample the locus of the reference beam's angular multiplexing path, running from −35°to −60°. The grid of circles samples the angular field of the 1200 × 1200 SLM, which is centered on the 25°optical axis. The signal beam components are arranged on an ideal rectangular grid in angle space, a situation that might not be obtained in a real system if the Fourier transform lens is not carefully designed to achieve the ideal Fourier image-space to angle-space relationship over the wide field used for the signal beam. The x and y axes represent the external angle of propagation with respect to the medium surface normal. The volumetric diffraction efficiency is actually computed using internal propagation angles that are calculated by applying Snell's law at the normal air-tomedium boundary assuming a medium index of refraction of n ¼ 1:5. As there are eight reference beam components and 196 signal beam components, the computer code must evaluate the volumetric diffraction of some 1568 constituent gratings. The numerical representation of the beam amplitude envelopes was composed on a 3D sample grid of 128 × 128 × 128 data points. In the spatial domain, the linear extent of each dimension was 2:4 mm, leading to a grid spacing of 18:75 μm.
Finally, there is the issue of the relative amplitude of the signal and reference beam components that determines the modulation depth of the holographic grating. The model has been calibrated so that the power ratio of each possible reference beam to the whole signal beam assuming 50% of the pixels "on" (half the sum of the 196 components) is five to one.
B. Collinear Models
Variants of collinear holographic recording (sometimes also referred to as "coaxial" or "common path" HDS) have been explored by a number of groups including Optware Corporation, Sony Corporation, and the Athos consortium [24] . A schematic of the collinear models used for this paper is shown in Fig. 5 . In collinear recording, the SLM is used to modulate both the reference and signal portions of the recording beam, and both portions are transmitted to the medium through the same optical path. The central circular region of the SLM is used to modulate the data portion, and an outer annular ring modulates the reference portion. All beam components thus share a common Fourier plane, which is projected upon a reflective surface beneath the recording layer so that the beam will reflect back upon itself and the recording and playback optics may be placed on the same side of the medium. Scattered reference noise is reduced by employing polarization optics that keep the copropagating reference and signal components in orthogonal polarization states. Reflective holographic fringes are written only between the counterpropagating components, which are in the same polarization state [25] . The two variants of the collinear model, blue collinear and green collinear, correspond to two different architecture variations explored in the literature. Values for the various parameters for the collinear models are meant to reflect the actual configurations that have been developed for green [8] and blue [11] collinear recording, although in some cases reasonable guesses were made for undocumented or contradictory parameters. Aside from differing in recording wavelength, the green collinear system does not contain a filtering lens relay with an aperture that limits the spatial frequency band of the recording beam. Consequently, the amplitude envelope of the beam components does not have distinct edges like the blue collinear and angle-polytopic beams do. The green collinear beam component amplitude envelopes are determined only by the sinc profile corresponding to the transform of the individual square pixels.
The blue collinear system, in contrast, employs a circular iris that limits all beam components to 300 μm diameter, corresponding to a Nyquist ratio of 2.0. The parameters used in the diffraction model of the blue collinear system are summarized in Table 2 .
Uniform illumination of the SLM is assumed, so the total power of each "on" beam component, whether reference or signal, is identical. Thus, the overall power ratio between the reference and signal portions of the beam is determined by the number of "on" pixels in each field, which leads to a figure of 1:15∶1. Figure 6 shows the external angular layout for the 42 reference beam components (squares) and the 37 signal beam components (circles) used in the models for the blue collinear architecture. As a constituent grating component is produced for each pairwise combination of a reference component and a signal component, a total of 1554 volumetric diffraction cases were evaluated. The 128 × 128 × 128 3D spatial sample grid covered a range of 686 μm (5:36 μm sample spacing).
The green collinear model is based on an effort to commercialize collinear holographic storage by the Optware Corporation [8, [26] [27] [28] . Specific differences, such as the aforementioned lack of a spatial filter and the inclusion of a gap layer at the bottom of the medium, are accounted for. The size of the hologram components has been calculated from the published recording wavelength, SLM pixel size, and object lens focal length parameters rather than using the ∼ϕ200 μm photomicrograph scale figure cited in [8] . It is expected that the model would comport to the general performance of such a system, and could in any case be easily adapted to actual parameters such as become available. Table 3 summarizes the parameters used.
The green collinear model uses a component external angle map similar to that of Fig. 6 for the blue collinear model, and likewise has a beam power ratio of 1:15∶1. The actual component map has the same basic layout shown in Fig. 6 and differs only in absolute angle locations, and so is omitted for brevity. The 128 × 128 × 128 3D spatial sample grid covered a range of 1:2 mm (9:375 μm sample spacing), which is adequate to cover beyond the second null of all beam component amplitude profiles.
C. Equivalent Areas for the Models
The model results for the preceding architectures are summarized in Table 4 . These areas are equivalent to circular holograms of diameter ϕ1:34 mm, ϕ314 μm, and ϕ468 μm for the averaged anglepolytopic, blue collinear, and green collinear architectures, respectively. The per-hologram equivalent areas of the architectures are not directly comparable since the architectures have different amounts of data in each hologram and also different recording thicknesses. However, an interesting figure of merit may be derived by dividing the number of user bits per hologram by the equivalent area to yield a single hologram areal bit density, and further dividing by the medium thickness for a single hologram volumetric bit density. Including page formatting and error correction code (ECC) overhead, the amount of user data per hologram for the angle-polytopic architecture comes to 623 kbits. The equivalent figure for the collinear architectures must be estimated, however. According to [8] , there are 13 kbits of channel data per green collinear hologram, but the code rate of the ECC is not specified. Assuming 0.5 ECC code rate (identical to angle-polytopic), 6:5 kbits of user data per hologram results. The blue collinear variant uses a larger SLM with 45 kbits of channel data, so again assuming a 0.5 ECC code rate, 22:5 kbits of user data results. The actual code rates can only be determined by the required corrected error rate and considerable further development, but inasmuch as the reported raw symbol error rates are generally high (typically 1% [8] to 10% [11] ), a correspondingly low code rate of 0.5 is not unreasonable. The resulting hologram density figures are summarized in Table 5 . The final column, N eff , is the multiplexing density (effective number of overlapping holograms) required to achieve the target storage density of 186 user bits=μm 2 needed to store 200 Gbytes on a 5 1=4 inch disk.
D. Noise-Limited Signal Requirements
An analytical estimate of the required diffraction efficiency would entail a theoretical accounting of dominant noise sources that is beyond the scope of this paper. Instead, we draw on experimental practices. One report by practitioners of angle-polytopic holography cites an average hologram diffraction efficiency of η ¼ 6:8 × 10 −4 [29] , whereas another contemporaneous report by blue collinear holographers cites a range of η ¼ 1:3 × 10 −2 to 1:
[10], and a later report notes an improvement to η ¼ 2:5 × 10 −3 [11] . No data disclosing a diffraction efficiency for a green collinear experiment is known by these authors. While the aforementioned polarization separation technique may effectively reduce scattered probe beam noise in a collinear configuration [26] , the magnitude of this noise increases exponentially with decreasing deflection angle, as shown in Fig. 7 . The angle-polytopic architecture, with a minimum of 35°of angular separation between the reference and signal beams, suffers from a far lower level of noise from the scattered probe beam than the collinear architecture, which has less than 3°of separation. Although both architectures will see (and have seen) ongoing improvements, it is highly probable that the diffraction efficiency requirements will continue to be driven by the bidirectional transmission distribution function (BTDF) curve. For this work, we choose order-of-magnitude estimates for the required diffraction efficiency of η ¼ 1 × 10
for the angle-polytopic model, and η ¼ 2:5 × 10
and η ¼ 1 × 10 −2 for the blue and green collinear models, respectively. The latter two diffraction efficiency values are taken from the relevant literature when such values are given (e.g., [10, 11] ) and are otherwise estimated.
Applying the estimated diffraction efficiency requirements above, we can calculate the M I consumed per user bit from 
where b is the number of user bits per hologram. The M/# required to achieve the target storage density is given by
and the required material Δn max may be similarly calculated by
The results of these calculations for the three architectures are summarized in Table 6 . There is great variation in the figures among the architectures: M I consumption efficiency varies by a factor of 50, and the required material Δn max varies by a factor of 125.
M/# ideally increases linearly with medium thickness, so considered as a material parameter it must be normalized by thickness. A common standard thickness of 200 μm is often used to measure M/# in plane wave medium testing [5] . Normalized to this thickness, the recording material M/# requirements for the architectures are 1.77, 10.67, and 164 per 200 μm of thickness for the angle-polytopic, blue collinear, and green collinear architectures, respectively.
E. Determination of Medium M I
Available M I is a property of a medium that, as shown above, is closely related to the system metric M/# and the material property Δn max . One might contemplate different methods for determining each of these quantities. For instance, an alternative definition of M/# is occasionally encountered [30] ,
This form implicitly binds the system metric M/# to the ideal, normal plane wave recording architecture, and would seem to allow M/# to be calculated from the material property Δn max . However, this leaves the difficulty of measuring Δn max , which here is actually the effective maximum index modulation that may be achieved over a large multiplexed set of holographic gratings, and may differ substantially from the true maximum material refractive index change that might be measured nonholographically, or determined from physical principles.
The traditional method of measuring M/# is to record and test a multiplicity of weak transmissive plane-wave holograms in a slab medium, and then sum the square roots of their diffraction efficiencies [5] . However, it is inappropriate to measure even one hologram recorded with both reference and signal beams normally incident to the medium, let alone a multiplicity. Accordingly, the holograms must be written and measured with one or both beams at a nonnormal incidence angle. It may also be convenient to allow for unequal intensities between the recording beams. Thus, in order to correct the result to that which would have been obtained if all the holograms had been written with normally incident, identical intensity recording beams, the M/# for a medium wherein n weak holograms are multiplexed in a common volume should be given as
where c Ri and c Si are the internal direction cosines of the ith reference and signal beams respectively, and m i ¼ 2 ffiffiffiffiffiffiffiffiffi ffi I R I S p =ðI R þ I S Þ is the modulation depth of the ith grating (where reference and signal intensities I R and I S are also taken internally). For accurate measurement, it must also be assured that the medium is thin enough that shrinkage and absorption effects are negligible; that the probe beams under-fill the recorded holograms; and that all beams have polarization perpendicular to the grating vectors. The individual holograms must be well 
where A and V are the area and volume of the holograms, respectively.
Conclusions
Engineers of holographic data storage devices have not had a satisfactory method of determining the medium requirements and trade-offs imposed by system-level design decisions. In particular, the M/#-diffraction efficiency relationship could only be roughly estimated by applying the plane-wave formula and assuming the size of the hologram corresponds roughly to its recording illumination footprint, or determined empirically at great effort. Predictive analytical and numerical solutions appear to have been limited to simple cases. The present method, while not generalizable to the rigorous description of vectorial, polychromatic, anisotropic, or strong EM scattering, nevertheless affords a marked computational advantage for determining the diffraction of monochromatic waves by large, complex, weak dielectric structures such as are of interest in holographic data storage. Analysis of the example architectures illustrate that there is great variety in the performance of architectural configurations. The definition of M/# as a system metric that is often, nevertheless, conceived of as a material parameter, has perhaps obscured this variety, as has the lack of methods for characterizing architecture dynamic range consumption. In this paper, we have shown how measuring M/# with respect to a specific simple reference system allows for comparison between, as well as characterization within, architectures. We have shown how two different metrics, M I and Δn max , may be more convenient for characterizing medium dynamic range and dynamic range consumption. We have shown how equating the medium consumption and diffraction efficiency of complex holograms to a reference system hologram of equivalent area facilitates comparison between architectures, and enables analysis of a given architecture.
