Abstract. The nondestructive testing using ultrasonic pulse-echo data is an effective method especially for metal structures. Typically, the ultrasonic pulse-echo data is processed and the results are shown in A-scan, B-scan, or C-scan data formats. In conventional testing using ultrasonic pulse-echo data, the inspector is able to identify the location of faults as well as their rough dimensions upon viewing B-scan and C-scan data. In this paper, we propose an approach using 3-D visualization of ultrasonic pulse-echo data. The main idea is to use various 3-D visualization methods frequently used in medical image visualization systems, namely, surface rendering (SR), volume rendering (VR) and maximum intensity projection (MIP). Such 3-D visualization of ultrasonic pulse-echo data enables easier identification of the location and dimension of faults more accurately.
Introduction
The nondestructive testing aims to detect faults (or discontinuities) inside or outside the structure and to evaluate physical and mechanical characteristics of the structure without harming it [1] . Of various nondestructive testing methods, the ultrasonic pulse-echo method is an effective method especially for metal structures. The pulse-echo technique has been receiving increasing interests, giving rise to the development of various multi-transducer (or an array of transducers) techniques to improve spatial resolution in the reconstructed image [2, 3, 4] .
Currently accepted nondestructive testing procedure based on ultrasonic pulse-echo data infers various fault characterization from viewing B-scan and C-scan data simultaneously. The B-scan shows a cross-sectional side view of faults and C-scan shows a two-dimensional projection view of faults [5] . But, this method has a distinct disadvantage that the evaluation depends heavily upon inspector's experience and expertise. This paper is aimed at generating clear 3-D pictures of the structures under evaluation, rather than a sequence of B-scan and C-scan images.
Generation of 3-D images of human anatomy has recently gained popularity as patients are typically scanned volumetrically, sometimes producing a hundred or more slices [6, 7] . These slices are typically rendered in 3-D using one of the three techniques: surface rendering (SR), volume rendering (VR), and maximum intensity projection (MIP) [8] . The B-scan data is essentially equivalent to slice images of X-ray CT data and amenable for such 3-D rendering. We have previously reported some initial results on the MIP technique to visualize the pulse-echo data [9, 10] and in this paper we focus on the efficacy of all three rendering techniques.
In this paper, the three rendering techniques will be analyzed as applicable for processing pulse-echo data and pre-processing steps that precede 3-D visualization process will be introduced: deconvolution of the pulse-echo data through Wiener filtering and interpolation kernel selection minimizing rendering artifacts. It will be demonstrated that the 3-D visualization of pulse-echo data
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through various rendering techniques is effective for viewing and detecting the faults in 3-D structures. Fig. 1 shows the entire procedures of pulse-echo data acquisition and processing. The transducer is placed on top of the specimen and collects the pulse-echo data moving along the raster scan line. At each scan line, we acquire one B-scan data of the specimen and the entire B-scan data of the specimen is essentially a sequence of slice images of the specimen. These B-scan data pass through the Wiener filter and the linear interpolator before the 3-D visualization step for the generation of 3-D images.
Data Acquisition and Processing
Wiener filtering. Because the ultrasonic beam from the transducer is diffracted and cone-shaped, the acquired B-scan data consists of horizontal blurring. Therefore, to avoid the blurred 3-D images, the blurring of B-scan data must be eliminated before 3-D visualization step. Since the blurring can be assumed as a 2-D convolution in the can be represented as [9, 10] : [11] . The actual filtering process is performed iteratively in the frequency domain as the following [10] :
In the above, 
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Isotropic volume data generation. The Wiener filtered B-scan data must be interpolated across the original slices for the generation of isotropic volume data because it has the slice spacing that is larger than the pixel width in z y − plane. Of various interpolation methods, the linear interpolation is frequently used by its computational simplicity. The linear interpolation can be expressed as:
where k x denotes the position of k th B-scan data. After the above linear interpolation of the B-scan data, the resulting isotropic volume data of the specimen can be visualized in 3-D.
Three-Dimensional Visualization Methods
The isotropic volume data after the Wiener filtering and the linear interpolation can be rendered in 3-D by various visualization methods, e.g., SR, VR and MIP. To provide different view angles to the user, the rotated coordinate
is introduced. The direction of the Z-axis is parallel to the viewing direction and thus the viewing plane is perpendicular to the Z-axis (see Fig. 2 ).
Surface rendering (SR).
SR is the visualization technique that shows the exterior surface of an object. Therefore, before the actual visualization step, SR extracts the exterior surface of the object [12] . In general, surface boundary voxels are determined using a threshold value from the isotropic volume data. Then, the marching cube or marching voxel algorithm is applied to the surface boundary voxels to determine the surface [13] . After the surface extraction, the object is rendered in 3-D using various light sources and their three types of reflection, i.e., diffuse, specular, and ambient reflections [6, 14] . The diffuse reflection is determined by the inner product of the surface normal N r and the light source direction L r . On the other hand, the specular reflection is determined by the inner product of the reflection direction R r and the viewing direction V r . The ambient reflection is caused by the ambient light source that only depends on the specific space without a specific direction. If we denote the unit vectors on the surface points of the object correspond to the viewing plane
is [6, 14] :
In the above, diff K and spec K are the coefficients that control the ratio of diffuse and specular reflections and I is the intensity of the light source from the specific direction L r . The constant A denotes the ambient reflection by the ambient light source. The inner products are all clamped to the range between zero and unity. SR handles only the surface data of the object so that SR is somewhat Fig. 2 
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faster than other methods. But, SR requires preprocessing of the volume data such as surface extraction. In addition, SR is not suitable for thin and detailed objects and transparent effects [15] .
Volume rendering (VR)
. VR uses volume data directly without preprocessing of the volume data such as surface extraction in SR [12] . The most distinctive characteristic of VR is the opacity and the color that are determined from the voxel intensities and threshold values. The opacity enables rendering of multiple objects simultaneously through transparent effects and the color is used to distinguish the kinds of objects to be rendered simultaneously. The viewing direction can be changed and the voxel intensities must be resampled according to the viewing direction at the new voxel locations in [16] . The volume data in coordinate INT . After the resampling, the objects are rendered in 3-D by a composite ray tracing algorithm using the opacities and colors. The ray tracing algorithm used in VR is based on the theory of physics of light transportation in the case of neglecting scattering and frequency effects [17, 18] . Given the emission q and the absorption κ , the intensity I along the ray s can be computed from [19] :
where ' s and ' ' s denote intermediate points on the ray s and can be discretized as:
Associating Eq. 6 with VR's ray tracing algorithm, the emission q can be regarded as colors of voxels and the exponential term implies the light transmission up to the local voxel. Thus, denoting opacity and color in the coordinate INT with some modification of Eq. 7, the VR image ) , ( Y X P VR at one specific viewing direction can be expressed as:
VR is superb for thin and detailed objects and suitable for transparent effects. But, VR uses the entire volume data and is relatively slow due to the vastness of the 3-D data [15] .
Maximum intensity projection (MIP).
MIP uses the intensity volume data directly without preprocessing of the volume data. The ray traverses the voxels and only the maximum voxel value is Title of Publication (to be inserted by the publisher) retained on the projection plane perpendicular to the ray [20, 21] . The resampling of voxel intensities at the new voxel locations according to the viewing direction is also needed before the ray tracing as in the case of VR. The MIP process can be expressed as the following:
The viewing direction is along the Z-axis and
is the resampled volume data. As such, MIP is extremely simple to implement and is known to be an effective visualization method especially for vessel structures [20] . But, MIP discards the depth information, however, it can be visualized by showing MIP images at several different angles in a short sequential movie [21] .
Results
The pulse-echo data is acquired from the standard specimen SG-03 shown in Fig. 3 (a) . The B-scan data acquired from the pulse-echo data of SG-03 is processed by the Wiener filter followed by a linear interpolation. In our experiment, the pixel width is 0.47 mm and the scan line spacing is 6.35 mm. Therefore, 13 or 14 slices are interpolated between the original slices. The resulting isotropic volume data is rendered by the 3-D visualization methods described earlier. Fig. 3 (b) shows the result of deblurring by our Wiener filter. The bright circles in the left image are blurred by the diffraction of the beam and the amount of blurring is proportional to the distance from the transducer. The bright circles in the right image have been deblurred by the Wiener filter. Fig. 4 shows the 3-D images of SG-03 by SR, VR and MIP. Comparing these images with SG-03 in Fig. 3 (a) , the cylindrical hollows in images in the figure are similar to the real cylindrical hollows of SG-03. Users may change the viewing direction as well as the zoom/pan controls through a special software.
Discussion and Conclusion
The three visualization techniques, i.e., SR, VR, and MIP, popularly used for medical images have been analyzed as applicable for processing the ultrasonic pulse-echo data. The steps involve appropriate acquisition of the data followed by the Wiener filter to reduce the horizontal blurring. The deblurred data is interpolated to generate isotropic voxel data, which is then rendered by one of the three visualization techniques. Our preliminary study indicates that each rendering technique has advantages and disadvantages for viewing and detecting various types of faults. For instance, MIP images provide a clear picture of the faults, however, without any depth information. VR images will be superior for viewing multiple faults, due to the built-in transparency effects, being able to "see-through" a number of overlapping faults. SR images are probably the best for sizing the detected faults as long as a good surface detection algorithm can be identified. 
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