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Abstract
This paper presents a nonlinear control algorithm for speed control of a
open-end winding permanent magnet motor. The idea relies on a feedback
linearization technique which also ensures adherence to current and volt-
age bounds. These bounds arise from practical limitations of the power
source. The feedback linearization law is computed using a convex opti-
mization routine to minimize response time as well. The aid of convex op-
timization leads to computational efficiency. Moreover, the mathematical
tractability of the approach also aids analysis of the system performance
under model uncertainty and feedback measurement noise. Simulations
and computations corroborate the proposed idea.
1 An Introduction
A permanent magnet motor is a device which converts electrical energy to
mechanical energy, by generating spatially and temporally varying magnetic
fields [FKUJ03]. The permanent magnet, simply stating, consists of the stator,
or the outer casing, and the rotor. The stator comprises of multiple wound coils
with open ends (an open-end winding topology will be considered through out
this paper) and the rotor comprises of permanent magnets firmly attached to
its shaft. The varying magnetic field is generated by passing current through
the stator coils. The misalignment in the net magnetic field generated by the
stator coil and the net magnetic field of the permanent magnets on the rotor
gives rise to torque on the shaft. This is the principle on which the motor rotates.
The natural question is then that of determining appropriate currents through
the stator coils to effect rotation of the motor at a desired speed. The currents
in turn are generated by applying voltages across the open ends of the coils.
It is conceivable that the voltages required must be within practical limits of
the voltage source. Hence, the currents must also be limited due to the power
limitation of the voltage source and also for safe operation. As for designing the
control algorithm, the difficulty arises from the non-linearity of the dynamical
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system model of the motor [Sas13]. In brief, the non-linearity stems from the
fact that the torque developed on the rotor is proportional to a non-linear func-
tion of the rotor angle with respect to a stationary frame. Note that the rotor
angle itself is a state-space variable. Therefore, the bounds on actuation only
complicate the problem by limiting the feasible control set.
A popular paradigm in the area of non-linear control is that of feedback lin-
earization. The basic idea is to device a feedback function of the state-space
variables such that the resulting system is rendered linear. The questions of
existence of the such a function and its construction are well studied in liter-
ature [Sas13]. However, as will be seen in this paper, the approach will not
depend explicitly on these constructs, although a implicit dependence may be
found. Instead, the existence and the construction will be ascertained by a so-
lution to a set of linear equations, with convex Linear Matrix Inequality (LMI)
constraints ensuring actuation bounds [BV04].
The field of speed control has been an active area of research and the following
references, although seminal, do not constitute a comprehensive coverage of the
literature. For example, the authors of [BCNR93] present a feedback linearized
nonlinear controller based on feedback linearization. Their idea uses the well
known DQ transformation for converting the canonical model of a stepper motor
to one which has polynomial non-linearity. The resulting ODE is then linearized
by cancelling the non-linearities using full-state feedback. The feedback law is
also tailored to adhere to a voltage constraint, while also maximizing the torque
produced at the desired speed. Moreover, a speed observer is also devised for
cases where only currents and position are known. In [MB15], the authors
present a method based on convex optimization to develop a current waveform
which minimizes the torque ripple and the resistive energy lost in the coils.
The proposed method also takes into account the general nonlinearity in the
torque function & back-emfs, and current/voltage bounds, but the route is not
through a feedback linearization. Instead, the functional optimization problem
is solved by discretisation, which leads to a more tractable convex constrained
quadratic program. It might also be possible to devise a controller using the
technique presented in this paper to include costs of resistive power dissipation.
In [SˇJAP17], the authors present an optimal control algorithm based on local
linearization of the nonlinear dynamical system model. Since the power dissi-
pated is a quadratic functional, they develop an optimal linear state feedback
law by solving the Ricatti equation. However, since the solution is not guar-
anteed to lie within actuation bounds, another optimization problem to obtain
the closest optimal solution to the unconstrained optimal waveform, which also
adheres to bounds and the dynamic constraints. In the present paper, how-
ever, a linearizing feedback controller is devised with a general nonlinear model
and the currents & voltages being bounded. Moreover, current measurements
are not required for feedback linearization and the controlled is constructed for
minimum response time. To the best of the authors’ knowledge, the proposed
method has not been presented earlier. The main contributions of the paper
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are the following:
• The model takes into account the distortions (other than the expected
sinusoidal variation) in the torque generated on the rotor (as a function
of the rotor angle) by the stator currents. These distortions may be result
of defects in construction.
• The construction of the control methodology is simple to understand and
computationally efficient for real-time implementations.
• The method can be easily extended to the following cases: (i) hetero-
geneous torque functions for different stator coils, (ii) faulty and hence
non-conducting stator coils, and (iii) permanent magnet motors with more
than three phases.
• Since the system is feedback linearized, certain performance guarantees
can be given under model uncertainties and feedback measurement noise.
This paper is organized as follows. The second section will outline the dynam-
ical system model for the standard open-end winding three-phase permanent
magnet motor. The third section will discuss the construction of the feedback
linearization functional. The fourth section will provide for a way to incorpo-
rate the actuation bounds on voltages and currents through LMIs. The fifth
section will discuss the performance of the control strategy under model uncer-
tainty and feedback measurement noise. The last section will present simulation
results corroborating the proposed idea, followed by concluding remarks.
2 The Dynamical System
The conventional dynamical system model for a three-phase permanent magnet
motor is given by:
θ˙ = ω
Jω˙ = (mr ×ms) ez − Tin
Li˙1 + i1R = u1 − ωb(θ)
Li˙2 + i2R = u2 − ωb
(
θ +
2pi
3
)
Li˙3 + i3R = u3 − ωb
(
θ +
4pi
3
)
,
(1)
where the parameters of the aforementioned model are given by:
ms = m1 +m2 +m3
m1 = Ki1e0, m2 = Ki2e 2pi
3
, m3 = Ki3e 4pi
3
b(θ) =
N∑
k=1
ck cos(kθ) + sk sin(kθ)
mr = Peθ
−U ≤ u1, u2, u3 ≤ U
−A ≤ i1, i2, i3 ≤ A.
(2)
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Here in (1), θ is the angular position of the rotor with respect to the fixed hor-
izontal axis and ω, the angular speed. Refer to Figure 1 for a schematic of a
typical permanent magnet motor. The first equation in (1) arises from the def-
inition of angular speed. The second equation in (1) governs the rate of change
of the angular velocity. In that, the first term is the torque between the net
magnetic fields created by the stator and the rotor, i.e., mr and ms, respectively.
The final term Tin is an external torque on the rotor shaft, which is assumed
to be known apriori. In a 3-phase motor, the stator is made up for 3 identical
coils, which generate magnetic fields separated angularly by 2pi/3 radians, given
by e0, e 2pi
3
, e 4pi
3
in (2). Since magnetic field vectors interfere additively, the net
magnetic field generated by the stator is the vector sum of those generated by
the three coils. This fact gives rise to the first equation in (2). The magnitude
of the magnetic field generated by each stator coil is assumed to be linearly pro-
portional to the current passing through it, the proportionality constant being
K. These are mathematically described by the second, third and the fourth
equations in (2). Now, since each of the stator coils has an inductance and
resistance, the dynamics of the currents is dictated by an appropriate linear dif-
ferential equation, given by the third, fourth and the fifth differential equations
in (1). There is also the back-emf created in the stator coils as the rotor rotates.
This is dependent on the position of the rotor, as well as its angular velocity. It
is assumed that the back-emf is directly proportional to the angular speed, and
its dependence on θ is assumed to be known apriori. The fifth equation in (2)
governs this back-emf. Suppose that u1,u2,u3 are the control voltages applied
to the stator coils. These also appear in the differential equations governing the
currents in (1). These are the inputs to the system. The rotor magnetic field
is in the direction of θ and assumed to have a constant magnitude P . This
fact is reflected in the sixth equation of (2). Finally, the control voltages have
actuation bounds due to practical limitations of the voltage source. Similarly,
the current in the coils cannot exceed certain bounds for safe operation. These
bounds typically depends on several factors such as (i) the material of the coil,
(ii) the insulation material used and (iii) the maximum shear stress that the
rotor shaft can sustain. These constitute the last inequalities in (2).
The aforementioned model , however, is not the most general due to the fol-
lowing main reason. The torque developed on the rotor by the stator currents
at a particular angular displacement is proportional to the sine of the angle.
But, the complicated magnetic field distribution inside the stator core might
lead to distortions in the torque generated. In other words, the dependence of
torque on the rotor angle might have distortions other than pure sinusoid. Call
this function f(.). A similar argument then holds for the back-emf produced
while the rotor rotates. Denote this function g(.). Since the functions are still
periodic, one can write them as a Fourier series. The usefulness of this rep-
resentation will become clear in the next section. The dynamical system can
be written in a more conventional way as the following. Note that here x1 is
the rotor angle, x2 the angular velocity, and x3,x4 and x5 the three phase
currents. The torque produced by any coil when the current through it is x3
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and the rotor angle is x1 is given by x3f(x1). Similar expressions hold for the
other two coils as well, just that the arguments are incremented by 2pi/3 and
4pi/3 radians, respectively.
x˙1 = x2
x˙2 = x3f(x1) + x4f
(
x1 +
2pi
3
)
+ x5f
(
x1 +
4pi
3
)
− Tin
x˙3 = u1 − τx3 − x2g(x1)
x˙4 = u2 − τx4 − x2g
(
x1 +
2pi
3
)
x˙5 = u3 − τx5 − x2g
(
x1 +
4pi
3
)
.
(3)
Remark on Identification of System Parameters: It is also necessary to
discuss the identification of the functions f(.) and g(.), although it is assumed
in this paper that these are known apriori. The function f(.) can be determined
under no load conditions. Suppose that one of the coils is energized with a DC
voltage source and the initial rotor position is at pi/2 radians relative to the net
magnetic field produced by that coil. While the rotor aligns to the stable position
with respect to the stator magnetic field, the currents, the rotor angle and the
angular acceleration can be measured. The same procedure can be done with
initial rotor position at 3pi/2 radians, and energizing the other coils. Now, with
this data, the function f(.) can be inferred from the angular acceleration. On
the other hand, the function g(.) can be estimated by rotating the rotor with an
external torque and measuring the emf generated across the coils.
3 The Feedback Linearization
The feedback linearization, as mentioned earlier, is a method of devising a feed-
back which renders the system linear. This way controlling the system into
performing a desired behaviour becomes much easier. To begin with, it is as-
sumed that the rotor angle and the rotor angular velocity are both measured
and are thus available as feedback signals. Also, the following simplifications is
useful. Note that the back-emf in the current equations of (1) can be subsumed
into the control signals themselves. In other words, u1+x2g(x1) can be termed
as u1, with some abuse of notation but without any loss of generality. Similar
simplifications can be made for u2 and u3. Reverting is also easy, i.e., once
the currents are known as functions of the state variables, the actual inputs u1,
u2 and u3 can be determined easily. Therefore, the system reduces to a second
order non-linear dynamical system with three inputs, all being the currents in
the stator coils. Mathematically, the reduced system is given by:
x˙1 = x2
x˙2 = u1f(x1) + u2f(x1 + 2pi/3) + u3f(x1 + 4pi/3)− Tin. (4)
The basic idea here will be easily understood with the help of the following
example. Assume that f(x) = sin(x). In that case, suppose one chooses the
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Figure 1: A simplified model of the stator and the rotor of a Permanent Magnet
motor. This is a cross-sectional view of the motor. The angle that the center
rotor makes with the horizontal axis is the state space element θ. Differently
colored coils are spatially separated by 2pi/3 radians. The cross marks indicate
that the current goes inwards into the plane.
currents as u1 = I sin(x1), u2 = I sin
(
x1 +
2pi
3
)
and u3 = I sin
(
x1 +
4pi
3
)
.
Then the equation for torque reads, post substitution for the currents as:
Jω˙ = 1.5PKI− Tin. (5)
The simplification of the right hand side of the above equation happens due to
the following trigonometric identity:
sin2(θ) + sin2(θ + 2pi/3) + sin2(θ + 4pi/3) = 3/2.
This implies that for ensuring that the speed settles to ωr, one can set
I =
Tin
1.5PK
(ωr − ω + 1).
In this case, the system settles to the desired speed just as a first order stable
linear system would. To obtain the control voltage u1, the expression for I can
be substituted into the ordinary differential equation for the current in (1), and
get:
u1 = ωb(x1) +
Tin
1.5PK
(
(ωr − ω + 1)(R cos(x1) + ωL sin(x1)) + LTin
J
(ωr − ω) sin(x1)
)
.
(6)
The other two control voltages u2 and u3 can be obtained similarly. Crucially,
one still has to take care of the bounds on the current and the control voltages,
which will be the topic of discussion for the next section.
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The take away from the previous example was the fact that trigonometric func-
tions aided the construction of the linearizing feedback for trigonometric force
fields. Thus, the motivation now is to use a trigonometric approximation of
the non-linear torque-rotor angle dependence. This approximation is obtained
using a truncated Fourier series of the function f(.). Of course, such an approx-
imation dilutes the model, but that will be dealt with by providing performance
guarantees under model uncertainties in a later section. Therefore, suppose
f(θ) =
M∑
k=1
pk cos(kθ) + qk sin(kθ) (7)
As was done in the previous example, suppose the currents are given by the
expressions:
u1 =
M∑
k=0
p
(1)
k cos(kθ) + q
(1)
k sin(kθ),
u2 =
M∑
k=0
p
(2)
k cos(kθ) + q
(2)
k sin(kθ),
u3 =
M∑
k=0
p
(3)
k cos(kθ) + q
(3)
k sin(kθ).
(8)
Substituting these expressions for current, one can obtain the total torque gen-
erated on the rotor by the stator coils as:
I +
2M∑
k=1
Ck
(
p
(1)
{1,··· ,M}, q
(1)
{1,··· ,M}, p
(2)
{1,··· ,M}, q
(2)
{1,··· ,M}, p
(3)
{1,··· ,M}, q
(3)
{1,··· ,M}
)
cos(kθ)
+Sk
(
p
(1)
{1,··· ,M}, q
(1)
{1,··· ,M}, p
(2)
{1,··· ,M}, q
(2)
{1,··· ,M}, p
(3)
{1,··· ,M}, q
(3)
{1,··· ,M}
)
sin(kθ),
(9)
where all coefficients given by Cks and Sks are linear affine functionals of their
respective arguments. Also note that the number of harmonics in the expression
are twice the number of harmonics used for approximating f(.). The crucial idea
now is to choose these such that all these functionals are identically zero. This
leaves only the term I which can be set to 1, without loss of generality. In fact,
if all the coefficients defining the control inputs defining the currents are scaled
by (
x∗2 − x2 + Tin
)
,
the resulting first order linear ODE is stable and therefore would settle to the
desired angular speed x∗2. The requirements on the value of Cks and Sks trans-
late to a set of linear equations on the coefficients of the control input. As will
be seen later, consistency of this system of linear equations ensures the existence
of a control strategy within actuation bounds. Also note that the consistency
of such a system can be checked easily.
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Remark on Existence of Solutions: It is also necessary shed light on the
question of conditions on pk’s and qk’s which lead to a consistency system of
linear equations. In particular, this leads to the following problem in linear al-
gebra: Under what conditions does a non-zero vector [c∗M · · · c∗1 0 c1 · · · cM ]
allow vector [0 · · · 0 1 0 · · · 0]> to be in the union of the column spaces of the
following matrices:
A =

cM
cM−1 cM
...
c∗M · · · c∗1 0 c1 · · · cM
...
c∗M c
∗
M−1
c∗M

,
B =

cMz
M
cM−1zM−1 cMzM
...
c∗Mz
−M · · · c∗1z−1 0 c1z1 · · · cMzM
...
c∗Mz
−M c∗M−1z
−(M−1)
c∗Mz
−M

,
and
C =

cMz
2M
cM−1z2(M−1) cMz2M
...
c∗Mz
−2M · · · c∗1z−2 0 c1z2 · · · cMz2M
...
c∗Mz
−2M c∗M−1z
−2(M−1)
c∗Mz
−2M

.
Note that the number of variables is 6M + 3, while the total number of equa-
tions to be satisfied is 4M + 1. This fact makes the existence of a solution at
least plausible. If it is shown that there exists one solution, there would be in-
finitely many solutions. With some algebra, one can easily show that there are
no solutions to this system of equations if all non-triplen coefficients are zero.
However, this case implies that the magnetic field repeats thrice in every full
rotation. This means that there is no need for three separate coils. Therefore,
it will be henceforth assumed that at least one of the non-triplen coefficients is
non-zero. It has been observed through simulations that the union of column
spaces of the aforementioned matrices spans the whole range space. This obser-
vation needs further investigation.
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A couple of additional points need mention here. Firstly, the model as such
does not take care of mutual inductance. But note that this translates to just
another application of a linear transformation. Secondly, the magnetic fields
produced by coils need not be symmetric (discounting the 2pi/3 radian shifts).
The method extends naturally to that case as well. In fact, the angular shift
in coils also need not be 2pi/3 for this method to be applicable. Moreover, it is
also easy to see that the method also extends to motors with more than 3 poles.
This translates to having more force terms in the differential equation governing
the angular acceleration, and more control inputs. Secondly, no measurement is
devoid of noise. Therefore, the feedback must also be noisy. This aspect will be
discussed after the construction of the control algorithm and certain performance
guarantees will also be given.
4 The Actuation Bounds
So far, the linearizing feedback has been characterized by a system of linear
equations. Moreover, there are infinitely many solutions. The next step is to
choose solutions which adhere to current and voltage constraints. While choos-
ing a solution within the desired bounds, one must also ensure that the closed
loop response is as fast as possible for optimal performance. This requirement,
as we shall see, will lead to a convex optimization problem.
Firstly, consider the current constraints. Note that the currents are given by
real expressions of the form:
r0 +
k=N∑
k=0
rke
jkθ + r∗ke
−jkθ. (10)
The above quantity is lesser than Imax if and only if there exists a symmetric
matrix Qmax:(
Qmax +AQmaxA
> AQmaxB>
BQmaxA
> 0
)
+
(
0 C>
C 12
(
D +D>
))  0, (11)
where,
A =
(
0 I
I 0
)
, B = [0, · · · , 1], C = −[r1, · · · , rN ]> & D = Imax − r0
2
. (12)
Similarly, the current is more than Imin if and only if there exists a symmetric
matrix Qmin:(
Qmin +AQminA
> AQminB>
BQminA
> 0
)
+
(
0 C>
C 12
(
D +D>
))  0, (13)
9
where,
A =
(
0 I
I 0
)
, B = [0, · · · , 1], C = [r1, · · · , rN ]> & D = r0 − Imin
2
. (14)
In the above definitions, I is the identity matrix and the dimensions are chosen
appropriately. Note that the above matrix inequalities depend only linearly (or
affinely) on the unknowns. This implies, that the current constraints are essen-
tially LMIs which are convex in the optimization variables.
The voltage constraints can be dealt in the following way. First of all, the
voltage bound Vmin ≤ V ≤ Vmax implies that Imin/R ≤ I ≤ Vmax/R, where R
is the coil resistance of the motor. Typically, a required voltage waveform is
generated as an appropriate switched waveform using an inverter (this will be
outline in the next remark). This switched waveform when fed to the motor
coils gets low pass filtered naturally due to the high inductance of the coils.
Hence the current generated in the coils as a result is the one desired, while the
voltage bounds are trivially satisfied. It is worth reiterating that the voltage
waveform can be easily computed using the dynamical system once the currents
are known. In the simulations presented in this paper, it is assumed that the
voltage source limits are much larger than the computed quantity. Note that
computed voltage also has the back-emf adding up. However, if one wants to
incorporate it into the optimization, a different mathematical formulation can
be used. This would also be a part of a separate discussion in later remark.
Remark on Generation of Switching Control Voltages: Suppose the cur-
rent signal to be generated in a coil is given by the continuous function i(t). Also
assume that the coil has a inductance of L and a resistance of R. Moreover,
the switched mode voltage supply can generate two levels given by {−V,+V }.
It is immediately clear that i(t) must satisfy: −V/R ≤ i(t) ≤ V/R, ∀ t. Also
suppose that |i˙(t)| ≤ M . Now, suppose a triangle-PWM is generated from the
voltage source, by comparing i(t) with a triangular wave whose time-period is
lesser than M/10. This voltage waveform when filtered by the RL-impedance
of the coil will generate a current i˜(t) which will be very close to the desired
i(t). Of course, the difference between i˜(t) and i(t) can be made smaller by
higher frequency triangle wave, but then this would also be limited by the highest
switching frequency of the devices in the switched mode voltage supply.
Remark on Generating Continuous Control Voltages: As mentioned ear-
lier, in the case one wants to incorporate the back-emf calculations, a different
mathematical formulation is needed. To that end, once the currents are known
as functions of the rotor angle and angular speed, the control voltage can be
obtained using their respective governing dynamical equations (recall that the
voltages appear in the differential equations governing coil currents). With some
simple algebraic substitutions and normalizing the angular speed to the interval
[0, 1], one can note that the control voltage will be given by expressions of the
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form:
ω2F1(θ) + ωF2(θ) + F3(θ). (15)
The bounds on voltage naturally translates to
Vmin ≤ ω2F1(θ) + ωF2(θ) + F3(θ) ≤ Vmax. (16)
Consider ω2F1(θ) + ωF2(θ) + (F3(θ)− Vmin). Since such an expression must
be positive for each 0 ≤ ω ≤ 1, this is true if and only if:
F3 − Vmin ≥ 0, ∀θ
F2 + 2 (F3 − Vmin) ≥ 0, ∀θ
F1 + F2 + F3 − Vmin ≥ 0, ∀θ.
(17)
The above result stems from the fact that a polynomial is positive over [0, 1] if
and only if the coefficients in its Bernstein polynomial basis representation are
all non-negative. Then, the above three trigonometric constraints can be further
translated to their respective convex LMIs, just as was done for the current con-
straints. A similar set of LMI constraints can also be derived for the case of
upper bound on voltages. These LMI added to the main optimization problem
would then have to be solved.
With all this knowledge, one can then formulate an optimization problem so
as to achieve the best possible motor performance. This essentially means that
the control must be designed to achieved desired speed equilibrium as fast as
possible. Mathematically, this boils down to maximizing the constant term
generated while the cosines and sines terms are eliminated in the feedback lin-
earization process. The optimization problem, which is convex, is shown in (18).
5 Model Uncertainties & Noise
The case for incorporating model uncertainties and feedback measurement noise
is quite important. Firstly, the system identification process might introduce
some errors in system parameters. Secondly, the truncation of the Fourier se-
ries of the torque function of coils also introduces model uncertainty. Finally, no
measurement device is free of noise, which leads to erroneous feedback. These
uncertainties will be assumed to bounded; this assumption is certainly fair for
measurement noise, as practical measurement devices cannot have an error dis-
tribution with infinite support.
Mathematically, the effect of these perturbations is tractable as feedback lin-
earization helps reduce the model to a first order stable linear differential equa-
tion in angular speed, and the perturbations are assumed to be bounded. Now,
suppose that the linear differential equation governing angular speed post feed-
back linearization is given by:
ω˙ = K(ωr − ω) + d(t), (19)
11
maxp(1),q(1),p(2),q(2),p(3),q(3) t
subject to
Ck
(
p(1), q(1), p(2), q(2), p(3), q(3)
)
= 0, ∀1 ≤ k ≤ 2N,
Sk
(
p(1), q(1), p(2), q(2), p(3), q(3)
)
= 0, ∀1 ≤ k ≤ 2N,
C0
(
p(1), q(1), p(2), q(2), p(3), q(3)
)
+ S0
(
p(1), q(1), p(2), q(2), p(3), q(3)
)
= t,(
Qmax +AQmaxA
> AQmaxB>
BQmaxA
> 0
)
+
(
0 C>
C 12
(
D1 +D
>
1
))  0,
(
Qmin +AQminA
> AQminB>
BQminA
> 0
)
+
(
0 C>
C 12
(
D2 +D
>
2
))  0,
where, A =
(
0 I
I 0
)
, B = [0, · · · , 1], C = −[r1, · · · , rN ]>,
and D1 =
Imax − r0
2
& D2 =
r0 − Imin
2
.
(18)
Figure 2: The main optimization problem for determining the control coeffi-
cients.
where d(t) is the net perturbation. To elaborated on d(t), consider the case
where the feedback is given by x1 + 1 and x2 + 2. In that case, the two
differential equation governing x2 can be written as:
x˙2 =
(
x
∗
2 − x
2
+ Tin + ηx2
+ ηTin
) M∑
k=0
p
(1)
k
cos(kθ) + q
(1)
k
sin(kθ) + η
1
θ
 M∑
k=1
pk cos(kθ) + qk sin(kθ) + f˜(θ)

+
 M∑
k=0
p
(2)
k
cos(kθ) + q
(2)
k
sin(kθ) + η
2
θ
 M∑
k=1
pk cos(k(θ + 2pi/3)) + qk sin(k(θ + 2pi/3)) + f˜(θ + 2pi/3)

+
 M∑
k=0
p
(3)
k
cos(kθ) + q
(3)
k
sin(kθ) + η
3
θ
 M∑
k=1
pk cos(k(θ + 4pi/3)) + qk sin(k(θ + 4pi/3)) + f˜(θ + 4pi/3)
 − Tin
(20)
With some algebra, one can write this as:
x˙2(t) = x
∗
2 − x2 + d(t), (21)
where,
d(t) =
(
x
∗
2 − x2 + Tin + ηx2 + ηTin
)η1θf˜(θ) + η2θf˜(θ + 2pi/3) + η3θf˜(θ + 4pi/3) + f˜(θ)
 N∑
k=0
p
1
k cos(kθ) + q
1
k sin(kθ)

+f˜(θ + 2pi/3)
 N∑
k=0
p
2
k cos(kθ) + q
2
k sin(kθ)
 + f˜(θ + 4pi/3)
 N∑
k=0
p
3
k cos(kθ) + q
3
k sin(kθ)

+η
1
θ
 N∑
k=0
pk cos(kθ) + qk sin(kθ)
 + η2θ
 N∑
k=0
pk cos(kθ + 2pi/3) + qk sin(kθ + 2pi/3)

+η
3
θ
 N∑
k=0
pk cos(kθ + 4pi/3) + qk sin(kθ + 4pi/3)
 + ηx2 + ηTin .
(22)
Since each term in the above expression is bounded, the perturbation is also
bounded. That is |d(t)| ≤ η, for some η. The exact calculation of η can be made
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from the aforementioned formula. Note that here it was also assumed that the
speed (x2) is always within the rating of the machine. It is also assumed that
the perturbation is continuous with respect to time. Now, Gronwall’s inequality
states the following. Suppose ≤ −Kx(t) − b(t) ≤ x˙(t) = −Kx(t) + η(t) ≤
−Kx(t) + b(t), and that x1(t), x2(t) are solutions to x˙(t) = −Kx(t)− b(t) and
x˙(t) = −Kx(t) + b(t), respectively. Then x1(t) ≤ x(t) ≤ x2(t), over any finite
time interval [t0, t1]. In that case, after sufficiently long time (as t → ∞), the
desired angular speed would be off by at most η/K rads/sec from the desired
value of ωr.
6 Simulations & Computations
The simulations carried out here serve as a proof of concept for the presented
method. The torque function, which is nonlinear, the motor parameters and
the torque inputs are all representative; the actual parameters for a practical
motor need to be identified. For the purpose of clarity, it is assumed that the
back-emf is very low in these cases and hence have been ignored. Moreover, it
is also assumed that the switching voltage waveform is appropriately generated
(as per the discussion in a previous section) to induce the required currents.
The optimization was done using CVXPY [DB16].
The first set of figures in 3 depict the torque function, the current generated
as a result of applying appropriate control voltages, the speed curve with re-
spect to time and a zoomed-in view of the current waveform once the speed
has reached sufficiently close to the desired speed. Moreover, it is assumed that
torque functions for the three coils of the motor are symmetric barring the con-
stant angular displacement. The current is limited to 10 Amperes, and hence
it can be seen that the currents never exceed this limit. The opposing torque
input has a constant value of 3 Nm. Moreover, the current waveform is not
sinusoidal, which is the reason the motor speed increases as per a linear ODE.
The second set of figures in 4 is the case where a coil is faulty and does not
conduct any current. It can be seen that the currents in the other coils increase
to compensate for the input torque. Moreover, the response time in this case
is almost 10 seconds, as compared to the normal case where it was 6 seconds.
Note that the torque function and all other parameters are the same here, as in
the first case. In the third case 5, the torque function for the three coils are not
symmetric, indicating possible faults in design and manufacturing the motor.
The non-linearities are shown in the same set of figures. It can be seen that the
proposed algorithm handles this case with a response time of almost 6 seconds.
Note that the current waveforms in different coils are also not symmetric, unlike
the first case. The fourth set of figures represent the results for a balanced five
phase motor. It can be seen that for the same nonlinearity and the same current
bounds, the response time is almost 3 seconds. This is natural since 5 coils can
produce a lot more torque. Also note that the waveforms of the currents in the
five coils are quite different as compared to the first case.
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7 Conclusions
In this paper, a method of determining a nonlinear control algorithm for a
permanent magnet motor with current and voltage constraints was devised.
The dynamical system model for the motor was standard except for the general
functional dependence on rotor angle of the torque generated by a current in one
of the stator coils. The key idea was based on a sinusoidal representation of the
closed loop control, usage of positivity condition of trigonometric polynomials
and convex semidefinite programming. This way the system was reduced to
a linear first order system, which was then easy to analyze. The system was
also analyzed under noisy feedback and uncertainties in model parameters, and
certain explicit performance guarantees were given. Simulations corroborated
the idea proposed in this paper.
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