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Abstract 
The three terminal capacitance dilatometer is the most sensitive means for 
measuring the thermal expansion of solid samples at low temperatures. A measuring 
system based around capacitance dilatometry has been automated to provide a means 
of routine data collection of length changes in samples in the temperature range 1.5 K 
to 300 K. The dilatometer has been used in conjunction with magnetisation and 
neutron scattering measurements to investigate members from rare earth alloys as part 
of a wider study of the magnetic and lattice properties of isostructural rare earth alloy 
series, in particular the rare earth alloy series RE2Agln (RE = Tb, Ho and Er) and 
REPtln (RE = Nd, Gd, Tb, Dy, Ho and Er). Two samples have been investigated 
using thermal expansion, Tb2Agln and TbPtln. Both order magnetically at 
temperatures around 50 K and phase transitions corresponding to the ordering were 
observed using the capacitance dilatometer for the samples. The data for the alloy 
series is presented and discussed with a view to describing the complex nature of these 
alloy systems. 
VII 
It is better to travel hopefully than to arrive ... 

1. Introduction 
1.1 Introduction 
The rare earths, or lanthanides, comprise the fifteen elements from lanthanum 
to lutetium in the periodic table. This corresponds to a filling of the 4f electron shell 
as one progresses through the rare earth series. This unfilled electron shell is well 
shielded from its surroundings and gives rise to magnetism in both rare earth metals 
and alloys. The variety of electronic and magnetic phenomena observed in rare earth 
alloys make rare earth based alloy systems ideal candidates for study. Of particular 
interest are isostructural rare earth alloy series. Since the 4f electron shell is localised, 
it does not interact strongly with its environment. Therefore, on replacing one rare 
earth atom by another the nuclear charge is effectively shielded from its surroundings 
by the 4f electron shell. And hence, the electronic structure of the conduction 
electrons remains virtually unchanged through the alloy series. 
The interaction of the localised magnetic moments with the conduction 
electrons is frequently modelled using a point contact interaction, the magnitude of 
which depends on the details of the conduction electron density at the lattice site of the 
rare earth atom. In the simplified scenario of a near-constant electronic structure for 
conduction electrons, the magnetic interaction strength scales with the quantum 
numbers of the 4f electrons. The type of magnetic ordering which minimises the 
magnetic energy is detennined by the conduction electrons which is unaltered across 
the alloy series. Such a model is very simplified, giving rise to a scaling of the 
transition temperatures for the various members of the alloy series, known as de 
Gennes scaling. It does not give any information as to the nature of the magnetic 
ordering nor does it allow for any differences in the type of magnetic ordering for 
different samples. To improve our understanding of the magnetic properties of 4f 
materials, it is useful to investigate isostructural alloy series where the magnetic 
properties of members of the series are dramatically different through the alloy series. 
This may be a variation in the nature of the magnetic ordering as one progresses 
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through the alloy series, or it may be a deviation of the transition temperatures for 
various samples from what one might expect using a simple scaling law, 
1.2 Aim of the Thesis 
In this thesis, the investigations of two alloy series are presented: the rare earth 
rich Heusler alloy system RE2AgIn, and the ternary equiatomic rare earth alloy series 
REPtIn. Part of this work has involved an attempt to automate a thermal expansion 
measuring system based on three-terminal capacitance dilatometry. Measurements 
included work carried out at the University of Sheffield, at the Hahn-Meitner Institute 
in Berlin and the Institute Laue Langevin in Grenoble. 
Following on from this introduction chapter two gives some relevant theory 
concerning rare earth elements and alloys, whilst chapter three provides a brief outline 
of neutron scattering theory. Chapter four is a synopsis of the thermodynamic theory 
of thermal expansion. Chapter five gives a description of the capacitance dilatometer 
system and the attempt of automating the measuring process. In chapters six and 
seven the measurements for RE,AgIn and REPtIn are presented. Finally in chapter 
eight some conclusions are drawn from this present work with some suggestions for 
further work. 
1.3 Use of Thermal Expansion 
Thermal expansion is the term given to the dimensional change which arises 
due to a change in temperature. Such a dimensional change may be a simple 
expansion or contraction or it may be some change in the crystallographic cell. These 
dimensional changes which occur are such as to minimise the free energy. The free 
energy may have contributions from the lattice, conduction electrons, magnetic ions, 
etc.. Therefore, thermal expansion behaviour is often associated with a number of 
other properties such as elasticity, magnetostriction and phase transitions. To improve 
3 
our understanding of the thermal properties of matter and in particular thermal 
expansion requires sensitive techniques to measure these various contributions and a 
theoretical framework with which to describe the observations. 
There exists in the Physics Department of Loughborough University a 
dilatometer for thermal expansion measurements capable of detecting changes In 
length of - 10- 12 m (in other words, a resolution dill-I 0-10) working in a temperature 
range 1.5 K < T < 300 K. The technique used to measure the expansion of a sample is 
the three-terminal capacitance technique, which is one of the most accurate 
commercially available. An experiment to measure thermal expansion with this 
equipment may be conducted manually. However, there is scope with the equipment 
available to control key components from a computer and hence, it should be possible 
to automate the experiment, whereby the computer may monitor the temperature and 
sample capacitance and routinely collect data. The clear advantage of this is that the 
data may be stored and analysed later. 
4 
2. 4f Magnetism in Rare Earth Alloys 
2.1 Introduction 
The investigation of the electronic and magnetic properties of materials is a 
well-established field of research within condensed matter. In this respect, the 
systematic investigation of particular classes of compounds often prove invaluable 
sources of information and in recent years the properties and physics of rare earth 
intermetallic alloys has attracted considerable attention. Examples can be found in the 
development of small, strong permanent magnets, such as Nd 2Fe14B (for which an 
account of this may be found in an article by Buschow [I)), and in the large volume of 
work carried out on heavy fermion and valence fluctuating systems, for example 
CeNiSn [2 - S] and YbBiPt [6 - 9]. A common approach taken in these investigations 
is to work systematically through an isostructural series of rare earth alloys. This can 
be achieved in two ways. First, the rare earth atom may be substituted, keeping the 
other constituents of the alloy the same. Secondly, the rare earth atom may be fixed 
and one of the other atoms may be substituted for. However, for both types of 
substitution there is a danger that the effect of replacing one atom species with another 
will change the space group and hence the crystal structure. All this considered, on 
making an isostructural series of rare earth alloys, whilst the space group remains 
unaltered, a systematic variation of the electronic and magnetic properties becomes 
apparent as one progresses through the alloy series. 
In this chapter some of the theoretical aspects concerning the magnetic 
properties of rare earth alloys are presented with a view towards the interpretation of 
the results obtained in this investigation of the two alloy series presented in 
subsequent chapters. 
S 
2.2 Rare Earth Magnetism 
The rare earth elements, or lanthanides, constitute the fifteen elements from 
lanthanum to lutetium, corresponding to a filling of the 4J electron shell with La 
having a 4Jo and Lu a 4/ 4 configuration. The 4fshell is very localised on the ion core 
and is fairly well shielded from the outer surroundings by the closed shells of Ss, Sp 
and 6s electrons. A diagram of the electron shells for Gd is shown in figure 2. I (based 
on Freeman and Watson [la]). In a solid environment the 6s electrons form the 
conduction band, whilst the 4J shell remains localised on the ion core. The overlap 
between the 4f orbitals of two neighbouring atoms is negligible, and hence one can 
think of the 4J shell as essentially remaining an atomic shell inside a solid. As the 
nuclear charge Z increases throughout the rare earth series, the potential seen by the 4f 
electrons deepens and their orbitals show a systematic contraction in radius. This 
effect is known as the lanthanide contraction and figure 2.2 (from [11]) shows the 
effect of lanthanide contraction on the atomic radius over the rare earth series. 
2.2.1 Qualltum Descriptioll of the Maglletic Momellt of Atoms 
The quantum mechanical description of the atom is well documented in the 
literature and a more comprehensive treatment of the topic can be found elsewhere [12 
- 17]. In this section only a brief outline is given with some relevant results. 
For an n-electron system, the wave functions describing the state of the system 
must satisfy a Schrodinger equation of the form 
(2.1 ) 
In which 1'; denotes the relati ve coordinate of the i'h electron with respect to the 
nucleus, r;j = h - rj I and the last summation is the Coulomb repulsion of electrons. It 
Figure 2.1: The radial distribution of atomic electrons in Gd (after Freeman 
and Watson [9]). 
number of 4f electrons 
Figure 2.2: Graph of effective ionic radius radius against 4f electron number for the 
14 rare earth elements (taken from Table 14,4-121 in reference [liD. eN refers to the 
coordination number for nearest neighbours 
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is summed over all pairs of electrons. The equation cannot be solved exactly due to 
the ri/ term which is, in general, too large to be treated as a perturbation. Thus in 
order to find solutions approximations are needed. One such approximation is the 
central field approximation where the electrons move in an average potential due to 
the nucleus and the other electrons. This approximation yields an effective potential. 
Then the Schrbdinger equation obtained has a form similar to that for the hydrogen 
atom. The wave function describing the state of each electron in such a potential can 
be expressed in terms of a radial, an orbital and a spin term, 
IjI "'''1'< (r) = Rn' (r)Yi" (8,q> )X ,< (2.2) 
Here the R", are the radial wave functions and the Yi" are spherical harmonics. The 
quantum numbers I and III characterise the orbital angular momentum. The electron 
spin is described by X., with spin projection m, = ±!l2. The energy of each electron is 
£ ,,' ' i.e. it does not depend on m and s. The total energy E of the atom is given by 
E = "£", L... " (2.3) 
The total wave function has to be antisymmetric with respect to an interchange of two 
particles. It is composed of Slater determinants of single electron wave functions. 
This total state is referred to as a configuration, with the lowest energy configuration 
forming the ground state of the atom. 
The electrons are divided into shells dependent on their angular momentum. 
For an electron shell the total orbital angular and spin momenta are given by 
7 
For closed shells both Land S are zero. Therefore, only incomplete electron shells 
may have a non-zero orbital and/or spin angular moment. In terms of Land S a 
magnetic moment J.l is defined as 
where J.l B is the Bohr magneton 
J.l B = ~ = 9.27408 X 10-27 JT.I 
2lnt' 
(2.4) 
Going beyond the central field approximation one has to take into account 
interactions and correlations between electrons on the atom. The Coulomb interaction 
between electrons 
, 
H = _I _" .:..::. 
ee L. 
41tE 0 i<j rij 
(2.5) 
will couple the individual orbital moments and the individual spin,s of the electrons. 
This splits the configuration energy levels into spectral terms characterised by the 
resultant total Land S. The lowest term, the ground state, has values of Land S as 
obtained from Hund's rules: 
(i) the lowest state has the maximum number of electrons with parallel spins, i,e. the 
largest possible S, compatible with the Pauli exclusion principle: 
(ii) subject to rule (i) being satisfied, the lowest level also has the maximum possible 
value of L. 
Using Hund's rules to find the values of Land S, it IS possible to define the total 
angular momentum J as 
8 
J =L+S (2.6) 
with 
J =IL- 51, IL- 5+ 11, ... , IL+5 -11, IL+51 
In the atom there is also a coupling of an electron spin to its own orbital moment. 
This spin-orbit coupling of a shell can be expressed as 
H",=AL·S (2.7) 
where A depends on both Land 5. This term is of relativistic origin and it is a small 
perturbation compared to the Coulomb interaction, giving rise to a splitting of the term 
into multiplets characterised by 1. The multiplicity of a given multiplet is determined 
by 2J + I. 
It is apparent that the two vectors Il and J are not collinear, 
J=L+S 
However, within a multiplet all the matrix elements of Il i and J i are proportional 
such that one can write, 
(2.8) 
where, 
J (J + I) + L( L + I) - 5 (5 + I) J (J + I) - L( L + I) + 5 (S + I) 
gj= 2J(J+I) +gs 2J(J+I) 
... (29) 
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g s is generally taken to be exactly 2 and so 
J(J + I) - L(L + I) + 5(5 + I) g -I+~--~--~--~--~--~ )- 2J(J+I) (2.10) 
Table 2.1 gives L, 5, J, and g) for the ground state configuration of all rare earth 
atoms, together with the effecti ve moment Jl as determined by 
(2.1 I) 
where the expectation value for J comes from J" = J Cl + 1)11" . 
2.3 Crystal fields in Rare Earth Alloys 
2.3.1 The Crystal Field 
The magnetism of a free atom is a well understood area of physics. Placing 
such an atol11 into a crystalline solid the environment is changed from spherical 
symmetry for the free atom to one based on the symmetry elements of the point group 
of the lattice site. This is a reduction in symmetry which will generally result in a 
partial lifting of degeneracy in the atomic levels and, hence, alter the magnetic 
properties. All this can be understood using symmetry alone without any explicit 
consideration of interactions with neighbouring atoms in the solid. One can consider 
some arrangement of point charges surrounding the magnetic atom such as that shown 
in figure 2.3. The point charges are assumed to be far enough away that only the 
Coulomb interaction is important. The Hamiltonian for the ith electron of the central 
atom and including the Coulomb interactions with the surrounding point charges is 
(2.12) 
RE'+ 4f" L 5 } 2S+[ L , g, /1'11 (/1 B) 
La 0 0 0 0 IS - 0 0 
Ce I 3 1/2 5/2 
, 
-F"2 
6
h 2.54 
Pr 2 5 I 4 'H 4/5 3.58 4 
Nd 3 6 '/2 l) /2 
.j 1912 S/II 3.62 
Pm 4 ~ 6 2 4 51 ]/ 2.68 
.j 5 
Sm 5 5 5/"2 5/2 °H512 2h 0.84 
Ell 6 , " 0 'F. 0 .J .J -0 
Gd 7 0 7/2 7/2 85712 2 7.94 
Tb S 3 3 6 7F '/2 9.72 6 
Dy 9 5 5h 15/2 6 H I512 .j/ ] 10.63 
Ho 10 6 ~ S 51 5/4 10.60 s 
Er 11 6 .1/2 15/2 ~ I [5/2 6/ 5 9.59 
, 
Tm 12 5 7 6 'H 7/6 7.57 6 
Yb 13 3 1/2 7/2 , 
-Fm S/7 4.54 
LLI 14 0 0 0 IS - 0 0 
Table 2.1: Table showing the number of 4f electrons, L, 5, and J. ground state term, 
Lande g-facLOr. g J' and the effective magnetic moment /1 '11 for the 14 rare earth 
elements. 
/ 
/ 
/ 
z 
y 
/ 
/ 
point charges 
Rare Earth atom 
Figure 2.3: Rare earth atom at the centre of a configuration of 8 point 
charges. The site symmetry at the RE atom is cubic, with a four-fold 
rotation axis about the z-axis. The RE atom is taken as the centre of the 
coordinate system. 
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where H,! is the contribution to the Hamiltonian due to the crystalline environment, 
given by, 
" I Q j 
H,t = -e I. V'I (r; ) = -e I. I I 
'-1 4n:£o R·-r J J- J I 
(2.13) 
Here n is the number of nearest neighbours. For the case shown in figure 2.3, n = 8, 
with the eight point charges being located at the vertices of the cube surrounding the 
atom. Q j is the charge of the j'h point charge, R j is the position of the j'h point charge 
with respect to the central atom, whilst Ij is the position of the i1h electron which is 
located at the central atom. 
One can treat the crystal field contribution to the Hamiltonian as a 
perturbation. IR J - r; I-I may be developed in terms of Legendre polynomials [18, 19], 
(2.14) 
with 
For rare earth ions one can assume that the charges surrounding the atom are external 
to the 4f shell. Hence, the crystal field potential may now be written as 
(2.15) 
11 
(J) j IS an angular variable describing the position of the point charge j. From the 
Legendre polynomials one can express the crystal field contribution in terms of 
spherical harmonics since [18, 19] 
(2.16) 
where. 
cos (J) j = cosS cosS j + sin S sin S j cos(<p - <Jl j ) (2.17) 
Hence, the crystal field may be expressed as, 
, 
l',j(ri )= L Lr;A,.mYLm(S,<Jl) (2.18) 
k=O III=-k 
where, 
A =-~ f_l_~y' fS. .) 
'.m 2k 1 L. 4 Rhl Lm\ J'<p J + j=1 1t£ 0 j 
(2.19) 
In spherical coordinates, the angular part of the position of the point charges is 
determined by S j and <P j' Therefore, the crystal field parameters A'.m are 
completely defined. It is now possible to calculate the coefficients and hence the 
crystal field contribution to the Hamiltonian. However, by using some symmetry 
properties of spherical harmonics one can obtain some selection rules for the crystal 
field coefficients. 
For the example of point charges in figure 2.3 there is point inversion 
symmetry with respect to the centre of the coordinate system, i.e. the centre of the 
central atom, giving 
12 
(2.20) 
and so using equation (2.19) one finds that Ak .m = 0 for odd values of k. Secondly, 
for rare earth ions, for which 1= 3, it is not necessary to look at terms for which k > 6 
since they do not act on the 4/ shell. Furthermore, using the z-axis as the axis of 
quantisation, one has a 4-fold rotation symmetry about this axis and hence, 
1t (jl --7 (jl +-
2 
(2.21 ) 
and for Ak.m to remain unaltered requires A k •m = 0 unless 111 = 0, 4, 8, ... , 4n, ... 
Using these two symmetry arguments simplifies the problem of calculating the 
crystal field coefficients. The remaining Ak .m must now be calculated explicitly. 
Evaluating the A k •m explicitly yields 
2 Q 
Ao.o =---
1tEo R 
7 Q A ------
4.0 - 91tE 0 R' 
H;-- A - 14 4.0 
A __ 4_..£ 
6.0- 9 R7 7tEO A6.±4 =- ~-9 4 R~ ~2 7tEo 
13 
The point charge model is an over-simplified model of the crystal field 
interaction. As a result it can often give the wrong values for the crystal field 
parameters. It overlooks the finite extent of the charge distribution on the surrounding 
ions. the overlap of the magnetic wave functions with those of neighbouring ions 
(which is important for 3d systems, but not so relevant for 4f systems), and the 
complex effects caused by screening of magnetic electrons by the outer electron shells 
of the magnetic ions. Furthermore, in metals the conduction electrons produce a 
strong contribution to the crystal field Hamiltonian which is not taken into account 
within this simplified point charge model. 
2.3.2 Calculatillg the Matrix Elemellts of the Crystal Field Hamiltoniall 
The discussion so far has only considered one 4f electron at position r; around 
the nucleus of the central rare earth atom. To consider the effect on an n-4f ion, i.e. 
more than one 4f electron, one must calculate the matrix elements of the crystal field 
Hamiltonian, H'I' using the I J M J) states of a given multiplet. This requires the 
calculation of 
(2.22) 
The free ion state I J M J) of a given multiplet may be obtained by expanding free ion 
wave functions into determinantal products of single electron wave functions '1';. The 
matrix elements can be expressed in terms of spherical coordinates. They reduce to 
sums of the form 
14 
(2.23) 
The single electron wave function 'Pj is composed of three terms: a radial pari R,,/, an 
orbital part Yi", and a spin state X s' The orbital and radial states can be separated. 
hence the integrals may be written as the product of two parts, 
a radial pari 
(2.24a) 
and an orbital part 
f Yt( (8 j,q> j )r;'" (8 j,q> j )r;:"" (8 j ,q> j )sin8 jd8 idq> j (2.24b) 
An alternative method was constructed by Stevens [20], and it is generally used for 
evaluating the orbital part of the matrix elements. It eliminates the need to go back to 
single electron wave functions by using an equivalent operator consisting of angular 
momentum operators which act on the angular part of the wave function. The matrix 
elements may be factorised into a reduced matrix element (which will be constant for 
a given multiplet J) and an operator which expresses the transformation of the matrix 
element under rotations. In practice, for each term of the crystal field potential the 
Cartesian components x, y, z must be replaced by the corresponding Jx ' J,., J, and 
, 
r- by J(1 + I). For example, the electric axial quadrupole moment can be expressed 
(2.25) 
The factor ex J is a constant which depends on the rare earth: for 4th and 6th orders 
~ J and Y J are used respectively. These factors characterise the orbitals of the 4f 
~:. ' 15 
electrons for each multiplet. And therefore the perturbing crystal field Hamiltonian 
acting on the I JM J) state of the multiplet can be written as 
2 4 6 
Het =U J L,A2 ,m 0 2.111 +~J IA 4 .,I/ 0 4.111 +Y J L,A6.III 0 6 .m (2.26) 
111=-2 11/=-6 
Table 2.2 lists some operator equivalents, whilst table 2.3 lists H", for three 
symmetries (cubic, hexagonal, tetragonal) when the quantisation aXIS Z IS along the 
[00 I] direction. 
In the rare earth series, the crystal field is some two orders of magnitude 
smaller than the spin-orbit coupling. Consequently, the ground state is determined by 
the spin-orbit coupling and the crystal field removes the degeneracy of the ground 
state multiplet. The magnetic properties now become dependent also on the splitting 
due to the crystal field and especially on the wave functions associated with the 
ground state. The energy level splittings of all Illultiplets 2 S; J S; 8 by a cubic crystal 
field have been calculated and tabulated by Lea, Leask and Wolf [21]. 
2.4 Rare Earths in Solids and Indirect Exchange 
As was mentioned at the start of this section, the rare earths are distinguished 
by a filling of the 4fshell. In most materials the rare earths are triply ionised, yielding 
RE'+. with Ce, Sm, Eu, and Yb sometimes being exceptions. The 4f electrons are 
tightly bound to their nuclei and their orbitals sit inside the other occupied shells of the 
atom. Hence, the 4f shell remains essentially atomic in nature, being only weakly 
perturbed by the surrounding crystal environment in going from the free ion to the 
solid state. There are two main interactions which drive the magnetic properties of 
rare earth based intermetallics. These are the crystal field dealt with previously and 
exchange interactions. These are responsible for cooperative magnetic phenomena. 
Standard Notation Operator Equivalent 
°2.0 3J:2 - J(J + I) 
°2.2 1(1"+J 2 ) ). + -
°4.0 3SJ~ - 30J(J + I)J' + 2SJ: - 6J(J + I) + 3J 2 (J + 1)2 
0 4 , 
"[{7J'-J(J+IJ-5}{J'+J'}+ 1 
4 {J; +J~}{7J:" -J(J+ I)-S} 
OH HJ~+J~) 
23]j ~ - 3 ISJ(J + I)J! + 73SJ~ + I OSJ 2 (J + 1)2 J,2 -
°6.U S2SJ(J + I)J," + 294J:' - SJ 3(J + I)' + 40J 2(J + 1)2 -
60J(J + I) 
°6.6 ~(1Z+J~) 
Table 2.2: Equivalent operators and their notation after Stevens. A fuller list can be 
found in the reference by Taylor and Darby [13]. 
Point symmetry Her 
cubic p J Aa( ° 0.0 + 500.0)+ Y JA6.0(06.0 + 21°6.4) 
hexagonal uJA,.oO,.o + PJAo.oOo.o +Y J(A6.00 6.0 +A6.60 6.6) 
tetragonal UJA,.oO,.o + PJ(AuOo.o + Ao.4 0 0.4)+Y J(A 6.00 6.0 + A6.00 6.4) 
Table 2.3: Crystal field Hamiltonian in terms of Stevens operators for cubic, 
hexagonal and tetragonal point symmetries. 
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In metallic alloys, due to the strongly localised character of the 4( shell. 
interactions occur mainly through conduction electrons. A spin Si' localised on atom 
i, interacts with conduction electrons and leads to a spin polarisation. This 
polarisation then interacts with another spin S j located on atom j. This creates an 
indirect exchange interaction between the spins Si and Sj' This interaction is the 
RKKY interaction, named after Ruderman and Kittel [22]. Kasuya [23] and Yoshida 
[24]. In this model each conduction electron of spin s(r) interacts with the spin Si of 
the 4/ electrons according to the Hamiltonian 
H = -L r(r- Ri )s(r)· Si (2.27) 
where the function r(r - Ri) is an interaction constant describing the interaction of 
spin Si with the conduction electron spin. It is generally assumed that the function 
r(r)= ro(r) and that the conduction electrons are assumed to be free and thus they 
can be described by plane waves 
(2.28) 
where la) characterises the spin of the conduction electron. In such a situation the 
Fermi surface is a sphere and the density of states I/(E) is parabolic. For the sake of 
simplicity one considers this Hamiltonian in the case of a collinear (parallel to the z-
axis) configuration of 4/ spins 5'i' Using perturbation theory to second order, the 
density of conduction electrons with up and down spins is given by, 
(2.29) 
where 11 is the average density of conduction electrons, Ri is the position of atom i. 
k F is the wave vector at the Fermi surface and F(x) is the function 
F( x) = _x_c_o_SX_-_S_In_X 
X4 
(2.30) 
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This function F is oscillatory and its amplitude decreases with distance. The variation 
of F is shown in figure 2.4. 
In the case of 4/ elements, [' is positi ve. As a result, the conduction electron 
polarisation density (p + - P _) in the vicinity of an atom is parallel to its spin SZj' 
The spin polarisation produced by the spin Sj interacts with the neighbouring spins 
and therefore creates an indirect interaction between the rare earth spins. The 
interaction energy between the spins is given by, 
S can be replaced by its projection onto J, S = (g J - I)J , yielding 
or 
with 
Eex =-'lJijJ j .Jj 
i,j 
i"# j 
(2.31 ) 
(2.32) 
(2.33) 
(2.34) 
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Figure 2.4: The oscillatory function F(x) showing the variation of the RKKY interaction 
with distance in the free electron approximation. 
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The oscillatory nature of F can give rise to positive and negative interactions 
between the magnetic moments according to their distance and to the filling of the 
conduction band (through k F)' Hence, the moments can interact ferromagnetically or 
antiferromagnetically. In the rare earths and their alloys a variety of spiral and non-
collinear magnetic structures are found, due to the varying magnitudes and signs of the 
indirect interaction at different interatomic distances. It can be shown that within the 
Weiss molecular field theory the interaction gives rise to an expression for the 
paramagnetic Curie temperature [14, 15] 
(2.35) 
The term (gJ - If J(J + I) is the de Gennes factor. Knowing that the paramagnetic 
Curie temperature is proportional to the de Gennes factor provides an experimenter 
with a means to approximately judge the transition temperature in rare earth alloys. 
This scaling of the transition temperature by the de Gennes factor is reasonably well 
obeyed in practice, though it should be treated only as a rough guide. One immediate 
drawback is the nature of the magnetic ordering is not apparent from the de Gennes 
factor. It is surprising, however, that such a simple result seems to hold fairly well 
considering the approximate nature of the theory as set out above. 
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3. Theory of Neutron Scattering 
3.1 Introduction 
Neutrons were first discovered in the early 1930's. Since 1946 they have been 
used in the studies of condensed matter through neutron scattering and diffraction 
experiments. The use of neutrons provides a way of probing condensed matter for 
details of the crystallographic structure. Neutrons are uncharged particles and so it is 
possible for them to penetrate deep into the bulk of a solid since there is no Coulomb 
potential to overcome. But since the neutron has an intrinsic magnetic moment it will 
also interact with magnetic moments in the solid. Hence, the neutron is able to 
provide information on the magnetic properties of the sample under investigation. As 
with X-rays, neutron wavelengths are typically of the order of the interatomic 
dimensions within a solid. This makes neutrons well suited for the study of condensed 
matter. However, there are differences between using X-rays and neutrons as the 
interaction potentials which give rise to the scattering are fundament!l"Y different. 
In a scattering process a neutron with wave vector k i , energy E;, and spin (J ; 
(cr = ±V2) is incident upon a solid in some statel~). After interacting with the solid the 
neutron moves off with wave vector k f' energy E f and spin (J f (which may be 
equivalent to E; and (J f)' leaving the solid in the state I~ '). Figure 3.1 shows 
schematically the scattering of a neutron from a sample. A detector is placed at an 
angle of 28 with respect to the direction of the incident neutron beam, detecting the 
scattered neutrons. The scattering vector for this process is defined by 
(3.1 ) 
There may also be a transfer of energy between the sample and the neutron during the 
scattering process, given by 
z 
Neutron detector 
k' Scattered neutron beam 
...... reD. 
e 
.•... ; •••.•.. 
. '. 
: : y 
x 
k 
Incident neutron beam 
Figure 3.1: diagram showing the geometry for a scattering process for 
neutrons of incident wave vector k scattering off a target through solid 
angle (n with resultant wave vector k' 
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(3.2) 
If there is no energy transfer, t!.E = 0, the scattering is said to be elastic. If, on the 
other hand, there is a transfer of energy during the scattering process then the 
scattering is inelastic. 
In this chapter an outline of the theory of elastic scattering is presented. Later 
on in the chapter an account of powder diffraction and refinement techniques is given. 
Inelastic neutron scattering is not presented here. A more detailed account of the 
theory of neutron scattering can be found elsewhere [1 - 6]. 
3.2 Nuclear Scattering 
3.2.1 Differential Scattering Cross-Section 
The total scattering cross-section of a sample, denoted by cr, is defined by 
N 
Cl' =-
<I> 
(3.3) 
where N is the total number of neutrons scattered per second and <I> is the total flux of 
neutrons incident on the sample. Referring to figure 3.1, the number of neutrons 
scattered into the solid angle dQ is given by d%Q' known as the differential 
scattering cross-section. 
For elastic neutron scattering, the differential scattering cross-section IS 
described by 
(3.4) 
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where Wk,-->k, is the number of transitions per second from the state described by k i 
to k f. W is calculated using Fermi's Golden rule from quantum mechanics [7] 
(3.5) 
where P k is the density of final unperturbed states, that is the number of momentum , 
states in dQ for neutrons in the state k f ' and V is the interaction potential between the 
neutron and the scattering system. To calculate P k. explicitly, one can consider the 
j 
neutron and scatterer to be enclosed in a large box of volume LJ. The only allowed 
neutron states are those whose de Broglie waves are periodic in this box. These wave 
vectors form a lattice in k space, the unit cell of which has a volume vk 
(3.6) 
P k is the number of wave vector points in the element of volume k 2 dk dQ, and 
(3.7) 
(3.8) 
Hence, P k is given by 
j 
(3.9) 
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(3.10) 
The flux of the incident neutrons is given by 
(3.1 I) 
and hence by substituting into equation (3.5), the differential neutron scattering cross-
section is obtained, 
(3.12) 
and since the moduli of the initial and final wave vectors are the same (there has been 
no energy transfer), the differential scattering cross-section becomes 
dcr _(~)21(k Ivlk )1 2 
dO. - 21ttz2 f i (3.13) 
The interaction potential V represents the scattering of the neutron by the 
nucleus of an atom in the sample. The nuclear forces which give rise to the scattering 
have a range of the order of 10-14 to 10-15 m, which is much smaller than the 
wavelength of the neutrons, which is of the order of interatomic distances. From 
diffraction theory, if the scattering object is small compared to the wavelength of the 
waves then the scattering is spheric ally symmetric, and hence the scattering from the 
nucleus will be spherically symmetric. Using first order perturbation theory the 
strength of this potential may be parameterised by a single parameter called the 
scattering length which is denoted by b. In general, this scattering length varies with 
both atomic number as well as isotope. It also depends on the relative orientation of 
neutron and nuclear spins. It may be a complex quantity, with the real part depending 
on the energy of the incident neutron and the particular nucleus involved in the 
scattering, whilst the imaginary part represents absorption. 
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Using a Fermi pseudo-potential to model and calculate the scattering potential 
of a rigid array of scattering centres at positions Ri and scattering lengths bi one has 
(3.14) 
where r and m represent the position and the mass of the neutron respectively. 
Substituting a plane-wave wave function I k) = e ik .r into the bracket in equation (3.13) 
one obtains 
(3.15) 
(3.16) 
where 1C = k - k' is the scattering vector. Hence, for nuclear scattering the differential 
cross-section becomes 
(3.17) 
It is possible to make use of the periodicity of the crystalline lattice to separate the 
summation into two parts, one for all atoms in a unit cell and the other over all unit 
cells. The position of the j'h atom in the l'h unit cell may be expressed as 
(3.18) 
with 
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(3.1Sa) 
(3.1Sb) 
The position of the lth unit cell is given by RI and the position of the atoms within the 
unit cell by Tj . The integers li specify the position of the lth unit cell, while the 
fractional Xi gives the position of the jth atom within the unit cell. Substituting into 
(3.17) for the atom position, the differential cross-section may be written as 
2 
2 
(3.19) 
The sum over I can be written as 
(3.20) 
where Vo is the volume of the unit cell and K is a reciprocal lattice vector, 
K=ha' +kb' +lc' (3.21) 
where hkl are integers and define the Miller indices of the crystal reflection. Equation 
(3.20) shows that diffraction only occurs when the scattering vector IC is equal to one 
of the reciprocal lattice vectors K, since the delta function will be zero otherwise. It is 
possible to define a nuclear structure factor for the unit cell, 
FN(lC) = 2,b/<r, 
j 
Hence, the differential cross-section may be expressed as 
The fact that scattering only occurs for lC = K is the well-known Bragg law. 
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(3.22) 
(3.23) 
This derivation of the neutron scattering cross-section has not taken into 
account the thermal motion of atoms since only a rigid array of atoms was considered. 
The temperature motion and zero point fluctuations can be incorporated by replacing 
(3.24) 
h Th f· . -IV(k )k'. k hOb were W(k) is the temperature factor. e unction e IS nown as tee ye-
Wailer factor. 
3.2.2 Incoherent Scattering 
In the above discussion of the differential cross-section for nuclear scattering, 
the variation of the scattering length b with both isotope and nuclear spin on a given 
atom was not taken into account. These variations give rise to incoherent scattering of 
neutrons, which is a background to the coherent scattering producing the Bragg peaks. 
Firstly, each isotope will have its own characteristic value of the scattering length. 
These variations in scattering length will be distributed randomly over all the lattice 
sites which are occupied by the given atom species. The second type of incoherent 
scattering arises due to the combination of the nuclear spin with the neutron spin 
during the interaction of the two during a scattering process. 
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Hence, one can express the differential cross-section as a sum of two parts: a 
coherent part which will be proportional to the mean square of the scattering length b, 
and an incoherent part which is proportional to the deviation of the mean scattering 
length. Therefore, 
(3.25) 
with 
(3.25a) 
(dcr) ~(b2)_(b)2 dQ incoh (3.25b) 
where the averages are taken over all isotopes and nuclear spin states. 
3.3 Magnetic Scattering 
Whilst nuclear scattering arises due to the interaction of the neutron with the 
nucleus via the nuclear force, magnetic scattering of neutrons takes place because of 
the electromagnetic interaction of the magnetic dipole moment of the neutron and the 
magnetic moment of unpaired electrons in the atom. 
where 
Neutrons have an intrinsic magnetic moment related to its spin by 
J.! N = ~ = 5.05082 X 10-27 J rl 
2mp 
(3.26) 
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is the nuclear magneton, m" is the mass of the proton and e is its charge. y is a 
positive constant, with y = 1.91315. cr is the Pauli spin operator for the neutron, the 
eigenvalues of its components being ±I. 
The corresponding magnetic moment of the electron is 
(3.27) 
where 11 8 is the Bohr magneton and S IS the spin operator for the electron, the 
eigenvalues of its components being ±'12. 
The neutron magnetic moment interacts with the magnetic field B created by 
the unpaired electrons of an atom. For an electron with momentum p and spin s, the 
magnetic field is composed of two parts, 
(3.28) 
(3.28a) 
B = 110 ellrlll, X r 
5 411: r 2 (3.28b) 
where r is a unit vector in the direction of r. Therefore, 
B = _11_0 {ell r/.:...Il.",,--:x_r_' 
41l r2 
(3.29) 
and, hence, the magnetic interaction potential, VM , of a neutron with dipole moment 
11" in this field is 
where 
sxr Ws =curi-,-
r-
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(3.30) 
(3.30a) 
(3.30b) 
It can be shown that the magnetic scattering amplitude resulting from this interaction 
potential can be written in the form [4, 8], 
where 
, 
110 e-p=-y--
41t me 
(3.31 ) 
This gives a value for the constant p of p ~ 5.390 X 10-15 m, or about 
0.54 X 10-12 cm. This magnetic scattering length is of the same order of magnitude as 
typical values of the nuclear scattering. These vary from - 0.2 x 10-12 cm to 
1.2 x 10-12 cm. M(q) is the Fourier transform of the magnetisation density M(r), 
and M.L is the projection of the vector M(q) onto the plane perpendicular to the 
scattering vector q, 
M.L (q)= q x (M(q)x q) = M(q)- (M(q). q)q (3.32) 
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where ij is the unit vector along the scattering vector q. 
It is possible to express the scattering amplitude in terms of the magnetic 
moment m j of the j'h atom, 
(3.33) 
where m.lj is the projection of the magnetic moment onto the scattering plane and 
f j (q) is the magnetic form factor for the atom. If p is the density of unpaired 
electrons, 
f(q) = f p(r )e;qr dr (3.34) 
Hence, it is now possible to write the magnetic cross section for the crystal, by 
squaring the modulus of the magnetic scattering amplitude of all magnetic moments 
summed over all of the crystal, 
(dcr) _" () ;q.R" - L., aMlj q e dQ M lj (3.35) 
The magnetic structure will be periodic, but this periodicity need not coincide with the 
periodicity of the lattice. Hence, the moment mlj of the j'h atom in the ith cell can be 
expanded in terms of Fourier components, 
~ -i't·R 
mlj=L.Jmjte J (3.36) 
• 
where 1: are propagation vectors of the magnetic structure. Hence, the total magnetic 
cross-section is 
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(3.37) 
where the position of the magnetic atom can be written 
RI being the position of the l'h cell and Tj being the position of the j'h atom in the unit 
cell. Furthermore, summing over RI yields, 
(3.38) 
where K is a reciprocal lattice vector. And hence, the magnetic cross-section may be 
expressed as 
where F M is the magnetic structure factor 
FM (q) = p L, i j (q)m j< eiKr, e -IV, 
j 
Here the sum is taken over all the moments in the magnetic unit cell, 
(3.39) 
(3.40) 
(3.41) 
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3.4 Powder Diffraction and Profile Refinement 
3.4.1 Powder Diffractioll Experimellts 
Powder diffraction experiments are, perhaps, the most common neutron 
diffraction experiments performed. A typical arrangement for a neutron powder 
diffraction experiment is shown in figure 3.2. Neutrons from a neutron source pass 
down a collimator to produce a near parallel beam of neutrons. The neutron source 
may be either neutrons from a dedicated reactor or from a spallation source. A 
monochromator of some suitable material, for instance pyrolytic graphite, is 
positioned at the exit hole from the neutron source such that only those neutrons 
having the desired wavelength are diffracted by the monochromator along the beam 
tube to the sample position. The diffracted neutrons are detected using a particle 
detector, such as a gas counter filled with boron trifluoride. To improve the efficiency 
of collecting diffraction data a multidetector is often used, with a typical 400 detecting 
elements covering 80° in 28. 
In a powder diffraction experiment, a sample of crystalline powder is placed 
within a cylindrical holder, usually made out of of aluminium or vanadium. The 
monochromated beam of neutrons is incident on this sample and the crystallites in the 
powder diffract the neutrons. As the crystallites are oriented randomly with respect to 
one another, the scattering of neutrons takes the form of Debye-Scherrer cones around 
the direction of the incoming beam with an opening angle defined by the Bragg 
condition. This is shown in figure 3.3. In these conditions the integrated intensity of a 
Bragg reflection corresponds to an integration of the differential cross-section around 
the delta functio~ over reciprocal space, giving [6, 9] 
(3.42) 
from neutron source 
collimation 
monochromator 
+'l;t- beam tube 
detector 
Figure 3.2: Diagram showing the layout of a powder diffraction experiment. 
sample 
Figure 3.3: Diagran showing the scattered neutrons forming Debye-Scherrer 
cones. A detector will usually move in a plane to cover a range of 28 angles, 
intercepting each Debye-Scherrer cone as it does so. 
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where I is the height of the detector, r is the distance from the sample to the detector, A. 
is the neutron wavelength, N is the number of unit cells in the sample and Vo is the 
volume of the unit cell of the crystal. A is the absorption factor, that is a correction for 
the absorption of neutrons in the sample. The expression for A is somewhat 
complicated, depending on the radius of the sample and on the Bragg angle e. Values 
for A have been tabulated [9], but for neutrons one finds that in practice A varies little 
with e, especially for angles below 45°, so it is possible to assume the same value for 
A through the whole of the measured section of the diffraction spectrum. 
3.4.2 Profile Refillemellt alld the Rietveld Method 
The diffraction pattern obtained from a powder experiment comprises a 
collection of peaks, as indicated in figure 3.4. In such a pattern contributions from 
several crystal reflections, or reflections from both sample and spurious reflections 
from background sources (e.g. the sample can or the cryostat housing), may arrive at 
any given 2e, sometimes overlapping to produce a single peak or a more complicated 
structure. One would like to separate out the discrete peaks in the diffraction pattern 
in order to obtain the structure factors for the individual reflections. However, in 
practice this may not be possible if reflections overlap each other. If, however, the 
detai Is of the crystal structure of the sample are already known, even approximately, 
then it is possible to calculate the resultant peaks for the overlapping contributions. In 
other words, one can produce a "calculated" diffraction pattern for comparison with 
the experimental pattern. To generate the calculated pattern a number of parameters 
are used which fall into two categories. The first set of parameters describe the crystal 
structure, such as a scale factor, the lattice constants and angles of the unit cell, the 
fractional atomic coordinates of the atoms in the unit cell and thermal parameters. 
The second set of parameters describes the characteristics of the diffractometer used -
such as the neutron wavelength, the zero point position of the detector, a correction for 
any asymmetry in the peak shape for low angle reflections and three parameters, U, V, 
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W which relate how the half width, H, of a peak varies with 28, as defined by the 
equation 
H2 = Utan 2 8 + Vtan8 + W (3.43) 
This structure refinement technique was first developed by Rietveld [9. 10, I I] 
and it has become known as the Rietveld method. Rietveld designed a computer 
program for refining the calculated profile using a least-squares refinement of the 
various parameters. The parameters are refined until there is an optimum agreement 
between the calculated profile and the experimental diffraction pattern. There are now 
several software packages available for powder diffraction refinement, such as jidlprof 
[12] and SIROQUANT for Windows [13]. 
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4. Thermodynamic Theory of Thermal Expansion 
4.1 Introduction 
Thermal expansion is the dimensional change which occurs due to a change in 
temperature. This dimensional change may be a simple expansion or contraction or it 
may be some change in the crystallographic cell dimensions (which may differ from 
the macroscopic expansion or contraction). The dimensional changes that occur are 
such as to minimise the free energy. As the free energy may have contributions from 
the lattice, conduction electrons, magnetic ions, etc., thermal expansion behaviour is 
often associated with elasticity, infrared and Raman scattering, magnetostriction, 
phase transitions, thermal conductivity and other properties of solids. 
A microscopic theory of thermal expansion originated with the work of Mie 
[I] and Griineisen [2]. Griineisen demonstrated that the coefficient of thermal 
expansion should be approximately proportional to the specific heat of the solid. The 
dimensionless combination 
(4.1 ) 
where X T and X s are the isothermal and adiabatic compressibilities and Cv and Cp 
are the heat capacities at constant volume and pressure, was found to be equal to a 
parameter, '1, 
dlnw 
'1=- dlnV (4.2) 
where w is the characteristic vibrational frequency. This implies that '1 IS 
approximately independent of temperature. This has since become known as 
Griineisen's rule. There was experimental verification of this rule down to 
temperatures of the order of * eo, eo being the characteristic Debye temperature. 
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However. the techniques which were available at the time meant it was not possible to 
detect very small changes so that the region of thermal expansion below -to El () was 
inaccessible. Measurements since the 1940's utilised new techniques and improving 
experimental apparatus. Results are greatly improved so that the region below I~ El () 
has been studied. Further information on both improved techniques and the results 
obtained and the models developed can be found in references [3 - 9] .. Both the 
experimental data gathered in this region and theoretical models have shown 
departures from GrUneisen's rule. At present, there are measurement techniques 
available capable of detecting changes in length of - 10-12 m down to temperatures of 
a few mK. 
In this chapter an attempt will be made to provide a simplified overview of the 
theory of thermal expansion and GrUneisen parameters. A more detailed discussion is 
unnecessary here since there are a number of review articles which cover this topic in 
more detail. such as those by Coli ins and White [3], Yates [4] and by Barron et af [5]. 
4.2 Thermal Expansion 
4.2.1 General Thermodynamic Theory of Thermal Expansion 
Thermal expansion is the dimensional change due to a change in temperature. 
The coefficient of linear expansion, ex, of a solid is defined to be 
(4.3) 
where f is the sample length. Similarly, the coefficient of volumetric expansion, ~. is 
~ = -.!..(av) 
V aT p 
(4.4) 
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where V is the sample volume. Using standard thennodynamic transformations, the 
thermal expansion coefficient P can be related to other themlodynamic properties. For 
instance, the isothermal compressibility X T is defined as 
XT=_~(av) V ap T (4.5) 
and hence, 
P _~(av) _(d In V) _(~) (a p ) 
V aT p aT p ap T aT v 
(4.6) 
and so, 
(4.7) 
from Maxwell's relations. Using the definition for specific heat, namely, 
C =T(~) 
v aT 
v 
(4.8) 
it is possible to eliminate 5 from the expression, 
=-(~ :~~)=Y(T' V) (4.9) 
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Y is known as the Grlineisen parameter. This parameter is weakly dependent on 
temperature although ~ and Cv are strongly temperature dependent. 
The thermal expansion coefficient can be related to both the Gibbs free energy 
G and the Helmholtz free energy F which is often more useful. Starting from 
dF = -SdT - pdV (4.10) 
one obtains 
_p=(dF) 
dV T 
(4.IOa) 
and by differentiating with respect to T one finds 
(4.1 I) 
and hence from equation (4.7) 
(4.12) 
whilst the specific heat is expressed by 
C =_T(d]F) 
V dT] 
v 
(4.13) 
Hence, one can find the Grlineisen parameter in terms of the free energy 
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(4.14) 
The Helmholtz free energy can be written out in tenns of a sum of 
contributions due to the different components of the system, such as the lattice, 
conduction electrons, magnetic interactions and the like. This is subject to the 
assumption that the relaxation times of the various contributions are sufficiently 
different for the energy states of anyone component to be calculated by assuming that 
the other states are either in an instantaneous or in an average configuration. Under 
these assumptions it is possible to determine the various contributions to the 
derivatives of the free energy F. However, it is not possible to obtain a contribution for 
the thennal expansion since this is a ratio of derivatives. 
The different contributions to the thermal expansion are easily identified from 
their different temperature dependencies. For instance, the thermal expansion which 
arises due to the lattice varies as T3 and higher odd powers of T at low temperatures. 
However, the expansion arising due to electronic and some magnetic contributions 
varies linearly in T. If there is some interaction between electrons, magnetic moments 
or electric dipoles, one may expect to find a change in order and hence a change in 
entropy. This ordering should be reflected at the transition temperature by a change in 
the thermal expansion (and the heat capacity). The type of ordering may be identified 
again by the characteristic temperature dependence of the transition above and below 
the ordering temperature. 
4.2.2 Electronic and Magnetic Contributions to Thermal Expansion 
At low temperatures the conduction electrons of a metal give rIse to a 
measurable expansion. The entropy of the free conduction electrons is given by 
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(4.15) 
where N(f. F) is the total density of states per unit energy range, per spin, evaluated at 
the Fermi surface. This entropy gives rise to a volume expansion coefficient /3" 
which can be expressed in terms of the electronic specific heat C, and an electronic 
Grlineisen parameter y, 
(4.16) 
where 
(4.17) 
Therefore, the total coefficient of thermal expansion may be written as a sum of lattice 
and electronic contributions, 
(4.18) 
Like the electronic contribution to the specific heat, the electronic contribution to the 
thermal expansion shoul~ become comparable with the lattice term as the temperature 
drops towards 0 K. 
Likewise, if there is an entropy term S'" arising due to magnetic interactions 
then an additional term /3 '" in the expansion coefficient occurs 
R (as",) 
fJ", = XT av T (4.19) 
and similarly, 
c =(~) 
'" a InT v 
and they are linked by a magnetic GrUneisen parameter y", 
Y = ~mY 
111 C XT 11/ 
If the magnetic entropy can be expressed in the form Sm = s( E~, ) then 
=(-alnEm ) 
y", a In Y T 
4.2.3 Anisotropic Expansion 
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(4.20) 
(4.21 ) 
(4.22) 
Up to now, the discussion has been limited to isotropic expansion. In a more 
general case the solid will be anisotropic and therefore the shape as well as the volume 
will vary with temperature. The thermal expansion can no longer be specified in terms 
of a single parameter. but in terms of a thermal expansion tensor a , defined by 
(4.23) 
where 11 u is the elastic strain coordinate measured at constant stress (5 u' This IS 
related to the derivatives of the free energy F by 
3N 3 
= L LSijk/Y <1.rCr 
r=1 k.l=1 
where Y <I.r expresses the dependence of the lattice frequency on strain, 
(
CJ InO) r J Y k/.r = - CJ 
11 <I T 
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(4.24) 
(4.25) 
C,. is the contribution to the specific heat from the r'h mode. ~ is the fOllrth order 
elastic compliance tensor for the lattice, 
(dflijJ s"k/ = --
'J' CJcr <I cr'.T 
(4.26) 
where cr' indicates that all stresses except Cl" <I are maintained constant. Following 
the reasoning for the isotropic case, an averaged strain derivative can be defined as 
so that 
3N 
L Y <1.rCr 
.!..r==,I= __ Y kI = - 3N 
LCr 
r=1 
va. .. 3 
'J ~ 
--= L, Sij<1 Y k/ 
Cv <1=1 
iJ = 1,2,3 
(4.27) 
(4.28) 
This yields a linear relation between components of the expansion tensor a. and the 
specific heat for any class of crystal. Since a. is a symmetric tensor, only six of its 
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elements are independent. Therefore, it is possible to refer it to preferred axes, Using 
Voigt's abbreviated notation for strain and stress, where, 
............ (4.29) 
the principal coefficients are gi ven by, 
i = 1,2,3 (4.30) 
In general the (J.; are related to the variation of the lattice frequencies under 
both tensile and shear strains. But for cubic, hexagonal, orthorhombic and some 
tetragonal crystals the compliances su' j = 4, 5, 6 are zero, and the principal 
coefficients are unaffected by changes in the frequency spectrum due to shearing. 
The volume coefficient of expansion ~ is given by the trace of the expansion 
tensor, so that, 
V~ ) 6 
-= IIsuy j 
Cv ;=1 j=1 
(4.31 ) 
and when Su = 0, j = 4, 5, 6, a single Grlineisen parameter can be defined as the 
average value of the Y j weighted according to the linear compressibility along the j'h 
aXIS, 
vp 
y =--'--
CVXT 
4.3 Models and Approximations 
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3 
~>ijY j 
ij= I 
3 (4.32) 
~>ij 
ij=l 
To further understand expansion effects beyond a thermodynamical treatment 
requires specific models of lattice vibrations. One approximation which is often used 
as a first step to examining results is the quasi-harmonic approximation, outlined next. 
A more detailed discussion can be found in Barron et at [5) and Yates [4). Other 
models, such as force-constant and pseudo-potential models, have been discussed 
elsewhere [5). 
4.3.1 Quasi-Harmonic Vibrational Models 
For a pure vibrational model, the vibrations do not interact with other degrees 
of freedom, such as electronic or magnetic ones. The vibrations are governed by a 
potential energy which depends only on the relative atomic positions. Any vibration 
in the lattice can be expressed as a superposition of the normal modes of vibration. 
However, in the harmonic approximation, where the potential energy is proportional to 
the second power of the ionic displacements, there can be no thermal expansion: the 
frequencies of the normal modes are not affected by any constant external forces and 
so remain independent of the volume. Such a purely harmonic model has been shown 
to be mechanically unstable [10) and no harmonic crystals occur. Thus, in order to 
study thermal expansion it is necessary to look at anharmonic models. 
For weakly anharmonic models thermal expansion is studied using the quasi-
harmonic approximation, where the vibrations are still treated as harmonic vibrations 
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but with an assumed dependence on volume, giving ro(V). For this approximation, the 
lattice vibrational entropy, SI' is now the sum of separate contributions, 
( nro . J SI=I,Sj=I,S _1 j j kT 
where Sex) is the entropy function for a hannonic oscillator 
S(x) = k{--;:- -In(l- e-X )} 
e -I 
And so, 
(~) _(dlnroj) ( dS j J __ (dlnro j ) (.!!..L) - C dlnV T - dlnV T dlnro j T - dlnV T dInT v -Yj j 
where, 
d Inro j 
Yj=- dlnV 
(4.33) 
(4.34) 
(4.35) 
(4.36) 
and Cj is the contribution of the l mode to Cv. Therefore there is a relation 
between the macroscopic lattice vibrational Griineisen parameters, denoted by Y I ' to 
the Griineisen parameters Y j for the individual modes, 
(4.37) 
For a crystalline solid each vibrational mode may be labelled by (q, j) where q 
is the wave vector of the modes and j now denotes the transverse and longitudinal 
polarisation of the optic and acoustic branches, and so, 
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( .) dlnro(q,j) y q,j =- dlnV (4.38) 
(4.39) 
where the integration is over the first Brillouin zone. 
performed using standard numerical techniques. 
Such a calculation may be 
From equation (4.37) it can be seen that y /(V, T) is given as an average of the 
y j weighted by the (temperature dependent) specific heat Cj • Griineisen's "rule" 
stated that y / (V, T) should have no explicit dependence on temperature, or, since the 
change of V with T at constant pressure is small, that the measured value of y should 
not vary significantly with T. Hence, the necessary condition for Griineisen' s rule is 
that the average, y(ro), of the y j 's in each infinitesimal frequency interval should be 
constant over the whole range of frequencies. In meeting this condition, variations of 
the y j 's in different branches of the spectrum should compensate for each other. 
Most solids, however, do show a variation of y / with T, indicating that y(ro) does 
vary with frequency. 
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5. Experimental Arrangement for the Measurement of 
Thermal Expansion 
5.1 Use of Three-Terminal Capacitance Dilatometry 
5.1.1 The Three-Terminal Capacitance 
In experiments it is easier to measure the coefficient of linear expansion, a., 
than the coefficient of volume expansion, p. At low temperatures, thermal expansion 
coefficients for all solids are extremely small compared to room temperature, 
generally being of the order of 10-8 K- I • As such, for a I % accuracy in the 
measurement of a. the resolution required for dIll must be of order 10-10 /, where / is 
the sample length. Hence, for a typical sample length of 50mm, the change in length 
which must be detected is of order 10-2 A.. To measure length changes with such 
precision requires a sensitive technique. Before 1958, several techniques were in use 
which were not sensitive enough to be extended down to the lowest temperatures. 
However, these techniques are still useful for thermal expansion measurements at 
higher temperatures and they remain in use today and include: x-ray diffraction, 
limited to a resolution of _10-5; optical interferometry, with detection limits of the 
order of 10-2 - 10-3 of a fringe; optical amplifiers, which can suffer from poor 
mechanical linkage; and, two-terminal capacitance, where the lead capacitance could 
affect the measurement quite severely. Reviews of the various techniques have been 
given elsewhere [1 - 4]. Most capacitance dilatometers for precision measurements of 
thermal expansion and magnetostriction are now based on the three terminal 
capacitance technique. This has been based largely on the work of Thompson and co-
workers [5], utilising ratio-transformer bridges which allow very small length changes 
, 0 
- 10-- A to be detected. 
A schematic diagram for a three-terminal capacitance is shown in figure 5.1 
together with its equivalent circuit. Most physical capacitors can be represented by the 
three capacitances shown: CHL is the capacitance between the two capacitor plates, 
H L 
G 
(a) 
G 
H-------I L 
I 
(b) 
Figure 5.l: (a) Representation ofa physical capacitance by three capacitances: CHL is 
the capacitance between the high and low plates, CIIG and CLG are the terminal 
capacitances. (b) Schematic diagram of a three terminal capacitance showing the high 
and low electrodes and the shield G which surrounds both. 
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whilst CHG and CLG are the two terminal capacitances, from the corresponding 
terminals and plates to the case, surrounding objects and the ground G. The structure 
of the three terminal capacitance is shown in figure 5.I(b). It has connected to its G 
terminal a shield which should completely surround at least one of the terminals, its 
connecting wires and the capacitor plates, except for the field producing the direct 
capacitance CHL. Changes in the environment and the connections can vary the 
terminal capacitances CHG and CLG, but the direct capacitance, CHL, is determined only 
by the internal structure of the capacitor. This direct capacitance may then be 
measured using guard circuits or transformer-ratio-arm bridges which exclude the lead 
and terminal capacitances, thus giving an accurate measure of the direct capacitance 
CHL. Figure 5.2 shows the three-terminal capacitance connected to an ac bridge circuit 
with transformer ratio arms. The three-terminal capacitance is shown at the top of the 
diagram with Cx being the capacitance of the sample capacitor and Chs and Cls are the 
terminal and lead capacitances of the high and low voltage sides of the sample 
capacitor. The oscillator provides an ac voltage which is inductively coupled to both 
Cx and to an adjustable standard capacitor Cs. The null condition for the detector 
occurs when the two capacitors Cx and Cs are equal. The use of an ac excitation 
voltage allows for phase-sensitive detection of the null position, limiting noise to 
within a small bandwidth around the excitation frequency. The lead capacitances 
should be kept as small as possible, for although the lead capacitances are not included 
in the measurement of Cx, i.e. they do not affect the position of the null point, they do 
shunt the detector and this gives rise to a loss in accuracy caused by a leaking of the 
excitation voltage to ground. 
5.1.2 The Sample Cell 
The capacitance cell used here was based on a design of M.A. Brown and 1.J. 
Brown [3]. A diagram of the sample cell is given in figure 5.3. The sample cell is in 
the normal configuration giving a measurement of thermal expansion for the sample 
relati ve to the annular wall of the surrounding cell. The annular wall of the cell and 
the high and low potential electrodes are made out of high-conductivity oxygen-free 
Low 
I C1s 
! I( ~~ r~\TI\ 
I 
I Low ~----~----~----~ 
J I Detector ! I 
I 
~ 
I( 
I 
Cs 
Three terminal shielded 
capacitor 
High 
Oscillator 
• 
High 
Figure 5.2: Simplified bridge diagram showing the three terminal connection of an 
unknown capacitor to the capacitance bridge. Cx is the unknown sample capacitance. 
CL, and Chs are the lead capacitances for the high and low sides to shield respectively. 
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(HCOF) copper. Data for HCOF copper is readily available [6], so it is possible to 
convert the relative measurement made on the sample into an absolute measurement. 
The low potential electrode has a guard ring arrangement to minimise fringing 
effects due to the finite size of the capacitor plates. The gap between the low potential 
electrode and the guard ring is composed of Stycast epoxy resin. The high potential 
electrode consists of a machined plate placed on top of the sample. One side of the 
plate is polished flat to form the capacitance with the low potential plate, whilst a 
brace is machined on the reverse to accommodate the sample. Between the plate and 
the sample there is a thin sapphire plate to provide electrical insulation. The sample 
sits on a central screw which runs through the base of the cell, as indicated in figure 
5.3. Using the central Cu screw one can raise or lower the sample within the cell such 
that differing lengths of sample could be measured using the capacitance cell. The use 
of the screw also allows for an adjustment of the gap size, by turning the screw 
through some rotation clockwise or anticlockwise and, hence, approximately setting 
similar room-temperature gaps for each experimental run. 
5.1.3 Sample Mounting 
A critical aspect limiting the reliability of the results obtained is the technique 
for mounting the samples in the capacitance cell. Sample mounting has to be reliable 
and give consistently reproducible results. The mounting technique must rigidly 
support the sample while not contributing any anomalous expansions to the 
measurements due to any adhesive used to provide mechanical stability and good 
thermal contact. 
In figure 5.4 some examples of sample mounts are shown. Figure 5.4 (a) and 
(b) show the sample supported in a thin walled copper cylinder turned on top of a flat 
plate. To improve the thermal link a thin layer of varnish, (a), or stycast epoxy. (b), is 
used. For both variants, a hole is drilled into which the sample is located and reamed 
to be no larger than O.2mm larger than the sample itself and the base of the hole is 
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Figure 5.3: Diagram of the capacitance cell: g, capacitance gap; lV, epoxy spacing 
between guard ring and central electrode, 
Ca) Cb) 
Cc) Cd) 
Figure 5.4: various methods for mounting samples in the sample cell. (a) shows the 
simplest mounting, where the sample is inserted into a thin walled copper cylinder. 
(b) is a modification where a varnish or adhesive is used to provide mechanical 
stability. In (c) and (d) the Cu cylinder is a split ring clip, with (d) using some varnish 
to provide better thermal contact. 
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bored flat. Adhesive (either varnish or epoxy) is then applied sparingly around the top 
of the hole-sample interface, taking care not to get any adhesive beneath the sample. 
In figure 5.4 (c) and (d) a modified approach is taken. Here, the Cu cylinder is 
split axially and the sample is clamped using a Cu ring clip. This has the advantage of 
making the sample holders detachable. A small quantity of either varnish or silicone 
vacuum grease improves the thermal contact between the sample and the Cu surround. 
Varnish also has a mechanical stability: after suitable adjustment the capacitance 
plates are held parallel. 
5.2 The Capacitance of the Cell: Calculation and Corrections 
5.2.1 Relation Between Gap and Sample Length Change 
For an ideal parallel plate capacitor having plates of radius r and separated by a 
gap g in a medium of relative permittivity to" the capacitance, C, is given by the well-
known expression 
(5.1 ) 
and hence the change in the gap of the capacitance cell is 
(5.2) 
From the change in the gap of the cell one can find the length change of the 
sample. Consider figure 5.5 which shows a simplified capacitance cell. Indicated are 
the length of the sample Is, the length of the HCOF copper annular ring leu' the 
thickness of the high potential plate attached to the sample le' and the gap between the 
capacitance plates. The gap of the capacitance cell is 
r 
Figure 5.5: Simplified diagram showing the dimensions to be considered when 
calculating the length change of a sample without taking into consideration any 
effects other than the axial expansion or contraction of the sample, annular ring. or 
electrode along the z-axis. The central electrode in the guard ring has a radius r. 
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(5.3) 
Both the sample and the annular ring will expand and contract as the temperature 
changes. Hence. the change in length of the sample is related to the change of the gap 
of the capacitance by, 
(5.4) 
Since the expansion of the annular ring and the electrode are known, one can find the 
length change of the sample. However, as indicated in the following sections. it is not 
straightforward to obtain the change of the gap from the capacitance data obtained 
during the course of an experiment and corrections have to be made to allow for the 
geometry of the guard ring capacitor plate, the thermal expansion of the capacitor 
plates and the possibility of non-parallel capacitor plates. 
5.2.2 Distortioll of the Electric Field at the Edges of the Plates 
A capacitance cell used in experiments such as dilatation measurements is not 
an ideal capacitor and as such the electric field is not uniform at the plate edges. giving 
rise to fringing. Even though the use of grounded guard rings reduces this. there is 
still a distortion of the electric field near the edges of the capacitance plates and, 
therefore, the expression for a parallel plate capacitor no longer holds. Figure 5.6 
shows the geometry of the guard ring and central electrode. A correction to equation 
5.1 has to be made to allow for edge effects and this roughly approximates to the 
effective area of the central electrode increasing from A to A + M, where M is the 
area of the additional strip extending over half the width, 11', of the gap between the 
central electrode and the guard ring. The correction was derived by Maxwell [7] and 
is widely quoted [8 - 12]. One obtains a correction of the form 
extensive electrode 
I 
I 
I 
I I r H 0 g "'--1 r-
D ! 
guard ring inner electrode 
Figure 5.6: Axial cross-section of a guard ring capacitor showing the geometry of the 
central inner electrode and surrounding guard ring. 
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(5.5) 
where 
(5.6) 
where r is the radius of the central electrode, g is the gap between the plates and w is 
the gap between the central electrode and the guard ring. The relative permittivity E, 
is usually taken as that for vacuum. M.A. Brown and c.E. Bulleid [9] corrected still 
further by allowing for the relative permittivity of the epoxy resin, E s' filling the gap, 
~V, 
11= W(I+~)(I+ 0.22W)-1 
r 2r E, g 
(5.7) 
where E, is the relative permittivity of the epoxy resin. Using values for the cell used 
in the experiments, one obtains a value for T] which remains essentially unaltered over 
the range of temperatures used, T] = 1.00553 ± 0.00002 and this is taken as a constant 
throughout with a value of 1.0055. 
5.2.3 Thermal Expansion of the Capacitor Plates 
The thermal expansion experiments are carried out over a temperature range of 
1.5 K to 300 K. Over this range one may expect the HCOF plates to change in radius 
quite markedly. Hence the expansion of the capacitor plates with temperature may not 
be neglected when calculating the true capacitance and hence the length change of the 
sample. Therefore, equation 5.2 can be rewritten as 
(5.8) 
where ,; is the radius of the plate at temperature Ti and Ci is the corresponding 
capacitance. Using r2 = r, + I1r, on substitution and only considering terms linear in 
I1rlr [11], one obtains a corrected change in the gap of the capacitance cell, including 
the correction from equation 5.5, of 
(5.9) 
The second term includes the thermal expansion of the HCOF Cu plate, I1r / r, (T) 
which can be found in the literature [6]. 
5.2.4 NOli-Parallel Capacitor Plates 
In setting up the capacitance cell at the start of an experiment it is important to 
try and keep the capacitor plates parallel to each other. However, if the capacitor 
plates are not parallel to one another then the distance between the plates will be a 
function of position. A more detailed discussion can be found in the work by POll and 
Schefzyk [1 I], who derive an expression for the explicit dependence of the 
capacitance when the capacitor plates are tilted. In figure 5.7 two capacitor plates are 
tilted with respect to one another, such that the plate separation varies from Ei - a to 
g + a, where a is defined as the tilt of the plates. One obtains an expression for the 
capacitance [11] 
(5.10) 
Equation 5.10 yields a maximal capacitance from which the amount of tilt, a, can be 
found by setting g = a 
t 
g 
.. 
,. 
Figure 5.7: Tilted capacitor plates, where one plate has been tilted through a distance 
a with respect to the plane of the second plate. 
, 
Ttr-
Cmax = 2E OE r --
Cl 
and so, expressing g in terms of Cmux ' 
, [( )2) Ttr- C g=fof,-- 1+ --
C Cmax 
And therefore. for a change of gap size t.g, 
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(5. I I) 
(5.12) 
(5.13) 
From equation 5.11, the amount of tilt present during a thermal expansion 
measurement can be determined experimentally by measuring Cmux . This is done by 
adjusting the screw by a small fraction and balancing the capacitance bridge to obtain 
the sample capacitance, narrowing the gap each time. Cmux is the capacitance 
measured just as the capacitance cell is shorted. Without taking into account the 
tilting of the capacitor plates the calculation of t.g always gives larger absolute values 
compared to the true change in gap. 
5.3 Description of the Cryogenic System 
5.3.1 Design of the Cryostat 
The cryostat and vacuum system used in the dilatometer date from the work of 
M.A. Brown and K.]. Britton [4]. The cryostat itself was custom built by Oxford 
Instruments in 1984, based on their standard MDJO dewar [13]. It was designed to 
allow thermal expansion measurements to be made with a high temperature stability 
throughout the temperature range of an experiment, 1.5K to 300K. 
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The cryostat consists of a dewar and variable temperature sample system. 
together with a 7T superconducting solenoid. A schematic diagram of the cryostat is 
given in figure 5.8. The cryostat is housed within a strong metal cage, positioned on a 
two tonne concrete block. This block rests on a hard core pillar which extends down 
to the bedrock and is isolated from the rest of the building, thus ensuring the cryostat 
is decoupled from mechanical vibrations due to its surroundings. The outer dewar of 
the cryostat has a 50 litre capacity and liquid nitrogen is used as a coolant in this 
dewar. The inner dewar can be cooled using liquid nitrogen although more usually 
liquid helium is used as a coolant and, hence, this will be referred to as the helium 
bath. Within the helium bath there is a variable temperature insert (or VTr) with its 
own outer vacuum jacket. This VTr allows a controlled flow of helium, from the 
helium bath, into the VTr chamber via a needle valve. The sample rod screws into the 
VTr using a square cut thread. To control temperature two 33£2 heaters are used, one 
on the sample and a second on the bottom of the VTI. Rh/Fe thermometer sensors are 
adjacent to each heater. 
5.3.2 Design of tile Vacuum System 
An outline of the vacuum system used with the cryostat is given in figure 5.9. 
This system was constructed using copper pipes which link to the cryostat through 
flexible stainless steel couplings. The pumps are situated behind a "status panel" in 
front of which are the valves for the various pumping lines and the pressure gauges for 
the vacuum pumps. Using the main valves located on the top flange of the cryostat it 
is possible to isolate the cryostat from the vacuum system. This can also be achieved 
using the valves Oll the top of the vacuum status panel. Pirani and Penning gauges 
provide measurement of the vacuum pressures in the cryostat. 
To obtain temperatures down to 1.5K a large helium-sealed twO stage rotary 
pump is used. Once liquid helium has been allowed into the VTr from the helium bath 
via the needle valve it may be pumped on to reduce the vapour pressure and hence the 
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temperature. The high vacuum for the specImen cell is achieved by uSIng an oil 
vapour diffusion pump backed by a mechanical rotary pump. A second 
rotary/diffusion system exists which can be used for evacuating the high vacuum 
chamber surrounding the VTI. Alternatively, both the pumping power of both systems 
can be combined to achieve a good vacuum. The vacuum chamber surrounding the 
main nitrogen bath is evacuated using these pumps. The positioning of the valves for 
both rotary/diffusion combinations gives a versatility to the vacuum system, since 
should one combination fail it is possible to use the second combination to provide the 
vacuum. 
5,3,3 Thermometry and Temperature Control 
Between 1.5K and 125K, the sample temperature is measured US11lg a 
germanium resistance thermometer. It is screwed to the base of the capacitance cell to 
ensure good thermal contact. The thermometer requires a range of currents to be 
supplied, ranging from IIlA at 1.5K to I mA at 125K. The currents are stipulated by 
the manufacturer ensuring performance of the sensor according to calibration data and 
preventing excessive heating at low temperatures. The currents are provided by a 
constant current source which has been designed to gi ve IIlA, 101lA, 100llA and I mA 
to within I %. The voltage drop across the Ge sensor is measured by a Keithley ISI 
DVM. Knowing both the current passing through the sensor and the voltage drop 
across it the resistance of the sensor may be calculated and hence, using the calibration 
data. the temperature may be evaluated. 
The sample temperature may also be measured using the RhlFe sensor also 
located on the base of the sample cell, together with a 33Q heater. This sensor is 
measured by an Oxford Instruments 3120 temperature controller. The range of the 
sensor is 1.5K to 300K and as such this makes the RhlFe sensor suitable as a control 
sensor using the 3120 controller to maintain the temperature of the sensor by 
regulating the power to the 33Q heater. A second RhlFe sensor and heater are situated 
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on the bottom of the VTI. In practice this sensor was only used to monitor the VTI 
temperature. 
5.4 The Measurement System 
The thermal expansion of a sample is measured using the three-terminal 
capacitance technique outlined earlier. Figure 5.10 shows the detection electronics 
which measures the capacitance of the capacitance cell. The three-terminal 
capacitance of the sample cell is measured using a GR 1616 precision capacitance 
bridge, where an unknown capacitance is compared with variable standard capacitors 
using a variable transformer ratio arm. The capacitance bridge produces an "off-
balance" voltage, this voltage being zero when the capacitance bridge has balanced the 
sample capacitance, i.e. gives the value of the sample capacitance. An oscillator 
provides the a.C. excitation voltage used, at a frequency of f = 1.01 kHz. This a.c. 
signal is amplified before reaching the bridge. The excitation voltage for the bridge 
was adjusted to a 50 V signal coming from the amplifier. The oscillator signal is also 
supplied to an EG & G 5206 lock-in amplifier to enable phase sensitive detection of 
the null point using the off-balance voltage signal from the capacitance bridge. 
The capacitance bridge was originally designed to be operated manually by 
moving lever arms at the front of the bridge, the capacitance set being shown on a 
digital display on the front of the bridge. The bridge capacitance may also be read by 
suitable electronics from a BeD connector at the rear of the unit. Each lever arm 
controls one capacitance decade in a range -I, 0, I, ... , 10 (or X) for each decade. 
These arms were automated by Khan (1982) [10] with Britton improving and 
extending Khan's design (1990) [4], using a series of drive rods and bevel gears 
connected to stepper motors. The automation covers nine decades of capacitance 
ranging from 1 aF to 100pF. The stepper motors are controlled by a "bridge controller" 
interface which was designed and constructed to permit manual control of the stepper 
motors from a set of front panel controls on the intelface and for computer control 
through an input/output port on the rear of the controller. 
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Figure 5.10: Diagram showing the circuitry for the bridge detection and computer 
control of the dilatometer. 
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The measurement of thermal expansion was automated using a Vi glen Genie 
4DX33 computer, based on the Intel 486DX33MHz processor. An IOtech Personal 
488 IEEE interface and a Blue Chip Technologies PIO-96 parallel VO card had been 
installed into two of the expansion sockets. The PIO-96 card has two 50 pin sockets 
for communication. One socket was used to read from the BCD output of the 
capacitance bridge. The second socket was used for controlling various control 
circuits, namely the bridge stepper motor controller and the constant current source for 
the Ge sensor. The IEEE interface was used for communications with the Keithley 
DVM, the EG & G lock-in amplifier and the Oxford temperature controller. The 
IEEE interface came with a number of software drivers for various programming 
languages. It was decided to use the Microsoft Visual Basic for DOS programming 
package as a programming language. Section 5.5 outlines the development of the 
control program used for running the experimental measurements. 
5.5 Automating the Experiment 
5.5.1 Program Design and Requirements 
In automating and controlling an experiment, there are a number of tasks 
which the computer must accomplish to obtain the necessary data points. In designing 
a computer program to manage a complex problem such as this, it is often useful to 
construct the program using a top down approach, breaking the main problem into 
manageable pieces. This has the advantage that the program designer can concentrate 
on one small task at a time when they write the program, making the job of writing the 
program easier. To this end a structure diagram, where the outline of the program is 
displayed graphically as it breaks down into its component tasks, is an invaluable tool 
when deciding how the program should be developed. 
Figure 5.1 I shows the initial structure diagram for the automation program. 
The program falls into two subsections. Originally, however, the program had been 
Capacitance Dilatometer 
Automation Program 
loop whil 
Initialisation Expansion 
Measurement 
Read parameter file Set up IEEE 488 Open output file 
Figure 5.11: Initial structure diagram for the automation program controlling the capacitance dilatometer. 
The structure diagram for the module labelled "Expansion Measurement" is shown in figure 5.12 
eT<Tmax 
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designed with some thought of performing data analysis within the program. But 
since there are a number of suitable commercial spreadsheet and scientific graphing 
packages available, for instance Microsoft Excel or landel Scientific's Sigma Plot, no 
such data handling is required within the program. Instead, Sigma Plot for Windows 
was used for the analysis of data. 
The first subsection, labelled initialisation, sets up various parameters, some of 
which have values stored in files. A results file is opened where the data will be 
written to. The PIO-96 and IEEE interfaces are initialised. The second subsection, 
labelled expansion measurement in figure 5.1 I, performs the measuring procedure. 
This involves a loop, incrementing the sample temperature, which sets the sample 
temperature and, after waiting for a specified period, measures both the sample 
temperature and the capacitance of the cell. The sample temperature is increased and 
the loop progresses until an upper limit in temperature has been reached. The 
structure diagram for this subsection is shown in figure 5. I 2. 
In designing the control program, the measurement of the capacitance posed a 
problem. To measure the sample capacitance requires some comparison with the 
capacitance of the capacitance bridge. The obvious solution would be to instruct the 
computer to adjust the bridge capacitance through the bridge controller and stepper 
motors using the off-balance voltage as a guide to which decade of the capacitance 
bridge to adjust and by how much. This would progress down through the decades 
until a balance had been reached. However, this proved to be a laborious method 
since each lever had to be adjusted in turn to achieve a balance of sample and bridge 
capacitance. This would have made any measurement time-consuming with both 
detection electronics and computer running for long periods with little being done. A 
faster method arose from considering the linearity of the off-balance voltage signal 
which was taken .from the capacitance bridge into the lock-in amplifier. In trying 
different balancing routines a IOpF standard capacitor was used which was accurate to 
-IO·6pF. When comparing the off-balance voltage against the bridge capacitance, it 
was found that the off-balance voltage signal was linear with capacitance about the 
balance point over several pF either side of the balance point. With suitable 
loop while T < T max 
Expansion 
Measurement 
loop unti I Tset 
is reached 
Set Temperature Measure T Rh/Fe and T Ge Tset = Tset + increment 
Measure off-balance Append data file 
voltage and convert to Update display 
Capacitance and gap 
Figure 5.12: Structure diagram describing the expansion measurement subroutine. Here, the expansion measurement 
module of figure 5. I I is expanded in more detail showing the steps taken by the program in making a measurement. 
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adjustment this equates to some 2 m V per pF. By repeatedly reading the off-balance 
voltage with the lock-in amplifier, any fluctuations are averaged out giving a 
measurement of the off-balance voltage. This can then be converted into a capacitance 
value which can be added to or subtracted from the value of the bridge capacitance, 
depending on the sign of the off-balance voltage. This gives a suitable measure of the 
sample capacitance without having to adjust the capacitance bridge. A drawback, 
though, is a loss of sensitivity and an increase in the uncertainty in the value of the 
sample capacitance. This is equivalent to an error in capacitance of - ± 10-4 pF. With 
a typical gap size of - 300 ]J.m, the error in the gap due to this uncertainty is - 3nm. 
Microsoft's Visual Basic for DOS programming package was chosen for 
developing the automation program. Visual Basic is a high level language which is an 
extension of the earlier versions of Microsoft Basic, namely Q Basic and Quick Basic. 
It is a complete development suite, with the ability to link with subroutine libraries 
and to compile the program code into an executable file. The most striking feature of 
Visual Basic is the inclusion of a graphical user interface to the Basic language', by 
using form windows onto which a programmer can add controls, dialogs, text boxes 
and the like and from there attach code defining the properties of the form and its 
controls and any necessary actions to take when they change. Whilst the use of forms 
and controls can help to simplify the task of programming, by automatically 
generating some portions of code for the user interface and by making a more "user-
friendly" interface, it was decided that, for the automation program, the use of forms 
served little purpose: most of the running of the program occurs in the background 
whilst the various electronic components send and receive commands and data. Using 
forms would have generated a substantial amount of program code without any benefit 
at run-time. Fortunately, the omission of forms does not render Visual Basic for DOS 
redundant. In a code-oriented environment, Visual Basic for DOS is nothing more 
than a new version of Microsoft Quick Basic (through backwards compatibility with 
existing versions of Microsoft Basic) and, hence, structured program code can still be 
written using standard Basic commands and compiled to give an executable program. 
Indeed several of the newer command keywords were used in the automation program 
which were not available in previous versions of Q Basic and Quick Basic. The 
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complete program listing is given in Appendix I. The remainder of this section gives 
an outline of the program and its development. 
5.5.2 Illterfacillg Devices 
The use of an IEEE 488 interface provides the means for the control of 
complex tasks during the experiment. The IOtech IEEE remains an active controller 
throughout. providing complete control of the four devices on the IEEE bus from the 
computer, namely the Keithley DVM, the EG & G lock-in amplifier, and the two 
Oxford temperature controllers. To send commands and receive data the automation 
program must first establish communications with the IEEE interface using the IOtech 
software driver. In Quick Basic this is achieved using two files: "\DEV\IEEEOUT" 
for output and "\DEV\IEEEIN" for input. Both files are opened in the usual manner. 
OPEN "\DEV\IEEEOUT" FOR OUTPUT AS #1 
OPEN "\DEV\IEEEIN" FOR INPUT AS #2 
Thereafter, standard Quick Basic PRINT# and INPUT# commands are used to 
send and receive from the IEEE driver. This is one of the advantages of the IOtech 
IEEE interface over other available IEEE cards; all the control is achieved using 
simple Basic commands together with the software driver commands. Other IEEE 
interfaces often have a large number of subroutines which have to be called from some 
library elsewhere. Sending a command to a bus device takes the form 
PRINT #1, "OUTPUT 05; R3B1X" 
where "05" is the address of the bus device, in this case the Keithley DVM, and 
"R3 B1X" is the data to be sent. This data is the command instructing the DVM to 
make a measurement. "R3" refers to the range of the DVM, in this case a full scale 
deflection of 200 mV. To receive data from a bus device one issues an "ENTER" 
command to the driver, 
PRINT #1, "ENTER 05" 
INPUT #2, R$ 
PRINT R$ 
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From there, any Quick Basic statements can be used to retrieve the value sought from 
the data string sent by the device. For instance, the Oxford 3120 controller send data 
in the form, 
MT, 0077.2, K 
where "MT" refers to the command issued to make the measurement. Subroutines 
incorporating these send and retrieve statements are used throughout the program to 
control the operation of the various devices taking the readings. 
One problem which had to be overcome during the development of the 
automation program involved retrieving data from the 3120 temperature controller. It 
automatically makes a measurement of the sample temperature and stores the most 
recent measurement for the IEEE to obtain, with a sampling rate of eight 
measurements every second. However, due to the comparative age of the temperature 
controller with respect to the other devices and the IOtech IEEE interface, it became 
necessary to serial poll the temperature controller to ensure it was ready to transmit 
any available data to the computer. The DVM and lock-in amplifier respond much 
quicker and therefore do not need such serial polls to see if they require attention. 
Once the serial poll of the temperature controller indicates a response is ready, the 
program retrieves the data. Serial polling now occurs whenever the computer 
communicates with the temperature controller. 
The BeD output from the capacitance bridge and the control lines from the 
constant current source are both connected to the computer through the PIO-96 
interface card. It consists of two 50-pin connectors, each connector comprising 48 
data plus V ref and ground lines. The total of 96 data lines are divided into twelve 
ports. The PIO board occupies sixteen read/write addresses, from &H300 to &H30F. 
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Ports &H303, &H307, &H30B and &H30F are command ports which, when accessed, 
set input/output status of the preceding three ports, The computer can access these 
ports in the control program using standard Basic INP and OUT commands, 
Ports &H300 to &H307 comprise one of the 50-pin connectors, These ports 
correspond to the BeD output of the capacitance bridge, These ports are input only 
and are initialised using the commands 
OUT &H303, &H9B 
OUT &H307, &H9B 
The data sent. &H9B, sets the preceding three ports to input lines only [14]. Ports 
&H3 0 9 and &H30A control the stepper motors via the bridge interface and the 
constant current source respectively. Both are set to output using the command port 
&H3 OB. After initial testing of the function of the card and some early routines for 
reading data from the capacitance bridge and moving the levers using the stepper 
motors, the regression method for obtaining the sample capacitance was employed and 
as a result the control of the motors is no longer required. 
5.6 Irreproducibility and the Design of the Second Capacitance Cell 
Initial experiments were performed using the capacitance cell described in 
section 5.1.2 utilising the split ring approach outlined in S.I.4. A small amount of 
varnish was used to ensure thermal contact and mechanical stability. Care was taken 
to guard against varnish coming between the sample and the capacitance plate or the 
sample mount. To see how the three terminal capacitance dilatometer performed a 
sample of aluminium was measured, being a standard sample whose expansion is well 
known [6]. The graph of the relative length change dill plotted as a function of 
temperature for aluminium is shown in figure 5.13. In this graph both the 
experimental data obtained for AI and the data obtained in from Kroeger and Swenson 
[6] are plotted for comparison. A pronounced feature occurs at 250 K in the 
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experimental data, whilst no such feature is expected. At first this feature was 
considered to be an effect of the cell. However, a subsequent measurement of the AI 
sample showed that although the feature remained at 250 K, the magnitude of dlll had 
changed. 
The feature at 250 K was eventually determined to be due to a glass transition 
of the varnish used in the mounting of the sample. This caused an immediate problem 
since the capacitance plate could not be mounted parallel to the low potential plate of 
the cell without some adhesive to maintain stability. It was decided to change the 
design of the sample cell to remove the need for varnish whilst finding a way to ensure 
the two capacitance plates were parallel to each other throughout the experiment. A 
design for the capacitance cell due to Hart was adopted [15]. This second sample cell 
is shown in figure 5.14. It uses two 8e-Cu alloy spring diaphragms to ensure the free 
travel of the high potential capacitance plate. A Cu screw is used to press the sample 
against the underside of the capacitance plate. When assembling the cell the two 
plates are pressed together, so that when the free plate is relaxed the two plates will be 
parallel to each other. An advantage of this design is that changing a sample no longer 
involves removing both the sample and one of the capacitance plates. Now only the 
sample is removed, with the two plates remaining in the capacitance cell ensuring the 
plates are kept parallel once set up. A new set of measurements of the AI sample were 
performed using this new capacitance cell. The graph of the relative length change as 
a function of temperature is shown in figure 5.15, whilst the graph of the linear 
thermal expansion coefficient of AI is shown in figure 5.16. The data obtained for AI 
by Kroeger and Swenson is also shown in figure 5.16. The measurements obtained 
using the improved cell are in good agreement with those of Kroeger and Swenson. 
The improved capacitance cell proved to give accurate and reproducible results and 
was used on all subsequent measurements. 
guard ri ng 
-
epoxy 
sapcing 
Be/Cu sp rings 
sample 
adjustab 
screw 
le 
V 
,/ 
Rh/Fe 
therm 
--
ometer 
V 
I 
7 
I 
\ 
\ 
" 
'--,-r-J 
r 
11 
11 
11 
n 
I 
I 
/ 
33 n heater 
, 
-~ 
r= 
/ 
I 
~ 
11 
11 
11 
11 
low potential 
electrode 
high potential 
electrode 
G e resistance 
ensor s 
Figure 5.14: The redesigned three-terminal capacitance sample cell, based on the 
design of Hart [\5]. 
Kroeger and Swenson 
• Experimental data 
0.000 - ..• > 
-0.001 -
-0.002 -
o 
---"0 
-0.003 -
-0.004 -
, ... -:" 
• 
. . ~""'-
/' 
'.- ," 
• 
.. 
<' .-
•• 
-0.005 ~----------'I-----------'I-----------'I-----------'I-----------'I----------~ 
o 50 100 150 200 250 
T (K) 
Figure 5.15: Grpah of the relative length change of aluminium obtained using the redesigned capacitance in 
the capacitance dilatometer. The data is plotted compared to the data from Kroeger and Swenson [6]. 
300 
~ 
~ 
~ 
(j 
2.5e-5 
• Kroeger and Swenson 
• Experimental data 
2.0e-5 
1.5e-5 
1.0e-5 
5.0e-6 
O.Oe+O -l""_r!!!!!!!!':.=-----, ____ -.,--____ -,-____ --,-____ ----,-____ --! 
o 50 100 150 
T (K) 
200 250 
Figure 5.16: Graph of the thermal expansion of aluminium obtained by the capacitance dilatometer 
compared with the data obtained by Kroeger and Swenson [6]. 
300 
i 
5.7 References 
[I] J.G. Collins and G.K. White, Prog. Low Temp. Phys. 4 (1964), 450 
[2] T.H.K. Barron. J.G. Collins and G.K. White, Adv. Phys. 29 (1980), 609 
[3] 1.1. Brown, PhD. Thesis (1982), Loughborough University of Technology 
[4] K.J. Britton. PhD. Thesis (1990). Loughborough University of Technology 
[5] A.M. Thompson, I.R.E. Trans. Instrum. 1-7 (1958). 245 
[6] F.R. Kroeger and c.A. Swenson. J. Appl. Phys. 48 (1977), 853 - 864 
68 
[7] J.c. Maxwell. A Treatise on Electricity and Magnetism. Article no.201, 3rd 
edition, Oxford, Clarendon (1904) 
[8] G.K. White, Cryogenics 1 (1961), 151 
[9] M.A. Brown and C.E. Bulleid. J. Ph),s. E: Sci. Instrum. 11 (1978),429 
[10] A.R. Khan, 1.J. Brown and M.A. Brown. J Phl's E: Sci Instrum 13 (1980). 1280 
[11] R. Port and R. Schefzyk, J. Phys. E: Sci. Instrum. 16 (1983),444 
[12] V. Horvatic, J. Gladic, Z. Vucic and O. Milat, Meas. Sci. Technol. 2 (1991),381 
[13] Oxford Instruments, Instruction manual for MD 1 0 dewar 
[14] Blue Chip Technology, PIO-96 Instruction manual 
[15] I. Hart, Ph.D. Thesis (1994). University of Bristol 
69 
6. Studies on the Rare Earth Alloy series RE2Agln 
6.1 Introduction 
6.1.1 Rare Earth Alloy Systems 
The electronic and magnetic properties of rare earth alloys continue to provide 
a source of interesting phenomena for study. In recent years attention has focused on 
Ce- and Yb- based compounds for their heavy fermion and valence fluctuating 
behaviour. However, to try and understand the physics that describes the varied 
properties observed it is often useful to make a systematic investigation of an alloy 
series across all the lanthanides. In this respect, research is frequently carried out 
using an isostructural series of rare earth alloys, where the crystal structure is 
unchanged upon substituting one rare earth element for another. This provides an 
alloy series where the only change from one member to another is in the 4/ electron 
shell. 
In this chapter the results of the investigation of the RE2AgIn alloy series are 
presented. RE2AgIn crystallises in the cubic crystallographic space group Pm3m, 
forming a disordered Heusler structure. Figure 6.1 shows the unit cell of RE2Agln. 
As can be seen from the diagram, the rare earth atoms occupy the (0,0,0) position, 
whilst the silver and indium atoms form a disordered sublattice occupying the ('I2,I!2,I!2) 
position. There has been a fairly large volume of research conducted on the rare earth 
Heusler alloys of composition T2REX, where T is a transition metal and X = AI, In, 
Sn, etc.; for instance, studies on Pd,REln series [I - 3) and Pd,RESn [4 - 8); 
- -
investigations on Ag2REln [9 - 15); and Cu2REln, particularly Cu2Celn [16 - 27). 
There has been less work carried out on alloy series of composition RE2 TX. There 
has been some research performed on a few members of the alloy series RE2Agln, 
notably La2Agln, Ce2Agln, mostly concerning the martensitic phase transition 
observed in these compounds [28 - 31) and the magnetic properties of Gd2Agln [32, 
33). Lal and Methfessel (34) focused on heavy rare earth alloys within the RE2Agln 
···········································1···· 
RE Ao/In b 
Figure 6.1: Unit cell for REzAgIn. Note that the Ag and In atoms form a disordered 
sublattice. 
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series, namely RE = Gd, Tb, Dy, Ho, Er. Tm and Yb, characterising their magnetic 
properties by using a Faraday balance. As part of a wider investigation into the 
properties of rare earth alloys and rare earth magnetism, three members of the 
RE1AgIn series were studied, Tb1Agln, H01AgIn and Er2AgIn, with detailed 
magnetisation measurements being performed using a SQUID magnetometer and 
employing neutron scattering measurements to determine magnetic structures for those 
samples which order magnetically at temperatures above 1.5 K. 
6.1.2 Sample Preparation and Measurements 
To determine the magnetic properties of the chosen compounds, powder 
samples were made using high purity constituent elements obtained from Goodfellows 
and Johnson Mathey. Stoichiometric amounts of the elements were weighed out using 
a Sartorious balance and subsequently melted in an argon arc furnace producing an 
ingot. To ensure the sample was homogeneous throughout the ingots formed were 
flipped over on the hearth and reme1ted several times. Once melted, the samples were 
weighed again to determine the weight loss. The weight losses for the samples were 
0.02% for Tb1AgIn, 0.05% for H02AgIn and 0.04% for Er2AgIn. The ingots were then 
crushed to a fine powder. The powder was passed through a sieve with a mesh size of 
250 Ilm giving a consistent grain size. The homogeneity of the samples produced was 
confirmed using X-ray powder diffraction patterns obtained on an Philips powder 
diffractometer. The diffraction pattern for Er1AgIn is shown in figure 6.2 as an 
example of the pattern obtained from the three samples. Each diffraction pattern was 
refined using the Rietveld analysis package fullprof [35]. All three samples were 
confirmed to be single phase, with lattice constants a = 3.696 ± 0.006 A for Tb2AgIn, 
{/ = 3.657 ± 0.005 A for H01Agln and a = 3.646 ± 0.006 A for Er1AgIn. These values 
agree favourably with those of Lal and Methfessel [34]. 
After obtaining the initial X-ray patterns, J. Crangle used a Quantum Design 
SQUID magnetometer at the University of Sheffield for taking magnetisation 
measurements. Magnetisation measurements were carried out on the samples over 
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magnetic fields from 0 Tesla to 5 Tesla, in steps of 0.5 Tesla. The magnetic field 
could be controlled to within 10.5 Tesla. The sample temperature ranged from 2 K to 
300 K in varying step sizes and controlled to within ±O.O I K. Neutron scattering 
measurements were made on the alloy samples at the Hahn-Meitner Institute in Berlin, 
Germany. The multidetector instrument E3 was used for carrying out the nuclear and 
magnetic structure determinations. The wavelength of the incident neutron beam was 
determined using a Fe powder sample at room temperature and calculated to be 1.24/'" 
Samples were mounted in a vanadium sample can which was located in a variable 
temperature orange-type ILL cryostat. Scans were taken as a function of temperature 
within the region of interest, with the temperature being controlled to within ±0.2 K. 
No external magnetic field was applied throughout the course of the measurements. 
Refinement of the neutron data obtained from the experiments was carried out using 
jitllprof[35]. 
6.1,3 Arrott Plots 
Arrott plots are widely used in the analysis of magnetisation measurements 
[36, 37]. The basis of Arrott plots comes from the Landau theory for phase transitions 
applied to magnetisation. In this the free energy has the form, 
where A and B are coefficients in the expansion of the free energy F. lloH is the 
external magnetic field. Since F is a scalar quantity, only even powers of M can 
appear. The coefficient A is temperature dependent and is related to the magnetic 
susceptibility X, 
X(T)= /A(T) (6.2) 
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B is assumed to be temperature independent. Fa is a term made up from all other 
contributions to F that are not dependent on the magnetisation. If the free energy is 
minimised with respect to M, one obtains 
(6.3) 
Arrott realised that equation (6.3) may be rewritten to resemble the equation for a 
straight line, 
(6.4) 
Arrott plots are obtained by plotting the values of M(H) and H as a function of M2 
against 110%, which should result in a straight line. As the temperature is varied 
the lines in the Arrott plot are displaced parallel to one another. The critical 
temperature for ferromagnetic ordering is defined by the line which passes through the 
origin of the Arrott plot. For temperatures above the critical temperature the lines will 
intersect the x-axis at values of A(T), hence yielding the inverse' susceptibility. Below 
the critical temperature, the lines intersect the positive ,v-axis at values of Ml, giving 
the spontaneous magnetic moment in zero external magnetic field. 
6.2.1 Magnetisatioll Data 
The magnetisation measurements as a function of temperature for H02Agln are 
shown in figure 6.3. Here, cr is the magnetisation per unit mass. The data was plotted 
using the Arrott plots outlined above to obtain the inverse susceptibility. The Arrott 
plots are shown in figure 6.4, whilst figure 6.5 plots the inverse susceptibility derived 
from the Arrott plots as a function of temperature for H02Agln using both 
140 
120 
100 
~ 
";' 80 0> 
~ 
i-
J 
~ 60 t) 
40 
20 
-....... 
-......... -....... 
o 50 100 150 
T (K) 
200 
-e- 0.5 Tesla 
_M- 1.0 Tesla 
---4- 1.5 Tesla 
-\7- 2.0 Tesla 
• 2.5 Tesla 
---®- 3.0 Tesla 
--@- 3.5 Tesla 
-®-- 4.0 Tesla 
~- 4.5 Tesla 
-.- 5.0 Tesla 
250 
Figure 6.3: Graph of the magnetisation of H02Agln as a function of temperature for various applied magnetic fields. 
300 
Figure 6.4: Arratt plots of the magnetisation data for Ho2Agln 
~ 
'7 
Cl 
~ 
'" I-
""") 
~ 
~ 
..... 
1.0 .--------------------------------------------------------------, 
0.8 
0.6 
0.4 
0.2 
0.0 --I"""'-----------,---------,,---------...,----------,----------r------------j 
o 50 100 150 
T (K) 
200 
Figure 6.5: Graph of the inverse susceptibility "X against temperature for Ho2Agln 
250 300 
73 
extrapolations from the low field measurements (0.5 T, 1 T and 1.5 T) and from the 
high field part (4 T to 5 T). At high temperatures both susceptibilities yield identical 
susceptibilities, both being Curie-Weiss with a paramagnetic Curie temperature of 
around 10 K. However, at low temperatures the two susceptibilities are different: the 
high field susceptibility suggests the onset of ferromagnetic ordering below around 10 
K, whilst the low field susceptibility diverges from a simple Curie-Weiss law and 
flattens off without any indication of magnetic ordering. 
The magnetisation data plotted as a function of temperature for Er2Agln is 
shown in figure 6.6. One can see that the magnetisation data for Er2Agln is very 
similar to the data obtained for H02AgIn. Again, the susceptibility data were derived 
from both the low and high field parts of the Arrott plots, giving Curie-Weiss 
behaviour with a small deviation between both high and low field extrapolations, as 
shown in figure 6.7. The magnetisation measurements obatined for Er2AgIn follow 
along similar lines to the data for H02Agln, inasmuch as no magnetic order was 
discernible in the low field magnetisation measurements down to a temperature of 2 
K. 
6.2.2 Neutron Scattering 
The neutron scattering investigations for both H02Agln and Er2Agln used the 
same experimental set-up as the study of Tb2Agln. The diffraction pattern obtained 
for H02Agln at 2 K is shown in figure 6.8 and at 100 K and figure 6.9. The 
corresponding patterns for Er2Agln are shown in figures 6.10 and 6.11. As with the 
magnetisation data, the neutron scattering measurements carried out at the HMI did 
not show any indications of magnetic ordering down to a temperature of 2 K. Using 
fullprof, the nuclear structure was refined for both samples at 2 K gi ving lattice 
constants of a = 3.650 ± 0.005 A for H02Agln and a = 3.641 ± 0.004 A for Er2AgIn. 
Both lattice parameters are in good agreement with literature [34]. 
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6.3 Measurements of Tb2Agln 
6.3.1 Magnetisation Measurements 
Figure 6.12 shows the magnetisation of Tb2Agln as a function of temperature 
for various applied magnetic fields. Figure 6.13 shows magnetisation as a function of 
temperature in the region below 100 K. There is a peak in the magnetisation which 
indicates a transition to antiferromagnetic order with a Neel temperature of 63 K. The 
magnetisation as a function of applied magnetic field for various temperatures is 
shown in figure 6.14. The ordered magnetic moment was determined to be 
fl;;~ = 7.09fl B at 2 K in a field of 5 Tesla. Figure 6.15 shows some Arrott plots for 
data above the transition temperature. Above the transition temperature there is Curie-
Weiss behaviour with a paramagnetic Curie temperature of 71.5 K. The effective 
Bohr magneton number obtained from the susceptibility is Pelf = 14.38fl B per formula 
unit. This should be compared with the free ion value of 9.72fl B per Tb atom, with 
two atoms per formula unit. As the temperature decreases, the sample undergoes a 
magnetic phase transition to an antiferromagnetically ordered state. The maximum in 
the magnetisation as a function of temperature which indicates this transtition is 
observed to shift to lower temperatures as the applied magnetic field increases, as 
shown in figure 6.13. Whilst the maximum is around 60 K at I Tesla, the magnetic 
field renormalises the maximum to around 35 K at a field of 5 Tesla. The magnitude 
of the shift in the maximum, approximately 30 K over 5 Tesla, is unusually large. The 
renormalisation of the transition is discussed further in section 6.4.2. 
6.3.2 Neutron Measurements 
Neutron diffraction patterns for Tb2Agln were taken at various temperatures in 
the range 2 K to 100 K. The diffraction pattern at 100 K is shown in figure 6. 16. The 
nuclear structure was detennined using scans taken above the transition temperature. 
From refining the data usingfllllprof it was confirmed that Tb2Agln had the Pm3m 
crystallographic structure. Below the Neel temperature additional Bragg reflections 
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are seen In the neutron data obtained for Tb2Agln as a result of the onset of 
antiferromagnetic order. Figure 6.17 shows the diffraction pattern at 64 K, just below 
the transition. These additional peaks can be indexed using a magnetic propagation 
vector of (0, 0, '/2). The refinement indicates that the magnetic moments are oriented 
perpendicular to the magnetic propogation vector. The neutron data obtained at I K. 
shown in figure 6.18, was refined and an ordered magnetic moment of 8.00 ± 0.14 IlB 
per Tb atom was obtained. The lattice parameter was determined to be a = 3.669 ± 
0.002 A at 2 K, in good agreement with reported values [34]. Using the refined 
magnetic moments plotted as a function of temperature, as in figure 6.19, the ordered 
magnetic moment at zero temperature is calculated to be 11 Tb = 8.011 s. This is slightly 
smaller than the free ion value of 91ls. 
6.3.3 Thermal Expallsioll Measuremellts alld the Griilleisell Parameter 
The thermal expansion of Tb2Agln was measured with l.W. Taylor over the 
temperature range 10 K to 300 K. Three experimental runs were made: two with 
temperature steps of 5 K per data point over the entire temperature range, with a third 
experimental run covering the temperature range 4 K to 120 K in steps of 2 K per data 
point. Figure 6.20 shows the relative length change of Tb2Agln as a function of 
teinperature, with the relati ve length change of copper shown for comparison. The 
linear thermal expansion coefficient, a, is plotted as a function of temperature in 
figure 6.21. In both figures the data from the three experimental runs has been 
combined. There is a transition at 60 K which corresponds to the onset of magnetic 
ordering observed in the magnetisation and neutron scattering measurements. This is 
perhaps most clearly seen in figure 6.21 where a pronounced peak occurs in the 
expansion coefficient. The values of the expansion coefficients were fitted using 
polynomial expansions for two temperature ranges, 2 K to 35 K and 80K to 300 K. 
The refined coefficients of the polynomials for Tb2Agln are given in table 6.1. 
M.l. Parsons has measured the specific heat of Tb2Agln [38], the graph of 
which is shown in figure 6.22. The transition corresponding to the magnetic ordering 
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80 90 100 
2K<T< 35K 
ao -2.306181762 x 10-5 
al 5.045214659 x 10-6 
al -4.202953570 x 10-7 
a3 1.866947956 x 10"9 
14 -3.057375182 x 10-10 
as 2.097175518 x 10-" 
80K < T < 300K 
ao 3.322890931 x 10-5 
a1 -7.101175383x 10-7 
al 8.495645947 x 10-9 
a3 -4.740566577 x 10-11 
14 1.258506689 x 10-13 
as -1.285240395 x I 0-13 
Table 6.1: Polynomial coefficients obtained for the thermal expansion of Tb1AgIn. In 
both temperature regions a fifth order polynomial was used to fit the experimental data. 
The region between 35K and 80K was not fitted. 
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is observed as a peak at 56 K. The phonon and magnetic contributions are indicated. 
With the phonon contribution to the specific heat and the thermal expansion 
coefficient known, together with the lattice parameter at low temperatures (and hence 
over the temperature range of interest using the data for relative length change), it is 
possible to make an estimate of the Grlineisen parameter for Tb2AgIn. The exact 
value cannot be determined without accurate data on the adiabatic or isothermal 
compressibilities or bulk moduli. However, as is the case with the specific heat and 
the thermal expansion, it will be approximately constant at temperatures of the order 
of the (3 D and hence one would expect the value of YX 5 to be approximately constant 
at temperatures comparable with (3 D' The graph of YX 5 against temperature for 
Tb2AgIn is shown in figure 6.23 showing the approximate constant nature of YX s. 
With compressibilities being typically of the order of 10,11 Pa· l, the high temperature 
limit of Y would be somewhere close to unity. This is a value consistent with those 
found for other materials (c.t'. Table 6.1 in Ban'on et al [39]). 
At lowest temperatures, with T « (3 D' the lattice Grlineisen parameter is 
more difficult to calculate, since in order to find the lattice contribution to the thermal 
expansion requires accurate thermal expansion data extending down below 10 K. It is 
possible to use the power series coefficients listed in table 6.1 to make such an 
estimate, however as the data in this experiment does not extend to below 10 K there 
is room for uncertainty. From neutron diffraction experiments, the lattice parameter 
for Tb2AgIn at 2 K is a = 3.669 A. This gives a unit cell volume of V = 49.390467 
Al. This is used as an approximation for the unit cell volume at 0 K, Vo' MJ. Parsons 
assumed a functional form of the specific heat [38] 
(6.5) 
and using a least squares fit of the data below 8 K gives b = 1.77 ± 0.03 mJ K,4 mOrl. 
With the coefficient corresponding to the cubic term in the thermal expansion power 
series A) = 1.867 x 10-9 ± 0.452 x 10-10 , one can find the low temperature lattice 
Grlineisen parameter from (equation 4.3 in [39]) 
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(6.6) 
and hence, one obtains y 0 X S ~ 2.85. Again, this requires accurate data for the 
compressibility at low temperatures in order to be really meaningful. 
The magnetic Grlineisen parameter is much more difficult to calculate or 
estimate from these measurements. One reason for this is the lack of thermal 
expansion measurements of a "phonon blank" such as La2Agln. Without this, it is not 
possible to accurately separate the lattice and magnetic contributions to the thermal 
expansion coefficient, thereby making the determination of the magnetic Grlineisen 
parameter difficult. 
6.4 Discussion 
6.4.1 Magnetism in Tb~gln 
The renormalisation of the antiferromagnetic transition in Tb2Agln. whilst it is 
to be expected when a magnetic field is applied, is experimentally found to be 
unusually large in magnitude considering the strong antiferromagnetic interactions as 
measured by the value of T N. The shift is of the order of 30 K on the application of an 
external magnetic field of 5 Tesla .. The renormalisation of T N is expected to be a 
quadratic function of the applied magnetic field from a consideration of symmetry. 
Figure 6.24 shows the plot of the temperature for which the magnetisation is at its 
maximum against the square of the applied magnetic field. The graph also shows a 
straight line regression of the data. If the data are extrapolated one finds the 
antiferromagnetic transition can be supressed at T = 0 K by applying a magnetic field 
of around 7.7 Tesla. 
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The magnetisation measurements below the Neel temperature are much more 
complicated than those above the transition. This is shown in figure 6.25 where the 
Arrott plots of the magnetisation data below T N are plotted. The Arratt plots are no 
longer straight lines as seen in the high temperature data, but are curved. Therefore, to 
understand the physics describing the samples requires a more detailed analysis. One 
approach is to use a mean field model. Such a model is often used as a starting point 
for describing the magnetic properties. 
For an antiferromagnetic alloy for which the magnetic properties are 
determined by the thermal variation of magnetic moments of fixed magnitude and 
interacting via some interaction (for example the RKKY interaction), the free energy 
can be expressed as, 
where L is the antiferromagnetic order parameter and M is the ferromagnetic moment 
induced by the external magnetic field H. Minimisation of the free energy with 
respect to the paramters M and L gives, 
(6.8a) 
(6.8b) 
For there to be an antiferromagnetically ordered state at low temperatures and a 
paramagnetic state at high temperatures, the coefficients C, C and 1i are taken to be 
constants and the coefficients A and a are assumed to be temperature dependent, 
usually of the form, 
(6.9a) 
(6.9b) 
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T c is the ferromagnetic Curie ordering temperature and T N is the antiferromagnetic 
ordering temperature. Ao and aD are constants which are assumed to be temperature 
independent. Magnetic order occurs whenever, on decreasing temperature. the A or a 
coefficient goes to zero. The higher of the two ordering temperatures determines the 
magnetic order which is realised at low temperatures. 
In the paramagnetic region the mll1lmUm of F is found by setting L = 0 in 
equation (6.8). From equation (6.Sa) one finds that the ferromagnetic moment induced 
by the magnetic field follows the relation for the Arrott plot formalism, 
o A I H M- =--+--
C CM 
(6.10) 
Within the magnetically ordered regIOn the antiferromagnetic moment has 
been resolved by neutron scattering measurements given earlier. Within a mean field 
approach the size of L is found from equation (6.4b), giving 
L(T) = ~ _ a:T) (6.1 I) 
The (I coefficient is assumed to be dependent on temperature, whilst c is a constant. If 
one plots the experimentally determined magnetic moment for neutron measurements 
as a function of temperature and, using the extrapolated value of SIlB determined in 
section 6.2.2 to fix the value of c, the value of L determined from equation (6.11) one 
obtains the graph shown in figure 6.26. It is clear that the temperature dependence of 
L is not well represented by this model. 
The mean field model outlined above may be useful as a first step 111 
attempting to provide a description of the physics in Tb2AgIn, but it falls short of 
providing an adequate explanation. Other factors, such as crystal field effects. are not 
taken into account. 
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6.4.2 Lack of Maglletic Trallsitiolls ill Ho~glll alld Er~glll 
In considering the magnetic properties RE2Agln series. one can use de Gennes 
scaling as a means of predicting the transition temperatures of the series based on the 
measured value of 63 K for Tb2AgIn. It is nothing more than a rough guide. however. 
because of simplifications in developing the model, as described in chapter two. The 
predicted transition temperatures for the heavy rare earth members of the series are 
given in table 6.2. For comparison the data obtained by Lal and Methfessel is also 
given [34]. In the present work, no measurements have been performed on Gd2AgIn 
and DY2AgIn. De Gennes scaling predicts transition temperatures for both H02AgIn 
and Er2AgIn. Yet magnetisation and neutron measurements on the samples failed to 
find any magnetic moment down to 2 K. Lal and Methfessel, however. found 
transitions in both H02Agln and Er2AgIn, which they concluded were both 
ferrimagnetic with transition temperatures of 24 K for H02Agln and 22 K for Er2AgIn. 
The transitions observed by Lal and Methfessel would seem to follow de Gennes 
scaling reasonably well. Considering the present magnetisation and neutron 
measurements conducted on the samples, it is likely that both H02AgIn and Er2AgIn 
are nonmagnetic down to 2 K, that is to say, no magnetic transitions are observed 
down to 2 K in either the magnetisation measurements or the neutron diffraction 
patterns. From the neutron diffraction patterns it is apparent that there is no change in 
crystal structure down to 1.5 K. Hence, with the crystallographic space group 
remaining constant it is not possible for the lack of magnetic ordering to be caused by 
a structural phase transition. At the present time it is not possible to explain the 
discrepancy between the present work and the previous work of Lal and Methfessel. 
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7. Investigation of the REPtIn Alloy Series 
7.1 Introduction 
In recent years, there has been a large number of equiatomic intermetallic 
compounds reported in the literature, of general composition RETX (RE = rare earth, 
T = transition metal, X = AI, Si, Ga, Ge, In, Sn) [I - 6]. These compounds are seen to 
crystallise in a number of crystal structures, with Pllma (TiNiSi), P62m (Fe2P or 
ZrNiAI) and P6 3 mmc (CeIn2) being fairly common. As with the rare earth based 
Heusler alloys described at the start of the previous chapter, much of this work has 
concentrated on the Ce- and Yb- based compounds [7 - 20] because of their interesting 
electronic and magnetic properties, such as heavy fermion behaviour [12, 15, 16], 
Kondo effects [11, 17 - 20], valence fluctuations [13, 14], etc., associated with the 
behaviour of the 4f electron states of the lanthanide ion. Hulliger has made a 
systematic study of the series REPdAI (Ln = Ce, Pr, Nd, Srn - Er, Tm, Lu) [21, 22], 
with space group P62m, characterising the structural and magnetic ordering in the 
series, observing ferromagnetic ordering for DyPdAI and HoPdAI, but 
antiferromagnetic ordering for TbPdAI. Gibson et al [23] have carried out a similar 
investigation on the samples LnAgGe (Ln = Y, Srn, Gd - Lu), which also crystallise 
with space group P62m, and found antiferromagnetic ordering for GdAgGe (T N = 
13K) and ErAgGe (TN = 3.3K) and ferromagnetic ordering for DyAgGe (Tc = 14K). 
Ehlers and Maletta [24] determined the magnetic order in both TbNiAl and TbCuAl 
and found marked differences in substituting Cu for Ni. Whilst they found that 
TbCuAI orders ferromagnetically at T c = 51 K, TbNiAI has a more complex ordering 
with a Neel temperature of T N = 47K. Following on from this, Ehlers and Maletta 
have recently extended their studies of RENiAI with a neutron investigation of 
PrNiAl, DyNiAl and HoNiAI [25]. 
In this chapter the results of the investigations of the rare earth alloys of the 
series REPtIn series are presented. This alloy series crystallises in the crystallographic 
space group P62m. The lattice positions and unit cell are shown in figure 7.1. The 
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Figure 7.1: Crystallographic unit cell for the REPtln alloy series 
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RE atoms all lie on the z = '/2 plane, along with some Pt atoms, whilst the remainder of 
the Pt atoms and the In atoms lie on the z = 0 plane and form a nonmagnetic plane of 
atoms between RE atom planes. The RE atoms are arranged in a triangular pattern. 
This can be seen in figure 7.2(a) where the z = Y2 plane is extended over several unit 
cells. The nearest neighbours form triangles which are connected to one another 
forming an infinite network over the entire plane, whilst the next nearest neighbours 
(as indicated by dotted lines on the diagram) also form triangles, but now distinct 
disconnected entities. The triangular network of RE atoms resembles a distorted 
Kagome lattice. A perfect Kagome lattice is shown for comparison in figure 7 .2(b). 
Such a triangular arrangement of RE atoms will give rise to geometrical frustration of 
the magnetic moments for antiferromagnetic interactions. This is illustrated, for 
example, in figure 7.3 where the nearest neighbours have magnetic moments which 
align along the c-axis. For antiferromagnetic interactions with one moment pointing 
along the positive c-axis and another along the negative c-axis, the third moment in 
the unit cell is frustrated. Aligning itself with either of the other two magnetic 
moments will produce a non-zero moment and hence an overall ferromagnetic 
moment on the unit cell. One outcome of this is the possibility of the magnetic lattice 
sites now become crystallographically inequivalent with the moments on each 
magnetic atom being different for the different sites. 
The samples were prepared usmg stoichiometric amounts of the constituent 
elements in an argon arc furnace in the same manner described in section 6.1.2. X-ray 
diffraction patterns were obtained for each prepared sample to confirm the correct 
crystal structure. Figure 7.4 shows the X-ray diffraction pattern obtained for TbPtIn. 
7.2 Magnetisation Measurements of REPtIn 
Magnetisation measurements were agam performed by J. Crangle on the 
SQUID magnetometer at the University of Sheffield. Magnetisation measurements 
were performed on powder samples of REPtIn (RE = La, Ce, Nd, Gd - Er, Lu) over the 
temperature range 2 K to 300 K and in magnetic fields from 0.5 Tesla to 5 Tesla. 
(a) 
(b) 
:~­
.... i "-
, 
Figure 7.2: (a) Diagram showing a section through the REPtln unit cell highlighting 
the triangular arrangement of the RE atoms within the z = Y2 plane. (b) As a 
comparison to (a), a diagram of the Kagome lattice. 
c-axls 
2 
1 
Figure 7.3: An example of frustration for antiferromagnetic interactions on a 
triangular lattice. In this example, the magnetic moments align along the c-axis. The 
interaction between atoms I and 2 is antiferromagnetic. However, if atom I aligns 
along the positive c-axis and atom 2 along the negative c-axis, then atom 3 will try to 
satisfy the interactions with both I and 2, giving a frustrated moment on atom 3. 
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Figure 7.4: X-ray pattern obtained for a member of the REPlIn alloy series, in this case TbPtln. 
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7.2.1 LaPtJll, LuPt11l alld CePtlll 
From the magnetisation measurements for LaPtIn and LuPtln both samples are 
found to be nonmagnetic, as one would expect considering the lack of 4f electrons in 
La and the full shell of 4/ electrons in Lu. Figures 7.5 and 7.6 show the magnetisation 
as a function of temperature for LaPtIn and LuPtln respectively. 
CePtIn has been studied extensively in the past [17, 26 - 28]. Previous 
investigations have shown CePtIn to be a nonmagnetic heavy-fermi on compound. The 
magnetisation measurements of this present study confirm the nonmagnetic nature of 
CePtln. This is most easily seen if one considers the Arrott plots for CePtln, as shown 
in figure 7.7. None of the isotherms extrapolate back onto the positive (J 2 axis, 
indicating the lack of a spontaneous magnetic moment at low temperatures. The graph 
of the inverse susceptibility as a function of temperature is shown in figure 7.8. The 
behaviour is Curie-Weiss, with a paramagnetic Curie temperature e p = - 95 K and an 
effective paramagnetic moment pr;; = 2.58 llB' both of which are in fairly good 
agreement with reported values. 
7.2.2 GdPtJll alld DyPtJll 
From the magnetisation measurements, both the samples GdPtln and DyPtln 
are found to order ferromagnetically with transition temperatures of T c = 89 K for 
GdPtIn and Tc = 38 K for DyPtIn. The magnetisation as a function of applied field for 
various temperatures is shown for GdPtln in figure 7.9 and for DyPtln in figure 7.10, 
whilst Arrott plots for both samples are shown in figures 7.11 and 7.12 for the Gd and 
Dy compounds respectively. Extrapolating from the Arrott plots one finds that within 
the paramagnetic region there is Curie-Weiss behaviour in both samples, yielding 
paramagnetic moments of Pr: = 6.82 llB and p;jJ = 9.l6 llB' These have to be 
compared with the expected values of gadolinium, Peff = 7.94 II B' and dysprosium, 
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Pelf = 10.62 !lB' Plots of the inverse susceptibility against temperature for GdPtln 
and DyPtln are shown in figures 7.13 and 7.14 respectively. The spontaneous 
ferromagnetic moments for the two alloys are obtained from an extrapolation to zero 
temperature from the magnetisation as a function of field in figure 7.9 and figure 7.10. 
The moments are !l?'~ = 4.66 !l B for the Gd compound and !l?:: = 4.34 !l B for the 
Dy compound, as compared the expected values of g J J !l.«1I = 7 !l B for Gd and 
!l.wr = 10 !l B for Dy. 
7.2.3 NdPtIn, HoPtIn and ErPtIn 
The behaviour of the magnetisations of NdPtln, HoPtln and ErPtln are very 
similar to those of GdPtln and DyPtln. Figure 7.15 shows the graph of the 
magnetisation of NdPtln as a function of temperature for various applied fields. At 
high temperatures the paramagnetic behaviour follows a Curie-Weiss law, as shown in 
figure 7.16, with a paramagnetic Curie temperature of 17 K, and an effective 
paramagnetic moment of pr:} = 3.6 !l B' Ferromagnetic ordering occurs at an ordering 
temperature of T c = 16 K. The ordered moment is determined to be 1.7!lB at 2 K, to 
be compared with !l.«1I = 3.27 !l B for Nd. 
Figure 7.17 shows the magnetisation as a function of temperature for HoPtln. 
Ferromagnetic ordering is observed with a Curie temperature T c = 32 K. At high 
temperatures the behaviour is Curie-Weiss with a paramagnetic Curie temperature of 
32.3 K and an effective paramagnetic moment of 8.75 !lB' This value has to be 
compared with the effective paramagnetic moment expected of 10.6 !lB for Ho. The 
inverse susceptibility against temperature is plotted in figure 7.18. 
ErPtln is similar in behaviour to HoPtln. The magnetisation as a function of 
applied magnetic field for various temperatures is shown In figure 7.19. 
Ferromagnetic ordering is observed below T c = 38 K, whilst in the paramagnetic 
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region the behaviour is Curie-Weiss with a paramagnetic moment of p !;r) = I 1.33~ B 
and a paramagnetic Curie temperature of Bp = 36.9 K. The magnetisation as a 
function of temperature for various applied fields is shown in figure 7.20, whilst the 
inverse susceptibility against temperature is shown in figure 7.21. 
7.2.4 TbPtlll 
The alloy TbPtln orders antiferromagnetically with a Neel temperature of T N = 50 K. 
Figure 7.22 shows the magnetisation of TbPtln as a function of temperature for 
various applied fields. As one can see from the magnetisation data a pronounced 
maximum is observed in the data around 50 K indicating the onset of ordering. Above 
this, the reciprocal susceptibility, plotted in figure 7.23, shows Curie-Weiss behaviour 
with a paramagnetic Curie temperature Bp = 49.5 K. Within the paramagnetic state the 
effective paramagnetic moment was found to be p;;b) = 8.31~ B' as compared to 
p;;:"'Y = 9.72~ B' However, looking at the magnetisation as a function of field, as 
shown in figure 7.24, one finds a rather complicated behaviour. At low temperatures a 
step-like structure forms in the magnetisation. This is most clearly seen for the 
magnetisation data obtained at 2 K. This sort of complex behaviour is indicative of a 
competition between magnetic interactions and the geometric frustration, which can be 
partially lifted by the application of an external magnetic field. 
7.3 Neutron Diffraction Studies on REPtIn (RE = Nd, Tb, Ho and 
Er) 
7.3.1 NdPtbz, HoPtlll alld ErPtlll 
Neutron diffraction patterns were carried out on powder samples of NdPtln on 
01 B by B. Ouladdiaf at the Institute Laue Langevin in Grenoble, France. The 
diffraction pattern for NdPtIn at T = 1.5 K is shown in figure 7.25 with the pattern for 
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T = ISO K being given in figure 7.26. From the refinement of the patterns obtained it 
becomes apparent that the ordering in NdPtIn deviates from a simple ferromagnet. 
The refinement of the low temperature diffraction pattern of NdPtIn was produced by 
refining the magnetic structure by assuming that the moments were slightly canted. 
This gives rise to a non-collinear ferromagnetic structure with a ferromagnetic 
component aligned along the c-axis, and with a small antiferromagnetic component in 
the hexagonal plane, producing a triangular arrangement of the antiferromagnetic 
components. The refined moment was determined to be 1.8J..l B along the c-axis and 
0.35J..l B in the plane at a temperature of 1.5 K. The orientation of the magnetic 
moments in the NdPtIn unit cell is shown in figure 7.27. 
Neutron diffraction patterns for ErPtln were obtained during experiments at the 
Hahn-Meitner Institute on instrument E3. The diffraction patterns obtained for the 
sample confirms ferromagnetic ordering in ErPtIn at the lowest temperatures. 
Diffraction patterns for ErPtIn above and below the Curie temperature are shown in 
figure 7.28 and 7.29. The refinement of the magnetic structure was performed using 
the same non-collinear ferromagnetic structure used for NdPtln. This gives a better fit 
to the observed data than a simple ferromagnet with the non-collinear structure having 
a l value of 3.95 as compared to a X2 of 6.26 for the simple ferromagnet. The 
ordered magnetic moment obtained during refinement of the magnetic structure is 
plotted as a function of temperature in figure 7.30. From these neutron measurements 
of ErPtIn a discrepancy between the SQUID data and the neutron data arises. The 
ordered moment as derived from neutron diffraction indicates an ordering temperature 
Te = 16 K, which does not correspond to the 38 K ordering temperature found in the 
SQUID measurements. 
The magnetic structure obtained for HoPtIn is somewhat more complicated 
than that of NdPtIn or ErPtIn. The diffraction patterns for HoPtIn at lowest 
temperatures show additional peaks which suggest some antiferromagnetic coupling 
occurring at low temperatures. This can be clearly seen in the diffraction patterns 
obtained for HoPtln at T = 2 K as shown in figure 7.31, T = 15.9 K in figure 7.32, and 
T = 36 K in figure 7.33. From the diffraction experiment on HoPtln, two magnetic 
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phases exist. The first magnetic phase encountered below Tc = 32 K is the non-
collinear ferromagnetic ordering observed in NdPtIn and ErPtln occurs with the 
ferromagnetic component aligned along the c-axis and antiferromagnetic components 
in the hexagonal plane. At lowest temperatures, below around T = 8 K, there is a 
modulation of the moment along the c-axis which can be indexed using a propagation 
vector of (0, 0, Y2). This gives rise to the extra peaks observed in the diffraction 
pattern at 2 K. 
7.3.2 TbPtln 
Neutron diffraction patterns for TbPtIn were taken at the Hahn-Meitner 
Institute. As with HoPtIn and ErPtIn the neutron wavelength was 2.44 A. The 
diffraction patterns for TbPtln show extra peaks at low temperatures indicating 
antiferromagnetic ordering below the Neel temperature. This can be seen in figures 
7.34 and 7.35 where diffraction patterns obtained for TbPtIn below (figure 7.34) and 
above (figure 7.35) the Neel temperature are shown. Using fullprof the indexing of 
these magnetic peaks can be determined using a propagation vector of ('/2, Y2, Y2). So, 
as antiferromagnetic order sets in the unit cell is doubled along all three 
crystallographic axes. Usingfullprof, the magnetic moments were found to align in a 
similar triangular arrangement as those of HoPtIn, with the moments producing an 
antiferromagnetic component along the c-axis as well as the in-plane 
antiferromagnetic arrangement seen previously in HoPtIn. 
In investigating the magnetic structure of TbPtln the magnetic peak at 26 -
34°, corresponding to the coincident (Yz ,-7i ,- 7i), (Yz,-7i, 7i), (Y2 ,- Yz, 7i) , 
(Y2 ,- Yz ,- Y2) reflections could be refined in position but the intensity calculated by 
fitllprofwas only half of the observed intensity. This is puzzling considering the good 
fit obtained for the other peaks, as can be seen in the neutron diffraction pattern 
obtained at 2 K in figure 7.34. As the fullprof package does match the position of this 
magnetic peak with magnetic reflections, it is difficult to explain the discrepancy in 
'U) 
0. 
~ 
c 
·iii 
c 
Q) 
C 
7000 
6000 , 
5000 
4000 
3000 
2000 
. . ~ 
1000 .' 
0 
11 
11 
10.0 20.0 30.0 
; 
" 
" 
40.0 50.0 
2-theta 
" 
, 
. 
I 
I 
III I1 
60.0 
I 
I1 11 
I 
I 
I 
" 
70.0 
'" 11 1111 
Figure 7.34: The neutron diffraction pattern ohtained for TbPtln at T = 2K, showing an antifcrrolllagnetic structure. 
6000r-----------------------------------------------------------------, 
5000 
4000 
3000 
Ul 
Q. 
.!:!. 
£ 2000 
..... Ul .. • 
• c .. ,.11. .
ID '. t. t + .. 
• ' . 
, 
c . . . J. 
• 
, 
1000 \\1" 
0 
I I 
I I 
11 11 
" I " 
00 
10.0 200 30.0 40.0 50.0 60.0 70.0 
2-theta 
Figure 7.35: Diffraction pattern for ThPtln for T = 58K, ahovc the ordering temperature. 
90 
intensity. What is more, this discrepancy occurs over the temperature range up to the 
Neel temperature, consistently matching in position but not in intensity. 
7.4 Thermal Expansion Measurements of TbPtIn 
The TbPtIn system shows interesting magnetic behaviour at low temperatures 
and was chosen as a suitable candidate for thermal expansion measurements. A 
sample of TbPtln of length 24.70 mm was made using the argon arc furnace, with the 
ends spark eroded to achieve parallel faces. The determination of the thermal 
expansion of the alloy was carried out over 10 K to 300 K, with a transition expected 
around 50 K. Figure 7.36 shows the graph of dill as a function of temperature for 
TbPtln. The linear thermal expansion coefficient derived from this is shown in figure 
7.37. From figure 7.37 it can be seen that there is a large negative thermal expansion 
between 40 K and 125 K, with two minima in the well of the minimum. One 
minimum occurs at 55 K whilst the second minimum appears at 74 K. Figure 7.38 
shows the linear thermal expansion of TbPtln measured over the temperature range 40 
K to 85 K highlighting the complex structure with two minima. The first minimum at 
55 K corresponds with the onset of antiferromagnetic ordering observed in the SQUID 
measurements and neutron diffraction experiments. No other transition is observed in 
the magnetisation measurements or neutron diffraction which coincides with the 
second minimum observed in the expansion data at 74 K. 
The high temperature thermal expansion, for T > 100 K, can be described by a 
polynomial in T, 
(7.1 ) 
For temperatures below 40 K, a fifth-order polynomial was again used. The 
polynomial coefficients for both temperature regions are given in table 7.1. Both fits 
to the experimental data are shown for comparison in figure 7.37. The peak structure 
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T < 40 K 
ao -1.289235687 x 10-4 K- I 
al 3.058730543 x 10-Q K-2 
a2 -2.958958487 x 10-8 K-) 
a3 1.470375546 x 10-10 K-4 
a4 -3.653699977 x 10- 13 K-5 
as 3.593797349 X 10-16 K-6 
T> 100 K 
ao -1.751442405 X IO-s K- I 
a l 3.354472634 x IO-Q 'K-2 
a2 -2.953761977 x 10-7 K-) 
a3 1.378760120 x 10-8 K-4 
a4 -3.069910024 x 10-10 K-5 
a5 2.497923082 X 10-12 K-Q 
Table 7.1: Table of the polynomial coefficients derived for the linear thermal 
expansion of TbPtln, based on a fifth order polynomial in T. 
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is much more complicated and no suitable polynomial or function has been found that 
will adequately agree with the experimental data. 
7.5 Discussion 
The magnetic properties of the members of the REPtIn alloy senes vary 
significantly as one progresses through the alloys series. Although the use of de 
Gennes scaling does not yield the correct nature of the magnetic ordering throughout 
the series, the transition temperatures of the alloys are predicted fairly well using the 
de Gennes scaling law. This is illustrated in table 7.2 where the observed and 
predicted transition temperatures are listed for each member of the alloy series studied. 
The transition temperature for ErPtIn is derived from the neutron scattering 
investigation after the discrepancy between the SQUID magnetisation measurements 
and the results of the neutron diffraction experiment. Neutron scattering 
measurements for NdPtIn, HoPtIn and ErPtIn indicate a non-collinear magnetic 
strucrure below rhe respective transition temperatures. HoPtln also has a second 
magnetic structure at lowest temperatures, with a modulation of the moment along the 
c axis. 
TbPtln is very different from the other samples studied. The magnetisation 
measurements show that a complex magnetic structure exists on applying a magnetic 
field. The thermal expansion shows a large negati ve thermal expansion between 40 K 
and 125 K. It is not clear why there is such a large negative thermal expansion. One 
possibility lies with the hexagonal lattice since it is basically anisotropic, with a 
difference in the a and c axes. At low temperatures, the magnetic moments of Tb 
align parallel and antiparallel to the c axis. From neutron measurements one can see 
that there is a difference in the dill for the a and c axes. This is shown in figure 7.39 
where dill is plotted as a function of temperature for TbPtIn. No measurements were 
carried out above 86 K except for the X-ray analysis taken at room temperature. The 
lattice constants obtained from the X-ray pattern have been used for a293 and c 293 . 
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daJao 
dc/co 
dVNo 
100 
REPtln magnetic Te (K) TN (K) de Gennes predicted 
ordering factor temperature (K) 
La nm - - 0 -
Ce nm - - 0.1786 1.0 
Pr - - - 0.8000 4.6 
Nd F 17 - 1.8409 10.5 
Pm - - - 3.2000 18.3 
Sm - - - 4.4643 25.5 
Eu - - - 0 -
Gd F 90 - 15.7500 90 
Tb AF - 50 10.5000 60 
Oy F 38 - 7.0833 40.5 
Ho F 33 - 4.5000 25.7 
Er F 16 - 2.5500 14.6 
Tm - - - 1.1667 6.7 
Yb - - - 0.3214 1.8 
Lu nm - - 0 -
Table 7.1: Table showing the observed transition temperatures and the nature of the 
magnetic ordering for the REPtln alloy series, together with the predicted transition 
temperatures based on de Gennes scaling using the transition temperature of GdPtln as 
a fix point for the predicted temperatures. 
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The variation in dill for a and c are markedly different, with the biggest variation 
occurring in the lattice constant c. 
The investigation of the REPtln alloy series described in this chapter have only 
just begun to characterise the interesting properties of the alloy series. To understand 
the physics which describes the series will require further detailed study of the alloy 
senes. 
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8. Conclusions and Suggestions for Further Work 
8.1 Conclusions 
In drawing conclusions on the measurements performed and described in this 
thesis, it is worth remembering that no project like this is ever complete and that a new 
set of measurements, be it specific heat or inelastic neutron scattering, may provide a 
further understanding of the physics involved or may throw up some new or 
unexpected phenomena. This thesis has been concerned with investigating the 
magnetic and lattice properties of the rare earth alloy series REPtIn and RE2Agln. 
One finds a marked difference in the magnetic properties as one progresses through 
both the alloy series. 
In the REPtln alloy series whilst the temperature at which ordering occurs can 
be described fairly well using de Gennes scaling, the type of ordering varies, with 
CePtIn being nonmagnetic, whilst TbPtln is antiferromagnetic and the other samples 
studied showing ferromagnetic behaviour. The alloy series, apart from CePtIn, would 
seem to follow de Gennes scaling. TbPtIn is perhaps the most interesting sample in 
this series. The antiferromagnetic ordering has a complicated field dependence at low 
temperatures. One might explain this in terms of the triangular arrangement of Tb 
atoms giving rise to a frustration of magnetic moments. There is also a large negative 
thermal expansion coefficient at temperatures below 150 K which is most perplexing 
and needs to be studied in more detail. 
In the RE2AgIn alloy series, the lack of any observed magnetic ordering in 
H02AgIn and Er2AgIn down to lowest temperatures was surprising. This was contrary 
to previous investigations and the lack of ordering in both samples cannot be readily 
explained. The Tb2AgIn sample shows antiferromagnetic ordering, but the ordering 
shows a large renormalisation on applying an external magnetic field. A mean field 
model has been used to try and describe the nature of the magnetic ordering in the 
Tb2AgIn sample. It is a first step to providing a description of the physics of the 
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sample, but the model needs to be refined further if it is to furnish an adequate 
description of the magnetic ordering in Tb2Agln. 
This project has also been concerned in part in developing the three terminal 
capacitance dilatometer for use at low temperatures. This has involved setting up the 
experimental apparatus and writing an automation program to perform the experiment. 
Though there have been some difficulties, notably with the irreproducibility of the 
sample cell, the system now performs well and has been used to characterise some 
members of the two alloy series, with the thermal expansion coefficients of TbPtln 
and Tb2AgIn been determined over the temperature range 10 K to 300 K. There is 
room to develop the experimental apparatus still further. 
8.2 Suggestions for Further Work 
Due to the restrictions of time, it was not possible to perform a number of 
experiments on the alloy series presented. Further experiments would be helpful in 
trying to understand the physics underlying the interesting properties observeQ 
Hopefully, these can be achieved in the not too distant future. Some of the possible 
directions a continuation of the project would take are outlined below. 
The interesting magnetic ordering in both Tb2Agln and TbPtIn should be 
investigated more fully. Whilst neutron measurements with an applied field have been 
performed on TbPtln at the Hahn-Meitner Institute, similar measurements are required 
for Tb2Agln in order to ascertain the magnetic structure which arises from the 
magnetic ordering that takes place under application of an external magnetic field. 
Furthermore, it would be instructive to carry out some single crystal neutron 
measurements on both these alloys and to perform inelastic neutron diffraction to 
glean some information on the crystal field levels which exist in these materials. 
The remainder of the RE2Agln alloy series should be investigated using both 
magnetisation measurements and neutron diffraction experiments to build up a 
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complete picture of the alloy senes. More work should also be performed on the 
H02AgIn and Er2AgIn samples to clarify the discrepancy between the present work 
and previous reports. As was highlighted in chapter 7, it is more difficult to 
manufacture some of the REPtIn samples because of the widely differing melting and 
boiling points of the elements. If this could be overcome, the YbPtIn sample may 
show signs of heavy fermi on behaviour. A systematic study of isostructural series of 
alloys where the transition metal element changes should also be performed. Some 
preliminary magnetisation measurements of the RECuIn series have been carried out. 
However, this alloy series comprises members with differing space groups and hence 
some members of this series are not single phase when manufactured. 
Some problems with the capacitance dilatometer delayed its use as a probe of 
these alloys. As a result only the alloys Tb2AgIn and TbPtIn have been studied. It is 
now possible to perform measurements on other members of both alloy series. The 
next natural choice would seem to be H02AgIn and Er2AgIn from the rare earth rich 
Heusler series, to use as a comparison with Tb2AgIn. Priority should be given to 
making systematic measurements on members of both alloy series. The REPtln alloy 
series has several possible promising samples for thermal expansion; namely, LaPtIn 
or LuPtIn to act as a phonon blank for determining the magnetic effects on other 
REPtIn samples; NdPtIn with its canted magnetic moments; and, HoPtln with its 
second magnetic phase observed in neutron measurements. It should be possible to 
form single crystals for the members of the REPtIn alloys series. Thermal expansion 
measurements on single crystal samples might provide insight into anisotropic effects 
in the REPtln series. 
A second possible route for the dilatometer is to use the 7 Tesla 
superconducting solenoid within the capacitance dilatometer to carry out some thermal 
expansIon measurements with an applied magnetic field and to perform 
magnetostriction measurements on members of both alloy series. This does have one 
drawback, however, since the magnet power supply can only be operated manually 
and hence, the system would probably have to run at a constant field, for various 
magnetic fields, to build up data on magnetostrictive effects. An obvious choice for 
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measurement is TbPtln, with the step-like dependency of the magnetisation with 
applied field. Through developing the apparatus for magnetostriction measurements, 
one may begin to map out a magnetic phase diagram for the samples under 
investigation. 
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Appendix 1: Listing of Computer Program thermex.bas 
The following is a listing of the computer program thennex.bas 
designed to automate the measuring of the thermal expansion of samples. 
The program has been written using the Microsoft Visual Basic for DOS 
programming environment as a Quick Basic code compiler. 
'############################################################### 
'############################################################### 
'program THERMAL_EXPANSION 
This program is to be the final version of the capacitance 
bridge controlling program. 
kcw 1996.02.06.l005GMT 
amended by JWT, completed Jan 1997 
'############################################################### 
'############################################################### 
'Note: QuickBasic uses the following suffixes to denominate the 
following variables 
% INTEGER 
& LONG integer 
SINGLE-precision floating point 
# DOUBLE-precision floating point 
@ CURRENCY (Scaled integer) 
$ STRING 
none user-defined 
In this program, no variables wiil be defined using a 
block DEF ... statement, so all variables will have their type 
defined using these suffixes. 
Declaration of subroutines and functions 
Declaration of constants, arrays, types, etc 
DECLARE SUB ChltoVolts (s!, V!, actV!) 
DECLARE SUB SpollLockIn (spstat!) 
DECLARE SUB FlushData () 
DECLARE SUB MeasureTemp (Td!) 
DECLARE SUB SpollResponse (r$) 
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DECLARE SUB Get Response (Td! ) 
DECLARE SUB Titles ( ) 
DECLARE SUB CollectData ( ) 
DECLARE SUB DataAnalysis ( ) 
DECLARE SUB Optionsl (opt$) 
DECLARE SUB Delaying (delay# ) 
DECLARE SUB SetSampleTernp (desiredT! ) 
DECLARE SUB ReadLockInAmp (actualVolt! ) 
DECLARE SUB ReadParameterFile (Ts! , Tf! , Cs#, Ii! , 
DECLARE SUB WriteResultsFooter (r$) 
DECLARE SUB WriteResultsHeader (r$) 
DECLARE SUB WriteResultsData (resfile$, c#, g#, t! , 
DECLARE SUB LocklnError (statval! ) 
DECLARE SUB SampleTempConError (statval! ) 
DECLARE SUB NewBalance4 (initC# , newC# ) 
DECLARE SUB MeasureSet (Ts! ) 
DECLARE SUB Powercut (Tset! , P! , . , l. , D! ) 
DECLARE SUB WritePIDData (Tset! I P! , i! I 
DECLARE SUB ReadPIDData (Tset! , P! , . , l. , 
DECLARE SUB CapToGap (c#, g#, t) 
DECLARE SUB SetNewlnitC (c#) 
DECLARE SUB CommandLockln (x$) 
DECLARE FUNCTION HexDiv! (numb! ) 
DECLARE SUB ReadLockIn (value! ) 
DECLARE SUB ReadLockInAmp2 (actualVolt! ) 
DECLARE SUB EndProgram 
COMMON ErrorFlag 
ErrorFlag = 0 
dec% = 1 
(dec%) 
'Set up communications with Driver488 
OPEN "\DEV\IEEEOUT" FOR OUTPUT AS #1 
IOCTL #1, "BREAK" 
PRINT #1. "RESET" 
OPEN "\DEV\IEEEIN" FOR INPUT AS #2 
D! ) 
D! ) 
'Enable SEQUENCE error detection by Driver488 
PRINT # 1. "FILL ERROR" 
ON ERROR GOTO ErrorHandler 
PRINT #1, "ERROR OFF" 
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res$) 
V! ) 
CALL Titles 
DO WHILE dec% = 1 
CALL Optionsl(opt$) 
SELECT CASE optS 
CASE "1" 
CALL CollectData 
CASE "2" 
CALL EndProgram(dec%) 
CASE ELSE 
PRINT "error in execution - incorrect response" 
END SELECT 
LOOP 
CLOSE #2 
CLOSE #1 
END 
ErrorHandler: 'To be entered when an error has been detected 
'from the IEEE interface and bus devices. 
Note on error handling routines: 
This error handling routine has been designed to remedy any 
problems which may occur with data communications using the 
IEEE-488 interface. With this in mind, each device is given 
an "ErrorFlag" number in any subroutine called for it so that 
the error handling code below wi:l be able to correct for that 
devices problem. 
Or so the theory goes. 
The ErrorFlag itself is just the IEEE address for each 
device: 
EG&G Ortec 5206 Lock-In Amplifier 
Keith1ey 181 Nanovoltmeter 
Oxford 3120 Temperature Controller sample 
(IEEE: 04) 4 
(IEEE: 05) 5 
(IEEE: 07) 7 
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Oxford 3120 Temperature Controller VTI (IEEE: 081 
Any other error due program faults have a default of 0 
IOCTL #1. "BREAK" 
PRINT #1. "STATUS" 
INPUT #2, status$ 
statusval = VAL(MID$(status$, 14, 311 
SELECT CASE ErrorFlag 
CASE 4 
CALL LockInError(statusvall 
CASE 5 
'CALL DVMError(statusvall 
CASE 7 
'CALL VTITempConError(statusvall 
CASE 8 
CALL SampleTempConError(statusvall 
END SELECT 
RESUME NEXT 
SUB AdjustLockIn (I 
8 
This subroutine will change the sensitivity of the lock-in 
amplifier depending on whether the voltage is high or low 
enough to allow for it. This will keep lock-in at a suitable 
range. Keeping on the "NORMAL" dynamic reserve allows for a 
voltage range of 10uV to 50mV - which should be enough. 
CALL CommandLockIn ("Q1" 1 
CALL ReadLockIn(volt!1 
CALL CommandLockIn ( "S" 1 
CALL ReadLockIn(sens!1 
IF volt! > 1500 OR volt! < -1500 THEN 
sens! = sens! + 1 
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ELSEIF volt! < 500 OR volt! > -500 THEN 
END IF 
x$ = "SO + STR$(sens!) 
CALL CommandLockln(x$) 
END SUB 
SUB CapToGap (c#, g#, t) 
sens! = sens! - 1 
This converts from a capacitance to a plate separation for 
the capacitance found for the off-balance voltage. 
CONST pi = 3.1415926536# 
CONST epsi1onO# = 8.85419D-12 
CONST r# .01085 
CONST w# .00024 
CONST epsilonR 1 
CONST epsilonS = 6.3 
CONST rnulti# = .000000000001# 
'NOTE: epsilonR = relative permittivity of capacitance 
taken to be a vacuum 
epsilonS = relative permittivity of Stycast epoxy 
taken to be unity 
r radius of innner electrode 
w gap between innner electrode and guard ring 
'initial estimate for plate separation can be about 200um over all 
temperature ranges - so use the freespace infinite-parallel plate 
value ... 
freespace# epsilonO * epsilonR * pi * r# * r# I (c# * multi#) 
'This gives the free space value for 9 - or an estimate of it. 
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gO# = .0002# 
a# = 1 
DO 
ao1d# = a# 
corr1# = (w# / r#) * (1 + (w# / (2 * r#))) 
corr2# = 1 + ((.22 * w#) / (epsilonS * gO#)) 
a# = corrl# / corr2# 
AI-7 
'These corrections come from the finite extent of the guard ring 
'capacitor 
g# = freespace# ,* (1 + a#) 
gO# = g# 
LOOP UNTIL ABS(aold# - a#) < .000002 
'Here a# is the correction to the freespac8, infinite parallel 
'plate capacitance value - as the program approaches the true 
'gap size, the difference between the new and previous a# values 
'will tend to zero -hence a limit on accuracy 
g# = g# * 1000000 
'This converts to a value in urn 
END SUB 
SUB CapVal (cap%(), c#) 
';;============================================================= 
This uses an array in which data from the capacitance bridge 
is stored and converts it to a single value - the capacitance 
C#. 
'=============================================================== 
c# = cap%(l) 
x = 1 
FOR j = 2 TO 9 
x = x * 10 
c# = c# + (x * cap% (j) ) 
NEXT j 
END SUB 
SUB Ch1toVolts (s!, V!, actV!) 
This is a simple routine to change the number output as the 
data from chI to an actual voltage 
SELECT CASE s! 
CASE 0 TO 2 
rangemult = 1 
CASE 3 TO 11 
rangemult .001 
CASE 12 TO 20 
rangemult = .000001 
END SELECT 
SELECT CASE 5! 
CASE 0, 9, 18 
fsdmult 5 
CASE l. 10, 19 
fsdmult = 2 
CASE 2, 1l. 20 
fsdmult = 1 
CASE 3, 12 
fsdmult 500 
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CASE 4, 13 
fsdmult 200 
CASE 5, 14 
fsdmult = 100 
CASE 6, 15 
fsdmult 50 
CASE 7, 16 
fsdmult 20 
CASE 8, 17 
fsdmult = 10 
END SELECT 
aetV! = V! * rangernult * fsdmult / 2000 
END SUB 
SUB CollectData I) 
'=============================================================== 
This is the main part of the program. This will start an 
experiment running and automatically collect all the 
data. This will include capacitance values, voltages, 
temperatures and times. 
The program will monitor progress of the experiment and will 
allow am~le time for thermal equilibrium to take place for 
each measurement. 
=============================================================== 
CONST timemin = 1 
CONST maxnum = 10 
DIM Cactl1 TO maxnum) AS DOUBLE 
DIM Tactl1 TO maxnum) AS SINGLE 
DIM Tgel1 TO maxnum) AS SINGLE 
CLS 
CALL ReadParameterFile(startTemp, finalTemp, Cinit#, deltaTemp, 
resfile$ ) 
AI-9 
PRINT #1, "OUTPUT 07; LR" 
DO 
PRINT #1, "ENTER 07; LF" 
INPUT #2, testerS 
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LOOP UNTIL testerS = "To REMOTE state" OR testerS 
testerS = 
"0 REMOTE state" 
This is an initialisation of the temperature controlle~. 
It switches it to remote and checks for the message from the 
controller confirming this 
PRINT #1, "OUTPUT 07; LA" 
currentTemp startTernp 
CALL WriteResultsHeader(resfi1eS) 
CALL F1ushData 
DO 
CALL FlushData 
FlushData is called again in case there has been a problem on the 
'previous loop. 
CALL SetSampleTemp(currentTemp) 
i = 0 
DO 
CALL Delaying(2.1) 
CALL MeasureTernp(Tdummy) 
CALL MeasureTemp(Tact) 
i = i + 1 
LOOP WHILE i < 16 
DO 
CALL Delaying(tirnemin) 
CALL MeasureSet(Tdummy) 
CALL MeasureSet(Tset) 
CALL MeasureTemp(Tdummy) 
CALL MeasureTemp(Tact) 
LOOP WHILE ABS(Tset - Tact) >= .4 
This DO . . LOOP is used to check to see if the set 
temperature has been reached by the controller 
'This next section is the main data collection routine. 
'Both the 3120 and the Ge sensor are addressed for temperature 
'readings. 
'Also included at this time is a formatting section for 
'displaying the last readings taken by the system. This is 
'updated after the Ge sensor has been addressed for a reading. 
FOR i 1 TO maxnurn 
CALL Delaying(l) 
CALL MeasureTemp(Tact(i)) 
CALL NewBalance4(Cinit#, Cact(i)) 
CALL ReadSampleGeTemp(Tset, V!) 
Tge(i) ; V! 
CALL CapToGap(Cact(i) , g#, Tact(i)) 
A 1-11 
CALL WriteResultsData(resfile$, Cact(i), g#, Tact(i), Tge(i)) 
LOCATE 15, 2: PRINT i 
LOCATE 16, 12: COLOR 14, 0 
PRINT USING "C; ####.###U## pF "; Cact(i); 
COLOR 10, 0 
PRINT USING 9 ; ####.##' um"; g# 
LOCATE 18, 6: COLOR 11, 0 
PRINT USING "T ; ####.## K on 3120"; Tact(i); 
LOCATE 19, 6: COLOR 11, 0 
PRINT USING "T ; ##'#. ## K on Ge sensor"; Tge (i) 
'All this formatting prints the results up on screen 
'such a way as to show the last reading taken 
COLOR 7, 0 
NEXT i 
CALL WriteResultsData(resfile$, 0, 0, 0, 0) 
current Temp current Temp + deltaTemp 
LOOP WHILE (currentTemp < finalTemp) 
CALL WriteResultsFooter(resfile$) 
CALL SetSamp1eTemp(1) 
END SUB 
SUB CommandLockIn (x$) 
This is a subroutine which takes x$, a command entered as 
a string and converts it to a IEEE coornand for sending 
to the bus device - in this case a lock-in amplifier at 
IEEE address 04. 
The first part of the routine, the DO .. LOOP, waits until 
the bus device has finished processing the previous command 
ErrorF1ag ~ 4 
DO 
CALL Spo11Lockln(sp!) 
LOOP WHILE (sp! AND 1) ~ 0 
y$ ~ "OUTPUT 04; " + x$ 
PRINT #l, y$ 
ErrorF1ag 0 
END SUB 
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SUB Delaying (delay#) 
onemin# = .000694444# 
Finish# NOW + (delay# * onemin#) 
DO 
Inscant# = NOW 
LOOP UNTIL Instant# >= Finish# 
END SUB 
SUB EndProgram (D%) 
~~;;~;================================================ ========= 
This routine will exit from the program. It is designed to 
be a check to ensure that no data is lost as a result of 
qutitting. 
=============================================================== 
CLS 
LOCATE 12, 27 
COLOR 15, 4 
PRINT" Are you sure (y/n) " 
COLOR 7, 0 
LOCATE 14, 34 
INPUT yesno$ 
PRINT 
PRINT 
j = 1 
IF yesno$ = "Y" OR yesno$ "y" THEN 
AI-I3 
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D% = 0 
ELSEIF yesno$ = "N" OR yesno$ = "n" THEN 
COLOR 12. 0 
END IF 
CLS 
END SUB 
SUB FlushData () 
DO 
PRINT 11. "SPOLL 07" 
INPUT 12. spstat 
IF (spstat AND 16) THEN 
END IF 
LOOP UNTIL spstat 0 
END SUB 
PRINT "press any key to continue" 
D% = 1 
SLEEP 
PRINT # 1. "ENTER 07; LF" 
DO 
a$ = IOCTL$(#2) 
IF a$ = "1" THEN 
LINE INPUT #2. dumrny$ 
• PRINT dumrny$ 
EXIT DO 
END IF 
LOOP WHILE a$ = "0" 
SUB GetResponse (Td!) 
ErrorFlag =: 7 
PRINT # L "ENTER 07; LF" 
DO 
a$ = IOCTL$(#2) 
IF a$ = "1" THEN 
END IF 
LOOP WHILE a$ = "0" 
LINE INPUT #2, Te$ 
EXIT DO 
Tp$ = MID$(Te$, 5, 6) 
Td! = VAL(Tp$) 
ErrorFlag 0 
END SUB 
FUNCTION HexDiv (numb!) 
This function divides a number using integer division 
HexDiv = numb \ 16 
END FUNCTION 
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SUB LockInError (statval) 
SELECT CASE statusval 
CASE 4 
I no longer applies 
CASE 9 
IOCTL # 1 , " BREAK" 
PRINT #1, "CLEAR 04" 
PRINT #1, "CLEAR 04" 
CASE ELSE 
, no longer applies 
END SELECT 
END SUB 
SUB MeasureSet (Ts!) 
ErrorFlag ::; 7 
PRINT #1, "OUTPUT 07; MS" 
CALL Delaying{.02) 
PRINT #1, "SPOLL 07" 
INPUT #2, spstat 
IF (spstat AND 16) THEN CALL GetResponse{Ts!) 
FOR x = 1 TO 160000: NEXT 
CLOSE #2 
IOCTL #1, "BREAK" 
PRINT #l, "RESET" 
OPEN "\DEV\IEEEIN" FOR INPUT AS #2 
ErrorFlag = 0 
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END SUB 
SUB MeasureTemp (Td!) 
ErrorFlag 7 
PRINT #1, "OUTPUT 07; MT" 
CALL Delaying (.02) 
PRINT 11, "SPOLL 07" 
INPUT #2, spstat 
IF (spstat AND 16) THEN CALL GetResponse(Td!) 
FOR x = 1 TO 160000: NEXT 
CLOSE #2 
IOCTL 11. " BREAK" 
PRINT 11, "RESET" 
OPEN "\DEV\ IEEEIN" FOR INPUT AS #2 
ErrorFlag 0 
END SUB 
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SUB NewBalance4 (initC#, newC#) 
This subroutine uses the off-balance voltage to calculate 
the difference between the off-balance capacitance and the 
balanced capacitance. It uses a regression equation to 
achieve this, which is based on work done with a lOpF 
standard capacitance. 
The equation is valid for a +/- 200 uV range about zero 
volts. However, this could be extended over a bigger range 
as the relation appears to be linear for larger ranges 
after checking up to +/- 2rnV 
'Need Ci - an initial capacitance for which the system has 
'been balanced. 
'Gradient obtained by KCW = 5773.40351 JWT 
gradient# 5914.47202# 
sum# = 0 
FOR i = 1 TO 100 
CALL ReadLocklnAmp2(volt!} 
obv! = volt! * 1000000 
sum# sum# + obv! 
NEXT i 
obvave# = sum# / 100 
newC# 
newC# 
END SUB 
initC# - (gradient# * obvave#) 
newC# / 1000000 
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SUB Options1 (optS) 
opt S = "" 
DO WHILE choice 0 
CLS 
COLOR 27, 0 
LOCATE 3, 36: PRINT "OPTIONS" 
COLOR 7 I 0 
LOCATE 19, 2: PRINT "Don't forget to update 
C:\jon\expt\STARTVAL.DAT" 
LOCATE 2 0, 2 : PRINT change the filename for the 
LOCATE 21, 2 : PRINT set the temperature limits" 
LOCATE 23, 2 : PRINT "Use 
to Windows" 
LOCATE 24, 2 : PRINT "Use 
C:\jon\expt\STARTVAL.DAT" 
COLOR 9, 0 
LOCATE 6, 10: PRINT "1. 
LOCATE 8, 10: PRINT "2. 
COLOR 7, 0 
<alt>+<tab> to switch from 
'Notepad' to edit 
Collect sample data " 
Exit program 
new 
full 
LOCATE 12, 15: INPUT "Choose an option (1 or 2) optS 
SELECT CASE optS 
CASE "1" TO "2" 
CASE ELSE 
END SELSCT 
LOOP 
PRINT 
IF optS <> "2" THEN 
COLOR 28, 0 
choice ;: 1 
PRINT 
COLOR 15, 0 
LOCATE 14, 18 
PRINT "SORRY TRY AGAIN ... 
FOR x = 1 TO 75000: NEXT 
choice :;::; 0 
A 1-19 
sample" 
screen DOS 
END IF 
END SUB 
PRINT "starting run - hit any key to continue" 
SLEEP 
CaLOR 7, 0 
SUB Powercut (Tset, P, i, D) 
OUT &H30B, &H80 
OUT &H30A, &HO 
port &H30B is a command port - this statement sets all ports 
controlled by 30B to output. 
port &H30A is a port controlling the constant current source. 
&HO is data which switched it to -luA - the lowest and safest 
setting to prevent damage to the Ge sensor 
OUT &H308, &HO 
port &H3C8 is the port connecting the relay circuit to the 
computer - this allows the computer to switch off power to 
the temperature controller if it detects an error which cannot 
be fixed using error handling routines. Whilst this may seem a 
little drastic, this has been the only way in practice to clear 
the IEEE interface of the temperature controller. For the 
purposes of this test program, the computer will simply switch 
off the temperature controller for a few seconds and switch it 
back on. 
CALL FlushDaca 
PRINT #1. "OUTPUT 07; LR" 
CALL FlushData 
CALL MeasureTemp(Ts!) 
PRINT Ts! 
OUT &H308, &H80 
CALL Delaying(.l) 
OUT &H308, &Hl 
This is equivalent to switching off.and on 
CALL ReadPIDData(Tset, p, i, D) 
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desiredP$ "OUTPUT 07; GG" + STR${P) 
desiredI$ "OUTPUT 07; GI" + STR${i) 
desiredD$ "OUTPUT 07; GD" + STR${D) 
desiredVals$ ; "OUTPUT 07; TS" + STR${Tset) 
CALL Delaying{.l) 
PRINT #1. "OUTPUT 07; LR" 
CALL FlushData 
PRINT #1, desiredP$ 
PRINT #1, desiredI$ 
PRINT #1, desiredD$ 
PRINT #1, desiredVals$ 
CALL MeasureTernp{Ts!) 
PRINT Ts! 
END SUB 
SUB ReadLockIn (value!) 
this will read in data from the lock-in amplifier. 
ErrorFlag 4 
DO 
CALL SpollLockIn{sp!) 
LOOP WHILE ({sp AND I) ; 0 AND (sp AND 128) ; 0) 
PRINT #1, "ENTER 04" 
LINE INPUT #2, hrnrnrn$ 
value! ; VAL{hrnrnrn$) 
ErrorFlag ;;; 0 
END SUB 
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SUB ReadLockInAmp (actualVolc!) 
This routine commands the lock-in amp to send the value 
being read on channel 1 - usually the X, or in-phase, 
component of a complex signal. 
ErrorFlag = 4 
PRINT H. "OUTPUT 04; S" 
PRINT H. "ENTER 04" 
INPUT fi2, sens$ 
FOR x ~ 1 TO 200000: NEXT 
PRINT n. "OUTPUT 04; Ql" 
PRINT #1, "ENTER 04" 
INPUT #2. chI volt $ 
scale ~ VAL (sens$) 
chlvoltage = VAL (chI volt $) 
SELECT CASE scale 
CASE 0 TO 2 
rangernult 
CASE 3 TO 11 
rangernult 
CASE 12 TO 20 
rangemult 
END SELECT 
SELECT CASE scale 
CASE O. 9. 18 
fsdmult ~ 
CASE l. 10. 19 
fsdrnult = 
CASE 2. 1l. 20 
fsdmult = 
CASE 3. 12 
fsdmult = 
CASE 4. 13 
fsdmult ~ 
= 1 
~ .001 
= .000001 
5 
2 
1 
500 
200 
CASE 5. 14 
fsdmult 100 
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CASE 6, 15 
fsdmult = 50 
CASE 7, 16 
fsdmult 20 
CASE 8, 17 
fsdmult 10 
END SELECT 
actualVolt! = chlvoltage * rangemult * fsdmult / 2000 
'PRINT actualVolt 
ErrorFlag 0 
END SUB 
SUB ReadLockInAmp2 (actualVolt!) 
This is a modification to the original routine to read in 
data from channel 1 of the lock-in amplifier. This routine 
uses serial polling to detect whether the lock-in is ready for 
either a command to be sent or for data to be read in to the 
computer. The routine CommandLockln is used to wait for the 
lock-in to finish dealing with the previous command before 
issuing the lock-in with the next command. 
ErrorFlag = 4 
CALL CommandLockIn (" S" ) 
CALL ReadLockIn(scale!) 
CALL CommandLockIn ("Ql") 
CALL ReadLockIn(volt!) 
CALL ChltoVolts(scale!, volt!, actualVolt!) 
ErrorFlag 0 
END SUB 
SUB ReadParameterFile (Ts!, Tf!, Cs#, dT!, res$) 
OPEN "C:\jon\expt\STARTVAL.DAT" FOR INPUT AS #4 
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LINE INPUT #4, startT$ 
Ts! = VAL(RIGHT$(startT$, 3)) 
LINE INPUT #4, finalT$ 
Tf! = VAL(RIGHT$(finalT$, 3)) 
LINE INPUT #4, inicialC$ 
Cs# = VAL(RIGHT$(initialC$, 9)) 
LINE INPUT #4, deltaT$ 
dT! = VAL(RIGHT$(deltaT$, 3)) 
LINE INPUT #4, res$ 
CLOSE #4 
END SUB 
SUB ReadPIDData (Tset, p, i, D) 
TO be used after resetting the temperature controller 
OPEN "C:\jon\expt\PIDDATA.DAT" FOR INPUT AS #3 
LINE INPUT #3, filename$ 
LINE INPUT #3, startdate$ 
LINE INPUT # 3, starttime$ 
LINE INPUT #3, tempset$ 
Tset = VAL(RIGHT$(tempset$, 
LINE INPUT #3, pset$ 
P = VAL(RIGHT$(pset$, 2)) 
LINE INPUT #3, iset$ 
i = VAL(RIGHT$(iset$, 2)) 
LINE INPUT #3, dset$ 
D = VAL(RIGHT$(dset$, 2)) 
CLOSE #3 
END SUB 
4) ) 
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SUB SampleTempConError (statval) 
CALL FlushData 
SELECT CASE statval 
CASE 4 
CALL FlushData 
PRINT #l, "OUTPUT 
CAS=: 9 
PRINT #l, "ABORT" 
IOCTL #l, "BREAK" 
PRINT #1, "CLEAR 
07;MT" 
07" 
CALL Powercut(Tset, P, i. 
PRINT Tset, P; i; D 
CASE ELSE 
, no longer applies 
END SELECT 
END SUB 
SUB SetSampleTemp (desiredT!) 
D) 
The 3120 temperature controller uses a number between 0 and 
65535 to represent the temperature to which the controller 
heat or cool towards. 
The limits correspond (for an RhFe sensor connected to the 
3120) : 
65535 304.2K for the 3120 at address 8 
304.8K for the 3120 at address 7 (sample cell) 
o --- approx -12.5K for both 
Note that at this time only the 3120 at address 7 is set up 
as it is thought that the 3120 at address 8 will be used for 
monitoring the cryostat temperature. 
AI-25 
ErrorFlag = 7 
SELECT CASE desiredT! 
CASE IS <= 9.99999 
prop = 1 : inte = 7: der = 0 
CASE 10 TO 34.99999 
prop = 1 : inte = 6 : der = 5 
CASE 35 TO 79.99999 
prop = 4 : inte = 2 : der 5 
CASE 80 TO 169.9999 
prop = 4 : inte = 2 : der 5 
CASE 170 TO 219.9999 
prop = 4: inte = 2 : der 5 
CASE IS >= 220 
prop = 4 : inte = 2 : der 5 
END SELECT 
desiredP$ 
desiredI$ 
desiredD$ 
"OUTPUT 07; GG" + STR$(prop) 
"OUTPUT 07; GI" + STR$(inte) 
"OUTPUT 07; GD" + STR$ (der) 
desiredVal 
desiredVal 
((desiredT / 302) * 65536) 
desiredVa1 \ 1 
'This should put an integer value into parameter desiredVal 
desiredVa1s$ = "OUTPUT 07; TS" + STR$(desiredVa1) 
CALL WritePIDData(desiredVa1, prop, inee, der) 
PRINT #1, desiredP$ 
PRINT #1, desiredI$ 
PRINT #1, desiredD$ 
PRINT #1, desiredVa1s$ 
AI-26 
CALL FlushData 
COLOR 9, 0 
LOCATE 2, 20 
PRINT "Dwell time is 50 mins." 
LOCATE 3, 3: PRINT USING "Setting new temperature of 111.11 K"; 
desiredT 
CALL Delaying(.03) 
CALL MeasureSet(Tdum) 
CALL MeasureSet(Tset) 
AI-27 
LOCATE 4, 3: PRINT USING" Controller gives 11#.11 K"; Tset 
COLOR 15, 0 
LOCATE 5, 55: PRINT FORMAT$(NOW, " ttttt ") 
LOCATE 18, 2: PRINT 
COLOR 7, 0 
ErrorFlag = 0 
END SUB 
SUB SpollLockIn (spstat!) 
this is a simple spoIl routine to be called to ensure 
the lock-in is ready to receive a command or to send data 
ErrorFlag 4 
PRINT #1, "SPOLL 04" 
INPUT #2, spstat! 
ErrorFlag 0 
END SUB 
SUB Spo1lResponse (rS) 
ErrorFlag = 7 
PRINT #1. "SPOLL 07" 
INPUT #2, spstat 
IF (spstat AND 16) ; 0 THEN 
ELSE 
END IF 
ErrorFlag 0 
END SUB 
SUB Titles () 
r$ 
CALL GetResponse(r) 
r$ ; STR$(r) 
~~==================================================== ========= 
This subroutine will produce the main options srceen. 
Before returning it waits for a number to be ~nput from the 
keyboard corresponding to one of the options. If it does not 
recieve a choice from the correct range it will not return to 
the main program - only a reasonalbe choice will allow this. 
CLS 
SCREEN o. 
COLOR 25, 0 
LOCATE 5, 24: PRINT 
LOCATE 6, 24: PRINT 
THERMAL EXPANSION EXPERIMENT" 
CONTROL PROGRAM 
LOCATE 9, 24: PRINT " K C Watson 1995.06.21" 
LOCATE 10, 24: PRINT" Edited by J.W. Taylor 1997.01.22" 
COLOR 3, 0 
LOCATE 15, 15 
PRINT "Thermal expansion measurements from 1.Sk to 300k" 
COLOR 9, 0 
LOCATE 16, 25 
AI-28 
PRINT "In magnetic fields up to 7T" 
COLOR 12, 0 
LOCATE 22, 5: PRINT" Press any key to continue" 
SLEEP 
'this waits for a key to be pressed 
END SUB 
SUB WritePIDData (Tset, p, i, D) 
startdate$ = FORMAT$ (NOW, "ddddd") 
starttime$ = FORMAT$ (NOW, "ttttt") 
OPEN "C:\jon\expt\PIDDATA.DAT" FOR OUTPUT AS #3 
PRINT #3, "filename: c:\jon\expt\piddata.dat" 
PRINT #3, "date start: " . startdate$ , 
PRINT #3, "timestart: 
PRINT #3, Tset 
PRINT #3, P 
PRINT #3, i 
PRINT #3, D 
CLOSE #3 
END SUB 
" . starttime$ 
AI-29 
SUB WriteResultsData (resfile$, c#, g#, t!, V!) 
OPEN resfile$ FOR APPEND AS #3 
IF c# = 0 AND t! = 0 AND V! = 0 THEN 
PRINT #3, 
ELSE 
PRINT #3, USING "####.######## ####.#### 
####.###": c#: g#: t!: V 
END IF 
CLOSE #3 
END SUB 
SUB WriteResultsFooter (r$) 
finishdate$ 
finishtime$ 
FORMAT$ (NOW, "ddddd") 
FORMAT$ (NOW, "ttttt") 
OPEN r$ FOR APPEND AS #3 
PRINT #3, 
PRINT #3, 
PRINT #3, 
CLOSE #3 
END SUB 
date end: ": finishdate$ 
time end: 11. finishtimeS 
AI-30 
####.### 
SUB WriteResultsHeader (r$) 
startdate$ = FORMAT$ (NOW, "ddddd") 
starttirne$ FORMAT$ (NOW, "ttttt") 
OPEN r$ FOR OUTPUT AS #3 
PRINT #3, 
PRINT #3, 
PRINT #3, 
PRINT #3, 
PRINT #3, 
PRINT #3, 
CLOSE #3 
END SUB 
Filename: "; r$ 
date start: ". startdate$ 
time start: 11. starttime$ 
Cap/pF gap/urn 
"::;====::;;;;:::;==;;;:::: ========= 
AI-31 
T(K) TGe (K) " 
======== =======::;" 
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Magnetic properties of some PtREln (RE = rare earth) alloys 
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Abstract 
Magnetisation measurements are reported for the intermetallic alloys with composition PtREln and with RE = Gd. Th 
and Dy. The magnetic susceptibilities have been determined using powder samples and within the temperature range from 2 
to 300 K. The magnetisation was determined in fields up to 5 T. 
Equiatomic alloys with the chemical composition 
PtREIn are known to crystallise in the hexagonal hP9 
(Fe2 P) structure with space group P62m for alloys for 
which RE is a heavy rare earth element. The magnetic 
properties of three members of this series have been 
investigated using powder samples. The samples have been 
prepared by melting together the appropriate amounts of 
materials in an argon-arc furnace. The ingots were subse-
quently crushed to a fine powder. Weight losses during 
sample preparation were around 1 % with the loss being 
attributed to the evaporation of indium. Using the Sheffield 
University SQUID magnetometer magnetic susceptibility 
and magnetisation have been determined within the tem-
perature range of 2 K to room temperature and for mag-
netic fields up to 5 T. 
For PtGdIn and PtDyIn the ground states are found to 
be ferromagnetic with transition temperatures of Tc(Gd) = 89 
K and Tc(Dy) = 38 K. These have been extrapolated from 
the magnetisation data in Figs. 1 and 2 to zero external 
magnetic field. Within the paramagnetic temperature range 
the inverse susceptibility is characterised by a Curie-Weiss 
law with effective paramagnetic moments of p~~d) = 
6.8210'8 and p!W) = 9.1610'0. The spontaneous ferromag-
netic moment is obtained by an extrapolation to zero 
temperature yielding values of 1L~~td) = 4.661LB and 1L<;;"y) 
~ 4.34/LB for PtGdln and PtDyln, respectively. These 
values have to be compared to the theoretical ones for 
gadolinium (with p!~eory = 7.94JLB' 1L~~ry = 710'8) and for 
dysprosium (p~eory = 10.6210'8' 1L~~ry = 10.010'0)· Whilst 
the disagreement for the Dy-compound may be attributed 
to crystal field effects no such explanation is possible for 
the Gd compound. 
• Corresponding author. Fax: +44-509-219702; email: neu 
mann@lut.ac.uk . 
The magnetic behaviour of PtThIn is even more varied. 
The paramagnetic susceptibility yields a paramagnetic 
Curie temperature of 8p~) = 49.5 K. A peak is observed in 
the magnetic susceptibility around 50 K. However, as 
shown in Fig. 3 the magnetisation below T = 50 K devi-
ates significantly from a simple ferromagnet. It is therefore 
not possible to simply interpret the anomaly at .50 K· as a 
transition to a ferromagnetically ordered state. ~ith.in the 
paramagnetic state the effective paramagnetic moment was 
determined to p~b) = 8.31ILB' a value slightly smaller 
than the theoretical value of p!t;:0ry = 9.7210'8. At 2 K the 
Pt Gd In 
Magnetization isothermals 
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Fig. 1. Magnetisation of PtGdIn as a function of applied magnetic· 
fields ranging from 0.5 to 5 T and for temperatures ranging from 2 
K to room temperature. The magnetic moment u is measured in 
units of J IT kg. 
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magnetisation reaches a value of 76.1 J IT kg correspond-
ing to 4.22J.L8 per Tb atom. 
The structural [1,2] and magnetic properties [3-6] of 
related compounds has been investigated and discussed in 
the literature. A comparison [6] with the magnetic be-
haviour of isostructural PIReSn compounds indicates a 
marked difference. While PtThSn and PIOySn were ob-
served to order antiferromagnetically at 12 and 8 K, re-
spectively, PIOdSn did not show any sign of magnetic 
'order down to helium temperatures. The magnetic proper-
ties of the In compounds are substantially modified and the 
transition temperatures increased by the substitution of So 
by In. However, in view of the magnetic results reported 
here the magnetic ground state shows a complex behaviour 
Pt Dy In 
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Fig. 2. Magnetisation of PtDyIn as a function of applied magnetic 
fields ranging from 0.5 to 5 T and for various temperatures 
between 2 and 300 K. The magnetic moment u is given in J IT 
kg. 
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Fig. 3. Magnetisation of PtThIn as a function of temperature and 
for applied magnetic field ranging from 0.5 to 5 T. The magnetic 
moment is measured in units of J IT kg. 
and detailed neutron scattering experiments are required to 
clarify the magnetically ordered state. 
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