The perturbative variational formulation of the Vlasov-Maxwell equations is presented up to third order in the perturbation analysis. From the second and third-order Lagrangian densities, respectively, the first-order and second-order Vlasov-Maxwell equations are expressed in gauge-invariant and gauge-independent forms. Upon deriving the reduced second-order Vlasov-Maxwell Lagrangian for the linear nonadiabatic gyrokinetic Vlasov-Maxwell equations, the reduced Lagrangian densities for the linear drift-wave equation and the linear hybrid kinetic-magnetohydrodynamic (MHD) equations are derived, with their associated wave-action conservation laws obtained by Noether method. The exact wave-action conservation law for the linear hybrid kinetic-MHD equations is written explicitly. Lastly, a new form of the third-order Vlasov-Maxwell Lagrangian is derived in which ponderomotive effects play a crucial role.
I. INTRODUCTION
The dynamical reduction of the Vlasov-Maxwell equations provides a systematic pathway toward the formal derivation of the nonlinear gyrokinetic Vlasov-Maxwell equations, which are used extensively in the investigation of the turbulent evolution of fusion magnetized plasmas [1] [2] [3] . The modern derivation of the gyrokinetic VlasovMaxwell equations [1] is based on a series of phasespace transformations generated by a canonical generating function S, which succeeds in decoupling the fast gyromotion from the intermediate bounce/transit motion along the field lines and the slow drift motion across the field lines.
The purpose of the present paper is to explore the perturbative variational formulation of the exact and reduced Vlasov-Maxwell equations, from which exact conservation laws for the linearized and nonlinear VlasovMaxwell equations are derived by Noether method [4] . In particular, we derive the exact wave-action conservation laws for the linear exact and reduced Vlasov-Maxwell equations without requiring the WKB approximation (as is assumed in the standard derivation [5] ).
A. Geometric Lie-transform perturbation theory
It was previously shown [6] that perturbed Hamiltonian dynamics can be represented geometrically in terms of two Hamiltonian functions, with the generating function S acting as the Hamiltonian for the perturbation evolution
where perturbations are now treated as a continuous process, and the Hamiltonian H acting as the generating function for infinitesimal canonical transformations described by the standard canonical Hamilton equations
Both Hamiltonian functions H and S (which has units of action since ǫ is dimensionless) depend on the canonical phase-space coordinates z = (x, p), the time t, and the perturbation variable ǫ (with ǫ = 0 representing an arbitrary reference state).
The condition that the two Hamiltonian operators d/dt ≡ ∂/∂t + { , H} and d/dǫ ≡ ∂/∂ǫ + { , S} commute (i.e., the order of temporal and perturbative evolutions is immaterial) yields the relation
where the function f (z, t, ǫ) is arbitrary. Since this relation must hold for any function f , we obtain the constraint between the Hamiltonians S and H:
which appears prominently in Lie-transform Hamiltonian perturbation theory [7] . For practical applications of the Hamiltonian constraint (4) in Vlasov-Maxwell theory, we now consider the following perturbation power expansions
and
with the electromagnetic potentials and fields (Φ, A; E, B) ≡ ∞ n=0 ǫ n (Φ n , A n ; E n , B n ),
where E n ≡ −∇Φ n − c −1 ∂A n /∂t and B n ≡ ∇ × A n are derived from the electromagnetic potentials (Φ n , A n ).
By substituting these power expansions into Eq. (4), we recover the first two Lie-transform perturbation equations [7] 
where d 0 /dt ≡ ∂/∂t + { , H 0 } is the unperturbed Hamiltonian evolution operator, expressed in terms of the unperturbed Hamiltonian H 0 ≡ m|v 0 | 2 /2 + e Φ 0 , where v 0 ≡ [p − (e/c)A 0 ]/m denotes the unperturbed particle velocity. Here, we note that the evolution of S 2 explicitly involves the second-order potentials (Φ 2 , A 2 ) as well as the quadratic ponderomotive Hamiltonian − 1 2 {S 1 , H 1 }, which involves the solution of the first-order equation d 0 S 1 /dt = H 1 . These ponderomotive effects will appear prominently in the third-order action functional to be derived in Secs. II and V.
B. Organization
The remainder of the paper is organized as follows. In Sec. II, we construct a perturbative action functional for the Vlasov-Maxwell equations by imposing the Lietransform constraint (4) . The Lagrange multiplier used with this constraint is the Vlasov distribution function, which allows us to express the perturbation expansion of the Vlasov distribution in powers of the scalar fields (S 1 , S 2 , ...). In Sec. III, the second-order action functional is derived from the perturbative Vlasov-Maxwell action functional. The second-order action functional is quadratic in either the first-order fields (S 1 , Φ 1 , A 1 ), in the gauge-invariant form, or the first-order fields (ξ 1 ≡ ∂S 1 /∂p, E 1 , B 1 ), in the gauge-independent form. In the gauge-independent form (which can also be derived from the Low-Lagrangian formulation [8] ), the first-order polarization and magnetization appear explicitly in the first-order Maxwell equations as well as in the energymomentum and wave-action conservation laws (derived by Noether method).
In Sec. IV, we review the applications of the quadratic Vlasov-Maxwell action functional that lead to the variational formulations of the linear drift-wave equation and the kinetic-magnetohydrodynamic (MHD) equations. In particular, we expand our previous work on the kinetic-MHD equations [9] and derive the exact kinetic-MHD wave-action conservation law for the general case of a time-dependent nonuniform bulk plasma.
In Sec. V, we present the third-order Vlasov-Maxwell action functional, which is given in gauge-invariant and gauge-independent forms. The gauge-invariant thirdorder action functional is the sum of terms that are cubic in the first-order fields (S 1 , Φ 1 , A 1 ) as well as ponderomotive terms involving the second-order fields (S 2 , Φ 2 , A 2 ), which are traditionally absent from all previous third-order action functionals (see, for example, Ref. [10] ). These ponderomotive terms, however, play an integral part in the Lie-transform formulation of perturbed Vlasov-Maxwell theory [11] . In future work, this third-order Vlasov-Maxwell action functional will be explored for applications in nonlinear reduced gyrokinetic theory. Lastly, general expressions for the perturbed polarization and magnetization associated with the perturbed particle phase-space dynamics (1) are presented in Sec. VI and our work is summarized in Sec. VII.
II. PERTURBATIVE ACTION FUNCTIONAL
In the present Section, we introduce the perturbative variational formulation of the Vlasov-Maxwell equations. We start with the perturbed Vlasov action functional
where the perturbation parameter σ is integrated from the reference state (σ = 0) to the physically-perturbed state (σ = ǫ) and the Lagrange multiplier f (z; t, σ) will be interpreted below as the Vlasov distribution function [see Eq. (10)]; here, summation over particle species is implicitly assumed.
A. Perturbed Vlasov equation
The variation of A Vǫ with respect to f yields the constraint (4), the variation of A Vǫ with respect to S yields the standard Vlasov equation
and the variation of A Vǫ with respect to the Hamiltonian H yields
which shows how the Vlasov perturbations
are generated by S. More explicitly, the first two terms of the Vlasov perturbation hierarchy (11) are
We note that the first-order expression f 1 = {S 1 , f 0 } is also used by Morrison and Pfirsch [13] in applying the quadratic free-energy method on the stability of Vlasov equilibria.
B. Perturbed Maxwell equations
Next, we turn our attention to the perturbed Maxwell equations. For this purpose, we introduce perturbed Vlasov-Maxwell action functional
which is now a functional of the electromagnetic potentials (Φ, A), through the Hamiltonian H, and the electromagnetic potential perturbation derivatives (∂Φ/∂σ, ∂A/∂σ). We note that (H, E, B) also depend on the reference potentials (Φ 0 , A 0 ), which are functionally independent from the perturbation fields (∂Φ/∂σ, ∂A/∂σ). A slightly different version of the perturbative action functional (14) was presented by Larsson [12] , where the Maxwell part is expressed solely in terms of unperturbed fields (E 0 , B 0 ) and first-order perturbation fields (E 1 , B 1 ). Hence, in Larsson's theory, the Vlasov-Maxwell fields (f, E, B) are not treated equally since (∂E/∂σ, ∂B/∂σ) ≡ (E 1 , B 1 ) are truncated at the lowest order while ∂f /∂σ is expanded to all orders.
In the Vlasov part of the action functional (14) , the perturbation derivative ∂H/∂σ of Eq. (6) is
where v ≡ [p − (e/c) A]/m denotes the particle velocity, while the Maxwell part in Eq. (14) can be written as
after integration by parts is performed. By replacing Eq. (15) into Eq. (14), variations of A ǫ with respect to the perturbation fields (∂Φ/∂σ, ∂A/∂σ) now yield the Maxwell equations
where the momentum integral p ≡ d 3 p includes a sum over particle species. The remaining source-free Maxwell equations
follow from the definitions of the electromagnetic fields in terms of the potentials. Note that these equations include contributions from the reference fields (f 0 , E 0 , B 0 ).
The variations of A ǫ with respect to the reference potentials (Φ 0 , A 0 ) yield the perturbed Maxwell equations
where dx/dt = {x, H} = v and ∂v/∂σ = −(e/mc)∂A/∂σ. We will return to these perturbed Maxwell equations in Sec. VI, where we will show that Eqs. (19)- (20) can be written as
where expressions for the polarization P σ and the magnetization M σ will be given in Sec. VI.
C. Expansion of the action functional
We now express the action functional (14) as a perturbation power series
where the nth-order action functional A n describes the perturbed Vlasov-Maxwell dynamics, with the functional term A (k) n−k explicitly depending on Ψ n−k ≡ (S n−k ; Φ n−k , A n−k ). The contributions from the nthorder fields Ψ n , therefore, appear in the functional term
We now show that A
n ≡ 0 at all orders n ≥ 1 if the reference state (f 0 , E 0 , B 0 ) satisfies the reference VlasovMaxwell equations. First, if we integrate by parts the first term in Eq. (24), we obtain
which follows from the unperturbed (reference) Vlasov equation for f 0 . Next, if we substitute E n ≡ − ∇Φ n − c −1 ∂A n /∂t and B n ≡ ∇ × A n into the second term in Eq. (24) and integrate by parts, we obtain
which follow from the unperturbed (reference) Maxwell equations for E 0 and B 0 . Hence, the functional term (24) vanishes identically and the nth-order action functional
depends explicitly on the perturbation fields (Ψ n−1 , ..., Ψ 2 , Ψ 1 ), with A 1 ≡ 0 appearing as a special case. The nth-order action functional A n , therefore, describes the (n − 1)th-order perturbed Vlasov-Maxwell dynamics (i.e., A 2 describes linear Vlasov-Maxwell dynamics while A 3 can be used to describe second-order ponderomotive-driven Vlasov-Maxwell equations).
III. SECOND-ORDER LAGRANGIAN DENSITY
The simplest perturbative action functional in Eq. (23) therefore appears at the second order, where the (quadratic) action functional A 2 ≡ L 2 d 3 r dt describes the linear (first-order) perturbed Vlasov-Maxwell dynamics. Here, the quadratic Lagrangian density is defined as
which depends on the perturbed Vlasov distribution f 1 = {S 1 , f 0 } and the perturbed electromagnetic fields (E 1 , B 1 ). The Eulerian variation of the Lagrangian density (26) is expressed as
where the second expression is obtained after rearranging terms in order to isolate the variations (δS 1 , δΦ 1 , δA 1 ). We note that the space-time divergence terms (to be defined below) do not contribute in the quadratic variational principle [14] 
A. First-order Vlasov-Maxwell equations
Variation of the quadratic Lagrangian density (27) with respect to S 1 yields the first-order Vlasov equation
which becomes
when an arbitrary reference Vlasov distribution f 0 is considered (which satisfies d 0 f 0 /dt = 0). Variations of the quadratic Lagrangian density (27) with respect to (Φ 1 , A 1 ) yield the first-order Maxwell equations
with f 1 = {S 1 , f 0 }. Equations (29)- (31) describe the standard linearized Vlasov-Maxwell equations, from which linear waves and instabilities in a general VlasovMaxwell equilibrium state can be analysed.
B. Quadratic conservation laws
The conservation laws of energy-momentum, angularmomentum, and wave-action associated with the linear Vlasov-Maxwell equations can be derived by Noether method [4] from δL 2 as follows. We note that, when the unperturbed Vlasov-Maxwell fields (f 0 ; E 0 , B 0 ) are time-dependent and spatially nonuniform [15] , only the quadratic wave action is conserved exactly, while the energy and momentum associated with the perturbation fields (S 1 , E 1 , B 1 ) are no longer conserved, since energymomentum is exchanged with the reference VlasovMaxwell plasma.
To demonstrate the power of the Noether method, we introduce the quadratic Noether equation obtained from Eq. (27):
which is left in Eq. (27) after Eqs. (29)- (31) are derived from the variational principle. Here, the Noether fields
are expressed in terms of the field variations δΨ 1 = (δS 1 , δΦ 1 , δA 1 ). Here, the Noether method involves relating symmetries of the Lagrangian density L 2 with exact conservation laws of the linear Vlasov-Maxwell equations, which are obtained by expressing the field variations δΨ 1 in terms of space-time translations or rotations.
Quadratic energy conservation law
As an application of the Noether method, we consider the energy conservation law associated with the symmetry of the Lagrangian density L 2 under infinitesimal time translation t → t + δt. First, an infinitesimal time translation induces the Eulerian variations δΨ 1 = − δt ∂Ψ 1 /∂t, with δA 1 ≡ c δt (E 1 + ∇Φ 1 ), and
, where ∂ 0 L 2 /∂t represents the explicit time dependence associated with the unperturbed Vlasov-Maxwell fields (f 0 ; E 0 , B 0 ). Next, by inserting these variations into the Noether fields (33)- (34), we obtain
where the quadratic energy density is
and the quadratic energy-density flux is
Hence, according to the Noether Theorem, the quadratic energy (36) is conserved if the reference Vlasov-Maxwell fields are time-independent (i.e., ∂ 0 L 2 /∂t ≡ 0). We note that when the quadratic energy energy density (36) is integrated over space, we recover the quadratic free energy
derived by Morrison and Pfirsch [13] .
Quadratic wave-action conservation law
While the quadratic energy E 2 is no longer conserved when the reference Vlasov-Maxwell fields (f 0 ; E 0 , B 0 ) are time-dependent, however, it is possible to construct an exact quadratic wave-action conservation law [15] ∂J 2 /∂t + ∇ · Γ 2 = 0. First, we consider complex-valued wave-fields [15] with Ψ * 1 = (S * 1 , Φ * 1 , A * 1 ) = Ψ 1 , and construct real-valued (eikonal-averaged) expressions for the Noether densities (33)- (34) . Next, we introduce the eikonal-phase-like variations δΨ 1 = i δθ Ψ 1 and δΨ * 1 = − i δθ Ψ * 1 , which yield δJ 2 = − δθ J 2 and δΓ 2 = − δθ Γ 2 , where the quadratic wave-action density J 2 and waveaction-density flux Γ 2 are defined as
Wave-action conservation laws play a crucial role, for example, in the linear mode conversion involving two coupled linear waves in a nonuniform background plasma [16] .
C. Gauge-independent formulation
We note that the quadratic Lagrangian density (26) is not gauge independent since the electromagnetic potentials (Φ 1 , A 1 ) appear explicitly in the first-order Hamiltonian (8) . However, under the gauge transformation generated by an arbitrary gauge field χ 1 (x, t):
with the associated gauge transformations
we can easily verify that Eq. (29) is gauge invariant, while the quadratic Lagrangian density (26) becomes
where (Λ 2 , Λ 2 ) are momentum integrals involving (χ 1 , S 1 ). Since the quadratic variational principle δA 2 = 0 is based on the action functional
We can eliminate all gauge dependence in what follows by introducing the gauge-independent first-order phasespace displacement
from which we define the gauge-invariant first-order velocity
obtained from Eq. (29) , which satisfies the gaugeindependent equation of motion [8] 
where we have assumed uniform Maxwell fields (E 0 , B 0 ) for simplicity. We note, here, that the first-order displacement (42) is still a function on the full particle phase space. The first-order Maxwell equations (30)- (31), on the other hand, become
where the first-order polarization and magnetization
are defined in terms of moments of the first-order displacement η 1 , and the first-order magnetization is solely due to the moving electric-dipole contribution. Using the macroscopic fields
Hence, in general first-order Vlasov-Maxwell theory, there are no perturbed free charges or perturbed free currents. See the case of the oscillation-center VlasovMaxwell equations [17] as an explicit example. The first-order Vlasov-Maxwell equations (44)-(46) can be obtained from the gauge-independent Lagrangian density
The gauge-independent Noether equation associated with this gauge-independent quadratic Lagrangian is expressed as δL
, where the Noether fields are
The energy conservation law (35) is now expressed in terms of the gauge-independent energy density
and the gauge-independent energy-density flux
The wave-action conservation law ∂J ′ 2 /∂t + ∇ · Γ ′ 2 = 0, on the other hand, is expressed in terms of the gauge-invariant wave-action density
and the gauge-invariant wave-action-density flux
which are identical to expressions derived from the standard Low Lagrangian [15] . We note, here, that the gauge invariance of Eqs. (54)- (55) follows directly from the gauge-independent first-order Maxwell equations (48).
IV. QUADRATIC LAGRANGIANS FOR REDUCED VLASOV-MAXWELL MODELS
In this Section, we now look at some applications of the quadratic Lagrangian density (26) when phasespace transformations are used in the context of dynamical reduction [18] . The guiding-center transformation plays a fundamental role in our understanding of the magnetic confinement of charged particles [19, 20] , and serves as an important foundation for the construction of most reduced plasma models. Here, we consider the guiding-center transformation of the quadratic action functional (26) , from which the variational principles for the linearized gyrokinetic Vlasov-Maxwell equations (63), the linear drift-wave equation (64), and the linear gyrokinetic-MHD equations (75) are derived.
We begin with the transformation the quadratic action function (26) to its guiding-center form
where F 0 denotes the unperturbed guiding-center Vlasov distribution, P ≡ d 3 P includes the guiding-center Jacobian, d gc /dt denotes the (unperturbed) guiding-center Hamiltonian evolution operator, and { , } gc denotes the non-canonical guiding-center Poisson bracket [19, 20] .
In Eq. (56), we also transformed the first-order Hamiltonian H 1 → H 1gc = e Φ 1gc − e A 1gc · v gc /c ≡ e ψ 1gc , where v gc ≡ T −1 gc v denotes the guiding-center pushforward of the particle velocity (which includes the guiding-center drift velocity) and the electromagnetic potentials (Φ 1gc , A 1gc ) are evaluated at the particle position x ≡ X + ρ gc expressed in terms of the guiding-center position X and the local gyroradius ρ gc (which includes higher-order corrections due to magnetic-field nonuniformity [21] ).
In addition, we transformed the first-order generating function S 1 → S 1gc , where the guiding-center generating function S 1gc ≡ S 1gc + S 1gc is decomposed into its gyroangle-averaged (nonadiabatic) part S 1gc ≡ S 1gy , which defines the first-order gyrocenter generating function S 1gy [14] , and its gyroangle-dependent (adiabatic) part S 1gc , which satisfies the first-order equation [1, 22] 
We note that only the gyroangle-independent part S 1gy will appear in the reduced quadratic gyrokinetic Lagrangian density (58). When we insert these decompositions into the guidingcenter quadratic action functional (56), we obtain the low-frequency gyrocenter Lagrangian density
where the low-frequency perturbed electric field E 1 = − ∇ ⊥ Φ 1 is used in the Maxwell part, the operation of gyroangle-averaging was performed in the gyrocenter Vlasov part, with the unperturbed gyrocenter Vlasov distribution F 0 (E, µ, X) depending on the gyrocenter position X, the gyrocenter magnetic moment µ, and the guiding-center kinetic energy E ≡ H 0gc , and the secondorder gyrocenter Hamiltonian is [22] 
We note that the last term in the second-order gyrocenter Hamiltonian (59) represents the low-frequency ponderomotive Hamiltonian from which the gyrocenter polarization and magnetization effects arise [1] . The gyrocenter quadratic action functional (58) was used to construct the quadratic gyrokinetic free-energy functional [23] .
We note that the relation between the particle Vlasov distribution f and the gyrocenter Vlasov distribution F is expressed in terms of the guiding-center and gyrocenter pull-back operators f ≡ T gc (T gy F ), which yields [14] 
where the first-order gyrocenter Vlasov distribution F 1 is generated by the first-order gyrocenter function S 1gy :
We now introduce the nonadiabatic part of the first-order gyrocenter Vlasov distribution [14]
where the operator Q commutes with d gc /dt. With this decomposition, the gyrocenter quadratic Lagrangian density (58) becomes
The gyrocenter quadratic action functional (63) can be used to derive the nonadiabatic gyrokinetic VlasovMaxwell equations, which includes the guiding-center and gyrocenter polarizations and magnetizations.
We will now show that it can also be used to derive the variational formulations for the linear drift-wave equation as well as the linear hybrid gyrokinetic-MHD equations, which describe how the perturbed Vlasov distribution (generated by S 1 ) corresponding to an energeticparticle population can be self-consistently linked to a macroscopic plasma mode (described by the ideal MHD fluid displacement ξ 1 ) in a bulk magnetized plasma.
A. Linear drift-wave equations
As a first example of the modular property of the variational formulations of reduced plasma models, where different physical effects can be added in modular fashion to an action functional, the nonadiabatic gyrocenter quadratic Lagrangian density (63) was previously [9] used to derive the linear drift-wave equation for electrostatic fluctuations Φ 1 = Φ (with A 1 = 0) in a cold-ion magnetized plasma (represented by the nonuniform plasma density n 0 and the uniform magnetic field B = B z) with adiabatic electrons (at a uniform temperature T e ).
The quadratic drift-wave action functional A dw ≡ L dw d 3 rdt is expressed in terms of the drift-wave Lagrangian density [9] L dw = c z eB
Here, the first term represents the nonadiabatic cold-ion contribution, where the gyrocenter phase-space function S 1gy → eψ(x, t) is replaced by a scalar field ψ(x, t) in physical space. We note that this additional scalar field contributes to the first-order ion fluid displacement
which is obtained in the cold drift-kinetic limit of the ion gyrocenter displacement {X + ρ gc , S 1gc } gc . The second term 1 2 b |∇ ⊥ Φ| 2 , which arises from the term − F 0 H 2gy in Eq. (63), represents the contribution from the cold-ion gyrocenter polarization (which is much greater than the Maxwell contribution |∇ ⊥ Φ| 2 /8π). The third term 1 2 a Φ 2 , which arises from the electron contribution − 1 2 e 2 Φ 2 (∂f e /∂E) in Eq. (63), represents the contribution from the adiabatic electrons. We note that all three background-plasma functions (a, b, c) depend on position through the nonuniform plasma density n 0 and the vector function c is divergenceless in a uniform magnetic field (i.e., ∇ · c = 0).
The drift-wave variational principle δA dw = 0, based on Eq. (64), yields the coupled equations
from which we recover the linear drift-wave equation
We note that the second equation in Eq. (66) can be rewritten in the form of the quasineutrality condition e n e1 = e n i1 :
where the first-order ion fluid displacement (65) was used.
The drift-wave Lagrangian density (64) can also be used to derive the drift-wave Noether equation δL dw = ∂ t δJ dw + ∇ · δΓ dw , where
from which the energy-momentum conservation laws for the linear drift-wave equation (67) are derived. For example, the energy conservation law ∂ t E dw + ∇ · S dw = 0 is expressed in terms of the drift-wave densities
The drift-wave Noether equation was also used to derive the linear drift-wave action conservation law [9] ∂J dw ∂t
where the linear drift-wave action density J dw and the linear drift-wave-action-density flux Γ dw are
The linear drift-wave action conservation law was first derived in ad-hoc fashion by Mattor and Diamond [24] to investigate the role of the drift-wave-action conservation law in drift-wave turbulence propagation. Lastly, we note that, in the eikonal limit (∂/∂t, ∇) → (−i ω, ik), the drift-wave dispersion relation is
and the eikonal-averaged drift-wave energy density is E dw = ω dw J dw , where the drift-wave eikonal-averaged action density is J dw = − k · c | ψ| 2 ≡ ∂L dw /∂ω, while the eikonal-averaged drift-wave energy density is S dw = v dw E dw = ω dw Γ dw , where the drift-wave group velocity is v dw ≡ ∂ω dw /∂k and the drift-wave eikonal-averaged action density flux is Γ dw = v dw J dw ≡ − ∂L dw /∂k.
B. Linear hybrid gyrokinetic-MHD equations
Another modular application of the nonadiabatic gyrocenter quadratic action functional (63) involves variational derivation of the standard hybrid gyrokinetic-MHD equations [25] in the drift-kinetic (dk) limit:
where v gc denotes the guiding-center magnetic-drift velocity. In its simplest version, we use Φ 1 ≡ 0 ≡ A 1 (i.e., E 1 ≡ 0) and A 1⊥ ≡ ξ 1 × B 0 , where ξ 1 (x, t) denotes the ideal MHD fluid displacement and B 0 = B 0 b 0 denotes the nonuniform background magnetic field, which yields the first-order Hamiltonian
where
By combining the Lagrangian contribution from the nonadiabatic drift-kinetic Lagrangian density (58) for the energetic particles with the Lagrangian density for the ideal MHD equations [27] (associated with a timedependent magnetized bulk plasma with mass density ̺ 0 , fluid velocity u 0 , plasma pressure p 0 , and magnetic field B 0 ), we obtain the quadratic kinetic-MHD Lagrangian density [14] 
where the self-adjoint operator F 1 ≡ ∇ · K 1 includes a time-dependent contribution from the background bulk plasma [26, 27] , with the first-order dyadic tensor K 1 defined as:
Here, the total bulk-plasma time derivative d 0 /dt ≡ ∂/∂t + u 0 · ∇ includes the convective derivative with respect to the time-dependent bulk velocity u 0 , with the background plasma equation of motion
and the perturbed fields (̺ 1 , u 1 , p 1 , B 1 ) are defined in terms of the ideal-MHD fluid displacement ξ 1 as
The self-adjointness of the operator F 1 (ξ 1 ) is implied by the identity (see App. A)
where the quadratic MHD vector field
involves the reference fields (p 0 , B 0 ). Variation of the kinetic-MHD action functional with respect to S 1dk yields the linearized drift-kinetic equation
where we used the fact that the operators Q and d gc /dt ≡ ∂/∂t + v gc · ∇ commute. Variation with respect to the ideal-MHD displacement ξ 1 yields the linearized ideal-MHD equation of motion
which includes the energetic-particle CGL-like stress tensor
Once the kinetic-MHD equations (80)- (81) have been derived from the variational principle δL kMHD d 3 xdt = 0, we obtain the kinetic-MHD Noether equation δL kMHD = ∂ t δJ kMHD + ∇ · δΓ kMHD , where the Noether fields are
where δR 2 is defined in Eq. (79).
Kinetic-MHD energy principle
Instead of deriving the energy conservation law for the kinetic-MHD equations (80)- (81), it is customary to derive the standard kinetic-MHD energy principle [25, 28] (for a time-independent, stationary background plasma):
which can be directly obtained from Eq. (81),
Here, the MHD integrals are the inertia I MHD ≡ x ̺ 0 | ξ 1 | 2 and the po-
, on the other hand, is defined as
where we have used H * 1dk = − Π 0 : ∇ ξ * 1 and we have omitted the surface-integral contribution (since F 0 is expected to vanish at the plasma surface). We note that K dk (ω) is an intricate function of the mode frequency ω, where
, which involves orbital waveparticle resonances, where
In the absence of an energetic-particle population (F 0 = 0), ideal MHD stability (i.e., ω 2 > 0) requires that W MHD > 0 for all allowable displacements ξ 1 . In the presence of an energetic-particle population, however, it is clear that the solution of Eq. (85) may yield complexvalued frequencies ω, with Im(ω) > 0 corresponding to an instability (even if W MHD ≥ 0). The reader is urged to consult the recent review paper by Chen and Zonca [28] for further details on the linear stability of ideal MHD modes in the presence of an energetic-particle population.
Wave-action conservation law
We note that, in general, the nonuniform bulk plasma may also be time-dependent, so that the total energymomentum of the kinetic-MHD modes are not conserved (i.e., the kinetic-MHD modes may exchange energymomentum with the bulk plasma). The kinetic-MHD wave-action, however, is exactly conserved:
where the kinetic-MHD wave-action densities (J kMHD , Γ kMHD ) can be derived directly from the Noether densities (83)-(84). The conservation of the total wave-action associated with the interaction of an energetic-particle species with a background bulk plasmas has been investigated in Refs. [29, 30] .
Instead of this Noether derivation, we again proceed directly from the kinetic-MHD equations (80)-(81) to prove that the wave-action conservation law (88) is indeed exact. First, from Eq. (81), we evaluate
which yields
where the MHD wave-action is defined in terms of the MHD wave-action
and the MHD wave-action flux density
which is derived in App. A as Im(ξ * 1 · F 1 ) = ∇ · Γ MHD . Next, we note that, using the definition for Q, we find
and, hence,
dt .
By making use of the definition for d gc /dt, as well as the Jacobi property for the guiding-center Poisson bracket { , } gc , we find
where we used the unperturbed guiding-center Vlasov equation d gc F 0 /dt = 0 for the energetic-particle species, and we defined
Lastly, using the Poisson-bracket identity
which holds for arbitrary functions (f, g), we integrate Eq. (91) to obtain
where the kinetic wave-action density is defined as
By combining these expressions, we obtain the exact kinetic-MHD wave-action conservation law (88), where the total wave-action density
is the direct sum of the MHD (J MHD ≡ ̺ 0 J MHD ) and kinetic components, while the total wave-action density flux
where (J dk , Ψ dk ) are defined in Eq. (92), is the sum of MHD, kinetic, and kinetic-MHD coupling components. We note that, while the ideal MHD wave action (89) is positive, the sign of the kinetic wave action (93) is indefinite. Hence, when an energetic-particle population supports a negative-energy wave [29] , the total ideal MHD and kinetic wave actions x J MHD and x J dk may grow separately while keeping their sum x (J MHD + J dk ) constant.
V. THIRD-ORDER LAGRANGIAN DENSITY
We now move on to include nonlinear effects into the perturbed Vlasov-Maxwell equations by including thirdorder nonlinearities in the perturbed Vlasov-Maxwell action functional. The perturbative action functional (14) yields the third-order Lagrangian density
where f 1 = {S 1 , f 0 } and f 2 = {S 2 , f 0 } + 1 2 {S 1 , f 1 }, and the contributions from the third-order Hamiltonian associated with S 1 and S 2 (as well as f 1 and f 2 ) appear explicitly. We note, here, that the third-order Lagrangian (96) does not simply involve terms that are cubic in the firstorder fields (S 1 , Φ 1 , A 1 ), but also include terms involving the second-order ponderomotive fields (S 2 , Φ 2 , A 2 ). This ponderomotive dependence is in contrast to traditional third-order action functionals, which are always cubic in first-order fields (see, for example, the early work of Boyd & Turner [10] for the Vlasov-Maxwell equations, the work of Brizard & Kaufman [31] for the Manley-Rowe relations describing stimulated Raman scattering in an unmagnetized background plasma, and the more recent works of Pfirsch & Sudan [32] and Hirota [33] for the ideal MHD equations). a geometric interpretation of the Lie-transform perturbation analysis (4) . From the second-order and thirdorder variational principles (26) and (96), we derived first-order and second-order Vlasov-Maxwell equations in both gauge-invariant and gauge-independent forms. In the gauge-independent forms, we extracted explicit expressions for the perturbed Vlasov-Maxwell polarization and magnetization (112) and (115), which confirmed that there are no perturbed free charges and currents in Vlasov-Maxwell theory [see Eqs. (114) and (118)].
From the quadratic variational principle for the linearized Vlasov-Maxwell equations, we derived variational principles for the linear drift-wave equation as well as the linearized kinetic-MHD equations, from which exact wave-action conservation laws were derived.
Appendix A: Self-adjointness Property
In this Appendix, we prove the identity (78), where 
where δp 1 ≡ − γp 0 (∇ · δξ 1 ) − δξ 1 · ∇p 0 and δB 1 ≡ ∇ × (δξ 1 × B 0 ). We begin with
so that Eq. (78) becomes
where we now have to show that K where all the terms outside of the divergence terms are explicitly symmetric with respect to ξ 1 and δξ 1 . Hence, we easily find that
If we now substitute this expression, with 
