Introduction
Genome analysis has received a significant impetus from the new genome sequencing projects. One of the more relevant challenges of scientific research in molecular biology is to study the genetic rules that drive gene expression.
A number of approaches have been developed to predict the protein-coding regions (Fields and Soderlund, 1990; Uberbacher and Mural, 1991; Claverie, 1992; Guigo et al, 1992; Hutchinson and Hayden, 1992; Borodovsky and Mclninch, 1993; Gelfand and Roytberg, 1993; Milanesi et al, 1993; Snyder and Stormo, 1993; Dong and Searls, 1994; Mural et al, 1994; Solovyev et al, 1994) . The translation initiation sites have been investigated by using consensus search (Prestridge, 1991; Freeh et al, 1993; Prestridge and Stormo, 1993) , information content of positional nucleotide CNR, Istituto di Tecnologie Biomediche Avanzate, Via Ampere 56, 20131 Milan and 'istituto per i Circuiti Elettronici, Via De Marini 6, 16149 Genoa, Italy distribution (Schneider and Stormo, 1989; Papp et al, 1993) , weight matrices (Staden, 1984; Stormo, 1989; Bucher, 1990) , neural network (O'Neill, 1992) and statistical methods (Kondrakhin et al, 1995; Prestridge, 1995) .
We present here a description of the supervised model of the Hamming-Clustering network (HC) for pattern classification and signals prediction in 5' and 3' gene regions.
The Hamming-Clustering procedure
The application of connectionist methods to real-world problems has led to interesting results in many fields of scientific research. In particular, among supervised learning methods the well-known error back-propagation procedure (Rumelhart et al, 1986 ) has been applied to information contained in a restricted set of samples. Following this approach, in several important cases neural networks have been found that are able to provide a good response even in the presence of input patterns never seen before.
Unfortunately, the details of this generalization process are enclosed in the network weights, whose values are very difficult to interpret. In fact, it is extremely difficult to extract in a useful manner the rules followed by the trained neural network to give good outputs to previously unseen input patterns. Nevertheless, in many real-world systems, such as the present one, it is highly useful to obtain simple rules which allow thorough investigation of the underlying problem. These rules can then be used by other tools as a basic component for the achievement of more complex results.
In particular, if we consider the problem of detecting functional signals such as poly(A) or TATA box in genomic DNA sequences, it would be important to obtain prototypes in IUB coding (with corresponding probabilities) which identify the most interesting base sequences to be examined for a subsequent choice on the grounds of independent criteria. These prototypes are equivalent to rules which must be satisfied by a given sequence of bases to be selected as a potential.
The achievement of a generalization rule is, however, a complex task; in most cases the context of the specific signal plays a major role in the achievement of a valid result. If the input and output variables can be coded in a binary form, then it is possible to apply the procedure of HC (Milanesi et al, 1994; Muselli, 1994) . This approach employs a technique deriving from the synthesis of digital networks in order to generate prototypes or rules which can be directly analysed or used for the construction of a final neural network.
Many simple algorithms which have a high proximity, such as the method of nearest neighbor, show a good generalization ability in real-world problems (Bottou and Vapnik, 1992) . Unfortunately, the computational burden of the nearest-neighbor algorithm in the recognition phase is often too heavy (particularly when the size of the training set is high); thus, alternative methods which lead to a small number of prototypes and maintain the proximity rule are to be preferred.
With this aim, HC creates in the input space some clusters which cover the region of interest and univocally associate a particular prototype to each cluster. For the sake of simplicity, let us consider a two-class problem: let P + and P~ be the sets of patterns contained in the training set which belong to the first or the second class, respectively. All the inputs and the output are binary and can assume the values + 1 and -1 (the output value +1 is associated with the first class).
HC proceeds by grouping the patterns of P + (and P~) which are closer according to the Hamming distance and leads to the formation of clusters in the input space which correspond to equivalent prototypes. These clusters can cover patterns which are not contained in the training set, thus determining the corresponding output in a natural way.
For the generation of prototypes, HC employs a modified version of the Quine-McCluskey algorithm (Gschwind and McCluskey, 1975) , widely used in the synthesis of digital networks. Actually, the original method cannot be used because of its computational burden and some modifications were necessary to allow the treatment of training sets with several thousands of patterns.
The resulting prototypes are formed by a string of binary values (as long as the input patterns) which can contain one or more 'don't care' positions, coded by the value 0. These positions correspond to redundant inputs for the associated cluster in a given class. For example, the prototype (+1,0,-1,4-1,0,-1) is not dependent on the second and fifth input, and corresponds to an equivalent cluster containing the four patterns (+1,-1,-1,+1,-1,-1), (+1,-1,-1,+1,+1,-1), (+1,+1,-1,+1,-1,-1) and (+1,+1,-1,+1,+1,-1). All these patterns will have the same output, i.e. belong to the same class.
Once the final set of prototypes (clusters) for P + (or P~) has been found, the construction of an equivalent two-layer feedforward neural network containing threshold logic units is straightforward. It is sufficient, for each prototype, to put a hidden neuron having the weights w,-equal to the components of that prototype; only the threshold is not binary and must be equal to the number of non-null values in the prototype minus one. For example, the neuron corresponding to the prototype (+1,0,-1,+1,0,-1) has weights given by: All the activation functions must be threshold logic (Figure 1 ), i.e. the output y is positive if, and only if, the weighted sum of the inputs x t are greater than the threshold 0:
-1 otherwise being n the number of neuron inputs.
Following this construction, every hidden unit provides positive output only when a pattern contained in the equivalent cluster of the corresponding prototype is presented to the inputs. The neural network is completed by adding a final neuron that executes a logical OR operation among the outputs of the unique hidden layer. It is important to observe that a null weight is actually equivalent to a missing connection; thus, HC leads to the elimination of irrelevant inputs for a given classification problem and, consequently, to a reduction of complexity in the resulting network. This generally corresponds to an improvement in the generalization ability.
As an example, we have used HC to generalize the following training set in the space of binary vectors with five components +1,-1,+1,-1,-1 -1,-1,-1,-1,-1 P + = -1,+1,+1,+ 1,
After the execution of the modified Quine-McCluskey algorithm, we obtain the following prototypes for P + : which correspond to the equivalent network in Figure 2 . As noted above, all the weights are binary (or null), whereas thresholds increase linearly with the corresponding number of (actual) inputs.
Trials and results

Poly(A) recognition
The procedure of HC has been employed for the recognition of poly(A) signals in genomic DNA sequences (Milanesi et al, 1995) . It is known that a six base sequence such as AATAAA (with several variations) does not indicate univocally the presence of a poly(A) signal. As a matter of fact, there are regions in a gene where a similar sequence has a different meaning. Thus, our analysis has the following objective: to determine if a greater number of adjacent bases is sufficient for recognizing without redundancy the presence of a poly(A) signal. With this aim, we have considered a window containing a fixed number n of locations, with n -6,..., 12, that slides on the genomic sequence, capturing corresponding bases.
In order to construct a training set with binary components, the following four bit coding for the DNA bases was used:
Each input pattern is then obtained through the connection of the coding for the bases contained in the sliding window. The corresponding output has been set to +1 (signal present) if the sequence of bases in the input pattern identifies a real signal; otherwise the opposite case the output will be -1 (signal not present).
For every value of n, the sets P + and P~ have been obtained by extracting 938 sequences containing poly(A) signals from the EMBL release 42 database. Fifty percent of this set has then been used for constructing the prototypes to be employed in the final neural network. The other 50% of the sequence set has been used for the testing phase in order to evaluate the performance of resulting neural networks. With this aim, the following parameters have been measured: number of hidden neurons (corresponding to the number of prototypes created by HC); number of poly(A) signals not detected by the neural network (false negative); number of regions pointed out by HC, but not containing poly (A) signals (false positive).
The number of hidden neurons allows the evaluation of the complexity of the resulting neural network and consequently, as previously noted, its generalization ability. Furthermore, it is important to observe that the prototypes found by HC can be easily converted into sequences of IUB codes. This can be done by considering the position of 'don't care' values. Table  I provides the complete correspondence between a group of four bits in a prototype and its IUB code; with this linking, it is possible to obtain a direct coding of resulting neural networks.
For the sake of brevity, we cannot provide here the whole set of prototypes; Table II reports the size of this set (number Table I . Correspondence between four bits of a prototype and its IUB coding of hidden neurons) and the most relevant prototype for each value of n. As one can see, the prevalence of A and T over C and G in the poly(A) signal agrees with the experimental results.
Finally, Table III presents the results of the analysis performed by using genomic sequences randomly extracted from the test set. For each of them, Table III reports the accession number in the database, the total number of bases, the number of poly(A) signals found experimentally and the number of poly(A) signals pointed out by HC (false positive) when the window length n ranges between 7 and 12. The number of asterisks near this last value corresponds to the number of poly(A) signals that are not detected by the resulting neural network (false negative).
It is possible to note how the number of signals detected as putative poly(A) decreases with the window size n. This fact clearly shows that the flanking regions are important to discriminate the true poly(A) signals from the false ones. For this reason, the optimal window length n to be used for poly(A) lies between 9 and 10.
TATA-box recognition
A similar procedure has been carried out to determine the position of the TATA box in eukaryotic plant genes; in this case, all the sequences contained in the Eukaryotic Promoter Database (EPD) release 42 have been considered (1252 entries) and the pattern of 10 bases around it exhibiting the TATA box in the region (-32, -23) has been extracted from each of them. A portion of these patterns (10% of the total) has been used to form the test set for different kinds of living organisms. We chose to use the HC for learning the most relevant patterns present in the (-32, -23) range before the transcription start in order to consider the flanking regions around the canonical pattern TATAWAW.
For these purposes, we use the promoters included in EPD because they are selected according to the following Table III d10250  d12676  J00153  J00182  J00184  J05582  110910  111706  113943  120348  m25113  m26679  m27717  m28130  m30135  m33518  m59040  m63154  m69245  m77227  m86737  m91083   No. bases   8588  2329  12847  2685  2685  4139  2595  3255  2068  490  576  3079  1622  5191  4379  6349  1794  1584  1503  1208 •o requirements (Bucher, 1995) : (i) recognized by eukaryotic RNA POL II; (ii) active in a higher eukaryote; (iii) experimentally defined, or homologous and sufficiently similar to an experimentally defined promoter; (iv) biologically functional; (v) available in the current EMBL release; (vi) distinct from other promoters in the database; (vii) the corresponding transcription initiation site is mapped with a precision of ±5bp or higher.
The prototypes obtained by a first non-optimized execution of HC lead to interesting results when applied on the test sequences belonging to eukaryotic plant genes (Table IV) and show the validity of the considered approach. Only the sequence ZMCAB48 presents a false negative.
However, more refined training sets are necessary for treating complex sequences, such as those deriving from primate organisms, due to the increased pattern diversity. This may be due to fact that the TATA-box binding protein (TBP) structure, recently determined (Kim et al. 1993a,b) , could present different modalities in the interaction with the DNA TATA-like sequence depending on the evolution of the organisms.
The program implementing the algorithm has been written in C language and is available on the Web server (http:// www.itba.mi.cnr.it/webgene).
Conclusions
These preliminary results show the applicability of the HC method to functional signal prediction. As shown by previous examples, this technique is able to create clusters which include the pattern classification of the specific signal considered. For this reason, it presents an overprediction, especially when the window size is small. This problem can Table IV . Number of predicted TATA boxes obtained by HC on 13 plant genomic sequences not contained in the training set. The table gives the entry name of the EPD database, the number of bases in each sequence, the number of TATA boxes found experimentally and the number of predicted TATA boxes returned by HC. The asterisk in this last field means that the true TATA box was not found be limited by the optimization of the window length n or by taking into account other biological features correlated with the signal region. We plan to apply this technique by using a training set specific for different organisms and signals, and the results will be published in a future paper.
