Let W be a standard Brownian motion and define Y (t) = 
|Y (t + s) − Y (t)|
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Introduction
Let {W (t), t ≥ 0} be a one-dimensional standard Brownian motion with W (0) = 0, and let {L(t, x); t ≥ 0, x ∈ R} denoted that its local time process. That is, for any Borel function f ≥ 0, We are interested in the process 
Since x −→ L(x, t) is Hölder continuous of order v, for any v < 1 2 , the integral on the extreme right in ( * ) is almost surely absolutely convergent. For a detailed account of various motivations, historical facts and general properties of principal values of local times, we refer to the recent collection of research papers in Yor [7] , to Chapter 10 of the lecture notes by Yor [8] , and to the survey paper by Yamada [6] . Biane and Yor [1] presented a detailed study on Y and determined a number of distribution for principal values and related processes.
Notation. Throughout this article we use the notation Lu = log u = log(max(u, 1)) , L 2 u = log log u = log log(max(u, e)), for u ≥ 0. ε stands for a positive number given arbitrarily, and the letter c with subscripts denotes some finite and positive universal constants. When the constants depend on a parameter, say p, they are denoted by c(p) with subscripts. Denoted by a T , will be supposed to satisfy the following conditions
T → a T and T → T/a T are both nondecreasing.
Concerning almost sure limit theorems for Y and its increments, we summarize the relevant results in the literature. It was shown in [5] that the following law of the iterated logarithm holds:
Theorem A(Hu and Shi [5] )
Recently Csáki et al. [4] investigated the large values of the increments of Y (.) and established the following theorem.
Theorem B Under (1) and (2)
lim sup
Main result
In this section our result concerns the large increments of Y(.). (1) and (2) we have
Theorem 2.1 Under
where
We need the following Lemmas for the proof of our result
Lemma 2.2 (see[4]) For
, z > 1 we have
with some positive constant c = c(δ) > 0.
Proof of Theorem 2.1. The proof is similar to that of Csáki et al. [3] and [4] , but the change in denominators requires some alterations in the proof and will be given in two steps expressed by the following two lemmas.
Lemma 2.3
Under (1), (2), we have
Lemma 2.4 Under (1), (2), we have
Proof of Lemma 2.3. Let δ > 0 and
Applying Lemma 2.1 to
By the Borel-Cantelli Lemma, almost surely for all large k,
Notice that
Now choosing θ near enough to one and sending δ to 0 yields the upper bound in Lemma 2.3.
Proof of Lemma 2.4. In the case when a T = T , (8) follows from the law of the iterated logarithm (3) of Theorem A. Now we assume that a T T ≤ ρ < 1, with some constant ρ for all T > 0. By scaling, (6 ) of Lemma 2.2 is equivalent to
for 0 < a < T , 0 < δ < 1 2 , z > 1.
Define the sequences
and θ 0 = 0,
.and
Since A k ⊂ A k and applying (11), with
Hence k P (A k ) = ∞ and since A k are independent, Borel-Cantelli lemma yields
It follows that lim sup
It can be seen (cf. [2] ) that we have almost surely for large enough k
Since by our assumptions
we have also lim
On the other hand, for any δ > 0 small enough we have almost surely for large 
