Abstract. We compute the image of Atkin's U p operator on reduced modular forms. If A ≥ 1 and 2 N ) ) is a surjection. In particular, the dimension of ker U p is known for weights at least p + 2.
Introduction
Modular forms modulo p were introduced by Serre [8] and Swinnerton-Dyer [9] (level N = 1) and Katz [5] (general level). Fix a level N = 2, 3, and a prime p ≥ 5 not dividing N . Set Γ = Γ 1 (N ) or Γ 0 (N ). Suppose that f = a(n)q n ∈ M k (Γ) is a weight k, holomorphic modular form on Γ with p-integral coefficients. Let M k (Γ) denote the space of reductions of forms modulo p. Atkin's U p operator acts on q-expansions via
Serre [8] showed that U p is contractionary: if k ≥ p + 2, then U p sends M k (1) to M k (1), where k < k. We sharpen this result by determining k and generalizing to other levels. 
is a surjection.
In particular, the dimension of ker U p is now known for weights Ap + B ≥ p + 2; namely,
This is in contrast to the low-weight situation in which the action of U p is still mysterious. Usually, ker U p is trivial for small weights, but there are sometimes non-ordinary forms (also called supersingular forms) of weight less than p + 1 which are annihilated by U p . To prepare for a couple of examples, set
Take Γ = Γ 1 (1) and consider the eigenform
In this case, dim X 12 = 1 if and only if τ (p) ≡ 0 (mod p). The only known primes for which this is true are p = 2, 3, 5, 7, 2411, and 7758337633 [7] . It is unknown if there are infinitely many supersingular primes for which τ (p) ≡ 0 (mod p). and in the range 120 ≤ 2k ≤ 178 we get 10, 9, 10, 10, 9, 10, 10, 9, 10, 10, 9, 10, . . . , and so on. Of course, the regularity of dim X 2k for 2k ≥ 62 is a consequence of (1.1) and the dimension formulas. The point is that the small glitches at weights 16 and 46 do not produce further complexities later on. The space X 6 is generated by the unique normalized weight 6 cusp form of level 4, Writing f = a(n)q n , the space X 16 is generated by a form g ≡ n 14 a(n)q n (mod 19). In the terminology of Section 2, f and g are low points of a Tate cycle. The point of the preceding examples is that dim X k is erratic for small k. However, Theorem 1 shows that this unpredictability disappears for k ≥ p + 2. Section 2 recalls background on the structure of M k (Γ), various operators, and the Tate cycle. Section 3 contains the key to the proof: a decomposition of M k (Γ) into many subspaces with clear relationships to ker U p . Finally, Section 4 ties everything together and proves Theorem 1.
Preliminaries
We recall the notion of reduced modular forms due to Serre [8] , SwinnertonDyer [9] , and Katz [5] . Fix a positive integer N = 2 or 3 and fix Γ = Γ 1 (N ) or
] denote the space of holomorphic, weight k ∈ Z ≥0 modular forms on Γ with p-integral coefficients. The coefficients of the forms in this space may be reduced modulo p.
This leads to the definition of a filtration on M k in terms of the "least weight" of a form. For f ∈ M k , define
Define the operators
The existence of these operators is detailed in [5, 8, 9] . It will be convenient to have some notation for the kernels:
Observe that
Swinnerton-Dyer [9, Lemma 5] and Katz [6] prove the following lemma. (See also Gross [2, Proposition 4.10] for a statement of the following lemma in terms of Γ 1 (N ). The fact that the d operators commute with T p = U p implies that the proposition also holds for Γ 0 (N ).)
Fermat's little theorem implies that for any f ∈ M k , we have Θ p f = Θf . Thus repeated iterations of Θ yield the so-called Tate cycle
The situation Θ p−1 f = f , in which f is in its Tate cycle, is equivalent to f ∈ X k . By Lemma 2, the filtration usually rises by p + 1 at each step of the Tate cycle. Occasionally, the filtration will fall. If i is such that ω( (1) Θf = 0,
4) either there is one low point in the Tate cycle or there are two low points in the Tate cycle, (5) the Tate cycle has a single low point if and only if some term in the cycle (which will be the low point) has filtration congruent to 2 modulo p, (6) if f is a low point of its Tate cycle and if there are two low points, then the first high point has filtration
the other low point has filtration
and the last high point has filtration
Main decomposition
We begin by defining key subspaces of M k . 
(2) For k ≥ 2p + 1 and k ≡ 1 (mod p), pick once and for all a complementary subspace Y k so that
The purpose of the Y k is elucidated by the following lemma.
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, where
In particular, a nonzero f ∈ Y k has filtration ω(f ) = k.
Proof. When k ≡ 1 (mod p) the conclusion follows from Definition 4 and Lemma 3 (2) . On the other hand, when k ≡ 1 (mod p), by (2.3) and Definition 4 we have
, then by Definition 4 we have
If k ≡ 2 (mod p), then take (3.1) as an inductive hypothesis. Consider the diagram below:
where the last equality follows from a calculation (see, for example, [3, Formula 2.6]) with dimension formulas.
By Lemma 5 and an argument with filtrations, the first collection of subspaces has trivial intersection with X k , and the second collection of subspaces is contained in X k . Hence
Rather than studying the image of U p directly, we study the image of the composition V p U p = 1 − Θ 
