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Abstract
The revolution of the 5G communication systems will result in 10,000 times in-
crease in the total mobile broadband traffic in the 2020s, which will increase the
demand on the limited wireless spectrum. This has highlighted the need for an
efficient frequency-reuse technique that can meet the ever-increasing demand on
the available frequency resources. In-band full-duplex (FD) wireless technology
that enables the transceiver nodes to transmit and receive simultaneously over the
same frequency band, has gained tremendous attention as a promising technology
to double the spectral efficiency of the traditional half-duplex (HD) systems. How-
ever, this technology faces a formidable challenge, that is the large power difference
between the self-interference (SI) signal and the signal of interest from a remote
transceiver node. In this thesis, we focus on the architecture of the FD transceivers
and investigate their ability to approximately double the throughput and the spectral
efficiency of the conventional HD systems. Moreover, this thesis is concerned with
the design of efficient self-interference cancellation schemes that can be combined
with the architecture of the FD transceiver nodes in order to effectively suppress the
SI signal and enable the FD mode. In particular, an orthogonal frequency-division
multiplexing (OFDM) based amplify-and-forward (AF) FD physical-layer network
coding (PLNC) system is proposed. To enable the FD mode in the proposed sys-
tem, a hybrid SIC scheme that is a combination of passive SIC mechanism and
active SIC technique is exploited at each transceiver node of that system. Next, we
propose an adaptive SIC scheme, which utilizes the normalized least-mean-square
(NLMS) algorithm to effectively suppress the SI signal to the level of the noise
floor. The proposed adaptive SIC is then utilized in a denoise-and-forward (DNF)
FD-PLNC system to enable the FD mode. Finally, we introduce a novel over-
the-air SIC scheme that can effectively mitigate the SI signal before it arrives the
local analog-to-digital converter (ADC) of the FD transceiver nodes. Furthermore,
the impact of the hardware impairments on the performance of the introduced SIC
scheme is examined and characterized.
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Chapter 1
Introduction
1.1 Motivation and Challenges
The development of the anticipated 5G communication systems, which aims to attain a 100
times more throughput than that of the 4G systems, has immensely increased the demand for
higher spectral efficiency networks. The existing conventional half-duplex (HD) networks uti-
lize separate time slots in the time division duplex (TDD) technique, while orthogonal frequency
bands are used in the frequency division duplex (FDD) technique, to separate the transmit and
receive signals as illustrated in Figs. 1.1 and Figs. 1.2, respectively, [1–3]. Hence, the HD
networks exploit only half of the spectral resources for the actual signal transmission. To im-
prove the HD networks’ spectral efficiency, some communication schemes, such as multiple-
inputmultiple output (MIMO) [4, 5], and orthogonal frequency division multiplexing (OFDM)
have been introduced [6]. However, these schemes alone do not meet the spectral requirements
of the 5G wireless communication networks. Thus, in-band full-duplex (FD) communication
mode has emerged as a promising solution to double the capacity and ameliorate the spectral
efficiency of the existing HD systems by enabling the transceiver nodes to concurrently transmit
and receive over the same frequency band as shown in Fig. 1.3.
It is worth pointing out that the key challenge associated with the FD mode of communica-
tion is the self-interference (SI) signal. In essence, the power of the SI signal is much higher
than that of the signal of interest, which is coming from the far transceiver node. This power dif-
ferential between the SI signal and the signal of interest along with the limited dynamic range of
the analog-to-digital converter (ADC) can dramatically increase the signal of interest quantiza-
tion noise and degrade the performance of the system. Consequently, to attain the aim of the FD
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Figure 1.1: Time division duplex (TDD) scheme.
mode, i.e. double the throughput of the conventional HD communication systems, the SI signal
should be effectively suppressed to the level of the noise floor before the ADC. Motivated by
this fact, various self-interference cancellation (SIC) techniques have been introduced to tackle
the SI challenge. The proposed schemes can be categorized into two major types: passive and
active SIC schemes. The passive SIC mechanism exploits the distance between the local TX
and RX antennas, some antennas settings and RF shielding materials to improve the isolation
between the transmit and receive chains, subsequently, mitigate the SI signal. In contrast, the
active SIC techniques utilize various signal processing methods both in the analog and digital
domains to suppress the SI signal. These signal processing methods are exploited to construct
a replica of the SI signal, which is then subtracted from the total received signal to diminish
the actual SI signal. Furthermore, digital filtering methods have been proposed to mitigate the
SI signal. In essence, these methods utilize transmit and receive filters in the local transmit-
ting and receiving chains to cancel the SI signal. Various mechanisms are exploited to design
these filters such as null-space projection (NSP), singular value decomposition (SVD), mini-
mum mean square error (MMSE) and zero-forcing (ZF). The aforementioned SIC techniques
will be meticulously discussed in Chapter 2.
Owing to the tremendous challenge induced by the FD mode, i.e the SI signal mitigation
and impact of the SI signal on the performance of the wireless communication systems, most
of the research only considers HD mode to avoid SI signal. However, the evolution of the 5G
wireless communication systems and the throughput requirements of these systems cannot be
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Figure 1.2: Frequency division duplex (FDD) scheme.
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Figure 1.3: In-band full-duplex (FD) scheme.
satisfied using the HD mode of communication. Hence, recently, some researchers have inves-
tigated designing effective SIC schemes, which can enable the FD mode by diminishing the SI
signal [7–11]. The promising results of these research works have indicated the feasibility of
implementing a pragmatic FD wireless communication systems. In general, the obtained results
have shown that the SI signal can be effectively mitigated using various SIC techniques. Thus,
3
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recent work has considered implementing FD wireless communication networks and investi-
gated their attained gain over the traditional HD wireless communication networks. Further-
more, some research work has studied the impact of the residual SI signal on the performance
of the FD wireless communication networks.
In [12], the feasibility of utilizing FD relay node in a one-way relay channel (OWRC) net-
work, , which comprises one HD source node (S), one HD destination node (D) and one FD
relay node, was investigated in the presence of residual self-interference by evaluating the at-
tained end-to-end (E2E) capacity. Moreover, this E2E capacity of the FD mode was compared
with that of the HD mode, which exploits HD relay node. This comparison was used to study
the amount of the residual SI that can be tolerated by the FD mode. Furthermore, it was assumed
in this work that the received signal at the FD relay node is affected by the SI signal resulting
from the FD mode. A compact relay antenna node was developed in [13]. This relay antenna
node was exploited to aid the communication between outdoor base stations and indoor users,
and was utilized for the SI channel measurement, where the SI interference channels were mea-
sured and modelled for outdoor-to-indoor communications. The empirical results in this work
have shown that the compact relay antenna can achieve up to 51 dB isolation in an anechoic
chamber, whilst 48 dB isolation was attained in the multipath environment. Nevertheless, these
results can be further improved by placing antenna in different positions
A three nodes OWRC network, where the source node in the network transmits informa-
tion to the destination node with the help of an FD relay node in [14]. Moreover, in this work,
an adaptive FD/HD relaying scheme, which utilizes a combination of FD orthogonal recep-
tion and transmission at the relay, was introduced to maximize the spectral efficiency of the
two-hop communication network. This relaying scheme was formulated as an optimization
problem subject to the condition that the accomplished throughput is higher than that of the FD
and HD schemes. In [15], an hybrid relaying scheme was developed. This developed scheme
opportunistically switches FD and HD relaying schemes to maximize the throughput and spec-
tral efficiency of the two-hop communication network. Moreover, a transmit power adaptation
technique was combined with proposed relaying scheme to further improve the performance
of the considered three nodes relay network. The benefit of opportunistic switching between
relaying schemes is examined and discussed. Furthermore, the explicit conditions under which
the FD relaying scheme outperforms the HD relaying scheme and vice versa were provided in
this work. The FD relay selection problem was investigated in [16]. A two-hop relay network,
which consists of one source node, one destination node and N FD relays is considered. The
source and the destination nodes are assumed to have no direct link connecting them. Moreover,
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different relay selection policies were considered to maximize the instantaneous E2E FD relay
channel capacity. The performance of these relaying schemes was examined in terms of outage
probability in the presence of SI signal. A two-hop relay network, which consists of one source
node, one destination node andN FD relays is considered. The source and the destination nodes
are assumed to have no direct link connecting them.
In [17], different antenna selection (AS) mechanisms were proposed for MIMO FD two-
hop relay networks, which consist of one source node, one destination node and N FD relays is
considered. The source and the destination nodes are assumed to have no direct link connecting
them.. The main idea of the posed AS technique is utilizing less radio frequency chains than the
equipped antennas to decrease the implementation complexity MIMO system. Moreover, the
outage probability performance of the proposed AS schemes was studied in this work. A simple
power allocation (PA) scheme was proposed to tackle the zero-diversity limitation associated
with FD mode at the relay. Furthermore, the optimal PA value for the proposed AS schemes was
analytically derived and presented. Next, a joint AS and relay selection scheme was introduced
in [18] to optimize the E2E error performance of the general FD multiple-relay network. In the
proposed scheme the channel condition is used to adaptively selects the TX antenna and RX
antenna at the FD relay nodes, whilst the relay that can maximize the E2E performance of the
FD relay network is selected. Furthermore, closed-form expressions for the outage probability
and average symbol error rate of the considered network were derived and validated using sim-
ulation studies. As a result of the antenna selection at the relay nodes, the proposed scheme can
attain an extra space diversity at the destination. Hence, the proposed system outperforms the
traditional FD relay selection scheme. However, proposed scheme exhibits error floor at high
SNR region.
In [19], an optimal relay assignment and power allocation (ORAPA) scheme, which utilizes
bipartite matching approach, was proposed to maximize the attained sum rate of the FD relaying
network. The Hungarian algorithm was exploited to solve the sum rate maximization problem.
This problem was presented as a mixed-integer nonlinear programming (MINLP) problem. The
proposed scheme was employed in an FD relay network, which comprises multiple source and
destination nodes connected via multiple relay nodes. Khafagy et al. [20] studied the perfor-
mance of an FD cooperative network with opportunistic relay selection, which comprises one
source node and one destination communication over Nakagami-m fading channels with aid of
N FD relay nodes. In particular, the outage probability and the throughput of the considered FD
network were investigated. Moreover, a closed-form expression of the cumulative distribution
function (CDF) of the E2E signal-to-interference and noise ratio (SINR) in the presence of a di-
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rect source-destination link was derived and presented. Next, an MIMO FD relay network with
a source node transmits data to a destination node with assistance of FD amplify-and-forward
(AF) relay node was considered in [21]. Moreover, the source node and the destination node
in the considered system are equipped with NS and ND antennas, respectively, while the relay
node is equipped with two antennas one dedicated fro transmission and the other one for re-
ception. The E2E outage probability performance of the considered network was investigated.
Furthermore, improve the E2E performance of the FD relay network maximum ratio combining
(MRC) technique was exploited at the destination node. On the other hand, transmit antenna
selection (TAS) technique was used at the source node.
Exact outage probability expressions of the FD two-way relay channel (TWRC) network
were derived and presented in [22], under the assumption that perfect channel state information
(CSI) should be available at the relay node to accomplish a correct decoding. . Furthermore,
to improve the outage performance for the FD-TWRC network, optimal power allocation tech-
niques along with optimal relay node placement strategies were introduced. Next, The perfor-
mance of an AF-FD-MIMO relay channel network was analyzed in [23]. The considered MIMO
channel network comprises one source node and one destination node both equipped with a sin-
gle antenna. The source node in this network intends to transmit data to the destination node via
an AF-FD-MIMO relay node, which equipped with NR and NT antennas dedicated for recep-
tion and transmission, respectively. Moreover, the impact of the residual SI, imperfect CSI and
spatial fading correlation on the performance of the system under consideration was studied.
Furthermore, an exact expression in conjunction with a simpler lower band expression for the
outage probability of the considered system were derived and presented. Finally, maximum and
ratio transmission (MRT) and MRC techniques were considered to improve the E2E system
performance.
It is worth pointing out that the main focus of the discussed literature was investigating
the performance of the FD cooperative networks and presenting some AS and relay selection
techniques along with some PA algorithms. Moreover, the discussed literature did not present
or discussed any SIC technique, which is considered as the crucial stage in any pragmatic FD
system. This comes from the fact that without the SIC stage the SI signal will swamp the signal
of interest at the local ADC. Motivated by this fact several SIC techniques have been presented
in the last decade to effectively diminish the SI signal before the ADC. In [24], MIMO nodes
were exploited in conjunction with simultaneous transmission and reception can improve the
efficiency of the ad hoc networks. Moreover, interference suppression techniques that can solve
the simultaneous link problem in the ad hoc networks and enable the FD mode were utilized.
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In particular, using the null-space projection to suppress the SI signal was discussed in this
work. Moreover, the feasibility of mitigating SI signal using signal processing techniques,
which can enable the concurrent transmission and reception, was demonstrated. A three node
FD relay channel network in which the relay node is equipped with two antennas both are
simultaneously used to transmit and receive data was considered is [25]. Moreover, the singular
value decomposition (SVD) techniques was used to effectively diminish the SI signal and enable
the FD mode, which improve the spectral effecnicy of the tow-hobs relay channel network.
Next, transmit and receive filters were employed in a MIMO-FD relay channel network to
effectively mitigate the SI signal [26]. These filters were designed using null-space projection
and minimum mean square error techniques. Moreover, the channel estimation error of the SI
channels was considered as the key limitation of the proposed SIC technique.
An FD bi-directional communication system was proposed and implemented using off-the-
shelf MIMO Radios in [27]. Moreover, an effective SIC scheme, which comprises a combina-
tion of Antenna Separation, Analog Cancellation, and Digital Cancellation was introduced and
empirically tested. The proposed SIC scheme constructs a replica of the SI signal and subtracts
this replica from the received signal before it reaches the front end of the local receiver. The pro-
posed SIC scheme can achieve up to 80 dB SI signal suppression. Moreover, the availability of
the perfect CSI was identified as the key limitation of the proposed SIC scheme. Next, Achiev-
ing FD wireless communication was investigated in [7]. In particular, a SIC scheme, which
used a combination of a novel antenna, RF, and digital cancellation techniques, was proposed.
Three antennas were used to enable the antenna cancellation technique, one RX antenna, and
two TX antennas. The idea behind using two TX antennas is to use one antenna for the actual
transmission while using the other antenna to transmit a destructive copy of the SI signal. It is
worth pointing out that the TX antennas should be placed such that the distance between them
and the RX antenna should be d and d+λ. In [28], directional antennas are used to minimize the
overlap in the antennas coverage patterns, which passively mitigate SI signal and enable the FD
mode in a FD base station. The performance of the FD mode was characterized as a function of
the angel between the directional antennas. At 10 m distance, the FD mode can achieve up to
90% and no lower than 60% gain over the HD mode when the antennas were separated by 45
or more.
An experiment-based characterization of passive SI mitigation and active SIC techniques,
which includes analog and digital mechanisms, in FD wireless communication was presented
in [9]. The amount of the SI suppression that is attained due to the distance between the local
TX and RX antennas at each node was determined as a function of the distance between the
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antennas. The experimental results demonstrated that the performance of the digital SIC stage
varies as a function of the performance of the analog SIC stage and the combination of the
passive and active SCI techniques can accomplish up 74 dB SI suppression. Moreover, the
probability distribution of the SI channel was empirically determined and given. A combination
of RF cancellation and digital cancellation techniques was considered in [29] to diminish the SI
signal. The aim of the using the RF cancellation was to suppress the SI signal before the ADC
to a level, which enables the receive chine to detect the signal of interest after the ADC. Next,
the digital cancellation was exploited to further mitigate the SI signal in the digital domain.
Moreover, the impact of the nonlinear distortion induced by the receive chain was studied in
this work The nonlinear distortion produced by the PA at the transmit side was identified as
a key limitation of the existing linear SIC mechanisms. Next, a pragmatic SIC scheme with
practical imperfect radio frequency (RF) components was presented in [30]. Furthermore, the
key RF imperfections were considered in this work. Moreover, novel widely linear digital SIC
processing, which can effectively suppress the nonlinear SI resulting from the PA and the image
components of the SI signal produced by the imperfections IQ mixers was introduced. It is
noteworthy that this is the first time the problem of the image component of SI signal, resulting
from the imbalances in IQ mixers was addressed.
A bi-directional FD-MIMO communication system was presented in [31]. Moreover, a
pricing-based precoding algorithm was introduced to effectively mitigate the SI signal. Due to
the fact that the proposed precoding is implemented prior to the LNA and ADC, the linearity of
the system can be ensured. Next, three passive SIC mechanism were presented and their per-
formance was characterized in [10]. First, directional antennas with 90◦ were used to mitigate
the SI signal by minimizing the placing the TX and RX antennas such that the coverage pat-
tern intersection is minimized. Second, dual-polarized antennas were exploited such that one
antenna excites in a horizontally polarized mode, and the other in a vertically polarized mode
to diminish the SI signal. Finally, an RF absorber was placed between the TX and RX antennas
to suppress the SI signal. The attained SI suppression was experimentally obtained both in a
reflective environment and in a nonreflective environment. The combination of the proposed
SIC mechanisms can achieve up to 73.8 dB SI suppression.
A mobile single-antenna in-band FD transceiver architecture was presented in [32]. More-
over, an adaptive digital SIC algorithms with the ability to track the SI channel changing due the
mobile transceiver movement was introduced. Furthermore, LMS-based learning algorithm was
exploited to implemented the proposed SIC mechanism. The proposed adaptive SIC algorithms
can attain 100 dB SI cancellation using a 20 MHz LTE waveform and over 110 dB with a nar-
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rower bandwidth of 1.4 MHz. Next, Ahmed et al. [11] presented an active digital SIC scheme.
The main idea of the proposed scheme is to exploit an auxiliary receiver chain to acquire a copy
of the SI signal in the digital domain, which includes all the impairments induced by the trans-
mit chain. Then, this copy is subtracted from the received signal to cancel the SI signal along
with the transmitter impairments. Moreover, a common oscillator is shared between the auxil-
iary and ordinary receive chains to mitigate the phase noise of the receive chain. The proposed
SIC mechanism can attain approximately 117 dB SI cancellation. An integrated wideband RF
domain SIC technique was proposed in [33]. The proposed SIC mechanism utilized multiple
RF bandpass filters to echo the the magnitude, phase of the SI signal.
An electrical balance duplexing technique was proposed in [34], to suppress the SI signal in
a single antenna mobile devices. Hybrid junctions with electrical balance duplexer have been
exploited to apply significant isolation between the transmit and receive terminals. This tech-
nique is proposed for small size devices and one antenna is used for transmission. Furthermore,
the performance of this mechanism is affected by the antenna impedance variation in both the
frequency domain and time domain. Next, an multitap RF cancellation scheme with multiple
pre-weighted taps was introduced in [35]. The proposed scheme used fixed delay and adaptive
algorithm to track the amplitude and the phase of the direct path between the local TX and RX
antennas and the recollections from the surrounding environment. Moreover, this SIC can ac-
complish up to 90 dB analog cancellation before the signal reaches the ADC. A shared antenna
full-duplex transceiver was introduced in [36], this transceiver exploits adaptive RF cancella-
tion along with adaptive digital SIC scheme to suppress the SI signal at digital baseband. The
adaptive RF cancellation circuit in this work tracks the changes in the amplitude and phase of
the SI signal to construct a copy of it and then subtract this copy from the received signal. The
power of the SI signal after the adaptive RF cancellation can still be stronger than the signal of
interest from the other nodes due to the nonlinear low-cost RF components. Thus, the adaptive
digital SIC is exploited to suppress the residual SI in the digital domain after the adaptive RF
cancellation.
An SIC mechanism, which comprises a combination of Iterative detection and decoding
(IDD) with MMSE filtering were proposed in [37], to further diminish the residual SI signal af-
ter passive and active SIC stages. Moreover, the proposed SIC scheme was exploited in an FD
single-input multiple-output (SIMO) bi-directional communication system. The proposed SIC
technique in conjunction with passive, and analog and digital active SIC stages can enhance the
performance of the considered FD-SIMO bi-directional system. The obtained results showed a
close match with the SI free scenario. Next, a frequency domain SIC scheme that can remove
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all the SI components in a generalized frequency-division multiplexing (GFDM) system was
designed and presented in [38]. This was done by generating a replica of the SI signal and sub-
tract this replica from the received signal. The performance of the FD-GFDM can be enhanced
without increasing the computational complexity of the system. Korpi et at. [39], introduced a
new SIC scheme, which comprises passive SI suppression attained using a novel antenna design
followed by multitap RF cancellation and nonlinear digital cancellation to further suppress the
SI signal to the level of the receiver noise floor. The utilized antenna design uses wavetraps to
attain passive isolation of up to 70 dB between the TX and RX antenna ports. Then, feeding the
SI signal into the multitap RF cancellation and nonlinear digital cancellation can achieve over
a 100 dB SI cancellation even when 80 MHz bandwidth is assumed.
A novel RF SIC scheme that exploits phase modulation and optical sideband filtering was
introduced in [40]. The SI signal was suppressed by tuning the delay time and amplitude in the
optical domain. There are mainly two issues associated with this SIC approach, which can be
investigated in the future. First, how to optimize the phase modulators and the optical filter to
improve the SIC over a wide bandwidth. Second, exploit an adaptive algorithm to efficiently
track the amplitude and phase of the SI signal. Next, a novel digital SIC mechanism for in-
band FD MIMO transceivers was introduced in [41]. Moreover, a general signal model for the
observed SI in the digital domain was presented in this. This SI signal model can capture all the
distortions induced by the transmit and receive chains such as IQ imbalance, the nonlinearity of
the PA, and the crosstalk between the transmitters. Furthermore, a novel principal component
analysis based scheme was proposed to reduce the complexity of the cancellation scheme by
controlling the number of parameters in the signal model. It is worth pointing out that the
proposed complexity reduction scheme can remove up to 65% of the parameters in the digital
canceller, hence formidable computational requirements reduction can be attained.
1.2 Contributions
This research aims to design a pragmatic transceiver node that can enable the FD mode of
communication, i.e. simultaneously transmit and receive in the same frequency band. More-
over, in this thesis, meticulous performance analysis of the proposed FD systems is done to
investigate the ability of these systems to improve the throughput and the spectral efficiency
of the traditional HD systems. To tackle the formidable challenge induced by the FD mode,
i.e. the SI signal, three SIC schemes are presented in this work. The performance of these SIC
schemes is thoroughly examined and their performance limitations are addressed in this work.
10
1.3 Publications Arising From This Research
The contribution of this thesis can be summarized as follows
• In Chapter 3, a new orthogonal frequency-division multiplexing (OFDM) based FD physical-
layer network coding (PLNC) system with a hybrid SIC scheme, which is a combination
of passive and active SIC techniques, is introduced in this work.
• In Chapter 4, an adaptive SIC scheme which exploits the normalized least-mean-square
(NLMS) algorithm to suppress the SI signal to the level of the noise floor is developed
and presented.
• Furthermore, the proposed adaptive SIC is exploited in a denoise-and-forward (DNF)
FD-PLNC system.
• In Chapter 5, a novel over-the-air SIC scheme that exploits the generalized nonsymmetric
eigenproblem (GNEP) to effectively diminish the SI signal before it reaches the ADC of
the local receive chain is introduced in this work.
• Closed-form expressions for various performance evaluation metrics of the proposed FD
wireless communication systems are derived and presented in this work. Moreover, the
derived expressions are validated using extensive simulation studies.
• The effect of the imperfect CSI and residual SI on the performance of the FD wireless
communication systems is meticulously studied.
• The impact of the hardware impairments on the performance of the considered FD sys-
tems is investigated in this work.
1.3 Publications Arising From This Research
- Conference Papers
1. B. A. Jebur, C. C. Tsimenidis and J. Chambers, “Tight Upper Bound Ergodic Capacity of
an AF Full-Duplex Physical-Layer Network Coding System,” in IEEE 27th Annual Inter-
national Symposium on Personal, Indoor, and Mobile Radio Communications (PIMRC),
pp. 1-6, Sept 2016, Valencia, Spain.
2. B. A. Jebur, C. C. Tsimenidis, M. Johnston, and J. Chambers, “Outage probability of an
AF full-duplex physical-layer network coding system,” in 24th European Signal Process-
ing Conference (EUSIPCO), pp. 1828-1832, Aug 2016, Budapest, Hungary.
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3. B. A. Jebur, and C. C. Tsimenidis, “Performance analysis of OFDM-Based denoise-and-
forward full-duplex PLNC with imperfect CSI,” in IEEE International Conference on
Communication Workshop (ICCW), pp. 997-1002, June 2015, London, United Kingdom.
1.4 Thesis Outline
The rest of the thesis is organized as follows:
Chapter 2 discusses the evolution of the 5G wireless communication networks and the chal-
lenges that are associated with these networks. Next, the PLNC scheme is presented as a promis-
ing technique to improve the throughput of the TWRC networks. Furthermore, the relaying
schemes that are used in the cooperative systems are outlined in this chapter. Moreover, this
chapter introduces the in-band FD mode and the challenges associated with this mode. Addi-
tionally, various SIC mechanisms are illustrated in this chapter such as passive SIC techniques,
analog, and digital active SIC schemes, and spatial SIC methods.
Chapter 3 presents an amplify-and-forward (AF) OFDM based FD-PLNC system that is
combined with a hybrid SIC scheme to effectively mitigate the SI signal. Moreover, closed-
form expressions for the E2E average symbol error rate (ASER), outage probability and ergodic
capacity of the proposed AF-FD-PLNC system are derived and presented in this chapter. Fur-
thermore, the impact of the residual SI signal on the performance of the proposed system is
meticulously studied. The estimation error of the SI channel and the imperfect synchronization
between the constructed replica of the SI signal and the actual SI signal are identified as the key
limitation of the proposed SIC scheme.
Chapter 4 focuses on the design of an adaptive SIC scheme that exploits the NLMS algo-
rithm to effectively suppress the SI signal. Moreover, a DNF-FD-PLNC system, which exploits
the proposed adaptive SIC scheme, is presented in this chapter. Exact E2E expressions for
the outage probability, ASER and ergodic capacity of the proposed system are derived and
validated using Monte Carlo simulations. Furthermore, the E2E performance of the proposed
DNF-FD-PLNC system is thoroughly analyzed in the presence of the residual SI and imperfect
CSI.
Chapter 5 introduces a novel SIC scheme that utilizes Generalized Nonsymmetric Eigen-
problem (GNEP) to effectively suppress the SI signal over-the-air before it reaches the local
ADC. Moreover, a precoded full-duplex bi-directional (P-FD-BD) wireless communication sys-
tem is presented. Furthermore, the impact of the hardware impairments on the performance of
the proposed SIC scheme is investigated in this chapter.
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Finally, the conclusions of this thesis along with the potential future work are presented in
Chapter 6.
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Chapter 2
Evolution of Full-Duplex Architectures
2.1 Introduction
The evolution of the fifth-generation (5G) wireless communication systems, which will be
deployed in 2020, has introduced a number of challenges and different research topics [42].
These challenges can be summarized as follows; higher capacity and performance require-
ments, higher spectrum efficiency, more spectrum resources, low cost and low latency [43].
Moreover, 5G networks should enable mobile broadband (MBB) service, machine type com-
munications (MTC), and vehicular to anything (V2X) communications [44,45]. Thus, a number
of research topics such as cooperative communication and FD systems have been proposed to
address these challenges. The cooperative communication systems are one of the solutions
to extend the coverage and improve the throughput of the 5G communication systems due to
its diversity gain [46–49]. In general, the cooperative communication systems comprises two
main types of networks: one-way relay channel (OWRC) network and two-way relay channel
(TWRC) network, booth will be thoroughly discussed in this chapter. In both types, i.e. OWRC
and TWRC, one or more nodes are exploited as a relay to extend the network coverage and/or
to provide diversity gain [50].
Furthermore, FD communication mode is a promising technology that can double spectral
efficiency and capacity of the conventional half-duplex (HD) communication system by en-
abling each transceiver node in this system to transmit and receive simultaneously over the same
frequency band [51, 52]. Hence, exploiting the FD mode can meet the 5G throughput require-
ments, however, FD systems suffer from SI, which can dramatically degrade the throughput
performance of these systems [53, 54]. This degradation comes from the fact that the power
of the SI signal is much larger than that of the signal of interest that is coming from the far
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transceiver nodes, subsequently, the signal of interest can be swamped by the SI signal in the
ADC [55, 56]. Thus, to enable the FD communication systems and enhance the capacity of the
conventional HD systems by approximately a factor of 2, an efficient self-interference cancel-
lation (SIC) scheme is required at each transceiver node [57]. The aim of the SIC is to suppress
the SI signal to approximately the noise floor level before the ADC [3]. In the recent years,
a number of different SIC schemes have been presented such as; passive SIC exploiting the
propagation suppression and isolation materials, and active SIC, which is implemented in the
analog and digital domain. Furthermore, a spatial SIC which exploits zero-forcing (ZF), min-
imum mean square error (MMSE) filtering and null space projection (NSP) to diminish the SI
signal, has been presented an effective technique to mitigate the SI signal. These SIC schemes
will be thoroughly discussed in the rest of this chapter.
This chapter presents a background and theoretical overview of the cooperative communi-
cation systems in general along with a comprehensive description of the OWRC and TWRC
networks. Moreover, a detailed discussion of the relaying schemes that can be utilized in the
cooperative systems is included in this chapter. Finally, a theoretical overview and comprehen-
sive discussion of the different SIC schemes that have been presented thus far in the existing
research work.
2.2 Cooperative Wireless Communication Systems
A cooperative wireless communication system is defined to be a system, in which all or some
of the wireless nodes cooperate to relay other nodes’ data [58], as illustrated in Fig 2.1. It is
worth noting that some of these nodes do not have any data to transmit and act only as a relay to
facilitate the communication between the nodes in the cooperative networks. In essence, these
systems can improve the spectral efficiency, enhance transmission capacity, extend the coverage
and exploit distributed spatial diversity [59]. The main idea of the cooperative communication
systems was introduced in [60], which studied the capacity of a simple cooperative wireless
communication system that comprises three nodes, i.e. source node, a relay node and desti-
nation node. In general, the cooperative wireless communication systems include two main
network categories: OWRC network and TWRC network. These network categories will be
discussed in detail in this section.
15
2.2 Cooperative Wireless Communication Systems
BA
Nodes
Cooperative 
Figure 2.1: A cooperative communication system.
2.2.1 One-Way Relay Channel (OWRC) Network
The OWRC network consists of one source node, S, one destination node, D, and one or more
intermediate nodes that act as relay nodes as depicted in Figs. 2.2, 2.3 and 2.5. These relay
nodes facilitate the communication between the source and destination nodes. Figs. 2.2 and
RS D
h1 h2
Figure 2.2: Two-hop one-way relay channel network.
RNS DR2R1 . . .
hNh1 h2
Figure 2.3: Multi-hop one-way relay channel network.
2.3 illustrate a two-hop and multi-hop relay channel network, respectively, in which there is
no direct path connecting the source and a destination nodes, hence, they communicate with
aid of the relay nodes. The main role of the relay nodes in these networks is facilitating the
communication between the source and destination nodes, S and D, in the absence of a direct
link between these nodes [61, 62]. It can be observed from Fig. 2.2 that two time slots are
required to deliver the source node signal to the destination node. In the first time slot, the relay
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node receives the signal transmitted by the source node, while in the second time slot, the relay
forwards the source node signal to the destination node. Furthermore, it is clear that the network
in Fig. 2.3 is an extension of the network shown in Fig. 2.2, thus, N + 1 are needed to convey
the source node signal to the destination node, where N denotes the number of relay nodes.
Fig. 2.4 shows an OWRC network which exploits the relay node to enhance the diversity
gain as the destination node receives two copies of the source node signal. Hence, in the first
time slot, the received signal at the relay is given as
yR = h1xS + wR, (2.1)
while the signal received from the source node at the destination node can be expressed as
yD = h3xS + wD, (2.2)
where xS is the signal transmitted from the source node, h1 and h3 denote the channels between
the source node and the relay and the source node and the destination, respectively. Moreover,
wR and wD are the additive white Gaussian noise (AWGN) terms at the relay and destination
nodes, respectively. In the second time slot, the received signal at the destination node can be
written as
yD = h2xR + wD, (2.3)
where h2 represents the channel coefficients between the relay and the destination node, and
xR is the signal transmitted from the relay node. This signal, i.e. xR, is obtained from the
received signal at the relay node in the first time slot by applying one the relaying schemes.
These relaying schemes will be explained in this chapter.
h3S D
R
h2h1
Figure 2.4: Two-hop one-way relay channel network with a direct link between the source and
destination nodes.
Fig. 2.5 illustrates an OWRC, which comprises one source node, S, one destination node,
D,andN relays. The multiple relays in this network can enhance the diversity gain and improve
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the achievable throughput of the OWRC. In the first time slot, the received signal at the n-th
relay is given as
yRn = h1nxS + wRn , (2.4)
where h1n is the channel coefficients between the source node, S, and the n-th relay, Rn, and
wRn represents the AWGN term at the n-th relay node. During the second time slot, all the
relay nodes transmit the signal that was received from the source in the first time slot to the
destination node. Thus, the received signal at the destination node is modelled as
yD =
N∑
n=1
h2nxRn + wD, (2.5)
where h2n denotes the channel between the n-th relay and the destination node, and xRn rep-
resents the signal transmitted from the n-th relay node. The destination node combines all the
received signal using one of the combining technique that can attain the maximum diversity
gain such as the Maximum Ratio Combining (MRC).
2.2.2 Two-Way Relay Channel (TWRC) Network
The TWRC networks have been presented to overcome the half-duplex (HD) capacity loss in
the OWRC systems [63]. In essence, a TWRC network comprises two end nodes, A and B,
intending to exchange information with aid of one or more intermediate nodes. Fig. 2.6 illus-
trates a simple TWRC network which consists of two end nodes, A and B, with no direct link
connecting them, and one relay node, R. The end nodes in this network exchange information
with the assistance of the relay node, R, in four time slots. In the first time slot, T1, node A
transmits its data to the relay node, which retransmit this data to node B in the second time slot,
T2. Furthermore, node B sends its data to the relay node in the third time slot, T3, while the
relay forwards the data received from node B to node A during the fourth time slot, T4.
The received signal in the first time slot at the relay node can be given as
yR = hAxA + wR, (2.6)
where hA represents the channel coefficients between node A and the relay, xA is the signal
transmitted by nodeA, and wR denotes the AWGN samples at the relay node. Moreover, during
18
2.2 Cooperative Wireless Communication Systems
R1
S D
R2
RN
h11
h12
h1N h2N
h22
h21
Figure 2.5: Two-hop one-way relay channel network with multiple relay nodes.
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Figure 2.6: Two-hop two-way relay channel network.
the second time slot, T2, the received signal at node B is modelled such that
yB = hBxR + wB, (2.7)
where wB denotes the AWGN term at node B, xR represents the relay transmitted signal and
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hB indicates the channel coefficients between the relay and node B. Furthermore, in the third
time slot, T3, the received signal at the relay can be expressed as
yR = hBxB + wR, (2.8)
while the received signal at node A in the fourth time slot, T4, can be written such that
yA = hAxR + wA, (2.9)
where xB denotes node B transmitted signal and wA represents the AWGN samples at node A.
Analogous to the OWRC network, multiple relays can be utilized in the TWRC network
to maximize the achievable throughput as depicted in Fig. 2.7. A closer inspection of Fig. 2.7
T3
A B
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hBN
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hB1
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hA1 T4
T4
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T2
T3
T2
R2
R1
RN
Figure 2.7: Two-hop one-way relay channel network.
shows that four time slots are sufficient for the end nodes to exchange information. In the first
time slot, node A transmits its signal to all the relay nodes, subsequently, the received signal at
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the n-th relay node in this time slot, T1, can be expressed as
yRn = hAnxA + wRn, (2.10)
where hAn indicates the channel connecting node A with the m-th relay node, Rn. Moreover,
during the second time slot, T2, the relay nodes forward the signal transmitted by node A in the
first time slot to node B. The received signal at node B in the second time slot can be modelled
as
yB =
N∑
n=1
hBnxRn + wB, (2.11)
where hBn denotes the channel between the n-th relay and node B. Furthermore, node B
transmits its signal to the relay nodes in the third time slot, T3, hence, the signal observed by
the m-the relay node in this time slot can be written as
yRn = hBnxB + wRn. (2.12)
Finally, the relay nodes transmit the signal received during the third time slot to node A in the
fourth time slot, T4. Thus, in this time slot node A receives the signals transmitted from all of
the relay nodes, which can be expressed as
yA =
N∑
n=1
hAnxRn + wA. (2.13)
The end nodes, A and B , combine the signals received from the relay nodes to maximize the
signal-to-noise ratio (SNR).
2.3 Relaying Techniques
In the cooperative wireless communication networks, the relay node plays a crucial role to
facilitate the communication between the end nodes utilizing one the relaying techniques. In
essence, the relaying technique indicates the signal processing that is performed by the relay
node on the received signal before forwarding the processed signal to destination node [64]. In
practice, there are different relaying techniques.
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2.3.1 Amplify-and-Forward (AF) Relaying
The amplify-and-forward (AF) relaying technique is a simple relaying approach, with low hard-
ware complexity [65]. In this relaying strategy, the relay multiplies the signal received from the
source node by a scaling factor, βco, before transmitting the scaled version of the received signal
to the destination node [66]. Given that the received signal at the relay is expressed as
yR = hS,Rxs + wR, (2.14)
where hS,R denotes the channel connecting the source node and the relay, xs represents the
source node signal, and wR is the additive white Gaussian noise (AWGN) samples at the relay
node exhibiting a complex-valued circular Gaussian distribution, whose PDF is CN (0, N0).
The scale factor at the relay node can be expressed as
βco =
√
ER
|hS,R|2 +N0 , (2.15)
where ER denotes the relay’s average transmit energy [67]. It can be observed from (2.15) that
the key reason behind using the scaling factor is to meet the relay’s average transmit power
constraint. Consequently, the relay’s transmitted signal can be written as
xR = βcoyR, (2.16)
which can be expanded such that
xR = βcohS,Rxs + βcowR. (2.17)
A closer inspection of (2.17) reveals that in addition to the desired signal, i.e. the source node
signal, the AF relaying technique forwards a scaled version of the AWGN. Subsequently, utiliz-
ing this relaying approach in the multiple hop cooperative networks can result in performance
desegregation [65, 68].
2.3.2 Decode-and-Forward (DF) Relaying
In the decode-and-forward (DF) relaying technique, the relay decodes the message received
from the source node before using the decoded message to generate a new message, which is
then sent to the destination node [69]. Hence, this relaying approach is also called regenerative
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relaying technique. It is noteworthy that the hardware requirements for the DF relaying are
more complex than those of the AF method [70]. Moreover, due to the fact that the relay has to
explicitly decode the message received from the source node before forwarding this message to
the destination node, the source node should transmit at a rate that allows the relay to decode the
source node message and forward it to the destination node [71]. Consequently, in this relying
scheme, the relay nodes usually operate in HD mode as the full message have to be received by
the relay before it can be decoded and then transmitted to the destination node.
2.3.3 Compress-and-Forward (CF)
In this method, the relay quantizes and compresses the signal received from the source node,
then this quantized version of the received signal is forwarded to the destination node [65, 69–
71], thus the compress-and-forward (CF) method is also called quantize-and-forward relaying
scheme. In the quantization process at the relay, the message received from the source node
is modelled as a sequence of quantized symbols, which are transmitted to the destination node
[71]. Then, these quantized symbols are decoded at the destination node to retrieve the source
transmitted message.
2.4 Physical-Layer Network Coding (PLNC)
The physical-layer network coding (PLNC) scheme was introduced in [72] as a promising tech-
nique to improve the throughput and enhance the spectral efficiency of the TWRC networks.
In essence, the PLNC scheme exploits the superimposition of the electromagnetic (EM) waves
that occurs naturally when these EM waves come together in the same physical space [73]. The
EM waves superimposition is considered as a form of network coding that occurs naturally [74].
A simple TWRC network can be utilized to illustrate the concept of the PLNC. Consider a three
nodes TWRC network with two end nodes, A and B, and one relay node, R, as depicted in
Fig. 2.8.
In general, the PLNC scheme consists of two phases [72, 73, 75, 76]. During the first phase,
which is called the multiple access (MAC) phase, both of the source nodes A and B transmit
their information concurrently to the relay node as depicted in Fig. 2.8, therefore, the received
signal at the relay node is given as
yR = xA + xB + wR, (2.18)
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Figure 2.8: Physical-layer network coding system.
where xA and xB denote the signal transmitted by node A and B, respectively. These signals
can be expressed as
xA = C (SA) , (2.19)
xB = C (SB) , (2.20)
where SA and SB are the binary data at node A and B, respectively, and C represents the Gray
mapper, which maps the binary data input to the modulation symbols. Moreover, in the second
phase, which is called the broadcast (BC) phase, the relay broadcasts its signal to both of the
end nodes. Hence, the observed signal at node A can be given as
yA = xR + wA, (2.21)
while the received signal at node B can be written as
yB = xR + wB, (2.22)
where xR is the signal transmitted from the relay node, which can be obtained using one of the
relaying schemes.
2.5 Relaying Schemes for Physical-Layer Network coding
(PLNC)
The relaying schemes that are utilized at the relay nodes in the PLNC scheme to obtain the signal
to be broadcasted from the relay to the end nodes are similar to those explained in Section
2.3. However, in the PLNC relaying schemes, the resulting signal at the relay node should
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be constructed in a manner that enables both the end nodes to decode it and extract the signal
transmitted by the far end node using the knowledge of its own transmitted signal in the previous
time slot. Different relaying techniques can be applied to realize the PLNC scheme such as AF
and denoise-and-forward (DNF) schemes [77].
2.5.1 Amplify-and-Forward Relaying Scheme for the Physical-Layer Net-
work Coding
In this scheme, the superimposed signal at the relay node is scaled by an amplification factor,
βPL, which can be given as [78]
βPL =
√
ER
EA + EB +N0
, (2.23)
where EA, EB and ER are the average transmit energy at node A, B and the relay, respectively.
Therefore, the received signal at node A can be expressed as
yA = βPLyR + wA, (2.24)
and that of node B can be given such that
yB = βPLyR + wB. (2.25)
Substituting (2.18) in (2.24) and (2.25) yields
yA = βPLxA + βPLxB + βPLwR + wA, (2.26)
yB = βPLxA + βPLxB + βPLwR + wB. (2.27)
To this end, nodes A and B exploit their knowledge of the scaling factor in conduction with
their transmitted signal in the previous time slot to estimate the signal transmitted by the far end
node. Thus, the signal transmitted by node B can be estimated at node A such that
xˆB =
βPLxA + βPLxB + βPLwR + wA − βPLxA
βPL
, (2.28)
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while the estimated version of xA at node B can be obtained as follows
xˆA =
βPLxA + βPLxB + βPLwR + wB − βPLxB
βPL
. (2.29)
Moreover, (2.28) and (2.29) can be simplified such that
xˆB = xB + wR +
wA
βPL
, (2.30)
xˆA = xA + wR +
wB
βPL
. (2.31)
It can be observed from (2.30) and (2.31) that the main drawback in this relaying scheme is the
propagating noise from the relay node.
2.5.2 Denoise-and-Forward Relaying Scheme for the Physical-Layer Net-
work Coding
This relaying scheme was introduced in [79] and further developed in [80,81]. The main advan-
tage of this scheme is the ability to improve the achievable throughput of the PLNC system [76].
It is worth pointing out that for simplicity reason we consider an uncoded quadrature amplitude
modulation (QAM) PLNC network to explain the denoising operation at the relay node. The re-
lay node in this scheme performs the denoising operation on the received superimposed signals
to construct xR, which is then broadcasted to end nodes [82]. The denoising operation starts
with maximum-likelihood (ML) detection and followed by two mappers, i.e. denoising mapper
DMA and constellation mapper CMA. The ML detection is performed as follows
XˆAB = argmin
(q1,q2)∈Z4×Z4
| yR − (C(q1) + C(q2)) |2, (2.32)
where C denotes the mapper that maps the binary data to the modulation symbols. Moreover,
(2.32) yields the estimated version of superimposed signal, which is given as
xAB = xA + xB, (2.33)
where xAB ∈ {±2 ± 2j, 0,±2,±2j}. Next, the ML output is mapped to a QAM signal, xR,
using the constellation mapper CMA. The relay QAM signal, xR, is selected from a well-
designed finite mapping book as depicted in Table 2.1 [73]. This mapping book was designed
to enable the end nodes to exploit their own transmitted data to extract the data transmitted by
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the far end node [83]. Node A uses its transmitted data during the previous time slot to extract
the data transmitted by node B such that
SB(i− 1) = SR(i)⊕ SA(i− 1). (2.34)
Furthermore, the data transmitted by node A is extracted from the relay signal received at node
B using the data transmitted by node B in the previous time slot as follows
SA(i− 1) = SR(i)⊕ AB(i− 1), (2.35)
where i denotes the time slot index and SR represents the binary data corresponding to the signal
xR.
Table 2.1: The constellation mapping operation at the relay
Node A signal Node B signal The superimposed signal (xAB) QPSK Mapping, XR
-1+ 1j 1- 1j 0 -1-1j
1+ 1j -1- 1j 0 -1-1j
1- 1j -1+ 1j 0 -1-1j
-1- 1j 1+ 1j 0 -1-1j
1- 1j 1+ 1j 2 1-1j
-1+ 1j -1- 1j -2 1-1j
-1+ 1j 1+ 1j 2j -1+1j
1- 1j -1- 1j -2j -1+1j
1+ 1j 1+ 1j 2+2j 1+1j
-1+ 1j -1+ 1j -2+2j 1+1j
1- 1j 1- 1j 2-2j 1+1j
-1- 1j -1- 1j -2-2j 1+1j
2.6 In-Band Full-Duplex Wireless Systems
Recent developments in the communication devices and the substantially increased number
of these devices have increased the demand on the limited wireless spectrum resources [84].
Moreover, the 5G communication systems high-throughput requirements have highlighted the
demand for efficient wireless systems. Hence, in-band FD high spectral efficiency systems that
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can meet the 5G throughput requirements have been presented. The main idea of the in-band
FD mode is enabling the wireless transceiver nodes to transmit and receive concurrently over
the same frequency band. Thus, theoretically, the spectral efficiency of this wireless technol-
ogy is double that of the well-known time-division duplexing (TDD) and frequency-division
duplexing (FDD) systems. Furthermore, the in-band FD system can double the throughput of
the conventional HD systems. As a result, the in-band FD technology has been considered in a
vast variety of wireless communication systems [85].
2.6.1 Full-Duplex One-Way Relay Channel
To improve the throughput of a two-hop OWRC network, which comprises a source node,
destination node, and relay node, the FD-OWRC has been introduced [12, 86]. Analogous
to the conventional HD-OWRC, the FD-OWRC consists of an HD source node that transmits
information contentiously to an HD destination node with the help of an FD relay node as
illustrated in Fig. 2.9. It can be observed from Fig. 2.9 that unlike the HD-OWRC, in the FD-
hLI
S DR
hSR hRD
Figure 2.9: Full-duplex two-hop one-way relay channel network.
OWRC, the source node, S, transmits continuously, the destination node, D, receives all the
time, and the relay node, R, transmits and receives concurrently all the time. Thus the received
signal at the relay can be given as
yR = hSRxS + hRRxR + wR, (2.36)
where hRR and hSR denote the self-interference channel at the relay, and the channel between
the source node and the relay, respectively. Moreover, the observed signal at the end node can
be expressed as
yR = hRDxR + wD, (2.37)
where hRD represents the channel between the relay and the end node. Moreover, since the relay
node operates in FD mode the source node in the FD-OWRC can transmit (I − 1) information
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packets to the destination node in I time slots.
2.6.2 Full-Duplex Physical-Layer Network Coding
As was discussed in Section 2.4, the PLNC scheme has doubled the throughput of the traditional
TWRC network. Nevertheless, the work in [87–91] has introduced an FD-PLNC system to
further ameliorate the throughput of the TWRC network. In general, the FD-PLNC system
consists of two FD end nodes, A and B, and one FD relay node as shown in Fig. 2.10. The end
nodes in this system communicate with the help of the relay node. Due to the fact that all the
nodes in this system operate in FD mode, i.e. transmit and receive simultaneously, both of the
PLNC phases, i.e. MA and BC phase, occur in one time slot as depicted in Fig. 2.10. Thus, the
end nodes A and B in the FD-PLNC scheme can exchange 2(I − 1) packets in I time slots. In
contrast, I information packets can be exchanged between the end nodes in I time slots in the
conventional PLNC system.
TX
TX
TX
RX
RX
RX
hIB BRA
T1
T1
hA
hA
T1
T1
hB
hB
hIA hIR
Figure 2.10: Full-duplex two-hop one-way relay channel network.
It can be noticed from Fig. 2.10 that all the nodes in this system will be affected by the
self-interference (SI) signal that needs to be included in the description of the received signal at
each node. Hence, The observed signal at the relay can be given as
yR = hAxA + hBxB + hIRxR + wR, (2.38)
where hIR is the self-interference channel at the relay. Moreover, the received signal at both of
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the end nodes, A and B, can be expressed as
yA = hAxR + hIA + wA, (2.39)
and
yB = hBxR + hIB + wB, (2.40)
where hIA and hIB represent the SI channels at node A and B, respectively.
2.6.3 Full-Duplex Bi-Directional Wireless Communication System
The FD bi-directional (BD) wireless communication system consists of two transceiver nodes
exchange information in FD mode as depicted in Fig. 2.11. A closer examination of Fig. 2.11
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Figure 2.11: Full-duplex two-hop one-way relay channel network.
reveals that each node in the FD-BD system receives two signals, i.e. the signal from the far
node and the SI signal. Therefore, the received signal at node A can be given as
yA = hBAxB + hIAxA + wA, (2.41)
while the observed signal at node B can written as
yB = hABxA + hIBxB + wB, (2.42)
where hAB and hBA denote the channels between node A and B.
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2.7 Self-Interference Cancellation Schemes
This section focuses on the most challenging problem that is associated with the FD mode, i.e.
the SI signal. To thoroughly address this challenging issue, we consider the following example.
Consider a wireless communication system in which the nodes transmit at 20 dBm, the power of
the received signal of interest is -75 dBm and the noise floor is -90 dBm. Moreover, assume that
all the nodes in the proposed system are equipped with two antennas dedicated for transmission
and reception, respectively. This is a relatively low complexity approach and more practical
solution to mitigate SI than using a single antenna. Furthermore, if we assume that the isolation
between the local TX and RX antennas can result in a 40 dB SI signal suppression [9,92,93]. To
this end, the SI signal power is 55 dB higher than that of the signal received from the far node
and the gap between the SI signal at the input of the RX antenna and the noise floor is 70 dB
(see Fig.2.12). As a result, the signal of interest will be swamped by the SI signal at the ADC
due to the dynamic range limitation of the ADC. To protect the signal of interest from being lost
of the RX anntena
20 dBm
−75 dBm
Transmit power
55 dB 
gap
− 20 dBm
−90 dBm
gap
70 dB 
The power of the
signal of interest
Noise floor level
The power of the 
SI signal at the input
Figure 2.12: Illustration of the impact of the SI signal.
at the ADC and attain an SNR level approximately equal to that of the HD mode, the SI signal
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should be effectively suppressed to the level of the noise floor, i.e. in the considered example,
the SI signal should be suppressed by 70 dB, before the ADC. This has highlighted the need to
an effective self-interference cancellation (SIC) scheme. Consequently, a number of different
SIC techniques have been presented such as wireless-propagation domain SIC techniques, radio
frequency (RF) domain mechanisms, analog domain and digital-domain techniques [85].
2.7.1 Passive Self-Interference Cancellation
This SIC technique was presented as a way to suppress the SI signal before it reaches the
local receiver front-end. To attain this several approaches have been presented such as antenna
separation, antenna cancellation, directional isolation, absorptive shielding, cross-polarization,
and transmit beamforming [10, 94–98]. First, the antenna separation has been considered in
[9, 10] to simply exploit the isolation that appears naturally due to the distance between the
local transmit chain and receive chain antennas. Hence, increasing the distance between the
local TX and RX antennas boosts the free-space path loss, which is given as [99]
LS =
(
c
4pif
)2
, (2.43)
where c = 3×108 is the speed of light in a vacuum, f is the transmitted signal frequency, and d
is the distance between the TX and RX antennas. A closer inspection of (2.43) reveals that the
path loss is inversely proportional to the distance between the TX and RX antennas. However,
this approach is limited by the size of the transceiver node, i.e. the smaller the node the less
the distance between the local TX and Rx antennas. Moreover, the amount of the path loss can
be enhanced by placing an RF absorber material, which acts as a radiation shield, between the
two antennas as depicted in Fig. 2.14. It is noteworthy that the key point behind using this RF
absorber shield is to block the LOS path between the TX and RX antennas [88].
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Figure 2.13: Full-duplex transceiver node with antenna separation.
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Figure 2.14: Full-duplex transceiver node with RF absorber.
Furthermore, utilizing 90◦ beamwidth antennas can improve the attained SI suppression
in the wireless-propagation domain [10]. For example, using two 90◦ beamwidth antennas in
the TX and RX chains that are pointed with 90◦ beam separation can minimize the overlap
between the antennas coverage pattern as depicted in Fig. 2.15. Consequently, this TX-RX
arrangement can mitigate the SI. Further improvement can be achieved by exploiting dual-
Node 
Transceiver 
RF
Absorber
TX RX
d
Figure 2.15: Full-duplex transceiver node 90◦ beamwidth antennas.
polarized antennas, which have two ports operate in an orthogonally polarized mode, to separate
the TX and RX signal. This can be done by using these antennas in an orthogonally polarized
mode in the TX and RX chains to minimize the self-interference. For example, a transceiver
node can be designed to receive only horizontally polarized signal and transmit only vertically
polarized signal to prevent the interference between the transmitted and received signals. The
empirical results in [10] have demonstrated that combining these approaches as depicted in
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Figure 2.16: Full-duplex transceiver node with separated dual-polarized antennas and RF ab-
sorber.
Fig. 2.16 can achieve up to 73.8 dB of SI suppression.
Moreover, symmetric antenna cancellation technique was introduced in [94], which com-
prises RX and TX antenna cancellation schemes as depicted in Figs. 2.17 and 2.18, respectively.
TThe RX antenna cancellation consists of one TX antenna and two RX antennas that are po-
RXRX TX
Combiner
pi
d d
Figure 2.17: Receive antenna cancellation.
sitioned at a d distance from the TX antenna as illustrated in Fig. 2.17. Moreover, to diminish
the SI signal, a fixed pi phase shifter is exploited in this cancellation technique to phase shift the
signal received by one of the RX, then the shifted signal is combined with the signal received
by the other RX antenna. Ideally, this combination will result canceling out both of the signals.
Analogous to the RX antenna cancellation, TX antenna cancellation scheme comprises one RX
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Figure 2.18: Transmit antenna cancellation.
antenna and two TX antennas as illustrated in Fig. 2.18. It can be observed from Fig. 2.18 that
the signal to be transmitted is fed into a splitter, then one of the splitter’s output signal is phase
shifted by a fixed pi phase shifter before being transmitted by one of the TX antennas, while
the other output of the splitter is transmitted directly by the other TX antenna. However, this
approach might have an impact on the quality of the signal received by the far node. In general,
the passive SIC techniques can effectively suppress the SI signal. Yet, the attained SI suppres-
sion using the passive approaches depends on the surrounding environment and can be severely
degraded by this environment. This has highlighted the need for active SIC techniques.
2.7.2 Active Self-Interference Cancellation
The concept of the active SIC has been proposed to exploit active signal processing techniques
to sufficiently suppress the SI signal to the level of the noise floor. In general, this SIC approach
can be performed before and after the downconverter in the analog domain and/or in the digital
domain. The key idea of the active SIC approach is to exploit the transceiver node knowledge
of its own transmitted signal to construct a replica of the SI signal and subtract this replica from
the received signal in order to diminish the SI signal [9, 27, 100].
2.7.2.1 Analog Domain Self-Interference
Analog domain SIC techniques aim to perform the active SIC and suppress the SI signal before
the received signal reaches the ADC [1, 7, 9, 27, 101]. This can be done by generating a copy
of the SI signal and then combining this copy with total received signal before the ADC as
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depicted in Fig. 2.19. A closer inspection of Fig. 2.19 shows that the received signal can be
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Figure 2.19: Full-duplex transceiver node with active analog self-interference cancellation.
given as
yl[n] = sf [n] + hI [n] ∗ xl[n] + fl[n] ∗ xl[n] + wl[n], (2.44)
where ∗ represents the convolution operation, sf [n] denotes the signal of interest from the far
node, xl[n] indicates the local SI signal and hI [n] is the self-interference multipath channel
between the TX and RX antennas. It is noteworthy that due to the fact that the SI signal com-
prises the signal that propagates directly from the local TX antenna to the local RX antenna
in addition to the signal components that are reflected from the surrounding environment, the
self-interference channel is modelled as a multipath channel. Moreover, fl[n]xl[n] represents
the self-interference cancellation term, in which fl[n] denotes the filter that is used to construct
a replica of the SI signal, while wl[n] is the AWGN term. Theoretically, to cancel the SI signal,
the addition of the self-interference cancellation and SI terms should yield zero such that
hI [n] ∗ xl[n] + fl[n] ∗ xl[n] = 0. (2.45)
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It can be easily shown that to fulfil (2.45), fl[n] should be given as
fl[n] = −hI [n]. (2.46)
Consequently, the transceiver node should obtain hI [n] using channel estimation. Thus, fl[n]
can be expressed as
fl[n] = −hˆI [n], (2.47)
where hˆI [n] denotes the estimated version of hI [n]. It is worth pointing out that the performance
of this approach is limited by the precision of hˆI [n]. Furthermore, obtaining the perfect channel
state information (CSI) of hI [n] is very challenging.
Moreover, an active RF SIC can be exploited to cancel the SI signal by creating a cancel-
lation signal, csl(t), in the RF domain [32, 35, 102–107] as depicted in Fig. 2.20. Then, this
cancellation signal is injected at the front-end of the receiving chain resulting in effectively sup-
pressing the SI signal before the ADC. It can be noticed from Fig. 2.20 that the output of the
power amplifier (PA) is exploited as a reference input to the RF SIC, subsequently, all the trans-
mit chain imperfections will be captured in the RF SIC reference signal. The received signal at
the input of the local receive chain before injecting the cancellation signal can be given as
rl(t) = sf (t) + hI(t) ∗ xl(t) + wl(t), (2.48)
where hI(t) is the multipath self-interference channel which can be modelled as
hI(t) =
L∑
i=0
hIi(t). (2.49)
Moreover, the received signal after the RF SIC can be expressed as
yl(t) = sf (t) + hI(t) ∗ xl(t)− csl(t) + wl(t). (2.50)
Furthermore, the architecture of the RF self-interference cancellation that is used to construct
csl(t) is illustrated in Fig. 2.20. A closer look at Fig. 2.20 shows that csl(t) can be expressed as
csl(t) =
L∑
i=0
flixl(t− τi), (2.51)
where τi denotes the fixed delay of the i-th tap and fli represents a complex-valued coefficient
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Figure 2.20: Full-duplex transceiver node with RF self-interference cancellation.
modelling the amplitude and phase of the i-th path. It is intuitive that in order to perfectly
diminish the SI signal the constructed cancellation signal, csl(t), should perfectly mimic the
SI signal. To attain this an effective self-tuning technique is required to control the amplitudes
and phases of the RF SIC scheme. The well-known least mean square algorithm was exploited
in [104, 105] to minimize the difference between the SI signal and the output of the RF SIC
by tuning the amplitudes and phases of the RF SIC scheme. The self-tuning operation of fli is
performed as follows
fli(k + 1) = fli(k) + µ
∫
x∗lIQ(t− τi)ylIQ(t)dt, (2.52)
where µ represents the tracking step-size, x∗lIQ(t − τi) and ylIQ(t) denote the IQ demodulated
baseband version of the delayed transmitted signal and the signal after the RF SIC, respectively.
Moreover, (2.52) can be presented in terms of the IQ signals such that
fli,I(k + 1) = fli,I(k) + µ
∫ (
xlI (t− τi)ylI(t) + xlQ(t− τi)ylQ(t)
)
dt, (2.53)
fli,Q(k + 1) = fli,Q(k) + µ
∫ (
xlI (t− τi)ylI(t) − xlQ(t− τi)ylQ(t)
)
dt. (2.54)
It is worth mentioning that owing to the fact that the power level of SI signal is very high, the
RF SIC alone is not sufficient to suppress the SI signal to the level of the noise floor [36, 108].
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Figure 2.21: Simplified block diagram of the RF self-interference cancellation.
Consequently, the received signal after the RF SIC contains residual SI component [109]. This
residual SI is further mitigated using various techniques in the digital domain [110].
2.7.2.2 Digital Self-Interference Cancellation
Several self-interference cancellation techniques that are implemented in the digital domain
have been presented to diminish the residual SI and further improve the overall self-interference
cancellation [11, 111, 112]. In general, the digital SIC is cascaded with the analog SIC and/or
the RF SIC stages to suppress the residual SI after these stages to the level of the noise floor.
Analogous to the analog SIC concept, the digital SIC composes a digital cancellation signal,
which is an estimated copy of the actual SI signal and combines it with the received signal to
cancel the residual SI as depicted in Fig. 2.22. It can be noticed form Fig. 2.22 that the received
signal after applying the analog SIC can be expressed as
rl[n] = sf [n] + hI [n] ∗ xl[n] + fl[n] ∗ xl[n] + wl[n]. (2.55)
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Figure 2.22: Full-duplex transceiver node with analog and digital self-interference cancellation.
The aim of the analog SIC is to cancel the SI signal such that
hI [n] ∗ xl[n] + fl[n] ∗ xl[n] = 0. (2.56)
Ideally fl(t) is given as
fl[n] = −hI [n], (2.57)
However, in practice the perfect CSI of hI [n] cannot be obtained due to AWGN and other
distortions. Subsequently, the analog SIC cannot completely remove the SI signal. To tackle
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this issue and further suppress the SI signal, the analog SIC is followed by a digital SIC satge
as shown in Fig. 2.22.
The received signal after the analog and digital cancellation can be modelled as
yl[n] = sf [n] + hI [n] ∗ xl[n] + fl[n] ∗ xl[n] + ρl[n] + wl[n], (2.58)
where ρl[n] denotes the digital cancellation signal. It has been shown in [9, 27] that this digital
cancellation signal, i.e. ρl[n], can be given as
ρl[n] = − (hI [n] ∗ xl[n] + fl[n] ∗ xl[n]) . (2.59)
Furthermore digital filters can be exploited in the transmitting and receiving chains at each
node to suppress the SI signal as illustrated in Fig. 2.23. Different techniques can be used to
TX Radio
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TX RadioDAC
RX RadioADC
Sf
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...
...
...CRl
...
...CTlXl
Yl
HI
Figure 2.23: Full-duplex transceiver node with spatial self-interference cancellation.
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construct these digital filters, i.e. CTl and CRl, such as MMSE, null-space projection (NSP),
and singular value decomposition (SVD) [97, 113, 114]. A closer look at Fig. 2.23 reveals that
the SI signal can be modelled as
SIl = CTl HI CRl, (2.60)
where HI ∈ CNrx×Ntx , CTl ∈ CNtx×1 and CRl ∈ C1×Nrx denote the self-interference channel,
the transmitting chain filter and receiving chain filter, respectively. Moreover, Ntx and Nrx rep-
resent the number of transmit and receive antennas, respectively. The self-interference channel
can be factorized using SVD to give
HI = UIΣIV
H
I , (2.61)
where UI ∈ CNrx×Nrx and HI ∈ CNtx×Ntx are orthogonal matrices, i.e. UIUHI = I and
VIV
H
I = I, and ΣI ∈ RNrx×Ntx is a diagonal matrix that comprises the self-interference
channel eigenvalues. substituting (2.61) in (2.60) yields
SIl = CTl UIΣIVI CRl. (2.62)
The ultimate goal of utilizing the digital filters in the transmitting and receiving chains, i.e.
CTl and CRl, is to attain
SIl = CTl UIΣIVI CRl = 0. (2.63)
To fulfil this an NSP technique was presented in [115], in which the CTl and CRl are given
such that
CTl = VIΞI, (2.64)
and
CRl = TIU
H
I , (2.65)
whereΞI and TI denote binary row and column matrices, respectively, which satisfyΞTI ΞI =
I, TITTI = I and TIΞI = 0. Substituting 2.64 and 2.65 in 2.62 yields
SIl = TIΣIΞI, (2.66)
which meets the aim of the SIC mechanism.
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2.8 Chapter Summary
In this chapter, the background theory of the evolution of the 5G communication networks has
been presented. In particular, 5G systems requirements and challenges have been discussed
in this chapter. Then, cooperative communication networks, i.e. OWRC and TWRC, and their
ability to meet the 5G system requirements have been investigated. Next, the PLNC scheme was
presented as a solution to enhance the throughput and the spectral efficiency of the cooperative
networks. Moreover, the FD communication mode has been discussed as a promising technique
to attain the capacity requirements of 5G communication systems and enhance the spectral
efficiency of the traditional HD networks. The challenges that are associated with the FD mode
such as SI signal have been addressed. Furthermore, different SIC techniques that are used
to suppress the SI signal and enable the FD mode of communication have been discussed and
presented. In particular, passive and active SIC schemes have been discussed. Finally, the
performance limitations of each SIC technique have been investigated.
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AF Full-Duplex Physical-Layer Network
Coding System Utilizing Active
Self-Interference Cancellation
3.1 Introduction
The physical-layer network coding (PLNC) system has been the center of the research interest
due to its ability to improve the throughput of a two-way relay channel (TWRC) network [73].
In essence, a PLNC system consists of two end nodes, denoted A and B, which communicate
with the assistance of one relay node R. The relay facilitate the communication between the
end nodes using three different relaying schemes, i.e. amplify-and-forward (AF), decode-and-
forward (DF) and denoise-and-forward (DNF) [77]. In this chapter, we consider AF relaying
scheme, whose transmission schedule comprises two phases, i.e. multiple access (MA) phase,
and broadcast (BC) phase. During the MA phase, the end nodes transmit their data concur-
rently to the relay; in contrast, during the BC phase, the relay broadcasts a scaled version of
the signal received in the MA phase to both of the end nodes [116]. Moreover, due to the 5G
systems throughput requirements, the full-duplex (FD) mode has been combined with PLNC
systems to further improve the throughput of the TWRC networks. In this chapter, we present
a TWRC network that utilizes an FD-PLNC scheme in conjunction with AF relaying technique
and orthogonal frequency-division multiplexing (OFDM) scheme. Moreover, this chapter in-
vestigates the performance of the proposed AF-FD-PLNC system over reciprocal, asymmetric,
and frequency-selective Rayleigh fading channels. Furthermore, in order to cope with the self-
interference (SI) induced by the FD mode of operation, an active self-interference cancellation
44
3.2 The Design of the Amplify-and-Forward Full-Duplex
Physical-Layer Network Coding System
(SIC) scheme is utilized at each transceiver node in the proposed system.
The performance of the proposed system is thoroughly investigated in the presence of resid-
ual SI by deriving a closed-form expression for the distribution of the tight upper bound end-to-
end (E2E) signal-to-interference-and-noise ratio (SINR). Moreover, an E2E outage probability
expression of the proposed system is derived and presented in this chapter. Next, a closed-form
expression of the E2E tight lower bound average symbol error rate for the AF-FD-PLNC is
derived in this chapter. Furthermore, an exact expression for the tight upper bound ergodic ca-
pacity is derived and used to evaluate the E2E upper bound ergodic capacity of the proposed
AF-FD-PLNC system. All the derived theoretical expressions are validated using extensive sim-
ulation studies. The results of this chapter confirm the feasibility of the proposed AF-FD-PLNC
and its capability to double the throughput of conventional amplify-and-forward half-duplex
physical-layer network coding (AF-HD-PLNC).
The rest of the chapter is organized as follows: Section 3.1 presents the design of the pro-
posed AF-FD-PLNC system. Section 3.3 introduces the architecture of the active SIC scheme.
Section 3.4 presents the E2E SINR of the AF-FD-PLNC. Moreover, the statistical analysis of
the E2E SINR is derived in Section 3.5. Section 3.6 presents the Performance evaluation met-
rics of the proposed system. Section 3.7 presents the results, and finally, Section 3.8 presents
the chapter summary.
3.2 The Design of the Amplify-and-Forward Full-Duplex
Physical-Layer Network Coding System
This section presents the OFDM-based AF-FD-PLNC system. Consider an uncoded TWRC
network with three nodes, two FD end nodes, A and B, and one FD relay node, R. We assume
that there is no direct path connecting the end nodes due to the deep fading. Therefore, the end
nodes communicate with the aid of the node R as depicted in Fig. 3.1. It is worth pointing out
that in this work we assume that the distances between both of the end nodes and the relay node
are equal. Due to the fact that all the nodes in the proposed AF-FD-PLNC can transmit and
receive simultaneously, the end nodes can exchange up to 2(I−1) packets in I time slots, while
the end nodes in AF-HD-PLNC system can exchange I information packets in I time slots.
A closer look at Fig. 3.1 reveals that there are two types of channels in the proposed
system; the channels between the nodes’ own TX and RX antennas, and the channels be-
tween the end nodes and the relay. These channels are assumed to be quasi-static asymmet-
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Figure 3.1: Full-duplex physical layer network coding (FD-PLNC) system.
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Figure 3.2: Architecture of OFDM-based AF full-duplex PLNC relay node combined with
active self-interference cancellation scheme.
ric and reciprocal Rayleigh-fading channels. Since all the channels are frequency-selective,
the OFDM scheme is applied at each node to cope with the intersymbol interference (ISI)
induced by these channels. The cyclic prefix (CP) length in the proposed system is chosen
such that LCP > max{LA, LB, LSIJ}, where, LA and LB represent the excess delay spreads
of the multipath channels, hA and hB, between the end nodes, A and B, and the relay nod.
LSIJ ∈ {LSIA , LSIB , LSIR}, represents the set of excess delay spreads of the self-interference
channels.
After removing the CP and performing the fast Fourier transform (FFT) demodulation, the
received signal at the relay node is given as
YR(i, k) = XA(i, k)HA(k) +XB(i, k)HB(k) +XR(i, k)HSIR(k) +WR(k), (3.1)
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while the received signal at the end nodes is given as
YD(i, k) = XR(i, k)HD(k) +XD(i, k)HSID(k) +WD(k), (3.2)
where D ∈ {A,B}, XA, XB and XR are the transmitted signals from nodes A, B and R, re-
spectively, WD andWR represent the AWGN samples at each node following a complex-valued
circular Gaussian distribution, whose PDFs are CN (0, ND0 ) and CN (0, NR0 ), respectively. Fur-
thermore, HA(k) and HB(k) denote the frequency responses of the multipath channels between
node A and R, and B and R, respectively, while HSIA , HSIB and HSIR represent the self-
interference channels between the TX and RX antennas at each node. Finally, k = 1, 2, . . . , K
and i = 1, 2, . . . , I denote the subcarrier and the time slot indices, respectively. As illustrated
in Fig. 3.2 the transmitted signal from node R, XR, is obtained by multiplying the received
superimposed signal by an amplification factor G, subsequently, the received signal at the end
nodes can be written as
YD(i, k) =G(i, k)YR(i− 1, k)HD(k) +XD(i, k)HSID(k)
+WD(k). (3.3)
The amplification factor is given as
G(i, k)=
√
EbR
EbA|HA(k)|2 +EbB |HB(k)|2 +σ2SIREbR+NR0
, (3.4)
whereEbA ,EbB andEbR are the average transmitted bit energies, respectively, whilst the product
σ2SIREbR denotes the power of the residual SI.
The end nodes utilize a maximum-likelihood (ML) detector to extract the data transmitted
by the other node from the received signal as depicted in Fig. 3.3. This operation is performed
by the end nodes, A and B, by exploiting the perfect knowledge of their transmitted signal
during the previous time slot, XD(i− 1), to obtain the ML estimate of the signal transmitted by
the other end node as follows
XˆB(i−1, k) = argmin
(q)∈ZM
| YA(i,k)−G(i, k)HA(k)×(HA(k)XA(i−1, k)+HB(k)C(q)) |2, (3.5)
XˆA(i−1, k) = argmin
(q)∈ZM
| YB(i,k)−G(i, k)HB(k)×(HA(k)C(q))+HB(k)XB(i−1, k)) |2, (3.6)
where C represents the constellation mapper.
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Figure 3.3: Architecture of OFDM-based full-duplex PLNC end node combined with active
self-interference cancellation scheme.
3.3 Active Self-Interference Cancellation
This section presents the architecture of the OFDM based AF-FD-PLNC system, which is com-
bined with an active SIC scheme. As depicted in Figs. 3.2 and 3.3, each transceiver node in
the proposed system contains two 90◦ beamwidth antennas, which are pointed with 90◦ beam
separation to minimize the overlap in the coverage patterns, and RF absorptive shielding, which
is placed between the TX and RX antennas, to block the line-of-sight (LOS) path present in this
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transmission link, and to attenuate the SI signal. Moreover, each transceiver node comprises
one transmit and one receive chain in addition to an extra circuitry dedicated to generate the
canceller signal (CS), which is generated using the node’s perfect knowledge of its own trans-
mitted signal. This CS signal is subtracted from the received signal in the waveform domain
(time-domain IF) to minimize the effect of the SI signal before the analog-to-digital converter
(ADC). The CS signal is given in the frequency domain as
CSJ(i, k) = HˆSIJ (k)XJ(i, k). (3.7)
where J ∈ {A,B,R}, HˆSIJ represents the estimated version of HSIJ , for k = 1, 2, ..., K. HSIJ
denotes the frequency response of the SI channel, which is given as
HSIJ = HˆSIJ + ξSIJ , (3.8)
where ξSIJ is the uncorrelated channel estimation error exhibiting a complex Gaussian distribu-
tion, i.e., CN (0, σ2ξSIJ ).
The received signal at the relay node after the active SIC is given as
Y˜R(i, k) =
(
HSIR(k)− HˆSIR(k)
)
XR(i, k) +XA(i, k)HA(k)
+XB(i, k)HB(k) +WR(k), (3.9)
while the received signal at the end nodes after the active SIC is given as
Y˜D(i, k) =
(
HSID(k)− HˆSID(k)
)
XD(i, k) +G(i, k)Y˜R(i− 1, k)HD(k)
+WD(k). (3.10)
A further inspection of (3.9) and (3.10) reveals that the SI can be entirely eliminated if the
perfect channel state information (CSI) of HSIJ is available. It is noteworthy that the error of
the self-interference channel estimation, which results from the AWGN, is expected to be very
small as the power of the SI signal is much larger the power of the AWGN. Thus, the residual SI
is also expected to be rather small. Moreover, (3.9) and (3.10) can be simplified by using (3.8)
to substituteHSIJ followed by replacing the residual SI terms by SIJ(k)XJ(i, k), subsequently,
(3.9) and (3.10) can be written as
Y˜R(i, k) = XA(i, k)HA(k) +XB(i, k)HB(k) + SIR(k)xR(i, k) +WR(k). (3.11)
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Y˜D(i, k) = G(i, k)Y˜R(i− 1, k)HD(k) + SID(k)XD(i, k) +WD(k). (3.12)
where SIJ is modelled using a zero-mean complex Gaussian PDF, i.e. CN (0, σ2SIJ ) [117, 118].
3.4 The End-to-End Signal-to-Interference-and-Noise Ratio
(SINR)
The examination of (3.12) shows that the first term is the desired term, and the rest are unwanted
interference and noise terms. Subsequently, the E2E SINR can be given as
γE2E =
γRγD
γR + γD + 1
, (3.13)
where γR is the SINR at the relay node and is given as
γR =
ΛR(|HA|2 + |HB|2)
ΛIR + 1
, (3.14)
while, γD represents the SINR at the end nodes and can be expressed as
γD =
ΛD|HD|2
ΛID + 1
. (3.15)
Moreover, ΛD =
EbR
ND0
and ΛR =
EbD
NR0
, are constants denoting the signal to noise ratio (SNR) at
the end nodes and the relay, respectively, while ΛID and ΛIR , are random variables representing
the interference to noise ratio (INR) at the end nodes and the relay, respectively, which are given
as ΛID =
σ2SID
EbD
ND0
, ΛIR =
σ2SIR
EbR
NR0
. Further inspection of (3.14) and (3.15) reveals that they can
be given as the ratio of two random variables. Therefore, the SINR at the relay node is given
γR =
ωR
ψR + 1
, (3.16)
in contrast, at the end nodes the SINR is given as
γD =
ωD
ψD + 1
, (3.17)
where ωD = ΛD|HD|2 and ωR = ΛR(|HA|2 + |HB|2) denote the SNR terms at the end nodes
and the relay, respectively, while ψD = ΛID and ψR = ΛIR represent the INR terms at the end
nodes and the relay, respectively.
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It is worth pointing out that using the exact E2E, i.e. (3.13), in the analytical studies is
mathematically challenging. Thus, to evaluate the PDF of the E2E SINR, we exploit the tight
upper bound of the E2E SINR that was presented in [119] as
γE2E 5 γE2Eup = min(γR, γD), (3.18)
where γR and γD are assumed to be independent.
3.5 Statistical Analysis of the SINR
3.5.1 Probability Density Function (PDF) of the Tight Upper Bound of
the End-to-End (E2E) SINR
The PDF of the tight upper bound of the E2E SINR for the proposed AF-FD-PLNC system is
given as [119]
pγE2Eup (γ) = pγR(γ) + pγD(γ)−
[
pγR(γ)PγD(γ) + pγD(γ)PγR(γ)
]
, (3.19)
where pγR(γ) and pγD(γ) represent the PDF of the SINR at the relay and the end nodes, re-
spectively, whilst PγR(γ) and PγD(γ) are the CDF of the SINR at the relay and the end nodes,
respectively. Since all the channels are assumed to be Rayleigh fading and the residual SI fol-
low a complex Gaussian distribution distributions [91, 120, 121], these random variables, i.e.
ωR, ψR, ωD and ψD follow a Gamma distribution. Thus, PDF of these random variables can be
expressed as
pωR(ωR) =
ωR
εR2
e
−ωR
εR , (3.20)
pωD(ωD) =
e
−ωD
εD
εD
, (3.21)
pψJ (ψJ) =
e
−ψJ
ςJ
ςJ
, (3.22)
where εR = 12E{ωR}, εD = E{ωD} and ςJ = E{ψJ} for J ∈ {A,B,R}, whilst D ∈ {A,B}.
Furthermore, as the SINR at the relay and end nodes consists of the ratio of two independent
random variables, the PDF of these SINRs can be evaluated using the result [122, Eq. (4.6)],
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which is given as
pγJ (γ) =
∫ ∞
0
(1 + ψJ)pωJ
(
(1 + ψJ)γ
)
pψJ (ψJ)dψJ . (3.23)
Hence, the PDF of the SINR at the relay can be computed by using (3.20) and (4.30) to substitute
pωJ (ωJ) and pψJ (ψJ) in (3.23), which results in
pγR(γ) =
γe
− γ
εR
εR2ςR
∫ ∞
0
(1 + ψR)
2e
− γςR+εR
εRςR
ψRdψR. (3.24)
This integral can be solved by exploiting the results of
∫∞
x=0
xne−µxdx = n!µ−n−1 for [Re µ >
0] [123, Eq. (3.351.3)] to give
pγR(γ) =
γe
− γ
εR
ε2RςR
[
εRςR
γςR + εR
+ 2
(
εRςR
γςR + εR
)2
+ 2
(
εRςR
γςR + εR
)3 ]
. (3.25)
Moreover, the PDF of the SINR at the end nodes can be evaluated using (3.21) and (4.30) to
substitute pωJ (ωJ) and pψJ (ψJ) in (3.23), which yields
pγD(γ) =
e
− γ
εD
εDςD
∫ ∞
0
(1 + ψ)e
− γςD+εD
εDςD
ψ
dψD. (3.26)
Using the result of
∫∞
x=0
xne−µxdx = n!µ−n−1 for [Re µ > 0] [123, Eq. (3.351.3)] to solve
(3.26) results in the PDF of the SINR at the end nodes, which is given as
pγD(γ) =
e
− γ
εD
εDςD
[
εDςD
γςD + εD
+
(
εDςD
γςD + εD
)2]
. (3.27)
On the other hand, the CDF of the SINR can be computed using [122, Eq. (4.5)] as
PγJ (γ) =
∫ ∞
0
PωJ
(
(1 + ψJ)γ
)
pψJ (ψJ)dψJ , (3.28)
where, the CDF of ωR, i.e. PωR(ωJ), is given as
PωR(ωR) = 1− e−
ωR
εR
(
1 +
ωR
εR
)
, (3.29)
while the CDF of ωD is expressed as
PωD(ωD) = 1− e−
ωD
εD . (3.30)
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Using (3.22) and (3.29) to substitute pψJ (ψJ) and PωJ (ωJ) in (3.28), respectively, results in the
CDF of the SINR at the relay node, which is given as
PγR(γ) =
∫ ∞
0
1
ςR
e
−ψR
ςR dψR − e
− γ
εR
ςR
∫ ∞
0
e
− εR+γςR
εRςR
ψRdψR − γe
− γ
εR
εRςR
∫ ∞
0
e
− εR+γςR
εRςR
ψRdψR
− γe
− γ
εR
εRςR
×
∫ ∞
0
ψRe
− εR+γςR
εRςR
ψRdψR. (3.31)
Thus, the CDF of the SINR at the relay can be obtained by solving these integrals using [123,
Eq. (3.351.3)], which yields
PγR(γ) = 1−
εRe
− γ
εR
εR + γςR
− γe
− γ
εR
εR + γςR
− γεRςRe
− γ
εR
(εR + γςR)2
. (3.32)
Moreover, using (4.30) and (3.30) to substitute pψJ (ψJ) and PωJ (ωJ) in (3.28), respectively,
gives the CDF of the SINR at the end nodes, which can be expressed as
PγD(γ) =
∫ ∞
0
1
ςD
e
−ψD
ςD dψD − e
− γ
εD
ςD
∫ ∞
0
e
− εD+γςD
εDςD
ψDdψD. (3.33)
The CDF of the SINR at the end nodes is computed by solving these integrals, which results in
PγD(γ) = 1−
εDe
− γ
εD
γςD + εD
. (3.34)
Finally, the PDF of the tight upper bound of the E2E SINR is evaluated by using (3.25),
(3.27), (3.32) and (3.34) to substitute pγR(γ), pγD(γ), PγR(γ) and PγD(γ), respectively, which
yields
pγE2Eup (γ) =
γεDe
− εR+εD
εRεD
γ
εR2ςR(γςD + εD)
[
εRςR
γςR + εR
+ 2
(
εRςR
γςR + εR
)2
+ 2
(
εRςR
γςR + εR
)3 ]
+
e
− εR+εD
εRεD
γ
εDςD
[
εDςD
γςD + εD
+
(
εDςD
γςD + εD
)2]
×
[
εR
εR + γςR
+
γ
εR + γςR
+
γεRςR
(εR + γςR)2
]
. (3.35)
The PDF expressions that are presented in this section will be exploited in the next section to
derive a closed-form expression for the tight upper bound of the E2E ergodic capacity of the
proposed AF-FD-PLNC system.
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3.5.2 Cumulative Distribution Function (CDF) of the Tight Upper Bound
of the End-to-End (E2E) SINR
The CDF of the E2E SINR for the AF-FD-PLNC can be evaluated using the results of [124] as
PγE2Eup (γ) = PγR(γ) + PγD(γ)− PγR(γ)PγD(γ), (3.36)
where PγR(γ) and PγD(γ) are the CDF of the SINR at the relay and the end nodes, respectively.
Substituting, (3.32) and (3.34) in (3.36) results in
PγE2Eup (γ) = 1−
e
− εR+εD
εRεD
γ
εD
γςD + εD
[
εR
εR + γςR
+
γ
εR + γςR
+
γεRςR
(εR + γςR)2
]
. (3.37)
This expression will be utilized in the next section to derive closed-form expression for the E2E
outage probability along with the E2E ASER of the proposed AF-FD-PLNC system.
3.6 Performance Evaluation Metrics
This section presents closed-form expressions for the performance evaluation metrics of the pro-
posed AF-FD-PLNC system, i.e. E2E outage probability, E2E ASER and E2E ergodic capacity.
The derived expression will be used in the next section to thoroughly study the performance of
the proposed AF-FD-PLNC and the impact of the residual SI on the performance of that system.
3.6.1 End-to-end Outage Probability
Here we present a closed-form expression for the outage probability of the proposed system.
The outage probability is an important performance evaluation metric that is used to measure
the quality of the communication and defined as the probability that the SINR falls below a
specific threshold, γth [125]. Thus, the E2E outage probability is given as
PE2Eout (γE2Eth) , Pr{γE2E ≤ γE2Eth}
=
∫ γE2Eth
0
pγE2E(γ)dγ. (3.38)
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A closer inspection of (3.38) reveals that the E2E outage probability definition is similar to that
of the CDF of the SINR, thus the outage probability can also be expressed as
PE2Eout (γE2Eth) = PγE2E(γE2Eth). (3.39)
Therefore, utilizing γE2Eth rather than γ to evaluate (3.37) yields the E2E outage probability of
the proposed AF-FD-PLNC, which is expressed as
PγE2Eup (γE2Eth) = 1−
e
− εR+εD
εRεD
γE2EthεD
γE2EthςD + εD
[
εR
εR + γE2EthςR
+
γE2Eth
εR + γE2EthςR
+
γE2EthεRςR
(εR + γE2EthςR)
2
]
. (3.40)
Next, we derive the E2E outage probability expression of the AF-HD-PLNC system. The
results of the E2E outage probability of the AF-HD-PLNC will be used as a reference to study
the effect of the residual SI after the active SIC on the E2E outage probability results of the
AF-FD-PLNC system. In order to obtain the E2E outage probability expression of the AF-HD-
PLNC, we need to derive the E2E CDF of the SNR for that system first. Due to the fact that
the AF-HD-PLNC system is SI free, the SNR expression of that system at the relay and the end
nodes are given as
γHDR = ωR, (3.41)
and
γHDD = ωD, (3.42)
respectively, where ωR = ΛR (|HA|2 + |HB|2) and ωD = ΛD|HD|2. Moreover the CDF expres-
sions of ωR and ωD are given in (3.29) and (3.30), respectively. Hence, the CDF expression
of the E2E SNR for the AF-HD-PLNC can be computed by substituting (3.29) and (3.30) in
(3.36), which yields
PγHDE2Eup
(γHD) = 1− e−
εR+εD
εRεD
γ − γe
− εR+εD
εRεD
γ
εR
. (3.43)
Since the definition of the outage probability is similar to that of the SNR CDF, the E2E outage
probability of the AF-HD-PLNC can be obtained by evaluating (3.43) at γHDE2Eth to give
PγHDE2Eup
(γHDE2Eth) = 1− e
− εR+εD
εRεD
γHDE2Eth − γ
HD
E2Eth
e
− εR+εD
εRεD
γHDE2Eth
εR
. (3.44)
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3.6.2 Lower Bound End-to-end Average Symbol Error Rate (ASER)
This subsection presents the derivation of the lower bound E2E ASER of the proposed Af-FD-
PLNC for two different scenarios. First, the average SNR and INR at the relay and the end
nodes are assumed to be different, i.e. εR 6= εD and ςR 6= ςD; the second considered scenario is
when both of the average SNR and INR at the relay and the end nodes are equal, εR = εD and
ςR = ςD.
3.6.2.1 First scenario (εR 6= εD and ςR 6= ςD )
In general, the ASER can be evaluated using the formula that was introduced in [126] as
P¯eE2E =
%
2
√
ν
pi
∫ ∞
0
e−νγ√
γ
PγE2Eup (γ)dγ, (3.45)
which exploits the CDF of the SINR that was evaluated in Section 3.5, PγE2Eup (γ). Thus,
substituting (3.37) in (3.45) yields
P¯ 1eE2E =
%
2
√
ν
pi
∫ ∞
0
e−νγ√
γ
dγ (3.46a)
− %
2
√
ν
pi
∫ ∞
0
εDεR
(εR + γςR)(εD + γςD)
√
γ
e
− εR+εD+νεRεD
εRεD dγ (3.46b)
− %
2
√
ν
pi
∫ ∞
0
εD
√
γ
(εR + γςR)(εD + γςD)
e
− εR+εD+νεRεD
εRεD dγ (3.46c)
− %
2
√
ν
pi
∫ ∞
0
εRεDςR
√
γ
(εR + γςR)2(εD + γςD)
e
− εR+εD+νεRεD
εRεD dγ. (3.46d)
The the last three integrals in (3.46), (3.46b) - (3.46d), are mathematically challenging to solve,
hence, we exploit the partial fraction decomposition technique to present these integrals in a
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simpler and mathematically tractable form. Subsequently, the ASER can be rewritten as
P¯ 1eE2E =
%
2
√
ν
pi
∫ ∞
0
e−νγ√
γ
dγ (3.47a)
+
%
2
√
ν
pi
εRεD
(εDςR − εRςD)
[ ∫ ∞
0
e
− εR+εD+νεRεD
εRεD
√
γ
(
εD
ςD
+ γ
) dγ − ∫ ∞
0
e
− εR+εD+νεRεD
εRεD
√
γ
(
εR
ςR
+ γ
) dγ] (3.47b)
+
%
2
√
ν
pi
εD
(εDςR − εRςD)
[ ∫ ∞
0
√
γe
− εR+εD+νεRεD
εRεD(
εD
ςD
+ γ
) dγ − ∫ ∞
0
√
γe
− εR+εD+νεRεD
εRεD(
εR
ςR
+ γ
) dγ]
(3.47c)
+
%
2
√
ν
pi
[
εRεD
ςRςD
(
εR
ςR
− εD
ςD
)2
∫ ∞
0
√
γe
− εR+εD+νεRεD
εRεD(
εR
ςR
+ γ
) dγ −∫ ∞
0
√
γe
− εR+εD+νεRεD
εRεD(
εD
ςD
+ γ
) dγ

+
εRεD
(εRςD − εDςR)
∫ ∞
0
√
γe
− εR+εD+νεRεD
εRεD(
εR
ςR
+ γ
)2 dγ
]
. (3.47d)
Furthermore, (3.47) can be presented as
P¯ 1eE2E = P¯
1
e1
+ P¯ 1e2 + P¯
1
e3
+ P¯ 1e4 + P¯
1
e5
, (3.48)
where
P¯ 1e1 =
%
2
√
ν
pi
∫ ∞
0
e−νγ√
γ
dγ, (3.49)
P¯ 1e2 =
%
2
√
ν
pi
εRεD
(εDςR − εRςD)
[ ∫ ∞
0
e
− εR+εD+νεRεD
εRεD
√
γ
(
εD
ςD
+ γ
) dγ − ∫ ∞
0
e
− εR+εD+νεRεD
εRεD
√
γ
(
εR
ςR
+ γ
) dγ], (3.50)
P¯ 1e3 =
%
2
√
ν
pi
εD
(εDςR − εRςD)
[ ∫ ∞
0
√
γe
− εR+εD+νεRεD
εRεD(
εD
ςD
+ γ
) dγ−∫ ∞
0
√
γe
− εR+εD+νεRεD
εRεD(
εR
ςR
+ γ
) dγ], (3.51)
P¯ 1e4 =
%
2
√
ν
pi
εRεD
ςRςD
(
εR
ςR
− εD
ςD
)2
∫ ∞
0
√
γe
− εR+εD+νεRεD
εRεD(
εR
ςR
+ γ
) dγ −∫ ∞
0
√
γe
− εR+εD+νεRεD
εRεD(
εD
ςD
+ γ
) dγ
 ,
(3.52)
and
P¯ 1e5 =
%
2
√
ν
pi
εRεD
(εRςD − εDςR)
∫ ∞
0
√
γe
− εR+εD+νεRεD
εRεD(
εR
ςR
+ γ
)2 dγ. (3.53)
The integral in (3.49) can be solved using the result in [123, Eq. (3.361.2)] to give
P¯ 1e1 =
%
2
. (3.54)
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Next, [123, Eq. (3.383.10)] can be exploited to solve the integrals in (3.50), which results in
P¯ 1e2 =
%
2
√
ν
pi
εRεD
(εDςR − εRςD)
[√
ςD
εD
e
εR+εD+νεRεD
εRςD Γ
(
1
2
)
Γ
(
1
2
,
εR + εD + νεRεD
εRςD
)
−
√
ςR
εR
e
εR+εD+νεRεD
εDςR Γ
(
1
2
)
Γ
(
1
2
,
εR + εD + νεRεD
εDςR
)]
, (3.55)
where Γ (α, x) denotes the incomplete gamma function, which is defined in [123, Eq. (8.350.2)]
as
Γ (α, x) =
∫ ∞
x
e−ttα−1dt. (3.56)
Moreover, the integrals in (3.51) are solved by exploiting the result in [123, Eq. (3.383.10)],
which yields
P¯ 1e3 =
%
2
√
ν
pi
εD
(εDςR − εRςD)
[√
εD
ςD
e
εR+εD+νεRεD
εRςD Γ
(
3
2
)
Γ
(
−1
2
,
εR + εD + νεRεD
εRςD
)
−
√
εR
ςR
e
εR+εD+νεRεD
εDςR Γ
(
3
2
)
Γ
(
−1
2
,
εR + εD + νεRεD
εDςR
)]
. (3.57)
Furthermore, [123, Eq. (4.383.10)] is utilized to solve the integrals in (3.52), which gives
P¯ 1e4 =
%
2
√
ν
pi
εRεD
ςRςD
(
εR
ςR
− εD
ςD
)2
[√
εR
ςR
e
εR+εD+νεRεD
εDςR Γ
(
3
2
)
Γ
(
−1
2
,
εR + εD + νεRεD
εDςR
)
−
√
εD
ςD
e
εR+εD+νεRεD
εRςD Γ
(
3
2
)
Γ
(
−1
2
,
εR + εD + νεRεD
εRςD
)]
. (3.58)
Finally, (3.53) can be solved using [123, Eq. (3.383.7)], which results in
P¯ 1e5 =
%
2
√
ν
pi
εRεD
(εRςD − εDςR) (2)
3
2 Γ
(
3
2
)
e
εR+εD+νεRεD
2εDςR√
εR
ςR
D−3
(√
2
εR + εD + νεRεD
εDςR
)
,
(3.59)
where Dp(z) is the parabolic cylinder function that is defined in [123, Eq. (9.241.2)] as
Dp(z) =
e−
z2
4
Γ(−p)
∫ ∞
0
e−xz−
x2
2 x−p−1dx, [Re p < 0]. (3.60)
Finally, the lower bound E2E ASER of the proposed AF-FD-PLNC system can be obtained
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by substituting (3.54), (3.55), (3.57), (3.58) and (3.59) in (3.48), which yields
P¯ 1eE2E =
%
2
(
1 +
√
ν
pi
εRεD
(εDςR − εRςD)
[√
ςD
εD
e
εR+εD+νεRεD
εRςD Γ
(
1
2
)
Γ
(
1
2
,
εR + εD + νεRεD
εRςD
)
−
√
ςR
εR
e
εR+εD+νεRεD
εDςR Γ
(
1
2
)
Γ
(
1
2
,
εR + εD + νεRεD
εDςR
)]
+
√
ν
pi
εD
(εDςR − εRςD)
×
[√
εD
ςD
e
εR+εD+νεRεD
εRςD Γ
(
3
2
)
Γ
(
−1
2
,
εR + εD + νεRεD
εRςD
)
−
√
εR
ςR
e
εR+εD+νεRεD
εDςR
× Γ
(
3
2
)
Γ
(
−1
2
,
εR + εD + νεRεD
εDςR
)]
+
√
ν
pi
εRεD
ςRςD
(
εR
ςR
− εD
ςD
)2
[√
εR
ςR
× e
εR+εD+νεRεD
εDςR Γ
(
3
2
)
Γ
(
−1
2
,
εR + εD + νεRεD
εDςR
)
−
√
εD
ςD
e
εR+εD+νεRεD
εRςD Γ
(
3
2
)
× Γ
(
−1
2
,
εR + εD + νεRεD
εRςD
)]
−
√
ν
pi
εRεD
(εDςR − εRςD) (2)
3
2 Γ
(
3
2
)
e
εR+εD+νεRεD
2εDςR√
εR
ςR
×D−3
(√
2
εR + εD + νεRεD
εDςR
))
. (3.61)
3.6.2.2 Second scenario (εR = εD and ςR = ςD )
A closer look at equations (3.55)-(3.59) reveals that when εR = εD and ςR = ςD these expres-
sions yield zero. Hence, to thoroughly investigate the ASER results of the proposed AF-FD-
PLNC, we need to drive the ASER for this scenario. First, we need to evaluate the CDF of the
upper bound SINR for the considered scenario. To this end when εR = εD and ςR = ςD are
assumed the CDF of the SINR in (3.37) can be rewritten as
PγE2Eup (γ) = 1− e
− 2
εJ
γ
[
ε2J
(εJ + γςJ)
2 +
εJγ
(εJ + γςJ)
2 +
γε2JςJ
(εJ + γςJ)
3
]
. (3.62)
Recall (3.45), the lower bound ASER of the proposed AF-FD-PLNC in this scenario can be
obtained by using (3.62) to substitute PγE2Eup (γ) in (3.45) such that
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P¯ 2eE2E =
%
2
√
ν
pi
∫ ∞
0
e−νγ√
γ
dγ (3.63a)
− %ε
2
J
2
√
ν
pi
∫ ∞
0
e
− 2+νεJ
εJ
γ
√
γ (εJ + γςJ)
2dγ (3.63b)
− %εJ
2
√
ν
pi
∫ ∞
0
√
γe
− 2+νεJ
εJ
γ
(εJ + γςJ)
2 dγ (3.63c)
− %ε
2
JςJ
2
√
ν
pi
∫ ∞
0
√
γe
− 2+νεJ
εJ
γ
(εJ + γςJ)
3 dγ (3.63d)
The above expression can be simplified as
P¯ 2eE2E = P¯
2
e1
+ P¯ 2e2 + P¯
2
e3
+ P¯ 2e4 , (3.64)
where
P¯ 2e1 =
%
2
√
ν
pi
∫ ∞
0
e−νγ√
γ
dγ, (3.65)
P¯ 2e2 = −
%ε2J
2ς2J
√
ν
pi
∫ ∞
0
e
− 2+νεJ
εJ
γ
√
γ
(
εJ
ςJ
+ γ
)2dγ, (3.66)
P¯ 2e3 = −
%εJ
2ς2J
√
ν
pi
∫ ∞
0
√
γe
− 2+νεJ
εJ
γ(
εJ
ςJ
+ γ
)2 dγ, (3.67)
and
P¯ 2e4 = −
%ε2J
2ςJ
√
ν
pi
∫ ∞
0
√
γe
− 2+νεJ
εJ
γ(
εJ
ςJ
+ γ
)3 dγ. (3.68)
The lower bound E2E ASER expression can be obtained by solving the integrals in (3.65)-
(3.68). First, the integral in (3.65) can be solved using [123, Eq. (3.361.2)] such that
P¯ 2e1 =
%
2
. (3.69)
Moreover, (3.66) can be simplified using the partial fraction decomposition technique such that
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P¯ 2e2 =
%εJ
2ςJ
√
ν
pi
∫ ∞
0
√
γe
− 2+νεJ
εJ
γ(
εJ
ςJ
+ γ
)2 dγ (3.70a)
+
%
2
√
ν
pi
∫ ∞
0
√
γe
− 2+νεJ
εJ
γ(
εJ
ςJ
+ γ
) dγ (3.70b)
− %
2
√
ν
pi
∫ ∞
0
e
− 2+νεJ
εJ
γ
√
γ
dγ. (3.70c)
Furthermore, P¯ 2e2 , i.e. (3.70), can be expressed as
P¯ 2e2 = I1 + I2 + I3, (3.71)
where I1 is given as
I1 =
%εJ
2ςJ
√
ν
pi
∫ ∞
0
√
γe
− 2+νεJ
εJ
γ(
εJ
ςJ
+ γ
)2 dγ, (3.72)
while I2 is given as
I2 =
%
2
√
ν
pi
∫ ∞
0
√
γe
− 2+νεJ
εJ
γ(
εJ
ςJ
+ γ
) dγ, (3.73)
and I3 is expressed such that
I3 = −%
2
√
ν
pi
∫ ∞
0
e
− 2+νεJ
εJ
γ
√
γ
dγ. (3.74)
The integral in (3.72) can be solved by exploiting [123, Eq. (3.383.7)], which produces
I1 = %
√
ν
pi
√
2εJ
ςJ
Γ(
3
2
)e
2+νεJ
2ςJ D−3
(√
2
2 + νεJ
ςJ
)
. (3.75)
Next, [123, Eq. (3.383.10)] is utilized to evaluate the integral in (3.73) such that
I2 =
%
2
√
ν
pi
√
εJ
ςJ
e
2+νεJ
ςJ Γ
(
3
2
)
Γ
(
−1
2
,
2 + νεJ
ςJ
)
. (3.76)
Finally, the integral in (3.74) is solved using [123, Eq. (3.361.2)], which yields
I3 = −%
2
√
νεJ
2 + νεJ
. (3.77)
Therefore, P¯ 2e2 is evaluated by using (3.75), (3.76) and (3.77) to substitute I1, I2 and I3 in (3.71),
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respective, which results in
P¯ 2e2 =%
√
ν
pi
√
2εJ
ςJ
Γ(
3
2
)e
2+νεJ
2ςJ D−3
(√
2
2 + νεJ
ςJ
)
+
%
2
√
ν
pi
√
εJ
ςJ
e
2+νεJ
ςJ Γ
(
3
2
)
× Γ
(
−1
2
,
2 + νεJ
ςJ
)
− %
2
√
νεJ
2 + νεJ
. (3.78)
Furthermore, the result of the integral in (3.67) is obtained using [123, Eq. (3.383.7)] such
that
P¯ 2e3 = −
%
√
εJ
2ς
3
2
J
√
ν
pi
2
3
2 Γ
(
3
2
)
e
2+νεJ
2ςJ D−3
(√
2
2 + νεJ
ςJ
)
. (3.79)
Due to that fact that the integral (3.68) is mathematically challenging to solve, a straightfor-
ward manipulation is performed on this integral in order to present it in a more mathematically
tractable form such that
P¯ 2e4 = −
%ε2J
2ςJ
√
ν
pi
e
2+νεJ
ςJ
∫ ∞
εJ
ςJ
√
γ − εJ
ςJ
e
− 2+νεJ
εJ
γ
γ3
dγ. (3.80)
The above integral can be solved by exploiting the result of [123, Eq. (3.383.4)], which yields
P¯ 2e4 = −
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εJ
) 1
4
ε
3
4
J ς
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4
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2 + νεJ
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, (3.81)
where Wλ,µ (z) denotes the Whittakers function that is defined in [123, Eq. (9.220.4)] as
Wλ,µ (x) =
Γ (−2µ)
Γ
(
1
2
− µ− λ)Mλ,µ (x) + Γ (2µ)Γ (1
2
+ µ− λ)Mλ,−µ (x) . (3.82)
Moreover,Mλ,±µ (x) denotes the other Whittaker function that is defined in [123, Eq. (9.220.2)]
and [123, Eq. (9.220.2)] such that
Mλ,µ (x) = x
µ+ 1
2 e
−x
2 Φ
(
µ− λ+ 1
2
, 2µ+ 1;x
)
, (3.83)
Mλ,−µ (x) = x−µ+
1
2 e
−x
2 Φ
(
−µ− λ+ 1
2
,−2µ+ 1;x
)
, (3.84)
where Φ (α, γ;x) is the confluent hypergeometric function, which is given in [123, Eq. (9.220.2)]
as
Φ (α, γ;x) =
21−γe
1
2
x
B (α, γ − α)
∫ 1
−1
(1− t)γ−α−1 (1 + t)α−1 e 12xtdt, (3.85)
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and B (x, y) denotes the beta function that is defined in [123, Eq. (8.380.1)] such that
B (x, y) =
∫ 1
0
tx−1 (1− t)y−1 dt. (3.86)
Finally, the lower bound E2E ASER of the proposed AF-FD-PLNC for the second scenario
can be computed by using (3.69), (3.78), (3.79) and (3.81) to substitute P¯ 2e1 , P¯
2
e2
, P¯ 2e3 and P¯
2
e4
in
(3.64), respectively, to give
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. (3.87)
The derivations that have been presented in this subsection will be exploited in Section 3.7
to evaluate the E2E lower bound ASER of the proposed Af-FD-PLNC, which will enable us
to meticulously investigate the ASER performance in the presence of the residual SI after the
active SIC.
Next, the E2E lower bound ASER expression for the AF-HD-PLNC system is derived and
presented in this subsection. The ASER results of the AF-HD-PLNC will be used as a bench-
mark to investigate the impact of the residual SI after the active SIC on the E2E ASER perfor-
mance of the AF-FD-PLNC. The lower bound E2E ASER of the Af-HD-PLNC can be com-
puted by substituting (3.43) in (3.45), which results in
P¯HDeE2E =
%
2
√
ν
pi
[∫ ∞
0
e−νγ
HD√
γHD
dγHD +
∫ ∞
0
e
− εR+εD+νεRεD
εRεD
γHD√
γHD
dγHD
+
∫ ∞
0
√
γHDe
− εR+εD+νεRεD
εRεD
γHD
εR
dγHD
]
. (3.88)
The expression above can be presented as
P¯HDeE2E = P¯
HD
e1
+ P¯HDe2 + P¯
HD
e3
, (3.89)
where P¯HDe1 is given as
P¯HDe1 =
%
2
√
ν
pi
∫ ∞
0
e−νγ
HD√
γHD
dγHD, (3.90)
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while P¯HDe2 is expressed as
P¯HDe2 =
%
2
√
ν
pi
∫ ∞
0
e
− εR+εD+νεRεD
εRεD
γHD√
γHD
dγHD, (3.91)
and P¯HDe3 is given as
P¯HDe3 =
%
2
√
ν
pi
∫ ∞
0
√
γHDe
− εR+εD+νεRεD
εRεD
γHD
εR
dγHD. (3.92)
The integral in (3.90) can be solved using [123, Eq. (3.361.2)], which yields
P¯HDe1 =
%
2
. (3.93)
Moreover, [123, Eq. (3.361.2)] can be exploited to solve (3.91), which results in
P¯HDe2 =
%
2
√
νεRεD
εR + εD + νεRεD
. (3.94)
Furthermore, (3.92) is evaluated by utilizing the result in [123, Eq. (3.381.4)] such that
P¯HDe3 =
%
2
√
ν
pi
√
εD
ε2R + εRεD + νε
2
RεD
. (3.95)
Finally, the lower bound E2E ASER of the Af-HD-PLNC system can be obtained by substitut-
ing (3.93), (3.94) and (3.95) in (3.89) to give
P¯HDeE2E =
%
2
(
1 +
√
νεRεD
εR + εD + νεRεD
+
√
ν
pi
√
εD
ε2R + εRεD + νε
2
RεD
)
. (3.96)
This expression will be utilized in the next section to obtain the lower bound E2E ASER of the
AF-HD-PLNC system.
3.6.3 End-to-end Ergodic Capacity
In this subsection, we derive the E2E tight upper bound ergodic capacity of the proposed AF-
FD-PLNC system. It is noteworthy that using the exact E2E SINR expression given by (3.13)
in evaluating the ergodic capacity is not mathematically tractable, therefore, we are going to
utilize the tight upper bound of the E2E SINR, (3.18), to evaluate the tight upper bound ergodic
capacity for the proposed AF-FD-PLNC. Owing to the fact that the E2E ergodic capacity is
dominated by the weakest link in the two-hop relay network, the E2E ergodic capacity of the
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proposed system can be given as [127]
CE2Eerg = min(C
R
erg, C
D
erg), (3.97)
where CRerg is given as [128]
CRerg =
∫ ∞
0
1
1 + γ
(1− PγR(γ)) dγ, (3.98)
while CDerg is expressed as
CDerg =
∫ ∞
0
1
1 + γ
(1− PγD(γ)) dγ. (3.99)
Moreover, PγR(γ) and PγD(γ) represent the CDF of the SINR at the relay and end nodes,
respectively.
The ergodic capacity at the relay, CRerg, can be evaluated by using (3.32) to substitute PγR(γ)
in (3.98), which yields
CRerg =
∫ ∞
0
εRe
− γ
εR
ςR (1 + γ)
(
εR
ςR
+ γ
)dγ + ∫ ∞
0
γe
− γ
εR
ςR (1 + γ)
(
εR
ςR
+ γ
)dγ
+
∫ ∞
0
εRγe
− γ
εR
ςR (1 + γ)
(
εR
ςR
+ γ
)2dγ. (3.100)
The above expression can be presented such as
CRerg = C
R
erg1
+ CRerg2 + C
R
erg3
, (3.101)
where CRerg1 is given as
CRerg1 =
∫ ∞
0
εRe
− γ
εR
ςR (1 + γ)
(
εR
ςR
+ γ
)dγ, (3.102)
while CRerg2 is expressed such that
CRerg2 =
∫ ∞
0
γe
− γ
εR
ςR (1 + γ)
(
εR
ςR
+ γ
)dγ, (3.103)
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and CRerg3 is given as
CRerg3 =
∫ ∞
0
εRγe
− γ
εR
ςR (1 + γ)
(
εR
ςR
+ γ
)2dγ. (3.104)
The integral in (3.102) is mathematically difficult to solve, thus, we exploit the partial frac-
tion decomposition to present this integral in a simplified form such that
CRerg1 =
εR
(ςR − εR)
∫ ∞
0
e
− γ
εR
εR
ςR
+ γ
dγ +
εR
(εR − ςR)
∫ ∞
0
e
− γ
εR
1 + γ
dγ. (3.105)
The integrals in (3.105) can be solved using [123, Eq. (3.352.4)], which results in
CRerg1 = −
[
εR
(ςR − εR)e
1
ςR Ei
(
− 1
ςR
)
+
εR
(εR − ςR)e
1
εR Ei
(
− 1
εR
)]
, (3.106)
where Ei (x) denotes the exponential integral function that is defined in [123, Eq. (8.211.1)] as
Ei (x) = −
∫ ∞
−x
e−t
t
dt. (3.107)
Analogous to (3.102) the integral in (3.103) can be simplified using partial fraction decomposi-
tion, which gives
CRerg2 =
εR
ςR (εR − ςR)
∫ ∞
0
e
− γ
εR
εR
ςR
+ γ
dγ +
1
(ςR − εR)
∫ ∞
0
e
− γ
εR
1 + γ
dγ. (3.108)
The result of [123, Eq. (3.352.4)] can be utilized to solve the integrals in (3.108) such that
CRerg2 = −
[
εR
ςR (εR − ςR)e
1
ςR Ei
(
− 1
ςR
)
+
1
(ςR − εR)e
1
εR Ei
(
− 1
εR
)]
. (3.109)
Moreover, partial fraction decomposition is employed to simplify the integral in (3.104), which
gives
CRerg3 =
ε2R
ςR (εR − ςR)
∫ ∞
0
e
− γ
εR(
εR
ςR
+ γ
)2dγ + εRςR(εR − ςR)2
∫ ∞
0
e
− γ
εR
εR
ςR
+ γ
dγ
− εRςR
(εR − ςR)2
∫ ∞
0
e
− γ
εR
1 + γ
dγ. (3.110)
The first integral in (3.110) can be solved by exploiting the result of [123, Eq. (3.353.3)],
while [123, Eq. (3.352.4)] can be used to solve the second and third integrals, subsequently,
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CRerg3 is given as
CRerg3 =
εR
(εR − ςR) +
εR
ςR (εR − ςR)e
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ςR Ei
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e
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e
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)
. (3.111)
Finally, the ergodic capacity at the relay can be evaluated by substituting (3.106), (3.109)
and (3.111) in (3.101), which produces
CRerg =
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(εR − ςR) +
εRςR
(εR − ςR)2
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On the other hand, using (3.34) to substitute PγD(γ) in (3.99) yields the ergodic capacity at
the end nodes, which is given as
CDerg =
∫ ∞
0
εDe
− γ
εD
(1 + γ) (εD + γςD)
dγ. (3.113)
The expression above can be simplified using partial fraction decomposition such that
CDerg =
εD
(ςD − εD)
∫ ∞
0
e
− γ
εD
εD
ςD
+ γ
dγ +
εD
(εD − ςD)
∫ ∞
0
e
− γ
εD
1 + γ
dγ. (3.114)
Moreover, the integrals in (3.114) can be solved by exploiting the result of [123, Eq. (3.352.4)],
which produces
CDerg = −
[
εD
(ςD − εD)e
1
ςD Ei
(
− 1
ςD
)
+
εD
(εD − ςD)e
1
εD Ei
(
− 1
εD
)]
. (3.115)
Finally, the tight upper bound, E2E ergodic capacity for the proposed AF-FD-PLNC can be
evaluated by substituting (3.112) along with (3.115) in (3.97). The obtained expression will be
utilized in Section 3.7 to thoroughly study the impact of the residual SI after the active SIC on
the achieved E2E ergodic capacity of the proposed AF-FD-PLNC.
Moreover, to meticulously study the throughput gain of the AF-FD-PLNC over the AF-HD-
PLNC, the tight upper bound ergodic capacity expression of the AF-HD-PLNC is derived and
presented in this subsection. First, the ergodic capacity at the relay of the AF-HD-PLNC system
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can be computed by substituting (3.29) in (3.98), which yields
CRHDerg =
∫ ∞
0
e
− γHD
εR
(1 + γHD)
dγHD +
∫ ∞
0
γHDe
− γHD
εR
εR (1 + γHD)
dγHD. (3.116)
The first integral in (3.116) can be solved using [123, Eq. (3.352.4)], while [123, Eq. (3.383.10)]
is exploited to evaluate the second integral in (3.116). Subsequently, CRHDerg is given as
CRHDerg =
e
1
εR
εR
Γ (2) Γ
(
−1, 1
εR
)
− e 1εR Ei
(
− 1
εR
)
. (3.117)
Next, substituting (3.30) in (3.98) yields the expression of the ergodic capacity at the end nodes
of the AF-HD-PLNC system, which is given as
CDHDerg =
∫ ∞
0
e
− γHD
εD
(1 + γHD)
dγHD. (3.118)
The result of [123, Eq. (3.352.4)] can be utilized to solve the integral in (3.118) to give
CDHDerg = −e
1
εD Ei
(
− 1
εD
)
. (3.119)
Finally, substituting (3.117) and (3.119) in (3.97) gives the E2E tight upper bound ergodic
capacity of the AF-HD-PLNC such that
CE2EHDerg = min
(
e
1
εR
εR
Γ (2) Γ
(
−1, 1
εR
)
− e 1εR Ei
(
− 1
εR
)
, −e 1εD Ei
(
− 1
εD
))
. (3.120)
This expression will be utilized in the next section to evaluate the E2E tight upper bound ergodic
capacity results of the AF-HD-PLNC system, which will be used as a benchmark to study the
throughput gain that can be achieved by the proposed AF-FD-PLNC in the presence of residual
SI.
3.7 Results
This section presents the analytical results of the proposed AF-FD-PLNC in the presence of
residual SI. Furthermore, these analytical results is supported by simulation based results to
validate the theoretical expressions that were derived in Sections 3.5 and 3.6. We consider an
uncoded OFDM-based FD-TWRC system with two FD end nodes, A and B, exchange informa-
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tion with the assistance of one FD relay node, R, over asymmetric Rayleigh fading frequency-
selective channels, using AF relaying. The utilized OFDM system parameters are given in
Table 3.1, while the average channel impulse responses utilized in the simulations are given in
Tables 3.2 and 3.3. It worth mentioning that the average channel impulse response parameters
given in Tables 3.2 and 3.3 are used to obtain the channels coefficients that are used in both the
theoretical and simulation performance evaluation. Moreover Monte Carlo technique is used to
obtain the simulation based outage probability, ASER and ergodic capacity.
Table 3.1: Simulation Settings.
Packet length 8192 (bit)
Number of subcarriers 4096
Length of cyclic prefix (CP) 128
Total Number of transmitted bits 819200000
Table 3.2: Channel model of the channel between node A and the relay.
Delay (ns) 0 110 190 410
Average Power (dB) 0.0 -9.7 -19.2 -22.8
Table 3.3: Channel model of the channel between node B and the relay.
Delay (ns) 0 200 800 1200 2300 3700
Average Power (dB) 0.0 -0.9 -4.9 -8.0 -7.8 -23.9
Table 3.4: The scenarios for residual self-interference for the proposed AF-FD-PLNC.
Scenario (Sc.) (ΛIR, ΛIA, ΛIB) dB
1 (0, 0, 0)
2 (5, 5, 5)
3 (10, 10, 10)
First, the analytical PDF of the E2E upper bound SINR was evaluated using the PDF expres-
sion that was obtained in Section 3.5.1, as illustrated in Fig. 4.8. The obtained results in Fig. 3.4
show the impact of the residual SI on the PDF of the E2E SINR, in particular the distribution
of the SINR becomes more concentrated at the low SINR region as the amount of the residual
SI increases. Next, Fig. 3.5 depicts the analytical E2E outage probability of the conventional
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Figure 3.4: The PDF of the SINR at Node A after the SIC for AF-FD-PLNC with different
levels of residual SI to noise ratio at SNR= 15 dB.
AF-HD-PLNC along with the proposed AF-FD-PLNC with three different scenarios of residual
SI to noise ratio, these scenarios of residual SI to noise ratio vs. SNR after the SIC, whilst the
SINR threshold, γth, was fixed at 15 dB. The considered residual SI to noise ratio scenarios
are illustrated in Table 3.4. Moreover, the analytical outage probability results of the AF-FD-
PLNC were validated by simulation based results as shown in Fig. 3.5. Comparing the outage
probability results of the AF-HD-PLNC with those of the AF-FD-PLNC reveals that there is
an SNR of 3.1, 6.3 and 10.5 dB, respectively, when the residual SI to noise ratio at each node
ranges from 0 to 10 dB. These SNR penalties show the impact of the residual SI to noise ratio
on the E2E outage probability performance of the proposed AF-FD-PLNC system. Hence, the
network designers should consider these SNR penalties to maintain the communication quality
while improving the network throughput using the FD mode.
The E2E tight lower bound ASER performance vs. SNR of the proposed AF-FD-PLNC
system with three SI to noise ratio scenarios, which are depicted in Table 3.4, along with the E2E
ASER performance vs. SNR of the AF-HD-PLNC system are shown in Fig. 3.6. Moreover, the
analytical results in Fig. 3.6 were verified using exact simulation based E2E ASER performance.
A closer inspection of Fig. 3.6 reveals that the analytical and the simulation ASER performance
of the proposed AF-FD-PLNC show close match in the low SNR region, while they show a
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Figure 3.5: The E2E outage probability for AF-FD-PLNC with different levels of residual SI to
noise ratio.
perfect match in the mid-high SNR region. Thus, the E2E ASER expression that was derived
in Section 3.6 can be considered as a tight lower bound ASER expression. Furthermore, it can
be observed from Fig. 3.6 that the ASER for the AF-HD-PLNC and AF-FD-PLNC with three
considered scenarios residual SI to noise ratio reaches 10−4 at SNR equals 39.9, 43.1, 46.4,
50.2 dB, respectively. This gives a clear indication of the effect of the residual SI to noise ratio
on the E2E ASER performance of the proposed AF-FD-PLNC.
Next, the tight upper bound ergodic capacity expression that was derived in Section 3.6.3
was used to evaluate the E2E upper bound ergodic capacity for the proposed AF-FD-PLNC
as depicted in Fig. 3.7. Furthermore, the exact simulation-based E2E ergodic capacity of the
proposed AF-FD-PLNC was obtained as illustrated in Fig. 3.7. These simulation results were
included to validate the theoretical E2E ergodic capacity results. Careful inspection of Fig. 3.7
reveals that the upper bound E2E ergodic capacity results of the proposed AF-FD-PLNC sys-
tem match closely the exact E2E simulation results, which verifies the E2E tight lower bound
expression that was presented in Section 3.6.3. Moreover, the E2E ergodic capacity of the AF-
HD-PLNC system was compared with the E2E ergodic capacity of the proposed AF-FD-PLNC
with three residual SI to noise ratio scenarios that are illustrated in Table 3.4. This comparison
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has revealed that the proposed AF-FD-PLNC can double the ergodic capacity of the conven-
tional AF-HD-PLNC when the SNR is larger than 25 dB and the residual SI to noise ratio is
smaller than 0 dB. Furthermore, the ergodic capacity results in Fig. 3.7 show the effect of the
residual SI to noise ratio on the E2E ergodic capacity performance of the proposed AF-FD-
PLNC system.
3.8 Chapter Summary
In this chapter, we presented an OFDM based AF-FD-PLNC system, which is combined with
a SIC scheme to mitigate the effect of the SI signal. This SIC comprises passive and active
SIC schemes, which are integrated together to improve attained SI suppression. Moreover, the
impact of the residual SI to noise ratio on the PDF of the SINR was examined and a closed-
form expression of the PDF of the E2E SINR of the AF-FD-PLNC system was presented in
this chapter. Next, closed-form expressions for the E2E outage probability and E2E lower
bound ASER of the Af-FD-PLNC system were derived, presented and validated using extensive
simulation studies. In particular, the theoretical E2E lower bound ASER results of the proposed
system have shown a perfect match with the simulation based exact E2E ASER in the mid-high
SNR region. An exact expression of the tight upper bound E2E ergodic capacity of the proposed
system was introduced and supported using simulation results in this chapter. Furthermore,
the ergodic capacity of the AF-FD-PLNC was evaluated in the presence of the residual SI and
compared with that of the AF-HD-PLNC system. All of the derived theoretical expressions have
been verified using simulation studies. Next, the derived E2E tight upper bound ergodic capacity
expression for the proposed system was used to evaluate the E2E ergodic capacity of the AF-
FD-PLNC. The obtained results of the AF-FD-PLNC system were compared with those of the
conventional AF-HD-PLNC, which demonstrated the ergodic capacity gain of the proposed
AF-FD-PLNC over the ergodic capacity of the traditional AF-HD-PLNC. In particular, the
proposed AF-FD-PLNC can increase the ergodic capacity of AF-HD-PLNC by a factor of 2
when the SNR is higher than 25 dB and the SI to noise ratio is less than 0 dB. However, the E2E
ASER and outage probability results have shown that there is an SNR penalty in the proposed
AF-FD-PLNC system, which varies with the amount of the residual SI.
It is worth pointing out that the active SIC scheme, which is utilized in this chapter, exploits
the perfect knowledge of the transceiver nodes transmitted signal in conjunction of the perfect
CSI of the SI channel to effectively suppress the SI signal. Hence, the availability of the perfect
CSI at each transceiver node is crucial to the performance of the active SIC scheme. However,
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in practice, it is very challenging to obtain the perfect CSI. This has been identified as the key
limitation of the proposed SIC technique. Thus, in the next chapter, we present an adaptive SIC
scheme, which exploits the NLMS algorithm to effectively suppress the SI signal without the
need to have the perfect CSI of the SI channel.
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Chapter 4
An One-Timeslot Full-Duplex Two-Way
Relay Channel System Exploiting
Adaptive-SIC
4.1 Introduction
The implementation of an effective SIC scheme that can enable the in-band FD mode, i.e.
the transceiver nodes transmit and receive simultaneously over the same frequency band, has
attracted a massive research focus. Hence, recently number of different SIC schemes have been
presented [7–11,36,129]. Chapter 3 presented an active SIC scheme, which requires the CSI of
the SI channel to be available at each transceiver node. In this chapter, we introduce an adaptive
SIC scheme that exploits the normalized least-mean-square (NLMS) algorithm to suppers the
SI signal without the need for the CSI of the SI channel. This adaptive SIC scheme utilizes
each nodes knowledge of its own transmitted signal in conjunction with the NLMS algorithm to
construct a replica of the SI signal and subtract this replica from the received signal before the
ADC. Subsequently, this SIC scheme diminishes the SI signal before the ADC, which prevents
the ADC from being inundated with the SI signal.
The introduced adaptive SIC is integrated with a DNF-FD-PLNC system, to enable the FD
communication mode by mitigating the SI signal. This DNF-PLNC comprises two end nodes,
A and B, that exchange information with the aid of a DNF relay node R. The main motivation
of the proposed DNF-FD-PLNC is to reduce the number of time slots required to attain one
information packet exchange between the end nodes in the TWRC network that exploits the
PLNC scheme. In general, a DNF-HD-PLNC scheme consists of two phases. During the
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first phase both of the end nodes, A and B, simultaneously transmit their information to the
relay node and the relay performs the denoising operation on the received superimposed signal
[75, 76]. Therefore, this phase is called the uplink or multiple access (MA) phase. In the
sitecond phase, the relay broadcasts the denoised signal to the end nodes [130]. This phase is
called the downlink or broadcast (BC) phase. Hence, a DNF-HD-PLNC can accomplish one
information packet E2E exchange between the end nodes A and B in two time slots, i.e. one
time slot for each phase [72, 73, 130]. In the proposed DNF-FD-PLNC both of the phases. i.e.
MA and BC, take place concurrently in one time slot, subsequent one time slot is sufficient to
accomplish one information packet exchange between the end nodes.
In this chapter, we examine the performance of a DNF-FD-PLNC system for reciprocal
asymmetric Rayleigh fading channels. Firstly, a closed-form expression for the distribution of
the SINR at each node is derived. Secondly, an exact E2E outage probability expression for the
proposed DNF-FD-PLNC system is presented. Thirdly, the analytical E2E ASER is derived.
Finally, an E2E closed-form expression for the ergodic capacity for the proposed DNF-FD-
PLNC system is presented. The obtained results reveal that the ergodic capacity is limited by
the amount of residual SI. Moreover, these results confirm that the proposed DNF-FD-PLNC
can achieve up to approximately double the throughput of the DNF-HD-PLNC for SNR levels
greater than 20 dB and SI to noise ratio levels less than 0 dB.
The rest of the paper is organized as follows: Section 4.2 presents the DNF-FD-PLNC sys-
tem. Section 4.3 illustrates the architecture of the adaptive SIC scheme. Section 4.4 thoroughly
studies the performance of the adaptive SIC scheme. The impact of the imperfect CSI on the
performance of the DNF-FD-PLNC system is investigated in Section 4.5. Section 4.6 provides
the SINR for the DNF-FD-PLNC system. In Section 4.7, the expressions for the PDF of the
SINR at each node along with the E2E outage probability expression for the DNF-FD-PLNC
system are derived and presented. In Section 4.8, the E2E ASER expression for the DNF-FD-
PLNC is derived. Section 4.9 investigates the E2E ergodic capacity for DNF-FD-PLNC and
DNF-HD-PLNC systems. Section 4.10 presents the analytical and simulation results of the
proposed system. Finally, the summary of this chaper is presented in Section 4.11.
4.2 System Model
This section presents the DNF-FD-PLNC system. We consider an uncoded quadrature phase
shift keying (QPSK) TWRC network with three nodes, two FD end nodes, A and B, and one
FD relay node, R. It is noteworthy, that QPSK modulation is considered in this work to simplify
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the illustration of the DNF relaying scheme exploited in the proposed system. It can be seen
from Fig. 5.1 that all nodes in the proposed system are equipped with two antennas dedicated
to transmission and reception, respectively. This is a relatively low complexity approach as
compared with the MIMO approaches as in [16] and [91]. Moreover, this is a more practical
solution to mitigate SI than using a single antenna as in [131]. We assume that the end nodes
intend to exchange information, yet, there is no direct path connecting them. Thus, they perform
information exchange with the aid of node R, which acts as a relay as depicted in Fig. 5.1. Since
all the nodes in the proposed DNF-FD-PLNC system can transmit and receive concurrently, the
end nodes can exchange up to 2(I−1) packets in I time slots. In contrast, I information packets
can be exchanged between the end nodes in I time slots in a DNF half-duplex physical-layer
network coding (DNF-HD-PLNC) system.
Node RNode A Node B
Tx
Rx
Rx Rx
Tx
Tx
−
−− hA
hRr
hB
hCR
hB
hCBhCA
hA
hBbhAa
Figure 4.1: Full-duplex physical layer network coding (FD-PLNC) system.
It is noteworthy that there are two types of channels in the proposed system, i.e. the self-
interference channels between a node’s TX and RX antennas and the channels between the
source nodes and the relay, which are assumed to be quasi-static asymmetric and reciprocal
frequency flat Rayleigh-fading channels. Reciprocal implies that the uplink and down-link
channels are identical. Moreover, owing to the fact that in the full-duplex mode the nodes
transmit and receive simultaneously using the same band, SI signal comprises the direct TX-to-
RX antenna path signal and the signals reflected from the surrounding objects. Therefore, the
SI channel is modelled as a multipath channel [92].
Given the data symbols at the end nodes are modulated using QPSK, xA = M(SA), xB =
M(SB) are the transmitted signals from the two end nodes andM denotes the Gray mapping
to a QPSK constellation. Moreover, at the relay node xR is obtained from the received signal in
the previous time slot using the DNF relaying scheme that was derived and introduced in [80].
This scheme starts with maximum-likelihood (ML) detection followed by two mappers, i.e. the
denoising mapper, DM, and the constellation mapper, CM [80]. Firstly, the ML detection is
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performed as follows
(SˆA(n), SˆB(n)) = argmin
(q1,q2)∈Z4×Z4
| yR(n)− (hA(n)M(q1) + hB(n)M(q2)) |2, (4.1)
to obtain the estimates, SˆA and SˆB. Secondly, the ML output is mapped to a network-coded
dibits signal SR using the denoising mapper DM as follows
SR(n) = DM(SˆA(n), SˆB(n)), (4.2)
where DM is given as
DM(SˆA(n), SˆB(n)) = SˆA(n)⊕ SˆB(n), (4.3)
where ⊕ denotes a bit-wise XOR operation. The ML detection process followed by the denois-
ing mapping process is referred to as PLNC denoising. Finally, the constellation mapper CM
maps SR to a QPSK modulated symbol. This mapping process is referred to as PLNC mapping
and is given as
xR(n) = CM(SR(n)). (4.4)
This mapping operation is performed in a manner that enables the end nodes to extract the data
transmitted by the other end node using the knowledge of their own transmitted data during the
previous time slot.
The received signal at the relay node in the uplink is given as
yR(n) = xA(n)hA(n) + xB(n)hB(n) +
LR∑
lR=0
hRI (lR)xR(n− lR + 1) + wR(n). (4.5)
where hA and hB denote the channel coefficients between the relay and the end nodes, A and
B, respectively, hRI represents the self-interference multipath channel coefficient between the
TX and RX antennas at the relay, LR represents the maximum delay spread of the channel
between the TX and RX antennas at the relay. Furthermore, SA and SB are the digital dibits
for the QPSK symbols and wR represent the additive white Gaussian noise (AWGN) samples
at the relay node exhibiting a complex-valued circular Gaussian distribution, whose PDF is
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CN (0, N0). Furthermore, the received signal at the end nodes takes the form of
yD(n) = xR(n)hD(n) +
LD∑
lD=0
hDI (lD)xD(n− lD + 1) + wD(n), (4.6)
whereD ∈ {A,B}whilstDI ∈ {AI , BI},wD represents complex-valued AWGN with CN (0, N0).
hAI and hBI represent the self-interference multipath channel coefficients between the TX and
RX antennas at the end nodes. Moreover, LJ denotes the maximum delay spread of the channel
between the TX and RX antennas at the end nodes.
A FD-PLNC system is expected to double the throughput compared to the HD-PLNC sys-
tem, yet this cannot be achieved unless the SI signal is significantly suppressed. This fact has
raised the demand for an effective SIC system. Therefore, the proposed DNF-FD-PLNC system
is combined with an hybrid self-interference cancellation system to mitigate the effect of the SI
signal.
4.3 Adaptive Self-interference Cancellation
In this section, the DNF-FD-PLNC system is combined with a normalized least-mean-square
(NLMS) adaptive self-interference cancellation (SIC) scheme. Since the SI channel is modelled
as a multipath channel [92], the SI signal can be expressed as
SI(n) = hHJIx(n), (4.7)
where J ∈ {A,B,R} while JI ∈ {AI , BI , RI}, (.)H denotes Hermitian transposition, x(n) =
[x(n), ..., x(n− LJ + 1)]T and hˆJI =
[
hˆ1JI , ..., hˆ
LJ
JI
]T
. Furthermore, LJ represents the maximum
delay spread of the channel between the TX and RX antennas at each node.
As depicted in Figs. 4.2 and 4.3 each node exploits its perfect knowledge of its own trans-
mitted signal to generate a replica of the SI signal, i.e. cs(n), with the aid of an adaptive filter,
hˆJI , such that
cs(n) = hˆHJIx(n). (4.8)
The length of the adaptive filter coefficients is set to be equal to the length of the channel
between TX and RX antennas at each node, LJ. The adaptive filter output, cs(n), is then
subtracted from the received signal to effectively mitigate the effect of the SI signal before the
analog-to-digital converter (ADC) to prevent the ADC saturation. The residual self-interference
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Figure 4.2: Architecture of the relay node of the DNF-FD-PLNC system combined with the
adaptive SIC scheme.
(RS), resulting from subtracting cs(n) from SI(n) can be expressed as
RS(n) = SI(n)− cs(n). (4.9)
In this paper, we consider the normalized least-mean-square (NLMS) algorithm to adjust the
filter coefficients. Unlike the conventional least-mean-square (LMS) algorithm, NLMS does not
suffer from a gradient noise amplification problem. It has been shown in [132], that the criterion
for NLMS algorithm can be formulated as a constrained optimization one, where the updated
tap-weight vector, hˆJI(n + 1), is determined so as to minimize the squared Euclidean norm of
the change,
δhˆJI (n+ 1) = hˆJI (n+ 1)− hˆJI (n), (4.10)
subject to the constraint
hˆHJI (n+ 1)x(n) = SI(n). (4.11)
Using the method of Lagrange multipliers, this constrained optimization problem can be con-
verted into unconstrained one, thus its cost function can be expressed as
C(n)=||δhˆJI (n+ 1)||2 + Re
[
λ∗
(
SI(n)− hˆHJI (n+ 1)x(n)
)]
, (4.12)
where λ is the complex-valued Lagrange multiplier, asterisk represents complex conjugation
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Figure 4.3: Architecture of the end node of the DNF-FD-PLNC system combined with the
adaptive SIC scheme.
and Re[·] denotes real-part operator. Using (4.10), to substitute δhˆJI (n+ 1) in (4.12) gives
C(n)=
(
hˆJI (n+ 1)− hˆJI (n)
)H (
hˆJI (n+ 1)− hˆJI (n)
)
+ Re
[
λ∗
(
SI(n)− hˆHJI (n+ 1)x(n)
)]
. (4.13)
In order to find the optimum value of the updated weight vector the cost function, C(n),
differentiated with respect to hˆHJI (n+ 1), which results in
∂C(n)
∂hˆHJI (n+ 1)
= 2
(
hˆJI (n+ 1)− hˆJI (n)
)
− λ∗x(n). (4.14)
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Setting this result equal to zero yields the optimum value of hˆJI (n+ 1) as
hˆJI (n+ 1) = hˆJI (n) +
1
2
λ∗x(n). (4.15)
Using (4.15) to substitute hˆJI (n+ 1) in (4.11) gives
SI(n) = hˆHJI (n)x(n) +
1
2
λ||x(n)||2 (4.16)
Then, solving for λ yields
λ =
2RS(n)
||x(n)||2 . (4.17)
Using this result to substitute λ in (4.15) gives
hˆJI (n+ 1) = hˆJI (n) +
1
||x(n)||2 x(n)RS
∗(n). (4.18)
To control the change in the tap weight from one adaptation cycle to the next one, a positive
adaptation constant, µ˜, is introduced, hence, (4.18) can be expressed as
hˆJI (n+ 1) = hˆJI (n) +
µ˜
||x(n)||2 x(n)RS
∗(n). (4.19)
Furthermore, to overcome the problem that may arise when the input vector, x(n), is small, i.e.
dividing by a small value for the squared norm, ||x(n)||2, (4.19) is modified such that
hˆJI (n+ 1) = hˆJI (n) +
µ˜
δ + ||x(n)||2 x(n)RS
∗(n), (4.20)
where 0 < δ ≤ 1.
4.4 Residual Self-Interference
This section investigates the performance of the adaptive SIC scheme and evaluates the prop-
erties of the residual SI signal after the adaptive SIC. First, we investigate the convergence of
the residual SI signal after the adaptive SIC towards the noise floor. Fig. 4.4 illustrates the sim-
ulation based instantaneous power of the residual SI after the adaptive SIC for the first 10000
samples. Furthermore, Fig. 4.4 shows the instantaneous power of the residual SI that is obtained
by subtracting the SI signal, which is generated using the NLMS filter, from the actual SI signal.
A closer inspection of Fig. 4.4 reveals that the power of the residual SI reaches the level of the
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noise floor after 2000 samples with mean ' −120 dB and standard deviation ' 5 dB.
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Figure 4.4: The power of the residual self-interference signal.
Moreover, Fig. 4.5 depicts the distribution of the magnitude residual SI, |Rs|, after the
adaptive SI along with fitted complex Gaussian distribution. It can be observed form Fig. 4.5
that the residual SI signal follows the complex Gaussian distribution. Hence, in analysis it is
fair to assume that the distribution of the residual SI exhibits a complex Gaussian distribution.
The residual SI signal need to be included in the description of the received at each node.
Subsequently, the received signal after self-interference cancellation will be given as
y˜R(n) =xA(i)hA(n) + xB(n)hB(n) +RSR(n) + wR(n), (4.21)
y˜D(n) = xR(n)hD(n) +RSD(n) + wD(n), (4.22)
where D ∈ {A,B} and RSJ is modelled using a conditionally complex-valued Gaussian PDF,
i.e. CN (0,fJ), with fJ = E
[
RSJRS
†
J
]
, for J ∈ {A,B,R}, see Fig. 4.5.
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4.5 Signal-to-Interference-and-Noise Ratio (SINR)
It can be observed from (4.21) that the first two terms in the equation are the terms of interest
and the rest are undesired terms considered as interference and/or noise. Consequently, the
instantaneous signal-to-interference and noise ratio (SINR) at the relay can be written as
γR =
|√EbAhA +√EbBhB|2
fR +N0
, (4.23)
where EbJ are the average bit energies for J ∈ {A,B,R}. It is worth noting the symbol indices
have been dropped for clarity purposes. Since both end nodes are transmitting QPSK modulated
signals with EbA = EbB , the instantaneous SINR can be re-written as
γR =
EbD |hA + hB|2
fR +N0
. (4.24)
Moreover, the signal-to-noise ratio (SNR) at the relay is given as ΩR = EbD/N0 and the
interference-to-noise ratio (INR) at the relay is given as ΩIR = fR/N0, which is assumed
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to be a random variable. Hence, the instantaneous SINR at the relay can be given as
γR =
ΩR|hA + hB|2
ΩIR + 1
. (4.25)
The SNR at the end nodes is given as ΩD = (EbR/N0) and the INR at the end nodes is given
as ΩID = (fD/N0), where ΩID is considered to be a random variable. Thus, the instantaneous
SINR at the end nodes can be given as
γD =
ΩD|hD|2
ΩID + 1
, (4.26)
To simplify (4.25), |hA + hB|2 is substituted by the random variable, Υ, therefore, the SINR at
the relay can be rewritten as
γR =
ΩRΥ
ΩIR + 1
. (4.27)
It is clear that (4.27) can be represented as a combination of two independent random variables
as follows
γR =
ΩRΥ
ΩIR + 1
=
yR
xR + 1
. (4.28)
The random variables xR and yR in (4.28) are given as yR = ΩRΥ and xR = ΩIR. Furthermore,
(4.26) is a combination of two random variables, i.e.
γD =
yD
xD + 1
. (4.29)
The random variables xD and yD in (4.29) are given as yD = ΩD|hD|2 and xD = ΩID. Since
all the channels and the residual SI exhibit a Rayleigh distribution, these random variables, i.e.
xJ and yJ , follow Gamma distributions. Thus, the PDF of xJ is given as
pxJ (xJ) =
1
βJ
e
−xJ
βJ , (4.30)
where J ∈ {A,B,R}, βJ = E{xJ}. Furthermore, since both of the end nodes receives its
signal from one node, i.e. the relay node, during the BC phase, the shape factor for pyD(yD) is
mD = 1, therefore, pyD(yD) is given as
pyD(yD) =
1
αD
e
− yD
αD , (4.31)
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where D ∈ {A,B} and αD = E{yD}. In contrast, as the relay node receives signals from both
of the end nodes simultaneously, the shape factor for pyR(yR) is mR = 2, therefore, pyR(yR) is
given as
pyR(yR) =
yR
α2R
e
− yR
αR , (4.32)
where αR = 12E{yR}.
4.6 Outage Probability
Since xR and yR are independent random variables, the PDF of the SINR can be expressed as
the integral [122, Eq. (4.6)]
pγJ (γJ) =
∫ ∞
0
(1 + xJ)pyJ
(
(1 + xJ)γR
)
pxJ (xJ)dxJ . (4.33)
Using (4.30) and (4.32) to substitute pxJ (xJ) and pyJ (yJ) in (4.33), the PDF of the SINR at the
relay, pγR(γR) yields
pγR(γR) =
γRe
− γR
αR
α2RβR
∫ ∞
0
(1 + xR)
2e
− γRβR+αR
αRβR
xRdxR. (4.34)
This integral can be presented as
pγR(γR) =
γRe
− γR
αR
α2RβR
[∫ ∞
0
e
− γRβR+αR
αRβR
xRdxR +
∫ ∞
0
2xRe
− γRβR+αR
αRβR
xRdxR
+
∫ ∞
0
x2Re
− γRβR+αR
αRβR
xRdxR
]
. (4.35)
The result of [123, Eq. (3.351.3)] can be exploited to solve the first integral, while the second
and the third integrals can be solved using this formula
∫∞
x=0
xne−µxdx = n!µ−n−1 for [Re µ >
0] [123, Eq. (3.351.3)] to give the PDF of the SINR at the relay such that
pγR(γR) =
γRe
− γR
αR
α2RβR
[
αRβR
γRβR + αR
+ 2
(
αRβR
γRβR + αR
)2
+ 2
(
αRβR
γRβR + αR
)3 ]
. (4.36)
On the other hand, the PDF of the SINR at the end nodes can be evaluated by utilizing (4.30)
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and (4.31) to substitute pxJ (xJ) and pyJ (yJ) in (4.33), which gives
pγD(γD) =
e
− γD
αD
αDβD
[∫ ∞
0
e
− γDβD+αD
αDβD
xDdxD +
∫ ∞
0
xDe
− γDβD+αD
αDβD
xDdxD
]
. (4.37)
Utilizing [123, Eq. (3.310)] and [123, Eq. (3.351.3)], i.e.
∫∞
x=0
xne−µxdx = n!µ−n−1 for
[Re µ > 0], to solve the first and second integrals, respectively, results in
pγD(γD) =
e
− γD
αD
αDβD
[
αDβD
γDβD + αD
+
(
αDβD
γDβD + αD
)2 ]
. (4.38)
The outage probability is a performance metric that is used to measure the quality of the
communication between the nodes. The outage probability is defined as the probability that the
SINR falls below a certain threshold γth [125], and is given as
P Jout(γJth) , Pr{γJ ≤ γJth} =
∫ γJth
0
pγJ (γJ)dγJ . (4.39)
Substituting (4.33) in (4.39) gives
P Jout(γJth) =
∫ γJth
0
∫ ∞
0
(1 + xJ)pyJ
(
(1 + xJ)γJ
)
pxJ (xJ)dxJdγJ . (4.40)
Moreover, to compute the outage probability at the relay node, PoutR(γRth), (4.30) and (4.32)
are used to substitute pxJ (xJ) and pyJ (yJ) in (4.40), which gives
PRout(γRth) =
∫ ∞
0
(1 + xR)
2
α2RβR
e
−xR
βR
∫ γRth
0
γRe
− 1+xR
αR
γRdγRdxR. (4.41)
This integral can be solved by exploiting the solution of the integral
∫ u
x=0
xe−µxdx = 1
µ2
[1 −
e−µu(1 + µu)] for [u > 0] [123, Eq. (3.351.3)] and
∫∞
x=0
xne−µxdx = n!µ−n−1 for [Re µ > 0]
[123, Eq. (3.351.7)] to produce
PRout(γRth) =1−
e
− γRth
αR
βR
(
αRβR
γRthβR + αR
)
− γRth
e
− γRth
αR
αRβR
(
αRβR
γRthβR + αR
)
− γRth
e
− γRth
αR
αRβR
(
αRβR
γRthβR + αR
)2
. (4.42)
Moreover, the outage probability at the end nodes is evaluated by using (4.38) to substitute
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pγJ (γJ) in (4.39), which yields
PDout(γDth) =
1
βD
∫ γDth
0
e
− γD
αD
γD +
αD
βD
dγD +
αD
βD
∫ γDth
0
e
− γD
αD(
γD +
αD
βD
)2dγD. (4.43)
The first and second integrals can be evaluated by exploiting [123, Eq. (3.352.1), Eq. (3.353.1),
and Eq. (3.353.2)], respectively, to give
PDout(γDth) =
e
1
βD
βD
[
Ei
(
− γDth
αD
− 1
βD
)
− Ei
(
− 1
βD
)]
+
αD
βD
[
βD
αD
+
e
1
βD
αD
Ei
(
− 1
βD
)
− e
− γDth
αD
γDth +
αD
βD
− e
1
βD
αD
Ei
(
− 1
αD
(
γDth +
αD
βD
))]
, (4.44)
where Ei is the exponential integral function defined as Ei(x) =
∫∞
−x t
−1e−tdt [123].
In contrast, for the DNF-HD-PLNC there is no SI, therefore, the SINR at the relay is given
as [88, 99, 133]
γHDR = ΩRΥ, (4.45)
while the SINR at the end nodes is expressed as node is given as
γHDD = ΩD|hD|2. (4.46)
Moreover, the PDF of the DNF-HD-PLNC SINR is given as
pγHDJ (γHDJ ) =
γmJ−1HDJ
Γ(mJ)α
mJ
HDJ
e
−γHDJ
αHDJ , (4.47)
where αHDJ =
1
mJ
E{γHDJ}. Consequently, the outage probability at the relay in HD mode is
given as
PoutHDR (γHDRth) =
∫ γHDRth
0
γHDR
α2HDR
e
− γHDR
αHDR dγHDR . (4.48)
This integral can be solved by exploiting the solution of the integral
∫ u
x=0
xe−µxdx = 1
µ2
[1 −
e−µu(1 + µu)] for [u > 0] [123, Eq. (3.351.7)], which yields
PoutHDR (γHDRth) = 1− e
−
γHDRth
αHDR
[
1 +
γHDRth
αHDR
]
. (4.49)
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Furthermore, the outage probability at the end nodes in the HD mode is given as
PoutHDD (γHDDth) =
∫ γHDDth
0
e
− γHDD
αHDD
αHDD
dγHDD , (4.50)
which can be solved using [123, Eq. (3.310)]. Subsequently, the outage probability at the end
nodes in the HD mode is obtained by solving (4.50), which gives
PoutHDD (γHDDth) = 1− e
−
γHDDth
αHDD . (4.51)
Finally, in order to calculate the exact E2E outage probability, three different scenarios have
been considered. These scenarios are: (i) we assume that there is no outage during the MA
phase, but there is outage during the BC phase; (ii) we assume that there is no outage during
the BC phase, but there is outage during the MA phase; (iii) at low SNR levels, we assume that
there is outage during the MA phase and during the BC phase. Subsequently, the exact E2E
PLNC outage probability is given as
PE2Eout (γth) = P
D
out(γDth) + P
R
out(γRth)− PRout(γRth)PDout(γDth), (4.52)
where D ∈ {A,B}. To summarize, major contributions of this section are (4.36), (4.38), (4.42)
and (4.44) all of which will be exploited in Section 4. 10 evaluate the E2E outage probability
of the proposed DNF-FD-PLNC and PDF of the SINR at relay and the end nodes.
4.7 Average Symbol Error Rate
This section presents the E2E ASER, P¯e, of the DNF-FD-PLNC, which is obtained by averaging
the instantaneous symbol error rate (SER), Pe(γ), of the DNF-FD-PLNC over the instantaneous
SINR (γ) as follows
P¯ Je = E[P
J
e (γJ)] =
∫ ∞
0
P Je (γJ)pγJ (γJ)dγJ . (4.53)
The instantaneous symbol error rate can be evaluated using the Q-function as follows [99, 133]
P Je (γJ) = aQ(
√
2gγJ), (4.54)
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where a and g are modulation dependent constants, for example in M -PSK modulation these
constants are given as a = 2 and g ≈ sin2( pi
M
). Using (4.54) to substitute PeJ (γ) in (4.53) yields
P¯ Je = E
{
P Je (γJ)
}
= a
∫ ∞
0
Q
(√
2gγJ
)
pγJ (γJ)dγJ . (4.55)
Recalling (4.30)-(4.32) along with (4.33) the ASER can be expressed as
P¯ Je =
a
βJ
∫ ∞
0
e
−xJ
βJ
Γ(mJ)α
mJ
J
(1 + xJ)
mJ
∫ ∞
0
γmJ−1J Q
(√
2gγJ
)
e
− 1+xJ
αJ
γJdγJdxJ (4.56)
In order to further simplify (4.56), Craig’s expression is used instead of the Q function, i.e.
Q
(√
2gγJ
)
=
1
pi
∫ pi
2
0
exp
(
− 2gγJ
2 sin2 θ
)
dθ. (4.57)
Using (4.57) to substitute Q(
√
2gγJ) in (4.56) yields
P¯ Je =
a
Γ(mJ)βJ
∫ ∞
0
e
−xJ
βJ
αmJJ pi
(1 + xJ)
mJ
∫ pi
2
0
∫ ∞
0
γmJ−1J
× exp
(
−gαJ + (1 + xJ) sin
2 θ
αJ sin
2 θ
γJ
)
dγJdθdxJ . (4.58)
This integral can be simplified by exploiting the result of
∫∞
γ=0
γne−µγdγ = n!µ−n−1 for µ > 0,
[123, Eq. (3.351.3)]. Subsequently, the ASER can be given as
P¯ Je =
a
Γ(mJ)βJ
∫ ∞
0
e
−xJ
βJ IJ
(pi
2
,
gαJ
(xJ + 1)
,mJ
)
dxJ , (4.59)
where IJ(pi2 , gαJxJ+1 ,mJ) is given as
IJ(pi
2
,
gαJ
xJ + 1
,mJ) =
1
pi
∫ pi
2
0
( sin2 θ
sin2 θ + gαJ
1+xJ
)mJ
dθ. (4.60)
The function IJ(pi2 , gαJ(xJ+1) ,mJ) can be decomposed using the results in [125, Section 5.4.4] as
follows
IJ(pi
2
,
gαJ
xJ + 1
,mJ) =
[1
2
−
√
αJg
2
mJ−1∑
O=0
O∑
P=0
UOPxPJ
×
( 1
1 + αJg + xJ
)O+ 1
2
]
, (4.61)
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where UOP =
(2O
O
)(O
P
)(
1
4
)O
. Using (4.61) to substitute IJ(pi2 , gαJxJ+1 ,mJ) in (4.59) yields
P¯ Je =
a
Γ(mJ)βJ
∫ ∞
0
e
−xJ
βJ
[1
2
−
√
αJg
2
mJ−1∑
O=0
O∑
P=0
UOPxPJ ×
( 1
1 + αJg + xJ
)O+ 1
2
]
dxJ . (4.62)
This equation contains the confluent hypergeometric function of the second kind, which is de-
fined as [123, Eq.(9.211.4)]
Ψ(a; b; z) =
1
Γ(a)
∫ ∞
0
e−zxxa−1(1 + x)b−a−1dx. (4.63)
Consequently, the ASER is given as (4.64).
Consequently, ASER can be obtained by solving (4.55), which gives
P¯ Je =
a
2
− a
√
αJg
2βJ
mJ−1∑
O=0
O∑
P=0
(2O
O
)(O
P
)(1
4
)O
Γ(P + 1)
(
1 + αJg
)P−O+ 1
2
×Ψ(P + 1;P −O + 3
2
;
1
βJ
(1 + gαJ)). (4.64)
The confluent hypergeometric function can be solved using the generalized hypergeometric
function either by (4.65) [123, Eq. (9.210.2)], or (4.66) [134, Eq. (40)] for positive values of a
and z
Ψ(a; b; z) =
pi
sin(pib)
[
1F1(a; b; z)
Γ(a− b+ 1)Γ(b) −
z1−b1F1(a− b+ 1; 2− b; z)
Γ(a)Γ(2− b)
]
, (4.65)
Ψ(a; a− b+ 1; z) = z−a2F0(a, b; ;−z−1). (4.66)
Furthermore, since there is no SI in the DNF-HD-PLNC the PDF of the SINR is given as
(4.47), subsequently, the ASER for the DNF-HD-PLNC is given as
P¯HDJe =
a
pi
∫ pi/2
0
∫ ∞
0
γmJ−1J
Γ(mJ)α
mJ
J
e
− sin
2θ+gαJ
sin2θαJ dγdθ. (4.67)
This integral can be simplified by exploiting the result of
∫∞
γ=0
γne−µγdγ = n!µ−n−1 for µ > 0,
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[123, Eq. (3.351.3)], which results in
P¯HDJe =
a
pi
∫ pi
2
0
( sin2 θ
sin2 θ + gαJ
)mJ
dθ. (4.68)
This integral can be solved using the results in [125, Section 5.4.4]. Consequently, the ASER
for the DNF-HD-PLNC is given as
P¯HDJe =
a
2
− a
√
(gαJ)
2
mJ−1∑
O=0
(2O
O
)(1
4
)O( 1
1 + gαJ
)O+ 1
2
.
(4.69)
Finally, the exact E2E ASER is calculated by considering three different scenarios. These
scenarios are: (i) symbols are detected with no errors at the relay node during the uplink (MA
phase) but are detected with errors at the end nodes during the down-link (BC phase); (ii)
symbols are detected with errors at the relay node during the uplink (MA phase) but are detected
with no errors at the end nodes during the down-link (BC phase); (iii) at low SNR levels,
symbols are detected with errors at the relay node during the uplink (MA phase) and at the end
nodes during the down-link (BC phase). Subsequently, the exact E2E (E2E) PLNC ASER is
given as
P¯E2Ee =
(
1− P¯Re
)
P¯De +
(
1− P¯De
)
P¯Re + P¯
R
e P¯
D
e , (4.70)
where D ∈ {A,B}.
To encapsulate, the main contribution of this section is (4.64), which has needed complex
mathematical derivations and will be used in Section 4.10 to obtain the E2E ASER of the pro-
posed DNF-FD-PLNC.
4.8 The End-to-end Ergodic Capacity
This section presents the derivation of the E2E ergodic capacity of the proposed DNF-FD-
PLNC, which can be obtained using the results of [135] as
CE2Eerg = min(C
R
erg, C
D
erg), (4.71)
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where CRerg and C
D
erg represent the ergodic capacity at the relay and the end nodes, respectively,
and can be evaluated as
CJerg =
∫ ∞
0
log2(1 + γJ)pγJ (γJ)dγJ , (4.72)
where J ∈ {A,B,R} and D ∈ {A,B}.
The ergodic capacity at the relay node can be obtained by using (4.35) to substitute pγJ (γJ)
in (4.72), which results in
CRerg =
∫ ∞
γR=0
γR log2(1 + γR)e
− 1+xR
αR
γR
∫ ∞
xR=0
(1 + xR)
2
α2RβR
e
−xR
βR dxRdγR. (4.73)
This double integral can be rewritten as
CRerg =
α2R
ln(2)(1 + xR)2
∫ ∞
γR=0
γR ln(1 +
αR
(1 + xR)
γR)e
−γR
× (1 + xR)
2
α2RβR
∫ ∞
xR=0
e
−xR
βR dxRdγR, (4.74)
so that the solution of this integral can be obtained by exploiting [123, Eq. (4.337.5)] followed
by integration by parts to solve (4.74), which yields the ergodic capacity at the relay node such
that
CRerg =
1
ln(2)
[
1 +
( e 1αR
αR − βR
)
Ei
(−1
αR
)
+
βR
αR − βR +
( e 1αRαRβR
(αR − βR)2
)
Ei
(−1
αR
)
−
( e 1βRαRβR
(αR − βR)2
)
Ei
(−1
βR
)
−
( e 1αRαR
αR − βR
)
Ei
(−1
αR
)
+
( e 1βRαR
αR − βR
)
Ei
(−1
βR
)]
, (4.75)
where Ei (x) denotes the exponential integral function that is defined in [123, Eq. (8.211.1)] as
Ei (x) = − ∫∞−x e−tt dt.
Furthermore, using (4.37) to substitute pγJ (γJ) in (4.72) gives the ergodic capacity at the
end nodes as
CDerg =
1
ln(2)
∫ ∞
0
ln(1 + γD)e
− 1+xD
αD
γD
∫ ∞
0
(1 + xD)
αDβD
e
−xD
βD dxDdγ, (4.76)
which can be re-arranged as
CDerg =
e
1+xD
βD
ln(2)
∫ ∞
γD=1
ln(γD)e
− 1+xD
αD
γD
∫ ∞
xD=0
(1 + xD)
αDβR
e
− D
βD dxDdγR. (4.77)
so that the double integral can be solved using [123, Eq. (4.331.2)] and integration by parts to
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result in the ergodic capacity at the end as
CGerg=
αG
(αG − βG) log(2)
[
e
1
βG Ei(− 1
βG
)− e 1αG Ei(− 1
αG
)
]
. (4.78)
Finally, the E2E ergodic capacity of the proposed DNF-FD-PLNC system can be computed
using (4.75) and (4.78) to substitute CRerg and C
D
erg in (4.71), respectively.
The E2E ergodic capacity for DNF-HD-PLNC system can be evaluated as
CE2EHD = min(C
R
HD, C
D
HD), (4.79)
where CRHD and C
D
HD denote the ergodic capacity at the relay and end nodes, respectively, in
the DNF-HD-PLNC, which can be computed as
CJHD =
∫ ∞
0
log2(1 + γHDJ )pγHDJ (γHDJ )dγHDJ . (4.80)
The E2E ergodic capacity of at the relay in the DNF-HD-PLNC can be evaluated by using (4.47)
to substitute pγHDJ (γHDJ ) in (4.80), which yields
CRHD =
∫ ∞
0
log 2(1 + γHDR)
γHDR
α2HDR
e
− γHDR
αHDR dγHDR . (4.81)
This integral can be re-written as
CRHD =
1
ln(2)
∫ ∞
0
γHDR ln(1 + αHDRγHDR)e
−γHDRdγHDR , (4.82)
so that this integral can be solved utilizing [123, Eq. (4.337.5)], which results in
CRHD =
1
ln(2)
[
1 + e
1
αHDR Ei(− 1
αHDR
)
(
1
αHDR
− 1
)]
. (4.83)
Furthermore, using using (4.47) to substitute pγHDJ (γHDJ ) in (4.80) gives the ergodic ca-
pacity at the end nodes in the DNF-HD-PLNC as
CDHD =
∫ ∞
0
log 2(1 + γHDD)
e
− γHDD
αHDD
αHDD
dγHDD . (4.84)
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This integral can be solved utilizing [123, Eq. (4.337.2)], which yields
CDHD = −
1
ln(2)
e
1
αHDD Ei(− 1
αHDD
). (4.85)
Finally, the E2E ergodic capacity for DNF-HD-PLNC can be evaluated using (4.83) and (4.83)
to substitute CRHD and C
D
HD in (4.79), respectively.
In summary, the distinct contributions of this section are (4.75) and (4.78), which have
demanded intricate mathematical derivations and will be utilized in Section 4.10 to evaluate the
E2E ergodic capacity of the proposed DNF-FD-PLNC system.
4.9 Performance Studies
In this section, analytical and simulation based results for the proposed DNF-FD-PLNC system
under investigation are presented and analyzed in the presence of residual self-interference (SI)
and channel estimation errors. We consider an uncoded QPSK FD-TWRC network, where the
full-duplex nodes, A and B, exchange information with the aid of a DNF full-duplex relay node,
R, over quasi-static reciprocal asymmetric Rayleigh-fading channels.
First, the analytical SINR distribution of the DNF-FD-PLNC at the relay and the end nodes
is evaluated and compared to the simulation based SINR distribution as depicted in Figs. 4.6, 4.7, 4.8
and 4.9, respectively.
Fig. 4.6, shows the effect of the residual SI on the PDF of the SINR at the relay node. It
is evident from Fig. 4.6 that as the amount of the residual SI increases the distribution of the
SINR is concentrated more in the low SNR region. In contrast, Fig. 4.7 illustrates the effect of
the channel estimation errors on the PDF of the SINR at the relay node. A closer examination
of Figs. 4.6 and 4.7 reveals that the effect of the channel estimation errors on the shape of the
PDF of the SINR at the relay is less significant than the effect of the residual SI.
On the other hand, Figs. 4.8 and 4.9, show the effect of the residual SI and the effect of
the channel estimation errors on the PDF of the SINR at node A. Inspecting Figs. 4.8 and 4.9,
a similar pattern as in Figs. 4.6 and 4.7 can be observed, i.e., the mean of the PDF of the SINR
is located in the low SNR region as the amount of the residual SI increases. Furthermore,
the channel estimation errors have a less significant effect on the shape of the distribution of
the SINR than the residual SI. It is worth highlighting that the PDF of the SINR at node B is
essentially the same as to the shape of the PDF of the SINR at node A.
Moreover, the E2E outage probability of the proposed DNF-FD-PLNC system in the pres-
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Figure 4.6: The PDF of the SINR at the relay after the adaptive SIC for the DNF-FD-PLNC
system with different levels of residual SI at SNR ΩR=15 dB.
ence of ICSI and residual SI was calculated and analyzed for nine different scenarios of residual
SI, perfect and ICSI. These scenarios are illustrated in Table 4.1. The outage probability of the
proposed DNF-FD-PLNC system was compared with the outage probability of DNF-HD-PLNC
system as shown in Fig. 4.10.
Table 4.1: The scenarios for residual self-interference, perfect and imperfect channel state in-
formation (CSI) for the proposed DNF-FD-PLNC.
Scenario Description (|ξA|2,|ξB|2) (ΩIR,ΩIA,ΩIB)
(Sc.) (dB)
1 PCSI, Medium residual SI (RSI) (0,0) (0, 0, 0)
2 PCSI, High residual SI (RSI) (0,0) (5, 5, 5)
3 PCSI, V. high residual SI (RSI) (0,0) (10, 10, 10)
4 ICSI 1, Medium residual SI (RSI) (10−3,10−3) (0, 0, 0)
5 ICSI 1, High residual SI (RSI) (10−3,10−3) (5, 5, 5)
6 ICSI 1, V. high residual SI (RSI) (10−3,10−3) (10, 10, 10)
7 ICSI 2, Medium residual SI (RSI) (10−2,10−2) (0, 0, 0)
8 ICSI 2, High residual SI (RSI) (10−2,10−2) (5, 5, 5)
9 ICSI 2, V. high residual SI (RSI) (10−2,10−2) (10, 10, 10)
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Figure 4.7: The PDF of the SINR at the relay after the adaptive SIC for the DNF-FD-PLNC
system with different levels of channel estimation error at SNR ΩR=15 dB.
Figs. 4.10 and 4.11 depict the E2E outage probability of the DNF-HD-PLNC system and
the E2E outage probability of the proposed DNF-FD-PLNC system after the adaptive SIC as
a function of SINR threshold, i.e. γth, for three different scenarios of residual SI and channel
estimation errors, respectively, while the SNR was fixed at 15 dB. The first four curves in
Fig. 4.10 depict the effect of the residual SI on the E2E outage portability of the PLNC system
and illustrate the difference between the E2E outage probability of DNF-HD-PLNC, that is
ΩIR = ΩIA = ΩIB = 0, with perfect CSI (PCSI) and the E2E outage probability of DNF-FD-
PLNC with perfect CSI for three different scenarios of residual SI to noise ratio at each node,
i.e. ΩIR = ΩIA = ΩIB = 0, 5, 10 dB, respectively.
A closer examination of Figs. 4.10 and 4.11, reveals an analogous behavior, namely, that
the residual SI has more significant effect on the outage probability than the channel estimation
errors. However, channel estimation errors cause an error floor in the high SNR region as can
be seen from Fig. 4.12, where the relationship between the E2E outage probability of both the
DNF-HD-PLNC system and the proposed DNF-FD-PLNC system using adaptive SIC versus
the SNR for nine different scenarios is illustrated. The SINR threshold, γth, in this case was
fixed at 15 dB. Comparing the first four curves in Fig. 4.12, that is DNF-HD-PLNC system and
DNF-FD-PLNC system with PCSI for three scenarios of residual SI to noise ratio at each node,
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Figure 4.8: The PDF of the SINR at Node A after the adaptive SIC for the DNF-FD-PLNC
system with different levels of residual SI at SNR ΩR=15 dB.
i.e. ΩIR = ΩIA = ΩIB = 0, 5, 10 dB, respectively, it can be seen that PE2Eout (γth) increases
when the amount of the residual SI increases. For instance, for DNF-HD-PLNC system, that
is PLNC system with no SI, and for the DNF-FD-PLNC system with ΩIR = ΩIA = ΩIB =
0, 5, 10 dB, to obtain PE2Eout (γth) = 10
−3 requires an SNR level of 45, 48, 51.2 and 55.4 dB,
respectively. Comparing the DNF-FD-PLNC system with DNF-HD-PLNC system it can be
observed that there is 3, 6, 10 dB penalty in SNR when the SI to noise ratio is 0, 5, 10 dB,
respectively.
Furthermore, the next three curves in Fig. 4.12 show that when the channel estimation errors,
i.e. |ξA|2, |ξB|2, are equal to 10−3, PE2Eout (γth) exhibits an error floor of 3 × 10−2 for ΩIR =
ΩIA = ΩIB = 0, 5, 10 dB, respectively. Moreover, the last three curves in Fig. 4.12 illustrate
that due to the channel estimation errors the outage probability exhibits an error floor of 3×10−1,
when the channel estimation errors values are |ξA|2 = |ξB|2 = 10−2 and ΩIR = ΩIA = ΩIB =
0, 5, 10 dB, respectively.
Next, in order to investigate the effect of ICSI and residual SI on the ASER performance of
both the DNF-HD-PLNC and DNF-FD-PLNC systems, we present analytical and simulation
based results computed for nine different scenarios that are illustrated in Table 4.1. Fig. 4.13
depicts the analytical and the simulation-based results of the DNF-HD-PLNC system and the
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Figure 4.9: The PDF of the SINR at Node A after the adaptive SIC for the DNF-FD-PLNC
system with different levels of channel estimation error at SNR ΩR=15 dB.
proposed DNF-FD-PLNC system vs. SNR after the adaptive SIC. Examining the first four
curves in Fig. 4.13, the effect of the residual SI on the ASER can be observed. It is evident
that the ASER increases when the amount of the residual SI increases. It is clear from these
curves that when the DNF-HD-PLNC system, i.e. no SI, and DNF-FD-PLNC system with three
different scenarios of residual SI to noise ratio, which are ΩIR = ΩIA = ΩIB = 0, 5, 10 dB,
are considered the ASER reaches 10−4 at SNR equals 40, 43, 46.2 and 50.4 dB, respectively.
Thus, compared to the SI free case, there is a 3, 6 and 10 dB penalty in SNR when the SI to
noise ratio is 0, 5 and 10 dB, respectively.
Moreover, inspecting the other six curves in Fig. 4.13, demonstrates the effect of the ICSI
on the ASER. It can be observed from these curves that when ΩIR = ΩIA = ΩIB = 0, 5, 10
dB, respectively, the ASER shows error floors of 1×10−3 and 1×10−2 when |ξA|2, |ξB|2 values
equal 10−3 and 10−2, respectively. Such error floors are due to the channel estimation errors.
Finally, to show the throughput gain of the proposed DNF-FD-PLNC system over the con-
ventional DNF-HD-PLNC system, we compared the E2E ergodic capacity of the DNF-FD-
PLNC system CE2Eerg and DNF-HD-PLNC system C
E2E
HD . Twelve different scenarios of resid-
ual SI to noise ratio, perfect and imperfect CSI were considered as shown in Figs. 4.14, 4.15
and 4.16. Fig. 4.14 illustrates CE2EHD and C
E2E
erg with perfect CSI and three different residual
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Figure 4.10: The analytical and simulation E2E outage probability for DNF-HD-PLNC and
DNF-FD-PLNC systems after the adaptive SIC at SNR= 15 dB with perfect CSI and ΩIR =
ΩIA = ΩIB = {0, 5, 10} dB.
SI to noise ratios, namely 0, 5 and 10 dB. In contrast, Fig. 4.15 shows CE2EHD and C
E2E
erg with
ICSI, i.e. |ξA|2 = |ξB|2 = 10−3, and three different levels of residual SI to noise ratio, that
are 0, 5 and 10 dB. On the other hand, Fig. 4.16 depicts CE2Eerg and C
E2E
erg with ICSI, that is
|ξA|2 = |ξB|2 = 10−2, and three different levels of residual SI to noise ratio, that are 0 dB, 5 dB
and 10 dB.
A closer inspection of Figs. 4.14, 4.15 and 4.16 reveals that the CE2Eerg is not always double
the CE2EHD as its gain is limited by the amount of the residual SI. Furthermore, as can be seen
in these results, CE2Eerg is less than C
E2E
HD when the amount of residual SI to noise ratio is 5 dB
and the SNR is less than 10 dB, while CE2Eerg is always higher than the C
E2E
HD when the SNR is
more than 10 dB. Moreover, it can be observed that CE2Eerg is less than C
E2E
HD when the amount
of residual SI to noise ratio is 10 dB and the SNR is less than 20 dB, whereas CE2Eerg is always
more than the CE2EHD when the SNR is larger than 20 dB. Nevertheless, Figs 4.14, 4.15 and 4.16
suggest that CE2Eerg is approximately double the C
E2E
HD when the SNR is larger than 30 dB.
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Figure 4.11: The analytical and simulation E2E outage probability for DNF-FD-PLNC system
after the adaptive SIC at SNR= 15 dB with ΩIR = ΩIA = ΩIB = 0 dB and |ξA|2 = |ξB|2 =
{0, 10−3, 10−2}.
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Figure 4.12: The analytical and simulation E2E outage probability for DNF-HD-PLNC and
DNF-FD-PLNC systems after the adaptive SIC at γth=15 dB.
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Figure 4.13: The analytical and simulation E2E ASER of the DNF-HD-PLNC and DNF-FD-
PLNC systems after the adaptive self-interference cancellation.
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Figure 4.14: The E2E ergodic capacity for DNF-FD-PLNC system after the adaptive SIC with
|ξA|2 = |ξB|2=0.
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Figure 4.15: The E2E ergodic capacity for DNF-FD-PLNC system after the adaptive SIC with
|ξA|2 = |ξB|2=10−3.
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Figure 4.16: The E2E ergodic capacity for DNF-FD-PLNC system after the adaptive SIC with
|ξA|2 = |ξB|2=10−2.
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4.10 Chapter Summary
In this chapter, we presented a DNF-FD-PLNC system for asymmetric frequency flat Rayleigh
fading channels. Moreover, we introduced an adaptive SIC scheme that was integrated with
the proposed DNF-FD-PLNC to effectively suppress the SI signal and enable the FD mode.
The introduced adaptive SIC scheme exploits the NLMS algorithm to estimate the SI channel
coefficients, which then utilized to construct a copy of the SI signal. The generated copy was
then subtracted from the total received signal before the ADC to diminish the SI signal. The
adaptive SIC has demonstrated the ability to suppress the SI signal to approximately the level of
the noise floor. Furthermore, the performance of the DNF-FD-PLNC system in the presence of
residual SI and channel estimation errors was investigated in this chapter. Initially, the analytical
based PDF of the SINR at the end nodes and the relay was derived. Next, an exact closed-form
expression for the E2E outage probability of the DNF-FD-PLNC was presented. Moreover, a
closed-form expression for the E2E ASER of the QPSK DNF-FD-PLNC system was derived
and the result was used to evaluate the analytical E2E ASER of the proposed system. The
derived expressions for the PDF of the SINR, E2E outage probability and the E2E ASER were
verified using extensive simulation studies. Finally, an exact E2E ergodic capacity expression
for the DNF-FD-PLNC system was derived and used to evaluate the E2E ergodic capacity of the
proposed DNF-FD-PLNC. Moreover, the obtained E2E ergodic capacity results of the DNF-
FD-PLNC were compared with those of the DNF-HD-PLNC system. This comparison has
shown that the ergodic capacity gain of the DNF-FD-PLNC system is limited by the amount of
SI and the throughput of the DNF-FD-PLNC system is less than that of DNF-HD-PLNC when
the residual SI to noise ratio is more than 10 dB and the SNR is less than 5 dB. Nevertheless,
the analytical results have suggested that the proposed DNF-FD-PLNC system can increase the
throughput of the conventional DNF-HD-PLNC system by a factor of approximately 2 for SNR
level greater than 20 dB and SI to noise ratio levels less than 0 dB. Moreover, the analytical and
simulation results have confirmed the feasibility of a DNF-FD-PLNC system with the aid of an
adaptive self-interference cancellation scheme.
It is worth mentioning that the SIC schemes that have been introduced in this chapter and
Chapter 3, perform the self-interference cancellation in the receive chain of transceiver node.
Furthermore, these schemes require relatively complicated signal processing to construct a
replica of the SI signal. Moreover, in Chapter 3 the proposed active SIC scheme needs two
stages of self-interference cancellation, i.e. passive and active. Due to the fact that the main
motivation of the SIC is to effectively diminish the SI signal before the ADC to protect the
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signal of interest that is received from other transceiver nodes from being swamped by the SI
signal, in the next chapter we will introduce a novel over-the-air SIC scheme. Unlike, the active
and adaptive SICs the new SIC will be utilized in the transmit chain of each transceiver node,
subsequently, the SIC is performed over-the-air before the ADC without the necessity to any
further signal processing in the receive chain after the ADC.
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Chapter 5
Full-Duplex Bi-Directional System With
Spatial Self-Interference Cancellation
Exploiting Generalized Nonsymmetric
Eigenproblem
5.1 Introduction
In-band FD communication systems have attracted immense attention due to their ability to
meet the 5G communication systems high-throughput requirements [22]. However, owing to
the strong SI resulting from concurrently transmitting and receiving over the same frequency
band, these 5G throughput requirements cannot be attained without a sufficient SIC [2, 136].
Consider that the transmit power at each node is 20 dBm and the receiver noise floor is -90
dBm. Moreover, according to the experimental results in [9] and [93], the attained passive
suppression due to the distance between the TX and RX antennas is approximately 40 dB.
Hence, the SI signal will be 70 dB above the noise floor, subsequently, an efficient SIC scheme
is required to mitigate the SI to the level of the noise floor [136]. Thus, in recent years, a number
of different SIC approaches have been introduced to tackle the SI problem. In this chapter, we
will focus on the spatial SIC schemes that have been presented thus far. An FD relay system
with spatial SIC approach that employs null-space projection (NSP) and zero-forcing (ZF) to
diminish the SI signal was introduced and investigated in [97, 113, 114]. In this approach,
the singular-value-decomposition (SVD) of the SI channel is exploited to design spatial filters
that are used in the transmitting and receiving chains at each node to mitigate the SI signal.
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It is worth pointing out that thus far all of the existing spatial SIC schemes require performing
filtering and processing on the received signal after the ADC to mitigate the SI signal. This need
for processing the received signal after the ADC is not advantages since the key motivation for
the SIC is to diminish the SI signal before the ADC in order to prevent it from swamping the
signal coming from other users. Hence, the main motivation of this work is to tackle this issue.
In this chapter, we present a new spatial SIC scheme, which employs the generalized non-
symmetric eigenproblem (GNEP). The proposed SIC scheme is exploited in an OFDM based
precoded full-duplex bi-directional (P-FD-BD) wireless communication system to effectively
suppress the SI signal over-the-air before the ADC without the need for any further signal pro-
cessing after the ADC. Thus, our approach is more pragmatic than the existing spatial SIC
schemes. Moreover, in this Chapter, we consider the presence of transmit signal noise and
thoroughly investigate its impact on the performance of the proposed GNEP SIC. Furthermore,
closed-form expression for the PDF and cumulative distribution function (CDF) of the SINR,
ASER and the outage probability of the (P-FD-BD) communication system are presented and
validated using extensive simulation studies. The performance of the P-FD-BD system is metic-
ulously studied by evaluating its outage probability, ASER, channel capacity, and CDF of the
achieved data rate demonstrating the efficiency of the proposed GNEP SIC in suppressing the
SI signal even in the presence of the transmit signal noise.
The rest of this chapter is organized as follows: Section 5.2 presents the system model of the
P-FD-BD system along with the architecture of the GNEP SIC. The impact of the transmit signal
noise on the performance of the GNEP SIC is studied in Section 5.3. Section 5.4 investigates the
statistical analysis of the SINR for the P-FD-BD system. Moreover, the performance evaluation
of the considered P-FD-BD system is thoroughly examined in Section 5.5. The analytical and
simulation results of the P-FD-BD system are introduced in Section 5.6. Finally, the Summary
of this chapter is presented in Section 5.7.
5.2 System and Signal Model
This section presents the P-FD-BD communication system along with the proposed GNEP SIC
architecture. We consider a P-FD-BD based communication system that comprises two FD end
nodes,Na andNb, communicating over frequency-selective channels in the presence of AWGN.
In order to cancel the SI signal before the ADC, we introduce a second transmit antenna to en-
able the implementation of the GNEP SIC, which exploits the generalized nonsymmetric eigen-
problem [137]. Hence, each node in the proposed system is equipped with two TX antennas and
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Figure 5.1: Full-duplex bi-directional communication system.
one RX antenna as depicted in Figs. 5.1 and 5.2. Without loss of generality, since both of the
end nodes are identical, we focus on the received signal at node Na, which receives the signal
from node Nb and its SI signal. The received signal at node Nb is similar to that of node Na.
The received signal at node Na after the ADC can be given as
ya =Hb1xb1 + Hb2xb2 + Ha,I1xa1 + Ha,I2xa2 + wa, (5.1)
where Hb1 ,Hb2 ∈ CM×M are the circulant channel matrices of the channels between node
Na and Nb, while Ha,I1 ,Ha,I2 ∈ CM×M are the circulant channel matrices of the SI channels
between the TX and RX antennas at node Na, and wa ∈ CM×1 denotes the complex-valued
additive white Gaussian noise (AWGN) vector with CN (0, N0). Moreover, xa1 ,xa2 ∈ CM×1
denote the signal transmitted from the first and second TX antennas at node Na, respectively,
whilst xb1 ,xb2 ∈ CM×1 are the transmitted signals from the first and second TX antennas at
node Nb, respectively. In general, the circulant channel matrix is given as
H =

h(0) 0 . . . 0 h(L) . . . h(1)
h(1) h(0)
. . . 0 . . .
...
... h(1) . . . . . . . . . h(L)
h(L)
... . . . . . . 0
0 h(L)
. . . . . . ...
... . . . . . . . . . . . .
...
0 . . . 0 h(L) h(1) h(0)

. (5.2)
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To cancel the SI, the following condition needs to be satisfied
Ha,I1xa1 + Ha,I2xa2 = 0. (5.3)
In order to achieve this, we perform eigen-decomposition of the pair of SI channels, {Ha,I1 ,Ha,I2},
to obtain the eigenvalues, Λ˜a ∈ CM×1, and the eigenvectors matrix, Va ∈ CM×M , by solving
the GNEP [137]. The vector Λ˜a = diag(Λa) consists of the main diagonal elements of the
eigenvalue matrix, Λa, i.e., Λa = IMΛ˜a. Furthermore, the eigenvectors matrix, Va, of the pair(
HqI1 ,HqI2
)
is given as
Va =
va,1 . . . va,M
 , (5.4)
where each column in Va, i.e. va,i ∈ CM×1, represents the eigenvector corresponding to the
i-th eigenvalue, λa,i in Λ˜a.
Using the eigenvectors and eigenvalues matrices obtained from the GNEP, Va and Λa, the
transmitted signal vectors can be given as
xa1 = Vaxpa , (5.5)
xa2 = −VaΛaxpa , (5.6)
xb1 = Vbxpb , (5.7)
xb2 = −VbΛbxpb . (5.8)
Substituting (5.5)-(5.8) into (5.1) results in
ya =Hb1Vbxpb −Hb2VbΛbxpb + Ha,I1Vaxpa −Ha,I2VaΛaxpa + wa,
=(Hb1Vb −Hb2VbΛb)xpb + (Ha,I1Va −Ha,I2VaΛa)xpa + wa,
=Gbxpb + Ξaxpa + wa, (5.9)
where we have defined Gb as
Gb = Hb1Vb −Hb2VbΛb, (5.10)
and Ξa as
Ξa = Ha,I1Va −Ha,I2VaΛa. (5.11)
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In this work, we utilize transmit precoding to simplify the receiver structure and avoid the need
for a zero-forcing equalizer in the detection. Hence, the end nodes in the proposed system need
to always have the CSI of the channels to be able perform the transmit precoding. Thus, xpa
and xpb denote the output of the transmit precoding at each node, which can be accomplished
by multiplying with the precoding matrices, Pa and Pb, at each node designed as
Pq = βqG
H
q
(
GqG
H
q
)−1
, (5.12)
for q ∈ {a, b}. Moreover, βq ∈ {βa, βb} is the normalized factor, which is used to satisfy the
total power constraint, ρ, such that
E
[||xpq ||2] ≤ ρq, (5.13)
and is given as [138]
βq =
√
ρq
tr
[(
GqGHq
)−1] . (5.14)
The resulting receiver structure is depicted in Fig. 5.2. The ZF transmit precoding that utilizes
the Moore-Penrose pseudoinverse is employed in the proposed P-FD-BD system to reverse the
impairments introduced by the channels. Hence, (5.9) can be rewritten as
ya = GbPbxub + ΞaPaxua + wa, (5.15)
where we have substituted xpq = Pqxuq with xuq being the buffered output of the OFDM modu-
lator including cyclic prefix (CP). The buffer is introduced to reduce the computational and stor-
age complexity required for the multiplication by the transmit precoding matrix, Pa, and the SIC
implementation, i.e. the matrix multiplications by Va and −VaΛa. In essence, the buffering
stage converts the signal after IFFT and CP insertion, i.e. xcpq ∈ CN+Lcp×1, into multiple blocks
of xuq ∈ CM×1, where N is the number of subcarriers in the OFDM symbol and LCP denotes
the CP length required to combat multipath induced inter-symbol interference (ISI). Moreover,
the size of the buffer M is chosen such that max {La1 , La2 , Lb1 , Lb2 , La,I1 , La,I2 , Lb,I1 , Lb,I2} ≤
M , where La1 , La2 , Lb1 and Lb2 denote the excess delay spreads of the channels between the
nodes, while La,I1 , La,I2 , Lb,I1 and Lb,I2 are the excess delay spreads of the SI channels. Fur-
thermore, xcpq is obtained by copying the last LCP samples of the IFFT output signal, i.e. xq
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and insert them at the beginning of xq, that is
xcpq=[xq(N−LCP ), . . . ,xq(N−1),xq(0), . . . ,xq(N−1)] . (5.16)
The IFFT output signal, xq, is given as
xq = F
†Xq, (5.17)
where F† is the Hermitian transpose of the discrete Fourier Transform (DFT) matrix, F, which
is given as
Fm,n =
1√
N
e−j2pi
mn
N , ∀m,n = 0, 1, . . . , N − 1, (5.18)
and Xq ∈ CN×1 denotes the modulated information symbols. In practice, the number of sub-
carriers, N , is selected to be a power of 2, which in turn enables the DFT operation to be
implemented using the Fast Fourier Transform (FFT).
Using (5.12) and (5.11) to substitute Pb and Ξa in (5.15) yields
ya = βbxub + (Ha,I1Va −Ha,I2VaΛa)Paxua + wa. (5.19)
It can be observed from (5.19) that the SI term is given as
ψa = (Ha,I1Va −Ha,I2VaΛa)Paxua . (5.20)
The key motivation behind the design of the proposed system as depicted in Fig. 5.2 is to
mitigate effectively the SI induced by the FD mode. This can be achieved by constructing Λa
and Va so that
Ha,I1Va −Ha,I2VaΛa = 0. (5.21)
In the literature, (5.21) is referred to as the generalized nonsymmetric eigenproblem that in
vector form satisfies [137]
Ha,I1va,i − λa,iHa,I2va,i = 0. (5.22)
Thus, finding Λa and Va that satisfy (5.21), and utilizing them in the transmit chain of each
transceiver node as illustrated in Fig. 5.2, results in suppressing the SI signal before the ADC. It
is worth pointing out that unlike the existing spatial SIC methods, [97, 113, 114], our proposed
spatial SIC scheme does not require any SIC signal processing stage in the receive chain after
the ADC.
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Figure 5.2: Architecture of each node in the proposed system.
The eigenvalues, Λ˜a, can be computed from (5.21) such that
det (Ha,I1 − λaHa,I2) = 0, (5.23)
this equation will result in an M -th order polynomial, φ(λa) exhibiting M distinct roots that
correspond to M eigenvalues of the pair (Ha,I1 ,Ha,I2). Furthermore, each eigenvector, va,i,
corresponding to the i-th eigenvalue, λa,i, can be obtained by solving
(Ha,I1 − λa,iHa,I2) va,i = 0. (5.24)
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It is worth pointing out that the generalized nonsymmetric eigenproblem can be evaluated using
the QZ algorithm, which is a generalization of the QR algorithm [139] and [140]. The QZ
algorithm factorizes the pair (Ha,I1 ,Ha,I2) such as
Ha,I1 = QSZ
H, (5.25)
Ha,I2 = QTZ
H, (5.26)
where Q and Z are unitary matrices, while S and T are upper quasitriangular matrices. More-
over, the generalized eigenvalues of the pair (Ha,I1 ,Ha,I2) can be obtained as
λa,i =
Sii
Tii
. (5.27)
For more details related to the QZ algorithm, we refer the interested reader to [139], which
introduced the QZ algorithm to solve the generalized eigenproblem. Moreover, the generalized
eigenproblem can be evaluated using several available implementations; for instance, the LA-
PACK library has qz.zggev() and qz.dggev() functions that can be used to compute the
generalized eigenproblem for complex and real matrices, respectively. It is worth mentioning
that these LAPACK functions are utilized by the eig() function in MATLAB too.
5.3 Transmit Signal Noise
In this section, we address practical issues related to the transmit signal noise and its effect on
the performance of the proposed GNEP SIC. In essence, the aim of the GNEP SIC is to mitigate
the SI signal before it reaches the local receive chain by constructing the transmit signal so that
the convolution between this transmit signal and the SI channels yields zero. However, the
constructed transmit signal is subject to various practical implementation impairments, such as
oscillator phase noise, digital-to-analog converter (DAC) imperfections and carrier frequency
offset, amongst others [113]. The joint effect of these impairments is usually modelled as an
uncorrelated, zero-mean, additive distortion noise such as CN (0, σ2ξa1 ) and CN (0, σ
2
ξa2
) [113].
Thus, the noisy version of the transmit signals can be given as
x˜a1 = xa1 + ξa1 , (5.28)
x˜a2 = xa2 + ξa2 , (5.29)
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where ξa1 and ξa2 denote the transmit signal noise on each transmit chain, respectively. Substi-
tuting (5.5) and (5.6) in (5.28) and (5.29), respectively, yields
x˜a1 = VaPaxua + ξa1 , (5.30)
x˜a2 = −VaΛaPaxua + ξa2 . (5.31)
To model the effect of the transmit signal noise on the performance of the GNEP SIC, the
SI related signal term in (5.20) should be substituted by (5.30) and (5.31), thus, yielding
ψa = (Ha,I1Va −Ha,I2VaΛa)Paxua + ξa, (5.32)
where ξa is the total noise resulting from the transmit signals distortion and is given as
ξa = Ha,I1ξa1 + Ha,I2ξa2 . (5.33)
Due to the fact that Va and Λa were computed using the generalized nonsymmetric eigenprob-
lem to satisfy (5.21), we obtain ψa = ξa , and the SI signal in (5.32) can be reduced to
ψa = Ha,I1ξa1 + Ha,I2ξa2 , (5.34)
which represents the residual SI signal.
5.4 Statistical Analysis of the Signal-to-Interference-and-Noise
Ratio
This section evaluates the SINR of the proposed P-FD-BD communication system along with
its statistical behaviour. After removing the CP and performing the FFT, the received signal in
frequency domain is given as
Ya = βbFF
†Xb + Ψa + Fwa, (5.35)
where
Ψa = Fξa, (5.36)
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that is modelled using a conditionally complex Gaussian, i.e. CN (0,=) with = = E[ΨaΨ†a]
Moreover, since FF† = I, (5.35) can be simplified as
Ya = βbXb + Ψa + Wa, (5.37)
where Wa = Fwa.
The SINR at the output of the FFT, Ya, at node Na is given as
γa(n) =
|βb|2Ps
=+ σ2Wa
, (5.38)
where n is the subcarrier index, Ps = E|Xb(n)|2 is the information symbol energy, and σ2Wa is
the variance of the noise. Moreover, by dividing both the nominator and denominator of (5.38)
by σ2Wa , we can rewrite (5.38) as
γa(n) =
Ωa
ΩIa + 1
, (5.39)
where
Ωa =
|β2|2Ps
σ2Wa
, (5.40)
and
ΩIa =
=
σ2Wa
, (5.41)
denote the signal-to-noise ratio (SNR) and self-interference-to-noise ratio (INR), respectively.
A closer look at the SNR term, i.e. (5.40), reveals that this term is similar to the average SNR
of the AWGN channel, hence, the PDF of this term is constant [99, 133], while ΩIa , (5.41), is
assumed to be random . Moreover, the PDF of the INR term in (5.41) was empirically evaluated
and supported by the theoretical PDF as illustrated in Fig. 5.3, which validated the assumption
that the power of the residual SI exhibits a gamma distribution, that is
pΩIa (ΩIa) =
ΩIa
(ηa)2
e−
ΩIa
ηa , (5.42)
where ηa = E{ΩIa}.
It can be observed from (5.39) that the SINR of the proposed P-FD-BD system comprises
the ratio of Ωa divided by the term ΩIa + 1, hence, to evaluate the PDF of the SINR we need
to compute the PDF of ΩI1 + 1 first. Let ZIa = ΩIa + 1, the PDF of ZIa , pZIa (ZIa), can be
115
5.4 Statistical Analysis of the Signal-to-Interference-and-Noise Ratio
0 0.2 0.4 0.6 0.8 1
ΩIa ×10-10
0
0.5
1
1.5
2
2.5
3
3.5
4
PD
F
×1010
Simulation
Theory
Figure 5.3: The PDF of power of the residual SI after the GNEP SIC, i.e. |SI|2.
obtained using the results in [141, Eq. (5.6)] such as
pZIa (ZIa) =
(ZIa − 1)
(ηa)2
e−
(ZIa
−1)
ηa . (5.43)
Moreover, (5.39) can be rewritten as
γa(n) =
Ωa
ZIa
, (5.44)
and the PDF of the SINR in (5.44) can be obtained using the results in [141, Eq. (5.7)], i.e.
pγa(γa) =
(
(Ωa)
2
(ηa)2(γa)3
− Ωa
(ηa)2(γa)2
)
e
1
ηa e−
Ωa
ηaγa . (5.45)
Furthermore, the CDF of the SINR is given as
Pγa(γa) =
∫ γa
0
pγa(γa)dγa. (5.46)
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Substituting (5.45) in (5.46) results in
Pγa(γa) =
∫ γa
0
(Ωa)
2
(ηa)2(γa)3
e
1
ηa e−
Ωa
ηaγa dγa −
∫ γa
0
Ωa
(ηa)2(γa)2
e
1
ηa e−
Ωa
ηaγa dγa. (5.47)
The integrals in (5.47) can be solved using [123, Eq. (3.471.1)]. Consequently, the CDF of the
SINR is given as
Pγa(γa) =
(
1 +
Ωa
ηaγa
)
e
1
ηa e−
Ωa
ηaγa − 1
ηa
e
1
ηa e−
Ωa
ηaγa . (5.48)
The closed-form expression in (5.48) will be exploited in the next section to derive closed-form
expressions for the outage probability and ASER of the proposed P-FD-BD system.
5.5 Performance Evaluation Metrics
In this section, important performance evaluation metrics of the proposed P-FD-BD wireless
communication system are derived. These include, the outage probability, ASER, the ergodic
capacity and the PAPR. These metrics will be utilized in the next section to understand the
impact of the transmit signal noise on the performance of GNEP SIC and the entire system.
5.5.1 Outage Probability
The outage probability is widely used to measure the communication link quality and is defined
as the probability that the value of the SINR, γa, falls below a certain threshold, γth, and can be
evaluated as [125]
Pout(γth) = P {γa ≤ γth} = Pγa(γth), (5.49)
which is similar to the definition of the SINR CDF. Therefore, evaluating (5.48) at γth yields
the outage probability, which is given as
Pout(γth) =
[
1 +
Ωa
ηaγth
]
e
1
ηa e
− Ωa
ηaγth − 1
ηa
e
1
ηa e
− Ωa
ηaγth . (5.50)
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5.5.2 The Symbol Error Probability
The ASER performance of the proposed P-FD-BD communication system is evaluated by uti-
lizing the formula [126, 142]
P¯ea =
%
2
√
ν
pi
∫ ∞
0
e−νγa√
γa
Pγa(γa)dγa, (5.51)
that exploits the CDF of the SINR, Pγa(γa), which was evaluated in the previous section. More-
over, in (5.51), % and ν are modulation dependent constants, for instance, for M -ary phase shift
keying (M -PSK): %PSK = 2 and νPSK ≈ sin2( piM ), where M is the modulation order. Using
(5.48) to substitute Pγa(γa) in (5.51) yields
P¯e,PSKa =
%PSK
2
√
νPSK
pi
e
1
ηa
[ ∫ ∞
0
e−νPSKγa√
γa
e−
Ωa
ηaγa dγa +
∫ ∞
0
Ωae
−νPSKγa
ηaγa
√
γa
e−
Ωa
ηaγa dγa
−
∫ ∞
0
e−νPSKγa
ηa
√
γa
e−
Ωa
ηaγa dγa
]
. (5.52)
The first and third integrals can be solved by exploiting [123, Eq. (3.471.15)], while the second
integral can be evaluated using [123, Eq. (3.472.5)]. Subsequently, the ASER of the proposed
P-FD-BD system is given as
P¯e,PSKa =
%PSK
2
e
1
ηa e−2
√
ΩaνPSK
ηa
[
1 +
√
ΩaνPSK
ηa
− 1
ηa
]
. (5.53)
The Upper bound ASER for the M -ary quadrature amplitude modulation (M -QAM) can be
obtained as [143]
P¯e,QAMa ≤
M − 1
M
Mγa(−νQAM), (5.54)
where νQAM = 32(M−1) and Mγa(−νQAM) is the moment generating function (MGF) of the
SINR, which is given as [125]
Mγa(−νQAM) =
∫ ∞
0
e−νQAMγapγa(γa)dγa. (5.55)
Substituting (5.45) in (5.55) results in
Mγa(−νQAM) =
e
1
ηa
(ηa)2
[∫ ∞
0
(Ωa)
2
(γa)3
e−
Ωa
ηaγa e−νQAMγadγa
∫ ∞
0
Ωa
(γa)2
e−
Ωa
ηaγa e−νQAMγadγa
]
.
(5.56)
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These integrals can be solved using [123, Eq. (3.471.9)], which yields
Mγa(−νQAM) = e
1
ηa
[
2ΩaνQAM
ηa
K−2
(
2
√
νQAMΩa
ηa
)
− 2
√
ΩaνQAM
(ηa)3
K−1
(
2
√
νQAMΩa
ηa
)]
. (5.57)
Hence, using (5.57) to substituteMγa(−νQAM) in (5.54) gives the upper bound of the ASER
for the M -QAM modulation such as
P¯e,QAMa ≤
(M − 1)e 1ηa
M
[
2ΩaνQAM
ηa
K−2
(
2
√
νQAMΩa
ηa
)
− 2
√
ΩaνQAM
(ηa)3
K−1
(
2
√
νQAMΩa
ηa
)]
. (5.58)
Moreover, for the SI free P-FD-BD system, the SINR in (5.39) will be reduced to
γa(n) = Ωa, (5.59)
which exhibits a constant PDF due to the utilization of transmit precoding. Hence, the analytical
ASER of the M -PSK modulation for the SI free P-FD-BD system is evaluated as [99, 133]
P¯e,PSKa = %PSKQ
(√
2ΩaνPSK
)
. (5.60)
where Q(.) denotes Q-function. Furthermore, the exact ASER of the M -QAM modulation for
the SI free P-FD-BD system can be given as [99, 133]
P¯e,QAMa =
2(
√
M − 1)√
M
Q
(√
3Ωa
M − 1
)
. (5.61)
The ASER results for the SI free scenario will provide in the next section a reference benchmark
to measure the efficiency of the proposed GNEP SIC scheme.
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5.5.3 Ergodic Capacity
In this section, we evaluate the upper bound ergodic capacity that can be achieved by the P-FD-
BD system. In general, the ergodic capacity can be given as [133]
C =
∫ ∞
0
log2(1 + γa)pγa(γa)dγa. (5.62)
By exploiting Jensen’s inequality, (5.62) can be presented as [133]
C =
∫ ∞
0
log2(1 + γa)pγa(γa)dγa = E [log2(1 + γa)]
≤ log2(1 + E [γa]) = log2(1 + γ¯a), (5.63)
where γ¯a denotes the average SINR. Moreover, to provide a benchmark and meticulously inves-
tigate the performance of the proposed GNEP SIC, the ergodic capacity of the SI free P-FD-BD
system is evaluated as
C = log2 (1 + Ωa) . (5.64)
5.5.4 Peak-to-Average Ratio (PAPR)
Due to the fact that the PAPR of the OFDM signal is the main concern of all of the OFDM
system designers, it is crucial to examine the impact of the proposed GNEP SIC scheme in
conjunction with the ZF precoding, which are used to construct the transmit signal, on the
PAPR of the OFDM-based P-FD-BD system. The PAPR is defined as the ratio of the maximum
power to average power of the time domain signal after the IFFT operation [144], which can be
evaluated as [145–147]
PAPR =
max
0≤k<NL−1
|xgq(k)|2
E
{|xgq(k)|2} , (5.65)
where xgq(k) denotes the L-times oversampled IFFT output and is given as [147]
xgq(k) =
1√
N
N−1∑
n
Xq(n)e
j2pi nk
N , 0 ≤ k ≤ LN − 1. (5.66)
In this paper, we examine the complementary cumulative distribution function (CCDF) of the
PAPR, which represents the probability that the PAPR of a certain OFDM symbol is greater
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than a given threshold and can be obtained such that [145]
P (PAPR > z) = 1− P (PAPR ≤ z)
= 1− F (z)N
= 1− (1− exp(−z))N . (5.67)
This expression is derived under the assumption that N is sufficient to ensure that N OFDM
signal samples are mutually independent and uncorrelated [144–147].
5.6 Numerical Results
This section investigates the performance of the P-FD-BD OFDM system, which is combined
with the proposed GNEP SIC scheme to effectively suppress the SI signal. We consider an FD
bi-directional wireless communication system, which comprises two FD nodes that exchange
information over frequency-selective channels. Moreover, in conjunction with the GNEP SIC,
a ZF transmit precoding is employed at each node to invert the channels fading. Each node in
the considered bi-directional network is equipped with two TX antennas and one RX antenna
to enable the implementation of the proposed GNEP SIC.
First, the impact of the transmit signal noise on the performance of the introduced GNEP
SIC has been evaluated. Fig. 5.4 depicts the average power of the SI signal after the SIC as a
function of ∆as = E
{
ξas
}
, where ∆as ∈ {∆a1 ,∆a2} and ξas ∈
{
ξa1 , ξa2
}
, for the passive
SIC, the proposed GNEP SIC and the combination of the passive and GNEP SIC. The passive
SIC in this paper indicates the suppression that naturally results from the distance between the
TX antennas and RX antenna at each node, and the experimental results in [9] have shown that
40 dB suppression can be attained from this kind of SIC. It can be observed from Fig. 5.4 that
the power of the SI signal after the GNEP SIC varies with ∆as . Moreover, Fig. 5.4 demonstrates
the efficiency of GNEP SIC in suppressing the SI signal when ∆as is less than 0.1.
Next, the impact of the transmit signal noise on the PDF of the SINR was evaluated for
three different scenarios of average transmit signal noise, ∆a1 = ∆a2 = 0.04, 0.05, 0.06, as
illustrated in Fig. 5.5. A closer inspection of Fig. 5.5 reveals that as the average transmit signal
noise increases the distribution of the SINR becomes more concentrated in the low SINR region.
Fig. 5.6 illustrates the analytical and the simulation based ASER vs. SNR results using (4-
QAM) modulation scheme of the P-FD-BD system for four different scenarios of ∆as , ∆a1 =
∆a2 = 0.04, 0.05, 0.06 and 0.07, along with SI free scenario. Inspecting Fig. 5.6 shows that the
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Figure 5.4: The average power of the SI signal after the proposed GNEP SIC Vs. the transmit
signal noise power.
0 10 20 30 40
SINR
0
0.1
0.2
0.3
0.4
0.5
0.6
PD
F 
of
 S
IN
R
∆a1 = ∆a2 = 0.04.
∆a1 = ∆a2 = 0.05.
∆a1 = ∆a2 = 0.06.
Figure 5.5: The PDF of the SINR of the P-FD-BD communication system with GNEP SIC.
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ASER for these considered scenarios reaches 10−4 at SNR equals 11.4, 13.3, 21.7, 29.75, 35.55
dB, respectively, which demonstrates the SNR penalty that comes with the transmit signal noise.
This SNR penalty mainly results from the residual SI signal after the GNEP SIC. Moreover, the
analytical upper bound and the exact simulation ASER results in Fig. 5.6 show a close match,
which validates the upper bound ASER expression that has been derived in this paper. Further-
more, it can be observed from Fig. 5.6 that when ∆a1 = ∆a2 = 0.04 is considered the ASER
performance of the P-FD-BD communication system is close to that of the SI free scenario,
which indicates the efficiency of the proposed GNEP SIC in mitigating the SI signal. Next, the
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Figure 5.6: ASER Vs. SNR of the proposed P-FD-BD communication system with GNEP SIC
using 4-QAM modulation scheme.
analytical BER result of the OFDM based P-FD-BD communication system was evaluated and
supported by matching simulation results as illustrated in Fig. 5.7. Moreover, these BER re-
sults were compared with those of Alamouti space-time block code (STBC) system [148] with
two TX antennas and one RX antenna and those of the coded FD-SIMO bi-directional system
in [37] when one TX antenna and two RX antennas at each node scenario is considered to ensure
a fair comparison, as depicted in Fig. 5.7. A closer at Fig. 5.7 reveals that the proposed system
outperforms Alamouti STBC system and can attain 14 dB SNR gain. Furthermore, the results
in Fig. 5.7 show that the coded FD-SIMO slightly outperforms our proposed system at the low
SNR region, this comes from the error correction technique exploited in that work, while the
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Figure 5.7: BER Vs. SNR of the proposed FD bi-directional communication system with GNEP
SIC.
proposed system outperforms the coded FD-SIMO by 11 dB when the SNR is greater than 4
dB. It is worth pointing out that the comparison in Fig. 5.7 demonstrates the efficiency of the
introduced GNEP SIC in suppressing the SI signal.
Figs. 5.8 and 5.9 show the analytical and simulation outage probability performance of the
P-FD-BD communication system. Fig. 5.8 illustrates the outage probability performance of the
considered system, Pout(γth), as a function of the SINR threshold, γth, for four different sce-
narios of ∆as , ∆a1 = ∆a2 = 0.04, 0.05, 0.06 and 0.07. Moreover, Fig. 5.9 depicts the outage
probability of the proposed P-FD-BD system vs. SINR performance for the same scenarios that
were considered in Fig. 5.8. Inspecting Figs. 5.8 and 5.9 revels the match between the analytical
and simulation results, which supports the derived outage probability expression. Furthermore,
Figs. 5.8 and 5.9 show how the residual SI, which results from the average transmit signal noise,
∆as , affects the outage probability performance of the P-FD-BD communication system.
The PAPR of the OFDM signal is one of the key performance indicators in all of the OFDM
systems and the OFDM system designers aim to attain low PAPR. Hence, the PAPR perfor-
mance of the proposed system was investigated by evaluating the CCDF of the PAPR of the
OFDM signal before and after the ZF transmit precoding, and the GNEP SIC for different FFT
points, i.e. N = 256, 512, 1024, as depicted in Fig. 5.10. Moreover, it can be observed from
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Figure 5.8: Outage probability Vs. γth of the P-FD-BD communication system with GNEP
SIC.
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Figure 5.10: The CCDFs of the OFDM signal PAPR before and after applying the transmit
precoding and GNEP SIC for different FFT points.
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Figure 5.11: the average capacity of the P-FD-BD communication system with GNEP SIC for
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Figure 5.12: CDF of the data rate of the P-FD-BD communication system with GNEP SIC
for five different scenarios of transmit signal noise and that of the P-HD-BD communication
system, when the SNR is fixed at γa = 25 dB.
Fig. 5.10 that the CCDFs of the PAPR of the OFDM signal before and after the ZF transmit
precoding and GNEP SIC show close match, which implies that the GNEP SIC and the ZF
transmit precoding do not affect the PAPR of the OFDM signal.
The average channel capacity of the proposed P-FD-BD communication system has been
evaluated for five different scenarios, i.e. SI free P-FD-BD system and P-HD-BD with ∆a1 =
∆a2 = 0.04, 0.05, 0.06 and 0.07, as depicted in Fig. 5.11. Furthermore, the capacity perfor-
mance of the P-FD-BD communication system for the considered scenarios was compared with
that of the P-HD-BD communication system to study the impact of the proposed GNEP SIC
performance on the throughput gain that can be attained by each of the considered FD scenarios.
Close inspection of the results in Fig. 5.11, shows that when ∆as ≤ 0.06 and the SNR is larger
than 30 dB the capacity of the P-FD-BD system is always higher than that of the P-HD-BD sys-
tem. Furthermore, when ∆as = 0.07, the P-FD-BD system can attain higher capacity than the
P-HD-BD system only when the SNR is more than 40 dB. Finally, Fig. 5.12 illustrates the CDF
of the data rate of the P-FD-BD system for the same scenarios that were considered in Fig. 5.11,
and that of the P-HD-BD system when the SNR was fixed at 25 dB. Moreover, Fig. 5.12 shows
the rate improvement that can be accomplished by each of the FD scenarios compared with the
P-HD-DB system when the SNR is fixed. In particular, the proposed P-FD-BD system attains
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more data rate than the P-HD-BD system when ∆as ≤ 0.06. Moreover, when ∆as = 0.05
scenario is considered the data rate is improved by 2 Bits/Sec/Hz, while the data rate of the
P-FD-BD system shows a close match to data rate of the SI free scenario. These results show
the ability of the proposed P-FD-BD to approximately double the throughput of the P-HD-BD.
It is worth pointing out that the CDF of the data rate was obtained by averaging the ergodic
capacity for a large number of transmission frames.
5.7 Chapter Summary
In this chapter, we considered an OFDM based P-FD-BD wireless communication system,
which comprises two FD nodes that communicate over frequency selective channels. More-
over, we introduced a new spatial SIC scheme that exploits GNEP to solve the most challenging
issue that is associated with FD mode, i.e. efficiently suppress SI signal and enable the FD
mode. Unlike all the existing SIC scheme, in the introduced SIC scheme all the required signal
processing are executed in the transmit chain of the transceiver nodes and no further signal pro-
cessing is required in the receive chain of the transceiver nodes after the ADC. Furthermore, we
considered the transmit signal noise as a practical limitation that affects the performance of the
proposed GNEP SIC. The impact of the transmit signal noise on the performance of the GNEP
SIC and the performance of the P-FD-BE wireless communication system was meticulously in-
vestigated. Moreover, the performance of the P-FD-BD system is thoroughly studied. First, the
SINR expression of the P-FD-BD system was presented. Moreover, closed-form expressions
for the PDF and CDF of the SINR along with exact outage probability and ASER expressions
of the P-FD-BD system were introduced in this chapter. Moreover, These expressions were
verified using simulation studies. Next, the effect of applying the GNEP SIC in conjunction
with the transmit precoding on the PAPR of the OFDM signal was investigated in this chap-
ter. The PAPR results have shown that the GNEP SIC and the transmit precoding do not affect
the PAPR of the OFDM signal. Furthermore, the average capacity along with the CDF of the
data rate of the P-FD-BD system were evaluated in this chapter. The results of the average
capacity and the CDF of the data rate of the P-FD-BD system were compared with those of
the P-HD-BD system and the comparison has confirmed the ability of the proposed P-FD-BD
to approximately double the achieved data rate of the P-HD-BD system. Finally, the obtained
results have demonstrated the efficiency of the introduced GNEP SIC even in the presence of
the transmit signal noise.
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Conclusions and Future Work
6.1 Conclusions
In-band FD wireless communication technology in which the transceiver nodes have the abil-
ity to concurrently transmit and receive over the same frequency is the new frequency re-use
strategy that can double the spectral efficiency and throughput of the HD out-of-band wireless
communication systems. However, enabling the transceiver nodes to simultaneously transmit
and receive over the same frequency band induces SI signal into the received signal at each
node. This SI signal can severely degrade the performance of the FD systems due to the power
difference between the SI signal and the signal of interest received from the distant nodes.
Thus, we have focused on the design of pragmatic FD transceiver nodes architectures, which
are combined with effective SIC schemes to enable the FD mode. Moreover, we have inves-
tigated the feasibility of the FD systems to approximately double the throughput of the con-
ventional HD systems. In essence, we have combined passive and active SIC techniques to
diminish the SI signal in the proposed OFDM based AF-FD-PLNC system. The utilized pas-
sive SIC mechanism includes exploiting two 90◦ beamwidth antennas at each node dedicated for
transmission and receptions, respectively, in conjecture with placing an RF observative shield-
ing between the antennas. Moreover, we have investigated the residual SI signal on the outage
probability, ASER, and ergodic capacity. Furthermore, closely match simulation-based results
were used to verify the E2E outage probability, ASER, and ergodic capacity. In particular, the
exact E2E simulation ergodic capacity results have shown a close match with the theoretical
ergodic capacity results that were obtained using the derived E2E upper bound ergodic capacity
expression. Moreover, the derive E2E lower bound expression of the ASER was used to ob-
tain the E2E lower bound results, which have shown a close match with exact E2E simulation
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based results in low SNR region. On the other hand, the E2E lower bound results have shown
a perfect match with exact simulation based results in the mid-high SNR region. The obtained
results have shown that the proposed OFDM based AF-FD-PLNC can approximately double
the throughput of the AF-HD-PLNC when the SI to noise ratio is less than 5 dB and the SNR
higher than 25 dB. It is noteworthy that when the SI to noise ratio is larger than 10 dB and the
SNR is less than 20 dB the ergodic capacity performance of the AF-HD-PLNC system is better
than that of the AF-FD-PLNC. Moreover, the SI channel estimation error has been identified as
the key limitation of the utilized SIC scheme.
This has motivated us to develop an adaptive SIC scheme that can effectively suppress the
SI signal to the level of the receiver noise floor. The proposed adaptive SIC scheme exploits
the NLMS algorithm to obtain a perfect estimation of the SI channel, which is then exploited
in conjunction with the perfect knowledge of the nodes transmitted signal to construct a replica
of the SI signal. This replica has been passed through an auxiliary transmit chain, which is
identical to the main transmit chain, in order to be subtracted from the overall received signal in
the RF domain before the ADC. The obtained results have shown that residual SI power reaches
the level of the noise floor after 2000 samples, which confirms the efficiency of the proposed
SIC technique. Next, this adaptive SIC mechanism have utilized in the proposed DNF-FD-
PLNC system to enable the FD mode. A meticulous performance analysis of the proposed
system in the presence of the residual SI and channel estimation error was conducted. The
obtained results have shown that the residual SI has more impact on the attained throughput
gain of the proposed DNF-FD-PLNC over the DNF-HD-PLNC. Nevertheless, the E2E outage
probability and ASER results of the proposed DNF-FD-PLNC exhibit an error floor in the
presence of the channel estimation error. The exact expressions of the E2E outage probability,
ASER, and ergodic capacity have been exploited to evaluate the theoretical E2E results. These
results have shown a perfect match with the exact E2E simulation studies, which supports the
derived expressions.
Motivated by the fact that the ultimate aim of designing an effective SIC scheme is to com-
pletely diminish the SI signal before it reaches the local receive chain, we introduced a novel
over-the-air SIC scheme, which was combined with an OFDM base P-FD-BD wireless com-
munication system. Each node in the proposed system was equipped with one RX antenna and
two TX antennas. The extra TX antenna is utilized to enable the FD mode. Furthermore, the in-
troduced SIC technique exploits the GNEP to adequately suppress the SI signal over-the-air be-
fore it arrives at the ADC. Moreover, the hardware impairments effects, such as oscillator phase
noise, digital-to-analog converter (DAC) imperfections and carrier frequency offset, amongst
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others, were addressed as the main limitations of the proposed SIC scheme. Nonetheless, the
obtained results have shown the ability of the new SIC to suppress the SI signal to the level
of the noise floor. Next, the derived performance metrics expressions of the proposed OFDM
based P-FD-BD system were verified using matching Monte Carlo simulations. Furthermore,
the obtained results have shown that the performance metrics, outage probability, ASER and
ergodic capacity, of the proposed P-FD-BD system, can approximately match those of the SI
free P-BD system. Finally, the PAPR results of the OFDM signal before and after the transmit
precoding and the proposed SIC show a close match, which indicates that the proposed SIC
along of the exploited ZF precoding do not affect the PAPR of the OFDM signal.
6.2 Future work
The promising results obtained from the three SIC schemes proposed in this thesis have demon-
strated the feasibility of exploiting the FD mode improve the spectral efficiency and meet the
throughput requirements of the next generation wireless communication systems. Neverthe-
less, further aspects and limitations of the FD, which have not considered in this work, need to
be meticulously investigated in the future. Some of the aspects are outlined below along with
proposals for that can be further researched in the future.
• An implementation of a practical hardware design for the proposed over-the-air SIC
scheme. In this project, The proposed GNEP SIC was implemented using MATLAB
functions. However, implementing this algorithm on DSP chip with fixed-point resolu-
tion will result in an efficient and pragmatic SIC processor, which can be exploited in the
next generation communication devices.
• Develop a pragmatic FD-enabled underwater acoustic communication systems. In essence,
minimum latency is essential for precise control of a micro remotely operated vehicle
(ROV) that continuously transmits video to the base station. Hence, exploiting FD mode
of communication will enable the ROV to have a bi-directional link with the base station
that ensures simultaneous uplink and downlink communication. However, underwater
acoustic channel (UAC) has a significant multipath phenomenon which results in sever
frequency selective fading and signal distortion. Consequently, the Implementation of the
SIC schemes for the UAC will be more challenging than those of the wireless channels.
• Use different transmit precoding techniques such as minimum mean square error (MMSE)
to improve the performance of the P-FD-BD system proposed in this thesis. In general,
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the performance of zero-forcing precoding is affected by the power of the AWGN in the
low SNR region. The MMSE precoding technique considers the average power of the
AWGN in the computation of the precoding matrix, which improves the performance of
the system, especially in the low SNR region.
• Combine the proposed SIC schemes with FD Massive MIMO systems to further improve
the attained performance.
• Study the effect of the co-channel interference (CCI) in conjunction with the impact of
residual self-interference (SI) on the performance of the FD relay channel systems.
• Investigate the impact of inter-relay-interference (IRI) on the performance of FD multi-
relay network.
• Combine the proposed systems with coding and error correction techniques in order to
increase the robustness of the proposed systems to the residual SI, i.e. increase the system
tolerance to more residual SI.
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Special Functions
• Incomplete gamma function
Γ (α, x) =
∫ ∞
x
e−ttα−1dt. (A.1)
• Parabolic cylinder function
Dp(z) =
e−
z2
4
Γ(−p)
∫ ∞
0
e−xz−
x2
2 x−p−1dx, [Re p < 0]. (A.2)
• Whittaker function
Wλ,µ (x) =
Γ (−2µ)
Γ
(
1
2
− µ− λ)Mλ,µ (x) + Γ (2µ)Γ (1
2
+ µ− λ)Mλ,−µ (x) . (A.3)
• Whittaker function
Mλ,µ (x) = x
µ+ 1
2 e
−x
2 Φ
(
µ− λ+ 1
2
, 2µ+ 1;x
)
, (A.4)
Mλ,−µ (x) = x−µ+
1
2 e
−x
2 Φ
(
−µ− λ+ 1
2
,−2µ+ 1;x
)
. (A.5)
• Confluent hypergeometric function
Φ (α, γ;x) =
21−γe
1
2
x
B (α, γ − α)
∫ 1
−1
(1− t)γ−α−1 (1 + t)α−1 e 12xtdt. (A.6)
• Beta function
B (x, y) =
∫ 1
0
tx−1 (1− t)y−1 dt. (A.7)
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• Exponential integral function
Ei (x) = −
∫ ∞
−x
e−t
t
dt. (A.8)
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Jensen’s inequality
For any concave function g [99],
E[g(X)] ≤ g(E[X]). (B.1)
Proof: The function g is concave if, for any x and z,
g(x) ≤ g(z) + (x− z)g′(z), (B.2)
where g′(x) is the derivative of the function g(x). Then, if we assume that x = X and z = E[X],
(B.2) can be rewritten as
g(x) ≤ g(E[X]) + (X − E[X])g′(E[X]). (B.3)
Taking the expectation on both sides results in
E[g(x)] ≤ g(E[X]) + E[(X − E[X])]g′(E[X]) = g(E[X]). (B.4)
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