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A semi-automatic method for detecting the tops of the mixed layer in day time and the stable and
residual layers in night time is presented. Automatic algorithms to detect gradients in the ceilometer
data are utilized, in combination with a stability criteria, provided by an eddy covariance system as
well as manual layer detection and quality control. The observations were carried out at Welgegund,
a regional background site on the South African savannah. One year of observations was analysed,
and the method is shown to work well considering existing knowledge of the continental boundary
layer structure and previous observations in southern Africa. Despite having some limitations, the
method provided notably high data coverage. The frequency at which each layer was detected
showed an annual cycle being lowest in the summer and highest in the winter for all the three
layers studied, combined with a diurnal cycle with day time providing lower coverage. A clear
diurnal cycle of the boundary layer evolution was observed, however the average heights of the
tops of diﬀerent types of layers showed modest or non-existing annual variation. The day-to-day
variation was profound. The strongest seasonal characteristic was present in the summer, when
occasional deep convective layers were observed increasing the variability of the mixed layer top
compared with other seasons. The eﬀects of conditional sampling were tested by separating the
observations in ﬁve data sets based on weather conditions and the applicability of the method, and
various reasons with potential of causing bias in the results are discussed. The result underlines
the need for representative observations of all conditions wished to be included in the study. Some
examples of the implications of boundary layer structure on particle concentration are considered
in explaining phenomena observed in particle number distribution measurements.
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1 | Introduction
The atmospheric or planetary boundary layer, hereafter simply the boundary layer (BL), is
the part of the Earth’s atmosphere that directly interacts with the underlying surface. It can
be deﬁned as the part of the troposphere that responds to surface forcings on a time scale of
an hour or less (Stull, 1988, p. 2). Generally, phenomena that are caused by BL processes
but do not ﬁt in the strict deﬁnition (e.g. low level jets) are also considered in boundary
layer meteorology. The properties of the BL dictate how emissions that are released in the
BL are transported and diluted in the air, and are thus important factors for air quality.
Furthermore, people live their life inside the BL making it the foremost site for air pollution
exposure (Stull, 1988, p. 3–4). In both unstable and well-mixed conditions the volume of air
being mixed is deﬁned by the depth of the BL making it an important length scale for the
mixing of pollutants (Vogelezang and Holtslag, 1996). The continental boundary layer has
a distinct structure and diurnal variation pattern, especially in high pressure regions (Stull,
1988, p. 10), characterized with a well-mixed layer during the day, and a residual layer on
top of a stable layer at night.
Publications reporting observations of the continental BL depth over South Africa are
scarce. According to Tyson and Preston-Whyte (2012), the midday mixed-layer depth over
southern Africa varies from 100 to over 2500 meters, being higher in the summer. Further-
more, there is a pronounced annual variation over the central South Africa plateau. Using
lidar measurements conducted for one year in Elandsfontein (eastern Highveld), Korhonen
et al. (2014) found that the monthly mean of the maximum daily boundary layer depth var-
ied from 1200 meters in January to 2300 meters in October. Labonne et al. (2007) studied
the top of the aerosol layer in regions with biomass burning activity in July–August 2006
using air–borne lidar, and reported the top of the aerosol layer to be between 3 and 4.5 km
over South Africa. Jordan et al. (2010) report BL depth based on the CALIPSO satellite
lidar observations to range from 0.4 to 6.4 km over the continent of Africa. The only study
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on the stable layer was performed by Tyson et al. (1976), who investigated surface inversions
using radiosonde proﬁles obtained in 1969–72. They found that surface-based inversions,
responsible for stable layers, occured during 60–70% of the observed nights, with a higher
frequency in winter and a lower frequency in summer. Furthermore, in the region of Welge-
gund the mean seasonal depth of the night-time inversion layer varied from approximately
300 m in the autumn to 400 m in the winter.
Numerical modelling is commonly used to study air quality and the impacts of air pol-
lution. Observations of the properties of the boundary layer are required both for input and
validation of these models. Dispersion models are widely used (Barclay and Jury, 1997; Bat-
terman et al., 1999; Scorgie et al., 2004; Spalding-Fecher and Matibe, 2003; Weston et al.,
2014), but studies applying chemical transport (Gierens et al., 2014; Zunckel et al., 2000) and
receptor models (Engelbrecht et al., 2002) in South Africa have also been published. These
studies generally focus on the causes of pollution, such as electricity production (Spalding-
Fecher and Matibe, 2003) and domestic combustion (Engelbrecht et al., 2002), and the
subsequent health eﬀects on the population (Scorgie et al., 2004). Less emphasis is given for
model validation, which might partly be due to the limited amount of observational data
available. As these models are also used to guide policy making (e.g. Scorgie et al., 2004),
evaluating the reliability of the results is essential.
In this study, observations performed at Welgegund, a background site on the Highveld in
northern South Africa, were used to quantify the variability in BL depth. Since a ceilometer
provides vertical proﬁles of aerosol with very high temporal and spatial resolution, the
potential for deriving BL depth from ceilometer data has distinct advantages over many
other methods, including the provision of continuous observations. One year (October 2012
– September 2013) of ceilometer data, together with surface ﬂux observations, were used to
detect the depth of the mixed layer during day time, as well as the altitude of the tops of
the residual and stable layers during night time. This extended dataset provided details on
the diurnal cycle of the BL and how it varies from season to season, as no study to date has
reported both day and night time BL conditions (i.e. mixed and stable layers) over southern
Africa. The evolution of the BL, including its depth, mixing properties and concentration of
pollutants, is a continuous process; therefore it is a great advantage in being able to study
a (nearly) continuous time series. Furthermore, the BL depth obtained in this work can be
used for model input and validation.
2
The ceilometer has successfully been used for studying the BL depth (Eresmaa et al.,
2006; Heese et al., 2010; Mu¨nkel et al., 2007), including investigating diurnal and seasonal
variations (van der Kamp and McKendry, 2010), and even optical properties of particles
(Markowicz et al., 2008). However, it is common that only clear sky conditions are included
in these analyses (e.g. Eresmaa et al., 2006; Korhonen et al., 2014; Mu¨nkel et al., 2007;
van der Kamp and McKendry, 2010). The aerosol loading is in general higher inside the
boundary layer than above it, and the clear diﬀerence between the strong backscattering
signal from within and the weaker backscattering from above the BL can be used to estimate
the depth of the boundary layer. The underlying assumption is that the depth of the aerosol
layer is representative of the depth of the BL (i.e. aerosol particles are a good tracer of the
turbulent mixing in the BL).
A major part of this work was to develop a robust method for detecting the depth of
the BL and the layers within it (namely the mixed, stable and residual layer), including
estimates under less than ideal conditions to provide high data coverage. The aim was
not to develop a fully automatic or perfect method, since meteorological conditions such
as heavy precipitation from storms render it diﬃcult to deﬁne the BL at all times, but
to obtain statistically reliable results with reasonable eﬀort. The site is optimal for using
the ceilometer due to the relatively high level of particle concentration, low amount of
precipitation and the large fraction of time with clear skies. The reliability of the time
series of the mixed, stable and residual layers obtained were evaluated against the existing
knowledge in the literature.
The aim of this work is to understand the evolution of the BL and its diurnal and annual
variations on the Highveld in South Africa. Secondly, the consequences of conditional sam-
pling of data (including sampling only clear skies) performed in many studies is evaluated.
A detailed description of the measurement location and the observations used is given in
Section 2 and the methodology for processing the multiple data sources is described in Sec-
tion 3. The results are presented in Section 4. The implications of the results, the strengths
and weaknesses of the method used and the importance in knowing the BL structure when
determining particle concentrations are discussed in Section 5.
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2 | Observations
2.1 Welgegund
The Welgegund atmospheric measurement station (www.welgegund.org) is located in north-
western South Africa (26° 34’ 10” S, 26° 56’ 21” E, 1480 meters above sea level), approxi-
mately 100 kilometres south-west of Johannesburg and 25 kilometres north-west of Potchef-
stroom, the nearest city (Figure 2.1). The location was chosen in order to study a relatively
clean savannah ecosystem with very few anthropogenic inﬂuences to the west, as well as
industrial and highly populated areas to the east and north-east of the site. The station
and its instrumentation are described in detail by Beukes et al. (2015).
The station is surrounded mainly by grazed grassland savannah, with some agricultural
land in close proximity. The vegetation is characterized by a continuous herbaceous layer,
mainly grass species, as well as sparse trees and shrubs (Figure 2.2). Trees do not grow very
tall in such a dry environment and the average height of the canopy is estimated to be only
2.4 meters. The height of the undergrowth varies seasonally and depends on the extent of
cattle grazing, and has been observed to range from a minimum of 3 cm to a maximum of
1.5 m for measurements conducted at the end of the growing season in 2011. Therefore,
from a boundary layer ﬂow perspective, the surface consists of a short layer of vegetation
with individual larger roughness elements (trees and shrubs). The topography of the area
is relatively even with only modest variations and no steep slopes. However, nocturnal
katabatic ﬂows have been observed on slopes as gentle as 1.5° (Haiden and Whiteman,
2005), and the possibility of katabatic ﬂows occurring cannot be excluded at Welgegund.
2.2 Regional conditions and climate
South Africa is located in the subtropics, where the climate is controlled by the large-
scale subsidence and prevailing high pressure caused by the Hadley circulation (Holopainen
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Figure 2.1: The location of Welgegund in subcontinental context (top left), and the major
point and area sources in the region (bottom right). The Elandsfontein site, where lidar
observations were carried out by Korhonen et al. (2014), is indicated with a blue star.
JHB-PTA denotes the Johannesburg-Pretoria megacity.
et al., 2008). At these latitudes the weather is furthermore inﬂuenced by the disturbances
in both tropical and mid-latitude ﬂows. Due to the semi-permanent high pressure system
the mean circulation is anticyclonic throughout the year (Tyson and Preston-Whyte, 2012,
p. 176). The subsidence (downwards motion) causes a high level of atmospheric stability
and adiabatic heating, thus decreasing the relative humidity in the lower troposphere. In
addition, anticyclones have no frontal activity in their centres, resulting in predominantly
dry and sunny weather conditions over central South Africa (Tyson and Preston-Whyte,
2012, p. 144–145). Precipitation in the central plateau of South Africa originates mainly
from the troughs of baroclinic disturbances in the westerly ﬂow, and from the cloud bands
created by the interaction of these disturbances and the tropical easterly waves (Tyson
and Preston-Whyte, 2012, p. 213–214). These baroclinic disturbances have been observed
to occur mainly from October to April, and the easterly waves have an annual maxima
in the mid-summer (Tyson and Preston-Whyte, 2012, p. 195–196, 213). Since the annual
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Figure 2.2: Typical vegetation and grazing cattle at Welgegund. Photo taken in February
2015.
variation in solar radiation is small close to the equator, the annual temperature variations
are moderate (Tyson and Preston-Whyte, 2012, p. 154). The seasons in the interior of
South Africa are thus characterized by their rainfall amounts, with summer being wet and
the winter being dry.
From the perspective of air pollution, the site is considered to represent the regional
background, which is impacted frequently by plumes from the Johannesburg-Pretoria megac-
ity, the industrial areas in the Bushveld Igneous Complex, the Vaal Triangle and the
Mpumalanga Highveld (Beukes et al., 2015). In addition, during winter and spring biomass
burning has also been observed to impact the station (Vakkari et al., 2014). There are very
few local pollution sources in close proximity of the site. The strong atmospheric stability
together with the pollutants often create a layered structure with clean and polluted hori-
zontal cells (Hobbs, 2003). The persistent anti-cyclonic ﬂow mentioned previously has been
observed to cause recirculation of the air masses on a sub-continental scale (Tyson et al.,
1996).
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Figure 2.3: Measurement infrastructure at Welgegund. Photo taken in February 2015.
2.3 Measurements
The heart of the Welgegund station is the trailer (Figure 2.3), which was originally devel-
oped to be mobile and work with little pre-existing infrastructure (Peta¨ja¨ et al., 2013). After
measurements had been carried out in various environments (Laakso et al., 2008; Vakkari
et al., 2013), a more permanent set-up was developed at Welgegund in 2010 allowing an
increase in instrumentation and improved security. The station is operated in collabora-
tion with the North West University, University of Helsinki and the Finnish Meteorological
Institute. The trailer is equipped with a GPRS modem, enabling remote monitoring of
the instruments and data quality. Maintanance at the site is conducted on a weekly basis,
or more frequently if needed. Here, only the measurements relevant for this work will be
described; for a full description see Beukes et al. (2015).
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Table 2.1: Technical speciﬁcations for the Vaisala CT25K ceilometer in Welgegund (Vaisala,
1999).
Laser system Indium Gallium Arsenide (InGaAs) Diode Laser
Wave length 905 nm
Pulse
Energy 1.6 µJ
Duration 100 ns
Repetition rate 5.57 kHz
Average Power 8.9 mW
Vertical resolution 30 meters
Temporal resolution 15 seconds
Measurement range 0 - 7.5 km
2.3.1 Ceilometer
In September 2012, a Vaisala CT25K ceilometer was installed at the station. The technical
details of the instrument are presented in Table 2.1. The operating principle of the instru-
ment together with the method applied in this study are described in detail in Section 3.
2.3.2 Turbulent ﬂuxes
In August 2010 the station was equipped with an eddy covariance system, consisting of a
sonic anemometer (Metek USA-1) and an infra-red gas analyser (Licor 7000), to estimate the
vertical ﬂux of momentum, latent and sensible heat, and carbon dioxide. The anemometer
and the inlet for the gas analyser are mounted on a tower 9.5 metres above the ground
(Figure 2.3), measuring at a frequency of 10 Hz (Ra¨sa¨nen et al., 2015). From the measured
time series the covariance of the vertical wind speed and the ﬂux variable of interest is
calculated to estimate the vertical ﬂux. Although the basic principle is simple, several steps
are needed in data processing to ensure accurate results (Aubinet et al., 2012). For the data
used here, a 2 dimensional coordinate rotation was applied and the lag time was estimated
by the maximum covariance method. A minimum friction velocity of 0.2 m/s was required.
The measurements obtained from the eddy covariance system were used to deﬁne the
atmospheric stability of the surface layer using the Monin Obukhov stability parameter
ζ = z/L. Here z is the measurement height and L is the Obukhov length, calculated as
L =
− u3∗ θv
κ g Qv0
, (2.1)
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where u∗ is friction velocity, θv is virtual potential temperature, κ is the von Karman
constant, g is gravitational acceleration and Qv0 is the heat ﬂux (sensible and latent) at the
surface (Stull, 1988, p. 181). In the surface layer, vertical ﬂuxes are almost constant, hence
the surface ﬂux can be measured at any height inside the surface layer. The sign of the heat
ﬂux is related to L, ζ and the atmospheric stability as follows:
Qv0 =



+ve (daytime) → L < 0, ζ > 0 unstable
0 (dawn/dusk) → L =∞, ζ ≈ 0 neutral
−ve (nighttime) → L > 0, ζ < 0 stable
(2.2)
2.3.3 Ancillary measurements
The particle number concentration and size distribution in the range from 12 to 840 nm
was measured with a diﬀerential mobility particle sizer (DMPS). The time resolution of
the observation was 9 min (Tiitta et al., 2014; Vakkari et al., 2014, and references therein).
Precipitation was measured with two tipping buckets (Vaisala QMR102 and Casella 0.1mm)
located next to the trailer, and the data used is obtained by combining the measurements
from both (Beukes et al., 2015).
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3 | Methods
3.1 Ceilometer operating principle
The ceilometer uses LIDAR (light detection and ranging) technology, emitting a short laser
pulse and detecting the returning signal (Emeis, 2011; Vaisala, 1999). As the light pulse
travels through the atmosphere it encounters aerosol particles and water droplets and in-
teracts through Mie scattering (Emeis, 2011, p. 49–50); the portion of the pulse scattered
directly back towards the instrument is measured together with the time taken since the
pulse was emitted. The power PR of the signal received from a distance r is dependent on
the lidar wavelength λ and is given by the lidar equation
PR(r, λ) =
c
2r2 P0A?∆t? ?? ? β(r, λ) τ
2(r, λ)? ?? ? + Pbg
instrument attenuated
speciﬁc backscatter
(3.1)
where c is the speed of light, P0 is the average laser power during the pulse, A is the area
of the receiver optics, ? is a correction term for the detector eﬃciency and losses due to
the lenses, ∆t is the pulse duration, β(r, λ) is the backscattering coeﬃcient, τ (r, λ) is the
transmittance of the atmosphere between the ceilometer and the scattering volume and
Pbg is background noise (Emeis, 2011; Mu¨nkel et al., 2007). The distance r is determined
from travel time (Emeis, 2011), and solving the instrument speciﬁc factors the proﬁle of the
attenuated backscatter coeﬃcient β? = βτ 2 can be retrieved (Mu¨nkel et al., 2007). It should
be noted that in this work the actual values and units of β? are not crucial since it is the
gradient of β? that is evaluted.
In order to be eye-safe the ceilometer uses low energy pulses, and in the case of a single
pulse the noise exceeds the backscattered signal. To compensate for the weak signal a large
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number of samples (> 50 000) are collected and summed together, so that the desired signal
is multiplied and the noise, being random, will partially cancel itself.
Ceilometers were originally developed for observing the cloud base height (Emeis, 2011;
Vaisala, 1999). Cloud and rain droplets scatter the emitted beam eﬃciently (Emeis, 2011)
and provide a very strong signal. Aerosol particles also cause scattering but the backscatter-
ing coeﬃcient β is often orders of magnitudes smaller because the particle sizes are smaller.
However, as the signal does not attenuate as quickly as it does in a cloud, it is possible to
detect layers with suﬃcient amounts of aerosols. The principle of detecting the BL top is
to identify a sharp change in the observed β? proﬁle caused by the diﬀerence in the aerosol
concentration inside the boundary layer and in the free troposphere. It is thus required that
an adequate number of particles is present in the BL, and the method fails when very clean
air masses are present (van der Kamp and McKendry, 2010).
3.2 Signal to noise ratio
The signal to noise ratio (SNR) is generally deﬁned as the ”ratio between the intensity of the
received signal containing wanted physical information and background noise” (e.g. Emeis,
2011, p. 166) and is used to distinguish the useful information from background noise in
the observed signal. In other words, SNR is the ratio of the two terms on the right side of
equation 3.1. This is formally written in terms of wanted signal S and noise N as P = S+N ,
where P is the signal obtained by the detector; thus SNR = S/N , which is equivalent to
SNR = (P − N )/N . Background correction is performed internally by the instrument so
that the resulting detected P obtained from only noise in the absence of any real signal
ﬂuctuates around zero. The noise is assumed to be random, so that a sample of noise values
should display a Gaussian distribution with a mean of zero and a variance which describes
the noise level and expected uncertainty in each measurement value for that proﬁle. For the
ceilometer, in the absence of ice clouds, the signal from ranges beyond 6 km are only due to
noise, hence this data can be used to determine the noise level N for the proﬁle. Here, the
top 30 ceilometer range gates (about 6.8–7.7 km in range) were used. SNR is then deﬁned
as
SNR(r) =
PR(r)
σ(PR(top 30 gates) )
, (3.2)
noting that PR ≈ P −N since mean N is zero. SNR is evaluated separately for each proﬁle
since the noise level does not stay constant (it is aﬀected by solar radiation and strong
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(a)
(b)
(c)
Figure 3.1: SNR (a), attenuated backscatter β? (b) and β? ﬁltered with a SNR threshold of
SNR < 0.4 (c) for high resolution data (observations done 7th of July, 2013).
signals at near range such as rain or fog). For a given target, the return signal measured
at the detector gets weaker with distance, while the noise remains constant (Equation 3.1);
hence SNR decreases relative to r2 .
SNR for an example day is given in Figure 3.1a, with the corresponding attenuated
backscatter proﬁles in Figure 3.1b. Note the large increase in apparent noise in Figure 3.1b
at all ranges during daylight hours (7-18 UTC). Noise-dominated measurements can be
identiﬁed and removed through use of a suitable single SNR threshold of SNR < 0.4, chosen
based on inspection of Figure 3.1a. A speckle reduction algorithm using a median ﬁlter
was used to remove isolated noise pixels. The resulting attenuated backscatter is given in
12
(a)
(b)
(c)
Figure 3.2: Same as Figure 3.1 after the data has been averaged. Note the clearly increased
SNR (a), the decrease in apparent noise in β? (b) and the remarkable improved coverage of
ﬁltered β? (c), especially in day time.
Figure 3.1c. Note that the objective method removes some measurements below 2 km during
the day that look like real signal to the eye but have too high uncertainty.
3.3 Improved sensitivity through averaging
The ceilometer instrument provides data, which can be dominated by noise during the day,
with a 15 second temporal resolution. To improve sensitivity and retrieve features that seem
apparent to the eye in Figure 3.1b, temporal and spatial averaging was performed. Assuming
the noise is randomly distributed, averaging n points should reduce the noise by a factor of
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√n. Here, 60 samples temporally and 7 vertically, 15 minutes and 210 meters respectively,
were used to give n = 420 points that should lead to an improvement in sensitivity of slightly
more than a factor of 20. This improvement is clearly seen in Figure 3.2a with SNR values
calculated for the averaged data for the same day as in Figure 3.1a, with a corresponding
reduction in noise seen in the attenuated backscatter proﬁles in Figure 3.2b. The remaining
noise-dominated measurements are identiﬁed and removed through use of the same SNR
threshold of SNR < 0.4 as used previously, together with the median ﬁlter speckle reduction
removing isolated noise pixels, to give Figure 3.2c. To be on the safe side, in further analysis
a treshold of SNR < 0.5 was used.
3.4 Depth of the boundary layer
The top of the boundary layer is estimated to be at the top of the layer with the highest
backscattering coeﬃcient. Considering the characteristics of typical continental boundary
layers, this height coincides approximately with the top of the mixed layer during day time
and the top of the residual layer during night time (Eresmaa et al., 2006; Mu¨nkel et al.,
2007). The initial evaluation of the data revealed that it is also often possible to detect
layers inside the boundary layer. To get a more detailed insight of the properties of the
BL, a retrieval of the depth of the mixed layer, the residual layer and the nocturnal stable
layer were attempted. In the case of a convective or nearly neutral boundary layer that can
be assumed to be well mixed, and for a previously well-mixed residual layer at night, the
top of the layer is taken where β? has a strong gradient. In case of clouds in the boundary
layer the sub-cloud layer is considered. In a stable layer the vertical mixing is limited, and
the layer extending from the surface upwards with the strongest β?-gradient is assumed to
approximately coincide with the most stable layer.
Automatic methods for detecting the layers from ceilometer data have been attempted
(Di Giuseppe et al., 2012), but so far no reliable fully automatic method is found in the
literature. In this work, three methods for estimating the boundary layer depth, described
below, were chosen. More than one method was utilized to detect layers within the boundary
layer and to increase data coverage. Each of the methods were applied to the data separately,
and then all of them were considered together to get the height of the levels of interest using
a semi-automatic method utilizing surface observations and manual data processing steps.
The end result of the process is a time series of three diﬀerent type of layers associated with
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the boundary layer: the mixed layer in the day time, the residual layer in the night time,
and the stable layer under stable night time conditions.
3.4.1 Modiﬁed gradient method
The ﬁrst attempt to retrieve the depth of the boundary layer from lidar data with an
algorithm, as opposed to subjective visual inspection of the data, was done by Endlich et al.
(1979) using the gradient method. Since the attenuated backscattering coeﬃcient β? is much
larger inside the boundary layer than above it, a strong gradient should signal the top of the
boundary layer. However, in reality the maximum of the locally computed −∂β?/∂z might
not be clear in noisy data, and it may also detect plume layers within the boundary layer
(Steyn et al., 1999).
In the data from Welgegund, the gradient calculated locally between two heights nearly
always showed the maximum of −∂β?/∂z at the lowest height that can be detected (Fig-
ure 3.3). Hence, the method was not found very useful for detecting the full depth of the
boundary layer. However, when the surface layer is stable, caused by an inversion layer
that leads to strong decrease in relative humidity with altitude, a strong vertical gradient
is observed. The extent of a strong vertical gradient can thus be used to approximate the
depth of the stable layer, and the original gradient method was modiﬁed to give the top of
the stable layer at a altitude where −∂β?/∂z meets a threshold value of 1.7×10−9 m−2sr−1.
This value was chosen after evaluating several −∂β?/∂z-proﬁles to be at a level that cannot
anymore be considered a strong β?-gradient representative of a stable layer. The results
obtained with this method for a selection of four days with diﬀerent weather and aerosol
loading conditions are presented in Figure 3.4.
3.4.2 Wavelet method
To overcome the issues with the gradient method, a wavelet covariance transform method
has been successfully applied to lidar data (Brooks, 2003, and references therein). This is
also the method applied on the lidar observations done in Elandsfontein by Korhonen et al.
(2014). The method uses the covariance transform of the Haar function, Wf , calculated as
Wf (a, b) =
1
a
? zt
zb
β?(z)h


z − b
a

 dz (3.3)
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Figure 3.3: Examples of observed −∂β?/∂z -proﬁles from diﬀerent days at diﬀerent times at
night. The threshold for stable layer is shown with a grey line. In all proﬁles the maximum
is found at the level closest to the surface.
where h is the Haar function
h


z − b
a

 =



+1 for b− a2 ≤ z ≤ b
−1 for b ≤ z ≤ b+ a2
0 elsewhere
(3.4)
and z is the altitude, b is the altitude where the Haar function is centred, and a is the spatial
extent of the function. The local maximum of Wf identiﬁes a step in the β? proﬁle, which
can be used to estimate the top of the boundary layer.
When applying the method on the data from Welgegund typically several layers within
and above the boundary layer were detected. To get the desired result, Wf was only consid-
ered for b between 600–4200 meters, only the absolute maximum of Wf was included, and
to prevent the detection of clouds all β? > 2 × 10−6 m−1sr−1 were set to zero. The spatial
extent a was set to 300 meters (10 ceilometer gates). From the methods used the wavelet
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(a)
(b)
(c)
(d)
Figure 3.4: Example of β? and the layers detected with the diﬀerent methods for a clear
and polluted (a), clear and clean (b), cloudy and polluted (c), and rainy (d) day. Rejected
data points are indicated with gray. Observations are from June 18th (2013), November 6th
(2012), May 19th (2013) and January 18th (2013), respectively, and the data is ﬁltered with
a SNR treshold of 0.5.
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ﬁtting was best at detecting the full extent of the BL, either the residual layer at night or
the mixed layer in the day time (Figure 3.4). It might also have the potential to detect
additional layers within the boundary layer by considering multiple local maximums of Wf .
3.4.3 SNR-limited layer
The ﬁnal method used detects the altitude above which there is no clear signal. As already
mentioned, the backscattering is stronger from inside the boundary layer than above it. In
fact, as the power of the ceilometer is much weaker than the power of most research lidars,
and the signal decreases with the distance from the instrument, the SNR was observed to be
mostly below one above the boundary layer except when clouds were present (Figure 3.2).
A simple method was developed where the boundary layer was assumed as the layer where
SNR > 1 for at least 80% of the data points over a distance of 300 meters. The top of the
layer was set to 240 meters (80% of 300 m) above the beginning of the last stretch where
the condition was met.
Similar to the wavelet method, this SNR-limited layer method, hereafter SLL method,
mainly picked up the top of the mixed and residual layers, but also frequently detected the
growth of the mixed layer in the mornings as well as plume layers within the residual layer.
Despite the simple nature of the method it showed rather good performance (Figure 3.4).
3.4.4 Discrimination between convective and stable conditions
To assist in determining the appropriate label for the identﬁed layers, surface observations
were utilized to indicate convective, near neutral, or stable atmopsheric conditions. The
surface layer was considered stable when the Monin Obukhov stability parameter ζ > 0.1
(Section 2.3.2) and unstable or near neutral if ζ < 0.1. The limit was chosen to select only
clearly stable conditions and exclude nearly neutral cases from considerations of the stable
layer. The unstable or neutral day time boundary layer was assumed to be well mixed.
3.4.5 Layer attribution
The full process decision tree, from the raw data to the ﬁnal result, is illustrated in Fig-
ure 3.5. In Figure 3.4 examples of the proﬁles of β and the results of the three methods
described above are presented for four days. After applying the methods on the ceilometer
data individually all resulting data points below 30 and above 4000 meters, as well as at
times when precipitation occured, were rejected. Furthermore, to exclude steps in the noise
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Figure 3.5: The process from high resolution ceilometer data provided by the instrument
to the time series of mixed, residual and stable layers. The light blue boxes illustrate data
processing and the blue circles data sets. The pink boxes refer to sections where the processes
are described.
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detected by the wavelet method, data points with SNR < 0.5 for 300 meters below and
above were discarded. Additionally, erroneous data points and those showing phenomena
not in the interest of this study, such as clouds related to frontal activity and layers with
heavy aerosol loading within the residual layer, were removed manually (all discarded data
are indicated with gray in Figure 3.4). This step was introduced since, despite the eﬀorts
to perfect the algorithms, it was not possible to create results without some eroneous data
points. Furthermore, the aim of the project was not to create an automatic algorithm, so
in this case the amount of manual work was traded for reliability and general applicability
of the method.
(a)
(b)
(c)
Figure 3.6: Illustrating the data points used to calculate the mixed (a), stable (b) and
residual layer (c) on June 18th 2013.
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Once cleaned time series had been produced from the wavelet ﬁtting, SLL and gradient
methods, the appropriate data points for calculating the depth of the residual, stable and
mixed layers were chosen with the aid of time of the day and the stability conditions (Sec-
tion 3.4.4). The data and conditions used for each layer are illustrated in Figure 3.5. At
night, between sunset and sunrise, the residual layer was estimated as the average of the
wavelet and SLL methods (Figure 3.6c). At the same time, if the conditions were clearly
stable (ζ > 0.1), the gradient method was used to estimate the height of the stable layer
(Figure 3.6b). In the morning when the convective well-mixed layer starts to grow, the gra-
dient method follows the growing layer in the ﬁrst one to two hours. The SLL and wavelet
methods were also able to catch the growing convective layer occasionally. As an initial
guess it was assumed that it would take the convective layer about 3 hours after sunrise to
extend through any residual layer from the previous day, and the selection of data points
used to calculate the mixed layer was done manually during this time. As the growth of the
convective layer in the ﬁrst hours after sunrise was challenging for all of the chosen methods,
during this time data points where manually added to increase the amount of data available
for calculating the height of the layer. In case of clouds in the boundary layer the depth of
the sub-cloud layer is estimated by the strong β?-gradient caused by the cloud base (wavelet
method) or the level where the signal attenuates (SLL method), as this is not far from the
cloud base. The height of the mixed layer was calculated as the mean of all data available:
selected data points from the gradient, SLL and wavelet methods as well as manually added
data. After the mixed layer has reached the full extent of the BL, the average of wavelet
and SLL methods were used to calculate the depth of the layer. From the data described,
only those during unstable and near neutral conditions were considered. The data included
for calculating the depth of the mixed layer for one day are shown in Figure 3.6a.
Once the data for calculating the mixed, stable and residual layers were extracted, each
data set was checked to include all and only the appropriate data for the layer in question.
The height of the top of each layer was calculated by averaging all available data. The
resulting value was compared to the data points that were used to calculate it, and if the
diﬀerence between the estimated height of the layer diﬀered more than 50% from any of the
data points used to calculate it, the data was discarded in order to remove values calculated
based on data points that don’t describe the same layer. Finally, from the 15 min data
hourly means were computed to provide the ﬁnal result (Figure 3.7).
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(a)
(b)
(c)
(d)
Figure 3.7: Detected mixed, stable and residual layers for the same days as in Figure 3.4.
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4 | Results
The primary result of the work were the time series of the mixed, stable and residual layer
depths for the period October 2012 – September 2013. First, the frequency at which these
layers were detected is presented, following with the evaluation of the diurnal and annual
variation as well as the eﬀects of conditonal sampling. Lastly, the results are considered in
the context of previous studies. Throughtout this section the seasons are deﬁned so that
summer includes: December, January, February; and winter: June, July, August; while
spring and autumn cover the months inbetween.
4.1 Frequency of observed layers
For the period evaluated, the mixed, stable and residual layers were detected for 21%, 42%
and 33% of the time, respectively; for 66% of the time at least one of the layer types was
observed. The temporal coverage of the ceilometer data was very high, at 95% of the total
studied time period. The frequency at which the diﬀerent layers were detected shows a clear
annual cycle, being highest in the late autumn and winter from May to August (Figure 4.1a).
The longest gap in the analyzed time series (10 days) occured from 28th of December to 8th
of January, which reduces the number of any layers detected during these months further,
but does not change the fact that the frequency of detecing the BL relative to available
ceilometer data is lowest in the summer. This is caused by the frequent rain, cloud, frontal
activity and storms, as in these situations the deﬁnition of the BL is less clear and applying
the method more challenging. The annual cycle in the frequency of the layers observed is
thus a real phenomena, but might be less pronounced than these results suggest.
In addition to monthly variation in the frequency of the detected layers, a very clear
diurnal cycle was present (Figure 4.1b). The frequency of detection was lower during the
daytime than night time, which is partly explained by the higher level of noise caused by
solar radiation (Figure 3.1). The diurnal variation is further enhanced by the nature of
23
(a)
(b)
Figure 4.1: Data coverage for the ceilometer in each month (a), together with the freuquen-
cies at which the mixed, stable and residual layers as well as any layer were detected for
each month (a) and hour of the day (b).
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the method only including near-neutral or unstable cases for the mixed layer, and only
evaluating the mixed and no other layers during the day. Nearly every morning during the
ﬁrst hour after sunrise part of the surface layer was still stable (see for example Figure 3.6).
The occurrence of stable stratiﬁcation during daylight hours on an almost daily basis was
therefore more frequent than the occasional neutral or unstable conditions at night that
would limit the detection of stable layers. Furthermore, the detection of the convective
layer from aerosol gradients alone is diﬃcult during the inital growth of the convective layer
in the morning. The minimum at 7–8 UTC is therefore an attribute of the method and is
not a good indicator of the frequency of the mixed layer at this time. The decrease in the
afternoon is due to the major diﬃculty in applying the well-mixed layer deﬁnition at this
time; when the heating from the surface becomes less eﬀective, there is no more input of
energy into what was the BL. However, higher in the boundary layer the eddies don’t die
instantly and the mixing continues while the eddies slowly dissipate. In this situation the
upper part is disconnected from the surface, but turbulent mixing still occurs above the
surface. Due to the strict quality control applied to the data (Section 3.4.5) any ambiguous
observations have been removed and the data coverage is consequently low in the afternoons.
A stable layer was detected more often than a residual layer, however, at most times both
or neither of the layers were observed. In addition to being lower, there was a larger annual
variation in the frequency at which a residual layer was detected (Figure 4.1a). Furthermore,
there is a slight increase in the frequency of stable layers and a decrease of residual layers
from sunset to sunrise (Figure 4.1b). This can be exlained by the increasing stability during
the night increasing the likelihood for detecting the stable layer. In case of the residual
layer, in the absence of a capping inversion the layer might slowly dissipate over time.
The vertical distribution of the frequency of any layer being detected is presented in
Figure 4.2. The maximum depth was observed in the afternoons when the convective layer
can reach 4000 m. The highest frequencies can be found at night in the lowest 200 meters,
as the observations of the depth of the stable layer were less scattered than the mixed
and residual layer depths. During the growth of the convective layer in the morning the
observations are also condensed, whereas later in the day the BL depth is more scattered
with highest frequencies at 1–2 kilometers altitude. The residual layer is frequently detected
between 1–3 km, and extends rarely above 3 km.
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Figure 4.2: The vertical distribution of the frequency at which any of the layer types was
detected at each time of the day.
4.2 Seasonal variations
To evaluate the typical diurnal evolution of the BL in each season, the seasonal mean, median
and standard deviation of the detected layers are presented in Figure 4.3. The results show
a clear diurnal cycle, exhibiting a text book example of continental BL behaviour with the
mixed layer rapidly growing in the morning before ﬂattening out during the day, and at
night a shallow stable layer, topped with a residual layer which is as high as the mixed
layer when the sun sets and shrinks when the night goes by. Furthermore, the monthly
mean, median, as well as 25 and 75 percentiles of the daily maximum depth of the mixed
and stable layers are presented in Figure 4.4. For the daily maximum mixed layer only
obervations after 13 UTC were considered, as the maximum is unlikely to occur before this
time and data from days with partial coverage ought to be exluded as the values might not
be representative.
In winter and spring the average growth rate of the convective layer is slower during
the ﬁrst hour and then accelerates, while in summer and autumn the growth rate is more
even (Figure 4.3). This is due to stable layers with strong stratiﬁcation, slowing down the
growth of the convective layer, occurring less frequently in summer (Figure 4.1a), and in
being shallower in autumn (Figure 4.4). The average mixed layer depth reaches highest in
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(a) (b)
(c) (d)
Figure 4.3: Mean ± standard deviation for each of the detected layers in diﬀerent seasons.
The median is shown with a thin line, and the time span during which the sun was rising
and setting during the season is shaded.
summer (2.3 km) and lowest in winter (1.9 km). However, the maximum average value from
each season ﬁts into the standard deviation of all the other seasons, illustrating a higher
day-to-day variation than seasonal variation. The strange behaviour of the mixed layer
depth just before sunset in the summer is caused by the diﬃculties of deﬁning the BL at
this time of the day (see Section 4.1 for details) combined with the season being the most
challenging for applying the methods. The means and medians of the daily maximum mixed
layer depth vary from month to month but overall the annual cycle is weak (Figure 4.4). A
clear diﬀerence in the seasons can be found in the spread of the observed values, which is
much larger in summer than in winter.
The average depth of the stable layer varied from 93 to 150 meters and did not show
a clear trend during the night or between the seasons except for being slightly lower in
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Figure 4.4: Monthly mean, median, and 25 and 75 percentails of maximum daily mixed
layer and nightly stable layer depth. For the daily maximum mixed layer only obervations
after 13 UTC are included, and the number of data points covered each month are shown.
the autumn when also the variability in its depth, judging by the standard deviation, was
the lowest. Also, the nightly maximum depth does not show any other seasonal variation
than the lower mean and range of values from April to June (Figure 4.4). The median was
consistently below the mean (Figures 4.3 and 4.4), suggesting that the typical stable layer
depth was quite low, but occasional deeper layers occured. Figure 4.4 furthermore shows
that the median of the maximum nightly stable layer was close to the 25th percentile and
hence a clearly skewed distribution of the observed values, which might be a result of the
cut-oﬀ height caused by the limited vertical resolution of the ceilometer.
28
Figure 4.5: Correlation between the median residual layer depth with the previous days
maximum mixed layer depth. For the daily maximum mixed layer only obervations after
13 UTC are included.
The average altitude to which the residual layer reaches followed the seasonal charac-
teristics of the daily maximum, rather than the average, with the mixed layer depth being
both highest and most variable in the summer and lowest in the winter (Figure 4.3 and
4.4). Interestingly, in every season the maximum of the mean residual layer top was higher
than that of the mixed layer, which could be explained by the ﬂattening of the shape of the
mean mixed layer depth by the maximum occurring at diﬀerent times each day. However,
although the extent of the residual layer followed neatly the maximum depth of the mixed
layer when the average conditions were evaluated (Figures 4.3 and 4.4), there is no correla-
tion in a daily sense between the nightly median of the residual layer and the previous days
maximum mixed layer depth (Figure 4.5). This indicates that other processes also control
the depth of the residual layer, or that large spatial variations in the depth of the mixed
layer with the observed residual layer advected over the site during the night was created
by a mixed layer that diﬀered clearly from the one observed at the site during the previous
day.
The frequencies of the detected layers show June and July as one extreme and Decem-
ber and January as the other extreme, with the months inbetween as the transition from
one extreme to the other (Figure 4.1a). Hence, even though the maximum depth of the
stable layer (Figures 4.4) distinguishes April, May and June from the other months, the
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chosen deﬁnition for the seasons is justiﬁed. An alternative would be splitting the year into
two seasons, dry and wet, althoug this might hide the minimum in the stable layer depth
occurring in the autumn.
4.3 Eﬀects of conditional sampling
In many studies using ceilometer or lidar for detecting the BL depth, only clear sky con-
ditions were considered (e.g. Korhonen et al., 2014; van der Kamp and McKendry, 2010).
Some studies also present merely case studies from a couple of days when the conditions
were optimal for the applied method. While it might be useful for developing the method,
this kind of conditional sampling of data can potentially create a bias in the results. To
evaluate the eﬀets on the data used in this study, the days were classiﬁed in ﬁve categories
(summerized in Table 4.1 ). Firstly, days with and without any liquid water layers (for which
β? > 10−5 m−1sr−1) present in the air were separated. Furthermore, the days without any
liquid water layers were split between those (nearly) ideal to detect the BL depth (Ia) and
those where it was poorly deﬁned (Ib). The remaining days were separated between those
with and without precipitation. The cloudy days (those with liquid water layers in the air
but no precipitation) were furthermore classiﬁed as almost ideal (IIa) and poor (IIb) for the
method. Their monthly distribution is presented in Figure 4.6.
Table 4.1: Summary of the criteria used to create the data sets.
I Non-Cloudy II Cloudy III Precipitationalways β? < 10−5 m−1sr−1 β? > 10−5 m−1sr−1 & no precipitation
Precipitation observed
Ia Ideal Ib Poor IIa Almost Ideal IIb Poor
The number of days in each category varies strongly from season to season, and the
distribution follows closely the frequency at which the layers were detected (Figure 4.1a),
supporting the observation that the detected frequency results from both the weather con-
ditions (large fraction of rainy days in the summer) and the applicability of the method (the
local minimum of the frequency of mixed and residual layers in April coincides with the
large number of class Ib days in this month).
Figure 4.7 presents the diurnal mean of each data set, the mean of well (Ia, IIa) and
poorly (Ib, IIb, III) deﬁned days, as well as the mean for all sunny (Ia, Ib), cloudy (IIa, IIb)
and rainy days (III). Because the number of days in diﬀerent data sets was not the same
(Figure 4.6), it should be noted that the mean of all data is inﬂuenced strongest by the
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Figure 4.6: Number of days in each category for each month.
data set with the largest number of observations. This is a combination of how many days
there are in the category and the amount of data that can be covered from that time period.
However, the categories with the largest number of days (IIb, III and IIa) are those with
lowest data coverage, leading to a less uneven distribution of observations than the number
of days in each category would suggest (Figure 4.8).
Comparing the mean diurnal cycle of each data set showed the mixed and residual
layer depths from Ia and Ib (sunny days) to be slightly lower compared to the other three
(Figure 4.7a). This behaviour is enhanced in Figure 4.7b that shows a consistent diﬀerence
between the sunny and cloudy days for both mixed and residual layers. In the case of
the cloud free (Ia and Ib) and rainy days (III) there are several months whithout any
corresponding days, and as such the mean of these data sets exhibits seasonal characteristics.
It is therefore impossible to deﬁne the potential bias that is caused by conditional sampling
alone, as there is not enough data for a reliable comparison to be done on a seasonal level.
However, it is clear that if some seasons are strongly over- or undersampled, the annual
mean will be biased.
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(a)
(b)
(c)
Figure 4.7: Mean diurnal cycle for diﬀerent combinations of data sets. See Table 4.1 for the
crieteria used to devide the observations in the catogories.
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Figure 4.8: Distribution of the frequency at which the diﬀerent layers are observed in each
data set (deﬁned in Table 4.1).
That there is no clear discrepancy between the mean mixed layer depth of the clean and
polluted days (Ia vs. Ib, and IIa vs. IIb, see Figures 4.7a and 4.7c) is to be expected. The
diﬀerence between these days lies in the diﬀerent amount of aerosol concentration in the
BL, and the tracer itself does not modify the properties of the BL on a daily timescale. The
possibility exists that for the very clean days in classes Ib and IIb the depth of the layers
could be underestimated as the signal is weak and the accuracy of the height for the top of
the layer is low. Such data was aimed to be removed so that the observations included in the
analysis would be reliable (Section 3.4.5), and the average depth of the mixed layer does not
suggest that such problem would be present (Figure 4.7c). Diﬀerent types of airmasses that
diﬀer from each other in concentration of particles, and thus also in origin, were observed
at the station. This can lead to variations in the observed BL depth, and might explain the
lower average residual layer for the good days compared to the poor ones.
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(a) (b)
Figure 4.9: Distribution of daily maximum convective layer depth observed in Elandsfontein
in 2010 (a, from Korhonen et al. (2014) Figure 6a) and in Welgegund in 2012-2013 (b).
4.4 The results in the context of previous studies
The observations done by Korhonen et al. (2014) provide the most relevant reference for
the results in this work. Korhonen and co-workers present one year of lidar observations
carried out in Elandsfontein, approximately 150 km east of Johannesburg (Figure 2.1), in
2010. The data was analyzed using the wavelet method described in Section 3.4.2. The
frequency at which the BL was detected had a annual variation very similar to what was
observed in Welgegund (Korhonen et al. 2014, Figure 3; Figure 4.1a), but with notably
lower overall data coverage. The monthly averages of mean daily maximum convective layer
depth (Korhonen et al., 2014, Figure 5) showed an anual variation similar to that observed
in Welgegund (Figure 4.4), with lower values in the summer and higher in the winter. In
Elandsfontein the maximum occured in October, while in Welgegund it was in November.
The distribution of the daily maximum values was narrower and centered slightly lower in
Elandsfontein (Figure 4.9). While there are diﬀerences between the results they are not
conﬂicting each other; the locations are approximately 250 km apart and the possibility of
large year to year variations cannot be excluded as they have not yet been quantiﬁed in any
studies.
Tyson et al. (1976) and Preston-Whyte et al. (1977) studied inversion layers using ra-
diosoundings from nine stations across southern Africa carried out once a day (0700 UTC)
for two years (1961–62), and twice a day (0130 and 1330 UTC) for four years (1969–72).
Comparing the stable layers observed from 0100 UTC to 0200 UTC in Welgegund with the
surface inversions reported for the region by Tyson et al. (1976), the stable layers were more
frequent but shallower than the surface inversions (Figures 4.1b and 4.3; Tyson et al. 1976,
Figures 1 and 2). A similar annual cycle was observed in the frequency (Figure 4.1a; Tyson
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et al., 1976, Figure 1) but not in the depth of the stable layer (Figure 4.3; Tyson et al. 1976,
Figure 2). The seasonal maximum depths of the surface inversions observed in Pretoria, the
sounding station closest to Welgegund, were much higher than the maximum stable layers
observed, both at night (0100-0200 UTC) and early in the morning (0700 UTC), and also
exhibit a diﬀerent seasonal variation (Figure 4.4; Tyson et al., 1976, Table 3). However,
the comparison of seasonal maximum observations is extremely sensitive to a single high
observation. The diﬀerences in the results can also be caused in the signiﬁcantly diﬀerent
methods used, as Tyson et al. (1976) used radiosoundings that provide only a snapshot of
the atmosphere at a speciﬁc time, while in this study average conditions were evaluated.
Furthermore, the observations were not made at the site but across the subcontinent. In
addition, changes in climatological mean conditions cannot be excluded as the observations
were carried out more than 40 years apart.
Preston-Whyte et al. (1977) studied the altitude of the ﬁrst elevated inversion layer,
which acts as a limiting factor for the growth of the BL but should not be directly compared
with its depth. As would be expected, the average altitude of the base of the ﬁrst inversion
layer at 1330 UTC was higher than the mean of the mixed layer depth at the same time both
in summer and winter (Figure 4.3; Preston-Whyte et al., 1977, Figure 2). The monthly mean
altitude of the base of the inversion observed in Pretoria showed a similar annual cycle as the
mixed layer depth observed in Welgegund, but was also consistently higher (Preston-Whyte
et al., 1977, Table 5).
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5 | Discussion
5.1 Considerations about the method
The method presented in this work combines the data from both the ceilometer and the eddy
covariance system for detecting the mixed, stable and residual layers. The atmospheric sta-
bility conditions estimated from eddy covariance were used to guide the selection criteria
for the observations made with the ceilometer, and as such, the observations of the ceilome-
ter were not changed by this data. The result can therefore be considered more reliable
in representing the structure it is assumed to represent, than it would be if no additional
guidance would be used for interpreting the layer(s) detected by the automatic algorithms
(Section 3.4). The strict criteria allows more detailed studies on BL processes, some pos-
sibilities for which are discussed in Section 5.4. The downside for the approach lies in the
more limited data coverage (Section 4.1).
The evaluated backscattering proﬁles observed by the ceilometer describe the amount
of particles and their vertical distribution. The most important limitation to the method
lies in the need of having enough particles to observe to be present in the BL, nevertheless,
the frequent occurrence of polluted airmasses at the site (Section 2.2) make applying the
method possible. For unravelling the BL structure it is assumed that the parts of the
proﬁle with fairly even backscattering represent layers that are well mixed, with gradients
in backscatter suggesting limited mixing at that altitude and representative of stable layers
or steps between decoupled layers. Therefore, only indirect information on the thermal
structure of the atmosphere is obtained, and it is not possible or even necessary to consider
detailed deﬁnitions such as including or excluding the entrainment zone from the depth of the
mixed layer. The level of accuracy of the observation furthermore makes such distinctions
impossible. However the focus in this work is not in the theoretical understanding of the
boundary layer structure to the ﬁnest detail, but rather to estimate the mixing properties
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which dictate how air pollutants are dilluted in the BL and transported away from the
source. The method therefore serves the purpose well, as the extent or lack of mixing of
aerosols is used to estimate the mixing properties. A large localized particle source, such
as stack from a power plant, would invalidate the method as it would create gradients in
backscattering that are not related to the mixing properties, but luckily none is present in
the vicinity of the station.
Signiﬁcantly stronger backscattering is caused by water droplets (either rain drops or
cloud droplets) than aerosol particles. In the case of boundary layer clouds, the sub-cloud
layer was considered for the mixed and residual layers. This adds to the fraction of time
when the BL depth could be evaluated, as a cloud base provides such a strong signal even on
days when there is not enough aerosol present to otherwise estimate the BL depth. However,
it is not always trivial to distinguish which clouds are in the BL and which are above it.
The extent of the aerosol layer gives guidance, but the issue arises especially for the clean
days. This problem can be accepted as otherwise any cases with clouds potentially near the
boundary layer would need to be excluded.
In addition to the need for a high enough particle concentration, the biggest challenges
for the observations are caused by rain, storms and frontal activity, which inhibit the use
of almost any method. In many of these cases the boundary layer is not clearly deﬁned
theoretically, and studying the eﬀects of e.g. diﬀerent kind of fronts on the BL is a wide
topic in its own. This is therefore not a limitation of the particular method used, but a
challenge faced by everyone attempting to study the BL structure.
In the case of the stable layer, only considered in the night when conditions are known
to be potentially stable in this region, the strong gradient in the backscattering was used to
deﬁne the layer. Most of the time the gradient decreases very sharply (Figure 3.3), leading to
the choice of using a threshold value as it is straight forward and the sensitivity to the exact
value of the threshold seems to be low. However, the sensitivity of the results to the threshold
value could be properly tested, and the justiﬁcation of a constant threshold evaluted. Since
the stable layer is shallow, on average below 200 meters (Figures 4.3), the vertical resolution
of 30 meters becomes a limiting factor for the accuracy of the results. Furthermore, the
lowest height where the gradient is observed is between 30 and 60 meters above ground,
making it impossible to detect any layers lower than this. Considering all these limitations
for the method detecting the stable layer the results should not be interpreted quantitatively
but rather qualitatively, as in there is a stable present and the layer top maybe lower than
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observed. While this is a limitation for the usability of the results, the attempt is valuable
as observations of the stable layer in southern Africa are very rare.
The sensitivity of the results for the treshold values used were not extensevely tested
due to the manual data processing steps (Section 3.4.5) which render such studies laborous.
The high frequency of stable layers detected does not suggest that the limit used for stable
conditions (ζ > 0.1) would be too conservative. The observed distribution of the maximum
daily mixed layer depth (Figure 4.9b) does not suggest that excluding observations above
4 km (Section 3.4.5) would lead to many undetected mixed layer tops. For further developing
the method several local maximums of the wavelet covariance transform (Section 3.4.2)
could be utilized. However, this would increase the complexity of the process and additional
information of the BL structure would be needed to correctly identify the observed layers;
according to Haeﬀelin et al. (2012) layer attribution is the largest source of uncertainty.
The strength of the ceilometer is in its easy maintanance, particularly valuable in Africa
where the research infrastructure is limited, which leads to high data coverage. As the
method for detecting the diﬀerent layers does not work in all circumstances, the observations
ought to be as extensive as possible. The value of this quality should not be underestimated,
as the results presented here show a higher temporal coverage of BL layer depth observations
in South Africa than in any other study published to date.
The method applied in this work produced results that do not conﬂict with pre-existing
knowledge of the BL in southern Africa (Section 4.4), and can be argued to provide reliable
results in spite of any potential limitations. Considering the requirements for the method
chosen – level of aerosol loading, lack of local sources, and low level of precipitation – the
Welgegund site is nearly ideal. The possibility of coupling the eddy covariance data with
the ceilometer is another clear advantage of the site. The method can also be implemented
at other sites with consideration of the local conditions, as the diurnal cycle is built-in in
the method. A further modiﬁcation could be done to evaluate the stable layer under stable
conditions and a mixed layer at other times, regardless of the time of the day, which would
widen the possibilities for the use of this method.
5.2 Seasonal variations in the diurnal cycle
The results show only a moderate seasonal variation, with a larger day to day variation
within each season, and it is the amount of daily variability that shows the strongest annual
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cycle for each the layers studied (Section 4.2). In addition to large temporal variations, the
lack of correlation between the residual layer depth and the maximum mixed layer depth of
the previous day (Section 4.2) may indicate a large spatial variation in the daily maximum
depth of the mixed layer. Consequently, mean conditions, such as an average over the month,
season or year, are mostly a poor guess for any particular day and reliable observations of
BL depth are hence needed for model evaluation. On the other hand, depending on the
research question considered, it might not be necessary to evaluate the seasons separately
and the statistical properties of the entire data set can be analyzed together.
The lack of strong annual variation in the characteristics of the layers is not surprising as
the seasonal variation of quantities such as solar radiation and temperature are also modest
in the subtropics. The factors deﬁning the daily conditions could be a combination of the
energy balance at the surface (namely the sensible heat ﬂux providing energy for convection,
and the cooling of the air close to the surface at night causing stable stratiﬁcation, which are
further controlled by cloudiness and the thermal properties of the ground), divergence and
convergence of synoptic-scale low and high pressure systems, and the large scale subsidence
increasing the stability in the troposphere. The atmospheric thermodynamic proﬁle set up
over the previous day may also inpact the day-to-day BL evolution (Section 4.2). Quantifying
the eﬀect of the diﬀerent factors in play would be needed to deﬁne their relative importance,
and to estimate how well the BL depth can be estimated from local conditions and to which
scale do the diﬀerent phenomena need to be considered.
The uneven distribution of observations increases the challenge of interpreting the results.
While the number of observations in each season is diﬀerent (Secion 4.1), the strict quality
control ensures equal reliability of the results. However, the statistical signiﬃcance of the
results may vary.
5.3 Potential bias caused by conditional sampling
The potential of bias being caused in the results by only using observations under certain
weather conditions was evaluated by deviding the observations into ﬁve data sets. The
division was based on any cloud or rain being present during that day (Section 4.3), which
led to some mostly clear-sky days be classiﬁed as IIa or IIb. The approach was chosen for
simplicity, as the line needs to be drawn somewhere, and because not only instant conditions
dictate the success of the method: for example fronts passing the station complicate the
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situation at upper levels before any rain is observed at the surface. However, the frequency
of observations from the diﬀerent data sets had such a strong annual cycle that it was
not possible to exclude the eﬀects of seasonal characteristics, however modest, in evaluting
the diﬀerences between the observations from each data set. The amount of data was not
suﬃcient for a meaningful seasonal evaluation, and a longer times series would be required
for a reliable analysis.
The results do show that methods being able to include data from cloudy conditions
are necessary, as only including clear-sky conditions would render the winter months being
oversampled and summer months undersampled, leading to an oﬀset in the annual mean.
When it comes to including only clear-sky conditions at other sites, based on this work the
advice would be to consider the representativeness of the observations. If each season and
time of the day are not equally cloudy or sunny, there is an obvious potential for bias to
be introduced in the results. Otherwise, further testing is recommended at the given site to
provide guidance for a suitable approach.
It should be noted that some selection criteria, such as the possibility of detecting any
layers provided by having enough backscattering material, are hard wired in the method
and cannot be avoided. Common, convenient and unavoidable may support the use of
such methods, but do not remove the necessity of estimating the eﬀect on the results to give
guidance to which extent the results can be generalized. Based on the analysis in Section 4.3,
the amount of aerosols did not cause bias in the results presented in this work. In the case
of removing time periods with rain and passing fronts, the conditional sampling is justiﬁed
by excluding these conditions from the research question. It should be kept in mind that no
knowledge of the BL processes during these times has been obtained.
5.4 Implications of the BL structure
It has been mentioned that the mixing properties and the depth of the BL are important
factors for air quality. As an example of the role that boundary layer dynamics can play
in the particle concentration observed at the surface, a case when observations indicated a
residual layer plume being mixed into the convective layer is presented.
In the morning of the 12th of June, 2013, the convective layer starts growing soon after
sunrise (Figure 5.1a). While it grows, air from above is mixed into the layer, ﬁrst from the
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(a)
(b)
(c)
Figure 5.1: The ceilometer observations with the detected layers (a) give guidance to un-
derstanding the particle number concentration, presented for the entire size distribution (b)
and some selected sizes (c) during 12th of June, 2013.
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residual layer and later from the free troposphere. If the particle concentration of the air
being mixed into the convective layer is very diﬀerent from that inside the layer, it has a
potential of changing the concentration of the entire mixed layer. The number concentration
measured increases rapidly at 8 o’clock, at which time the convective layer starts growing
(Figure 5.1). By 12 o’clock the concentration has decreased again, as the convective layer has
reached the free troposphere. The same behaviour is observed for diﬀerent sized particles,
most notably for those in the accumulation mode. For the smallest particles, no change is
visible at that time, only later the concentration increases rapidly due to the new particle
formation event (Kulmala and Kerminen, 2008; Kulmala et al., 2004, 2013). The mode
being at around 100 nm implies that the observed plume was aged, possibly transported
from the urban or industrial areas in the East of the station (Figure 2.1). Coincident in-situ
trace gas concentrations could be investigated to further identify the air mass origin.
The need for including the detailed structure of the BL (stable and residual layers at
night, and the mixed layer growth especially during the ﬁrst few hours of the day) in order
to explain the changes in particle concentration is evident in the case presented. Further
studies should be done to evaluate the frequency that the material in elevated plumes returns
to the surface. Furthermore, the possibility that emissions from a high stack released to
the residual layer may travel signiﬃcantly before being mixed to the surface and exposing
the population to the emissions should be evaluated. The potential of using the surface
observations to study the properties of the plumes could also be investigated.
5.5 Future work
Hirsikko et al. (2013) studied multiple new particle formation events occuring in one day, and
speculated that the phenomena could be explained by the dilution caused by the growing
BL some time after the ﬁrst new particles have formed. In adition to the plumes in the
residual layer being mixed to the surface, mentioned in the previous section, this hypothesis
provides a second example of interesting studies that would beneﬁt greatly from the data
set produced in this work.
For other future studies, the method presented could be performed on a longer time
series to provide a better understanding of the annual cycle and year to year variations.
This would also help quantify the representativenes of the climatological conditions of the
results in this work, and give guidance on how these results can be extrapolated. Since
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the weak power of the ceilometer limits the observations at certain times, measurements
using more powerful instruments would be beneﬁcial. As long time series are scarce in the
southern hemisphere, it is also strongly recommended that measurements at Welgegund are
continued and other similar initiatives started.
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6 | Conclusions
A semi-automatic method for detecting the mixed layer top during the day time and the
stable and residual layers during night time was presented. The method used a ceilometer
in combination with an eddy covariance system and was shown to work well, with some
limitations, providing notably high data coverage that can be attributed to the high relia-
bility of the ceilometer and the ability of the method to also function in cloudy conditions.
Challenging weather conditions and very clean air masses, which lead to weak backsattering
signal, were the main causes for the method to fail. In the case of the stable layer, the
vertical resolution of the ceilometer is not adequate and the results should be considered
qualitatively rather than quantitatively.
The BL depth in this sub-tropical location showed a clear diurnal cycle with large day
to day variations in both mean and maximum daily depth, but only a modest or almost
non-existant seasonal cycle. Only the variability in the maximum daily mixed layer depth
showed notable seasonality as some very deep convective layers are observed in the Summer.
While the seasonal variation in mean conditions is modest, each day is far from identical to
each other and the day to day variation was profound. For studies requiring an estimate of
the BL depth direct or indirect observation or simulation of the BL depth should be aimed
for, and the use of mean conditions should be avoided in southern Africa.
The frequency of layer detection exhibited a strong seasonal cycle, both due to atmo-
spheric conditions and limitations of the method. The attempt to quantify the potential
bias in the results by considering data from days with diﬀerent conditions, both in weather
and ease of BL detection for the method, was not very successful. However, the result un-
derlined the need for representative sampling of all conditions that are included in the study.
Furthermore, it provided an useful tool for explaining the observed results as it quantiﬁed
the potential eﬀects that atmospheric conditions could have on the observations. The results
did not suggest bias due to only including data with lots of aerosols present.
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The characteristics of the residual layers turned out to be some of the most interesting
in this study. The two dimensional observations done by the ceilometer (in the vertical and
time) was not able to fully explain the height of the residual layer top, and observations
with better spatial coverage could be considered. The plumes transported in the residual
layer and being mixed down to the surface in the mornings, as was presented for one case,
should be studied in detail.
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