Parkkeerausten määrän ennustaminen tunneittain kausittaisesta datasta by Klemets, Kristian
Aalto University 
School of Science 
Master's Programme in Computer, Communication and Information Sciences 
 
Kristian Klemets 
 
Forecasting Hourly Parking Occupancy with 
Multiple Seasonalities 
 
Master’s Thesis 
Espoo, June 8, 2020 
 
Supervisor: Professor Alexander Jung 
Thesis advisor(s): Roope Tervo, M.Sc. 
 
 Aalto University 
School of Science 
Master's Programme in Computer, Communication and        ABSTRACT OF 
Information Sciences                MASTER´S THESIS 
Author: 
Kristian Klemets 
Title: 
Forecasting Hourly Parking Occupancy with Multiple Seasonalities 
Date: 
June 8, 2020 
Pages: 
60 
Major: 
Computer Science 
Code: 
SCI3042 
Supervisor: 
Professor Alexander Jung 
Advisor: 
Roope Tervo, M.Sc. 
Forecasting parking occupancy in city areas has become increasingly important to give the 
city and drivers a way to predict the available parking spaces. The city can use this information 
for planning and the drivers can predict where to park their car and avoiding the need of 
searching for a parking space. 
In this paper we introduce various prediction models for forecasting parking occupancy on an 
hourly level and compare their forecasting performance with a dataset of parking instances. 
The tested models include linear regression, gradient boosting, SARIMAX, TBATS, 
Facebook Prophet, and two neural network classes: long short-term memory and gated 
recurrent unit. 
The experimental model results were compared against each other, and the evaluated results 
suggest that gradient boosting is the best performing model for our dataset. The results are 
evaluated both in the error metrics and training times of the models. 
Keywords: 
Machine learning, time series, gradient boosting, FBProphet, TBATS, neural networks, long 
short-term memory, gated recurrent unit, parking prediction 
Language: 
English 
 Aalto-yliopisto 
Perustieteiden korkeakoulu           DIPLOMITYÖN 
Tieto-, tietoliikenne- ja informaatiotekniikan maisteriohjelma        TIIVISTELMÄ 
Tekijä: 
Kristian Klemets 
Työn nimi: 
Parkkeerausten määrän ennustaminen tunneittain kausittaisesta datasta 
Päiväys: 
8. kesäkuuta 2020 
Sivumäärä: 
60 
Pääaine: 
Tietotekniikka 
Koodi: 
SCI3042 
Valvoja: 
Professori Alexander Jung 
Ohjaaja: 
Diplomi-insinööri Roope Tervo 
Parkkipaikkojen käyttöasteen ennustaminen kaupunkialueilla on tullut yhä tärkeämmäksi, 
jotta kaupungilla ja kuljettajilla on tapa ennakoida vapaana olevia pysäköintipaikkoja. 
Kaupunki voi käyttää ennusteita liikenteen suunnitteluun ja kuljettajat voivat ennakoida, 
mihin pysäköidä autonsa ja välttää pysäköintipaikan etsimisen tuomia haittapuolia, kuten 
bensan- ja ajankulutusta. 
Tässä työssä esittelemme erilaisia ennustemalleja pysäköintien käyttöasteen ennustamiseksi 
tunnin välein ja vertaamme niiden ennustekykyä pysäköintitapahtuma tietoaineistoa käyttäen. 
Testattuihin malleihin sisältyvät lineaarinen regressio, gradient boosting, SARIMAX, 
TBATS, Facebook Prophet sekä kaksi neuroverkkoluokkaa: long short-term memory ja gated 
recurrent unit. 
Mallien alustavat tulokset viittaavat siihen, että gradient boosting antaa parhaat tulokset työn 
aineistoa käytettäessä. Mallien vertailun perusteena käytettiin sekä suorituskykyä, että 
koulutusaikoja. 
Avainsanat: 
Koneoppiminen, aikasarjat, neuroverkot, parkkeerausten ennustus 
Kieli: 
Englanti 
 4 
 
Acknowledgements 
I wish to thank a few individuals that helped me throughout this project: Thank you, Alexander 
Jung, for supervising my thesis and hosting group meetings with interesting topics, where we 
could also seek for advice. Thank you, Mikko Kivistö and Jaakko Partanen, for helping and 
making this project possible. Thank you, Aslan Venejoki, for suggesting the topic and helping 
with the planning of the project. Thank you, Tuomas Suutari, for help with planning and 
reviewing the work. Thank you, Roope Tervo, for working as the thesis instructor. Huge help 
with the planning, structuring, and proof reading of both the implementation and the written 
work. 
I want to thank Anders Innovations and City of Helsinki for giving me this opportunity to 
research an interesting topic and providing resources for the experiments and research. 
 
Espoo, June 8, 2020 
Kristian Klemets 
  
 5 
 
Abbreviations and Acronyms 
ARMA Autoregressive moving average 
ARIMA Autoregressive integrated moving average 
SARIMA Seasonal autoregressive integrated moving average 
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1. Introduction 
The number of cars in cities is increasing constantly and this introduces a problem of depleting 
parking spaces. A lot of the traffic in cities, 30% by some estimations, is caused by cars that are 
searching for parking spaces [1]. Drivers might even cause safety hazards by getting distracted 
or not paying attention to the traffic around them when searching for an open parking spot. Also, 
extra fuel is consumed if the parking spot is not found in a reasonable time. 
Cities often have parking monitoring systems in place which is used to control the parking space 
usage throughout the city. The monitoring systems include parking meters on streets, parking 
halls and private parking operators. Data generated from the monitoring systems can be gathered 
to a centralized database with the location and timestamps included for data processing use. 
With all this groundwork in place, we can use the data to infer the parking occupancy of different 
parking areas around the city. From the parking occupancy data, we can infer parking habits and 
it can be used to plan out the parking infrastructure to better meet the need of the users, the 
drivers. We can also extract a time series from the gathered parking data to create future 
predictions for parking occupancy. All the gathered data can be used to help in future planning 
of traffic and parking monitoring. 
This work is based on a customer project for the city of Helsinki. They had a large dataset of 
parking data from different traffic operators that could be used for learning parking patterns 
based on location and time. They wanted to be able to predict the parking behavior of drivers 
for a week in advance. The goal of this paper is to create a prediction model for forecasting the 
parking space availability by parking locations on an hourly basis. As the (prototype) product 
we provided a prediction of parking space availability around Helsinki city. In practice we 
developed an API that provides an hourly forecast of available parking spaces by regions. The 
availability is indicated by a percentage or number that can be visualized as a heat map for 
example. 
Existing work in the field utilize pre-installed sensors and on-vehicle approaches specialized for 
the purpose of parking prediction. This approach somewhat differs from our approach since the 
data we use is gathered as part of the existing parking monitoring system from different parking 
operators. This data is then re-utilized to fit the purpose of parking predictions. Our application 
can be implemented without any extra resources if a city has similar parking monitoring systems 
in place and the data from different sources are gathered to a central database. 
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1.1. Basics of Machine Learning 
Machine learning problems can roughly be divided into supervised and unsupervised methods. 
In this paper we focus on the supervised problems. 
In supervised machine learning, the data has two parts: features and labels. Features consist of 
measurements that describe a data point. In general, features can be easily measured or 
computed automatically from the data. Feature space 𝜒𝜒 is the set of all possible values a feature 
vector can have. Labels are properties of the data of interest. On the contrary to features, labels 
cannot be easily measured or computed automatically. Constructing a label set usually requires 
manual work of domain experts. The range of all possible values a label can take is called the 
label space Υ. [2] 
In machine learning systems, it can be assumed that data labels are related to features by some 
unknown process y = f(x), where y is the target and x is the feature vector. The objective of 
supervised machine learning is to create a hypothesis map h: 𝜒𝜒 → Υ that maps the feature vector 
to a predicted label 𝑦𝑦 = ℎ(𝑥𝑥), so that the true signal of the process f(x) is approximated as 
closely as possible. The approximation is done by using an error measure, L((x, y), h), called 
the loss function. In modern machine learning problems, the challenge often comes from the 
high dimensionality of the data. Moreover, highly non-linear predictors are used in many 
machine learning methods that are computationally demanding to fit to the given data points. 
[2] 
In order to make predictions for new data, a hypothesis must be learned from existing training 
data. This hypothesis is part of a hypothesis space, that is limited to a set of parameters, also 
called a model. The goal of training the model is to find an optimal set of parameters, or in other 
words, optimizing the hypothesis. However, first the training data needs to be split into training, 
validation, and test sets. Parameters 𝜃𝜃 of the model ℎ(𝑥𝑥;𝜃𝜃) can be estimated using the training 
set. Additionally, some models have supplementary hyperparameters that must be set manually 
before training the model. In order to optimize the hyperparameters of the model, validation set 
can be used. Test set is used for measuring the performance of the model after the training has 
been done. The division of training, validation and test sets is usually 50% / 25% / 25% of the 
training data, respectively. 
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1.1.1. Time Series Forecasting 
A dataset D that contains historical measurements xt that are observed at time intervals t is called 
a time series [3]. Time series are used for multiple purposes in science and different industries. 
Applications include forecasting of weather, financial statements and electricity consumption. 
[4] 
The measurements in a time series may be continuous or measured at discrete times throughout 
the entire time index. These time series are called continuous and discrete time series, 
respectively. In this paper we focus on the discrete time series. A discrete time series is often 
sampled at equal intervals to have consistency in the data. 
Before modeling and forecasting a time series, it is important to analyze the data first to find 
distinct properties of the data that might be important in the modeling process. First it is 
recommended to do some preliminary work to clean the data from distinct errors and outliers. 
After cleaning the data, we can recognize certain components by taking a decomposition of the 
data. Example of a decomposition is plotted in Figure 1.1.1. These components include trend 
and seasonal variation of the time series. In the data, trend can be observed as a steady upward 
growth or downward decline in the time series. Seasonal variation appears as measured values 
correlating to each other every 𝑡𝑡 steps, where 𝑡𝑡 is for example a week or a year. Correlation 
between successive measurements in a time series is often called autocorrelation. It can be used 
to spot the correlations in a time series with various lags. Lag is essentially a delay in time series. 
For example, autocorrelation at lag 𝑡𝑡 is the correlation between values that are t periods apart 
from each other. The residual plot in Figure 1.1.1 shows how the time series behaves after 
removing the trend and seasonality from the original time series data. [5] 
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Figure 1.1.1: Example plot of time series decomposition. 
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1.2. Thesis Structure 
Chapter 2 examines past scientific approaches on similar problems that is described in this 
paper. Chapter 3 takes a closer look on how the dataset is structured and analyzes the form of 
the data. Chapter 4 analyzes the theory behind the methods that are later used in this paper to 
create the predictions on the parking dataset. Chapter 5 shows the process of implementing the 
chosen prediction models and creating the experiments for them. Chapter 6 states the resulting 
metrics obtained from the experiments and supplements them with a summary description. 
Chapter 7 discusses the different stages of the project in depth. Chapter 8 gives a conclusion to 
the paper describing what was achieved. 
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2. Related Work  
Available parking space forecasting in large cities has been a known problem for many years 
[6]. Various data sources have been used in the past implementations of parking prediction 
systems. Often statistical methods and machine learning is used as tools to process the data. 
Mobile phones, carried by vehicle drivers, have been used to collect data with the help of 
statistical methods and machine learning. Xu et al. [7] use various methods to detect the parking 
status of users and mobile phone GPS for tracking the location of parked vehicles. Their mobile 
application monitors the connections between a smart phone and an in-vehicle Bluetooth 
system. When the Bluetooth connection between a car and a cell phone gets disconnected, the 
application determines that the car has been parked. They also utilize a pay-by-phone parking 
application that communicates to their application when a parking event has started and when it 
ends. Lastly, they measure the accelerometer of the smart phone, and with the help of a 
classification model, determine when a user starts/stops driving and thus indicates a change in 
the parking status. Also, Nandugudi et al. [8] and Koster et al. [9] use the accelerometer for 
parking status detection in their work. Chen et al. [10] used fuzzy logic forecast models and 
location provided by mobile phone GPS to find the best parking location in park-and-ride 
facilities with public transport connections. Parking availability and travel time were used as 
parameters to find the optimal parking facility for users. 
A network of vehicles (ParkNet) captured information about parking space availability in the 
work of Mathur et al. [11]. Vehicles equipped with GPS trackers and ultrasonic sensors were 
used to capture parking data while driving. The ultrasonic sensors were used to determine if a 
parking spot is free in the current location that the GPS tracker provides. 
A real time on-street approach in Berlin predicts parking space occupancy by utilizing real time 
parking data from sensors mounted on walls and streetlights. They use a “Neural Gas” algorithm 
in combination with threaded history information captured by the sensors to predict the parking 
occupancy. [12] Another research project uses information provided by a parking ticket mobile 
application, number of parked vehicles, and traffic flow volumes to develop a real-time parking 
occupancy model. This model works without any roadside infrastructure and uses only existing 
real-time data sources in the city of Vienna. [13] 
The previous examples focused mainly on on-street parking, but a few approaches focus on 
monitoring parking garages with different approaches and sensors. Badii et al. [14] utilize the 
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fact that parking garages are often already monitored with sensors, predetermined capacity, and 
a parking ticket system which makes it easier to gather accurate data. Their solution uses a 
Bayesian regularized neural network exploiting historical, traffic flow and weather condition 
data to predict available parking spots in monitored city parking garages. 
Ionita et. al. [6] took the monitoring approach a bit further by creating the SFPark parking system 
in San Francisco. They collected parking data from parking meters from over a two-year period. 
They also collected data form traffic flows, events, fuel prices, and parking prices in different 
locations. All these factors can affect the location and volume of parked cars. They used multiple 
techniques, including support vector machines, multilayer perceptron, decision trees, and 
gradient boosting, to achieve good results in predicting parking occupancy around the city. 
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3. Dataset and Analysis 
Our dataset consists of parking entries around the Helsinki city area. There are about 10 million 
data points of parking data available today and the amount is increasing every day. The parking 
data points are described in depth in Table 3.1. To refine the data into machine processable 
format, we must divide the dataset according to regions. Each region was parsed into hourly 
parking counts. This resulted in the dataset that is shown in Table 3.2. 
Time series of parkings are usually represented as parking counts in manually selected 
geographic areas within a time step. The timestamps of parkings are recorded with a resolution 
of one second. However, for scientific purposes, too much granularity is often unnecessary and 
might even be costly in the creation and processing of the time series. Usually no drastic changes 
in parking counts happen within seconds or minutes, thus, an hourly precision is often enough. 
Several different factors can affect the parking counts. For example, weather, season, events and 
holidays like Christmas or Midsummer have a clear impact on the number of parkings. These 
factors might cause non-linear effects when combined with the seasonalities of the data, creating 
unforeseen patterns on the parking counts, which makes it more difficult to make precise 
predictions based on the history of the data. 
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Attribute name Attribute type Attribute description 
zone int 
Parking zone. City area is divided to 3 zones. This is 
populated in 100% of all parkings. 
region object 
A related region object. The region has a GIS location 
area marked with multiple polygons. The regions are 
basically parts of town (Pasila etc.). This is populated 
in ~41.1% of all parkings. 
parking area object 
A related parking area object. The area has a GIS 
location area marked with multiple polygons. The 
parking areas are basically parking lots or streets. This 
is populated in ~24% of all parkings. 
terminal object 
A related terminal object. The terminal has a GIS 
location point as its attribute. Terminals are basically 
the parking terminals on streets. This is populated in 
~19% of all parkings. 
location GIS location 
GIS location. This is a very precise GPS coordinate 
point. This is populated in ~41.3% of all parkings. 
start_time datetime Start time of the paid parking. 
end_time datetime End time of the paid parking. 
Table 3.1: Structure of a single data point of the initial dataset. 
  
 17 
 
 Kaartinkaupunki Etu-Töölö Marjaniemi ... Harju 
2017-09-21 
00:00:00 
12 32 0 ... 42 
2017-09-21 
01:00:00 
12 32 0 ... 43 
... ... ... ... ... ... 
2019-07-09 
23:00:00 
23 11 2 ... 55 
Table 3.2: Example of the hourly dataset divided to regions. 
 
Before using a dataset, it is often wise to select and preprocess the data so that it has consistent 
variance and amplitude. This preformatting improves the predictive abilities of the model by 
reducing over- and underfitting. 
In our parking dataset we have an interval in the beginning where the service was not in full use 
yet. During this interval, not all areas have data, and the parking numbers are much smaller 
compared to current situation, so these dates are cut off. Also, there are a couple of instances of 
extremely high peaks in parking numbers. The peaks are probably a cause of a correction in the 
system. Cut these outliers to avoid affecting the models with similar sudden changes. The 
aforementioned instances can be seen in Figure 3.1. 
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Figure 3.1: Parking data of all parking regions as a function of time. 
 
 
Figure 3.2: A closeup of the parking data of three very different parking regions as a function 
of time. 
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Figure 3.3: Time series plot of a single parking region as a function of time. The beginning 
interval and extreme values have been cut off. 
 
Next, the data needs to be normalized. The normalization is beneficial because with the scaled 
features, we avoid large weight values and it makes the model training faster and less prone to 
blowing up. 
By analyzing the data (Figure 3.1 – 3.4), we can see that there are multiple seasonalities involved 
in the dataset. There is the weekly cycle of weekends and daily night/day cycle. Also, the cycle 
of office hours on weekdays is apparent from the data. In addition, some effects caused by the 
time of year, are visible in the parking numbers. For some models, we need to add extra handling 
for these seasonalities. Additionally, holidays are an essential part of the problem because they 
are inconsistent. The holidays showed a clear correspondence to changes in the data. Usually a 
holiday is shown as a lowered amount of parkings in the dataset. We mark holidays by adding 
a new boolean feature that indicates if the timestamp of a datapoint is during a holiday. This 
way the model knows that data points during holidays behave differently from the normal cycle. 
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Figure 3.4: Close up of the time series plot of a single parking region as a function of time. 
Christmas holiday shows a distinct effect compared to the signal of regular weeks. 
 
Autocorrelation tells us how the data correlates with the lagged values of the data. From Figure 
3.5. we can see that there is high correlation with lags (24, 48, 72, …), meaning that there is a 
daily correlation in the data. Also, a higher peak can be seen on the lag 168, telling us that there 
is high correlation on the weekly level. 
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Figure 3.5: Autocorrelation of the mean of all parking regions. 95% confidence intervals are 
visualized as the blue cone. Correlation values that fall outside the cone are likely to be a 
correlation, rather than a statistical fluke. 
 
Partial autocorrelation shows the correlation of the lags by removing the effect of intermediate 
values. This means that it can calculate the direct correlation between values 𝑥𝑥𝑡𝑡 and 𝑥𝑥𝑡𝑡−2 by 
removing the correlation of 𝑥𝑥𝑡𝑡−1 from the formula, allowing us to see direct effects of each lag 
step. From Figure 3.6 we can see that the highest peaks are in the increments of 24 and some of 
the peaks are negative. Also, the weekly peak at 168 is not clearly higher as in the 
autocorrelation plot in Figure 3.5. This indicates that the daily seasonality (lag 24) overrules the 
weekly seasonality (lag 168). 
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Figure 3.6: Partial Autocorrelation of the mean of all parking regions. 
The curve in Figure 3.7 represents the Probability Density Function (PDF) of the time series. 
The density histogram is a representation of the time series where the number of parkings are 
grouped into bins with constant density and the y axis showing the frequency of the bin. From 
Figure 3.7 we can see the average range of values for the datapoints and thus the average scale 
of parking amounts for the regions. 
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Figure 3.7: Probability Density Function of the mean of all parking regions.  
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4. Evaluated Methods 
4.1. Linear Regression 
In statistical analysis and machine learning, linear regression is one of the most commonly used 
models. It is an approach of modeling linear relationship between a scalar response and a set of 
explanatory variables. If there is only one explanatory variable, the process is called simple 
linear regression, while in case of multiple explanatory variables, the method is called multiple 
linear regression. [15] 
In linear regression, relationships between the parameters are modeled using linear predictor 
functions. The unknown model parameters are estimated during the process. If we assume that 
the random label space 𝒚𝒚 ∈ ℝ is related to feature space 𝒙𝒙 ∈ ℝ𝑛𝑛 , we can create a predictor 
function ℎ(𝒘𝒘) to estimate this relation as follows: 
 𝒚𝒚 ≈ ℎ(𝒘𝒘)(𝒙𝒙) = 𝒘𝒘𝑇𝑇𝒙𝒙 (4.1.1) 
T denotes the matrix transpose. The goal is to estimate the weight vector 𝒘𝒘 ∈ ℝ𝑛𝑛 by minimizing 
the average squared error loss (mean squared error) between the estimated values of ℎ(𝒘𝒘)(𝒙𝒙(𝑖𝑖)) 
and labels 𝑦𝑦(𝑖𝑖). [2] 
 𝒘𝒘𝑜𝑜𝑜𝑜𝑡𝑡 = arg min𝐰𝐰∈ℝn �1𝑚𝑚���𝑦𝑦(𝑖𝑖) − ℎ�𝒙𝒙(𝑖𝑖)��
2
𝑚𝑚
𝑖𝑖=1
 
= arg min
𝐰𝐰∈ℝn
�
1
𝑚𝑚
���𝑦𝑦(𝑖𝑖) −𝒘𝒘𝑇𝑇𝒙𝒙(𝑖𝑖)�2𝑚𝑚
𝑖𝑖=1
 
(4.1.2) 
In the parking dataset, the label space 𝒚𝒚 would correspond to the number of parkings at time 
steps 𝑖𝑖 = 0 …𝑚𝑚. The feature space 𝒙𝒙 corresponds to the 6 features for the parking dataset at 
each time step i. Linear regression needs to be applied separately for each region in the dataset. 
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4.2. Gradient boosting 
In this research we are looking into the CatBoost gradient boosting toolkit and the paper 
discussing the techniques behind it by Prokhorenkova et. al. [16] Gradient boosting is a 
prominent  method in machine learning, that is used in multiple applications ranging from 
classification problems and recommendation systems [17] to weather forecasting [18]. 
Essentially, gradient boosting is a technique where ensemble predictors are constructed by 
performing gradient descent in a functional space.  
Let us assume that we have a series of datapoints D = {(𝑥𝑥𝑘𝑘,𝑦𝑦𝑘𝑘)}𝑘𝑘=1…𝑛𝑛, where 𝑥𝑥𝑘𝑘 = (𝑥𝑥𝑘𝑘1, … , 𝑥𝑥𝑘𝑘𝑚𝑚) 
is a feature vector of m features, corresponding to the 6 features of the parking dataset at time 
step k and 𝑦𝑦𝑘𝑘 ∈ ℝ is a numerical target response, corresponding to the number of parkings at 
time step k. Gradient boosting needs to be applied separately for each region of the parking 
dataset. 
As an example, (𝑥𝑥𝑘𝑘,𝑦𝑦𝑘𝑘) are i.i.d. according to some unknown distribution P. The goal is to train 
a function 𝐹𝐹: ℝ𝑚𝑚 →  ℝ that aims to minimize the expected loss that is notated as ℒ(𝐹𝐹) ≔
𝔼𝔼𝔼𝔼�𝑦𝑦,𝐹𝐹(𝑥𝑥)�. Here L is a smooth loss function and (x, y) are part of the dataset. 
An iterative sequence of approximations 𝐹𝐹𝑡𝑡: ℝ𝑚𝑚 → ℝ, 𝑡𝑡 = (0,1, … ) are built by a gradient 
boosting procedure. We get 𝐹𝐹𝑡𝑡 from the previous approximation 𝐹𝐹𝑡𝑡−1 in an additive manner: 
𝐹𝐹𝑡𝑡 = 𝐹𝐹𝑡𝑡−1 + 𝛼𝛼ℎ𝑡𝑡 , where 𝛼𝛼 is a step size. The function ℎ𝑡𝑡:ℝ𝑚𝑚 → ℝ is chosen from a set of 
functions H: 
 ℎ𝑡𝑡 = arg minh∈H ℒ(𝐹𝐹𝑡𝑡−1 + ℎ)                          = arg min
h∈H
𝔼𝔼𝔼𝔼(𝑦𝑦,𝐹𝐹𝑡𝑡−1(𝑥𝑥) + ℎ(𝑥𝑥)) (4.2.1) 
For the minimization problem, the Newton method is often utilized, using second-order 
approximation of  ℒ(𝐹𝐹) ≔ (𝐹𝐹𝑡𝑡−1 + ℎ𝑡𝑡)  at 𝐹𝐹𝑡𝑡−1  or taking a (negative) gradient step.  The 
gradient step ℎ𝑡𝑡 is usually approximated as follows: 
 ℎ𝑡𝑡 = arg min
h∈H
𝔼𝔼�−𝑔𝑔𝑡𝑡(𝑥𝑥,𝑦𝑦) − ℎ(𝑥𝑥)�2 (4.2.2) 
In this paper we use CatBoost library which is an implementation of the gradient boosting 
method in Python language. As base predictors CatBoost uses binary decision trees. To build a 
decision tree, a recursive partition of the feature space 𝑅𝑅𝑚𝑚 must be split into several tree nodes 
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using the values of some splitting attributes 𝑎𝑎. The attributes 𝑎𝑎 are usually binary variables that 
identifies if a feature 𝑥𝑥𝑘𝑘 exceeds a threshold t: 
 𝑎𝑎 = 1 𝑖𝑖𝑖𝑖 𝑥𝑥𝑘𝑘 > 𝑡𝑡, 
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑎𝑎 = 0 (4.2.3) 
Each leaf of the tree gets a value assigned, which is an estimate of the response y. The decision 
tree can be written as:  
 ℎ(𝑥𝑥) = �𝑏𝑏𝑗𝑗𝑎𝑎
𝐽𝐽
𝑗𝑗=1
 
𝑎𝑎 = 1 𝑖𝑖𝑖𝑖 𝑥𝑥 ∈ 𝑅𝑅𝑗𝑗 , 
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑎𝑎 =  0 (4.2.4) 
where 𝑅𝑅𝑗𝑗 is corresponding to the leaves of the tree. [16] 
4.3. Autoregressive Moving Average 
Autoregressive moving average or ARMA is a tool for forecasting future values in a time series 
𝑋𝑋𝑡𝑡. ARMA can be divided into two parts, autoregressive AR and moving average MA. Both 
parts can be represented as its own model. AR aims to create a regression of its own lagged 
values. The MA term is a linear combination of past errors in the time series. The model is often 
notated as ARMA(𝑝𝑝, 𝑞𝑞) where p is the AR term an q is MA term. 
The autoregressive process AR(p) is dependent on the p past time series observations preceding 
it. The model can be represented as: 
 𝑌𝑌𝑡𝑡 = 𝑐𝑐 + �𝜑𝜑𝑖𝑖𝑌𝑌𝑡𝑡−𝑖𝑖 + 𝜀𝜀𝑡𝑡𝑜𝑜
𝑖𝑖=1
 (4.3.1) 
where 𝜑𝜑𝑖𝑖  and c are the model parameters and 𝜀𝜀𝑡𝑡  is a white noise parameter. In the parking 
dataset 𝑌𝑌𝑡𝑡 would correlate to the number of parkings at time t. ARMA model and its variants 
need to be applied separately for each parking region. 
The moving average process MA(q) can be represented as: 
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 𝑌𝑌𝑡𝑡 = 𝜇𝜇 + 𝜀𝜀𝑡𝑡 + �𝜃𝜃𝑖𝑖𝑞𝑞
𝑖𝑖=1
𝜀𝜀𝑡𝑡−1 (4.3.2) 
where 𝜇𝜇 is a mean of the MA(q) process and 𝜀𝜀𝑡𝑡 is again the white noise parameter. Coefficients 
𝜀𝜀𝑖𝑖 and the mean 𝜇𝜇 represent the model parameters. 
Given the definitions of the subprocesses AR(p) and MA(q) we can now define the ARMA(𝑝𝑝, 𝑞𝑞) 
model as follows: 
 𝑌𝑌𝑡𝑡 = 𝑐𝑐 + 𝜀𝜀𝑡𝑡 + �𝜑𝜑𝑗𝑗𝑌𝑌𝑡𝑡−𝑗𝑗𝑜𝑜
𝑗𝑗=1
+ �𝜃𝜃𝑖𝑖𝑞𝑞
𝑖𝑖=1
𝜀𝜀𝑡𝑡−1 (4.3.3) 
The error terms 𝜀𝜀𝑡𝑡 are expected to be i.i.d. for all variables, with zero mean and variance 𝜎𝜎2, 
therefore essentially white noise. [19] 
4.3.1. Autoregressive Integrated Moving Average 
Autoregressive integrated moving average (ARIMA) is an extension of the ARMA class. 
ARIMA allows to make the models stationary by differencing the time series before applying 
the ARMA model to the transformed data. ARIMA can be notated with 𝐴𝐴𝑅𝑅𝐴𝐴𝐴𝐴𝐴𝐴(𝑝𝑝,𝑑𝑑, 𝑞𝑞), where 
d is the order of differencing whereas p and q are the order of AR and MA terms respectively, 
as described before. The 𝐴𝐴𝑅𝑅𝐴𝐴𝐴𝐴𝐴𝐴(𝑝𝑝, 𝑞𝑞,𝑑𝑑) model, with stochastic process {𝑋𝑋𝑡𝑡}𝑡𝑡∈𝑇𝑇, can be written 
as follows: 
 �1 −�𝜑𝜑𝑗𝑗𝑜𝑜
𝑗𝑗=1
𝔼𝔼𝑗𝑗� (1 − 𝔼𝔼)𝑑𝑑(𝑌𝑌𝑡𝑡 − 𝜇𝜇) = �1 + �𝜃𝜃𝑖𝑖𝑞𝑞
𝑖𝑖=1
𝔼𝔼𝑖𝑖� 𝜀𝜀𝑡𝑡 (4.3.4) 
The autoregressive part of the equation is the 𝜑𝜑𝑗𝑗 parameters, whereas 𝜃𝜃𝑖𝑖 are the moving average 
part and 𝜀𝜀𝑡𝑡 are the error terms. L is the lag operator. It returns the preceding data point (𝑡𝑡 − 1) 
of a time series data point at time 𝑡𝑡. This can be interpreted as a case of 𝐴𝐴𝑅𝑅𝐴𝐴𝐴𝐴(𝑝𝑝 + 𝑑𝑑, 𝑞𝑞) process 
that has the autoregressive part with d unit roots. Each difference operation (1 − 𝔼𝔼) on time 
series {𝑥𝑥𝑡𝑡}𝑡𝑡∈𝑇𝑇 removes one suspected unit-root from the process. [4] 
A special class, called seasonal autoregressive integrated moving average (SARIMA) can be 
applied to the traditional ARIMA. SARIMA allows the addition of a seasonal component to the 
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ARIMA model to help to adjust the model for seasonal effects in the time series. SARIMA can 
be notated with 𝑆𝑆𝐴𝐴𝑅𝑅𝐴𝐴𝐴𝐴𝐴𝐴(𝑝𝑝,𝑑𝑑, 𝑞𝑞)(𝑃𝑃,𝐷𝐷,𝑄𝑄) model, where P is the seasonal autoregression term, 
D is the seasonal order of differencing and Q is the seasonal moving average term. The non-
capital (𝑝𝑝,𝑑𝑑, 𝑞𝑞) are the non-seasonal counterparts as described before. [20] 
4.4. TBATS 
Exponential smoothing methods are among the most popular procedures in time series 
forecasting. However, the methods usually account for only one seasonality in the dataset. The 
most common models are often based on the additive and multiplicative methods of Holt-
Winters [21]. These methods were extended by Taylor [22] to include a second seasonal 
component: 
 𝑦𝑦𝑡𝑡 = 𝑒𝑒𝑡𝑡−1 + 𝑏𝑏𝑡𝑡−1 + 𝑒𝑒𝑡𝑡(1) + 𝑒𝑒𝑡𝑡(2) + 𝑑𝑑𝑡𝑡 (4.4.1) 
 𝑒𝑒𝑡𝑡 = 𝑒𝑒𝑡𝑡−1 + 𝑏𝑏𝑡𝑡−1 + 𝛼𝛼𝑑𝑑𝑡𝑡 (4.4.2) 
 𝑏𝑏𝑡𝑡 = 𝑏𝑏𝑡𝑡−1 + 𝛽𝛽𝑑𝑑𝑡𝑡 (4.4.3) 
 𝑒𝑒𝑡𝑡(1) = 𝑒𝑒𝑡𝑡−𝑚𝑚1(1) + 𝛾𝛾1𝑑𝑑𝑡𝑡 (4.4.4) 
 𝑒𝑒𝑡𝑡(2) = 𝑒𝑒𝑡𝑡−𝑚𝑚2(2) + 𝛾𝛾2𝑑𝑑𝑡𝑡 (4.4.5) 
Here 𝑒𝑒𝑡𝑡 and 𝑏𝑏𝑡𝑡 are the level and trend components of the time series and 𝑒𝑒𝑡𝑡
(𝑖𝑖) represents the 𝑖𝑖th 
seasonal component at time t. 𝑚𝑚1  and 𝑚𝑚2  are the periods of the seasonal cycles and the 
prediction error is represented by white noise parameter 𝑑𝑑𝑡𝑡. The initial state variables or “seeds” 
are represented by 𝑒𝑒0, 𝑏𝑏0, {𝑒𝑒1−𝑚𝑚1(1) , … , 𝑒𝑒0(1)} and {𝑒𝑒1−𝑚𝑚2(2) , … , 𝑒𝑒0(2)}  and the “smoothing 
parameters” are denoted as 𝛼𝛼,𝛽𝛽, 𝛾𝛾1 𝑎𝑎𝑎𝑎𝑑𝑑 𝛾𝛾2. 
The model presented above to include a Box-Cox transformation, ARMA errors and T seasonal 
patterns: 
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 𝑦𝑦𝑡𝑡(𝜔𝜔) = �(𝑦𝑦𝑡𝑡𝜔𝜔 − 1)𝜔𝜔 ;   𝜔𝜔 ≠ 0log 𝑦𝑦𝑡𝑡           𝜔𝜔 = 0 (4.4.6) 
 𝑦𝑦𝑡𝑡(𝜔𝜔) = 𝑒𝑒𝑡𝑡−1 + 𝜙𝜙𝑏𝑏𝑡𝑡−1 + �𝑒𝑒𝑡𝑡−𝑚𝑚𝑖𝑖(𝑖𝑖) + 𝑑𝑑𝑡𝑡𝑇𝑇
𝑖𝑖=1
 (4.4.7) 
 𝑒𝑒𝑡𝑡 =  𝑒𝑒𝑡𝑡−1 + 𝜙𝜙𝑏𝑏𝑡𝑡−1 + 𝛼𝛼𝑑𝑑𝑡𝑡 (4.4.8) 
 𝑏𝑏𝑡𝑡 = (1 − 𝜙𝜙)𝑏𝑏 + 𝜙𝜙𝑏𝑏𝑡𝑡−1 + 𝛽𝛽𝑑𝑑𝑡𝑡 (4.4.9) 
 𝑒𝑒𝑡𝑡(𝑖𝑖) = 𝑒𝑒𝑡𝑡−𝑚𝑚𝑖𝑖(𝑖𝑖) + 𝛾𝛾𝑖𝑖𝑑𝑑𝑡𝑡 (4.4.10) 
 𝑑𝑑𝑡𝑡 = �𝜑𝜑𝑖𝑖𝑑𝑑𝑡𝑡−𝑖𝑖𝑜𝑜
𝑖𝑖=1
+ �𝜃𝜃𝑖𝑖𝜀𝜀𝑡𝑡−𝑖𝑖 + 𝜀𝜀𝑡𝑡𝑞𝑞
𝑖𝑖=1
 (4.4.11) 
where 𝛼𝛼,𝛽𝛽 𝑎𝑎𝑎𝑎𝑑𝑑 𝛾𝛾𝑖𝑖 are again smoothing parameters for i=1, … , T. 𝑚𝑚1, … ,𝑚𝑚𝑇𝑇 are the seasonal 
periods, 𝑒𝑒𝑡𝑡 is the local level, b is the long-run trend, 𝑏𝑏𝑡𝑡 is the short-run trend, 𝑒𝑒𝑡𝑡
(𝑖𝑖) represents the 
𝑖𝑖th seasonal component, 𝑑𝑑𝑡𝑡 denotes an ARMA(𝑝𝑝, 𝑞𝑞) process and 𝜀𝜀𝑡𝑡 is a Gaussian white noise 
parameter with zero mean and constant variance 𝜎𝜎2. 𝑦𝑦𝑡𝑡
(𝜔𝜔) represents the Box-Cox transformed 
form of the time series observations with parameter 𝜔𝜔 where 𝑦𝑦𝑡𝑡 is the observation at time t. In 
the parking dataset 𝑦𝑦𝑡𝑡 would represent a parking count at time t. TBATS needs to be applied 
separately for each region. 
BATS is an acronym for the key features of the above model: Box-Cox transform, ARMA 
errors, Trend, and Seasonal components. The model can be complemented with arguments 
(𝜔𝜔,𝜙𝜙,𝑝𝑝, 𝑞𝑞,𝑚𝑚1,𝑚𝑚2, … ,𝑚𝑚𝑇𝑇 ) to specify the Box-Cox parameter, damping parameter, ARMA 
parameters (p, q) and the seasonal periods 𝑚𝑚1, … ,𝑚𝑚𝑇𝑇. As an example, the Holt-Winters additive 
single seasonal method can be denoted as BATS(1, 1, 0, 0, 𝑚𝑚1). 
TBATS is a Trigonometric form of the BATS model. The difference is that the seasonal 
components become a trigonometric representation based on Fourier series. 
 30 
 
 𝑒𝑒𝑡𝑡(𝑖𝑖) = �𝑒𝑒𝑗𝑗,𝑡𝑡(𝑖𝑖)𝑘𝑘𝑖𝑖
𝑗𝑗=1
 (4.4.12) 
 𝑒𝑒𝑗𝑗,𝑡𝑡(𝑖𝑖) = 𝑒𝑒𝑗𝑗,𝑡𝑡−1(𝑖𝑖) cos 𝜆𝜆𝑗𝑗(𝑖𝑖) 𝑒𝑒𝑗𝑗,𝑡𝑡−1∗(𝑖𝑖) sin 𝜆𝜆𝑗𝑗(𝑖𝑖) + 𝛾𝛾1(𝑖𝑖)𝑑𝑑𝑡𝑡 (4.4.13) 
 𝑒𝑒𝑗𝑗,𝑡𝑡∗(𝑖𝑖) = −𝑒𝑒𝑗𝑗,𝑡𝑡−1 sin 𝜆𝜆𝑗𝑗(𝑖𝑖) + 𝑒𝑒𝑗𝑗,𝑡𝑡−1∗(𝑖𝑖) cos 𝜆𝜆𝑗𝑗(𝑖𝑖) + 𝛾𝛾2(𝑖𝑖)𝑑𝑑𝑡𝑡 (4.4.14) 
where 𝛾𝛾1
(𝑖𝑖)  and 𝛾𝛾2(𝑖𝑖)  are smoothing parameters and 𝜆𝜆𝑗𝑗(𝑖𝑖) = 2𝜋𝜋𝜋𝜋/𝑚𝑚𝑖𝑖 . Moreover, 𝑒𝑒𝑗𝑗,𝑡𝑡(𝑖𝑖)  is the 
stochastic level of the 𝑖𝑖th seasonal component and 𝑒𝑒𝑗𝑗,𝑡𝑡∗(𝑖𝑖) is the stochastic growth in the level of 
the 𝑖𝑖 th seasonal component. 𝑘𝑘𝑖𝑖  denotes the required number of harmonics for the seasonal 
component with index 𝑖𝑖. [23] 
4.5. Facebook Prophet 
FBProphet is an additive regression model, directed at time series forecasting, developed by 
Facebook. It can also handle non-linear time series and specializes in modeling multiple 
seasonalities and effects of national holidays. Facebook Prophet operates by decomposing a 
given time series into three different components: trend g(t), seasonality s(t) and holidays h(t) 
and an error term εt as shown in equation (4.5.1). [24] 
 𝑦𝑦(𝑡𝑡) = 𝑔𝑔(𝑡𝑡) + 𝑒𝑒(𝑡𝑡) + ℎ(𝑡𝑡) + 𝜀𝜀𝑡𝑡 (4.5.1) 
When using Facebook Prophet, we have to apply the model separately for each region. In the 
parking dataset 𝑦𝑦(𝑡𝑡) represents the number of parked cars at time step t. 
The trend model g(t) is used for handling the non-periodic component of a time series. There 
are two options for handling the non-periodicity: 
1) Logistic growth model. This model is designed for time series with nonlinear growth. It 
includes a term for carrying capacity which defines a threshold for the resulting values. For 
example, the parking regions have a capacity that saturates at the point when all the parking 
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spots are all taken, and the parking count cannot be a negative value. The logistic model also 
incorporates S change-points sj, j=1, 2, …, S that define where the growth rate can change. The 
rate is adjusted with vector δ ∈ RS, where δj is the rate change that occurs at time sj. Total rate 
at time t is then 𝑘𝑘 + 𝑎𝑎(𝑡𝑡)𝑇𝑇𝛿𝛿 where a(t) ∈ {0, 1}S. 
 𝑎𝑎𝑗𝑗(𝑡𝑡) = 1, 𝑖𝑖𝑖𝑖𝑡𝑡 ≥ 𝑒𝑒𝑗𝑗  
𝑎𝑎𝑗𝑗(𝑡𝑡) = 0, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒 (4.5.2) 
The logistic growth model takes form: 
 𝑔𝑔(𝑡𝑡) = 𝐶𝐶(𝑡𝑡)1 + 𝑒𝑒𝑥𝑥𝑝𝑝 �−(𝑘𝑘 + 𝑎𝑎(𝑡𝑡)𝑇𝑇𝛿𝛿)�𝑡𝑡 − (𝑚𝑚 + 𝑎𝑎(𝑡𝑡)𝑇𝑇𝛾𝛾)�� (4.5.3) 
C is the carrying capacity of the system at different points in time, k is the rate of growth and m 
is an offset parameter. 
To connect the endpoints of segments, the parameter m must be adjusted whenever the rate k 
changes. The correct adjustment at changepoint t should be computed as: 
 𝛾𝛾𝑡𝑡 = �𝑒𝑒𝑡𝑡 −𝑚𝑚 −�𝑦𝑦𝑙𝑙
𝑙𝑙<𝑡𝑡
� �1 − 𝑘𝑘 + ∑ 𝛿𝛿𝑙𝑙𝑙𝑙<𝑡𝑡
𝑘𝑘 + ∑ 𝛿𝛿𝑙𝑙𝑙𝑙≤𝑡𝑡 � (4.5.4) 
2) Linear growth model. When forecasting problems that have a linear growth without a carrying 
capacity. Now the model becomes: 
 𝑔𝑔(𝑡𝑡) = (𝑘𝑘 + 𝑎𝑎(𝑡𝑡)𝑇𝑇𝛿𝛿)𝑡𝑡 + (𝑚𝑚 + 𝑎𝑎(𝑡𝑡)𝑇𝑇𝛾𝛾) (4.5.5) 
k is the growth rate, δ defines rate adjustments, m is the offset parameter. 
The seasonal model s(t): 
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𝑒𝑒(𝑡𝑡) = ��𝑎𝑎𝑛𝑛𝑐𝑐𝑜𝑜𝑒𝑒 �2𝜋𝜋𝑎𝑎𝑡𝑡𝑃𝑃 � + 𝑏𝑏𝑛𝑛𝑒𝑒𝑖𝑖𝑎𝑎 �2𝜋𝜋𝑎𝑎𝑡𝑡𝑃𝑃 ��𝑁𝑁
𝑛𝑛=1
 (4.5.6) 
where P is the regular period of the seasonality. 
Fourier terms are used to model smooth seasonal effects of the time series. Fitting the seasonality 
requires estimating 2N parameters 𝛽𝛽 = [𝑎𝑎1, 𝑏𝑏1,𝑎𝑎2, 𝑏𝑏2, . . . ,𝑎𝑎𝑛𝑛, 𝑏𝑏𝑛𝑛]𝑡𝑡  to the model. This is 
implemented by combining the seasonality vectors for each value of t in our forecast and 
historical data into a matrix. Example with weekly seasonality and 𝑁𝑁 = 3: 
 
𝑋𝑋(𝑡𝑡) = �𝑐𝑐𝑜𝑜𝑒𝑒 �2𝜋𝜋(1)𝑡𝑡7 � , . . . , 𝑒𝑒𝑖𝑖𝑎𝑎 �2𝜋𝜋(3)𝑡𝑡7 �� (4.5.7) 
and formulating the seasonality as follows: 
 𝑒𝑒(𝑡𝑡) = 𝑋𝑋(𝑡𝑡)𝛽𝛽 (4.5.8) 
Then a smoothing prior is introduced to the seasonality with 𝛽𝛽 ∼ 𝑁𝑁𝑜𝑜𝑒𝑒𝑚𝑚𝑎𝑎𝑒𝑒(0,𝜎𝜎2). 
In many cases holidays and events make an effect on time series. Because national holidays are 
known information, they add a somewhat predictable signal for the data. Almost all the holidays 
are visible as a response in the parking dataset. For example, Midsummer and Christmas seem 
to show a similar effect that weekends have for the count of parkings. 
When modeling holidays, the model assumes that effects created by holidays are independent. 
We assign a parameter κi which corresponds the change of each holiday i in the forecast. This 
is done by generating a matrix of regressors in a similar way to the implementation of 
seasonality: 
 𝑍𝑍(𝑡𝑡) = [1(𝑡𝑡 ∈ 𝐷𝐷1), . . . ,1(𝑡𝑡 ∈ 𝐷𝐷𝐿𝐿)] (4.5.9) 
Where Di is a yearly set of dates for each holiday i. 
 
 33 
 
 
As with seasonality, we introduce a prior term 𝜅𝜅 ∼ 𝑁𝑁𝑜𝑜𝑒𝑒𝑚𝑚𝑎𝑎𝑒𝑒(0, 𝜈𝜈2) 
 ℎ(𝑡𝑡) = 𝑍𝑍(𝑡𝑡)𝜅𝜅 (4.5.10) 
In some cases, the holidays have a window of days around them that have a similar effect as the 
holiday. To include the window, we introduce additional parameters for the days before and 
after the holidays, which corresponds the effect of the holiday itself. By adding this window, 
the surrounding days are essentially treated as holidays as well. 
The result is a model that is flexible for time series of different lengths and robust handling of 
outlier values in the observation points. The model also specializes in modeling of complex 
seasonalities in time series. It can handle multi-period seasonalities of different periods or even 
the same period. This means that the model can handle for example the weekends and weekdays 
separately at a daily level. 
4.6. Neural Networks 
Inspired by biological neural networks, artificial neural networks (ANN) are a multi-purpose 
method in machine learning. ANNs have been used to solve various problems for example in 
image and audio processing, text classification and forecasting. 
Conventional machine learning techniques struggle to process raw data in its natural form. 
Traditionally, building a machine learning system required considerable expertise from machine 
learning engineers to transfer domain data into machine processable features. It was often 
required to develop feature extractors to transfer the raw data into feature vectors or another 
suitable representation. After processing the raw data, it could be processed by the machine 
learning algorithm, often some kind of classifier, to identify patterns in the input. [25] 
Figure 4.6.1 represents a neural network with one hidden layer. It is a so-called feedforward 
network, that has 3 layers: an input layer, a hidden layer, and an output layer. In this case there 
is only one hidden layer, but the number of hidden layers 𝑎𝑎 can be any non-negative value (𝑎𝑎 ∈ ℕ). The number of input and output neurons can vary according to the application. A 
network can be described “feedforward” if the outputs of the neurons “travel forward” and are 
always used as the inputs for the deeper layers, as shown in Figure 4.6.1. 
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Figure 4.6.1: Example of a feedforward neural network. The circles represent neurons of the 
neural network and the arrows represent the edges/weights between neurons. 
 
Neural networks consist of artificial neurons that work as connection points that build the 
network. The artificial neuron receives one or multiple inputs that it then processes to produce 
an output using an activation function with its weight and bias parameters. There exists a wide 
selection of activation functions that that can be used for different purposes. The activation 
function is often considered to be a hyperparameter that can be chosen to fit the purpose and 
data to be trained. The functionality of an artificial neuron is represented in Figure 4.6.2. 
 
Hidden LayerInput Layer Output Layer
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Figure 4.6.2: Structure of an artificial neuron. 
 
4.7. Neural Networks: Long Short-Term Memory 
Recurrent neural networks (RNNs) are a class of artificial neural networks, often used for 
solving problems with data, that can be represented as a sequence of inputs. They can use the 
outputs of some layers as an input for the previous layer, thus creating cycles in the network. 
RNNs are an extension of feedforward neural networks (FNN). In an FNN the input signal is 
fed through the network so that the signal transforms only once per each neuron. However, the 
RNN might encounter difficulties when dealing with time series problems. The sum of errors 
from past signals exponentially depends on the magnitude of the weights of the network. This 
means that backpropagated errors can quickly vanish or "blow up". Therefore, standard RNNs 
fail to learn data with time lags greater than 5-10 discrete time steps between inputs and target 
output. Long Short-Term Memory (LSTM) algorithm is more suited to solve these non-trivial 
time series problems. In this context, a problem is non-trivial when it cannot be solved with 
random search algorithms. 
LSTM consists of memory cells as its basic units. The memory cells include a linear unit with 
a fixed-weight self-connection. The LSTM units maintain a memory c𝑡𝑡𝑗𝑗 at each time step t. The 
output/activation of the LSTM unit is then:  
W₁
W₂
Wₙ
......
Σ h(.)
Weights
Bias
Activation
FunctionSum
x₁
x₂
xₙ
Inputs
y
Output
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 ℎ𝑡𝑡𝑗𝑗 = 𝜎𝜎𝑡𝑡𝑗𝑗tanh (𝑐𝑐𝑡𝑡𝑗𝑗) (4.7.1) 
where 𝜎𝜎𝑡𝑡
𝑗𝑗 is an output gate that modulates the exposure of the memory content. The output gate 
is calculated by: 
 𝜎𝜎𝑡𝑡𝑗𝑗 = σ(Woxt + 𝑈𝑈𝑜𝑜h𝑡𝑡−1 + 𝑉𝑉𝑜𝑜c𝑡𝑡)𝑗𝑗 (4.7.2) 
where 𝑉𝑉𝑜𝑜 is a diagonal matrix and 𝜎𝜎 is a logistic sigmoid function. 𝑊𝑊𝑡𝑡 is the set of parameters 
of all the layers of the network at time 𝑡𝑡. x𝑡𝑡 is a data point of the time series at time 𝑡𝑡. In the 
parking dataset x𝑡𝑡 correlates to the 6 input features. 
The memory cell 𝑐𝑐𝑡𝑡
𝑗𝑗 is updated by partially forgetting the existing memory and adding a new 
memory content ?̃?𝑐𝑡𝑡
𝑗𝑗 
 𝑐𝑐𝑡𝑡𝑗𝑗 = f𝑡𝑡𝑗𝑗𝑐𝑐𝑡𝑡−1𝑗𝑗 + 𝑖𝑖𝑡𝑡𝑗𝑗?̃?𝑐𝑡𝑡𝑗𝑗  (4.7.3) 
where the new memory content is: 
 ?̃?𝑐𝑡𝑡𝑗𝑗 = tanh (𝑊𝑊cx𝑡𝑡 + 𝑈𝑈𝑐𝑐h𝑡𝑡−1)𝑗𝑗 (4.7.4) 
Forget gate 𝑖𝑖𝑡𝑡
𝑗𝑗 and input gate 𝑖𝑖𝑡𝑡
𝑗𝑗 modulate the ratio to which memory content is forgotten/added 
to the memory cell. The gates are calculated as follows: 
 𝑖𝑖𝑡𝑡𝑗𝑗 = 𝜎𝜎(𝑊𝑊𝑓𝑓x𝑡𝑡 + 𝑈𝑈𝑓𝑓h𝑡𝑡−1 + 𝑉𝑉𝑓𝑓c𝑡𝑡−1)𝑗𝑗  
𝑖𝑖𝑡𝑡
𝑗𝑗 = 𝜎𝜎(𝑊𝑊𝑖𝑖x𝑡𝑡 + 𝑈𝑈𝑖𝑖h𝑡𝑡−1 + 𝑉𝑉𝑖𝑖c𝑡𝑡−1)𝑗𝑗  (4.7.5) 
where 𝑉𝑉𝑓𝑓 and 𝑉𝑉𝑖𝑖 are diagonal matrices. [26] We can feed the network all of the regions of the 
parking dataset at once when fitting it. 
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Figure 4.7.1: LSTM layer design. 
 
4.7.1. Backpropagation 
To produce the gradients of each layer in an ANN, parameters and the outputs of each layer 
needs to be combined with non-linear activation functions. The procedure to combine these 
gradients is often called backpropagation or gradient descent. With backpropagation, the 
gradient is computed recursively for each layer in the neural network using the chain rule. It 
performs error propagation in the opposite direction of the data flow by using the errors from 
the deeper layers to calculate the gradients for the previous layers in the network. Essentially, 
backpropagation aims to minimize the loss function by adjusting the weights and biases of the 
network. [27] 
Let us denote the cost function as follows 𝔼𝔼 = 𝑒𝑒𝑜𝑜𝑒𝑒𝑒𝑒(𝑒𝑒,𝑦𝑦), where s is the predicted output and y 
is the actual value, so the number of parked cars at each time step. Now we can describe the 
chain rule for different parameters as follows. The gradient for a single weight 𝑒𝑒𝑗𝑗𝑘𝑘𝑙𝑙 : 
hₜ₋₁
xₜ
hₜ
cₜ
hₜ
tanh
σ₁ σ₂ tanh
σ₃
cₜ₋₁
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 𝜕𝜕𝐶𝐶
𝜕𝜕𝑒𝑒𝑗𝑗𝑘𝑘
𝑙𝑙 = 𝜕𝜕𝐶𝐶𝜕𝜕𝑦𝑦𝑗𝑗𝑙𝑙 ∗ 𝜕𝜕𝑧𝑧𝑗𝑗𝑙𝑙𝜕𝜕𝑒𝑒𝑗𝑗𝑘𝑘𝑙𝑙  (4.7.6) 
 𝑦𝑦𝑗𝑗𝑙𝑙 = �𝑒𝑒𝑗𝑗𝑘𝑘𝑙𝑙 𝑎𝑎𝑘𝑘𝑙𝑙−1𝑚𝑚
𝑘𝑘=1
 (4.7.7) 
 𝜕𝜕𝑦𝑦𝑗𝑗𝑙𝑙
𝜕𝜕𝑒𝑒𝑗𝑗𝑘𝑘
𝑙𝑙 = 𝑎𝑎𝑘𝑘𝑙𝑙−1 (4.7.8) 
 𝜕𝜕𝐶𝐶
𝜕𝜕𝑒𝑒𝑗𝑗𝑘𝑘
𝑙𝑙 = 𝜕𝜕𝐶𝐶𝜕𝜕𝑦𝑦𝑗𝑗𝑙𝑙 ∗ 𝑎𝑎𝑘𝑘𝑙𝑙−1 (4.7.9) 
where 𝜋𝜋 and 𝑘𝑘 are the neuron indices for layers 𝑒𝑒 and 𝑒𝑒 − 1 and m is the number of neurons in 
𝑒𝑒 − 1 layer. 𝑦𝑦 is the output value and 𝑎𝑎 is the activation value of the neurons. 
Now we can similarly describe the gradient for the bias using the chain rule: 
 𝜕𝜕𝐶𝐶
𝜕𝜕𝑏𝑏𝑗𝑗
𝑙𝑙 = 𝜕𝜕𝐶𝐶𝜕𝜕𝑦𝑦𝑗𝑗𝑙𝑙 ∗ 𝜕𝜕𝑧𝑧𝑗𝑗𝑙𝑙𝜕𝜕𝑏𝑏𝑗𝑗𝑙𝑙  (4.7.10) 
 𝜕𝜕𝑦𝑦𝑗𝑗𝑙𝑙
𝜕𝜕𝑏𝑏𝑗𝑗
𝑙𝑙 = 1 (4.7.11) 
 𝜕𝜕𝐶𝐶
𝜕𝜕𝑏𝑏𝑗𝑗
𝑙𝑙 = 𝜕𝜕𝐶𝐶𝜕𝜕𝑦𝑦𝑗𝑗𝑙𝑙  (4.7.12) 
After all the layers have had the parts of the gradient calculated, the weight and bias parameters 
can be updated as follows: 
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 𝑊𝑊 = 𝑊𝑊 − 𝜖𝜖 𝜕𝜕𝐶𝐶
𝜕𝜕𝑊𝑊
 (4.7.13) 
 𝐵𝐵 = 𝐵𝐵 − 𝜖𝜖 𝜕𝜕𝐶𝐶
𝜕𝜕𝐵𝐵
 (4.7.14) 
where 𝜖𝜖 is the learning rate. 𝑊𝑊 and 𝐵𝐵 are matrix representations of the weights and biases. 
4.8. Neural Networks: Gated Recurrent Unit 
Gated Recurrent Unit (GRU) was introduced by Chung et al. [28] in order to handle different 
time scales adaptively. It has similar gating units to LSTM that modulate the data flow inside a 
unit. Contrary to a LSTM network, GRU networks do not have additional memory cells. 
The GRU has an activation ℎ𝑡𝑡
𝑗𝑗  at time t that is a linear interpolation between the previous 
activation ℎ𝑡𝑡−1
𝑗𝑗  and the candidate activation ℎ�𝑡𝑡
𝑗𝑗: 
 ℎ𝑡𝑡𝑗𝑗 = �1 − 𝑧𝑧𝑡𝑡𝑗𝑗�ℎ𝑡𝑡−1𝑗𝑗 + 𝑧𝑧𝑡𝑡𝑗𝑗ℎ�𝑡𝑡𝑗𝑗  (4.8.1) 
where 𝑧𝑧𝑡𝑡
𝑗𝑗 is an update gate, that decides how much the unit updates its activation or content. The 
update gate formula: 
 𝑧𝑧𝑡𝑡𝑗𝑗 = 𝜎𝜎�𝑊𝑊𝑧𝑧 − x𝑡𝑡 + 𝑈𝑈𝑧𝑧h𝑡𝑡−1�𝑗𝑗  (4.8.2) 
x𝑡𝑡 is a data point of the time series at time 𝑡𝑡. In the parking dataset x𝑡𝑡 correlates to the 6 input 
features. 
GRU takes a linear sum between the current state and the newly calculated state, similarly to 
LSTM. However, GRU exposes the whole state at each step because it does not have a procedure 
to control the extent to which its state is exposed.  
As with the traditional recurrent unit, candidate activation h�𝑡𝑡𝑗𝑗 is calculated with: 
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 ℎ�𝑡𝑡𝑗𝑗 = tanh (𝑊𝑊x𝑡𝑡 + 𝑈𝑈 (r𝑡𝑡⨀h𝑡𝑡−1))𝑗𝑗  (4.8.3) 
where ⨀ is an element-wise multiplication operation and rt is a set of reset gates. If rtj gets close 
to 0, it allows the forget gate to forget the previously computed state, making the unit act as if 
it is reading the first symbol of an input sequence. 
The reset gate rtj is computed with: 
 r𝑡𝑡𝑗𝑗 = 𝜎𝜎(𝑊𝑊𝑟𝑟x𝑡𝑡 + 𝑈𝑈𝑟𝑟h𝑡𝑡−1)𝑗𝑗  (4.8.4) 
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5. Experiments 
To find the optimal model for our problem, a comparison between the potential models needs 
to be made. In this section we go through the process of applying different models to our 
problem. All models were implemented using Python 3.6 with the help of the Jupyter Notebook 
tool. 
When choosing a model, we wanted to prioritize a model that can be generalized to all parking 
regions, meaning there should be no parameters that are unique to only some of the areas. This 
is because the system is going to grow with more parking regions and more precise data in the 
future. 
As the feature space of the parking dataset we chose the following:  
1. Number of parked cars with one-week lag. 
Because the forecasts are done for one week in the future, use the one-week lagged values 
as the feature a. 
2. Hour of the day. 
𝑏𝑏 = 1 … 24 
3. Day of the week. 
𝑐𝑐 = 1 … 7 
4. Day of the year. 
𝑑𝑑 = 1 … 366, including the leap days. 
5. Month number. 
𝑒𝑒 = 1 … 12 
6. Boolean that tells if the timestamp is during a holiday. 
𝑖𝑖 = 1, 𝑖𝑖𝑖𝑖 𝑡𝑡 ∈ ℎ𝑜𝑜𝑒𝑒𝑖𝑖𝑑𝑑𝑎𝑎𝑦𝑦𝑒𝑒, 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑖𝑖 = 0, where 𝑡𝑡 is the timestamp of the datapoint. 
For evaluating the model performance and ranking them against each other, some error metrics 
are needed. There are a lot of options to choose from and they all have their advantages and 
disadvantages. For this purpose, we chose Mean Absolute Error (MAE), Root Mean Squared 
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Error (RMSE) and Mean Absolute Percentage Error (MAPE), because they are popularly used, 
and robust error metrics. 
General steps that were taken with all the models: 
1. Prepare parking data for training. 
First, we want to prepare the time series for training by clipping outliers from the parking 
data. The outliers are datapoints with unusually high or low amounts of parkings. We clip 
these outliers by taking the 0.999 quantile of the data. This seemed to clip the most drastic 
changes while still keeping the data intact. We also want to resize the dataset values to a 
smaller scale. Scaling the data makes training the model faster and less prone to blowing 
up the weight values. 
2. Add Finnish holidays to the data. 
To add an indication for an external factor, that is holidays, we added a boolean column 
that indicates, if the datetime stamp for each datapoint is during a Finnish holiday. This is 
done because the same holiday might be at different dates yearly. With the holiday 
information the model can adjust itself to the notable variations in parking numbers during 
the holidays. 
3. Divide dataset into training, validation, and test sets 
We used training / validation / test set ratio of 50% / 25% / 25%. However, not all models 
use a validation set. With these models, we use a training / test ratio of 80% / 20%. 
In time series forecasting it is beneficial to select successive datapoints for each of the 
datasets to keep the seasonal and other effects intact. 
4. Train the model. 
The model is trained using the pre-evaluated hyperparameters and input data. 
5. Forecast test data. 
Create forecasts for test set with the chosen model. 
6. Evaluate model performance. 
Compare forecast with the actual values and calculate MAE, RMSE and MAPE error 
metrics. 
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5.1. Linear Regression 
The linear regression model is handled very much like the general model. For linear regression 
we are using the ordinary least squares (OLS) model from the statsmodels python module. The 
statsmodels implementation of this model needs no hyperparameters to optimize so we just fed 
the time series data as is for the model. 
5.2. Gradient Boosting 
For gradient boosting we used the CatBoost library, developed by Yandex. The procedure of 
constructing this model is mostly the same as in the general steps, but we had to provide some 
hyperparameters for the model. Furthermore, we need to optimize the parameters for tree depth, 
number of iterations and learning rate. Because there are quite few hyperparameters to optimize, 
in comparison to neural networks for instance, it was easy to limit the parameters to optimal 
range with manual testing. Then the values were optimized using grid search. 
5.3. SARIMAX 
From the ARMA variants, we want to choose a model that handles our non-stationary data and 
has multiple long seasonalities. 
Before applying the model to the data, we first need to make the data stationary. To make the 
data stationary, we used the autocorrelation (Figure 3.5) and partial autocorrelation (Figure 3.6) 
plots to help with the operation. We can see from the plots that there are multiple seasonalities 
present. The multiple seasonality is tricky to get rid of from the data. Furthermore, the 
seasonalities are longer in hourly data. For example, the weekly seasonality (24*7=168) would 
only be 7 in daily time series. The SARIMA model is designed to be used with these shorter 
seasonalities. In order to deal with the multiple and long seasonalities, external regressors need 
to be added to the SARIMA model, transforming the model into SARIMAX (SARIMA with 
exogenous regressors). We addadditional Fourier terms to fit the data: 
 𝑦𝑦𝑡𝑡 = 𝑎𝑎 + ���𝛼𝛼 sin �2𝜋𝜋𝑘𝑘𝑡𝑡𝑝𝑝𝑖𝑖 � + 𝛽𝛽 cos �2𝜋𝜋𝑘𝑘𝑡𝑡𝑝𝑝𝑖𝑖 �� + 𝑁𝑁𝑡𝑡𝐾𝐾𝑖𝑖
𝑘𝑘=1
𝑀𝑀
𝑖𝑖=1
 (5.3.1) 
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The method of adding Fourier terms is flexible in the sense that it allows to add multiple seasons 
and gives the possibility to adjust the number of the Fourier terms for each seasonality. M is the 
number of periods, which is in our case 2 (daily 24 and weekly 168). 
Each period has its own Fourier series to represent the seasonality. For each of the periods, the 
number Fourier terms 𝐾𝐾𝑖𝑖 were decided, to match the time series. The number of terms were 
optimized by minimizing the AIC value of the SARIMAX model.  
5.4. TBATS 
For the TBATS model, we are using tbats library, designed for time series forecasting. It is 
based on the paper by Livera et. al. [23]. For the TBATS model, only the seasonal periods need 
to be provided, in addition to the time series. The seasonal periods have been observed in the 
parent chapter and as mentioned, we used the daily (24) and weekly (168) periods to train the 
model. 
5.5. Facebook Prophet 
FBProphet is a forecasting library developed by Facebook. It is an additive model that has 
handling for different seasonalities. 
The strength of the model is in its ease of use and customizability with seasonalities and external 
factors. It is easy to add the multiple seasonalities to the model and it is even possible to adjust 
the Fourier order of the series. The seasonalities are added to the model as Fourier series, 
similarly to the SARIMAX model. In addition, the model has the possibility to easily add 
national holidays as an external factor. When added, the model can anticipate the behavior of 
the time series caused by the holidays. 
5.6. Neural Networks 
For neural networks, we used the Keras library with the TensorFlow backend, because that is 
the most commonly used backend. The neural networks include a lot of hyperparameters to 
optimize, and thus we needed a way to systematically optimize the parameters to get the best 
results. For the optimization, we utilized the random search tool form Talos library. Talos trains 
multiple instances of the model with the model parameters randomized. It then compares the 
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performance of all the trained models and choose the model and hyperparameters with the best 
performance. 
Changes in the steps: 
1. Prepare parking data for training. 
We scale the dataset values between -1 and 1 because we are using the tanh activation 
function where the activation values range between -1 and 1. 
3.1. Choosing a loss function. 
For the loss functions, we chose Mean Squared Error (MSE). 
In the beginning of a sequence, the model has not seen many time steps yet and the resulting 
output might be very inaccurate. We do not want to punish the model for the beginning of 
the training batches, so we added a warmup period of 50 steps for the beginning of each 
sequence step, where the losses are not calculated. 
3.2. Create parameter dictionary for random search. 
Choose a wide variety of hyperparameter values and network depth to get an optimal 
network model. 
Parameters to optimize: 
• Number of hidden layers 
• Number of neurons in the first layer 
• Number of neurons in the hidden layers 
• Number of epochs 
• Steps per epoch 
• Dropout rate 
Dropout is a technique that sets a fraction of input units to 0 at each update step during the 
training of the model. This method is utilized to prevent overfitting. [29] The fraction size 
is defined by the dropout rate that is set by the user, and in this case, optimized with the 
talos library. 
4. Train the model. 
Train the model using the parameter dictionary. Talos uses the hyperparameters in random 
combinations to produce the optimal model.  
In training we used a batch generator training method where the training data is fed to the 
model in randomly generated batches. This training method reduces the system 
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requirements of the training and the batch size can be adjusted according to the GPU and 
RAM resources available. 
4.1. Evaluate the optimal model. 
Choose the best model from the Talos trained models by comparing accuracies of the 
produced models, and thus choosing the best set of hyperparameters. 
6. Evaluate model performance. 
The warmup period is ignored from accuracy calculations also when evaluating model 
performance.  
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6. Results 
After applying dataset to all the models, we can use the results from the MAE, RMSE and 
MAPE error metrics to rank the models against each other. The error metrics are calculated for 
each parking region separately and then the mean is taken from all regions for each metric. The 
training set results are shown in Table 6.1. and test set results in Table 6.2. 
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MAE 9.82 5.94 9.32 x 7.92 4.09 3.32 
RMSE 13.57 7.97 13.16 x 10.90 5.48 4.5 
MAPE 50.64% 30.15% 41.44% x 39.47% 35.63% 27.32% 
Table 6.1: Mean MAE, RMSE and MAPE error metric values of the different models for the 
training set. Because TBATS model can only forecast x steps into the future from the training 
data, it is not possible to forecast the model with the “past” training data and get the training 
error. 
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MAE 8.75 7.40 8.93 10.10 10.85 7.84 7.53 
RMSE 11.85 9.84 12.41 13.70 13.55 10.69 10.13 
MAPE 44.91% 38.39% 41.61% 50.06% 49.92% 42.30% 39.68% 
Table 6.2: Mean MAE, RMSE and MAPE error metric values of the different models for the test 
set. 
 
Figure 6.1, 6.2 and 6.3 show the box plots of the error metrics of test data for each model. Box 
plot is a method of representing the variance of the error metrics across all parking regions for 
each model. The plot shows the data divided into 4 quartiles (25% segments), the median and 
outliers. The blue box extends from Q1 (25th percentile) to Q3 (75th percentile) quartile values 
of the data, divided by the median Q2 quartile value (50th percentile) represented by the green 
line in the box. The endpoints of the “whiskers” serve as the minimum and maximum values, 
excluding the outliers. Outliers are plotted as small circles on the y-axis. 
 
 
Figure 6.1: Box plot of MAE error metric of test data for each model. 
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Figure 6.2: Box plot of RMSE error metric of test data for each model. 
 
 
Figure 6.3: Box plot of MAPE error metric of test data for each model. 
 
From the results, it is clear, that Linear Regression averages past values of the time series to 
create the predictions. The time series plots show that the predictions imitate the actual values 
with 1-week lag. Linear regression does not have actual predictive power but is used as a 
baseline for the other models. 
FBProphet and TBATS, models that are customized to work well with time series, did not 
perform well and scored even worse compared to the Linear Regression model. However, they 
were easy to implement and predicted the values with varying results depending on the parking 
region. Overall, the results with FBProphet and TBATS were very mixed, and some regions had 
very good predictions while others had large errors that significantly dragged down the 
performance. 
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The SARIMAX model performed moderately but seemed to lack in predicting fluctuating 
outlier values. For example, when parking numbers on different weekends are varying, the 
model seems to predict average values for every weekend. This method performs well in regions 
with stable numbers, but the model is punished in regions where the parking numbers are highly 
fluctuating. The results show that SARIMAX has an advantage over Linear Regression in the 
MAPE error metric while the other metrics show similar results. 
The best results are provided by the gradient boosting model that shows moderately better 
performance than the neural network models on all metrics. It has very consistent performance 
across all parking regions. This is apparent from the box plots as it shows little variance in the 
error metrics and small outlier values. In addition, the training time is among the fastest of all 
the tested models. Figures 6.4, 6.5 and 6.6 show the results for region A which had the best 
predictions of all the regions. 
 
 
Figure 6.4: A good prediction result for region A. Prediction result created from test set with 
CatBoost gradient boosting model. 
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Figure 6.5: A 2-week closeup of the predictions for region A. 
 
 
Figure 6.6: A scatter plot of region A. Prediction result created from test set with CatBoost 
gradient boosting model. 
 
Seems that all the models somewhat struggle with the form of the data, that is semi-cyclic, but 
has slight fluctuation over time. Even the gradient boosting model did not give optimal results 
on all the parking regions as seen from the predictions of region B in Figure 6.7. 
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Figure 6.7: A bad prediction result for region B. Prediction result created from test set with 
CatBoost gradient boosting model. 
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7. Discussion 
When doing initial tests, the parking instances were distributed to streets instead of parking 
regions. However, the number of parking instances was not so high that the models would be 
able to give good results on many of the streets. Also, most of the park instances do not have a 
precise location attached, which makes them unusable for the forecasts. Because of the lacking 
location data, we decided to create the models on a parking region basis, which would give most 
of the regions a good model. As the locations for parking instances get more precise in the 
future, the region-based model will get better predictions and we can adapt the model to work 
even down to the precision of a street. 
When starting the project and gathering different possibilities on how to approach the problem, 
neural networks seemed like the most promising option. They produce good results in various 
time series forecasting problems in scientific papers and the industry. However, neural networks 
have the biggest cost in training times and optimizing the model, according to our experiments. 
With the available hardware and time in this project, it was very costly to optimize the different 
neural networks models. We applied different transformations for the dataset, including 
logarithmic transformation and differentiating the time series with different lags. These 
transformations did not improve the results drastically. In the early stages of testing, the 
networks produced the best results and, in the end, ended up ranking quite well. With more time 
and resources, the neural networks could have been optimized further and might have produced 
the best results. 
While testing the different models in depth, the gradient boosting model started to look very 
promising, since it was producing similar, and even better results compared to the neural 
networks. In addition to the performance, the model can be trained in a fraction of the time 
compared to neural networks. These realizations switched the interest to using the CatBoost 
model, that has many examples from production use in different industries and our company 
has also had previous experience with the library. 
As we compared the different models, the most interesting factor was the performance of the 
model, but in addition, the computational resources needed for training and forecasting the 
model were important as well. Also, it was valuable that developers who are not professionals 
in machine learning, could be able to use and customize the model when more data and 
parameters are available for training and forecasting in the future. These criteria match the 
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CatBoost model well, on the contrary to the Keras model that has a large pool of parameters and 
documentation to assimilate before it can be used to its full potential. 
The production environment where the model is intended to be used, has a limited amount of 
computational resources available. When selecting a model, it was beneficial to compare the 
resource requirements so that the model would not hog all the server resources for training. It 
would be also possible to train the model in an external environment with more resources but 
for the scope of this project, that would not be practical. When training the model and calculating 
the forecasts in the production environment, it is possible to automate the process with minimal 
effort. It is also possible to have close to real time predictions with minimal overhead. By 
training the models on-server there is no need for external environments or custom setups for 
the training and forecasting purposes. The CatBoost model is a good candidate for local training, 
whereas Keras can use a lot of time and resources when there is a lot of data and parameters to 
optimize. 
There are a lot of factors that could affect the number of parkings. Finding the data that is closely 
correlating with the parking dataset turned out to be quite time consuming and not all desired 
data is available. For example, event data is quite difficult to find in a centralized API for all of 
Helsinki. It could be possible to scrape and combine the data from different sources but that 
would be outside the scope and time constraints of this project. Hopefully, in the future, there 
will be an API to access event data in Helsinki city area with location and time queries. We 
believe this kind of information would improve the predictive power of the models and explain 
some of the outlier numbers. 
Weather data is publicly available from the website of  Finnish Meteorological Institute (FMI) 
[30] in a nice format and that was easy to fit in the parking dataset. Particularly, we were 
interested in the snow levels and temperature, since those are the observations that would affect 
parking behavior the most. Contrary to expectations, the weather data did not show a clear 
correlation with the parking data. This is possibly because the parking data is only from recent 
years and the winters have not been as extreme as before in terms of temperatures and amount 
of snow. Snow plowing  data is also available from Helsinki Region Infoshare (HRI) [31]. 
Because of the reasons mentioned above, the plowing dataset also showed little to no correlation 
to the parking time series. Other datasets whose correlation to the parking dataset was tested, 
include a traffic volumes dataset [32] from HRI and different weather attributes including wind 
and rain amounts. Ultimately these effects did not show enough correlation to improve the 
predictive powers of the models. 
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To train the data, we used a Google Cloud instance [33] to gain performance and saved time. It 
turned out to be very helpful when optimizing all the different models and trying to find the 
optimal hyperparameters for each case. It also helped to perform quick tests with external data 
from different sources.  
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8. Conclusions 
This work described the process of forecasting parking numbers in Helsinki city area. Different 
models were compared with each other using performance, speed, and ease of customization as 
the comparison measurement. We introduced the problems of multiple seasonalities and other 
external factors, like events and holidays that can affect the data. 
On the basis of prior research, the original assumption was that neural networks would give the 
best performance for a parking prediction problem. When conducting the experiments, it turned 
out that in our application, gradient boosting had better performance and was more efficient in 
terms of training time. We believe that the performance of the neural networks could be further 
improved with more available time and resources but that would not be viable in the scope of 
this project. 
The outlines of the forecasting procedure were represented and the process of using the different 
models was described. The results of the models were presented with the MAE, RMSE and 
MAPE error metrics as the main factor in selecting the best performing model. Though 
performance was the priority, other factors were considered as well, including training time and 
resource requirements. 
For future work on this feature, it would be beneficial to include further external factors to the 
data. For example, public event data would be helpful, so that we can predict the parking number 
fluctuations on an area basis. Furthermore, it would be optimal if the event data would be 
available from a centralized API where one could fetch them with datetime and geographic area. 
Additionally, in the future, the datapoints will have a more precise location, and the number of 
datapoints will increase. These improvements will help to increase the prediction abilities of the 
models and enable the possibility to create predictions even down to the precision of a street.  
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