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A B S T R A C T
Geographic Information Systems (GIS) are widely used to measure retail food environments. However the
methods used are hetrogeneous, limiting collation and interpretation of evidence. This problem is ampliﬁed by
unclear and incomplete reporting of methods. This discussion (i) identiﬁes common dimensions of methodo-
logical diversity across GIS-based food environment research (data sources, data extraction methods, food
outlet construct deﬁnitions, geocoding methods, and access metrics), (ii) reviews the impact of diﬀerent
methodological choices, and (iii) highlights areas where reporting is insuﬃcient. On the basis of this discussion,
the Geo-FERN reporting checklist is proposed to support methodological reporting and interpretation.
1. Introduction
The global prevalence of overweight and obesity is increasing, with
rates approaching or exceeding 1 in 4 adults in numerous continents
(International Food Policy Research Institute, 2016). The health, social
and economic burden of obesity is well recognised (Dobbs et al., 2014;
Kopelman, 2007; Reilly et al., 2003). In the UK, average intakes of
sugar, saturated fat, and salt also exceed UK recommendations, and it
is estimated that only 9% of 11–15 year olds and 29% of adults meet
‘ﬁve a day’ recommendations for fruits and vegetables (Public Health
England, 2014). Strong calls have been made by numerous national
and international organisations for policymakers to take robust action
against obesity, and to help improve nutritional behaviours more
generally (Government Oﬃce for Science, 2007; Institute of
Medicine, 2012; World Health Organisation, 2016).
One area that has recently received attention from researchers and
policymakers alike is the ‘retail food environment’ (RFE), and the link
this may have with health and obesity-related behaviours. The RFE is
characterised both by the ‘community nutrition environment’ (the local
opportunities to acquire food) and the ‘consumer nutrition environ-
ment’ (the environment within and around food outlets (FO), compris-
ing characteristics such as the price, acceptability and variety of food)
(Swinburn et al., 2013). The concept that the RFE might be a driver for
obesity is enticing, particularly to policymakers, because it suggests
that it may be possible to transform environments from ‘obesogenic’
(i.e. promoting excessive energy intake, making obesity more likely)
towards ‘leptogenic’ (i.e. deterring excessive energy intake through
better access to healthful foods and/or fewer opportunities to obtain
unhealthy foods).
Measures of the RFE are central to understanding its links with
health and obesity. RFE measures broadly fall under three categories:
(i) perception measures, which assess concepts like residents’ percep-
tions of the quality and availability of food provision; (ii) audit
measures, which generally assess characteristics of the ‘consumer
nutrition environment’, such as the variety and price of foods within
an outlet; and (iii) Geographic Information Systems (GIS) measures,
which measure the spatial accessibility of FO (see e.g. Kelly et al.
(2011), Ohri-Vachaspati and Leviton (2010) and Caspi et al. (2012) for
a review). These measures are typically used in isolation, although
some studies incorporate multiple measures (Rose et al., 2010).
To date, GIS measures have been by far the most commonly
employed. For example, a review by Caspi et al. (2012) examining
the associations between the RFE and diet reported 68% of studies
used GIS techniques. GIS techniques are also widely used by Town
Planners and Local Authorities/Government Agencies in developing
policy and making planning decisions (Glanz et al., 2016), making GIS-
based research particularly relevant to policy development.
Several reviews have highlighted considerable heterogeneity in the
methods used in GIS-RFE research (Charreire et al., 2010; Cobb et al.,
2015; Forsyth et al., 2010; Ni Mhurchu et al., 2013). This heterogeneity
http://dx.doi.org/10.1016/j.healthplace.2017.01.008
Received 1 October 2016; Received in revised form 3 January 2017; Accepted 9 January 2017
⁎ Corresponding author.
E-mail address: e.wilkins@leedsbeckett.ac.uk (E.L. Wilkins).
Health & Place 44 (2017) 110–117
1353-8292/ © 2017 The Authors. Published by Elsevier Ltd.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/BY-NC-ND/4.0/).
MARK
makes the collation and interpretation of research ﬁndings diﬃcult,
and hinders eﬀective translation of research into practice. While most
authors acknowledge these limitations, an absence of best practices
means the problems look set to persist. With such diversity in methods,
accurate and transparent reporting is essential. However, various
important methodological decisions are often insuﬃciently reported
or omitted (including work by current authors).
Very little guidance exists to support authors in reporting GIS-RFE
methods. Forsyth et al. (2006) propose a general framework for
reporting GIS-based measures of the built environment, which calls
for detailed reporting of the constructs measured, the GIS methods
used, and any questions that arose during the measurement process.
While this framework is useful, it is relatively general and does not
consider issues speciﬁc to RFE measurement.
In view of the above, this paper seeks to (i) identify common
dimensions of methodological diversity across GIS-RFE research, (ii)
review the impact of diﬀerent methodological choices, and (iii) high-
light areas where reporting is often insuﬃcient. On the basis of this
discussion, the Geo-FERN (Geographic Information Systems Food
Environment ReportiNg) checklist is proposed. Adoption of the
reporting checklist will facilitate better reporting and critical evaluation
of methods leading to a greater understanding of the links between the
RFE, health and obesity, and improved translation of research evidence
into practice. It should be noted that it is not the aim of this article to
suggest ‘best practices’ for GIS-RFE methods; there is insuﬃcient
evidence on which to make such recommendations, and best practices
are likely to vary depending on the speciﬁc study design and research
question. However, it is hoped adoption of the Geo-FERN checklist
will, enable appraisal of methods on a case-by-case basis.
2. Dimensions of methodological diversity
In GIS-based research, RFE are commonly operationalised in terms
of the spatial accessibility of FO (Charreire et al., 2010; Cobb et al.,
2015). While street audits are generally considered to be the ‘gold
standard’ for FO location data (Paquet et al., 2008), they are costly, and
time-consuming, particularly for large-scale studies required at the
population level (Caspi and Friebur, 2016; Fleischhacker et al., 2012).
Thus, the majority of studies instead use secondary FO data. Within
this context, there are commonly ﬁve dimensions of methodological
diversity: (i) the choice of FO data, (ii) the methods used to extract FO
of interest, (iii) the ways that FO constructs (e.g. ‘supermarket’ or ‘fast
food outlet’) are deﬁned, (iv) the geocoding methods used, and (v) the
ways that FO access is operationalised (Fig. 1). Discussion of each
dimension is set out below.
3. Dimension one: food outlet data
FO data used in GIS-RFE research is usually either administrative
(i.e. collected by governments, local councils etc.) or commercial (e.g.
produced by companies such as InfoUSA, Dun and Bradstreet, or
Yellow Pages) (Burgoine, 2010; Cobb et al., 2015). Other sources
include data that is produced speciﬁcally for mapping purposes (e.g. by
Ordnance Survey) (Fraser et al., 2012a; Harrison et al., 2011) and
omnidirectional imaging such as Google Street View™ (Charreire et al.,
2014). Considerations inﬂuencing choice of data source may include
cost, accessibility, geographic scope, age and quality.
Secondary data has variable quality in terms of its completeness
and accuracy (Clary and Kestens, 2013; Fleischhacker et al., 2013; Han
et al., 2012; Liese et al., 2013, 2010; Lucan et al., 2013). A recent study
(Mendez et al., 2016) has shown that the use of diﬀerent data sources
(InfoUSA and Dunn and Bradstreet) can lead to diﬀerent conclusions
regarding associations between FO density and area-level demo-
graphics, with both the number of signiﬁcant associations and the
strength of associations being greater for Dunn and Bradstreet data.
Hobbs et al. (2016) also noted diﬀerences in the size of associations
between food access and weight status when comparing Ordnance
Survey Points of Interest (OS PoI) data and UK food hygiene data.
However, these diﬀerences did not lead to substantively diﬀerent
conclusions (12/12 versus 11/12 of the tested associations were non-
signiﬁcant for the respective data sources).
Incomplete secondary data is also a concern. For example, UK food
hygiene records typically do not include information on the locations of
market stalls; instead recording the home addresses of stall owners
(Burgoine, 2010; Burgoine and Harrison, 2013). However, market
stalls may be an important food source among certain communities
(Bader et al., 2010), and excluding these sources could underestimate
food access in such groups. Any secondary data should be cited in order
to enable critical appraisal and to recognise and reward the scientiﬁc
contribution of the data creators. While best practices in data citation
are still in their infancy, the Economic and Social Research Council
(ESRC) suggest that as a minimum citations should provide an
identiﬁer (i.e. a web address or ideally a Digital Object Identiﬁer
(DOI)), the name of the data creator, the title of the dataset, the
publisher of the dataset and the publication year (Economic and Social
Research Council, 2016). However, numerous authors (e.g. Abbott
et al., 2014; Griﬃths et al., 2014; Fraser et al., 2012b; Jennings et al.,
2011) do not meet these criteria. The age of FO data may be
particularly important to report, as this may aﬀect the validity of food
access measures e.g. if there is a temporal mismatch between the FO
data and any linked data. However, the age of secondary data may not
always be known. If this is the case, then it should be stated as a
limitation.
Example Areas of DiversityDimensions of Diversity
1. Food Outlet Data
2. Extracng Food Outlets
Type of data used e.g. administrave 
or commercial; age of data
Impact
3. Deﬁning Food Outlet 
Constructs
4. Geocoding Methods
5. Access Metrics
Search terms used to extract outlets  
e.g. list of classiﬁcaons or outlet 
names
Validity of access 
measure(s)
Scope of data included in 
study
Operaonal deﬁnions of outlet 
‘types’ e.g. ‘fast food outlets’
Interpretaon of construct 
deﬁnion(s)
Address model used e.g. street 
segment, land parcel; source of 
reference data
Validity of access 
measure(s)
Type of metric e.g. intensity or 
proximity; buﬀer size; metric units 
e.g. count per area/capita
Validity and interpretaon 
of access measure(s)
Fig. 1. The ﬁve dimensions of methodological diversity in GIS-based retail food environment research, and corresponding impact.
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As data sources are often unique to speciﬁc countries, and in some
cases even regions, reader familiarity with the data should not be
assumed, and a brief description of the data is warranted. Description
could usefully include e.g. the purpose for which the data was originally
collected, the methods of data collection, the scope of the data (in terms
of both the geographic coverage of the data and the range of business
types included in the data) and the data ﬁelds used in analyses. Further
details that could usefully be reported to support appraisal of data
quality include information on the accuracy of FO data (e.g. via
reference to a validation study) and provision of information on the
prevalence of missing attribute data (or acknowledgement that the level
of missing data is unknown).
4. Dimension two: extracting food outlets
Once a data source has been selected, the next methodological step
usually involves extracting data of interest (Fig. 1). Data extraction is
performed primarily to extract FO from a larger dataset of more
general businesses and/or to exclude FO that are not of relevance to the
research question.
Extracting FO is not as simple as may be assumed. One method is to
extract outlets on the basis of proprietary classiﬁcation codes (Boone-
Heinonen et al., 2013; Carroll-Scott et al., 2013; Gibson, 2011;
Jennings et al., 2011; Macdonald et al., 2011; Shier et al., 2012).
Such codes may conform to nationally or internationally recognised
classiﬁcations schemes (e.g. the North American Industry Classiﬁcation
System (NAICS) or Standard Industrial Classiﬁcations (SIC)), or may
be unique to a data provider (e.g. OS PoI classiﬁcations).
One challenge with this method of data extraction is in deciding
which classiﬁcations to retain/exclude. As an example, OS PoI data
includes spatially coded data on businesses in the UK, with business
being associated with one of 616 possible classiﬁcations (Ordnance
Survey, 2016a). However, while some classiﬁcations such as ‘Cafes,
Snack Bars and Tea Rooms’, ‘Fish and Chip Shops’ and ‘Supermarkets’
are obviously food retailers, other classiﬁcations are less clear. For
example, the classiﬁcations ‘Department Store’ and ‘Chemists and
Pharmacies’ may include some stores that sell food and others that
do not (Farley et al., 2010). The researcher must therefore decide
whether to include outlets falling within these ‘peripheral’ classiﬁca-
tions (possibly applying further techniques to extract those selling
food), or whether to exclude all ‘peripheral’ classiﬁcations.
A second extraction method involves searching other attributes in
the data (Block et al., 2004; Forsyth et al., 2012a; Hurvitz et al., 2009;
Thornton et al., 2012). For example, Thornton et al. (2012) extracted
supermarkets by searching for the names of main chain supermarkets,
and Forsyth et al. (2012a) extracted fast food outlets using a combina-
tion of chain names, and search terms such as “pizza”, “taco”, “burger”,
etc. The choice of extraction method will aﬀect the scope of FOs
extracted. For example, the method of Forsyth et al. (2012a) would
omit non-chain FO whose name is not descriptive of the foods sold.
Despite varied approaches to data extraction, many studies (e.g.
Abbott et al., 2014; Griﬃths et al., 2014; Bloodworth et al., 2014;
Harrison et al., 2011; Smith et al., 2013; Williams et al., 2015) provide
no description of the methods used. Of those that do, some still fall
short of providing a complete description of extraction methods. For
example, where outlets are reported to be extracted on the basis of
proprietary classiﬁcations, extraction methods can still remain opaque
because authors (e.g. Carroll-Scott et al., 2013; Jennings et al., 2011)
do not give an exhaustive list of codes/categories that were extracted,
or if a list of categories is given, authors (e.g. Casey et al., 2012;
Jennings et al., 2011) do not clearly state whether these correspond to
the proprietary categories, as opposed to e.g. researcher-deﬁned
categories. This makes it diﬃcult for the reader to identify which types
of outlets have been included, and which have been excluded; a detail
that is important for informing FE-related policy, and for replicating
research in diﬀerent regions.
Extraction methods have been well reported in several papers (e.g.
Bodicoat et al., 2015; Boone-Heinonen et al., 2013; Forsyth et al.,
2012a; Shier et al., 2012), wherein exhaustive lists of codes/search
terms have been provided either within the text or within supplemen-
tary material. Where outlets are extracted on the basis of proprietary
classiﬁcations speciﬁcally, it may also be helpful for the classiﬁcation
scheme to be included within supplementary material, or for any
‘peripheral categories’ to be highlighted so that the reader can evaluate
whether any important outlets have been omitted. Fraser et al. (2012b)
provide a good example of this practice, by highlighting pubs as a
peripheral category, and providing rationale for their exclusion.
5. Dimension three: deﬁning food outlet constructs
Many studies examine access to speciﬁc outlet types, such as
‘supermarkets’, ‘fast food outlets’ and ‘convenience stores’ or to larger
groupings of outlets considered more generically to be either ‘healthy’
or ‘unhealthy’ (Charreire et al., 2010; Cobb et al., 2015). These FO
constructs are frequently used as a proxy for the availability of certain
types of food (Cobb et al., 2015). For example, supermarkets are often
taken to represent healthy food sources, and fast food outlets to
represent unhealthy food sources (Moudon et al., 2013; Rundle et al.,
2009).
Clear construct deﬁnitions are necessary to enable appraisal of a
construct as a proxy for food availability. For example, taking super-
markets to represent a source of healthy food may not be entirely valid,
as supermarkets also oﬀer a wide range of unhealthy foods; particularly
in smaller local supermarkets, where a much greater proportion of
store space may be devoted to unhealthy foods (Farley et al., 2009).
Clear construct deﬁnitions are also imperative to enable translation of
research into practice; without this it is impossible for policymakers to
take evidence-based action in respect of outlet types determined to
have an (un)favourable inﬂuence on health/obesity.
The methods used to deﬁne FO constructs are highly variable.
Constructs have been deﬁned, for example, based on proprietary
classiﬁcations (see e.g. Griﬃths et al., 2014; Cetateanu and Jones,
2014; Macdonald et al., 2011) and/or criteria such as ﬂoor space (see
e.g. Gilliland et al., 2012), number of employees (see e.g. Fiechtner
et al., 2013; Fiechtner et al., 2015; Gibson, 2011) or annual sales (see
e.g. Shier et al., 2012). Yet others have replaced proprietary classiﬁca-
tion schemes with secondary schemes in order to group FO into
constructs (e.g. Burgoine et al., 2014; Williams et al., 2015). Some
methods rely exclusively on information available within the FO data
source to group outlets (e.g. Griﬃths et al., 2014; Cetateanu and Jones,
2014; Macdonald et al., 2011), whereas others use supplementary
information (e.g. Block et al., 2011; Burgoine and Monsivais, 2013;
Carroll-Scott et al., 2013; Fraser et al., 2012b; Hurvitz et al., 2009;
Williams et al., 2015). For example, Fraser et al. (2012b) used a
combination of proprietary classiﬁcations, outlet names and local
knowledge to group outlets.
As a result of diﬀering construct deﬁnitions, the scope of similarly-
named constructs is diverse. While the construct ‘fast food outlets’ has
in some cases been deﬁned narrowly to include e.g. only ‘traditional’
hot food takeaways (Block et al., 2004; Burgoine et al., 2014; Burgoine
and Monsivais, 2013; Hurvitz et al., 2009; Skidmore et al., 2010),
others have adopted broader deﬁnitions including e.g. cafes, sandwich
shops and bakeries (Williams et al., 2015). Broad construct deﬁnitions
may include outlets with varied food provision, which may not conform
to the type of food provision the construct is supposed to represent.
The use of diﬀerent construct deﬁnitions can lead to very diﬀerent
ﬁndings, meaning the collation of similarly-named, but diﬀerently-
deﬁned constructs may give rise to heterogeneous, and overall null or
misleading results. For example, Moudon et al. (2013) applied three
diﬀerent 'healthy' and 'unhealthy' outlet deﬁnitions to the same data.
All outlets were ﬁrst classiﬁed according to their proprietary classiﬁca-
tion code and then divided into ‘healthy’ and ‘unhealthy’ outlets such
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that (i) outlets classiﬁed as ‘broad selection’ food stores and ‘limited
service’ restaurants were ‘healthy’, and all other outlets were ‘un-
healthy’; (ii) outlets classiﬁed as ‘supermarkets’ were ‘healthy’, and
‘convenience stores’ and ‘fast food restaurants’ were unhealthy; and
(iii) outlets classiﬁed as ‘supermarkets’ and ‘fruit and vegetable
markets’ were healthy, and ‘fast food restaurants’, ‘convenience stores’,
‘bakeries’, and ‘meat markets’ were unhealthy. Under the three
schemes, the percentage of outlets classiﬁed as ‘healthy’ ranged from
3% to 34%, and ‘unhealthy’ ranged from 16% to 66%. In spite of these
problems, reviewers have nevertheless collated studies examining
similarly-named, but diﬀerently deﬁned constructs in order to simplify
the wildly heterogeneous evidence base (Casey et al., 2014; Cobb et al.,
2015; Feng et al., 2010; Fleischhacker et al., 2011).
In spite of the diversity of construct deﬁnitions, frequently studies
go no further in deﬁning constructs than providing construct names
(e.g. Abbott et al., 2014; Griﬃths et al., 2014; Bloodworth et al., 2014;
Carroll-Scott et al., 2013). Although some other authors do state the
method used to deﬁne outlets (e.g. use of proprietary codes), important
methodological details necessary to understand the construct scope are
still missing (e.g. the proprietary classiﬁcations making up each
construct) (see e.g. Casey et al., 2012; Fiechtner et al., 2013;
Fiechtner et al., 2015).
Where proprietary classiﬁcations, store names or other objective
criteria have been used to deﬁne outlet constructs similar guidance as
for Dimension Two applies; brieﬂy, authors should provide an ex-
haustive list of categories/names/criteria making up each construct,
with a copy of the proprietary classiﬁcation scheme (where used)
preferably being provided in supplementary materials. Where citable
categorisation schemes, such as those developed speciﬁcally for RFE
research, have been used (i.e. replacing proprietary classiﬁcations),
these should ideally be cited and the methods used to apply the
secondary classiﬁcations described. For example, Burgoine and
Monsivais (2013) report use of a validated RFE classiﬁcation scheme
(Lake et al., 2010) to deﬁne constructs, and describe use of “[t]he
internet, Google Street View, phone calls, some ground truthing and
local knowledge” to apply the classiﬁcations to FO data.
In any case, it is suggested that authors list some exemplary (ideally
well-known) outlets falling within each construct such that the scope of
each construct can be more readily interpreted. For example, if the
construct ‘fast food outlet’ includes ‘traditional’ burger and fried
chicken outlets, and also coﬀee shops and sandwich shops, then well-
known chains falling within each such sub-type could be listed. This is
recommended even when an exhaustive list of proprietary classiﬁca-
tions deﬁning the scope of constructs is provided, because classiﬁcation
schemes may be applied inconsistently by data providers. For instance,
for two data providers both applying the NAICS classiﬁcation scheme,
the number of outlets that were classiﬁed as ‘supermarkets and other
grocery stores’ diﬀered by 40% (Forsyth et al., 2010). Data providers
may also not apply classiﬁcations consistently over time. For example,
Ordnance Survey classiﬁed McDonald's as a ‘restaurant’ in the 2006
version of their Points of Interest data, and as a ‘fast food and takeaway
outlet’ in their 2016 version (Ordnance Survey, 2006, 2016b).
As there is presently little evidence to guide construct deﬁnitions
(and the most appropriate deﬁnitions are likely to vary depending on
the research question), as a minimum it is suggested authors seek to
use established deﬁnitions to facilitate comparability between studies.
It may also be helpful for authors to set out the conceptual basis for
their constructs, e.g. via reference to audit-based studies evidencing an
association between a construct and a certain type of food availability/
environment.
6. Dimension four: geocoding methods
Geocoding is the process of converting address data into coordi-
nates or other geographic identiﬁers by matching the address data to
spatially coded reference data. It is a common methodological step in
many GIS-RFE studies (Fig. 1), and is used to map FOs, residential
addresses, schools, workplaces or geographic covariates. Geocoding is a
complex process carried out by algorithms. Possibly for this reason,
many authors (e.g. Abbott et al., 2014; Block et al., 2011; Bloodworth
et al., 2014; Bodicoat et al., 2015; Fiechtner et al., 2013; Fiechtner
et al., 2015) provide very little detail about the geocoding methods
used. However, while detailed knowledge of these algorithms is not
essential for geocoding to be performed, nor for the results to be
understood, there are numerous decisions and processes that require
human intervention, and which may aﬀect the quality of the geocoding
process. Reporting of these human processes, and recognition of the
ways in which they may aﬀect geocoding quality is therefore important.
The quality of the geocoding process can broadly be deﬁned in
terms of the spatial accuracy of geocoded address points and the
percentage of addresses that are successfully geocoded (the ‘match
rate’) (Jacquez, 2012). Reviews of geocoding errors have noted typical
positional errors of 25–614 m (Jacquez, 2012; Zandbergen, 2008).
However, larger positional errors are quite common, with Cayo and
Talbot (2003) reporting that in rural areas, 10% of addresses were
geocoded with errors > 1.5 km. This is substantially larger than
commonly used buﬀer sizes and could lead to invalid access measures.
Positional errors in geocoding can also lead to issues such as biased
regression coeﬃcients, inﬂated standard errors and reduced statistical
power (Griﬃth et al., 2007; Jacquez, 2012; Rushton et al., 2006;
Zandbergen, 2008). Low match rates can lead to unrepresentative
access measures, and match rates that vary geographically in a non-
random manner can lead to confounded results; a phenomenon known
as ‘cartographic confounding’ (Oliver et al., 2005).
One methodological decision that is often not reported, and which
can impact geocoding quality is the address model used (Jacquez,
2012; Zandbergen, 2008). There are four commonly used models,
which respectively match addresses to (i) areal units, (ii) street
segments, (iii) land parcels and (iv) address points (Goldberg et al.,
2007; Zandbergen, 2008). Areal units can include postcode/ZIP code
zones, counties, cities etc. An exemplary geocoded point (Point A) is
shown in Fig. 2 for a postcode zone areal unit. In the street segment
model, an address is matched to a street segment, and each segment is
associated with an address range, with odd and even numbers usually
being assumed to reside on opposite sides of the street. The position of
an address along the street is then estimated, assuming addresses are
linearly dispersed within the address range (Fig. 2, Point B). In the land
parcel model, addresses are geocoded to a matched land parcel (usually
the parcel centroid) (Fig. 2, Point C). Finally, in the address point
model, addresses are matched to individual point data, which is
typically located at the centroid of the building to which the address
corresponds (Fig. 2, Point D).
The areal unit model is generally the least spatially accurate because
all addresses within a unit are geocoded to the unit centroid (Goldberg
et al., 2007). Amongst the other three models, street segment geocod-
ing is commonly the least accurate (Zandbergen, 2008). For example,
Cayo and Talbot (2003) found the respective mean positional errors of
street network and land parcel models to be 143 m and 15 m
respectively in suburban areas. In contrast, the areal unit model tends
to have the highest match rate because it only requires a match for the
areal unit identiﬁer within the address (e.g. postcode or county)
(Zandbergen, 2008). Among the other three, street network geocoding
usually has the highest match rate (70.9–97.4%), as matches are only
required for the street segment; followed by address point (48.0–
80.7%) and land parcel (24.1–78.2%) models, which require matches
across all address ﬁelds (Zandbergen, 2008). In general there is a trade-
oﬀ between high match rates and high spatial accuracy.
A second methodological decision is the choice of reference data (or
the choice of geocoding software, which may dictate the reference data
used). Diﬀerent sources of reference data are known to have variable
accuracy and completeness (Frizzelle et al., 2009; Jacquez, 2012;
Rushton et al., 2006), which may impact both positional accuracy
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and match rate (Bell et al., 2012). For example, where street segment
geocoding is used, the spatial accuracy of the street network data will
impact the positional accuracy of geocoded addresses. The age of the
reference data may be of particular pertinence, as development of new
roads and/or buildings could reduce geocoding quality.
Environmental context is another factor which, although not a
methodological step, nonetheless requires reporting because it is
associated both with spatial accuracy and match rate. More speciﬁcally,
positional errors are higher in rural areas compared to urban and
suburban areas (Jacquez, 2012; Schootman et al., 2007; Zandbergen,
2008). Cayo and Talbot (2003), for instance, reported a mean
positional error of 614 m in rural areas versus only 58 m in urban
areas. Oliver et al. (2005) also found match rates to be associated with
county-level demographics, leading to ‘cartographic confounding’.
When reporting environmental context, the operational deﬁnition
should be stated, as various deﬁnitions can be employed. For example,
in the UK the Oﬃce for National Statistics employ diﬀerent urban/
rural deﬁnitions depending on the level of geography being classiﬁed
(Department for Environment and Rural Aﬀairs, 2016).
Other factors that may aﬀect geocoding quality include the parti-
cular software (i.e. algorithm) used to perform the geocoding operation
and any user-modiﬁable parameters, such as the minimummatch score
(i.e. the level of agreement required between the input and reference
addresses to determine a match) and the street network oﬀset
(Rushton et al., 2006).
To facilitate critical appraisal of geocoding methods, it is proposed
that as a minimum authors report the address model, percentage
match rate and environmental context of the study (e.g. whether the
environment was urban or rural, including the operational deﬁnition
used). Additional useful details include the geocoding software used
and the source of reference data, including publication date.
Knowledge of a particular reference dataset should not be assumed,
as international readers are unlikely to be familiar with foreign
reference data. If the geocoding method is unknown (e.g. because data
was already geocoded by the data provider), then this should be clearly
stated.
7. Dimension ﬁve: access metrics
Once geocoded, the ﬁnal step is to compute access metrics (Fig. 1).
There are numerous methods for operationalising access, the most
common of which can broadly be classiﬁed as either intensity metrics,
proximity metrics, and gravity metrics (Charreire et al., 2010; Cobb
et al., 2015).
Intensity metrics are indicative of the number or density of outlets
within a zone (usually an aerial or a buﬀer zone). Aerial zones are
regions that have usually been pre-deﬁned for purposes other than RFE
research e.g. census tracts, healthcare districts, or local government
districts. Buﬀer zones can be formed around a point, line or polygon
(i.e. 2D shape), and can be deﬁned either using Euclidian (straight line)
distances, or network (street length) distances. There is no consensus
on the appropriate zone size for deﬁning RFE, and a variety of sizes
have been used, ranging from 100 m to 6 mile buﬀer radii (Charreire
et al., 2010; Cobb et al., 2015).
Diﬀerent zoning systems have various limitations. For example,
while aerial units may be highly relevant to governments and other
policymakers, their arbitrary size and scale can lead to bias; a problem
known as the Modiﬁable Areal Unit Problem (Fotheringham and
Wong, 1991). All zoning methods are also limited in that they are
unlikely to represent the true extent of an environment with which a
person interacts (Crawford et al., 2014; Zenk et al., 2011); a problem
termed the ‘uncertain geographic context problem’ (Kwan, 2012).
Recent research has begun using GPS tracking to deﬁne environments
(Ni Mhurchu et al., 2013). However, such methods may be ﬂawed by
reverse causality arguments, with GPS routes being dependent on an
individual's motivation to access certain FOs (Chaix et al., 2013). For
these reasons, authors are encouraged to provide a rationale for their
choice of zone type and size and to clearly deﬁne the ‘type’ of
environment(s) being measured e.g. home, school or work environ-
ments, such that the conceptual basis for their zoning deﬁnition can be
appraised.
Irrespective of how zones are deﬁned, it is important that zoning
methods are well described. In relation to aerial zones, any aerial
boundary data used should be cited, including a date or other version
identiﬁer. This is because aerial zones (e.g. administrative zones) may
change over time (Oﬃce for National Statistics, 2012), and because
diﬀerent sources of areal unit boundary data may have diﬀering
accuracy (Rushton et al., 2006).
Euclidian buﬀer zoning methods are generally well reported.
However, where buﬀers are formed around a point, the methods for
deﬁning this point are not always clear due to lack of clarity in
geocoding methods (see Dimension Four). The accuracy of the location
of the buﬀer centroid may be an important consideration e.g. in studies
involving small buﬀer sizes (~400 m) around large buildings. This is
because, depending on where the centroid is located, parts of the true
environment around the building may not be captured.
Calculating a network buﬀer has been made relatively easy through
advances in GIS software. However, the relative ease of performing this
procedure hides the complexity of algorithms underpinning the
process, which as discussed by Forsyth et al. (2012b) vary between
software providers and even between versions of software from the
same provider. This can lead to diﬀerently deﬁned buﬀers, and
1
3
5 7
42 6 8
Postcode boundary
A
Street 
Segment
Expanded view of street 
within postcode zone
Buildings
Land Parcels
B
C D
Main Street
Fig. 2. Diagram of an exemplary postcode zone, and expanded view of a street segment within the postcode zone illustrating the geocoded locations of building Number 4, Main Street
under four geocoding methods. Point A was geocoded by postcode unit matching, Point B by street segment interpolation, Point C by land parcel matching, and Point D by address point
matching.
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reinforces the requirement to cite the geocoding software used or to
describe buﬀering methods in detail.
Creating network buﬀers requires access to network data represent-
ing the positions of roads, paths, public transportation routes, and/or
cycle routes. The quality and age of this data have bearing on the spatial
accuracy of street network data, as mentioned above. Additionally, the
type(s) of network included is also an important consideration because
diﬀerent network types (e.g. footpaths and motorways) will have
variable applicability depending on whether the buﬀer is intended to
represent e.g. a walking or driving distance. It is not uncommon for
studies (e.g. Cerin et al., 2011; Jennings et al., 2011; Williams et al.,
2015) to omit details on the network data used, or the types of route
(e.g. footpath, cycle path, motorways) that were included.
In addition to reporting zoning method, it is also important to
clearly report the units of the intensity metric. Intensity metrics have
been measured as raw counts, or as normalised metrics (‘densities’),
which include count per capita, count per unit area, or count per unit
length for buﬀers around a line (Burgoine et al., 2014; Cobb et al.,
2015). Other studies have also included relative intensity metrics (e.g.
the number of ‘healthy’ outlets relative to the number of ‘unhealthy’
outlets) (e.g. Clary et al., 2015; Cobb et al., 2015; Shier et al., 2012). It
is not uncommon for authors (e.g. Abbott et al., 2014; Carroll-Scott
et al., 2013; Fraser et al., 2012b) to use the word ‘density’, when the
metric that is reported is actually a simple raw count. This leads to
confusion and should be avoided. Clarity with regard to the operational
deﬁnition of outlet intensity may be especially important for town
planners who may be interested in setting maximum/minimum allow-
able outlet densities, for example.
Proximity metrics measure the ‘accessibility’ of foods, and can be
calculated, e.g. as a Euclidian (straight line) distance, a network (street
length) distance, a Manhattan distance (distance along perpendicular
axes), or a travel time (Charreire et al., 2010; Cobb et al., 2015; Ni
Mhurchu et al., 2013). Again, proximity metrics have various limita-
tions. Notably, while proximity metrics may give a reasonable measure
of food access in rural areas, they may under-estimate food access in
urban areas, where a high number of similarly proximate food sources
is likely (Guagliardo, 2004). This adds further basis to the argument
that environmental context should always be reported. Other factors
that should be reported are the same as for buﬀer methods i.e. clear
deﬁnition of origin and destination locations, and speciﬁcation of any
network data, including network types included in analyses.
Additionally, where travel time is calculated, the parameters used for
calculating this (e.g. speed limits, public transport scheduling etc.)
should be reported.
Gravity metrics are combined measures of accessibility and avail-
ability, wherein FO that are more proximal to a zone centroid are
weighted more highly than those that are further away (Guagliardo,
2004). A common example is the kernel density metric (Cobb et al.,
2015). Gravity metrics include a decay coeﬃcient dictating how rapidly
the weighting of FO falls with increasing distance (Guagliardo, 2004),
and a zone radius (Thornton et al., 2010). To facilitate comparison
between metrics, these parameters should be reported.
8. Geo-FERN (Geographic Information System Food
Environment ReportiNg)
Based on the discussions above, a reporting framework is proposed
(Supplementary Materials). To ensure that the framework is pragmatic,
the suggestions are divided into those deemed essential to facilitate a
minimum understanding and comparability between studies, and those
which provide desirable supplementary information, enabling a higher
level of critical appraisal, closer replicability of the study methods and/
or more in-depth understanding of the study outcomes. One limitation
of the proposed framework is that, when word limits are tight, authors
may need to prioritise results and discussion sections and may not be
able to meet all of the GeoFERN criteria. It is hoped however that at
least the ‘essential’ criteria will be achievable within most word limits,
and that supplementary materials are used to provide additional
methodological detail when this is not the case.
9. Future directions
Future research should continue to explore the impact of
diﬀerent methodological choices, and to work towards developing
best practices for GIS-RFE. While the present framework focusses
on the most commonly used methods in RFE research, new spatial
methods for measuring RFE are emerging, such as use of omnidir-
ectional imaging and GPS tracking, and future protocols may need to
be developed for reporting these methods, if they become adopted
widely.
10. Conclusion
Measures of the RFE are central to understanding the links between
the RFE, health and obesity, with GIS-based measures being used by
both researchers and practitioners. Absence of best practices for GIS-
RFE research has led to highly diverse methods across multiple
dimensions including data sources, data extraction methods, FO
construct deﬁnitions, geocoding methods, and access metrics. This
diversity makes it diﬃcult - if not impossible - to collate research and
reach a consensus on whether and how the RFE inﬂuences health and
obesity. This problem is compounded by unclear and incomplete
reporting, which at best makes it diﬃcult to review evidence with a
critical eye, and at worst precludes the interpretation of research in a
meaningful way (i.e. one that supports policy).
GIS-RFE methods are typically complex, and the reporting of
methods is not as simple as may be assumed. It is hoped that this
discussion and proposed reporting framework provide support to
authors in setting out the most salient details of their methods clearly
and accurately. These materials are also intended to assist academics,
policymakers and other practitioners in the critical appraisal of RFE
research. It is our intention that adoption of the framework will go
some way to helping to clarify and synthesise RFE research, enabling
policymakers to make evidence-based choices.
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