Abstract: In this paper, by using the exact tail asymptotics derived by Debicki, Hashorva and Ji (Ann. Probab. 2014), we proved the Gumbel limit theorem for the maximum of a class of non-homogeneous Gaussian random fields.
Introduction
Let {X(t), t ∈ E} with E ⊂ R d , d ≥ 1 be a centered Gaussian random field (or process) with covariance function r(t) and continuous sample functions. The tail probability
plays an important role in many fields of applied and theoretical probability, since Gaussian processes have been applied to risk theory, queue theory, statistics, machine learning and biology, while Gaussian fields have been applied to image analysis, atmospheric sciences, geostatistics, hydrology, agriculture, as well as to other fields, (see eg. Adler and Taylor 2007) . Since the exact tail probability is known only for some special cases, many authors have developed various methods to approximate the tail probability. The most important methods are the double sum method (Piterbarg (1996) ), the tube method (Sun (1993) ), the Euler characteristic method (Adler and Taylor (2007) ) and the Rice method (Azaïs and Wschebor (2009)).
If the Gaussian process {X(t) : t ∈ [0, ∞)} is stationary with the covariance function r(t) satisfying the following condition:
r(t) = 1 − C|t| α + o(|t| α ), t → 0, and r(t) < 1, t ≥ 0
with α ∈ (0, 2] and C > 0, then the following well-known Pickands exact asymptotics is a main tool for deriving the exact tail asymptotic (1) by using the double sum method, 
will naturally appear in the exact asymptotic for (1) .
To derive the exact asymptotic for non-smooth Gaussian case, the following Piterbarg asymptotic is powerful, ie.,
u → ∞, where b > 0 and
In this case, the Piterbarg constants P continuous sample paths. Suppose that assumptions A1-A3 are satisfied with the parameters mentioned therein.
Then, as u → ∞,
for β < α 2 and α 1 < α 2
for β < α 1 and α 2 < α 1
This result is very powerful since it can be used to derive the exact tail asymptotic for many type of statistics, such as Shepp statistics for Gaussian processes, Brownian bridge and fBm, maximum loss and span of Gaussian processes, In many applied fields, especially in statistics, the limit theorems (the Gumbel laws) for extremes of Gaussian processes and fields also play very important role. For example, Seleznjev (1991 Seleznjev ( , 1996 Giné and Nickl (2010) .
The studies on the Gumbel law for Gaussian processes have a long history and it can be dated back to Pickands (1969) . For the stationary Gaussian case, it is well known (see e.g. Pickands 1969 , Leadbetter et al. 1983) , that (2) and the Berman's condition r(t) log t → 0, as t → ∞ imply the Gumble law
as T → ∞, where
The extensions of (5) to other cases, include non-stationary case, strongly dependent case, can be found in Berman In this paper, we are interested in the limit laws of extremes for Gaussian random field which satisfies assumptions A1-A3 and a Berman-type condition. By using the obtained results, we also derived the Gumbel law for Shepp statistics of fractional Brownian motion and Gaussian integrated process as well as the Gumbel law for Storage process with fractional Brownian motion as input.
The rest of the paper is organized as follows. In Section 2, we state the main results of the paper, and in Section 3, we present two applications. The technical proofs are gathered in Section 4, while in Section 5 we give two auxiliary results.
Main Results
First, we make a samll extension on Theorem 1.1.
AssumptionĀ1: there are exists some positive function σ(t) which attains its maximum on [0, ∞) at T 0 ∈ (0, ∞), and further
holds for some β, b > 0.
Theorem 2.1. Let {X(s, t), (s, t) ∈ E} with E = [0, S] × [0, ∞) be a centered Gaussian random field with a.s.
continuous sample paths. Suppose that assumptionsĀ1, A2, A3 are satisfied with the parameters mentioned therein. We have as u → ∞,
where µ(u) is defined in Theorem 1.1 by replacing with
in case β = α 2 > α 1 and with P b(
respectively. Furthermore, if we assume that {X(s, t), (s, t) ∈ E} is homogeneous with respect to the first factor s, then above assertions hold also for the case that S = S(u) such that u
To derive the Gumbel law, we need to impose the following Berman-type weak dependence condition.
Assumption A4: Assume that for some c = 1 + max(0, β − max{α 1 , α 2 }) the function
We state next our main results:
be a centered Gaussian random field with a.s.
continuous sample paths. Suppose that assumptions A1-A4 are satisfied with the parameters mentioned therein. In addition, assume that {X(s, t), (s, t) ∈ E} is homogeneous with respect to the first factor s. Then
where
for β < α 1 and α 2 < α 1 .
Assumption A5: Assume that for some c = 1 + max(0, β − max{α 1 , α 2 }) the function
Theorem 2.3. Let {X(s, t), (s, t) ∈ E} with E = [0, S] × [0, ∞) be a centered Gaussian random field with a.s.
continuous sample paths. Suppose that assumptionsĀ1,A2,A3 and A5 are satisfied with the parameters mentioned therein. In addition, assume that {X(s, t), (s, t) ∈ E} is homogeneous with respect to the first factor s. Then
where a S = √ 2 ln S and
with ω S defined in Theorem 2.2 with the same changes on the constants as in Theorem 2.1.
Applications
In this section we give two applications of our main results. We derive the exact tail asymptotics and Gumbel laws for Shepp statistics and the storage process with fBm as input. The obtained results are of independent interest.
Shepp Statistics
Let {X(t), t ≥ 0} be a centered Gaussian process and define the Shepp statistics
The Shepp statistics which was introduced by Shepp (see Shepp 1966 Shepp ,1971 ) paly a vary important role in statistics.
Some related studies can be found in Cressie ( In this subsection, we consider more general Gaussian process X(t), which is a Gaussian process with stationary increments. Recall that X(t) is said to have stationary increments if the law of the process {X(t + t 0 ) − X(t 0 ), t ∈ R} does not depend on the choice of t 0 . To study the maximum of Z(s, t), we only need to impose some conditions on
First, let {X(t), t ≥ 0} be a centered stationary Gaussian process. Note that a stationary Gaussian process with zero mean and covariance r X (t) has stationary increments, the variogram being γ X (t) = 2(1 − r X (t)). So we will impose some conditions on the covariance function r X (t). Suppose the covariance function r X of {X(t), t ≥ 0} satisfying the following conditions:
B1: r X (t) attains its minimum on [0, T ] at the unique point T ;
B2: there exist positive constants α 1 , a 1 , a 2 and α 2 ∈ (0, 2) such that
Without loss of generality, we suppose that 2(1 − r X (T )) = 1.
Proposition 3.1. Let Z(s, t) be defined as above. Suppose that r X (t) satisfies condition B1 − B3. In additional, suppose that r X (t) is twice continuously differentiable on (0, ∞) with |r
where a S = √ 2 ln S, Second, let {X(t), t ≥ 0} be a centered non-stationary Gaussian process with stationary increment and variance function σ 2 X (t), a.s. continuous sample paths. Note that for this case the variogram is γ X (t) = σ 2 X (t). Suppose the variance function σ 2 X (t) of {X(t), t ≥ 0} satisfying the following conditions: C1: σ X (t) attains its maximum on [0, T ] at the unique point T , and further
Proposition 3.2. Let Z(s, t) be defined as above. Suppose that σ X (t) satisfies condition C1 − C2. We have
where for α < β
Furthermore, if C3 holds, then
where a S = √ 2 ln S, and
with for α < β
We give two important examples to illustrate the proposition.
Let B Hi (t), i = 1, 2, . . . , n be a sequence of independent fBms with Hurst index H i ∈ (0, 1) and λ i be a positive sequence satisfying
then X(t) is a Gaussian process with stationary increments satisfying the conditions of Proposition 3.2.
Example 3.2: Let Z(s, t) be defined as above. We have
where a S = √ 2 ln S, and for H ∈ (0, 1/2)
and for H ∈ (1/2, 1)
Next, we consider the Gaussian integrated processes. For related studies, we refer to Dȩbicki (2002) and Hüsler and Piterbarg (2004b). Let {ζ j (t), t ≥ 0}, j = 1, 2, · · · , n be a sequence of independent centered stationary Gaussian process with variance one and suppose the covariance function r ζ (t) of {ζ j (t), t ≥ 0} satisfying the following conditions:
Define Gaussian integrated processes as
Example 3.3: Let Z(s, t) be defined as above. If D1,D2 are satisfied, we have
as u → ∞, where
If further D3 holds, we have
Remark 3.1: There are many covariance functions which satisfies conditions D1-D3, for example, r ζ (t) = 1/ cosh(t), r ζ (t) = exp(−t θ /θ), θ > 1 and r ζ (t) = 1/(1 + t 2 /4) 2 .
Storage Process
The second application is for maximum of the storage process with fBm as input. 
where the positive constant c is the service rate. For simplicity, denote A = 
where a S = (2A −2 ln S) We need the following lemmas to prove Theorem 2.2.
Under the conditions of Theorem 2.2, we have 
Proof: By applying Theorem 1.1 and Lemma 4.1, we have
Noting that by the definitions of a S and b S , we have Sµ(u) = O(1), thus the result follows by letting ǫ → 0.
Let in the following q i = du −2/αi for some d > 0. X(s, t) ≤ u − P sup
Proof: Without loss of generality, we only show the case j = 1.
Case β > max(α 1 , α 2 ): For simplicity, we only consider the case that α 1 = α 2 =: α. Choose first a constant α 0 ∈ (α, β) and denote that
Set further
For any ε ∈ (0, 1), let {η ±ε (s, t), (s, t) ∈ [0, ∞) 2 } be centered homogeneous Gaussian random fields with covariance functions r ±ε (s, t) = exp −(1 ± ε)
From the proof of case i) of , it is easy to showed that (letting q = du
and
We also can get the following results from the above mentioned paper
as u → ∞ and
as u → ∞ and ε → 0. For the homogeneous Gaussian random fields η ±ε (s, t), by Lemma 5.2 in the Appendix, we using the following estimate 
Thus, there exist K > 0 such that
Now it follows from (13-16) that
Case β = α 1 = α 2 : For simplicity, set α = α 1 = α 2 . Let S 0 , T 0 be two positive constants and define
From the proof of case ii) of again, it is easy to showed that (letting q = du
where 
as u → ∞, where { η(s, t), (s, t) ∈ [0, ∞) 2 } be centered homogeneous Gaussian random fields with covariance functions
Since X(s, t) is homogeneous with respect to the second factor t, we have
Now, following the arguments of Lemma 6.1 of Piterbarg (1996), we have
where χ(s, t) is a Gaussian random field with continuous trajectories which is defined by
with B α and B α two independent fBm's defined on R with Hurst index α/2 ∈ (0, 1]. Since sample paths of χ(s, t)
are continuous, then for a fixed S 0 , T 0 the probability in (19) tends to zero as d → 0. Let's denote by ρ(d) for the integral of (19), then by the dominated convergence theorem we find that ρ(d) → 0 as d → 0. Now, we can conclude
Case β = α 2 > α 1 : This case can be proved as case ii) by some obvious changes as follows. Let S 0 , T 0 be two positive constants and define
α 2 , then repeating the proof of case ii) by replacing kq and lq by kq 1 and lq 2 , we get the desired result.
Case β < α 2 = α 1 : For simplicity let α := α 2 = α 1 and q = du − 2 α . Let's consider the Gaussian process X(s, T ), s ≥ 0. It is easy to check that X(s, T ), s ≥ 0 is standard stationary Gaussian process, ie., with mean 0, variance 1. For the covariance function of X(s, T ), s ≥ 0, it holds that r(s, T, s
uniformly with respect to s, s ′ ∈ [0, S], as |s − s ′ | → 0. So by Lemmas 5.1 and 5.2 in the Appendix (for the one dimensional case), we have
as u → ∞. By repeating the proof of iv) of , it is easy to show that
Write P sup
where (23) and M 3 = o(µ(u)) by (22) and (24) as u → ∞.
Case β < α 2 and α 1 < α 2 : The proof is the same as that of Case β < α 2 = α 1 .
Case β = α 1 > α 2 and case β < α 1 and α 2 < α 1 : These two cases can be proved by the same arguments as for the third and fifth cases after by some time scaling as in , so we omit the details. 
as u → ∞.
Proof: By Lemma 4.3, we have
which completes the proof.
Lemma 4.5. Under the conditions of Theorem 2.2, we have
Proof: Applying Berman's inequality (see eg. Piterbarg (1996)) we have 
which implies for case i)
for case vi)-vii)
Thus, W 1 is bounded by
as S → ∞ since 1 + γ < 2/(1 + δ) by the choice of γ.
For the second sum W 2 with |kq 1 − k ′ q 1 | ≥ S γ , we use that
In this case there (S/q 1 ) 2 many combinations of two points kq 1 , k ′ q 1 ∈ ∪ i I i . Hence W 2 is bounded by
For case i), by assumption A4, c > 1, so we have
as S → ∞, since c > 1. For cases ii)-v), noting that c = 1, we have
as S → ∞, since β ≤ α 2 . For cases vi)-vii), we have
Proof of Theorem 2.2: By the stationarity in the first component Lemma 4.1, Theorem 1.1 and the choice of
Further, by Lemmas 4.1-4.5, it holds that as S → ∞ P max
Therefore, the claim follows.
Proof of Theorem 2.3: First, by using the technical used in Lemmas 4.1-4.5, we can obtained the similar results
Then repeating the proof of Theorem 2.2 step by step, we get the desired result.
Proof of Proposition 3.1: In the paper of , it is showed that the standard deviation function of Z satisfies assumption A1 and the correlation function of Z satisfies assumption A2. It is also showed that assumption A3 holds for Z. So, in order to prove this proposition, it suffices to show assumption A4 holds. For the correlation function r Z (s, t, s ′ , t ′ , ) of Z, we have
Since r X (t) is twice continuously differentiable in (0, ∞), we have
. Now using the condition thatr X (t)(ln t) c → 0 as t → ∞, we show that assumption A4 holds.
Proof of Proposition 3.2:
We check that assumptions A1 − A4 hold. Using the stationarity of the increments of X(t) and C1, it follows that the variance σ 
Notice that for the process X(t) with stationary increments
Thus, using the stationarity of the increments of X(t) again, we have for correlation function of Z(s, t)
It follows from C2 that
as t, t → T and |s − s ′ | → 0. A3 holds obviously. Thus, by Theorem 1.1, the first assertion of Proposition 3.2 holds.
By Taylor expansions, it is straightforward to verify that
as |s − s ′ | → ∞, which combined with C3 implies A4. Thus, by Theorem 2.2, the second assertion holds.
Proof of Example 3.2: Since
is a sequence of Gaussian process with stationary increments, it suffices to show assumption C1-C3 hold. Note that for the variance of X(t) we have
It is easy to see that C1 holds with b = Noting that condition D1 ensure that σ 2 X (t) is strictly increasing, so C1 holds with b = n T 0 r ζ (x)dx and β = 1. According to condition D2, we have
as t → 0 + . Thus, C2 holds with a = √ n and α = 2. It is easy to check thaẗ
Thus, C3 holds from D3. So by Proposition 3.2, we get the desired results.
Proof of Proposition 3.3: As in Piterbarg (2001), we begin with
is not dependent on u, hence we deal with AZ(s, t) = AZ 1 (s, t). Note that AZ(s, t) is stationary in s. It is straightforward to verify that σ(t) has a single maximum point at T 0 = H/(c(1 − H)) and satisfies AZ(s, t) > Au 
Appendix
Let {ξ(t) : t ≥ 0} denote a two dimensional homogeneous Gaussian field with covariance function r ξ (t) = Cov(ξ(t), ξ(0)).
Assume that the covariance function satisfies the following conditions:
E1: There exists a non-degenerate matrix C such that r ξ (Ct) = 1 − |t 1 | α1 − |t 2 | α2 + o(|t 1 | α1 + |t 2 | α2 ) as t → 0 with α i ∈ (0, 2];
E2: r ξ (t) < 1 for t = 0.
We need the following type of Pickands constant. Let Note that lim a→0 H α (a) = H α , see eg. Leadbetter et al. (1983) .
We need the following results for the proofs of our main results.. Proof: It is an immediate consequence of the previous lemma.
