Computer modelling techniques involving a rigid ion model have been used to investigate the defect structure and impurity site preferences in end-member Kjarosite. Calculated intrinsic vacancy energies show that the K 2 SO 4 neutral cluster, with an energy per species of 1.34 eV, will be the most common defect in the pure phase. Defect reactions leading to vacancies on the Fe site have high energies, in excess of 4.0 eV per species, and are thus unlikely to occur in great numbers.
Introduction
Minerals of the jarosite subgroup [general formula AB 3 (SO 4 ) 2 (OH) 6 ] readily form in Fe(III)-rich, acidic (generally pH < 3), oxidising acid mine / acid rock drainage (AMD / ARD) environments (Jambor, 1994; Hudson-Edwards et al., 1999) .
Jarosite forms indirectly from the oxidation of sulphide minerals, particularly pyrite (Rose and Cravotta, 1998) . A large number of divalent cation impurities, including Cd, Cu, Pb and Zn, can be co-precipitated with, and incorporated in, the jarosite structure (Dutrizac and Kaiman, 1976) . These elements typically occupy the A or B sites where they substitute for K or Fe, respectively. Although considerable research has demonstrated the widespread occurrence of these elements in both natural and synthetic jarosites (e.g., Dutrizac and Dinardo, 1983; Dutrizac, 1984) , no complementary theoretical modelling studies have yet been conducted to explain the potential extent and limitations of their co-precipitation within defects and vacancies in the jarosite structure. Such models provide the necessary theoretical framework in which to conduct and interpret experimental studies, especially those concerning the surface reactivity and dissolution of jarosites in aqueous systems. This paper reports the results of a computer simulation study in which we investigate structural defects and the incorporation of Cd, Cu and Zn in jarosite, with two principal objectives: (i) to identify the most energetically favourable defects; and (ii) to calculate the energy for substitution of Cd(II), Cu(II) and Zn(II).
Computational methods
Over the last two decades, computational modelling has provided a large range of tools for exploring the structures and properties of matter at the atomic level. The range of use is now very broad, encompassing material and surface science, mineralogy, molecular biology and molecular chemistry (Catlow, 2003) . Classical or molecular mechanics (MM) calculations use an atomistic approach, where the interactions between the atoms or ions that make up the system are described by potential functions. The lattice energy can be defined as the sum of the electrostatic or Coulombic forces acting between atoms, and the short-range repulsive forces produced by the overlap of nearest neighbour electron clouds. Short-range forces acting between non-bonded atoms in the crystal are commonly described using a Buckingham potential of the form:
where the parameter A represents the repulsion between two ions i and j separated by a distance r, ρ is related to the size and hardness of the ions and C is the term included to model dispersion (Gale, 1997 
where D is the bond dissociation energy, r o is the equilibrium bond distance and α is a function of the slope of the potential energy well that can be obtained from spectroscopic data (Catlow and Mackrodt, 1982) . Both of these potential functions are radial in nature and do not take into account directionality in bonding. When simulating systems in which covalency is important, multiple body interactions are commonly employed to confer directionality on the two body bonds (Catlow and Mackrodt, 1982) . The three body interaction potential function is represented by:
where k is the force constant and θ ijk is the bond angle acting between ions i, j, and k, and θ 0 the equilibrium bond angle. In addition, it is possible to include the effects of oxygen ion polarisibility by the use of a shell model (Dick and Overhauser, 1956) , although this feature has not been used in the current study.
Values of the variable potential parameters are derived by empirical fitting to experimental data (cell parameters, elastic and dielectric constants), or to potential energy surfaces obtained from high level ab initio calculations. Regardless of which method of fitting is used, the key quantity is the 'sum of squares' that measures the difference between calculated and experimental data. Ideally, this should be zero at the end of the fit, but in practice, this will only happen for a small number of cases (Gale, 1997) . Unique fits do not exist, as there are an infinite number of possible fits depending upon the choice of the weighting factor, which in turn depends on factors such as the relative magnitude of the quantities and the reliability of the data.
In this study we have used a rigid ion model to describe the jarosite structure and its ability to host a range of impurity ions. The potential parameters for jarosite use previous literature values to describe the sulphate (Allan et al., 1993) and hydroxyl (Saul et al., 1985) Allan et al. (1993) and Woodley et al. (1999) . Using these values as a starting point, a fitting procedure was carried out using the GULP code (Gale, 1997) to modify the O1-K, O1-Fe and O2-K O2-Fe parameters in order to more accurately reproduce the jarosite structure. The resulting potential parameters set is given in Table 1 . Buckingham parameters for all other metal-O1 and metal-O2 interactions were derived from the metal-O3 values by scaling with respect to ionic charge (Schroder et al., 1992) .
For the study of defects in jarosite, we have used the embedded cluster approach, implemented in GULP (Gale 1997 ) via the Mott-Littleton (ML) formalism (Mott and Littleton, 1938) . In this approach, the crystal is divided into two regions:
R1, which is spherical and contains the defect, and R2, which extends from the edge of R1 to infinity. In R1, an explicit simulation is carried out to adjust the coordinates of all ions in the region until they are at force balance; i.e. they are relaxed around the defect. The radius of R1 is selected so that the forces in R2 are relatively weak and the relaxation can be treated essentially according to the harmonic response to the defect.
An interfacial region (R2A) is introduced to deal with short ranged interactions between R1 and the rest of R2, while in the outer region (R2B) the response to the net defect charge is evaluated using lattice sums. The ML method has the advantage that single charged defects or small defect clusters can be considered in isolation so as to mimic infinitely dilute concentrations.
All crystalline solids contain an equilibrium population of point defects; i.e.
vacancies and interstitials. The structure of jarosite does not contain large voids that could easily accommodate interstitial ions, and thus in this study we consider vacancies and their associated Schottky defect energies only. The energy (E Sch ) to form a Schottky defect is defined as:
.Vn are the energies required to form the individual vacancies and E Latt is the lattice energy of the phase removed, which is assumed to be at infinity from the defect. In the strictest sense, a Schottky defect must maintain stoichiometry as well as charge neutrality, but we also use this term to describe a number of charge neutral defect clusters.
Results and discussion
Jarosite is a member of the alunite supergroup (Jambor, 1999 ) consisting of isostructural minerals described by the general formula AB 3 (TO 4 ) 2 (OH) 6 . The structure of jarosite has R 3 m symmetry and contains metal ions (B) located in slightly distorted octahedra. Each octahedron has four bridging hydroxyl groups in a plane, and sulphate oxygens at the apices. Three of the tetrahedral oxygens are coordinated to metal ions, and the symmetry of the (TO 4 ) 2-tetrahedra is reduced from T d to C 3v . The metal ions are joined by these (TO 4 ) 2-tetrahedra and by the network of di-hydroxyl bridges to form sheets separated by the uncoordinated sulphate oxygens and the alkali A-site cations (Jambor, 1999; Becker and Gasharova, 2001) . Figure 1 illustrates the above key relationships in the jarosite structure.
We have used the GULP code (Gale, 1997) and the potential parameters listed
in Table 1 to model the perfect and defective structure of end-member potassium jarosite. The calculated cell parameters and bond lengths are given in Table 2, along with the experimental values of Menchetti and Sabelli (1976) for comparison. The model gives a cell volume that is 5.17% larger than that determined by experiment, although the c/a ratio of the cell lengths is preserved. Although no data for elastic moduli are available for comparison, we note that the calculated value for bulk modulus, derived using the Ross scheme, is 68 GPa.
The intrinsic vacancy formation energies, along with the lattice energies of various strategic compounds, and the resulting Schottky defect energies, are presented in Table 3 . The molecular (OH) and (SO 4 ) anions are taken to be single species, as they would not dissociate without a significant energy cost. In order to compare the formation energies of different clusters, we divide the total Schottky energy by the number of species in that cluster. From Table 3 (Wright et al., 1994 ) and an energy of -6.43 eV (de Leeuw and Parker, 1998) for the self energy of the water molecule. Summing all the energy terms:
gives 42.33 eV (10.5 eV per defect species), suggesting once again that vacancies on the Fe site will not be energetically favourable.
Minerals are rarely found in nature as pure compounds and may contain a wide variety of impurity species that substitute for other ions in the structure. Some minerals only allow small deviations from their pure endmember compositions, while in others there is a continuous solid solution between two extreme compositions. It is well known that jarosite can host a whole range of impurities, although in this study we confine our calculations to the study of three 2+ cations commonly observed in the structure and seen in ARD environments: Cd(II), Zn(II), and Cu(II) (Dutrizac, 1984; Alpers et al., 1992; Dutrizac et al., 1996) . Each of the three impurity ions was placed at the K site and the Fe site to obtain the substitution energy. In all cases, other defects had to be introduced in order to maintain charge neutrality, so that we have three sets of possible defect pairs for each metal impurity: (Table 4) for the case where the impurities are assumed to be at infinite distance from each other and therefore not interacting (unbound), and for the bound case where they are adjacent to each other. In all cases, the binding energy is negative so that there is a definite energy gain, and hence a driving force, to bind together. The most stable defect pair is
where substitutions are favoured in the order Cu > Zn > jarosites (Jambor and Dutrizac, 1985; Dutrizac et al., 1996) . For the Table 5 . Once again, all binding energies are negative, so that there is a strong possibility of impurities clustering together, presumably due to the more uniform charge distribution.
These results show only the difference between the lattice with the substitution and without, but give no indication if the substitution will occur. In order to assess the probability of substitution, the full solution reaction of jarosite with some compound containing the impurity must be considered. In nature, such reactions are likely to be complicated, as impurities may be in solution, or in complex hydrated phases, and reaction energies will ultimately depend on the chosen products and reactants. In order to gain insights into general trends, we look at solution reactions of jarosite with sulphate and oxide phases leading to the defect complexes in Tables 4 and 5 .
In the case of oxides, solution reactions leading to substitution on both the K and Fe site are possible.
In Equation (6), a cation substitutes at a K site, is charge balanced by a K vacancy, and one unit of K 2 O is formed. Similarly, the substitution of the 2+ cation at the Fe site in Equation (7) is charge balanced by a (OH) vacancy and forms one unit of FeOOH. Reactions with sulphates can be written in a similar manner although the Fe substitution in Equation (9) is charge balanced by a coupled substitution at the K site. (Equation 7), are predicted to be exothermic and thus highly favourable. Although we are not able to obtain the solution energy for CuO, it is likely that it too would be exothermic, as the substitution energy (Table 4) Dutrizac, , 1985 . The Pb ion has a much larger ionic radius and can therefore prevent collapse of the lattice. Unfortunately we have been unable to model Pb impurities, as the lone electron pair on the Pb 2+ ion is not well described by interatomic potential methods. Because of its large ionic radius, Pb will always prefer the K site, and thus any subsequent metal impurities will be forced into the Fe site in order to reduce overall lattice energy. The inference that 2+ impurity cations are theoretically more energetically favourable when occupying the octahedral 3+ B-site supports data from experimental (Dutrizac, 1984; Dutrizac et al., 1996) and natural settings affected by AMD/ARD (McGregor et al., 1998) . Studies of natural and synthetic samples suggest that the substitutions are limited in non-beaverite jarosites.
For example, in Pb and other jarosites, only 1-2 wt% Zn can be incorporated, and only up to 5 wt.% Zn in lead jarosite (Dutrizac and Dinardo, 1983; Dutrizac, 1983, 1985) . Dutrizac (1984) found that end-member Na jarosite could incorporate only 2 wt.% Cu.
Conclusions
The potential parameter set used in this study is able to provide a good description of the bulk jarosite structure, and to give information on site preferences for impurity incorporation at the K and Fe sites. likely to inhibit the formation of Zn-Cu-and Cd-end member jarosites, as this destabilises the structure. Our study illustrates the value of computational modelling in predicting the incorporation of impurities into jarosite, and highlights its potential for similar studies on other common AMD/ARD minerals. Figure 1 . Structure of end-member K jarosite. Table 7 . Solution energies (Equations 6-9) for the incorporation of impurities into jarosite, calculated using bound substitution energies (Tables 4 and 5 ) and the lattice energies given in Table 6 . 
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