There is now a wide range of forecasts and observations of seasonal climatic conditions that can be used across a range of application sectors, including hydrological risk forecasting, planning and management. As we rely more on seasonal climate forecasts, it becomes essential to also assess its quality to ensure its intended use. In this study, we provide the most comprehensive assessment of seasonal temperature and precipitation ensemble forecasts of the EUROSIP multi-model forecasting system over Europe. The forecasts from the four individual climate models within the EUROSIP are assessed using both deterministic and probabilistic approaches. One equally and two unequally Weighted Multi-Models (WMMs) are also constructed from the individual models, for both climate variables, and their respective forecasts are also assessed. Consistent with existing literature, we find limited seasonal climate prediction skill over Europe. A simple equally WMM system performs better than both unequally WMM combination systems. However, the equally WMM system does not always outperform the single best model within the EUROSIP multi-model. Based on the results, it is recommended to assess seasonal temperature and precipitation forecast of individual climate models as well as their multi-model mean for a comprehensive overview of the forecast skill.
Introduction
Recent hydrological extreme events demonstrate the vulnerability of European society to water-related natural hazards and there is a strong evidence that climate change will worsen these events (Lavell et al. 2012, chap1 ; National Academies of Sciences and Medicine 2016). The impacts of these hydrological extreme events can be reduced by earlywarning design support systems (Wanders and Wood 2016) .
Hydrological simulations in these support systems rely on initial land surface conditions from upstream river flow, snow cover, soil moisture and/or skillful seasonal prediction of continental meteorological conditions, such as temperature and precipitation (Wanders and Wada 2015; Yuan et al. 2016) . The predictability of precipitation and temperature is exploited particularly for long-term hydrological forecasts (Velázquez et al. 2009; Yuan et al. 2016 ) and thus, highquality Seasonal Climate Forecasts (SCFs) are essential for the success of seasonal hydrological forecasting based on climate models.
SCFs are forecasts of climate conditions at timescales of a few weeks up to a few months, for statistics such as monthly/seasonal averages of temperature and/or precipitation or frequency of occurrences of extreme events. SCFs are possible due to the long-term predictability of the oceanic circulation (i.e. up to a few years) and by the fact that the variability in tropical Sea Surface Temperature (SST) has a significant global impact on the atmospheric circulation (Balmaseda and Anderson 2009; Doblas-Reyes et al. 2013 ). Considerable efforts have been made in the field to better represent the coupled ocean-atmospheric dynamics and to improve the operational Climate Forecast Systems (CFSs) such as the National Centers for Environmental Prediction (NCEP; Saha et al. 2014 ) and the Predictive Ocean Atmosphere Model for Australia (POAMA; Colman 2005) , which are single-model CFSs as well as the European Multimodel Seasonal to Interannual Prediction (EUROSIP; Vitart et al. 2007; EUROSIP 2016; Stockdale 2013 ) system, which comprises of four independent CFSs.
Generally, forecast skill of seasonal climatic conditions in areas influenced by ENSO is higher than in the extra-tropical regions (Alexander et al. 2002; Kumar et al. 2013; Palmer et al. 2004; Sordo et al. 2008) . In Europe, stratospheric processes (Bell et al. 2009 ), snow cover (Senan et al. 2016) , soil moisture (Prodhomme et al. 2016 ) and sea-ice (Guemas et al. 2016) are also proven to be effective sources of predictability. Recently, the North Atlantic Oscillation (NAO) has also been reported as an important source of predictability for European winter climate (Athanasiadis et al. 2017; Scaife et al. 2014 ). Yet, the overall seasonal forecast skill over Europe for surface variables is still quite low (Arribas et al. 2011; Kim et al. 2012; Scaife et al. 2014 ).
An ensemble forecast is a set of forecasts that generate a range of future climate possibilities. Ensemble forecasts are often preferred over deterministic ones because they can convey the uncertainties that arise due to the inability to accurately model atmospheric dynamics and the initial condition uncertainty Sutton 2009, 2011; Lorenz 1963; Palmer et al. 2004; Tebaldi and Knutti 2007) . To obtain ensemble forecast, a climate model is run multiple times, each time with slightly different initial conditions and with slightly perturbed numerical models. Each forecast in an ensemble, known as a member, are then used to calculate the probability distribution of the potential near-term future climate (Bröcker and Smith 2008; Fortin et al. 2006; Wilks 2006) .
In addition to ensemble prediction, combining ensembles of multiple CFSs to make climate predictions has also garnered a lot of attention (Doblas-Reyes et al. 2003; Palmer et al. 2005; Rodrigues et al. 2014a; Weigel et al. 2010; Yun et al. 2003) . The EUROSIP multi-model, which became operational in 2005, is the result of DEMETER (Palmer et al. 2004 ) and other research projects that confirmed the scientific benefits of combining forecasts from several climate models. Such multi-model predictions address issues of structural uncertainties within models that arise due to incomplete physical parameterizations and numerical approximations (Palmer et al. 2004) . In general, equally weighting each of the CFSs has been recognized to have consistently better performance than that of the individual models (DelSole 2007; Hagedorn et al. 2005; Kharin and Zwiers 2002; Peng et al. 2002) . This is because random individual model errors tend to compensate one another and the robust predictable signal tend to stand out by averaging across a number of models. This is particularly important for medium-to-long range forecasting, where the timescale over which model errors accumulate are much longer and can significantly degrade long-term forecasts. On the other hand, improved performance of unequally Weighted MultiModel (WMM) systems have also been reported (Krishnamurti et al. 2000; Robertson et al. 2004; Rodrigues et al. 2014b; Wanders and Wood 2016) . Intuitively, it makes sense to give more (less) weight to forecasts from a model that has consistently better (poor) historical performance. However, consensus on the optimal way of weighing the different models has yet to be reached (DelSole et al. 2013; Tebaldi and Knutti 2007) .
Whether we use deterministic, probabilistic or some weighted combination of forecasts from multiple models, they are ultimately beneficial only if they have skill and can add value to the users. The objective of this study is to assess the seasonal forecasting skill of each of the forecast system in the EUROSIP multi-model and to compare it with that of equally and unequally WMMs in order to provide users in hydrology an overview on current potential and/or limits of seasonal temperature and precipitation predictability over Europe. A systematic investigation across different models of EUROSIP and for different seasons specifically over the European region is still lacking and this study aims to highlight the need for further studies by contributing to the limited extant literature. The assessment is done for winter and summer, temperature and precipitation forecasts over a period of 21 years in terms of the Anomaly Correlation Coefficient (ACC) for deterministic forecasts and the Continuous Ranked Probability Skill Score (CRPSS) for probabilistic forecasts on each grid point.
The article is structured as follows: Sect. 2 describes the datasets used, the methods applied to assess the forecast skill and to construct the WMMs. Section 3 presents the subsequent results followed by a discussion and a final conclusion in Sects. 4 and 5, respectively.
Data and methods

Data
This study relies on a comprehensive set of seasonal temperature and precipitation forecasts from the EUROSIP multimodel over the European region specified as 20°W-70°E and 25°N-75°N, for the period 1992-2012. Four individual CFSs-Global Seasonal forecasting system version 5 (Glosea5) from Met Office, System4 of European Center for Medium Range Weather Forecasts (ECMWF), System2 of NCEP and System5 of Meteo France (MF), are integrated into one common EUROSIP multi-model framework (EUROSIP 2016) . These are the common choice of operational multi-model in the European region (Soares and Dessai 2015; Stockdale 2013 ) and we select the longest available hindcast period in common for this study. The number of ensemble members and the horizontal resolutions of these four climate models are given in Table 1 . More details on the dynamical cores and the physical parameterizations of individual models within EUROSIP can be found in their corresponding documentations (MacLachlan et al. 2015; Molteni et al. 2011; Saha et al. 2014; Voldoire et al. 2013) .
The reference dataset for temperature is obtained from the ERA-Interim (ERAINT) database, which includes a 4D variational analysis with a 12-h analysis window (Dee et al. 2011) . The spatial resolution of the dataset is ≅ 80 km (T255 spectral) on a reduced Gaussian grid with 60 vertical levels from the surface up to 0.1 hPa (Dee et al. 2011 ). The results (not presented) are insensitive to the comparison with the observation dataset from Global Historical Climatological Network (GHCN 2.2). For precipitation, the reference dataset is provided by the Global Precipitation Climatology Project (GPCP), which comprises a gridded analysis based on gauge measurements and satellite estimates of precipitation (Adler et al. 2003) .
The original values of both forecasts and observations are interpolated using a bilinear interpolation to match the coarsest grid among each climate variable. The coarsest grid is chosen as a preferred grid for such interpolation method (Starks et al. 2003) . All computations are done on grid point by grid point basis. The sea points are masked and only data over land is assessed.
The forecasts from the four models and the reference datasets are available with monthly averages of daily mean temperature and precipitation values for the period 1992-2012. The study is performed at seasonal (average of three months) timescale for winter and summer seasons. Winter consists of forecasts from December to February (DJF) while summer consists of forecasts from June to August (JJA). All forecasts are initialized around the first day of the month preceding the target season. These particular seasons and years are selected for study because a homogeneous history of hindcasts on a monthly timescale across all four participating forecast systems is available only for this time period. This is an important limitation of the study because a short time series of 21 years usually cannot accurately account for the sensitivity of climate system performance to the chaotic nature of climate, which differs greatly within the various regions of Europe. The data limitation also extends to the verification metrics used and the methodologies applied to combine forecasts as statistics derived from limited number of data is expected to suffer from uncertainty due to sampling error. Longer common period hindcasts are essential in studies to allow the results of analysis to be extended.
All calculations in this study are applied to the forecast anomalies computed with respect to model's own climatology. Therefore, the ability to predict departures from the seasonal cycle is measured rather than the absolute values of temperature and precipitation. Thus, the model bias does not appear in the verification metrics (or only indirectly since it might affect the variability).
Methods of verification
Anomaly correlation coefficient (ACC)
In this study, for all deterministic forecasts i.e. the ensemble mean, ACC is used to assess the forecast skill. ACC is the most widely used skill metric for SCF quality (Doblas-Reyes et al. 2013; Fricker et al. 2013; Scaife et al. 2014 ), due to its invariant property (i.e. not affected by certain data transformation). ACC assesses the degree of linear correspondence between the target forecast anomalies and the anomalies of the observed climate variable. Additionally, for linearly recalibrated forecasts, the squared ACC is equivalent to the mean squared skill score . It is worth noting however, that correlation coefficient are extremely noisy in smaller sample sizes, meaning small changes in forecast values can impact correlation skill significantly. We test the significance of ACC at 5% significance level, controlling the False Discovery Rate (FDR) (Benjamini and Hochberg 1995) . 
Continuous ranked probability skill score (CRPSS)
The second metric selected to assess forecast skill is the Continuous Ranked Probability Score (CRPS), which is a standard measure for assessing the accuracy and reliability aspects of probabilistic forecasts. CRPS evaluates the predictive skill of the full probability distribution of forecast obtained from the ensemble members (Hersbach 2000; Matheson and Winkler 1976) . Such evaluation is desirable since climate forecasts are used as forcings in models such as the hydrological models Candille and Talagrand 2005; Gneiting et al. 2005; Murphy 1969 ). Given that F is the cumulative density function of ensemble forecasts and y is the value that actually occurred, the CRPS is defined as:
where H(t − y) denotes the Heaviside function that takes the value of 0 when t < y and 1 otherwise (Hersbach 2000; Matheson and Winkler 1976) . Thus, the CRPS measures the difference between the predicted and observed cumulative distributions. For deterministic forecasts, the average CRPS becomes the mean absolute error and therefore, has similar interpretation.
The skill score based on CRPS is CRPSS, computed as:
where CRPS f , CRPS clim and CRPS perf stand for CRPS of the forecast in question, of the reference/benchmark forecast and that of the perfect forecast, respectively. In this study, climatology is used as the reference forecast, which refers to the average conditions over some recent reference period. Skill scores below 0 are unskillful compared to a naïve climatological forecast. Those equal to 0 are no better than that of climatology and anything above 0 (up to 1) signals an improvement upon climatology. The standard deviation of the skill score is approximated by propagation of uncertainty and the significance is measured at 95% confidence interval.
Fair continuous ranked probability skill score (FCRPSS)
One drawback of the CRPS is that it inflates the score for models with higher number of ensemble members. To correct for this, Ferro et al. (2008); Ferro (2014) recommended the Fair Continuous Ranked Probability Score (FCRPS), which evaluates the underlying ensemble
distribution and is independent of the empirical distribution of the ensemble members (Fricker et al. 2013) .
Results of FCRPSS (skill score based on FCRPS) are also provided.
Methods for weighted multi-model (WMM) combination
An important objective of this study is to combine forecasts from dynamical systems to estimate a single optimal forecast with an aim to understand benefits of such combination on the overall forecast quality. Separate models are established for each season and grid cell independently. Three methods of combinations are used in this study:
Multi-model mean (MMM)
The first combination approach consists of an equally WMM system, which is obtained by averaging ensembles of each CFS and then again, averaging these four ensemble means to obtain a multi-model ensemble mean anomalies. Hereinafter, this method is referred to as the Multi-Model Mean (MMM). This is one of the most commonly used method to combine forecasts of independent CFSs (DelSole et al. 2013; Kharin and Zwiers 2002; Krishnamurti et al. 2000) . The basic idea behind this approach is the assumption that each individual CFS is equally likely to represent the truth whatever its performance (Wanders and Wood 2016).
Best OLS combination method (BOCM)
Various forms of regression have been tested on seasonal and weather forecasts to obtain optimal weights based on historical performance of the model (DelSole et al. 2013; Kharin and Zwiers 2002; Rodrigues et al. 2014a; Weigel et al. 2008) . The second method uses the Ordinary Least Squares (OLS) regression technique to obtain optimal weights. 15 possible OLS models are built out of the ensemble mean of each of the four available CFSs-one Multiple Linear Regression (MLR) model with all four CFSs, four MLR models with only three CFSs, six MLR models with only two CFSs and four linear regression models with only one CFS. For each of these 15 OLS combinations, ensemble mean of the participating CFS(s) are regressed onto the corresponding observations and their respective weights are the regression coefficients estimated from the data. Out of the 15 possible OLS models, the one that has highest correlation with the observation dataset is chosen as the Best OLS Combination Model (BOCM) for each grid point.
Correlation as weight method (CAWM)
The final weighted combination method uses as weights the ACC value between ensemble mean anomalies of each CFS and the anomalies of the observation. While correlation does not take into account the system performance in terms of variance, it is often the value relied upon for forecast verification. In addition, correlations are indicative of model performance and thus, it is reasonable to think of correlation values as potentially trustworthy weights. Note that this method may choose a CFS with only a minor correlation improvement among the competing CFSs. Here, the ACC value of each CFS is first multiplied to its respective forecast value. They are then added together and divided by the sum of their ACCs to standardise the forecast value. Hereinafter, this model is referred to as Correlation As Weights Model (CAWM).
Evaluation of optimal weights
Historical data is required to not only build statistical models but to also evaluate them. In this study there are only 21 years of records, which is considered not long enough to develop and validate regression-based model. However, a homogeneous history of hindcasts on a monthly timescale across all four participating forecast systems is available only for this time period. This is a major limitation of this study, albeit common in seasonal climate forecasting (Kumar 2009; Shi et al. 2015) . To address the issue of small sample size, we apply leave-one-out cross-validation procedure in both WMMs (Efron 1983; Molinaro et al. 2005) . This means for each forecast year, the model weights are estimated from the other 20 years of data and a seasonal forecast is made for that year. The process is repeated over each of the 21 years and the resulting hindcasts are then compared with the corresponding observation. An accuracy estimate obtained using leave-one-out cross-validation is known to be almost unbiased but has high variance (Chapelle et al. 2002; Efron 1983) . Another possible reason for unstable weights in linear regressions is the collinearity among the predictors, which can be dealt with by ridge regression (DelSole et al. 2013 ). However, multicollinearity among EUROSIP's CFSs was found not to be high enough to pursue further (See Fig. S1 -2 in supplementary section).
Finally, the weights in both WMMs are constrained meaning both zero or negative weights are not allowed in the model. Model with unconstrained weight was tested by Wanders and Wood (2016) but omitted eventually due to poorer performance. This is because unconstrained models give rise to overconfident estimates of weights when the number of sampling years is small. Besides, it is reasonable to assume constrained weights because a CFS that consistently lacks skill for any given region can be removed from the combined model.
Forecast skill assessment of EUROSIP
Assessment of individual model ensemble mean anomalies
Strength and weakness of the individual models
This section focuses on the evaluation of the prediction skill of the individual CFSs of EUROSIP in terms of ACC. Figure 1 shows the ACC of seasonal temperature anomalies for both winter and summer seasons. There is a difference in skill exhibited by the four models between the two seasons. Glosea5 has some skill over Europe during winter, although it is not statistically significant. ECMWF has high statistically significant skill over the British Isles, Southern Sweden and parts of Central Europe during winter. NCEP exhibits some statistically significant skill over the NorthEastern Europe (close to Barents sea) and the skill of MF is significantly higher during winter over the Western Europe, the British Isles and the south of Scandinavia. During summer, Glosea5 has notably higher, statistically significant skill over the Northern Scandinavia (close to the Norwegian sea) and the Southern Europe. ECMWF exhibits higher statistically significant skill notably over large parts of the Southern and the Eastern Europe. For NCEP, the summer seasonal temperature skill is higher over the EastCentral Europe. MF exhibits limited skill (although not significant) mostly over the Southern regions during summer. Figure 2 shows the results of the same evaluation as that of Fig. 1 but for seasonal precipitation. It can be noted that the skill across Europe for seasonal precipitation is very low and sporadic. The skill is higher in winter for Glosea5 and ECMWF, mostly concentrated over the Eastern Europe. During winter, NCEP shows some significant skill over the Northern Scandinavia and MF exhibits significant skill over most of Scandinavia and over the British Isles. Higher skill in winter could be because precipitation is hard to both observe and to forecast, given its high variability during the dry months of summer. Conversely, winter precipitation are more dependent on large scale circulation, such as the NAO that has recently shown to have predictability and could be one of the sources of skill here (Scaife et al. 2014; Trigo et al. 2002) .
For summer, Glosea5 and ECMWF exhibit significant skill over the Mediterranean region. NCEP has some significant skill over North-Eastern Europe. The summer seasonal precipitation skill of MF is notably low over Europe. The skill pattern for seasonal precipitation must be considered with caution however, because in regions with limited rain, small changes in observed precipitation can greatly impact correlation values. Thus, more evidence is needed to make conclusions about EUROSIP's seasonal precipitation forecast skill over Europe.
Utilizing differences of individual model skill
An important benefit of using multiple models is their potential capability to complement each other. It is unknown a priori which model performs best in which region. Thus, the different levels of skill of the different models can be exploited in an operational context. Figure 3 shows which model has the highest correlation at each grid point. While MF has an overall relatively low seasonal prediction skill in summer, it is in fact the only model among the EUROSIP multi-model that has high skill during winter over central Europe and Southern Scandinavia for seasonal temperature and over the British Isles and south of Scandinavia (close to North and Baltic seas) for seasonal precipitation. Thus, if a strategy to choose the best model for each region is adopted, MF would add value to the overall EUROSIP multi-model as the preferred model for these regions for the winter season.
For seasonal temperature during summer, it can be seen that different models are preferred over different regions of Europe. Glosea5 is the preferred model for seasonal temperature over the Scandinavian region, ECMWF over the Mediterranean region and NCEP over the British Isles and EastCentral Europe. The skill for seasonal precipitation forecast is mostly noisy and scattered among the four models. The superior correlation of MF for winter over Western Europe, the British Isles and parts of Scandinavia can be noticed.
Assessment of probabilistic ensemble forecasts
Ensemble performance of individual models
While the ensemble mean in general is the best available estimate of future conditions, the Probabilistic Ensemble Forecasts (PEFs) can provide further information about the distribution of the potential outcome of a prediction. This can be verified using a skill score based on the CRPS, which assesses the relative improvement of the PEFs over climatology to reliably and accurately predict differing observations (Gneiting 2011) . In this section, the PEFs drawn from each individual EUROSIP model are assessed using the CRPSS. Figure 4 shows the prediction skill of individual EUROSIP models based on CRPSS for seasonal temperature. During winter, ECMWF exhibits low but significant skill over the British Isles. Other than that, the skill is very limited for all models during winter. For summer, the models exhibit CRPS skill over similar regions as where they exhibited ACC skill, although the skill based on CRPS is lower due to its stringent scoring rule. Glosea5 exhibits skill over Northern Scandinavia and Southern Europe. ECMWF exhibits skill over the Mediterranean regions and South-Eastern Europe. NCEP exhibits very limited significant skill over the East-Central Europe and MF does not exhibit statistically significant CRPS skill over Europe. We noted earlier that CRPS is known to inflate skill for models with larger ensemble size and ECMWF with the largest ensemble size indeed exhibits the highest skill based on CRPS over most of Europe for seasonal temperature. To verify whether this high skill of ECMWF is due to its larger ensemble size, we calculated the proposed FCRPSS (Ferro 2014; Fricker et al. 2013 ) for each individual models and show similar results in Figure 5 . Additionally, we calculated CRPSS for all individual models using first, only 9 members, and then 15 members (See Fig.  S3-4 in supplementary section) . Based on these results, we note two things-(1) even with the reduced ensemble size, ECMWF still exhibits higher significant skill and (2) when accounting for the ensemble size, the skill of all CFSs remains over the same regions but is lowered. Thus, the higher skill of ECMWF cannot be attributed solely to its larger ensemble members. This is also true for Glosea5 and NCEP with ensemble size greater than that of MF as well as for MF, when comparing between its 9 and 15 ensemble members. Hence, these models are accurately and reliably capturing atmospheric dynamics to the extent that they perform better than climatology over the parts of Europe where they exhibit skill. Figure 6 shows the results of the same evaluation as that of Fig. 4 but for seasonal precipitation. It is seen from these maps that none of the individual CFSs accurately predict seasonal precipitation over Europe for both seasons. Additionally, no noticeable change in skill is found in terms of FCRPSS (see Fig. 7 ) as well as CRPSS with just 9 and 15 ensembles members (see Fig. S5 -6 in supplementary 
Multi-model ensemble performance
The PEFs of the EUROSIP multi-model for seasonal temperature and precipitation are obtained by taking ensemble anomalies from all four CFSs (118 for winter and 114 for summer). Then, the CRPSS is calculated for the resulting multi-model PEFs to assess whether such multi-model provides higher prediction skill than the single best CFS. Based on the results shown in Fig. 8 , a superior predicting skill is not gained by this combination method with respect to the single best model. For both seasons and for both climate variables, the CRPSS of the multi-model PEFs is mostly lower than that of the single best model. For winter seasonal temperature over the British Isles, the CRPSS is much higher for ECMWF than it is for the multi-model PEFs. Similarly, significant skill exhibited by PEFs of Glosea5 over Northern Scandinavia for seasonal temperature during summer is not seen in the multi-model PEFs. Some significant skill is gained by multi-model PEFs in parts of Southern Europe and Central Europe during winter and summer, respectively. However, overall the decrease in skill is more evident when compared to that of the single best model. This is seen more clearly in Fig. 9 , where the maps show only the maximum positive CRPSS among the individual CFSs and the multimodel for seasonal temperature (not shown for seasonal precipitation due to very low skill).
Assessment of optimal method of combining forecasts
In this section, weighting each of the individual CFS of EUROSIP with different techniques is tested to determine to which extent the past performance of these CFSs can be utilized to make better predictions of seasonal climate. The maps here evaluate the prediction skill of the three WMM systems (as described in Section 2c) for seasonal temperature (Fig. 10 ) and seasonal precipitation (Fig. 11) over Europe. As seen in both figures, a simple MMM is the best combination for SCFs over most of Europe and its predicting skill is significantly higher during summer than winter. Some exceptions can be seen however. For example, BOCM model performs better over the British Isles (most notably over Ireland) during winter. During summer, the skill of BOCM is also higher over parts of Spain, Northern Scandinavia, north of Eastern Europe and over the south of Black sea. The CAWM model shows limited competing skill, although higher skill over the British Isles and along the coastlines of North sea over Western Europe. When compared to that of the single best models on any given grid point, it is difficult to interpret the skill of these WMMs as it is sensitive to the location and the combination method. Over the entire region of Europe as shown in the map, notably fewer negative skill is exhibited by MMM during winter and by CAWM during summer. However, seasonal temperature skill exhibited during winter over East-Central Russia, the British Isles, Northern coastlines of Russia and Western Europe by Glosea5, ECMWF, NCEP and MF, respectively, is not surpassed by any of the WMMs. During summer, CAWM model exhibits higher skill over the Northern coastlines of Western Europe than that of NCEP, although the skill is not significant. Over south of Europe below Black sea, the skill exhibited by BOCM is higher only by a slight margin. Based on these results, the additional post-processing of forecast data to obtain optimally weighted forecasts is hard to justify. Although, it is also important to note the limitation of these WMMs due to the small sample size. The superiority of a simple MMM technique compared to the unequally WMM in predicting seasonal climate could be attributed to the small sample size available, which for linear combinations methods, is usually not enough to attain robust weights. The coefficients in the linear regression models adapt to the unpredictable variability within the available historical training dataset and thus, performs poorly in the independent data when sample size is limited. Similarly, in the CAWM technique, estimated correlation coefficients can exhibit large uncertainty ) and thus, stand as highly volatile weights. Besides, when atmospheric internal variability is large, as in the case of Europe, more information may be lost by inappropriate weighting and therefore, equal weighting may be safer to use. Finally, optimally WMM generally perform better than the single best models only when there is too little information provided by other CFSs within the multi-model (Rodrigues et al. 2014a, b) . However, in the case of EUROSIP, each CFS exhibit varied prediction skill based on climate variable, season and region.
Discussion
Most of the research on the assessment of forecast skill of SCFs by climate models is done globally and lower skill over the extratropics than in the tropics is reported. Very few studies focus exclusively on the European region. The H2020 IMPREX European project has offered an opportunity to study the performance of SCFs over Europe focusing on their usability in adaptation to water-related climate hazards. Robust assessment is needed to objectively evaluate whether SCFs are fit for purpose. To this end, this study aims to fill an important gap in the literature by quantifying the skill of SCFs over Europe using the EUROSIP multi-model and its component operational forecast systems -Glosea5, ECMWF, NCEP and MF. The evaluation is done for seasonal temperature and precipitation forecasts over a period of 21 years (1992-2012) using ACC for deterministic forecasts and CRPSS for probabilistic forecast. The assessment is applied to forecast anomalies (with respect to the models own climatology) against that of observations provided by ERAINT and GPCP for temperature and precipitation, respectively. We also constructed one equally and two unequally WMM systems to evaluate the prospects of model weighting in the context of improving SCFs. Based on the results of this study, limited predictive skill of seasonal temperature and very low skill of seasonal precipitation forecast is found over Europe.
For seasonal temperature, the forecast skill of competing models differ based on both regions and seasons. The predictability is higher during summer than winter. The higher skill based on ACC during summer for seasonal temperature forecasts can be associated with the warming trend (results not shown) as the data has not been detrended (DoblasReyes et al. 2013) . The higher skill during summer can also be because interannual variability tends to be weaker for temperature during summer (Doblas-Reyes et al. 2000) . The skill of MF over the Western Europe during winter can be attributed to the extreme soil moisture conditions in SouthCentral Europe (van den Hurk et al. 2012) . The low predictive skill for European winter was also reported by Wehrli et al. (2017) , who assessed the seasonal temperature forecasts of ECMWF back to 1981. This low skill can be associated with blocking events or winter meteorological perturbations as well as the misrepresentation of teleconnections leading to erroneous NAO-related signals (Doblas-Reyes Kim et al. 2012; Wehrli et al. 2017) . Scaife et al. (2014) , however, showed NAO forecasting skill in Glosea5 and thus, attributed the low skill over temperature to overdispersion, suggesting that increasing the ensemble size would increase forecast skill. However, we show that the skill of a multi-model PEF, which combines ensembles from all four models, did not surpass the skill of the single best model over most of the grid points. In the case of winter precipitation, MF has some significant correlation skill over the British Isles, parts of Scandinavia and Italy. Some skill over parts of Eastern Europe is found in ECMWF and Glosea5 during winter, and in NCEP and MF during summer. Other than that, seasonal precipitation predictability over Europe is remarkably low. The results of this study are consistent with that of Brankovič and Palmer (2000) , Doblas-Reyes et al. (2000) , Graham et al. (2000) , Lavers et al. (2009) and Wehrli et al. (2017) , all of whom also assessed the forecast skill of seasonal precipitation and showed lower skill over the extratropics than in the tropics, although not negligible. This predictability for seasonal mean precipitation over Europe is attributed to ENSO and local North Atlantic SST forcings. (Doblas-Reyes et al. 2013; Frías et al. 2010; Lloyd-Hughes and Saunders 2002) .
Additionally, our results highlighted the benefits of having a multi-model system given that the skill of each individual CFS varied across locations, seasons and climate variables. The difference in skill exhibited by different models also provides context to further examine and understand the climate phenomena that are differently represented by these models. However, the differing number of ensemble sizes among the CFSs complexifies the comparison between the models. In terms of probabilistic skill assessment using CRPS, it was highlighted by Ferro (2014); Ferro et al. (2008) that CRPS inflates the score for models with higher number of ensemble members. We tested the effect of ensemble size on superior predictability by models with higher number of members. First, we calculated the recommended FCRPSS that corrects for systematic bias in skill scores induced by November for DJF and in May for JJA. Blue, red, yellow, green and purple colors indicate that the maximum CRPSS is obtained for GloSea5, ECMWF, NCEP, MF and the multi-model, respectively. Negative or 0 correlations appear in white the finite ensemble size (Ferro 2014; Ferro et al. 2008; Fricker et al. 2013) . Then, we also compared the skill based on CRPS taking equal numbers (9 and 15) of ensemble members for all CFS. The results show that ECMWF still has higher prediction skill over most of Europe compared to other CFSs. Additionally, we show that increasing the ensemble size contributes to higher and more significant prediction skill, not only for ECMWF, but for all CFSs. Varied levels of skill among the models has also garnered an interest to combine their forecasts based on historical performance of individual CFSs. In this study however, the multi-model PEFs of EUROSIP did not present a considerable improvement in CRPSS when compared to that of the single best model. This could be because the optimal set of models in the ensemble may vary in time for continuous forecasting scenarios as argued by Krikunov and Kovalchuk (2015) . They suggested a method to dynamically select ensemble members in multi-model and demonstrated slight improvement of forecast skill. Further improvement opportunities also lie in the use of different machine learning techniques and artificial neural networks for such dynamic selection procedures.
In case of deterministic multi-models, the two unequally weighted methods, BOCM and CAWM, did not always outperform the simple equally weighted MMM. When compared to the single best model, the skill of WMMs is sensitive to the location and combination method and thus difficult to interpret. The limited sample size in this study can be attributed to this sensitivity. A sample size of 21 years is usually not enough to attain robust weights with linear regression or correlation methods. In principle, optimal weighting can optimize the predictive skill (DelSole et al. 2013) . However, the ideal way to combine these forecasts is still far from being trivial. These results are also consistent with Rodrigues et al. (2014a) , who also found that equally or unequally WMM approaches does not always perform better, especially when a models with lower skill are present in a multi-model system. In contrast to this, Wanders and Wood (2016) showed considerable improvements through unequally WMM. This can be attributed to their assessment of SCFs skill for longer time-period of 30 years (and over large-scale area averages), which yields temporally and spatially stable relationships and allows more robust estimation of weights. Thus, larger homogenous dataset of competing individuals CFSs is critical for the performance of WMMs. The Copernicus Climate Change Services (C3S) by the Copernicus programme comprise all year round seasonal climate forecasts from several state-of-the-art seasonal prediction systems for longer a period. This offers an opportunity to extended the analysis of this study in the near future.
All verification scores in the study are obtained from forecast anomalies to filter out the systematic biases existent in climate models that can lead to underestimation of true predictability. However, anomaly correction only partially removes these biases. The systematic errors in the model variability can be possibly accounted for by implementing other bias correction and calibration methods (Bazile et al. 2017; Crochemore et al. 2016; Torralba et al. 2017 ). We implemented a Simple Univariate Bias Correction (SUBC) method, which resulted in further decrease in the prediction skill (See Fig. S7 -8 in supplementary section, not shown for precipitation due to the inappropriate Gaussian assumption). This is because SUBC directly adjusts the distribution of forecasts from CFSs against the observations to match their statistical properties (mean and standard deviation), which requires parameter estimation and further adds uncertainty in the forecast datasets (Bazile et al. 2017; Manzanas et al. 2017) . Besides, the choice of bias correction method also depends on the climate variable and the intended use of its seasonal forecast. In addition, calibration of pattern errors and probability forecast adjustments generally also require longer training datasets.
Conclusion
This study evaluated forecasts from the EUROSIP multimodel database and highlighted the limited skill of forecasting seasonal mean temperature and precipitation over Europe for winter and summer. Based on these results, for a comprehensive assessment of the prediction skill of seasonal climate variables, it is recommended to analyze the prediction skill of both individual and combined multimodel systems to identify the one with the highest skill over any given area and/or season. The overall lack of forecast skill is because most of the mechanisms driving changes in seasonal temperature and precipitation over Europe are a topic of active research still. In addition, even if the mechanism are well known such as the NAO, they are challenging to represent by coupled global climate models. Thus, significant improvements in the operational climate forecast systems are required through an improvement of the initial conditions and the realism of the climate models. Improved predictability can benefit decision making based on these forecasts and better prepare the European society against the anticipated water-related climate hazards.
