ABSTRACT Person re-identification (re-id) is the task of identifying a person across non-overlapping cameras. Most of the current techniques apply deep learning and achieve a significant accuracy. However, learning a deep model that can generalize well against the challenges of pose variation, occlusion, illumination changes, and low resolution is a difficult task. Toward this, we propose a deep reconstruction re-id network, comprising of an encoder and a multi-resolution decoder, which can learn embeddings invariant to pose, occlusion, illumination, and low resolution. In our model, the encoder acts as a conventional deep re-id network and outputs a discriminative feature embedding. The output feature is then used as an input to the multi-resolution decoder to reconstruct the input images of the same identity under different resolutions, such that they are similar in pose and illumination as well as free from occlusion. We further propose a hybrid sampling strategy to boost the effectiveness of the training loss function. In addition, we propose test set augmentation using the reconstructed images to explicitly transform single query to multi-query setting. In our multi-tasking approach, the feature robustness is enhanced by the multi-resolution decoder, and the overall accuracy is further improved by a sampling strategy and test data augmentation. Furthermore, we empirically show that the proposed network is robust to pose variations, occlusion, and low resolution. We perform rigorous qualitative and quantitative analysis in order to demonstrate that we achieve state-ofthe-art person re-id accuracy.
I. INTRODUCTION
Person re-id is a challenging task of associating people across different non-overlapping camera views. It has received increasing attention recently due to its usefulness in many video surveillance applications such as long-term multicamera tracking and forensic search [1] . Person re-id is a non trivial problem because of the presence of several visual recognition challenges such as pose change, occlusion, illumination variation and low resolution.
Traditional approaches typically employ hand-crafted features and a metric learning model. They either focus on designing distinctive and view-invariant feature representations [1] - [3] , or learning optimal similarity/distance metrics [4] , [5] . Recently, deep learning methods [6] - [12] demonstrated great success and have the advantage of learning the optimal feature representation and matching metrics jointly in an end-to-end manner through various losses [6] , [7] , [13] - [16] .
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In this paper, we propose a deep reconstruction re-id network using hybrid sampling strategy, named as HDRNet. HDRNet can learn robust representations under various person re-id challenges. The major contributions of this work are as follows:
• In order to learn features invariant to pose, occlusion, illumination, and low resolution, we propose a novel multiresolution encoder-decoder network. The encoder network projects the features of the samples from same identity to a common subspace. Since the decoders reconstruct the images using these features itself, the reconstructed images tend to be similar in pose and illuminance while preserving the identity specific attributes. Further, the reconstructed images are also free of occlusion. Thus, when the network is fully trained, the model generates features which have strong discriminative and generative characteristics.
• We propose a novel hybrid sampling strategy, where we introduce batch median triplets. We empirically show that the hybrid strategy of a combination of batch median and batch hard achieves the goal of triplet loss better compared to batch hard strategy [14] . Thus, the positive samples are clustered better and negative samples are drawn farther apart by a significant margin compared to batch hard strategy. This in turn boosts decoder in reconstructing the samples while suppressing the different challenges as the reconstruction now happens with features more closer in the subspace for a given identity.
• We propose a new mechanism of test data augmentation using the reconstructed images. Such augmentation can further enhance the accuracy in case of single and multi query settings. The increase in accuracy can be attributed to the fact that reconstructed images are invariant to multiple challenges, thereby increasing the feature robustness.
• We conduct extensive experiments on publicly available datasets CUHK03 [17] , Market-1501 [18] and DukeMTMCreID [19] to demonstrate the state-of-the-art performance achieved by our method for image-based person re-id. We also perform rigorous ablation study to show the effect of various network components. In order to understand the robustness against individual challenges, we analyze the performance on sampled subset of images where the primary challenge is pose variation, occlusion or low resolution.
II. RELATED WORK
A typical model of the re-id system takes a pair of images as input to the network and outputs a similarity score between the two which depicts whether the pair belongs to the same person or not. Prior work on still images can be broadly classified into two main categories. The first one is feature extraction and learning discriminative models corresponding to those features [2] , [4] , [20] , while the other is learning based technique that learn the features in an end-to-end manner. In this paper, we focus only on deep learning based methods which belong to the second category.
A. DEEP LEARNING MODELS
Learning based methods encode the reliable features and corresponding similarity values for a pair or triplet of images [6] , [13] , [15] . It removes the need of extracting hand-crafted features. With the great success of CNN features, a lot of recent re-id approaches [8] , [9] , [11] , [21] - [23] are designed based on CNN structure. These methods can be categorized into four different classes:-Attention, Part-based, Global feature extraction and Multi-resolution models.
1) ATTENTION MODELS
In order to learn a focused foreground object, attention masks are learned [24] - [26] . HydraPlus-Net [24] feeds multi-level attention maps to different feature layers to capture multiple attentions from low-level to semantic-level. ContextualAttentional Attribute Appearance network (CA 3 Net) [25] jointly learns visual attention on attributes and appearance representation by multi-task learning and attribute recognition. Harmonious attention network (HA-CNN) [26] process multiple focused regions in different branches and merge with the global features in the final layer for joint learning of hard regional attention and soft pixel attention.
2) PART-BASED MODELS
One of the major challenges for person re-id is the diversity of human pose. To obtain a pose invariant representation, several part-based works [8] , [11] , [23] , [27] are proposed. AlignedReID [11] explores local features and introduces a feature matching method to align different body parts. Global-Local Alignment Descriptor (GLAD) [8] explicitly leverages the local and global cues in human body using part extraction from regions. Beyond parts model (PCB) [23] uses part based models with uniform partition strategy and employ information from different parts of the image. However, partition strategy still remains a challenge. Qian et al. [27] propose a Pose-normalization Generative Adversarial Network (PN-GAN) which allows a deep person image generation model for synthesizing realistic person images conditional on pose to enhance the scalability of the model. However, the global information, a very significant cue for re-id, is completely ignored in this model.
3) GLOBAL FEATURE EXTRACTION MODELS
Xiao et al. [21] propose a domain guided dropout algorithm to improve the feature learning procedure by joint training of multiple re-id datasets. DarkRank [28] shows that a powerful teacher model can significantly help the training of a smaller and faster student network for re-id. Huang et al. [9] determine the discriminative regions in the training data and adversarially occlude a certain percentage of this area. These samples are then used for training data augmentation, which essentially helps the network to come out of the local minima during training. Shen et al. [29] propose a Similarity-Guided Graph Neural Network (SGGNN), which incorporates graph computation and inter-gallery-image relations in the training stage to enhance feature learning process in an end-toend manner. In order to generate features independent of pose, FD-GAN [30] learns representations using human pose guidance.
4) MULTI-RESOLUTION MODELS
All the above discussed methods typically consider only one input image resolution. Due to this, it drops the potentially useful information of other resolution. Few works like multiscale TriNet (MS-TriNet) [31] , multi-scale deep learning model (MuDeep) [32] , and deep pyramid feature learning (DPFL) [33] exploits information from multiple scales in re-id. In MS-Trinet [31] , authors propose a multi-scale network and combine features from three different scales of low resolution by a hard embedding layer and learn a multibranch CNN model. In MuDeep [32] , Fu et al. propose a verification network to exploit the multi-scale features for re-id. DPFL [33] consists of m scale specific branches each for learning one input image scale in the pyramid, and an additional scale-fusion branch for learning complementary combination of multi-scale features. In MS-Trinet [31] and DPFL [33] , authors utilize multi-scale information at VOLUME 7, 2019 FIGURE 1. Proposed framework HDRNet. The input to the ResNet-50 network comprises of N color images of size 128 × 256. FC-1 and FC-2 denotes two fully connected layers. Output of the last fully connected layer is given as an input to the multi-resolution decoder. R-U refers to the reshape operation followed by upsampling. CONV-1, CONV-2 and CONV-3 are convolutional layers. U denotes the upsampling operation. MSE-1, MSE-2 and MSE-3 refers to mean squared error at three resolutions. Distance metrics is represented by N X N Distance between N images. S1 and S2 represent switches to enable batch hard and batch median sampling strategy, respectively. S1 is ON for first 1K iterations only, whereas, S2 is ON for the remaining iterations during training. Total Loss is addition of Triplet and MSE losses.
the input end whereas MuDeep [32] takes advantage from multiple scales at the convolution layers.
In this paper, we propose a global and multi-resolution based approach for person re-id. We observe that instead of exploiting the multiple resolutions at the input or at convolution layers, it is better to adopt this information at the output of the network. In addition, we also show multiple benefits of our model compared to other multi-resolution models: (i) in our model, we not only get robustness against low resolution but also achieve robustness against pose, occlusion, and illumination; (ii) during testing, we can leverage the reconstructed images which can boost re-id accuracy.
After feature extraction, various metric learning methods [5] , [34] are used to find out the similarity between a pair of images or videos. Most approaches choose the Euclidean distance to compute a similarity score for a ranking or retrieval task [14] , [17] . In particular, [5] propose a re-ranking (RK) method with k-reciprocal encoding, which combines the original distance and Jaccard distance to improve re-id accuracy.
Several approaches define a new loss function for person re-id [13] - [15] , [21] . Cheng et al. [15] propose an improved triplet loss by introducing another pull term into the triplet loss [13] , [14] , penalizing large distances between positive embeddings. Chen et al. [16] design a quadruplet loss, which employs four samples and adds another pull term for the distance between negative pairs, which can lead to a model with a smaller intra-class variation and larger inter-class variation. However, generation of samples of triplets or quadruplets still remain a challenge.
B. SAMPLING STRATEGY
Since generation of relevant triplets is a challenging task, in triplet network (TriNet) [14] , authors propose a batch hard sampling strategy and show significant performance improvement. This strategy is also applied in [11] , [32] . However, it is not an optimal approach. Authors in [7] present a balanced sampling strategy to remove the bias in number of available samples per person. Fan et al. [7] propose to use sampling without replacement when there are sufficient samples for a person, and with replacement when the samples are less. Similarly some other sampling techniques have been proposed in [12] , [35] - [38] . Here, we observe that it is beneficial to employ a median based hybrid strategy instead of a batch hard strategy. Thus, we propose a batch median strategy which we sequentially apply with batch hard strategy to improve the re-id performance.
III. PROPOSED METHOD
In this section, we describe our proposed model HDRNet. Our model comprises of an encoder-decoder architecture, where the primary goal is to learn efficient embeddings for person re-id. We use multiple decoders to reconstruct images from learned feature representations to further enhance the robustness of feature embeddings. We further describe our batch median based sampling strategy followed by test set augmentation. The network projects the features of the same identity so closer in the embedding subspace that the reconstruction of the samples tend to be free of different challenges.
A. NETWORK ARCHITECTURE
The overall network architecture of the HDRNet is illustrated in Figure 1 . The encoder architecture is based on that of ResNet-50 [39] which has been widely used as the base network in many vision applications. We discard the last layer and add two fully connected layers denoted by FC-1 and FC-2. The last fully connected (FC-2) layer has 128 units.
This 128-D output is taken as the feature representation for describing the visual appearance of the person. This layer is also used as input to three parallel decoders which reconstruct output at three different resolutions (128×256, 64×128, and 32×64). The goal of augmenting the network with decoder is three-fold. First, it has been shown that additional or multiple tasks improve the accuracy of the primary task [40] - [44] . Thus, the decoder helps the encoder to learn a discriminative feature representation that generalizes better. Second, in case of multiple decoders, if the encoded features can reconstruct the input at different resolutions, the features shall be invariant to image resolution. Third, it helps in circumventing the challenges of pose, occlusion and illuminance by reconstructing the samples with uniform pose and illuminance while removing occlusion. Thus, the gradients that flow during backpropagation, enhance the feature robustness against these challenges. The decoder network is a shallow network which consists of 3 convolution layers, named as CONV-1, CONV-2, and CONV-3 and upsampling layers denoted by U at different resolutions. The output of FC-2 layer is reshaped, upsampled and given as input to CONV-1. Similarly, the output of CONV-1 is upsampled and given as input to CONV-2. After performing last upsampling, the reconstructed output is obtained from CONV-3.
The FC-2 layer output is also used to compute the N × N Euclidean distance matrix using the N samples. Then, we apply hybrid sampling strategy to mine triplets. We discuss this strategy under subsection III-C. We train the network using triplet verification and mean squared error loss.
B. MODEL LEARNING 1) INPUT
We randomly sample P classes (person identities) and sample K images of each class (person), thus resulting in a batch of PK input images.
2) LEARNING OBJECTIVES
Given an input image x i , the encoder outputs a feature representation O E (x i ) where, O E (.) denotes the output of the encoder. The triplet verification loss function is as follows:
where α is a positive constant, x i is the anchor, x Further, encoder is followed by multiple resolution decoder which reconstructs the input at different resolutions. In our case, the target output images arex i s , wherex i 1 is the original resolution input image,x i 2 is one-fourth resolution of input image, andx i 3 is one-sixteenth resolution of input image.
Hence, the loss of the decoder is given by L D as follows:
where S is the number of scales whose value is taken as 3. 
C. HYBRID SAMPLING STRATEGY
In this section, we discuss a novel sampling strategy named as Hybrid sampling strategy, which is a sequential application of batch hard strategy and batch median strategy. The batch hard [14] samples the positive example using a max operator (100 th percentile) and negative example using a min operator (0 th percentile). However, it has been shown that median operator (50 th percentile) is robust to outliers while max and min operators are adversely affected by outliers [45] . Inspired by this observation, we propose batch median sampling, where we select the median positive and the median negative samples within the batch while forming the triplets. First, we use batch hard sampling for 1K iterations and then apply batch median sampling for the 24K iterations. We qualitatively analyze the effect of batch hard as well as hybrid sampling strategy in Figure 3 . In Figure 3(b) , we find that the maximum distance for positive samples after applying hybrid strategy for training is about 31% lower compared to Figure 3 (a) where only batch hard strategy is used. Further, the number of samples achieving this is similar in both the cases. Thus, highlighting the fact that similar number of positive samples in our strategy achieve much lower distance. Similarly, in case of negative samples, we find that our hybrid strategy achieves a maximum distance of 17% higher compared to batch hard strategy.
D. TEST SET AUGMENTATION

We propose a novel test set augmentation technique with the reconstructed images in single and multiple query test setting.
In case of Market-1501 and DukeMTMC-reID, we augment the test image using reconstructed image O 1 D (O E (x i )). We compute the average of feature embeddings of both images and then determine the cumulative matching characteristic (CMC) rank accuracy.
IV. DISCUSSION
In this section, we discuss the network' robustness against specific challenges. Figures 4 and  5 show the reconstructed images corresponding to the input images of test set.
As our model is trained with triplets of the same identity having different view angles, poses, lighting conditions, and occlusions, we expect that the features are mapped to a common subspace and reconstruction using these features would have all the distractions removed while preserving the identity relevant information.
A. POSE INVARIANCE
In the following, we provide reconstruction examples and demonstrate that the network learns embeddings invariant to pose. In Figure 4 (first row), a person is riding a cycle and different images comprises of different poses. However, reconstructed images have same pose (frontal). We can observe a similar effect in Figure 4 (second row). It is also evident that some important visual attributes are preserved, for example, the color of the T-shirt.
B. OCCLUSION INVARIANCE
In Figure 4 , we observe that the background clutter as well as occlusion is removed. For example, the bicycle and backpack are eliminated. Thus, we observe that these features are only dependent on the person to be re-identified.
C. ILLUMINATION INVARIANCE
In Figure 5 , we can see how color changes when we move from one camera to another (first column and third column represents input images from two different cameras with illumination variation). In the first row, the person' T-shirt color changes from blue to green which completely alters the appearance and poses a big challenge in re-id. However, from the reconstructed images we can visualize that different colors map to the same color by keeping identity preserving information.
Thus, generated images suggest that having the generative decoder would encourage the learned feature to focus on the identity-related appearance rather than environment-related distractions such as background, occlusion, and pose variation, thus helping the discriminative re-id task. 
V. EXPERIMENTS
In this section, we describe datasets used and their evaluation protocols. Further, we discuss ablation study to evaluate the effectiveness of each component in our proposed model. We also compare results of HDRNet with state-of-the-art methods. We also perform experiments to investigate the robustness against individual challenges.
A. DATASETS AND EVALUATION PROTOCOL
We evaluate our model on the following three datasets: Market-1501 [18] , DukeMTMC-reID [19] , and CUHK03 [17] . We follow the official protocols to evaluate the proposed HDRNet model. On Market-1501, we follow [18] by splitting all 1501 identities into two halves of 751/750 for training and testing, respectively. Further, we evaluate both single-query and multi-query test settings. On DukeMTMCreID, we use the standard training/test split (702/702) [19] and evaluate single-query test setting. On CUHK03, we consider two different settings. In the first evaluation, we use 1367/100 train/test setting [17] . The experiment is repeated 20 times with random splits and the average accuracy is reported. In the second evaluation, we use 767/700 train/test setting [5] . The single-shot evaluation setting is applied for both cases. The cumulative matching characteristic (CMC) rank-k accuracy is computed to evaluate all the methods. In addition, we calculate the mean average precision (mAP).
B. IMPLEMENTATION DETAILS
The model is implemented on TensorFlow with NVIDIA GTX-1080 GPU. We use the ResNet-50 architecture as encoder and weights provided by He et al. [39] . All the images are scaled to 128 × 256 pixels. Data augmentation includes random horizontal flipping and cropping. The 0.5 margin is used for triplet loss, number of iterations is set to 25K, and the mini-batch size is 22, in which each identity has 4 images. The number of parameters and FLOPs used in the network are 26M and 3859.05M, respectively. We use Adam optimizer with default hyperparameter values, an initial learning rate of 3 × 10 −4 , and shrink this learning rate by following exponentially decaying training schedule [14] until the convergence is achieved. Further, the weighting factor λ is experimentally tuned to 10 −6 . The complete decoder architecture is given in Table 2 .
C. ABLATION STUDY
We compare different combinations of the sub-networks in Table 1 . We first experiment with the pre-trained networks like AlexNet [50] , ResNet-50 [39] , Inception [51] , and Inception-ResNet [52] as base models and train them on reid datasets. We observe that ResNet-50 gives the best performance. Hence, we keep ResNet-50 as base network. The average rank-1 accuracy on all datasets is 65.43%. We then augment the base network with multiple decoders. When we add a single decoder to reconstruct the input image with same resolution (128 × 256), we see an average accuracy improvement of 1.68% over all the datasets. Similarly, we see an improvement of 3.52% and 10.08% when we add decoders for reconstructing the images with quarter as well as onesixteenth resolution, respectively. Further, we observe that adding more decoders adversely impacts the re-id accuracy. VOLUME 7, 2019 In this case, the reconstructed images get sharper and the network may deviate from primary goal of re-id. Thus, we find that ResNet-50 with 3 decoders delivers best performance. We name it as DRNet. Then, we use hybrid sampling strategy for ResNet-50 with 3 Decoders and term it as HDRNet. HDRNet gives a rise of 0.44% in single query and 0.82% in multi query of Market-1501, 1.61% in detected and 0.43% in labeled set of CUHK03 for 767/700 split, and 1.89% in case of DukeMTMC-reID for rank-1.
We also study the effect of λ and other loss functions such as softmax loss on accuracy. We choose different values of λ in the increasing order of the set {0, 10 −8 , 10 −6 , 10 −2 , 1} and observe the accuracy as 81.25%, 85.21%, 87.38%, 76.36% and 13.86% respectively. Thus, we choose λ = 10 −6 which leads to best accuracy. Softmax loss has also been widely used to train person re-id models. In our case, we observe that adding softmax loss to the existing loss leads to a drop of about 5.27%.
D. COMPARISON WITH STATE-OF-THE-ART 1) RESULTS ON CUHK03
We report the CMC rank accuracies for 1367/100 and 767/700 splits in Table 3 . Among both splits, 767/700 is more challenging and practical. While comparing DRNet + RK against attention models such as HydraPlus [24] , we observe an increase of 2.54% for 1367/100 labeled setting. 1 Similarly, our method performs favorably compared to other algorithms in 767/700 setting.
2) RESULTS ON MARKET-1501
We report the CMC rank accuracies corresponding to DRNet and HDRNet in Table 4 . In case of HDRNet, the rank-1 accuracy for single query is 87.82%, for HDRNet + TestAugmentation (TA), it is 90.65% and for HDRNet + TA + Re-ranking (RK), it is 95.14%. With test augmentation there is a rise of 2.83% accuracy. Hybrid sampling strategy gives a boost of 0.82% compared to batch hard strategy used in DRNet for single query. We can observe a similar trend in case of multi-query setting. While comparing our best model (HDRNet + TA + RK) against the other algorithms which use multiple resolutions such as MS-TriNet and DPFL, we observe an increase of 50.04% and 6.54% respectively for single query setting. In addition, we can see that HDRNet performs very well compared to part based methods including GLAD [8] which requires auxiliary part labeling to align parts and AlignedReID [11] which needs local features in addition to global features. Further, HDRNet achieves all results with a feature size of 128, while AlignedReID [11] uses 2048 global feature size, SphereReID [7] uses 1024 feature size. Thus, our model learns features with high discriminative ability but in a much lesser dimension relative to these algorithms.
For HDRNet multi query, the model attains an accuracy of 92.1%. Whereas, HDRNet + TA for single query achieves 1 Since 767/700 is more challenging, we prefer hybrid sampling only for this setting. an accuracy of 90.65%. Thus, we can see that there is difference of 1.5% in favor of multi query protocol. The reason behind this is the fact that reconstructed images may lack in some specific details compared to original images which may result in a marginal drop in the accuracy.
3) RESULTS ON DUKEMTMC-REID
We report the CMC rank accuracies in Table 4 . The best competitors are Mancs [12] , CA 3 Net [25] and AO + RK [9] . Mancs and CA 3 Net requires attention model, while AO + RK exploits adversarial occluded samples to train the model. Our best model gives a rise of 3.23%, 3.53 and 4.02% in rank-1 accuracy as compared to Mancs, CA 3 Net and AO + RK.
E. ROBUSTNESS EVALUATION 1) ROBUSTNESS TO POSE VARIANCE
In order to investigate the robustness against pose variation only, we manually select images for 350 different persons from Market-1501, CUHK03 and DukeMTMC-reID where the major challenge is pose variation, and other challenges are either absent or mildly present. We report these results in Table 5 . In case of Market-1501, we can observe a significant rise of about 9.94% for DRNet over ResNet. Thus, it is evident that the multi-resolution decoder significantly boosts the performance. Further, the hybrid sampling strategy leads to an increase of 2.2% over DRNet. Similarly, our method outperforms on other two datasets. This also supports the observation that the sampling strategy effectively supplements the decoder in overcoming the pose challenge.
2) ROBUSTNESS TO PARTIAL OCCLUSION
Partially occluded samples can be defined as artificially generated occluded samples by blacking-out a region in the given image [9] . In the experiments, we chose random regions of about 10% in area of the overall image. We report the CMC rank-1 results in Table 6 . The average rank-1 accuracy on all datasets for HDRNet is 70.58% whereas TriNet gives 53.27%, PCB shows 54.31% and SVDnet obtains 43.64%. This demonstrates that our method is highly robust against occluded samples.
3) ROBUSTNESS TO LOW RESOLUTION
Low resolution samples pose a severe challenge as the network trained on moderate resolution inputs may perform very poor when tested with low resolution examples. In practice, these samples can easily occur when a person is captured while being far away from the camera. Therefore, it is necessary to design the network such that it is robust to the challenge of low resolution. We report the accuracy on low resolution images in Table 7 . Here, we find that in case of single query for Market-1501, rank-1 accuracy of ResNet-50 gets drastically dropped from 81.25% to 5.86%, whereas, HDRNet performs better by a margin of 41.53%. Similarly, in case of CUHK03 (detected) and DukeMTMC-reID, our method outperforms by a clear margin of 20.24% and 32.79% in rank-1 accuracy, respectively. Thus, we observe that augmentation of the multi-resolution decoder brings robustness against low resolution images.
VI. CONCLUSION
We propose a novel deep re-id model based on an encoderdecoder network architecture. Our hypothesis is that by augmenting the network with a multi-resolution decoder, the learned representation becomes richer and thus, generalizes better against severe challenges like pose variation, occlusion, illumination variation, and low resolution. Our elaborate quantitative and qualitative experiments prove this hypothesis. In addition, we propose a novel median based hybrid sampling strategy for mining of triplets. We observe that our sampling strategy achieves better clustering for VOLUME 7, 2019 positive and negative samples. We also propose test set augmentation technique with the reconstructed samples. The reconstructed samples are void of various challenges while preserving the identity specific information which indicates that the features possess both high discriminative and generative power for person re-id. Further, we validate the robustness against pose variation, partial occlusion as well as low resolution examples. We rigorously evaluate the performance of multiple variants of the proposed network and conclude that HDRNet achieves state-of-the-art performance.
