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Introduction
Boosted down-size engine is a successful strategy for improving fuel economy [1, 2] . Because of the reduced displacement, the engine operates at high mean effective pressure which renders it prone to knock. Therefore, it is of importance to be able to assess the engine knock tendency through modelling. The modelling usually takes two steps [3] . Firstly, the ignition delay of the fuel air mixture is determined as a function of pressure and temperature. Then, using the Livengood-Wu integral method [4] , this delay is connected to the pressure-temperature trajectory in the engine end gas to see whether the end gas chemistry has progressed to the knock point in the engine cycle.
Three are three approaches to determine the expression of ignition delay of fuel-air mixtures as a function of temperature and pressure:
Experimental determination through measurements in a rapid compression machine [5] or a shock tube [6] (ii)
Kinetic modeling of the pre-ignition chemistry of the fuels [7] or their surrogates [8, 9] (iii)
Correlations of ignition delay data from engines [10, 11] The subject of this paper belongs to category (iii) of the above. The correlation of Douaud and Eyzat [10] , which is widely used, has been extended to modern turbo-charged engine with EGR by Hoepke et al [11] . The correlation is further extended here to encompass fuel lean and fuel rich mixtures. It should be noted that the current work is based on one fuel (a calibration gasoline similar to the premium gasoline sold in US), and therefore, does not address the fuel effects on ignition delay. The effects of octane number and alcohol blending will be addressed in future work.
Methodology
The approach is to obtain an ignition delay correlation based on the individual cycle pressure data for a modern turbo-charged engine operating over a wide range of operating conditions. Because of the engine cycle-to-cycle variations, there is a substantial set of realization even at the same operating point.
Engine and operating conditions
The data were collected using a production 2L turbo-charge engine (GM LNF engine). The engine specifications are shown in Table 1 . An experimental engine ECU provided by GM was employed so that the valve timing, fuel injection timing, and turbo-waste gate position were controlled with the factory calibration. The value for  and spark timing were specified by the user. A low pressure EGR loop had been added to the engine which was originally not equipped with EGR provision. The exhaust was not throttled to avoid disruption of the turbine operation; as a result, the maximum EGR level was limited to 12.5%. To obtain a large data set that would cover many parameters for the correlation, the engine was operated over an extensive range of conditions; see Table 2 . The load range of 8-14 bar encompassed both turbo-and non-turbo-operations. The spark timing was swept to obtain light to heavy knock. Altogether there were 336 operating 7/20/2015 points, and 99 consecutive cycles; thus there were 336x99 = 33264 data points for the correlation. The pressure data were acquired at 100 KHz. 
Determining the knock point
It is necessary to identify the "knock point" in the individual pressure trace for the correlation development. Because of end gas nonuniformity (in both temperature and composition), auto-ignition occurs locally at exothermic centers [12] . The pressure sensor responds to the pressure wave generated by the local heat release. Because of the unknown relative location of the exothermic center and the pressure transducer, there is an inherent delay in detecting the "knock point", which may be defined as the time of the start of the rapid auto-ignition heat release, from the pressure trace. The worst case scenario is that the exothermic center is diametrically opposite to the sensor. For the engine under test, the corresponding pressure wave travel time is of the order of 100 s. The actual delay should be less than that.
A pressure (p) trace showing the knock phenomenon, and the high frequency component ( ) are shown in Fig. 1 (a) and (b) respectively. The latter has been obtained by filtering the pressure signal via a phase-conserving high-pass filter [13] with a cut-off frequency at 2.5 KHz. The result is not sensitive to the cut-off frequency as long as it can discriminate against the normal cycle pressure variation. In Fig Although identifying the knock point on the pressure trace is easy by eye, an algorithm has to be established for processing the large set of pressure data (more than thirty thousand for this study). The algorithm used is based on the integral of the modulus of pressure oscillation (IMPO):
where t0 is sometime before the knock event (the precise definition is immaterial, as only changes in i0 are sought), and t is the running time. When evaluated for a fixed interval of time (i.e., for a specified t), i0 has been used as a scaler knock metric [14] . The value i0 is akin to the cumulative acoustic energy of the pressure wave passing through the pressure transducer (in that case, The value of i0(t) is shown in Fig. 2 for the pressure oscillation shown in Fig. 1(b) . Three regimes are identified. On the left of the figure, the slow increase in i0 is due to the accumulation of the absolute value of the pressure noise in normal combustion. (If there were no noise, the trace would have been flat.) Then there is the rapid rise due to the arrival of the pressure wave. Finally, the pressure oscillation decay as the piston descents.
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The start of the knock excitation region may be taken as the knock point. This point may be determined by the intersection of the line representing the rise of i0 due to normal combustion, and the line representing that due to the presence of the pressure wave. Procedure wise, a window of data starting from 250 s before the appearance of any oscillation to 100 s after the peak p point is selected. Then two straight line segments intersecting at the knock point are constructed. (The four parameters, two slopes and two intercepts of the lines, completely determine the lines and the intersection.) The knock point is selected by choosing the four parameters to minimize the square of the difference between the line segments and the data in the window. In practice, this window may sometimes extend beyond the knock excitation region and create fit error; see Fig. 3 . The resulting knock point, however, is not materially affected. For this case, the determined knock point at 20.87 ms from BDC is the same as the value determined by eye in Fig. 1(a) . Figure 3 . Fitting of line segments in the fit window to determine the knock point for data in Fig. 1 and 2 . Although the window used extends beyond the knock excitation region resulting in some errors in the line fit, the knock point location is not materially affected.
Cycle p-T trajectory
The ignition delay correlation was developed by fitting an expression (p,T) to the p-T trajectory leading to knock in the individual cycle data. The instantaneous pressure in the cycle was measured. The corresponding temperature was calculated from the isentropic compression of the end gas using real gas properties. The initial temperature used in this calculation was the charge temperature at IVC obtained by a cycle simulation program [15] using the mean values of the engine parameters at the operating point. Thus although there was a cycle-to-cycle variation in the p-T trajectory in every cycle at the same operating point, the initial temperature (at IVC) was the same.
Fitting the Ignition Delay to Data
The selected functional form of the ignition delay expression is:
Instead of using a p dependence, the (p/T) term in the pre-exponential reflects the density dependence of  [11] , since kinetic rates are directly dependent on concentrations rather than pressure. The factor f accounts for a separable  -EGR dependence from the p -T dependence. 
The sum is over all the operating points and individual cycles at each operating point.
Fit to Stoichiometric Data
The data fit was first applied to the run matrix with  = 1. The subdata set is listed in Table 3 . At  = 1, the recycled exhaust gas serves as a diluent. However, at the lower load, the residual gas fraction also needs to be accounted for. Therefore a diluent fraction wd is defined by the sum of the two:
The definitions of EGR and residual gas fraction xr are listed at the end of the paper. The residual gas fraction was obtained by engine simulation at the mean engine condition at the operation point [15] . Then the factor f in Eq. (2) is modeled as a power law dependence on (1-wd):
The expression for the fit at  = 1 is   
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The comparison between the observed knock point and the one calculated using Eq. (7) and Eq.(3) are shown in Fig.4 , which shows very good agreement between the observed and calculated values. Fit to  ≠ 1 data Table 4 shows the test matrix for non-stoichiometric ignition delay data set. When the charge is lean or rich, to the lowest order of approximation, the mixture is diluted by the excess air or by the excess fuel, although the stoichiometry may affect the pre-ignition chemistry. So the correlation strategy is to treat the excess air or excess fuel simply as a diluent first. Further modification for the ignition delay as a function of  due to chemistry effects may be made if necessary. 
Fuel lean (>1)
The excess air mass fraction is given by
For lean mixture,  >1. The dilution fraction of Eq. (5) is modified as:
w EGR x k (9) The factor KL has been introduced to account for the difference between the dilution effect of excess air and burned gas. Then Eq. (7) is fit to the fuel lean data by adjusting KL only, with all the other coefficients unchanged from the stoichiometric fit.
Fuel rich ( < 1)
The air deficit fraction is given by the same expression as in Eq. (8), but now the value of  is negative. The excess fuel mass fraction is:
The dilution fraction of Eq.(5) is modified as:
The factor KR has been introduced to account for the difference between the dilution effect of excess fuel and burned gas. Then Eq. (7) is fit to the fuel rich data by adjusting KR only, with all the other coefficients unchanged from the stoichiometric fit.
Overall fit
Fit to the fuel lean and fuel rich cases respectively showed that very good results were obtained with the values of KL and KR given by:
Since the dilution factor only addresses the physical effects, the result that KL is slightly less than 1 may be attributed to the fact that the specific heat of air is less than that of the burned gas. That KR is an order of magnitude large than KL (since (F/A)stoi = 1/14.6) may be 7/20/2015 attributed to the fact that the specific heat of fuel vapor is much larger (approximately by an order of magnitude) than that of air.
Comparisons between the modeled and observed knock point for the non-stoichiometric data set are shown in Fig. 5 . With the good agreement between the model and the data, further refinement of the correlation to account for the stoichiometric effect beyond dilution is deemed not necessary. There is good agreement between the knock point (auto-ignition time) calculated by the correlation and observation.
