Abstract: Pre-operative planning of valve-sparing aortic root reconstruction relies on the automatic discrimination of healthy and pathologically dilated aortic roots. The basis of this classification are f eatures extracted from 3D ultrasound images. In previously published approaches, handcrafted features showed a limited classification accuracy. However, feature learning is insufficient d ue t o t he s mall d ata s ets a vailable for this specific problem. In this work, we propose transfer learning to use deep learning on these small data sets. For this purpose, we used the convolutional layers of the pretrained deep neural network VGG16 as a feature extractor. To simplify the problem, we only took two prominent horizontal slices throgh the aortic root, the coaptation plane and the commissure plane, into account by stitching the features of both images together and training a Random Forest classifier o n t he r esulting feature vectors. We evaluated this method on a data set of 48 images (24 healthy, 24 dilated) using 10-fold cross validation. Using the deep learned features we could reach a classification accuracy of 84 %, which clearly outperformed the handcrafted features (71 % accuracy). Even though the VGG16 network was trained on RGB photos and for different classification t asks, t he l earned f eatures a re s till r elevant f or ultrasound image analysis of aortic root pathology identification. Hence, transfer learning makes deep learning possible even on very small ultrasound data sets.
Introduction
Valve-sparing aortic root reconstruction surgery presents an alternative to classical valve replacement, especially for younger patients. In this procedure, the pathologically dilated aortic root tissue is replaced by a graft prosthesis that remodels the original, healthy state of the aortic root [1] . However, choosing the right prosthesis size for the individual patient is a critical task during surgery. To assist the surgeon in his decision ma-king, an approach for pre-operative planning of the surgery has been published [2] . The aim of this approach is to predict the individually optimal prosthesis size based on ultrasound images of the dilated aortic root. One step of this method relies on the automatic discrimination of healthy and pathologically dilated aortic roots. For this purpose, geometric features were extracted manually from the ultrasound images and a classifier was trained on these handcrafted features. A first study reveiled limited accuracy of this classification based on the handcrafted features [2] . Automatic feature learning presents an alternative to handcrafted features. Recently, numerous studies showed the effectiveness of deep learning with convolutional neural networks for feature learning in various medical applications [3] . However, training deep convolutional neural networks requires huge data sets, that are rarely available for specific problems in image guided medical interventions like the planning of valvesparing aortic root reconstruction. One possible way to use deep learning on small data sets is transfer learning [4] . The basic idea of this approach is that image features are similar for different analytic tasks. Hence, convolutional neural networks that are trained on huge data sets can serve as feature extractors for other image analysis applications. In this work, we propose transfer learning as an alternative to handcrafted features for the identification of pathological dilations of the aortic root in 3D ultrasound images.
Methods
The aim is to replace the handcrafted features by deep learned features using transfer learning. For this purpose, we extract prominent 2D slices from the ultrasound volume, use a pretrained deep neural network as a feature extractor and train a robust classifier on the small data set. The single steps of our workflow are visualised in Fig. 1 and described in detail in the following paragraphs. The data set consists of 48 3D ultrasound images of ex-vivo porcine aortic roots, of which 24 are healthy and 24 are dilated. The images were acquired using the setup and procedure described in [5] . During this procedure, the aortic roots are cut out of the heart and integrated into an imaging setup. Hence, no tissue around the aortic root is visible in the ultrasound images. All roots are aligned vertically along the z- In the up to date approach, the features are identified manually in the ultrasound images based on specific landmarks. In the transfer learning approach, two slices are selected from the 3D volume image. These slices are fed through the convolutional layers of the deep neural network. The resulting feature vectors are stitched together and serve as an input for the random forest classifier.
axis. However, the rotation of the roots around the central vertical axis is distributed. In these images, the three commissure points, i.e. the highest points where the leaflets are attached to the root wall, and the coaptation point, i.e. the point where all three leaflets meet each other, were identified manually. Based on these landmarks, geometric features were calculated, for example the distance between the commissure points or the height difference between the commissurepoints and the coaptation point. A more detailed description of the handcrafted features can be found in [2] . We used the pretrained network VGG16 [6] . The architecture consists of 16 convolutional layers with very small convolutional filter masks of the size (3 × 3), followed by several fullyconnected layers. It was trained on the ILSVRC-2012 data set [7] to classify approximately 1.4 Million photos into 1,000 different classes. The network showed good generalisation performance in different image classification tasks and thus is a popular network for transfer learning [8] . To use the network as a feature extractor, we cut away the fully-connected layers and used the activations of the last convolutional layer as the features of the input image. The implementation was done in Python using Keras with TensorFlow backend [9] . One problem is that VGG16 was pretrained on 2D colour images (RGB). Hence, we manually extracted two prominent horizontal slices of the aortic root from the 3D image: the coaptation plane and the commissure plane. In the coaptation plane, the coaptation lines of all three leaflets are visible, i.e. the areas where two neighbored leaflets meet each other. The commissure plane is a slice through the aortic root at the height of the three commissure points, the highest points where the leaflets are attached to the root wall. Fig. 2 shows examples of these image slices. The resulting 2D images were resized to fit the input image size of VGG16. Thus, the image size was reduced from (506 × 693) to (224 × 224). Additionally, the image was replicated in each RGB channel to use VGG16 on the grayscale ultrasound images. By feeding these 2D images through the convolutional part of VGG16, we derived the image feature representation with a dimensionality of 25, 088. One 2D slice only carries a limited amount of the information given in the 3D image. Hence, we additionally stitched together the feature vectors from both slices of each root, the coaptation and the commissure plane. This results in a representation of one aortic root sample by 2 · 25, 088 = 50, 176 features. Due to the small number of samples in combination with the high-dimensional feature description, we used a Random Forest with 400 trees as a robust classifier [10] . The implementation was done in Python using the Scikit package [11] . The evaluation was performed on the full dataset of 48 samples using a 10-fold cross validation. The classification accuracy was calculated as the mean relative number of correctly classified images in the test set over all folds. Like this, we evaluated five different feature descriptors: the handcrafted features as described in [2] , the features derived using VGG16 from one of the coaptation or commissure slices only, respectively, the features of both slices stitched together and the combination of all those features, stitching together the handcrafted features and the transferred features from both slices. By evaluating the combination of handcrafted and transferred features, it is possible to analyse whether the handcrafted features provide additional information that is not contained in the transferred ones. 
Results and Discussion
The results of the evaluation are listed in Table 1 . All variants of the transfer learning approach reach a higher classification accuracy than the handcrafted features. The commissure plane seems to carry more information about the dilation of the aortic root than the coaptation plane. However, the combination of both slices reached the highest accuracy that lies 13 % above the accuracy of the handcrafted features. The combination of handcrafted and transferred features does not lead to a better performance. Hence, the handcrafted features seem to carry no information that is not given in the transferred ones. This indicates that transfer learning presents a promising alternative to the manual identification of relevant geometric features.
One interesting observation is that including a second slice just slightly increases the accuracy compared to the performance of taking only the commissure plane into account, indicating that the commissure slice carries most of the information about the dilation of the aortic root. The effect might also be related to the curse of dimensionality [12] because the feature dimension is more then doubled while the sample size stays constantly small. A further study of the accuracy gain achieved by including more slices could lead to further insights into the transfer of 2D image features to 3D image analysis problems. The optimal choice of 2D slices remains an interesting research question as well. The data used in this initial study is from an ex-vivo study. Hence, only the aortic root is visible in the images. A study of the influence of surrounding tissue on the classification accuracy is needed to evaluate the workflow in a more realistic setting. Additionally, the perTab. 1: Classification accuracy for different feature descriptions. All results were calculated with a random forest classifier using 10-fold cross-validation.
Feature set Accuracy
Handcrafted formance analysis of the surgery planning with the integrated transfer learning workflow is part of future work. Our results show that transfer learning enables deep learning on very small medical image data sets. Even though the VGG16 network was trained on RGB photos and different classification tasks, the learned feaures are still relevant for ultrasound image analysis in the case of aortic root pathology identification. We presented a very simple workflow without many manual interaction steps. While the manual identification of image features is time consuming and prone to individual and systematic errors, our proposed transfer learning approach works out-of-the-box using the built-in functions provided by Keras and Scikit. We believe that transfer learning might provide good performances in similar problems as well. Especially in the area of image guided interventions, in which often only small data sets are available, transfer learning makes applied deep learning possible in a very easy way.
