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Abstract. Considering a regression model, we address the question of testing the
nullity of the regression function. The testing procedure is available when the variance
of the observations is unknown and does not depend on any prior information on the
alternative. We first propose a single testing procedure based on a general symmetric
kernel and an estimation of the variance of the observations. The corresponding critical
values are constructed to obtain non asymptotic level-α tests. We then introduce an
aggregation procedure to avoid the difficult choice of the kernel and of the parameters of
the kernel. The multiple tests satisfy non-asymptotic properties and are adaptive in the
minimax sense over several classes of regular alternatives.
Keywords. Separation rates, adaptive tests, regression model, kernel methods, ag-
gregated test.
1 Introduction
We observe (Xi, Yi)1≤i≤n that obey to the regression model described as follows,
Yi = f (Xi) + σǫi, i = 1, · · · , n. (1)
We assume that X = (X1, X2, · · · , Xn) are i.i.d real random variables with values in a
measurable set E such that [0, 1] ⊂ E ⊂ R with bounded density ν with respect to the
Lebesgue measure on E and ǫ = (ǫ1, ǫ2, · · · , ǫn) are i.i.d standard Gaussian variables,
independent of (X1, X2, · · · , Xn). All along the paper, f is assumed to be in L2 (E, dν).
We also assume that ‖f‖∞ = supx∈E |f(x)| < +∞. In order to estimate σ2, we assume
that we also observe
(
Y
′
1 , · · · , Y ′n
)
that obey to the model
Y
′
i = f
(
i
n
)
+ σǫ
′
i, i = 1, · · · , n, (2)
where ǫ
′
=
(
ǫ
′
1, · · · , ǫ′n
)
is independent of (X1, · · · , Xn, ǫ1, · · · , ǫn).
Given the observation of (Xi, Yi)1≤i≤n ,
(
Y
′
i
)
1≤i≤n, we want to test the null hypothesis
(H0) : f = 0,
1
against the alternative
(H1) : f 6= 0.
Hypothesis testing in nonparametric regression have been considered in the papers by
King (1988), Hardle and Marron (1990), Hall and Hart (1990), King et al. (1991) and
Delgado (1992). Tests for no effect in nonparametric regression are investigated in
Eubank and LaRiccia (1993). In the paper of Spokoiny et al. (1996), the authors consid-
ered the particular case where σ is assumed to be known. They propose tests that tests
achieve the minimax rates of testing [up to an unvoidable log log(n) factor] for a wide
range of Besov classes. Baraud et al. (2003) propose a test, based on model selection
methods, for testing in a fixed design regression model that (f (X1) , · · · , f (Xn)) belongs
to a linear subspace of Rn againts a nonparametric alternative. They obtain optimal
rates of testing are up to a possible log n factor over various classes of alternatives simul-
taneously. More recently, in a Poisson process framework, Fromont et al. (2013, 2012)
consider two independent Poisson processes and address the question of testing equality
of their respective intensities. They introduce tests based on a single kernel function and
aggregate several kernel based tests to obtain adaptive minimax testing procedures over
alternatives based on Besov or Sobolev balls.
Our this work, we propose to construct aggregated kernel based testing procedures
of (H0) versus (H1) in a regression model. Our test statistics are based on a single
kernel function which can be chosen either as a projection or Gaussian kernel and we
propose an estimation for the unknown variance σ2. Our tests are exactly (and not only
asymptotically) of level α. We obtain the optimal non-asymptotic conditions on the
alternative which guarantee that the probability of second kind error is at most equal
to a precribed level β. However, the testing procedures that we introduce hereafter also
intended to overcome the question of calibrating the choice of kernel and/or the parameters
of the kernel. They are based on an aggregation approach, that is well-known in adaptive
testing (Baraud et al. (2003) and Fromont et al. (2013)). This paper is strengly inspired
by the paper of Fromont et al. (2013). Instead of considering a particular single kernel,
we consider a collection of kernels and the corresponding collection of tests, each with
an adapted level of significance. We then reject the null hypothesis when there exists at
least one of the tests in the collection which rejects the null hypothesises. The aggregated
testing procedures are constructed to be of level α and the loss in second kind error due
to the aggregation, when unavoidable, is as small as possible. Then we prove that these
multiples tests satisfy the adaptive minimax properties over several classes of alternatives.
At last, we compare our tests with tests investigated in Eubank and LaRiccia (1993) from
a practical point of view.
The paper is organized as follows. We describe the single tests based on a single kernel
function with the corresponding critical values approximated by a Monte Carlo method in
Section 2. In Section 3, we specify the performances of the single tests for two particular
examples of kernels and explain the reasons why we need to aggregate tests based on a
collection of kernel functions which are presented in Section 4. We present the simulation
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study in Section 5 and the major proofs are given in Appendix.
2 Single tests based on a single kernel.
2.1 Definition of the testing procedure.
We assume that we observe {(Xi, Yi)}ni=1 that obey to model (1). In order to estimate
the unknown variance σ2, we assume that we observe another sample
(
Y
′
i
)
1≤i≤n from
the model (2). We are interested in testing the null hypothesis (H0) : f = 0 against
(H1) : f 6= 0. Let K be a symmetric kernel function: E × E → R satisfying:
Assumption 1. ∫
E2
K2(x, y)f(x)f(y)dν(x)dν(y) < +∞.
We introduce the test statistic VK defined as follows,
VK =
TK
σˆ2n
, (3)
where
TK =
1
n(n− 1)
n∑
i 6=j=1
K(Xi, Xj)YiYj (4)
and
σˆ2n =
1
n
n/2∑
i=1
(
Y
′
2i−1 − Y
′
2i
)2
, (5)
where for the sake of simplicity, we assume that n is even. Let us now introduce some
notations. We set Kij = K (Xi, Xj) , fi = f(Xi) and C(a, b) is a constant depending on
a and b, that will be used all along the paper and may vary from line to line.
The expectation of TK is equal to
E [TK ] = E
[
E
[
1
n(n− 1)
n∑
i 6=j=1
Kij (f(Xi) + σǫi) (f(Xj) + σǫj)
∣∣∣∣X
]]
= E
[
1
n(n− 1)
n∑
i 6=j=1
Kijf(Xi)f(Xj)
]
=
∫
E2
K(x, y)f(x)f(y)dν(x)dν(y).
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In the following, we denote for all x ∈ E,
K[f ](x) =
∫
E
K(x, y)f(y)dν(y),
and for all f, g ∈ L2(E, dν)
〈f, g〉 =
∫
E
f(x)g(x)dν(x) and ‖f‖2 = 〈f, f〉.
Within these notations,
E (TK) = 〈K[f ], f〉, (6)
whose existence is ensured by Assumption 1. We now compute the expectation of σ̂2n.
E
[
σ̂2n
]
= E
 1
n
n/2∑
i=1
[(
f
(
2i− 1
n
)
+ σǫ
′
2i−1
)
−
(
f
(
2i
n
)
+ σǫ
′
2i
)]2
=
1
n
n/2∑
i=1
[
f
(
2i− 1
n
)
− f
(
2i
n
)]2
+
1
n
n/2∑
i=1
σ2E(ǫ
′
2i−1 − ǫ
′
2i)
2
= a2 + σ2,
with a2 := 1
n
∑n/2
i=1
[
f
(
2i−1
n
)− f (2i
n
)]2
.
Thus σ̂2n is a biased estimator of σ
2 with bias a2. If f is a regular function this bias will
be small.
We have chosen to consider and study in this paper two possible examples of kernel func-
tions. For each example, we give a simpler expression of E (TK).
Example 1. When E = [0, 1], our first choice for K is a symmetric kernel function
based on a finite orthonormal family {φλ, λ ∈ Λ} with respect to the scalar product 〈., .〉,
K(x, y) =
∑
λ∈Λ
φλ(x)φλ(y). (7)
For all f in L2([0, 1], dν) we get
K[f ](x) =
∫ 1
0
(∑
λ∈Λ
φλ(x)φλ(y)
)
f(y)dν(y)
=
∑
λ∈Λ
(∫ 1
0
φλ(y)f(y)dν(y)
)
φλ(x) = ΠS(f),
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where S is the subspace of L2([0, 1], dν) generated by the functions {φλ, λ ∈ Λ} and ΠS
denotes the orthogonal projection onto S for 〈., .〉. Thus
E (TK) = 〈ΠS(f), f〉.
Hence, when {φλ, λ ∈ Λ} is well-chosen, TK can also be viewed as a relevant estimator
of ‖f‖2.
Example 2. When E = R and ν is a density function respect to the Lebesgue measure
on R, our second choice for K is a Gaussian kernel defined by,
K(x, y) =
1
h
k
(
x− y
h
)
, for all (x, y) ∈ R2 (8)
where k(u) = 1√
2π
exp (−u2/2) , for all u ∈ R and h is a positive bandwidth. Then, for
all f ∈ L2(R, dν) we have
K[f ](x) =
∫ ∞
−∞
1
h
k
(
x− y
h
)
f(y)dν(y) = kh ∗ f(x),
where ∗ is the convolution producer with respect to the measure ν and kh(u) = 1hk
(
u
h
)
, ∀u ∈
R. Thus in this case
E (TK) = 〈kh ∗ f, f〉.
Hence, when the bandwidth h is well chosen, TK can also be viewed as a relevant estima-
tor of ‖f‖2.
From the choices of the two examples above for K, we have seen that the test statistic
VK can be viewed as a relevant estimator of ‖f‖2. Thus, it seems to be reasonable proposal
to consider a test which rejects (H0) when VK is as ”large enough”. Now, we define the
critical values used in our tests.
We define
V
(0)
K =
1
n(n−1)
∑n
i 6=j=1K(Xi, Xj)ǫiǫj
1
n
∑n/2
i=1
(
ǫ
′
2i−1 − ǫ′2i
)2 . (9)
Note that, under (H0), conditionally on X , VK and V
(0)
K have exactly the same distribu-
tion. We now choose the quantile of the conditional distribution of V
(0)
K given X as the
critical value for our test. This quantity can easily be estimated by simulations.
More precisely, for α in (0, 1), if q
(X)
K,1−α denotes the (1−α) quantile of the distribution
of V
(0)
K conditionally on X , we consider the test that rejects (H0) when VK > q
(X)
K,1−α. The
corresponding test function is defined by
ΦK,α = 1{VK > q(X)K,1−α}. (10)
Notice that in practice, the true quantile q
(X)
K,1−α is not available, but it can be approxi-
mated by a Monte Carlo procedure.
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2.2 Probabilities of first and second kind errors of the test.
Since under (H0), VK and V
(0)
K have the same distribution conditionally on X , for any
α ∈ (0, 1), we have
P(H0)
(
VK > q
(X)
K,1−α
∣∣∣∣X) ≤ α.
By taking the expectation over X , we obtain
P(H0) (ΦK,α = 1) ≤ α.
Let us now consider an alternative hypothesis, corresponding to a non zero regression
function f . Given β in (0, 1), we now aim to determine a non-asymptotic condition on
the regression function f which guarantees that Pf(ΦK,α = 0) ≤ β. Denoting by qαK,1−β/2
the (1− β/2) quantile of the conditional quantile q(X)K,1−α,
Pf (ΦK,α = 0) = Pf
(
VK ≤ qαK,1−β/2
)
+ Pf
(
VK ≤ q(X)K,1−α, q(X)K,1−α > qαK,1−β/2
)
≤ Pf
(
VK ≤ qαK,1−β/2
)
+ β/2.
Thus, a condition which guarantees that Pf
(
VK ≤ qαK,1−β/2
)
≤ β/2 will ensure that
Pf(ΦK,α = 0) ≤ β. The following proposition gives such a condition.
Proposition 2.1. Let α, β be the fixed levels in (0, 1). We have that
Pf
(
VK ≤ qαK,1−β/2
) ≤ β/2,
as soon as
〈K [f ] , f〉 ≥
√
16AK + 8BK
β
+Dn,β q
α
K,1−β/2, (11)
with
AK =
n− 2
n(n− 1)
∫
E
(K[f ](x))2
[
f 2(x) + σ2
]
dν(x),
BK =
1
n(n− 1)
∫
E2
K2(x, y)
[
f 2(x) + σ2
] [
f 2(y) + σ2
]
dν(x)dν(y),
Dn,β = σ
2 + a2 +
4σ2
n
√(
n
2
+
na2
σ2
)
ln
(
2
β
)
+
4σ2
n
ln
(
2
β
)
.
Thus we have, under (11),
Pf (ΦK,α = 0) ≤ β.
Moreover, there exists some constant κ > 0 such that, for every K and n ≥ 32 ln(2/α)
qαK,1−β/2 ≤
2κ√
n(n− 1) ln
(
2
α
)√
2
∫
E2
K2(x, y)dν(x)dν(y)
β
. (12)
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To prove the first part of this result, we simply use Markov’s inequality for the term
TK and an exponential inequality for non-central Chi-square variables due to (Birge´
(2001)) for the term σˆ2n. The control of q
α
K,1−β/2 derives from a property of Gaussian
chaoes combined with an exponential inequality (due to De la Pena and Gine´ (2012) and
Huskova and Janssen (1993)). The detailed proof is given in the Appendix.
The following theorem gives a condition on ‖f‖2 for the test to be powerful.
Theorem 2.2. Let α, β be fixed levels in (0, 1), κ be a positive constant, K be a symmetric
kernel function, and ΦK,α be the test defined by (10). Let CK be an upper bound for∫
E2
K2(x, y)dν(x)dν(y). Then for all n ≥ 32 ln(2/α), we have Pf (ΦK,α = 0) ≤ β, as soon
as
‖f‖2 ≥ ‖f −K[f ]‖2 + 16
(‖f‖2∞ + σ2)
nβ
+
4√
n(n− 1)β
(
κDn,β ln
(
2
α
)
+
√
2
(‖f‖2∞ + σ2))√CK . (13)
The right hand side of the above inequality corresponds to a bias-variance trade-off.
For particular choices of the kernel function K, these terms will be upper bounded in
Section 3.
2.3 Performance of the Monte Carlo approximation.
In this section, we introduce a Monte Carlo method used to approximate the conditional
quantiles q
(X)
K,1−α by qˆ
(X)
K,1−α as follows. We consider the set of 2B independent sequences
of i.i.d standard Gaussian variables
{ǫb, 1 ≤ b ≤ B} and {ǫ′b, 1 ≤ b ≤ B},
where ǫb = {ǫbi}ni=1, ǫ′b = {ǫ′bi }ni=1, 1 ≤ b ≤ B.
We define
V
(
ǫb,ǫ
′b
)
K =
1
n(n−1)
∑n
i 6=j=1K(Xi, Xj)ǫ
b
iǫ
b
j
1
n
∑n/2
i=1
(
ǫ
′b
2i−1 − ǫ′b2i
)2 ,
where X = (X1, · · · , Xn) are observed from model (2).
Under (H0), conditionally on X , the variables V
(
ǫb,ǫ
′b
)
K have the same distribution function
as VK and as V
(0)
K . We denote by FK,B the empirical distribution function of the sample{
V
(
ǫb,ǫ
′b
)
K , 1 ≤ b ≤ B
}
, conditionally on X .
∀x ∈ R, FK,B(x) = 1
B
B∑
b=1
1
{
V
(
ǫb,ǫ
′b
)
K ≤ x
}
.
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Then the Monte Carlo approximation of q
(X)
K,1−α is defined by
qˆ
(X)
K,1−α = F
−1
K,B(α) = inf {t ∈ R, FK,B(t) ≥ 1− α} .
We recall the test function defined in (10) and we reject (H0) when VK > q
(X)
K,1−α with
q
(X)
K,1−α the (1− α) quantile of V (0)K defined by (9) conditionally on X . Now, by using the
estimated quantile qˆ
(X)
K,1−α, we consider the test given by
Φ̂K,α = 1
{
VK > qˆ
(X)
K,1−α
}
. (14)
For the test defined in (14), the probabilities of first and second kind errors can above
upper bounded. This is the purpose of the two following propositions, whose proofs are
given in Fromont et al. (2013).
Proposition 2.3. Let α be some fixed level in (0, 1), and Φ̂K,α be the test defined by (14).
Then,
P(H0)
(
Φ̂K,α = 1
∣∣∣∣X) ≤ Bα + 1B + 1 .
Proposition 2.4. Let α and β be fixed levels in (0, 1) such that αB = α −
√
lnB/(2B)
and βB = β − 2/B > 0. Let Φ̂K,α be the test given in (14). Let AK , BK , Dn,β and κ as in
Proposition 2.1, and let qαBK,1−βB/2 be the (1− βB/2) quantile of q
(X)
K,1−αB . If
〈K[f ], f〉 >
√
16AK + 8BK
β
+Dn,βB q
αB
K,1−βB/2, (15)
then Pf
(
Φ̂K,α = 0
)
≤ β. Moreover,
qαBK,1−βB/2 ≤
2κ√
n(n− 1) ln
(
2
αB
)√
2
∫
E2
K2(x, y)dν(x)dν(y)
βB
. (16)
Comments. When comparing (15) and (16) with (11) and (12) in Proposition 2.1, we
notice that they asymptotically coincide when B → +∞. Moreover, if α = β = 0.05 and
B ≥ 6000, the multiplicative factor of κn√BK is of order 1.2 in (16) compared with (12).
3 Two particular examples of kernel function.
In this section, we specify the performances of the above test for two examples of the
kernels including projection kernels and Gaussian kernels.
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3.1 Projection kernels.
We assume E = [0, 1]. We consider the projection kernel defined in (7) and aim to give
a more explicit formulation for the result of Theorem 2.2 under the choice of this kernel.
We also evaluate the uniform separation rates over Besov bodies.
Corollary 3.1. Let α, β ∈ (0, 1) and κ > 0 be a constant. Let ΦK,α be defined in (10),
where K is the projection kernel defined by (7). We denote by S the linear subspace of
L
2([0, 1] , dν), generated by the functions {φλ, λ ∈ Λ}, and we assume that the dimension
of S is equal D. Then n ≥ 32 ln(α/2) if
‖f‖2 ≥ ‖f − ΠS(f)‖2 +
16
(‖f‖2∞ + σ2)
nβ
+
4
√
D√
n(n− 1)β
(
κDn,β ln
(
2
α
)
+
√
2
(‖f‖2∞ + σ2)) ,
then
Pf (ΦK,α = 0) ≤ β.
Let us consider the particular case when the kernel K is the projection kernel onto
the space generated by functions of the Haar basis defined as follows.
Let {φ0, φ(j,k), j ∈ N, k ∈ {0, · · · , 2j − 1} be the Haar basis of L2([0, 1]) with
φ0(x) = 1[0,1](x) and φj,k(x) = 2
j/2ψ(2jx− k), (17)
where ψ(x) = 1[0,1/2)(x) − 1[1/2,1](x). The linear subspace S is generated by a subset of
the Haar basis. More precisely, we denote by S0 the subspace of L
2([0, 1]) generated by
φ0, and we define
K0(x, x
′
) = φ0(x)φ0(x
′
). (18)
We also consider, for J ≥ 1 the subspace SJ generated by {φλ, λ ∈ {0} ∪ ΛJ} with
ΛJ = {(j, k), j ∈ {0, · · · , J − 1}, k ∈ {0, · · · , 2j − 1}}, and
KJ(x, x
′
) =
∑
λ∈{0}∪ΛJ
φλ(x)φλ(x
′
). (19)
We set α0 = 〈f, φ0〉 and for every j ∈ N, k ∈ {0, · · · , 2j − 1}, αj,k = 〈s, φj,k〉.
We now introduce the Besov body defined for δ > 0, R > 0 by
Bδ2,∞(R) =
f ∈ L2([0, 1], dν), f = α0φ0 +∑
j∈N
2j−1∑
k=0
αj,kφj,k/ α
2
0 ≤ R2, ∀j ∈ N,
2j−1∑
k=0
α2j,k ≤ R22−2jδ
 .
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For all J ≥ 0, we consider the kernel function KJ defined by (18), (19) and the associated
test function ΦKJ ,α defined in (10) with K = KJ . For an optimal choice of J , realizing a
good compromise between the bias term and the variance term appearing in (13), we give
a condition of ‖f‖2 for f ∈ Bδ2,∞(R) which ensures that the power of our test is larger
than 1− β.
Proposition 3.2. Let α, β ∈ (0, 1). For all J ≥ 0, let KJ defined by (18), (19) and
consider the test function ΦKJ∗ ,α = 1{VKJ∗ > q(X)KJ∗ ,1−α} where
J∗ =
[
log2
(
n2/(1+4δ)
)]
. (20)
For all f ∈ Bδ2,∞(R) such that
‖f‖2 ≥ C(α, β, σ, R, ‖f‖∞)n−4δ/(1+4δ), (21)
we have Pf(ΦKJ∗ ,α = 0) ≤ β.
Comments.
1. Non asymptotic lower bounds for the rates of testing in signal detection over Besov
bodies are given in Baraud et al. (2002). These lower bounds coincide with the
bound given in (21), hence our result is sharp.
2. In (20), J∗ depends on δ, the regularility parameter of the Besov body, so it leads to
the natural question of the choice if this parameter. In order to propose a procedure
that is adaptive with respect to the regularity of the unknown regression function
f , we introduce aggregated tests in Section 4.
3.2 Gaussian kernels.
For this second example, we assume that E = R. We consider the Gaussian kernel
defined in (8) and rewrite the result of Theorem 2.2 under the choice of this kernel. We
also evaluate the uniform separation rates over Sobolev balls for this test.
Corollary 3.3. Let α, β ∈ (0, 1), κ > 0 be a constant and ΦK,α be the test function
defined in (10) where K is defined in (8). For n ≥ 32 ln(2/α) if
‖f‖2 ≥ ‖f − kh ∗ f‖2 +
16
(‖f‖2∞ + σ2)
nβ
+
4 ‖ν‖∞
(2π)1/4
√
n(n− 1)βh
(
κDn,β ln
(
2
α
)
+
√
2
(‖f‖2∞ + σ2)) . (22)
We obtain that
Pf(ΦK,α = 0) ≤ β.
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Let E = R and L = N∗. For x, y in R and h = 2−l, for all l ∈ L, we consider
Kl(x, y) =
1
2−l
k
(
x− y
2−l
)
, (23)
with
k(u) =
1√
2π
exp
(
−u
2
2
)
.
Let us introduce for δ > 0 the Sobolev ball Sδ(R) defined by
Sδ(R) =
{
s : R→ R / s ∈ L1(R) ∩ L2(R), ∫
R
|u|2δ|sˆ(u)|2du ≤ 2πR2
}
,
where sˆ denotes the Fourier transform of s: sˆ(u) =
∫
R
s(x)ei〈x,u〉dx.
For all l ∈ L, we consider the kernel function Kl defined by (23) and the associated test
function ΦKl,α defined in (10) with K = Kl. For an optimal choice of l, realizing a good
compromise between the bias term and the variance term appearing in (22), we give a
condition of ‖f‖2 for f ∈ Sδ(R) which ensures that the power of our test is larger than
1− β.
Proposition 3.4. Let α, β ∈ (0, 1). For all l ∈ L, let Kl defined by (23) and the test
function ΦKl,α = 1{VKl > q(X)Kl,1−α} we set
l∗ =
[
log2
(
n
2
1+4δ
)]
. (24)
For all f ∈ Sδ(R) such that
‖f‖2 ≥ C(α, β, σ, R, ‖f‖∞)n−4δ/(1+4δ). (25)
We have Pf (ΦKl∗ ,α = 0) ≤ β.
Comments.
1. As in Proposition 3.2, we obtain in the right hand term of (25) a classical bound for
the separation rates of testing over regular classes of alternatives such as Holderian
balls (see Ingster (1993)) for nonparametric minimax rates of testing in various
setups.
2. Non asymptotic lower bounds for the rates of testing in signal detection over Sobolev
balls are given in Fromont and Le´vy-Leduc (2006). These bounds coincide with the
bound given in (25).
3. In (24), as previously, l∗ depends on δ, the regularity parameter of the Sobolev ball,
so it leads to the natural question of the choice of this parameter answered through
the aggregated tests in Section 4.
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4 Multiple or aggregated tests based on collections
of kernel functions.
In the previous section, we have considered testing procedures based on a single kernel
function K. However, the following question is natural: how can we choose the kernel,
and its parameters. For instance, the orthonormal family in the projection kernel in
Section 3.1, the bandwidth h in the Gaussian kernel in Section 3.2. Baraud et al. (2003)
proposed adaptive testing procedures based on the aggregation of a collection of tests.
This idea is presented in a series of papers, among which Fromont et al. (2013) proposed
an aggregation procedure. Following this idea, we consider in this section a collection
of kernel functions instead of a single one. Beside that, we define a multiple testing
procedure by aggregating the corresponding single tests, with an adapted choice of the
critical values.
4.1 The aggregated testing procedure.
Let us describe the aggregated testing procedure by introducing a finite collection {Km, m ∈M}
of symmetric kernel functions: E × E → R. For m ∈ M, we replace K in (3) and (9)
by Km to define VKm and V
(0)
Km
and let {wm, m ∈M} be a collection of positive numbers
such that
∑
m∈M e
−wm ≤ 1. Conditionally on X , for u ∈ (0, 1), we denote by q(X)m,1−u the
(1 − u) quantile of V (0)Km. Given α in (0, 1), we consider the test which rejects (H0) when
there exists at least one m in M such that
VKm > q
(X)
m,1−u(X)α e−wm
,
where u
(X)
α is defined by
u(X)α = sup
{
u > 0, P
(
sup
m∈M
(
VKm − q(X)m,1−ue−wm
)
> 0
∣∣∣∣X) ≤ α} . (26)
We consider the test function Φα defined by
Φα = 1
{
sup
m∈M
(
VKm − q(X)m,1−u(X)α e−wm
)
> 0
}
. (27)
Using the Monter Carlo method, we can estimate u
(X)
α and the quantiles q
(X)
m,1−u(X)α e−wm
for
all m ∈ M. The following theorem provides a coltrol of the first and second kind error
for the test Φα. The detailed proof is given in the Appendix.
Theorem 4.1. Let α, β be fixed levels in (0, 1) and Φα be the test defined by (27). We
have
P(H0) (Φα = 1) ≤ α. (28)
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And for all regression function f , we have
Pf (Φα = 0) ≤ β, (29)
as soon as there exists m in M such that
P
(
VKm ≤ q(X)Km,1−αe−wm
)
≤ β.
Comments. This theorem shows that the aggregated test is of level α, for all n.
Moreover, as soon as the second kind error is controlled by β for at least one test in the
collection, the same holds for the aggregated procedure with the price that the level α is
replaced by u
(X)
α e−wm to guarantee that the aggregated procedure is of level α.
4.2 The aggregation of projection kernels.
Let us specify the performance of the aggregated test for a collection of projection kernels.
Corollary 4.2. Let α, β be fixed levels in (0, 1). Let {Sm, m ∈M} be a finite collec-
tion of linear subspaces of L2([0, 1], dν), generated by the functions {φλ, λ ∈ Λm} and we
assume that the dimension of Sm is equal to Dm. We set, for all m ∈ M, Km(x, y) =∑
λ∈Λm φλ(x)φλ(y). Let Φα be defined by (27) with the collection of kernels {Km, m ∈M}
and the collection {wm, m ∈M} of positive numbers such that
∑
m∈M e
−wm ≤ 1.
Then Φα is a level α test. Moreover, Pf (Φα = 0) ≤ β if
‖f‖2 ≥ inf
m∈M
{
‖f −ΠSm(f)‖2 +
16
(‖f‖2∞ + σ2)
nβ
+
4
√
Dm√
n(n− 1)β
(
κDn,β
(
ln
(
2
α
)
+ wm
)
+
√
2
(‖f‖2∞ + σ2))
}
, (30)
where κ > 0 and n ≥ 32 ln(α/2).
Comments. Comparing this result with the one obtained in Corollary 3.1 for the single
test based on a projection kernel, we can see that the multiple testing procedure allows
to obtain the infimum over all m in M in the right hand side of (30) at the price of the
additional term wm.
Let us consider the particular case when the collection of kernels {Km, m ∈M} is
the collection of projection kernels based on the constructions in Section 3.1. Let for some
J¯ ≥ 1, MJ¯ =
{
J, 0 ≤ J ≤ J¯}, and for all J in MJ¯ , wJ = 2 (ln(J + 1) + ln(π/√6)).
We consider Φ
(1)
α , the test defined by (27) with the collection of kernels
{
KJ , 0 ≤ J ≤ J¯
}
where K0, KJ , 0 < J ≤ J¯ defined in (18), (19). We obtain from the Corollary 4.2 that
there exists some constant C(α, β, σ, ‖f‖∞) such that Pf
(
Φ
(1)
α = 0
)
≤ β as soon as
‖f‖2 ≥ C(α, β, σ, ‖f‖∞) inf
J∈MJ¯
{
‖f − ΠSJ (f)‖2 + ln(J + 2)
2J/2
n
}
. (31)
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For any δ > 0, R, R
′
> 0 we consider
Bδ2,∞(R,R
′
) =
{
f : f ∈ Bδ2,∞(R), ‖f‖∞ ≤ R
′
}
. (32)
Corollary 4.3. Let α, β ∈ (0, 1). For all J ∈ MJ¯ , we consider the test function Φ(1)α .
Assuming that ln ln(n) ≥ 1, 2J¯ ≥ n2. Then, for any δ, R,R′ > 0 we set
J∗∗ =
[
log2
((
n
ln ln(n)
) 2
4δ+1
)]
.
For all f ∈ Bδ2,∞(R,R′) such that
‖f‖2 ≥ C(α, β, σ, R,R′)
(
ln ln(n)
n
) 4δ
4δ+1
, (33)
we have Pf
(
Φ
(1)
α = 0
)
≤ β.
Comments. We obtain a right hand term in (33) of order (ln ln(n)/n)4δ/(1+4δ). This
rate of testing was shown to be optimal for the signal detection in a Gaussian white noise
by Spokoiny et al. (1996). In particular, he showed that the logarithm factor is the price
to pay for adaptation.
4.3 The aggregation of Gaussian kernels.
We here consider the aggregated test based on a collection of Gaussian kernels.
Corollary 4.4. Let α, β ∈ (0, 1), {hl, l ∈ L} be a collection of positive bandwidths, we
consider {Kl, l ∈ L} a collection of Gaussian kernels corresponding to the above collection
of positive bandwidths, where Kl defined in (23). Let Φα be defined by (27) with the
collection of kernel {Kl, l ∈ L} and a collection {wl, l ∈ L} of positive numbers such
that
∑
l∈L e
−wl ≤ 1.
Then Φα is a level α test. Moreover, there exists κ > 0 such that if
‖f‖2 ≥ inf
l∈L
{
‖f − kl ∗ f‖2 +
16
(‖f‖2∞ + σ2)
nβ
+
4 ‖ν‖∞
(2π)1/4
√
n(n− 1)βhl
(
κDn,β
(
ln
(
2
α
)
+ wl
)
+
√
2
(‖f‖2∞ + σ2))
}
, (34)
We obtain that Pf(ΦK,α = 0) ≤ β.
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For l ∈ L = N \ {0}. We consider the particular case where we take hl = 2−l and
wl = 2 (ln(l + 1) + ln(π
2/6)) for all l ∈ L. Let Φ(2)α be the test defined by (27) with the
collection of Gaussian kernels {Kl, l ∈ L} and {wl, l ∈ L}. We obtain from Corollary 4.4
that there exists C(α, β, σ, ‖f‖∞) such that Pf
(
Φ
(2)
α = 0
)
≤ β if
‖f‖2 ≥ C(α, β, σ, ‖f‖∞) inf
l∈L
{
‖f − kl ∗ f‖2 + wl
n
√
2−l
}
. (35)
For δ > 0, R, R
′
> 0 we consider
Sδ(R,R′) =
{
f : f ∈ Sδ(R), ‖f‖∞ ≤ R
′
}
. (36)
Corollary 4.5. Let α, β ∈ (0, 1). For all l ∈ L, we consider the test function Φ(2)α and
assume that ln ln ≥ 1. For any δ > 0, R, R′ > 0, we set
l∗∗ =
[
log2
((
n
ln ln(n)
) 2
4δ+1
)]
.
For all f ∈ Sδ(R,R′) such that
‖f‖2 ≥ C(α, β, σ, R,R′)
(
ln ln(n)
n
) 4δ
4δ+1
,
we have Pf
(
Φ
(2)
α = 0
)
≤ β.
Comments. The rate of testing is of order (ln ln(n)/n)4δ/(1+4δ). This rate was shown
to be optimal over periodic Sobolev balls up to the logarithm, by Castillo et al. (2006).
5 Simulation study.
5.1 Presentation of the simulation study.
We study our aggregated testing procedures from a practical point of view in this section.
We consider E = [0, 1], n = 100 and choose α = 0.05. In the following simulation,
X1, · · · , Xn are i.i.d uniform random variables on [0, 1].
Let us introduce the collection of symmetric kernel functions and the aggregated test-
ing procedure Φα defined by (27) as follows. First, we consider the test Φ
(1)
α denoted
by P corresponding to a collection of projection kernels. To be more explicit, we con-
sider the Haar basis {φ0, φ(j,k), j ∈ N, k ∈ {0, · · · , 2j − 1} introduced in Section 3.1.
Let K0(x, x
′
) = φ0(x)φ0(x
′
) and for J ≥ 1 KJ(x, x′) =
∑
λ∈{0}∪ΛJ φλ(x)φλ(x
′
) with
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1st error CI
P 0.0504 [0.033, 0.068]
G 0.0506 [0.032, 0.068]
PG 0.0498 [0.032, 0.0657]
Table 1: The probabilities of first kind error of the test for α = 0.05 and the upper and
lower bounds of an asymptotic confidence interval with confidence level 99%.
ΛJ = {(j, k), j ∈ {0, · · · , J − 1}, k ∈ {0, · · · , 2j − 1}}. Let MJ = {J, 0 ≤ J ≤ 7}
and for all J in MJ , wJ = 2
(
ln(J + 1) + ln(π/
√
6)
)
. We consider Φ
(1)
α the multiple
testing procedure with the collection of kernels {KJ , J ∈MJ}.
Second, we also consider the multiple test associated with the collection of Gaus-
sian kernel functions defined in Section 4.3. For L = {1, 2, · · · , 6} we take {hl, l ∈ L} =
{1/24, 1/16, 1/12, 1/8, 1/4, 1/2}, letKl(x, y) = 1hlk
(
x−y
hl
)
with k(u) = (2π)−1/2 exp (−u2/2).
Then taking wl = 1/|L| = 1/6, we consider Φ(2)α the multiple testing procedure denoted
by G, with the collection of kernels {Kl, l ∈ L}.
At last, we are interested in the collection of both projection and Gaussian kernels. We
define Φ
(3)
α denoted by PG, the multiple testing procedure with the collection of kernels
{Kp, p ∈ P =MJ ∪ L}. For p ∈ MJ we take wp = ln(J + 1) + ln(π/
√
6) and for p ∈ L
we take wp = 1/12.
We recall that the test rejects (H0) when there exists at least one m in M such that
VKm > q
(X)
m,1−u(X)α e−wm
. Hence, for each observation X = (X1, · · · , Xn) we have to estimate
u
(X)
α defined by (26) and q
(X)
m,1−u(X)α e−wm
. Applying the Monte Carlo method introduced in
the Section 2.3, these quantities are well approximated. To be more explicit, we generate
400000 samples of
{
ǫb
}400000
b=1
and
{
ǫ
′b
}400000
b′=1
, in which we use one half to approximate the
conditional probability occurring in (26) and other half is used to estimate the distribution
of each V
(0)
Km
. We note that u
(X)
α is approximated by taking u in a regular grid of [0, 1]
with bandwidth 2−16 and choosing the approximation of u(X)α as the largest value of the
grid such that the estimated conditional probabilities in (26) are less than α.
5.2 Simulation results.
We first study the probabilities of first kind error of each test. We realize 5000 simulations
of X . For each simulation, we determine the conclusions of tests P, G and PG where the
critical values are approximated by the Monte Carlo methods described above. The
probabilities of first kind error of tests are estimated by the number of rejections for
these tests divided by 5000. The obtained estimated levels of tests and the corresponding
confidence intervals (CI) are showed in the Table 1.
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We then study the probabilities of rejection for each test under several alternatives.
We first consider the following alternative,
f1,a,ǫ(x) = ǫ1[0,a)(x)− ǫ1[a,2a)(x),
with 0 < ǫ ≤ 1 and 0 < a < 1. Second, we consider the alternative defined by
f2,τ (x) = τ
∑
j
hj
2
(1 + sgn (x− pj)) ,
with τ > 0, and hj ∈ Z, 0 < pj < 1 for all j. Next, we consider the following alternative,
f3,c(x) = c cos(10πx),
with c > 0. The last alternative, for which we aim to compare our results with the results
of Eubank and LaRiccia (1993) is defined as follows
f4,̺,j(x) = ̺ cos(2πjx),
where ̺ ≥ 0 and j ∈ N∗.
(a, ǫ)
(1/4, 0.7) (1/4, 0.9) (1/4, 1) (1/8, 1)
pˆ CI pˆ CI pˆ CI pˆ CI
P 0.876 [0.849, 0.903] 0.986 [0.976, 0.996] 0.996 [0.990, 1.001] 0.699 [0.662, 0.736]
G 0.831 [0.801, 0.861] 0.977 [0.965, 0.989] 0.992 [0.985, 0.999] 0.635 [0.596, 0.674]
PG 0.884 [0.858, 0.910] 0.984 [0.973, 0.994] 0.996 [0.991, 1.001] 0.690 [0.652, 0.727]
Table 2: The power of the test for the alternative f1,a,ǫ corresponding to (a, ǫ) =
(1/4, 0.7) , (1/4, 0.9) , (1/4, 1) , (1/8, 1) and the upper and lower bounds of an asymp-
totic confidence intervals with confidence level 99%.
τ
0.05 0.1 0.5
pˆ CI pˆ CI pˆ CI
P 0.218 [0.177, 0.243] 0.654 [0.615, 0.693] 1 *
G 0.208 [0.175, 0.241] 0.668 [0.629, 0.704] 1 *
PG 0.210 [0.177, 0.243] 0.678 [0.639, 0.716] 1 *
Table 3: The power of the test for the alternative f2,τ corresponding to τ = 1, 2, 3 and the
upper and lower bounds of an asymptotic confidence intervals with confidence level 99%.
For each alternative f , we realize 1000 simulations of X . For each simulation, we
determine conclusions of tests P, G and PG, where the critical values of our tests are
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c
1 2 3
pˆ ICI pˆ CI pˆ CI
P 0.35 [0.311, 0.389] 0.90 [0.876, 0.924] 0.98 [0.969, 0.991]
G 0.56 [0.519, 0.600] 0.98 [0.967, 0.991] 1 *
PG 0.34 [0.301, 0.379] 0.89 [0.864, 0.915] 1 *
Table 4: The power of the test for the alternative f3,c corresponding to c = 1, 2, 3 and the
upper and lower bounds of an asymptotic confidence intervals with confidence level 99%.
Test ̺ = 0 ̺ = 0.5 ̺ = 1 ̺ = 1.5
P 0.049 0.606 1 1
j = 1 G 0.048 0.459 0.99 1
PG 0.048 0.441 0.99 1
EL1 0.074 0.837 1 1
EL2 0.062 0.805 1 1
P 0.053 0.224 0.905 1
j = 3 G 0.053 0.630 0.922 1
PG 0.049 0.228 1 1
EL1 0.069 0.718 1 1
EL2 0.058 0.693 1 1
P 0.043 0.134 0.696 0.990
j = 6 G 0.044 0.146 0.741 0.995
PG 0.045 0.134 0.700 0.996
EL1 0.076 0.134 0.428 0.979
EL2 0.056 0.107 0.368 0.961
Table 5: The power of the test for the alternative f4,̺,j corresponding to ̺ =
0, 0.5, 1, 1.5, j = 1, 2, 3.
still approximated by the Monte Carlo method. The powers of tests are estimated by
the number of rejections divided by 1000. The obtained estimated powers of tests and
lower bounds of the asymptotic confidence intervals with the confidence level 99% are
represented in the Table 2, 3 and 4. Table 5 is proposed for comparing our tests and
the two of tests Tnm denoted by EL1, Tnλ denoted by EL2, which were proposed in
Eubank and LaRiccia (1993). We recall briefly tests Tnm, Tnλ as follows.
Tnm =
∑′
|j|≤m |a˜jn|2 − 2mσ2
2σ2
√
m
,
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and
Tnλ =
n
∑′
|j|≤(n−1)/2 |ajn|2 (1 + λ(2πj)4)−2 − 2σ2
∑′
|j|≤(n−1)/2(1 + λ(2πj)
4)−2
2σ2
(∑′
|j|≤(n−1)/2 (1 + λ(2πj)
4)−4
)1/2 ,
where
∑′
indicates summation excluding the zero index and a˜jn are the sample Fourier
coefficients,
a˜jn =
1
n
n∑
i=1
yie
−2πj(i−1)/n.
In the three alternatives f1,a,ǫ, f2,τ and f3,c, the test PG is more powerful than P and
G tests. Our conclusion is that the test PG is a good choice in practice. In Table 5, we
see in the firt column (ρ = 0), which corresponds to the null hypothesis that our test is
of level α = 0.05, which is not the case for the tests proposed by Eubank and LaRiccia
(1993), which are only asymptotically of level α. This explain why our test is generally
less powerful than the tests EL1 and EL2 for ρ = 0.5. In the other cases, we obtain as
good or better results.
Appendix A Proof of Proposition 2.1
Let us prove the first part of Prop 2.1. Recall that qαK,1−β/2 denotes the (1−β/2) quantile
of q
(X)
K,1−α which is the (1− α) quantile of V (0)K conditionally on X . We here want to find
a condition on εK = E(TK), ensuring that
Pf
(
VK ≤ qαK,1−β/2
) ≤ β/2.
From Markov’s inequality, we have for all λ > 0
Pf (| − TK + εK | ≥ λ) ≤ E(T
2
K)− ε2K
λ2
. (37)
Let us compute E (T 2K |X). We see that
T 2K =
1
n2(n− 1)2
 n∑
i 6=j 6=u 6=v
i,j,u,v=1
KijKuvYiYjYuYv + 4
n∑
i 6=j 6=u
i,j,u=1
KijKiuY
2
i YjYu + 2
n∑
i 6=j
i,j=1
K2ijY
2
i Y
2
j
 .
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Then
E
[
T 2K
∣∣X] = 1
n2(n− 1)2
n∑
i 6=j 6=u 6=v=1
K(Xi, Xj)K(Xu, Xv)f(Xi)f(Xj)f(Xu)f(Xv)
+
4
n2(n− 1)2
n∑
i 6=j 6=u=1
K(Xi, Xj)K(Xi, Xu)
[
f 2(Xi) + σ
2
]
f(Xj)f(Xu)
+
2
n2(n− 1)2
n∑
i 6=j=1
K2(Xi, Xj)
[
f 2(Xi) + σ
2
] [
f 2(Xj) + σ
2
]
Since E [T 2K ] = E
[
E
[
T 2K
∣∣X]], and since (X1, · · · , Xn) are i.i.d with density ν on E, we
obtain
E
[
T 2K
]
=
(n− 2)(n− 3)
n(n− 1)
∫
E4
K(x, y)K(u, v)f(x)f(y)f(u)f(v)dν(x)dν(y)dν(u)dν(v)
+
4(n− 2)
n(n− 1)
∫
E3
K(x, y)K(x, u)
[
f 2(x) + σ2
]
f(y)f(u)dν(x)dν(y)dν(u)
+
2
n(n− 1)
∫
E2
K2(x, y)
[
f 2(x) + σ2
] [
f 2(y) + σ2
]
dν(x)dν(y)
=
(n− 2)(n− 3)
n(n− 1) ε
2
K + 4AK + 2BK .
Thus
E
[
T 2K
]− (n− 2)(n− 3)
n(n− 1) ε
2
K = 4AK + 2BK . (38)
In fact
0 <
(n− 2)(n− 3)
n(n− 1) < 1, ∀n > 3.
Then
E
[
T 2K
]− (n− 2)(n− 3)
n(n− 1) ε
2
K ≥ E
[
T 2K
]− ε2K .
Replacing (38) into (37) we obtain
Pf (|εK − TK | ≥ λ) ≤ 4AK + 2BK
λ2
. (39)
Choosing λ =
√
16AK+8BK
β
, the above inequality leads to
Pf
(
|εK − TK | ≥
√
16AK + 8BK
β
)
≤ β
4
.
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This implies
Pf
(
TK ≤ εK −
√
16AK + 8BK
β
)
≤ β
4
. (40)
Now we consider the term σ̂2n =
1
n
∑n
i=1 (Y2i−1 − Y2i)2. Following to the Cochran’s theo-
rem, we consider the orthogonal subspace W of dimension n/2. We denote
(
e1, · · · , en/2
)
be an orthogonal basis ofW , where for all i = 1, · · · , n/2, eTi is a vetor includes n elements
within two values {0, 1} and its values equal to 1 at two positions 2i and 2i− 1. On the
other hand, for Y = (Y1, · · · , Yn), with Yi = f(Xi) + σǫi we have
Y = Nn
 f(X1)· · ·
f(Xn)
 , σ2In
 .
Using the Cochran’s theorem, we have
‖ΠW⊥Y ‖2 = ‖Y −ΠWY ‖2 ∼ σ2χ2
(
n
2
,
na2
2σ2
)
,
where a2 := 1
n
∑n/2
i=1
[
f
(
2i−1
n
)− f (2i
n
)]2
and χ2(k, λ) denotes a non central Chi-square
variable with k degrees of freedom and non centrality parameter λ.
Moreover,
‖Y − ΠWY ‖2 =
n/2∑
i=1
(
Y2i−1 − Y2i−1 + Y2i
2
)2
+
(
Y2i − Y2i−1 + Y2i
2
)2
= 2
n/2∑
i=1
(
Y2i−1 − Y2i
2
)2
=
1
2
n/2∑
i=1
(Y2i−1 − Y2i)2
=
n
2
σˆ2n.
Hence
σ̂2n ∼
2σ2
n
χ2
(
n
2
,
na2
2σ2
)
.
Now, we consider the variable Z ∼ χ2
(
n
2
, na
2
2σ2
)
. Using Lemma 8.1 in Birge´ (2001), we
have
∀ρ > 0, Pf
[
Z ≥ n
2
+
na2
2σ2
+ 2
√(
n
2
+
na2
σ2
)
ρ+ 2ρ
]
≤ e−ρ.
This implies
∀ρ > 0, Pf
[
σˆ2n ≥ σ2 + a2 +
4σ2
n
√(
n
2
+
na2
σ2
)
ρ+
4ρσ2
n
]
≤ e−ρ. (41)
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Choosing ρ = ln (4/β), (41) leads to
Pf
(
σˆ2n ≥ Dn,β
) ≤ β
4
,
where
Dn,β := σ
2 + a2 +
4σ2
n
√(
n
2
+
na2
σ2
)
ln
(
4
β
)
+
4σ2
n
ln
(
4
β
)
.
Thus
Pf
(
1
σˆ2n
≤ 1
Dn,β
)
≤ β
4
. (42)
From (40) and (42), we obtain
Pf (VK ≤ UV ) ≤ β/2, (43)
with
U = εK −
√
16AK + 8BK
β
,
V =
1
Dn,β
.
If qαK,1−β/2 ≤ UV we have Pf
(
VK ≤ qαK,1−β/2
)
≤ β/2.
Therefore, if
εK ≥ Dn,β qαK,1−β/2 +
√
16AK + 8BK
β
, (44)
then
Pf(ΦK,α = 0) ≤ β.
Let us now give an upper bound for qαK,1−β/2. Reasoning conditionally on X , we recognize
in 1
n(n−1)
∑n
i 6=j K (Xi, Xj) ǫiǫj := T
(0)
K be a Gaussian chaos, as defined by De la Pena and Gine´
(2012), of the form Z =
∑
i 6=i′ xi,i′ ǫiǫi′ , where xi,i′ ’s are some real deterministic numbers
and (ǫi)i is a sequence of i.i.d Gaussian variables. Corollary 3.26 of De la Pena and Gine´
(2012) states that there exists some absolute constant κ > 0 such that if γ2 = E[Z2] =∑
i 6=i′ x
2
i,i
′ . Then
E
[
exp
( |Z|
κγ
)]
≤ 2.
Hence by Markov’s inequality,
P
(
|Z| ≥ κγ ln
(
2
α
))
≤ α. (45)
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Applying the result (45) for T
(0)
K with
γ2 =
σ4
n2(n− 1)2
n∑
i 6=j=1
K2ij , (46)
we have
P(H0)
TK ≥ κσ2
n(n− 1) ln
(
4
α
)√√√√ n∑
i 6=j=1
K2ij
 ≤ α
2
. (47)
On the other hand, we have, under H0, σˆ
2
n = σˆ
2
n,ǫ where
σ̂2n,ǫ =
σ2
n
n/2∑
i=1
(
ǫ
′
2i−1 − ǫ
′
2i
)2
=
2σ2
n
n/2∑
i=1
(
ǫ
′
2i−1 − ǫ′2i√
2
)2
∼ 2σ
2
n
χ(n/2).
Since the variables Zi = ǫ
′
2i−1 − ǫ′2i, i = 1, · · · , n/2 are i.i.d standard Gaussian variables.
Using the Lemma 8.1 in Birge´ (2001), we obtain
∀x > 0, P(H0)
(
2σ2
n
χ(n/2) ≤ σ2 − 4σ
2
√
2n
√
x
)
≤ e−x. (48)
Choosing x = ln(2/α), (48) leads to
P(H0)
(
σˆ2n ≤ σ2 −
4σ2√
2n
√
ln
(
2
α
))
≤ α
2
. (49)
Moreover, we have
P(H0)
TK
σˆ2n
≥
κσ2
n(n−1) ln
(
2
α
)√∑n
i 6=j=1K
2
ij
σ2
(
1− 2
√
2√
n
√
ln
(
2
α
))
 ≤ P(H0)
TK ≥ κσ2
n(n− 1) ln
(
2
α
)√√√√ n∑
i 6=j=1
K2ij

+ P(H0)
 1
σˆ2n
≥ 1
σ2
(
1− 2
√
2√
n
√
ln
(
2
α
))
 .
From (47) and (49), we obtain
P(H0)
TK
σˆ2n
≥
κσ2
n(n−1) ln
(
2
α
)√∑n
i 6=j=1K
2
ij
σ2
(
1− 2
√
2√
n
√
ln
(
2
α
))
 ≤ α
2
+
α
2
= α. (50)
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This implies
P(H0)
VK ≥ κσ2n(n−1) ln
(
2
α
)√∑n
i 6=j=1K
2
ij
σ2
(
1− 2
√
2√
n
√
ln
(
2
α
))
 ≤ α
2
+
α
2
= α.
Thus the (1− α) quantile of V (0)K conditionally on X satisfies
q
(X)
K,1−α ≤
κσ2
n(n−1) ln
(
2
α
)√∑n
i 6=j=1K
2
ij
σ2
(
1− 2
√
2√
n
√
ln
(
2
α
)) . (51)
Taking n ≥ 32 ln ( 2
α
)
, so
√
n ≥ 4√2
√
ln
(
2
α
)
, (51) returns to
q
(X)
K,1−α ≤
2κ
n(n− 1) ln
(
2
α
)√√√√ n∑
i 6=j=1
K2ij. (52)
Hence qαK,1−β/2 is upper bounded by the (1−β/2) quantile of 2κ√n(n−1) ln
(
2
α
)√
1
n(n−1)
∑n
i 6=j=1K
2
ij.
We define
Un =
1
n(n− 1)
n∑
i 6=j=1
K2ij .
We use Markov’s inequality again for the nonnegative random variable Un, we obtain for
any δ > 0
Pf (Un > δ) ≤ E(Un)
δ
. (53)
We have
E [Un] =
∫
E2
K2(x, y)dν(x)dν(y). (54)
Choosing δ = 2
∫
E2
K2(x, y)dν(x)dν(y)/β, (53) returns to
Pf
(
Un >
2
∫
E2
K2(x, y)dν(x)dν(y)
β
)
≤ β
2
,
and
qαK,1−β/2 ≤
2κ√
n(n− 1) ln
(
2
α
)√
2
∫
E2
K2(x, y)dν(x)dν(y)
β
,
which concludes the proof.
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Appendix B Proof of Theorem 2.2
For all symmetric kernel function K, we have
E (TK) = 〈K[f ], f〉 = 1
2
(‖f‖2 + ‖K[f ]‖2 − ‖f −K[f ]‖2) . (55)
On the other hand
AK ≤ (‖f‖
2
∞ + σ
2) ‖K[f ]‖2
n
.
Let CK be an upper bound for
∫
E2
K2(x, y)dν(x)dν(y), we have
BK ≤ (‖f‖
2
∞ + σ
2)
2
CK
n(n− 1)
From Proposition 2.1, the bounds for AK and BK and the inequality
√
a+ b ≤ √a+√b
for all a ≥ 0, b ≥ 0, we deduce that Pf (ΦK,α = 0) ≤ β as soon as,
‖f‖2 + ‖K[f ]‖2 − ‖f −K[f ]‖2 ≥ 4
√
2κDn,β ln
(
2
α
)√
CK
n(n− 1)β + 4
√
2
(‖f‖2∞ + σ2)
√
CK
n(n− 1)β
+ 8 ‖K[f ]‖
√
(‖f‖2∞ + σ2)
nβ
.
By using the elementary inequality 2cd ≤ c2 + d2 with c = ‖K[f ]‖ and d = 4
√
(‖f‖2∞+σ2)
nβ
in the right hang side of the above condition, the above condition holds if
‖f‖2 ≥ ‖f −K[f ]‖2 + 16 (‖f‖
2
∞ + σ
2)
nβ
+
4
√
CK√
n(n− 1)β
(
κDn,β ln
(
2
α
)
+
√
2
(‖f‖2∞ + σ2)) .
Appendix C Proof of Corollary 3.1 and 3.3.
Under the hypothesis of corollary 3.1,
K(x, y) =
∑
λ∈Λ
φλ(x)φλ(y),
and the linear space S generated by the functions (φλ, λ ∈ Λ) is of dimension D. Hence,
we have ∫
[0,1]2
(∑
λ∈Λ
φλ(x)φλ(y)
)2
dν(x)dν(y) ≤ D.
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Thus, we can take CK = D.
Second, under choice of the Gaussian kernel defined by (8), we recall that
K(x, y) =
1
h
k
(
x− y
h
)
, for (x, y) ∈ R2 (56)
where k(u) = 1√
2π
exp (−u2/2) , for all u ∈ R and h is a positive bandwidth.
We have∫
R2
K2(x, y)ν(x)ν(y)d(x)d(y) =
1
2πh2
∫
R2
e−
(x−y)2
2h2 ν(x)ν(y)d(x)d(y)
≤ 1
2πh2
∫
R2
e−
u2
2 hduν(x)ν(x− uh)dx
≤ ‖ν‖∞
h
√
2π
(
1√
2π
∫
R
e−
u2
2 du
)(∫
R
ν(x)dx
)
≤ ‖ν‖∞
h
√
2π
.
Hence, we can choose CK =
‖ν‖
∞
h
√
2π
.
Appendix D Proof of Proposition 3.2
For all J ≥ 0, we set D = 2J be the dimension of SJ . Let us assume that f ∈ Bδ2,∞(R),
it implies
‖f − ΠSJ (f)‖2 ≤ R22−2Jδ. (57)
We obtain from Corollary 3.1 that there exists
C(α, β, σ, ‖f‖∞) > 0,
such that Pf (ΦK,α = 0) ≤ β if
‖f‖2 ≥ C(α, β, σ, R, ‖f‖∞)
[
2−2Jδ +
2J/2
n
]
. (58)
In this case, we see that the right hand side of (21) reproduces a bias-variance decom-
position close to the bias-variance decomposition for projection estimators, with the bias
term R22−2Jδ and the variance term 2J/2/n. The optimal choice of J satisfies
R22−2Jδ =
2J/2
n
.
Thus, we obtain the optimal choice J∗,
J∗ =
[
log2
(
n2/(1+4δ)
)]
,
leading to the desired result.
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Appendix E Proof of Proposition 3.4
Considering (22), we mainly have to find a sharp upper bound for ‖f − kh ∗ f‖2 when
f ∈ Sδ(R). Plancherel’s theorem gives that when f ∈ L1(R) ∩ L2(R),
(2π)‖f − kh ∗ f‖2 =
∥∥∥(1− k̂h)(f̂)∥∥∥2
=
∫
R
∣∣∣∣1− k̂(2−lu)∣∣∣∣2(u)fˆ 2(u)du.
We assume that
∥∥∥kˆ∥∥∥
∞
< +∞ and
Ess sup
u∈R\{0}
|1− k̂(u)|
|u| ≤ C,
for some C > 0. There also exists some constant C(δ) > 0 such that
Ess sup
u∈R\{0}
|1− k̂(u)|
|u|δ ≤ C(δ).
Then
‖f − kh ∗ f‖2 ≤ C(δ)
2π
∫
R
|2−lu|2δfˆ 2(u)du
and since f ∈ Sδ(R),
‖f − kh ∗ f‖2 ≤ 2−2δlC(δ)R2.
We obtain from corollary 3.3 that there exists
C(α, β, σ, R, ‖f‖∞) > 0,
such that Pf (ΦK,α = 0) ≤ β if
‖f‖2 ≥ C(α, β, σ, R, ‖f‖∞)
[
2−2δl +
2l/2
n
]
. (59)
In this case, we see that the right hand side of (59) reproduces a bias-variance decom-
position with the bias term 2−2δl and the variance term 2l/2/n. The optimal choice of l
satisfies
2−2δl =
2l/2
n
.
Thus, we obtain the optimal choice l∗ as follows.
l∗ =
[
log2
(
n2/(1+4δ)
)]
,
leading to the desired result.
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Appendix F Proof of Theorem 4.1, Corollary 4.2 and
4.4.
We have
P(H0) (Φα = 1) = P
[
sup
m∈M
(
VKm − q(X)m,1−u(X)α e−wm
)
> 0
]
= E
[
E
[
1
{
sup
m∈M
(
VKm − q(X)m,1−u(X)α e−wm
)
> 0
} ∣∣∣∣X]] .
We have,
E
[
1
{
sup
m∈M
(
VKm − q(X)m,1−u(X)α e−wm
)
> 0
} ∣∣∣∣X] ≤ α,
by definition of u
(X)
α , which implies that P(H0) (Φα = 1) ≤ α.
On the other hand, we know that u
(X)
α ≥ α. Setting αm = αe−wm, we have
P
(
∃m ∈M, VKm > q(X)Km,1−u(X)α e−wm
)
≥ P
(
∃m ∈M, VKm > q(X)Km,1−αm
)
≥ 1− P
(
∀m ∈M, VKm ≤ q(X)Km,1−αm
)
≥ 1− inf
m∈M
P
(
VKm ≤ q(X)Km,1−αm
)
≥ 1− β,
as soon as there exists m in M such that
P
(
VKm ≤ q(X)Km,1−αm
)
≤ β.
We can now apply Corollary 3.1 and 3.3 with αm = αe
−wm, so we replace ln(2/α) by
(ln(2/α) + wm) for desired results in Corollary 4.2 and 4.4.
Appendix G Proof of Corollary 4.3.
Considering (31), we aim to find a sharp upper bound for the right hand side of the
inequality when f ∈ Bδ2,∞(R,R′). Let us assume that f ∈ Bδ2,∞(R,R′). Then f ∈ Bδ2,∞(R),
we have
‖f − ΠSJ (f)‖2 ≤ C(δ)R22−2δJ ,
and
C(α, β, σ, R, ‖f‖∞) ≤ C(α, β, σ, R,R′).
Hence (31) can be upper bounded by
C(α, β, σ, R,R
′
) inf
J∈MJ¯
{
2−2δJ + ln(2 + J)
2J/2
n
}
.
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Taking
J∗∗ =
[
log2
((
n
ln ln(n)
) 2
4δ+1
)]
,
C(α, β, σ, R,R
′
) inf
J∈MJ¯
{
2−2δJ + ln(2 + J)
2J/2
n
}
≤ C(α, β, σ, R,R′)
{
2−2δJ
∗∗
+ ln(2 + J∗∗)
2J
∗∗/2
n
}
≤ C(α, β, σ, R,R′)
(
n
ln ln(n)
)− 4δ
4δ+1
.
That leads to Pf
(
Φ
(1)
α = 0
)
≤ β if
‖f‖2 ≥ C(α, β, σ, R,R′)
(
ln ln(n)
n
) 4δ
4δ+1
.
Appendix H Proof of Corollary 4.4.
Considering (35), we aim to find a sharp upper bound for the right hand side of the
inequality when f ∈ Sδ(R,R′). Let us assume that f ∈ Sδ(R,R′). Similarly, with regards
to the proof of Proposition 3.4, we have
‖f − kl ∗ f‖2 ≤ 2−2δlC(δ)R2,
and
C(α, β, σ, ‖f‖∞) ≤ C(α, β, σ, R
′
).
Hence (35) can be upper bounded by
C(α, β, σ, R,R
′
) inf
l∈L
{
2−2δl +
wl
n
√
2−l
}
.
Choosing
l∗∗ =
[
log2
((
n
ln ln(n)
) 2
1+4δ
)]
,
C(α, β, σ, R,R
′
) inf
l∈L
{
2−2δl +
wl
n
√
2−l
}
≤ C(α, β, σ, R,R′)
{
2−2δl
∗∗
+
wl∗∗
n
√
2−l∗∗
}
≤ C(α, β, σ, R,R′)
(
n
ln ln(n)
)− 4δ
4δ+1
.
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That leads to Pf
(
Φ
(1)
α = 0
)
≤ β if
‖f‖2 ≥ C(α, β, σ, R,R′)
(
ln ln(n)
n
) 4δ
4δ+1
.
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