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Abstract
Almost all major hydraulic engineering activities involve the computation of wa-
ter levels and discharges along a river reach. Computation of the water level is
essential for the determination of the effect of a hydraulic structure on the water
level, inundation of land due to dams, weirs or barrage constructions and deter-
mination of flooded areas. Because of its practical importance, the computation
has been a topic of continued interest to hydraulic engineers.
Today complex hydraulic phenomena occurring in rivers can be simulated with
both two- and three dimensional numerical models. So far, these models can not
be easily used in engineering practice due to high computational costs. On the
other hand, one dimensional models offer the possibility of cheap evaluating the
response of the hydraulic system to a variety of practical situations.
The one-dimensional models developed so far are mostly applied to rivers which
are characterized by large discharges and homogeneous and compact geometries
with the flow being only subcritical. On the contrary, small natural rivers are
characterized by a highly irregular cross section configuration with abrupt con-
tractions and expansions in channel width, varying boundary roughness along
the wetted perimeter and the flow changing from sub- to supercritical and vice
versa. When applying one of the existing one-dimensional models to one of these
small rivers, spatial oscillations are often observed in the computed water level
and discharge.
This work deals with the use of high-resolution shock-capturing schemes to sol-
ve steady and unsteady one-dimensional flows with steep waves in rivers. The
Godunov first order upwind scheme is utilized to compute flows with bottom
slope and friction terms. Additionally, a high-resolution TVD scheme (WAF) with
second-order accuracy is incorporated into the model.
To minimize the error due to an inflexible numerical grid applied to the numeri-
cal simulation of the flow phenomena, it is desirable to use mesh refinement to
cluster grid points in regions where they are most needed, e.g. around shocks or
VIII
in other regions where the solution has steep gradient. For time-dependent pro-
blems the region of refinement must move adaptively with the zone of interest.
Therefore an effective adaptive mesh refinement strategy with refinement in both
space and time has been added to the hydraulic model.
Numerical results are obtained from the proposed model for a series of one-
dimensional test cases and are compared with analytical solutions and experi-
mental measurements where available. It is shown that the model is accurate and
highly stable in accommodating strong gradients and discontinuities in such tran-
scritical flows, and therefore it may be considered a reliable numerical model for
practical hydraulic engineering applications.
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Einleitung 1
1 Einleitung
Gegenstand dieser Arbeit ist die Entwicklung eines eindimensionalen mathema-
tisch-numerischenModells zur Strömungssimulation in abflussschwachen natur-
nahen Fließgewässern. Zuerst wird die der Arbeit zugrunde liegende Motivati-
on vorgestellt und der Bedarf für ein neues Modell aufgezeigt. Dazu wird auf
die besondere Gewässercharakteristik und Strömungssituation abflussschwacher
naturnaher Fließgewässer eingegangen und die sich daraus für eine erfolgrei-
che Simulation ergebenden Anforderungen an ein mathematisch-numerisches
Modell formuliert. Es wird gezeigt, dass dem Stand der Technik entsprechende
Lösungsalgorithmen, die auch in kommerziellen Modellen Verwendung finden,
diese Anforderungen nicht erfüllen. Für die Lösung der gestellten Aufgabe ist da-
her die Entwicklung eines neuen Modells erforderlich. Am Ende dieses Kapitels
wird die im Rahmen dieser Arbeit gewählte Vorgehensweise bei der Identifikati-
on und Implementierung eines geeigneten Lösungsansatzes vorgestellt.
1.1 Einführung in die Problemstellung
Mit der Verabschiedung der EU-Wasserrahmenrichtlinie (EU, 2000) im Dezem-
ber 2000 und der Umsetzung in nationales Recht bis Ende 2003 erweitert sich
das Aufgabenfeld für Umweltbehörden und Wasserverbände im Bereich des
Flussgebietsmanagements. Ziel der europaweit gültigen Kriterien ist es, in allen
Gewässern eine gute Qualität zu erreichen. Um dieses Ziel zu erreichen, sind
auf Grundlage von Flusseinzugsgebieten Maßnahmenprogramme aufzustellen,
deren wichtigstes Instrument zur Umsetzung die Bewirtschaftungspläne sind
(Art.11 und 13, EU, 2000).
Die Kriterien der EU-Wasserrahmenrichtlinie verlangen eine ganzheitliche und
einzugsgebietsweise Betrachtung der Gewässer. Bei der Gewässerbewertung
wird ein gewässertypenspezifischer, deutlich erweiterter ökologischer Ansatz
verfolgt. Die Bewertung der stofflichen Belastung der Gewässer soll durch einen
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kombinierten Ansatz der Betrachtung von Schadstoffen (Emission/Immission)
und der einzelstoffbezogenen Betrachtungsweise erfolgen (FUHRMANN, 2001).
Ein Teil der stofflichen Belastung der übergeordneten Gewässer wird durch die
Summe der Belastungen der in das übergeordnete Gewässer mündenden unter-
geordneten Gewässer eingetragen. Der Anteil der untergeordneten Gewässer an
der Gesamtbelastung der übergeordneten Gewässer steigt, wenn diese zusätzlich
als Vorfluter für Abwasserreinigungsanlagen (ARA) und Regenüberlaufbecken
(RÜB) genutzt werden. Für eine Verringerung der stofflichen Belastung der über-
geordneten Gewässer sind daher bei der Erstellung von Maßnahmenprogram-
men die untergeordneten, meist abflussschwachen Gewässer, mit zu berücksich-
tigen und müssen mit geeigneten Modellen beschrieben werden.
1.1.1 Charakteristik abussschwacher Flieÿgewässer
Im Rahmen dieser Arbeit gelten Fließgewässer als abflussschwach, wenn der Ba-
sisabfluss kleiner als 5.0 m3/s ist. Diese Gewässer sind häufig durch eine stark
heterogene Geometrie, d.h. über den Querschnitt veränderliche Rauheiten, plötz-
liche Aufweitungen und Verengungen, Sohlgleiten sowie Sonderbauwerke (z.B.
Brücken, Durchlässe, Wehre) gekennzeichnet (vgl. Abb. 1.1). Zeitlich und örtlich
ungleichmäßig über das Einzugsgebiet verteilter Niederschlag führt zu einem in
der Regel allmählich instationären Abfluss im Gerinne.
Neben den auch bei Gerinnen mit deutlich größeren Abflüssen auftretenden all-
mählich instationären Abflussprozessen werden abflussschwache Fließgewässer
zusätzlich in erhöhtem Maße durch Entlastungsereignisse aus Abwasserreini-
gungsanlagen (ARA) und Regenüberlaufbecken (RÜB) beeinflusst. Der Zufluss
aus der ARA ins Gewässer unterliegt zeitlichen Schwankungen und kann ein
Vielfaches des natürlichen Abflusses betragen. Bei auftretenden Starkregen im
Einzugsgebiet kann es durch die Entlastung eines RÜB zu Flutwellen, d.h. stark
instationären Abflüssen (Schwall) im Gewässer kommen. Diese stellen aufgrund
der erhöhten Sohlschubspannungen eine besondere Belastung für das Gewässer
dar.
Prinzipiell kann der Abfluss im Fließgewässer sowohl strömend als auch schie-
ßend erfolgen und es können Fließwechsel und Rückstaueffekte auftreten. In Fol-
ge von örtlichen Versickerungen oder nach längeren Trockenperioden können
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Abb. 1.1: Charakteristik abussschwacher naturnaher Flieÿgewässer
Teile des Gewässers trockenfallen.
Grundlage einer detaillierten Betrachtung und Beschreibung des Ist-Zustandes
sowie der Prognostizierung zukünftiger Zustände dieser Fließgewässer ist
die zuverlässige Ermittlung der maßgeblichen Strömungsgrößen (Wasserstand,
Durchfluss, Geschwindigkeit, etc.).
1.1.2 Möglichkeiten zur Ermittlung der Strömungsgröÿen
Neben Naturmessungen, die zur Beschreibung der grundlegenden physikali-
schen und chemischen Prozesse im Fluss unentbehrlich sind, können die Strö-
mungsgrößen mit Hilfe von mathematisch-numerischen Modellen ermittelt wer-
den. Mit den Modellen können die Strömungsgrößen für eine Vielzahl unter-
schiedlicher Szenarien ermittelt werden und somit für die Überprüfung von ge-
planten oder zu planenden Maßnahmen zur Verbesserung des Gewässerzustan-
des herangezogen werden.
An die mathematisch-numerischen Berechnungsmodelle zur Ermittlung der
Strömungsgrößen werden hohe Anforderungen gestellt. Einerseits sollen sie in
der Lage sein, die in natürlichen oder naturnah gestalteten Gewässern auftre-
tenden komplizierten Strömungsverhältnisse nachzubilden. Andererseits müs-
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sen die Modelle für lange Gewässerstrecken oder sogar ganze Gewässersysteme
flexibel und schnell eingesetzt werden können. Das heißt, die Datenerhebung,
Modellaufstellung und Ergebnisauswertung müssen wirtschaftlich sein.
Prinzipiell können die Strömungsgrößen mittels komplexer mehrdimensionaler
mathematisch-numerischer Modelle berechnet werden, wobei zwei- bzw. drei-
dimensionale Modelle hohe Ansprüche an die Computer-Hardware und an das
Wissen des Benutzers um die mathematischen und numerischen Zusammenhän-
ge stellen. Aus diesem Grund werden sie zur Zeit in der Regel nur von Spezia-
listen (z.B. Hochschulen) für die Berechnung von lokalen Fragestellungen einge-
setzt. Wegen der Größe der Planungsräume ist in der Ingenieurpraxis aus wirt-
schaftlichen Gründen häufig nur die Verwendung eines eindimensionalen Be-
rechnungsmodells möglich.
Die Ungenauigkeiten, die sich aufgrund des eindimensionalen Ansatzes ergeben,
werden durch die leichte Handhabbarkeit solcher Modelle und die Möglichkeit,
mit geringem zeitlichen Aufwand die für eine erfolgreiche Planung erforderliche
Vielzahl von Varianten zu berechnen, mehr als aufgewogen. Aufgrund der hohen
Bedeutung für die Ingenieurpraxis wird nachfolgend nur auf eindimensionale
Modelle eingegangen.
Bei den eindimensionalen Modellen zur Simulation von instationären Abflus-
sprozessen unterscheidet man generell zwischen hydrologischen und hydrauli-
schen Ansätzen (FREAD, 1981, 1985). Hydrologische Ansätze (z.B. Muskingum,
Kalinin-Miljukov, u.a.) ermöglichen eine näherungsweise Analyse der Ausbrei-
tungsprozesse bei allmählich instationären Abflüssen. Bei diesen Ansätzen wer-
den Einflüsse aufgrund lokaler Beschleunigungen gegenüber Einflüssen aus Gra-
vitation und Sohlreibung auf die sich im Gewässer ausbildende Strömung ver-
nachlässigt. Hydraulische Ansätze dagegen beruhen auf der Lösung der Saint-
Venant-Gleichungen. Je nachdem, ob die vollständigen Gleichungen oder nur
einzelne Terme davon berücksichtigt werden, unterscheidet man zwischen dy-
namischen, kinematischen oder diffusiven Ansätzen. Von den bekannten und
verfügbaren hydrologischen und hydraulischen Methoden ist nur die dynami-
sche Methode in der Lage, die Beschleunigungseffekte, wie sie beispielsweise bei
Flutwellen infolge eines Entlastungsereignisses oder bei Aufweitungen und Ver-
jüngungen im Fließquerschnitt auftreten, zu beschreiben. Auch die Beschreibung
von Rückstaueffekten sowie die Berücksichtigung seitlicher Zu- und Abflüsse
kann nur mittels der vollständigen Saint-Venant-Gleichungen, d.h. dynamisch
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erfolgen.
In der Regel werden die vollständigen Saint-Venant-Gleichungen als ein System
nichtlinearer, partieller Differentialgleichungen zur Beschreibung der Massen-
und Impulserhaltung angegeben. Dieses Gleichungssystem kann gelöst werden,
wenn die partiellen Differentialgleichungen mittels mathematisch-numerischer
Methoden in ein System algebraischer Gleichungen überführt (diskretisiert) wer-
den und dieses dann in Abhängigkeit von Rand- und Anfangsbedingungen ge-
löst wird.
Für die erfolgreiche Strömungssimulation abflussschwacher naturnaher Fließge-
wässer muss der zur Anwendung kommende numerische Algorithmus des Mo-
dells in der Lage sein, zusätzlich zu den Anforderungen, die sich auch aus der Si-
mulation großer, abflussstarker Fließgewässer ergeben (allmählich instationärer
Abfluss, heterogene Rauheitsverteilung, Sonderbauwerke), auch
• auftretende diskontinuierliche Fließzustände (Wechselsprung, Schwall/Sunk)
sowie
• Beschleunigungs- und Verzögerungseffekte infolge einer sich in Fließrich-
tung stark ändernden Gewässergeometrie (Breite, Sohlneigung)
zu berücksichtigen. Darüber hinaus stellen die auftretenden kleinen Fließtiefen
und ein eventuelles Trockenfallen der Sohle erhöhte Ansprüche an den Lösungs-
algorithmus.
Für die Ermittlung der für die Erarbeitung von Bewirtschaftungsplänen erforder-
lichen Strömungsgrößen stehen dem Planer neben möglichen Eigenentwicklun-
gen auch diverse kommerzielle mathematisch-numerischen Modelle zur Verfü-
gung.
1.1.3 Eindimensional instationäre Strömungsmodelle
In den frühen 1950iger Jahren wurden ersten Versuche unternommen, die 1871
von de Saint-Venant hergeleiteten Erhaltungsgleichungen für eindimensionale
Strömungen in Fließgewässern mit Hilfe von numerischen Methoden zu lösen.
Die noch stark eingeschränkten Computerkapazitäten und die Komplexität der
Lösungsalgorithmen führten aber dazu, dass die hydrodynamische Simulation
zur damaligen Zeit noch keine nennenswerte Verbreitung fand.
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Dank der sich stetig verbessernden Computertechnologie gelang es FREAD
(1973), die Saint-Venant-Gleichungen für die Simulation der Strömung eines me-
andrierenden Flusses mit Hilfe eines impliziten finite Differenzen Ansatzes mit
vertretbarem Zeitaufwand zu lösen. Die Arbeit von Fread führte zur Entwick-
lung des Modells DWOPER (Dynamic Wave Operational Model) und DAMBRK
(Dam Break) des U.S. National Weather Service (NWS). Beide Modelle benut-
zen einen impliziten finite Differenzen Ansatz zur Diskretisierung und Lösung
der Saint-Venant-Gleichungen. Die Modelle wurden 1985 zum Modell FLDWAV
(Flood Wave) zusammengefasst (FREAD & LEWIS, 1985). FLDWAV ist ursprüng-
lich für die Berechnung der Strömung infolge vonDammbrüchen entwickelt wor-
den, kann darüber hinaus aber auch zur Berechnung von Strömungen in Fließge-
wässern eingesetzt werden. Das Modell FLDWAV bildet den Ausgangspunkt für
die Entwicklung weiterer, zum Teil kommerziell sehr erfolgreicher, Modelle.
Aufbauend auf der Arbeit von Fread entwickelte Barkau 1982 eine erweiterte und
für die numerische Berechnung optimierte Form der Saint-Venant-Gleichungen.
Seine Arbeit bildet die Grundlage des vomHydrologic Engineering Center (HEC)
entwickelten und mit großem Erfolg vertriebenen eindimensionalen hydrodyna-
mischen Modells UNET. Mit Version 3.0 wurde das stationäre Modell HEC-1mit
dem instationärenModellUNET zumModellHEC-RAS (HEC River Analysis Sy-
stem) kombiniert.
Aus kommerzieller Sicht bedeutende europäische instationäre Modelle sind das
seit 1987 am Danish Hydraulic Institute (DHI) entwickelte Modell MIKE11 und
das Modell Sobek der Firma WL | Delft Hydraulics. Neben den genannten Mo-
dellen gibt es noch weitere Modelle, auf die an dieser Stelle aber nicht weiter
eingegangen werden soll.
Die Lösung der vollständigen Saint-Venant-Gleichungen erfolgt bei den genann-
ten Modellen (FLDWAV, HEC-RAS, MIKE11 und Sobek) mit einem impliziten fi-
nite Differenzen Ansatz, wobei sich das Verfahren von Preissmann (z.B. ABBOTT,
1975; CUNGE et al., 1980) durchgesetzt hat. Neben der Methode der finiten Dif-
ferenzen (FDM) hat sich, hauptsächlich im Bereich der Forschung, die Metho-
de der finiten Elemente (FEM) als weitere Möglichkeit zur Diskretisierung der
Saint-Venant-Gleichungen etabliert (z.B. HICKS & STEFFLER, 1994; KATOPODES,
1984).
Den Programmdokumentationen der genannten Modelle ist zu entnehmen, dass
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mit Ausnahme des Programms HEC-RAS alle Programme neben strömenden
auch schießenden Abfluss berechnen können. Die Modelle HEC-RAS, MIKE11
und Sobek bieten die Möglichkeit, sowohl stationär ungleichförmige als auch all-
mählich instationäre Strömungen in Fließgewässern zu berechnen. Die Ermitt-
lung des Einflusses von Sonderbauwerken auf die Strömung findet in allen Mo-
dellen in mehr oder weniger ausgeprägter Form statt. Außer FLDWAV bieten alle
Modelle eine grafische Benutzeroberfläche, die die Arbeit mit den Programmen
erleichtert und die Akzeptanz beim Anwender erhöht.
1.1.4 Einschränkung existierender Strömungsmodelle
Die für die Erstellung von Bewirtschaftungsplänen erforderlichen Strömungs-
größen können mit Hilfe der vorgestellten mathematisch-numerischen Model-
le ermittelt werden. Für Fließgewässer, die durch eine homogene Gerinnegeo-
metrie sowie durch große Abflüsse gekennzeichnet sind, liefern die genannten
Modelle sehr gute Ergebnisse. Die Berechnung von instationären Abflussprozes-
sen in abflussschwachen, naturnahen Fließgewässern führt dagegen zu keinem
befriedigenden Ergebnis. Infolge einer heterogenen Gerinnegeometrie, kleinen
Fließtiefen, auftretenden Fließwechseln sowie plötzlichen Entlastungsereignissen
können unphysikalische Oszillationen in der Lösung auftreten, die im Extremfall
zum Versagen des Modells (Programmabsturz) führen können.
Diskontinuierliche Flieÿzustände (Strömen/Schieÿen)
Das in den genannten Modellen zur Lösung der Saint-Venant-Gleichungen ver-
wendete Preissmann-Verfahren ist prinzipiell in der Lage, sowohl strömen-
de als auch schießende Strömungen zu berechnen. Einschränkungen erfährt
das Verfahren, wenn im untersuchten Modellgebiet gleichzeitig beide Fließzu-
stände mit den entsprechenden Übergängen strömen/schießen (kontinuierlich)
bzw. schießen/strömen (diskontinuierlich) auftreten. In diesem Fall versagt das
Preissmann-Verfahren zur Lösung der Saint-Venant-Gleichungen und die Über-
gangsbereiche sind programmintern zu identifizieren und mit Hilfe alternativer
Algorithmen zu berechnen.
Zur Berechnung der Übergangsbereiche haben sich prinzipiell drei Verfahren
durchgesetzt, wobei in dieser Arbeit die Bezeichnungen aus demProgramm FLD-
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WAV übernommen werden.
• Mixed-Flow-Algorithm,
• LPI (Local Partial Inertial) und
• Characteristic-Based Upwind Explicit Routing.
Eine Beschreibung der Verfahren findet sich in Anhang B.
Bei den drei Ansätzen kann es durch die Identifikation der unterschiedlichen
Strömungszustände in den einzelnen Abschnitten der Berechnungsdomäne und
das Ansetzen von internen Randbedingungen zu einer Verlängerung der Rechen-
zeit von bis zu 20 Prozent kommen (Mixed-Flow-Algorithm). Der globale Fehler
wird bei allmählich instationären Abflüssen mit 2%, bei stark instationären Ab-
flüssen mit 6% angegeben (FREAD & LEWIS, 1985). Bei der Interpretation die-
ser Zahlen ist zu berücksichtigen, dass die auftretenden Diskontinuitäten in der
Strömung nicht mit den vollständigen Saint-Venant-Gleichungen, d.h. nicht dy-
namisch berechnet, sondern nur durch Hilfsansätze approximiert werden. Der
dabei auftretende Fehler wirkt sich, da es sich bei dem Ausdehnungsbereich der
Diskontinuität im Vergleich zur gesamten Berechnungsdomäne in der Regel nur
um einen kleinen Bereich handelt, nur gering auf den - über die Berechnungsdo-
mäne gemittelten - globalen Fehler aus. Dadurch, dass die Berechnung in diskon-
tinuierlichen Bereichen nicht hydrodynamisch, d.h.direkt erfolgt, kann es zu nu-
merischen Schwingungen und zum Versagen des Modells kommen. Dieses Phä-
nomen ist besonders häufig bei wandernden Wechselsprüngen zu beobachten.
Mit Hilfe der genannten Verfahren versucht man, dass grundlegende Problem
der Berechnung diskontinuierlicher Strömungen mit den nach der Methode der
finiten Differenzen oder finiten Elemente diskretisierten differenziellen Form
der Saint-Venant-Gleichungen zu umgehen. Leitet man die das physikalische
Problem beschreibenden Erhaltungsgleichungen am Kontrollvolumen ab, erhält
man zuerst die Integralform der Saint-Venant-Gleichungen (CUNGE et al., 1980).
Die bekanntere Schreibweise in differentieller Form erhält man unter der Vor-
aussetzung, dass die Funktion der abhängigen Variablen über den Lösungsraum
stetig und differenzierbar ist, wodurch diese Form der Gleichung in diskontinu-
ierlichen Bereichen ihre Gültigkeit verliert.
Zur Berechnung der diskontinuierlichen Lösungen ist es somit erforderlich, dass
die Gleichung in konservativen Variablen formuliert wird. Bei der Verwendung
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einer Kombination von nicht erhaltenden Variablen werden die Eigenschaften
der diskontinuierlichen Lösung falsch berechnet; es werden die falsche Ausdeh-
nung, die falsche Geschwindigkeit sowie die falsche Position bestimmt. Unter-
suchungen von HOU & LEFLOCH (1994) haben gezeigt, dass nicht erhaltende
numerische Verfahren nicht zur richtigen Lösung konvergieren.
Daraus folgt, dass auf ein konservatives numerisches Verfahren zurückgegriffen
werden muss, wenn in der Strömung auftretende Diskontinuitäten hydrodyna-
misch berechnet werden sollen.
Heterogene Geometrie
Neben den diskontinuierlichen Fließzuständen bereitet die Diskretisierung des
Quellen- und Senkenterms, nachfolgend nur Quellterm genannt, der Saint-
Venant-Gleichungen Schwierigkeiten. Im Quellterm werden additiv alle auf das
Fluid im Kontrollvolumen angreifenden äußeren Kräfte (hier: Sohlneigung, Rei-
bung und Druckkräfte) zusammengefasst. Der sich in einem Gerinne an einem
Ort zu einer bestimmten Zeit einstellendeWasserspiegel und der Durchflusswird
durch das Wechselspiel zwischen den inneren und äußeren Kräften bestimmt.
Die Erfassung dieses Wechselspiels mit Hilfe der gängigen Diskretisierungsver-
fahren (FEM, FDM) gelingt, solange sich die von außenwirkenden Kräfte entlang
der Fließrichtung nur geringfügig ändern. Dies trifft für die durch einen homo-
genen Verlauf der Geometrie und verhältnismäßig große Durchflüsse geprägten
Fließgewässer zu. Anders verhält es sich bei kleinen, abflussschwachen Fließge-
wässern. In diesem Fall verursacht die heterogene Gerinnegeometrie große Än-
derungen in den äußeren Kräften, wodurch zusätzliche Beschleunigungen und
Verzögerungen in der Strömung auftreten.
Die in der Literatur angegebenen Lösungsverfahren (FDM, FEM) für stark in-
stationäre und diskontinuierliche Strömungen sind in der überwiegenden Mehr-
zahl für die homogenen Saint-Venant-Gleichungen abgeleitet und getestet wor-
den (z.B. GLAISTER, 1988). Auf die Beeinflussung der Strömung durch die Sohl-
neigung und die Reibung wird in diesem Fall verzichtet. Als Anwendungsfall
wird dabei fast ausnahmslos der idealisierte Dammbruch nach STOKER (1957)
berechnet. Die von Stoker für den idealisierten Dammbruch angegebene analyti-
sche Lösung der Saint-Venant-Gleichungen gilt unter der Voraussetzung, dass die
Sohle horizontal und reibungsfrei ist und dass keine äußeren Kräfte infolge Brei-
10 Kapitel 1
tenänderung wirken. Die so entwickelten Ansätze sind daher für die Berechnung
von Aufgaben aus der Ingenieurpraxis nur eingeschränkt anwendbar. In den zu
untersuchenden abflussschwachen naturnahen Fließgewässern sind die Einflüs-
se aus dem Quellterm auf das Ergebnis der numerischen Berechnung nicht zu
vernachlässigen. In Abbildung 1.2 ist der Einfluss des dominanten Quellterms
auf die Lösung der mit der Methode der finiten Elemente diskretisierten Saint-
Venant-Gleichungen (SCHRAMM, 1997) dargestellt.
Die Berechnung erfolgte für den Nordkanal, der Teil des Gewässersystems Jü-
chener Bach/Nordkanal im Kreis Neuss, Nordrhein-Westfalen ist (JOKIEL, 1995).
Aus Gründen der Übersichtlichkeit wurde ein stationärer Durchfluss gewählt.
Die Ergebnisse sind aber direkt auf instationäre Verhältnisse zu übertragen. Im
oberen Teil der Abbildung ist der berechnete Wasserspiegel und Durchfluss
einer Referenzlösung gegenübergestellt. Die Referenzlösung wurde mit einem
stationär-ungleichförmigen Modell (SCHRÖDER, 1998) bestimmt. Im unteren Teil
der Abbildung ist die Wasserspiegelbreite über die Stationierung aufgetragen.
Die Übereinstimmung zwischen berechnetem Wasserspiegel und dem Wasser-
spiegel der Referenzlösung ist groß. BeimDurchfluss treten dagegen Abweichun-
gen zwischen dem berechneten Durchfluss und der Referenzlösung von bis zu
annähernd 100 Prozent auf. Dass es sich dabei nicht um einen Programmierfeh-
ler handelt und auch nicht auf das verwendete numerische Verfahren (FEM) zu-
rückzuführen ist, sondern vielmehr mit der Diskretisierung des Quell-und Sen-
kenterms zusammenhängt, beweisen auch Ergebnisse anderer Autoren (z.B. NU-
DJIC´, 1995).
Die in diesem Fall gewählte Methode zur Diskretisierung des Quell- und Sen-
kenterms der Saint-Venant-Gleichungen ist unter Umständen akzeptabel, solan-
ge nur das Ergebnis der sich einstellenden Wasserspiegellage benötigt wird (z.B.
bei der Vorhersage von Überflutungsflächen). Sollen dagegen wie bei einer Ge-
wässergütesimulation auf der Grundlage des berechneten Durchflusses die sich
über den Ort und die Zeit einstellenden Konzentrationen der zu untersuchenden
Gewässergüteparameter (z.B. O2, NO2, NO3, u.a.) ermittelt werden, dann ist das
Verfahren aufgrund des großen Fehlers bei der Berechnung des Durchflusses als
ungeeignet einzustufen.
Zusammenfassend ist festzustellen, dass die oben genannten Programme im Zu-
sammenhang mit diskontinuierlichen Strömungen und einer heterogenen Gerin-
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Abb. 1.2: Im oberen Teil der Abbildung ist der berechnete Durchuss und Wasserspiegel unter dem Einuss eines
dominanten Quell- und Senkenterms dargestellt. Die Berechnung erfolgte für ein naturnahes Gerinne, der
Abuss ist stationär. Im unteren Teil der Abbildung ist die Gerinnebreite dargestellt.
negeometrie Schwierigkeiten bei der Berechnung der Strömungsgrößen in ab-
flussschwachen Fließgewässern haben. Es wird somit ein verbesserter Berech-
nungsansatz benötigt.
1.2 Ziele und Vorgehensweise
Ziel der Arbeit ist es, ein stabiles, genaues, wirtschaftliches und leicht handhabba-
res Verfahren zur Lösung der vollständigen Saint-Venant-Gleichungen zu identi-
fizieren, und darauf aufbauend ein eindimensional instationäres mathematisch-
numerisches Modell zur Ermittlung der Strömungsgrößen in abflussschwachen
naturnahen Fließgewässern zu entwickeln.
Der übergeordnete Aufbau der Arbeit gliedert sich gemäß Abbildung 1.3 in drei
Teile. Im ersten Teil (Modellgrundlagen: Kapitel 2) werden die theoretischen
Grundlagen der eindimensionalen Strömungssimulation vorgestellt. Im ersten
Abschnitt von Kapitel 2 werden kurz die wesentlichen, bei instationären Abflüs-
sen in naturnahen Fließgewässern auftretenden, physikalischen Prozesse vorge-
stellt. Die mathematische Beschreibung dieser Prozesse erfolgt durch die Saint-
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Venant-Gleichungen. Die mathematischen Eigenschaften dieses Gleichungssy-
stems und die sich daraus ergebenen numerischen Grundlagen zur Lösung wer-
den im zweiten und dritten Abschnitt von Kapitel 2 vorgestellt.
Im zweiten Teil dieser Arbeit (Modellerstellung: Kapitel 3, 4 und 5) wird auf
Grundlage der im ersten Teil vorgestellten Lösungsansätze für nichthomoge-
ne hyperbolische partielle Differentialgleichungen ein geeigneter Lösungsansatz
identifiziert und auf die Saint-Venant-Gleichungen angewendet. Es wird eine, auf
Godunov (1959) zurückgehende, charakteristikenorientierte Diskretisierung ge-
wählt, die Konsistenz mit der integralen Form der Erhaltungsgleichungen und
damit größtmögliche Konsistenz zwischen Physik und Numerik sicherstellt. Die
Diskretisierung der Gleichungen (Methode der finiten Volumen) wird ausführ-
lich dargestellt. Anhand von Testbeispielen, die alle analytische Lösungen der
Saint-Venant-Gleichungen sind (MACDONALD, 1996), wird die Eignung des ge-
wählten Ansatzes hinsichtlich der zu erzielenden Genauigkeit überprüft. Die
Testbeispiele stellen komplexe, in naturnahen Fließgewässern auftretende, Strö-
mungsphänomene dar.
Das gewählte konservative Verfahren zur Lösung der Saint-Venant-Gleichungen
liefert für stetige Bereiche der Lösung eine Genauigkeit 1.Ordnung. Bessere Er-
gebnisse lassen sich mit Hilfe von Verfahren 2.- oder höherer Ordnung (z.B. Lax-
Wendroff) erzielen. Der Nachteil der Verfahren höherer Ordnung besteht darin,
dass die mit ihnen berechnete Lösung im Bereich von Diskontinuitäten unphy-
sikalische Oszillationen aufweist und damit für den in dieser Arbeit ausgewähl-
ten Anwendungsbereich nicht einsetzbar sind. Eine Lösung stellen die sogenann-
ten hochauflösenden Verfahren (HARTEN, 1983) dar. In Kapitel 4 wird kurz auf die
Grundlagen dieser Verfahren, wobei im Rahmen dieser Arbeit der Schwerpunkt
auf die TVD-Verfahren gelegt wird, eingegangen und ein geeigneter Ansatz aus-
gewählt. Die Überprüfung der Leistungsfähigkeit des gewählten Ansatzes erfolgt
anhand der in Kapitel 3 vorgestellten Testbeispiele.
Neben dem gewählten numerischen Verfahren hat die Anzahl der räumlichen
Stützstellen Einfluss auf die zu erzielende Genauigkeit der Berechnungsergeb-
nisse. Im Bereich von Diskontinuitäten führt eine Erhöhung der Anzahl an Stütz-
stellen zu einer signifikanten Steigerung der Genauigkeit. In stetigen Bereichen
der Lösung reicht zur Erzielung der gleichen Genauigkeit aufgrund der gerin-
geren Informationsdichte eine geringe Anzahl aus. Unter diesem Gesichtspunkt
ist eine gleichmäßige Erhöhung der Anzahl der Stützstellen mit dem Ziel, die
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Genauigkeit der Lösung über die gesamte Berechnungsdomäne zu erhöhen, un-
ökonomisch. Eine Alternative stellt die sogenannte adaptive Netzverfeinerung dar.
In Kapitel 5 werden kurz die Grundlagen der adaptiven Netzverfeinerung vor-
gestellt, ein geeigneter Algorithmus ausgewählt und in das Programm imple-
mentiert. Die Überprüfung erfolgt anhand der aus den vorhergehenden Kapiteln
bekannten Testbeispiele.
Inhalt des dritten Abschnitts (Modellanwendung: Kapitel 6) ist der Nachweis
der universellen Einsetzbarkeit des Modells für abflussschwache naturnahe Ge-
rinne sowohl für Freispiegel- als auch für Druckabfluss. Der Nachweis erfolgt
durch den Vergleich von Berechnungsergebnissen mit Naturmessungen.
Abschließend werden in Kapitel 7 die wichtigsten Ergebnisse dieser Arbeit zu-
sammengefasst und ein Ausblick auf weiteren Forschungsbedarf gegeben.
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2 Grundlagen der eindimensionalen instationären
Strömungsberechnung
Im folgenden Kapitel wird zuerst kurz auf das kinematische und dynami-
sche Verhalten von instationären Abflüssen in abflussschwachen naturnahen
Gerinnen eingegangen. Darauf aufbauend wird das mathematische Modell
zur eindimensionalen Beschreibung dieser Prozesse vorgestellt (Saint-Venant-
Gleichungen).
Das Gleichungssystem stellt ein vereinfachtes Modell eines in der Natur sehr
komplexen Vorganges dar. In den Gleichungen werden nur die wichtigsten Vor-
gänge beschrieben. Untergeordnete Vorgänge werden durch die Gleichungen
nicht beschrieben. Für den Anwender ist es daher wichtig, sich mit den Ein-
schränkungen des mathematischen Modells vertraut zu machen. Prozesse, die
nicht durch die Gleichungen beschrieben werden, können im Nachhinein auch
nicht durch mathematische Tricks oder numerische Lösungsverfahren abgebildet
werden.
Das mathematische Modell wird durch ein System partieller Differentialglei-
chungen gebildet, dessen Integration für den allgemeinen Fall analytisch nicht
möglich ist. Die Gleichungen werden daher mit numerischen Verfahren oder Me-
thoden gelöst. Um dem Leser das Verständnis für das in dieser Arbeit zu ent-
wickelnde mathematisch-numerische Modell (Kapitel 3) zu erleichtern, wird ab-
schließend ausführlich auf die numerischen Grundlagen zur Lösung des Glei-
chungssystems eingegangen.
2.1 Instationäre Abüsse
Die Bewegung des Wassers in einem geneigten Gerinne wird prinzipiell durch
den Einfluss der Gravitation auf denWasserkörper initiiert. Betrachtet man einen
definierten Bereich (Kontrollvolumen), dann wirken der sich einstellenden Be-
wegung des Wassers in diesem Bereich die aus der Rauheit der Sohle und der
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Ungleichförmigkeit der Wände, der Sohle und des Wasserspiegels auftretenden
Rauheits- und Druckkräfte entgegen. Durch eine unregelmäßige Geometrie so-
wie Differenzen in der Wasserspiegellage kann der Abfluss verzögert bzw. be-
schleunigt erfolgen. Die sich einstellende Wasserspiegellage und der Durchfluss
sind proportional dem Verhältnis aus den treibenden Gravitations- oder Träg-
heitskräften und den haltenden Reibungs- und Druckkräften.
Allgemein kann das Verhältnis dieser Kräfte über das Energieliniengefälle Se,
das Reibungsgefälle S f und das Beschleunigungsgefälle Sa ausgedrückt werden
(HENDERSON, 1966):
Se + Sa + S f = 0. (2.1)
Ist die über ein bestimmtes Zeitintervall in ein Kontrollvolumen hinein fließen-
de Abflussmenge gleich der hinaus fließenden Abflussmenge, dann spricht man
von stationären Abflüssen. Tritt dagegen über die Zeit eine Differenz in den Ab-
flussmengen auf, dann spricht man von instationären Abflüssen.
Betrachtet man bei instationärem Abfluss den Wasserspiegel im Gerinne an ei-
nem festen Ort über die Zeit, dann sieht man, dass er auf oder ab schwingt.
Ein solcher, in einem festen Medium (Wasser) zu beobachtender Schwingungs-
vorgang, wird als transversale mechanische Welle bezeichnet (KUCHLING, 1999).
In dieser Arbeit werden nieder- und hochfrequente Wellen unterschieden. Zu
den niederfrequenten zählen allmählich ablaufende Hochwasserwellen. Sie sind
im Verhältnis zu ihrer Tiefe lang, ihre Form lässt sich durch einen schwach ge-
krümmten, kontinuierlichen Kurvenverlauf beschreiben. Natürliche Hochwas-
serwellen werden durch Schneeschmelze oder Niederschläge hervorgerufen,
künstliche z.B. durch Speicher- oder Kraftwerksbetrieb. Hochfrequente Wellen,
wie z. B. Schwall- und Sunkwellen, sind durch einen steilen Anstieg und starke
Krümmung gekennzeichnet. Einen Grenzfall der hochfrequenten Wellen bilden
die hydrodynamischen Schockwellen. Die sich dabei ausbildende vertikale Wel-
lenfront beschreibt einen diskontinuierlichen Abfluss.
Sowohl hoch- als auch niederfrequente Wellen können in naturnahen Gerin-
nen beobachtet werden. Wie in Kapitel 2.2.2 noch gezeigt wird, können sie alle
durch dasselbe Gleichungssystem beschrieben werden. Trotzdem ist ihre phy-
sikalische Ausbreitungsgeschwindigkeit sowie ihr Verformungsverhalten unter-
schiedlich.
Ein wichtiges Kriterium zur Beschreibung der Bewegung einer Hochwasserwelle
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ist die auftretendeWellengeschwindigkeit. Diese unterscheidet sich für niederfre-
quente (kinematische) und hochfrequente (dynamische) Wellen.
2.1.1 Kinematische Wellen
Ändern sich die Strömungscharakteristika wie Fließtiefe, Geschwindigkeit und
Geschwindigkeitsverteilung in Strömungsrichtung nicht, so wird der Abfluss als
gleichförmig betrachtet und Normalabfluss genannt. Unter Normalabflussver-
hältnissenwird das Abflussgeschehen nur durch das Gleichgewicht der Schwere-
und Reibungskräfte kontrolliert (S0 = S f ), d.h. sowohl Druckeinflüsse als auch
zeitliche und örtliche Beschleunigungen werden vernachlässigt. Dieses trifft bis
zu einem gewissen Grad auch auf allmählich ablaufende Hochwasserwellen zu
(HENDERSON, 1966). In diesem Fall kann ein eindeutiger funktionaler Zusam-
menhang zwischen dem Durchfluss Q und der Fließtiefe h formuliert werden
(Abb. 2.1b, Kurve 1). Wellen mit diesem Verhalten werden kinematische Wellen
genannt.
Die kinematische Wellengeschwindigkeit ck lässt sich z.B. mit Hilfe der Fliessfor-
mel nach Gauckler-Manning-Strickler
Q = A · kSt · r2/3hydr · S1/2e , (2.2)
wobei A die durchflossene Fläche, kSt der Stricklerbeiwert und rhydr der hydrau-
lische Radius sind, und der Kontinuitätsgleichung v= Q/A zu ck = 5/3v bestim-
men. Die kinematische Wellengeschwindigkeit ck ist von der Geschwindigkeit v
und somit vom Durchfluss Q abhängig. Teile der kinematischen Welle mit glei-
chem Q bewegen sich, unabhängig davon ob im ansteigenden oder abfallenden
Wellenast, gleich schnell. Daraus folgt, dass die kinematische Welle eine Verfor-
mung ohne Ausdehnung und ohne Scheitelabminderung erfährt.
2.1.2 Dynamische Wellen
Wird die Lage des Wasserspiegels zusätzlich durch lokale und konvektive Be-
schleunigungen beeinflusst, dann tritt der Einfluss der Reibung gegenüber den
Trägheitskräften zurück und man spricht von einer dynamischen Welle. Dyna-
mische Wellen sind hochfrequente Abflüsse, die sich mit der dynamischen Ge-
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Abb. 2.1: Instationäre Q-h Beziehung: Bild a) zeigt die Wasserstandsganglinie; Bild b) zeigt die Q-H Beziehung für
kinematische Wellen (gestrichelt, 1) und für dynamische Wellen (durchgezogen, 2), nach Cunge et al. (1980)
schwindigkeit
c±d = v±
√
g
A
b
bzw. mit h b : c±d = v±
√
gh (2.3)
relativ zur mittleren Fließgeschwindigkeit v fortpflanzt (HENDERSON, 1966). In
Gleichung 2.3 sind g die Erdbeschleunigung und b die Gerinnebreite. Bei dyna-
mischen Verhältnissen treten zwei Wellen auf, die sich bei strömendem Abfluss
(Informationsfluss in alle Richtungen) sowohl nach Ober- (c−d ) als auch nach Un-
terstrom (c+d ) ausbreiten. Die Fließtiefe ist nicht mehr allein eine Funktion des
Durchflusses, sondern auch eine Funktion einer veränderlichen Energielinie. Die
Wasserstands-Abfluss-Beziehung bildet eine für dynamische Abflüsse charakte-
ristische Hystereseschleife (Abbildung 2.1 b-2)). Für den gleichen Durchfluss er-
geben sich, abhängig davon, ob dieWelle auf- oder abläuft, zwei unterschiedliche
Wasserstände.
2.1.3 Wellen in naturnahen Flieÿgewässern
Bei den im Rahmen dieser Arbeit zu betrachtenden instationären Abflüssen ab-
flussschwacher Fließgewässer treten sowohl die kinematische als auch die dyna-
mische Wellenbewegung auf. Das heißt, alle für die Wellendynamik relevanten
Größen müssen berücksichtigt werden. Abbildung 2.2 zeigt die in diesem Fall
auftretenden Geschwindigkeitskomponenten. Die Sohlneigung stellt in den mei-
Grundlagen der eindimensionalen instationären Strömungsberechnung 19
kinematische Welle
(Kernbereich)
cd+ck
cd-
dynamische Welle
(Vorläufer)
dynamische Welle
(Nachläufer)
t1
t2
Abb. 2.2: Der Kernbereich der in naturnahen Flieÿgewässern auftretenden Wellen wird mit der kinematischen Wel-
lengeschwindigkeit ck transportiert. Die dynamischen Vor- und Nachläufer, die sich mit der dynamischen
Wellengeschwindigkeit c±d bewegen, sorgen im Zeitintervall [t1, t2] für eine Transformation der Welle
sten Fällen den für das Abflussverhalten wichtigsten Term dar. Der Hauptteil
der Hochwasserwelle wird daher als kinematische Welle transportiert. Die nicht
zu vernachlässigenden Beschleunigungsterme sorgen dafür, dass neben dem ki-
nematischen Hauptteil auch ein dynamischer Vor- und Nachläufer auftritt. Diese
bewegen sich mit der Geschwindigkeit v±√gh vor bzw. hinter derWelle. Da die
dynamische Wellengeschwindigkeit c−d = v−
√
gh in den meisten Fällen kleiner
als die kinematische Wellengeschwindigkeit ck = dQ/dA ist, dehnt sich die Welle
über das Zeitintervall [t1, t2] aus und der Abflussscheitel wird reduziert.
Bei der Berechnung von Fließgewässern mit großen Abflüssen ist zu berücksich-
tigen, dass bei der Verwendung eines Berechnungsmodells mit einem kinemati-
schen Ansatz aufgrund des vermeintlich kinematischen Wellenverhaltens Rück-
staueffekte, wie sie in Stauregelungen oder an künstlichen Einbauten auftreten,
nicht erfasst werden können. Die vereinfachende Annahme einer kinematischen
Welle trägt dem dynamischen Charakter des tatsächlichenWellenablaufs nur un-
genügend Rechnung. Die durch die dynamische Wellengeschwindigkeit c−d nach
Oberstrom transportierte Information wird, strömenden Abfluss vorausgesetzt,
in diesem Fall vernachlässigt.
Das dynamische Verhalten vermeintlich kinematischer Wellen kann sich auch im
Beschleunigungs- und Verformungsverhalten einer Hochwasserwelle zeigen. In
einem von KANZOW (1978) geschilderten Beispiel wächst die kinematische Wel-
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lengeschwindigkeit ck = 5/3v in einem Stauraum bis zur dynamischen Wellen-
geschwindigkeit cd = v+
√
gh an. Die durch Reibung beeinflusste kinematische
Welle wird in eine von der Trägheit bestimmte dynamische Welle überführt und
holt den dynamischen Vorläufer ein. Ein mitlaufender Beobachter nimmt neben
dem Anwachsen der Geschwindigkeit auch gleichzeitig einen Anstieg der Wel-
lenhöhe im Stauraum wahr.
2.2 Ableitung des instationäre Abüsse beschreibenden mathematischen
Modells
2.2.1 Erhaltungsgleichungen
Nachfolgend wird das die physikalischen Prozesse von instationären Abflüssen
in abflussschwachen naturnahen Gerinnen beschreibendemathematischeModell
vorgestellt. Die strömungsmechanischen Grundgleichungen zur Beschreibung
der oben geschilderten instationären Abflüsse können aus sogenannten Erhal-
tungsgleichungen abgeleitet werden. Diese setzen voraus, dass bei einer Strö-
mung bestimmte Größen wie z.B. Masse, Impuls und Energie über den Ort und
die Zeit erhalten bleiben. Sind die Stoffeigenschaften des betrachteten Fluids be-
kannt (Dichte, Viskosität, etc.), dann reichen die Erhaltungsgleichungen für eine
vollständige Beschreibung der Strömungszustände aus.
Ausgangspunkt für die weitere Betrachtung sind eindimensionale Gleichungen
der Form
∂ui
∂t +
m∑
j=1
ai j(x, t,u1, ...,um)
∂ui
∂x + bi(x, t,u1, ...,um) = 0, (2.4)
mit i = 1 . . .m. Gleichung 2.4 beschreibt ein System von m Gleichungen mit m
Unbekannten, wobei ui die abhängigen und x und t die unabhängigen Variablen
sind. Quell- und Senkenterme werden durch bi repräsentiert. In Matrixnotation
lautet Gleichung 2.4
Ut + AUx + B = 0. (2.5)
Das in Gleichung 2.5 beschriebene System wird als homogen bezeichnet, wenn
B= 0 ist. Es wird als linear bezeichnet, wenn A= A (variable Koeffizienten) oder
A = A (konstante Koeffizienten) und quasi-linear, wenn A = A(U) ist. Im quasi-
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linearen Fall wird Gleichung 2.5 zu einem System von nichtlinearen Gleichungen.
Die Gleichungen sind sowohl in einer räumlichen als auch in einer zeitlichen Do-
mäne definiert. Die räumliche Domäne kann sowohl infinit, semiinfinit als auch
finit sein, wobei nur letztere für die Ingenieurspraxis von Bedeutung ist. Die Lö-
sung der Gleichung 2.5 in der betrachteten räumlichen Domäne setzt die Defi-
nition von Randbedingungen voraus. Die Ausdehnung der zeitlichen Domäne
soll auf t0 < t<∞ beschränkt sein, was für die nachfolgenden Berechnungen die
Definition von Anfangsbedingungen zum Zeitpunkt t = t0 erfordert.
Erhaltungsgleichungen sind eine wichtige Untergruppe der Gleichung 2.5 und
lauten in allgemeiner Form
Ut + F(Ux) + S = 0, (2.6)
mit den Anfangsbedingungen
U(x, 0) =U0(x), (2.7)
wobei U der m-dimensionale Vektor der zu erhaltenden Größen oder Zustands-
variablen u ist und F(U) der Vektor der Flussfunktionen. Das Gleichungssystem
ist hyperbolisch1, wenn die Jakobimatrix
J(U) =
∂F(U)
∂U (2.8)
m reale Eigenwerte und m linear unabhängige Eigenvektoren hat. Erhaltung der
Zustandsvariablen bedeutet, dass das Integral der Dichtefunktion der i-ten Zu-
standsvariable ∞∫
−∞
ui(x, t)dx (2.9)
über die Zeit konstant ist, die örtliche Verteilung der Größe ui sich aber mit der
Zeit verändern kann. Die Größe des Flusses der Zustandsvariablen am Ort x zur
Zeit t kann mit Hilfe der Gleichung 2.6 aus den Zustandsgrößen u(x, t) bestimmt
werden.
Die Erhaltungsgleichungen zur eindimensionalen Beschreibung instationärer
1 Der Typ bestimmt darüber, in welcher Weise Information transportiert wird. Im Fall von hy-
perbolischen Differentialgleichungen ist der Transport sowohl in allen räumlichen Koordina-
tenrichtungen als auch zeitlich gerichtet (OERTEL & LAURIEN, 1995).
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Strömungen in naturnahen Gerinnen werden im nachfolgenden Abschnitt vor-
gestellt.
2.2.2 Die Saint-Venant-Gleichungen
Der sich in abflussschwachen naturnahen Gerinnen einstellende Durchfluss Q
und die durchflossene Fläche A entlang der Fließstrecke werden im Fall einer als
eindimensional angenommenen Strömung durch zwei der drei Erhaltungsglei-
chungen Masse, Impuls und Energie als Funktion der unabhängigen Variablen
Ort x und Zeit tmathematisch beschrieben.
Die Annahme einer eindimensionalen Strömung gilt unter den Voraussetzungen,
dass die Fließgeschwindigkeit über den Querschnitt gleichverteilt und die Was-
serspiegellage im Schnitt senkrecht zur Fließrichtung horizontal ist. Daraus folgt,
dass die Krümmung der Stromlinien nur gering ist und vertikale Beschleunigun-
gen vernachlässigbar sind. Aus der geringen Vertikalbeschleunigung sind hydro-
statische Druckverhältnisse abzuleiten.
Es ist offensichtlich, dass diese Annahmen nicht für die im Rahmen dieser Ar-
beit zu untersuchenden diskontinuierlichen Strömungsbereiche gelten, wo die
Krümmung der Stromlinien sehr stark ist und vertikale Beschleunigungen nicht
zu vernachlässigen sind. Auch die Annahme einer hydrostatischen Druckvertei-
lung kann als nicht zutreffend angenommen werden. In Ermangelung eines bes-
seren Ansatzes und unter der Annahme, dass die Diskontinuität eine infinitesi-
male Länge hat und damit der auftretende Fehler klein ist, wird das mathemati-
sche Modell unter den oben aufgeführten Voraussetzungen hergeleitet.
Reibungs- und Turbulenzeffekte werden in Form eines Reibungsgefälles S f zu-
sammengefasst. Das Reibungsgefälle wird aus den Zustands- und Querschnitts-
größen des instationären Abflusses durch ein für stationäre Strömungen hergelei-
tetes Widerstandsgesetz (z.B. Darcy-Weisbach, Gauckler-Manning-Strickler, Ché-
zy) bestimmt.
Können die Funktionen der abhängigen Variablen (Q und A) über den Ort als
stetig angenommen werden, dann sind die abhängigen Variablen mit einer belie-
bigen Kombination aus jeweils zwei der drei Erhaltungsgleichungen zu berech-
nen. Treten hingegen Diskontinuitäten in den Lösungen auf, ist, entsprechend
den Grundlagen der Stömungsmechanik, nur die Erhaltung von Masse und Im-
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puls, nicht aber der Energie, gewährleistet (ABBOTT, 1975). Die Kombination aus
Masse- und Impulserhaltung lässt sowohl kontinuierliche als auch diskontinu-
ierliche Zustände der abhängigen Variablen zu und wird daher in dieser Arbeit
verwendet.
Wird ein Kontrollvolumen mit der Ausdehnung [x1, x2] im Zeitintervall [t1, t2]
betrachtet, dann ist der Nettomassenzufluss in das Kontrollvolumen durch das
Zeitintegral als Differenz zwischen der einströmenden und ausströmenden Mas-
se definiert und muss gleich der Änderung der Masse im Gerinneabschnitt wäh-
rend des Zeitintervalls [t2 − t1] sein. Unter der Voraussetzung einer konstanten
Dichte ρ lässt sich die integraleMassenbilanzgleichung in folgender Form schrei-
ben:
x2∫
x1
[
(A)t2 − (A)t1
]
dx+
t2∫
t1
[
(Q)x2 − (Q)x1
]
dt = 0 (2.10)
Die Impulserhaltung in Fließrichtung erfordert, dass die Impulsänderung im
Kontrollvolumen [x1, x2] zwischen den Zeitpunkten t1 und t2 gleich der Sum-
me der Nettoimpulsflüsse in das Kontrollvolumen und dem Integral der äußeren
Kräfte ist, welche im selben Zeitintervall auf das Kontrollvolumen wirken. Die
äußeren Kräfte ergeben sich aus der hydrostatischen Druckverteilung, der Gravi-
tationskraft, der Reibungskraft sowie aus Kontraktions- und Expansionsvorgän-
gen (z. B. durch plötzliche Änderung der Gerinnequerschnitte). Die durch Wind
hervorgerufenen Schubspannungen sollen im Rahmen dieser Arbeit vernachläs-
sigt werden. Unter der Voraussetzung einer konstanten Dichte ρ ergibt sich die
integrale Impulsbilanzgleichung zu:
x2∫
x1
[
(vA)t2 − (vA)t1
]
dx =
t2∫
t1
[(
v2A
)
x1
−
(
v2A
)
x2
]
dt+ g
t2∫
t1
[
(I1)x1 − (I1)x2
]
dt
− g
t2∫
t1
x2∫
x1
ρI2 dxdt+ g
t2∫
t1
x2∫
x1
A
(
S0 − S f
)
dxdt. (2.11)
Das divergente Differentialgleichungssystem zur eindimensionalen Beschreibung
von allmählich instationären Abflussvorgängen wurde erstmals von Barré de
Saint-Venant (1871) formuliert. Die Gleichung in differentieller Form für die Er-
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haltung der Masse
∂A
∂t +
∂Q
∂x = 0 (2.12)
und des Impulses
∂Q
∂t +
(
Q2
A
+ gI1
)
= gA
(
S0 − S f
)
+ gI2 (2.13)
erhält man aus den integralen Bilanzgleichungen (Gl. 2.10 und Gl. 2.11) durch
Taylorreihenentwicklung und Grenzwertbildung unter der Voraussetzung, dass
die Funktionen der abhängigen Variablen im Intervall [x1, x2] und [t1, t2] stetig
und differenzierbar sind. Die Voraussetzung der stetig differenzierbaren Funk-
tion der abhängigen Variablen schließt den Einsatz der differentiellen Form der
Saint-Venant-Gleichungen zur Berechnung von diskontinuierlichen Strömungen
aus. Die durch Integration des gI1 Terms gewonnene vereinfachte Form der Im-
pulsgleichung (Anhang A) kann im Rahmen dieser Arbeit nicht verwendet wer-
den, weil sie nicht divergent ist und daher nicht zur Diskretisierung eines konser-
vativen numerischen Verfahrens geeignet ist. Die ausführliche Herleitung sowohl
der integralen als auch der differentiellen Form der Saint-Venant-Gleichungen ist
in Anhang A angegeben.
Mit dem Vektor der abhängigen Variablen
U(x, t) =
(
A
Q
)
, (2.14)
dem Flussvektor
F(U) =
(
Q
Q2
A + gI1
)
(2.15)
und dem Vektor des Quell- und Senkenterms
S(U) =
(
0
−gA(S0 − S f ) + gI2
)
. (2.16)
lassen sich die Saint-Venant-Gleichungen als Erhaltungsgleichung in allgemeiner
Form (Gl.2.6) schreiben
Ut + F(Ux) + S(Ux) = 0. (2.17)
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2.3 Eigenschaften und Lösungen des mathematischen Modells
Setzt man eine eindimensionale Betrachtungsweise voraus, dann sind die in ab-
flussschwachen naturnahen Fließgewässern auftretenden Strömungsphänomene
Lösungen des mathematischen Modells (Gl. 2.17). Das im Rahmen dieser Arbeit
zu wählende numerische Verfahren muss daher die Eigenschaft haben, alle Lö-
sungen des mathematischen Modells zu berücksichtigen.
Nachfolgend werden die möglichen Lösungen vorgestellt. Zuerst wird anhand
der Theorie der Charakteristiken das Verhalten von partiellen Differentialglei-
chungen untersucht. Daran anschließend wird im Zusammenhang mit diskonti-
nuierlichen Lösungen der partiellen Differentialgleichungen auf den Begriff der
schwachen Lösungen eingegangen. Zur Lösung von Anfangswertproblemen in
der hier zu untersuchenden Form ist die Transformation der Strömungsgleichung
in sogenannte charakteristische Variablen sinnvoll und wird erläutert. Die Lö-
sung von Erhaltungsgleichungen mit diskontinuierlichen Anfangswerten wird
als sogenanntes Riemann-Problem bezeichnet. Aufbauend auf der Theorie der
Charakteristiken wird mit Hilfe der charakteristischen Variablen für unterschied-
liche Erhaltungsgleichungen (linear, nichtlinear,homogen, nichthomogen, Skalar,
Systeme) eine Lösung des Riemann-Problems aufgezeigt. Im Zusammenhangmit
dem bei der Lösung des Riemann-Problems auftretenden Schock wird auf die
Schockgeschwindigkeit und die Entropiebedingung eingegangen.
Damit sind die Grundlagen zur Identifikation eines geeigneten numerischen Ver-
fahrens in Abschnitt 2.4 gelegt.
2.3.1 Theorie der Charakteristiken
Obwohl es sich bei den Saint-Venant-Gleichungen um ein System von nicht-
linearen Erhaltungsgleichungen handelt, wird aus Gründen der Übersichtlich-
keit der Begriff der Charakteristiken zuerst anhand der linearen und homogenen
Advektions-Gleichung erläutert. Im Anschluss daran wird anhand der homoge-
nen, nichtlinearen Burgers-Gleichung auf die Besonderheiten der Nichtlinearität
eingegangen. Am Ende dieses Abschnittes wird der Begriff für Systeme von Er-
haltungsgleichungen erweitert.
Im Rahmen dieser Arbeit werden nur die wichtigsten Zusammenhänge vorge-
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stellt. Eine genaue und vollständige Beschreibung findet sich z.B. in CUNGE et al.
(1980) und ABBOTT (1975).
Ausgangspunkt der Betrachtung ist die lineare Advektions-Gleichung
ut + λux = 0 (2.18)
mit −∞ < x < ∞, t ≥ 0 und der Anfangsbedingung u(x, 0) = uo(x). Die Glei-
chung beschreibt den konvektiven Transport einer skalaren Größe u, die sich mit
der Geschwindigkeit λ bewegt. Es treten keine diffusiven oder dispersiven Effek-
te auf. Die Größe u wird, je nach Vorzeichen von λ, mit ihrem Anfangswert nach
links (λ < 0) oder nach rechts (λ > 0) transportiert. Der Lösung der Gleichung
2.18 (z.B. LEVEQUE, 1992)
u(x, t) = u0(x− λt) (2.19)
kann man entnehmen, dass die Funktion u(x, t) entlang der Kurve
x(t) = x0 + λt (2.20)
konstant bleibt. Diese Kurven werden Charakteristiken genannt. Für lineare, hy-
perbolische Erhaltungsgleichungen mit konstanten Koeffizienten bilden die Cha-
rakteristiken parallele Linien mit der Steigung 1/λ im x− t Diagramm (Abb. 2.3).
λwird auch als charakteristische Geschwindigkeit bezeichnet. Gleichung 2.19 be-
sagt, dass jede Lösung u(x, t) durch eine Charakteristik mit einem Anfangswert
u0(x0) = u0(x − λt) verbunden ist. Damit ist es möglich, die Lösung zu einer
bestimmten Zeit an einem bestimmten Ort durch Rückwärtsverfolgung der Cha-
rakteristik zum Anfangswert zu bestimmen.
Der Einfluss der Nichtlinearität auf die Lösung der Gleichung und den zu wäh-
lenden Lösungsalgorithmus soll anhand der nichtlinearen skalaren Erhaltungs-
gleichung (Burgers-Gleichung)
ut + f (u)x = 0, (2.21)
erläutert werden, wobei f (u) eine nichtlineare Funktion von u ist. Um die Ergeb-
nisse für die nichtlinearen Gleichungen mit denen für die linearen Gleichungen
vergleichen zu können, wird mit Hilfe der Jakobi-Matrix λ(u) = ∂ f (u)/∂u Glei-
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t
0 x0 x
x(t) = x + t0 
 = dx/dt
Abb. 2.3: Darstellung des Verlaufs der Charakteristiken für die lineare Advektions-Gleichung mit λ > 0.
chung 2.21 in quasilineare Form
ut + λ(u)ux = 0 (2.22)
gebracht.Wie zuvor auch schon bei der linearenAdvektions-Gleichung existieren
Charakteristiken x = x(t), die die gewöhnliche Differentialgleichung
dx
dt
= λ(u), x(0) = x0 (2.23)
erfüllen. Die Änderung von u(x, t) entlang der Charakteristik beträgt
du
dt
= ut + λ(u)ux = 0. (2.24)
Wie im linearen Fall, so ist auch hier die Lösung entlang der Charakteristiken
konstant und gleich der Lösung an der Stelle x = x0 zum Zeitpunkt t = 0. Da
u, und damit auch λ(u) entlang der Charakteristiken konstant ist, entspricht die
Funktion der Charakteristik wieder einer Geraden
x = x0 + λ(u0(x0))t. (2.25)
Die Steigung der Charakteristik ist abhängig von den Anfangswerten u0(x0). Um
so größer u an der Stelle x0 ist, um so flacher ist die Steigung der Charakteristik
in (x, t) und um so schneller wird die Information transportiert. Anders als im
linearen Fall erfährt die Anfangslösung im nichtlinearen Fall sowohl eine Trans-
formation als auch eine Translation über den Ort und die Zeit.
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t
t0
t1
x
u0
u(x,t )1
Abb. 2.4: Verlauf der Charakteristiken und Ausbildung eines Schocks für nichtlineare Erhaltungsgleichungen
Abbildung 2.4 verdeutlicht dieses Phänomen. Dargestellt ist die Lösung u0 zum
Zeitpunkt t= 0 mit einer Welle auf der linken Seite. Die Charakteristiken auf der
linken Seite der Lösung sind steiler als auf der rechten Seite, d.h. die linke Sei-
te bewegt sich schneller und holt die rechte Seite ein. Mit zunehmender Dauer
wird die Wellenfront immer steiler bis zu dem Zeitpunkt, an dem sich die ersten
Charakteristiken schneiden (t1). An dieser Stelle wird die Lösung mehrdeutig, da
man für einen Punkt x zwei Lösungen u(x) erhält. Die Lösung lässt sich nicht
mehr durch Rückverfolgen der Charakteristiken ermitteln. Eine solche Diskonti-
nuität in denAnfangswerten u0 oder in der Lösung u(x, t)wird Schock genannt.
Mehrdeutige Lösungen sind bei dem im Rahmen dieser Arbeit zu entwickeln-
den Modell unbrauchbar. Die eindeutige, d.h. physikalisch richtige Lösung, ist
Teil der sogenannten schwachen Lösungen. Auf sie wird im nächsten Abschnitt
(Kapitel 2.3.2) eingegangen.
Bei Systemen von Differentialgleichungen entspricht die Anzahl der existieren-
den Charakteristiken der Anzahl der vorhandenen Gleichungen. Wichtig für das
weitere Vorgehen sind lineare Differentialgleichungssysteme mit m Gleichungen.
Wie in Kapitel 2.3.3 gezeigt wird, können die Systeme entkoppelt werden, wobei
jede einzelne dieser Gleichungen wiederum eine lineare Advektionsgleichung
darstellt.
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2.3.2 Schwache Lösungen
In Kapitel 2.3.1 wird gezeigt, dass die Lösung u(x, t) der linearen Advektions-
Gleichung (Gl. 2.19), ausgehend vom Anfangswert u0(x0, t0), mit Hilfe der Cha-
rakteristiken bestimmt werden kann. Weiterhin wird gezeigt, dass bei diskon-
tinuierlichen Anfangswerten (Abb. 2.4), die Lösung in Bereichen, in denen sich
die Charakteristiken kreuzen, nicht mehr stetig differenzierbar ist. Somit kön-
nen die Saint-Venant-Gleichungen in differentieller Form bei diskontinuierlichen
Anfangswerten nicht zur Berechnung des Strömungsfeldes herangezogen wer-
den.
Die auftretenden diskontinuierlichen Lösungen können durch die integrale Form
der Erhaltungsgleichung (Gl. A.1 und Gl. A.16) beschrieben werden (COLLELA
& PUCKET, 1994; LEVEQUE, 1992). Die Integralschreibweise der Erhaltungsglei-
chung in allgemeiner Form (Gl. 2.6) ergibt sich mit der zu erhaltenden Größe u
und der Flußfunktion f (u) ohne Berücksichtigung des Quell- und Senkenterms
zu
x2∫
x1
u(x, t2)dx =
x2∫
x1
u(x, t1)dx+
t2∫
t1
f (x1, t)dt−
t2∫
t1
f (x2, t)dt. (2.26)
Im Allgemeinen ist es schwierig zu überprüfen, ob eine diskontinuierliche Lö-
sung u(x, t) Gleichung 2.26 erfüllt. Daher wird auf die sogenannten schwachen
Lösungen der Erhaltungsgleichungen zurückgegriffen.
Die schwachen Lösungen erhält man durch Multiplikation einer kontinuierlich
differenzierbaren Testfunktionθ(x, t)mit der Erhaltungsgleichung. Die Integrati-
on des Produktes über den Ort und die Zeit ergibt
∞∫
0
∞∫
−∞
{θut +θ f (u)x}dxdt = 0. (2.27)
Die Ableitungen können dann von u auf die stetige Testfunktion θ übertragen
werden (partielle Integration) und Gleichung 2.27 wird zu
∞∫
0
∞∫
−∞
{θtu+θx f (u)}dxdt+
∞∫
−∞
θ(x, 0)u(x, 0)dx = 0. (2.28)
Alle Lösungen der Erhaltungsgleichung 2.6, die Gleichung 2.28 erfüllen, werden
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schwache Lösungen der Erhaltungsgleichung genannt und es kann gezeigt wer-
den, dass sie die integrale Form der Erhaltungsgleichung 2.26 erfüllen (BURTON,
1998; LAX, 1954). Der Vorteil in der Verwendung der schwachen Lösungen liegt
in der einfachen Integrierbarkeit in numerische Algorithmen (TORO, 1997). Wie
in Kapitel 2.3.4 gezeigt wird, können sowohl im physikalischen Sinne sinnvolle
als auch zu verwerfende schwache Lösungen auftreten.
2.3.3 Charakteristische Variablen
Um das allgemeine Anfangswertproblem
Ut + JUx = 0 (2.29)
zu lösen, ist es sinnvoll, die abhängigen Variablen U(x, t) in sogenannte charak-
teristische VariablenW(x, t) zu transformieren. Voraussetzung dafür ist, dass die
Matrix J diagonalisierbar ist. J ist diagonalisierbar, wenn die Matrix K existiert,
so dass
J = KΛK−1 oder Λ = K−1JK. (2.30)
Die Diagonalelemente λi der Diagonalmatrix Λ sind die Eigenwerte von J. K ist
die zu den Eigenwerten λi korrespondierende Matrix der rechten Eigenvektoren
von J. Die charakteristischen Variablen ergeben sich damit zu
W = K−1U oder U = KW. (2.31)
Um Gleichung 2.29 in den charakteristischen Variablen auszudrücken, werden
die Orts- und Zeitableitung benötigt. Sie ergeben sich zu
Ut = KWt , Ux = KWx. (2.32)
Einsetzen in Gleichung 2.29 ergibt
KWt + JKWx = 0, (2.33)
multiplizieren mitK−1 und berücksichtigen von Gleichung 2.30 führt auf die cha-
rakteristische Form von Gleichung 2.29
Wt +ΛWx = 0. (2.34)
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Die i-te partielle Differentialgleichung ist
∂wi
∂t + λi
∂wi
∂x = 0 mit i = 1, ...,m (2.35)
mit einer Unbekannten wi(x, t). Das System 2.29 ist entkoppelt und identisch mit
der linearen Advektionsgleichung. Berücksichtigt man alle Gleichung 2.35 erfül-
lenden sowie die dazugehörigen Anfangswerte w(0)i , dann ergibt sich die Lösung
für das Anfangswertproblem 2.34 zu
wi(x, t) = w
(0)
i (x− λt), i = 1, . . .m. (2.36)
Die Lösung für die in Gleichung 2.29 verwendeten Variablen erhält man durch
Rücktransformation
U =WK =
m∑
i=1
wi(x, t)K(i). (2.37)
Mit Gleichung 2.36 und wi(x, t) = w
(0)
i (x− λt) wird aus Gleichung 2.37
U(x, t) =
m∑
i=1
w(0)i (x− λt)K(i). (2.38)
Das bedeutet, dass an einem Punkt (x, t) in der x-t-Ebene die Lösung W(x, t) an
dieser Stelle nur von den Anfangswerten am Ort x(i)0 = x− λit abhängt. Der Ort
x(i)0 ist der Schnittpunkt der Charakteristik mit der Geschwindigkeit λi und der
x-Achse.
Die Lösung von U kann als eine Überlagerung von m Wellen, die alle nur eine
Translation und keine Transformation erfahren, angesehen werden. Die i-te Welle
hat die Form w(0)i (x)K
(i) und wird mit der Geschwindigkeit λi transportiert.
2.3.4 Das Riemann-Problem für lineare Erhaltungsgleichungen
Das einfachste Beispiel für eine Erhaltungsgleichungmit diskontinuierlichen An-
fangswerten ist das sogenannte Riemann-Problem, bei dem die Anfangswerte an
der Stelle x= 0 einen Sprung aufweisen. Für eine homogene lineare partielle Dif-
ferentialgleichung ist das Riemann-Problem wie folgt definiert:
ut + λux = 0, mit −∞ < x <∞, t > 0 (2.39)
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mit der Anfangsbedingung
u(x, 0) =
{
uL, x < 0
uR, x > 0
(2.40)
wobei uL und uR als konstant angenommen werden (Abb. 2.5). Aufbauend auf
Kapitel 2.3.1 folgt, dass die Diskontinuität in der Anfangsbedingung an der Stelle
x = 0 in der Zeit t um den Weg d = λt verschoben wird. Die Charakteristik mit
der Funktion x = λt trennt die Charakteristiken auf der linken Seite mit der Lö-
sung uL von den Charakteristiken mit der Lösung uR. Die Lösung des Riemann-
Problems ergibt sich zu:
u(x, t) =
{
uL, x− λt < 0
uR, x− λt > 0.
(2.41)
In Abbildung 2.5 ist die Lösung des Riemann-Problems in der x− t-Ebene darge-
stellt. Durch jeden Punkt x0 auf der x-Achse lässt sich eine Charakteristik zeich-
nen. Die Charakteristiken sind alle parallel für den Fall, dass λ konstant ist. Von
Bedeutung ist die durch den Ursprung gehende Charakteristik, da sie den Be-
reich markiert, an dem sich die Lösung ändert.
Bei den Saint-Venant-Gleichungen handelt es sich um ein System von Gleichun-
gen. Daher soll nachfolgend auf das Riemann-Problem für Systeme von linearen
Erhaltungsgleichungen eingegangen werden. Das zu betrachtende System von m
t
0 x
L
uL
uR
R
t
0 x
L
uL
uR
R
a) b)
Abb. 2.5: Darstellung des Riemann-Problems und des Verlaufs der Charakteristiken für a) ul > ur und b) ul < ur
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homogenen Erhaltungsgleichungen und den Anfangswerten lautet
Ut + JUx = 0 (2.42)
U(0)(x) =
{
UL x < 0
UR x > 0.
(2.43)
Die Lösung besteht aus m Wellen, für jeden Eigenwert λi eine, die alle vom Ur-
sprung ausgehen. Jede dieser Wellen transportiert eine Diskontinuität, die sich
mit der Geschwindigkeit λi bewegt. Links der λ1-Welle entspricht die Lösung
dem Anfangswert UL, rechts der λm-Welle dem Anfangswert UR. Eine Lösung
für den Bereich zwischen den beiden Wellen λ1 und λm lässt sich mit Hilfe der in
Kapitel 2.3.3 vorgestellten charakteristischen Variablen herleiten.
Sind die m Eigenvektoren K(1), ...,K(m) linear unabhängig, dann kann man UL
und UR durch eine Linearkombination von K(1), ...,K(m) darstellen
UL =
m∑
i=1
αiK(i) , UR =
m∑
i=1
βiK(i), (2.44)
wobeiαi,βi für alle i= 1, ...,m als konstant angenommenwerden. Die Lösung des
Anfangswertproblems (Gl. 2.42) ist durch Gleichung 2.37 gegeben. Man erhält
m entkoppelte lineare Advektionsgleichungen inklusive Riemann-Problem (Gl.
2.35), deren Lösungen bekannt sind (Gl. 2.36)
w(0)i (x− λit) =
{
αi x < λit
βi x > λit.
(2.45)
Der Vektor der konservativen Variablen für einen Punkt (x, t) ergibt sich nach
Rücktransformation (Gleichung 2.37) zu
U(x, t) =
I∑
i=1
βiK(i) +
m∑
i=I+1
αiK(i) (2.46)
mit I = {maxi {i} |x > λit}.
Im Falle eines 2× 2-Systems und Charakteristiken λ1 < 0, λ2 > 0 (siehe Abb. 2.6)
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Abb. 2.6: Lösung für das Riemann-Problem für ein System von zwei linearen Erhaltungsgleichungen
erhält man die folgende Lösung:
UL = α1K(1) +α2K(2)
U∗ = β1K(1) +α2K(2) (2.47)
UR = β1K(1) +β2K(2).
Aufgrund der Linearität der Gleichungen lässt sich die Lösung in einem belie-
bigen Punkt (x, t) durch Zurückverfolgung entlang der Charakteristiken (gestri-
chelte Linien) bestimmen.
Betrachtet man Gleichung 2.44, dann erkennt man, dass der Sprung inU über alle
Wellen im Lösungsbereich des Riemann-Problems eine Eigenvektorerweiterung
mit Koeffizienten ist. Die Koeffiezienten (βi−αi) stellen die Stärke der Welle i im
Riemann-Problem dar. Damit ergibt sich der Sprung über alle Wellen (∆U)i zu
(∆U)i = (βi −αi)K(i) (2.48)
Wie in den folgenden Kapiteln gezeigt wird, ist es in einigen Fällen sinnvoll, den
Sprung ∆U =UR−UL durch die Eigenvektoren λi und die Stärke der Welle γi =
βi −αi auszudrücken.
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2.3.5 Das Riemann-Problem für nichtlineare Erhaltungsgleichungen
Das Riemann-Problem für nichtlineare Erhaltungsgleichungen wird am Beispiel
der Burgers-Gleichung
ut + (
1
2
u2)x = 0 (2.49)
mit diskontinuierlichen Anfangsbedingungen
u(x, 0) =
{
uL, x < 0
uR, x > 0.
(2.50)
vorgestellt. Abhängig davon, ob uL > uR oder uL < uR ist, sind zwei Fälle zu
unterscheiden:
Fall 1 (uL > uR) : Sind dieWerte auf der linken Seite der Diskontinuität größer als
auf der rechten Seite (Abb. 2.7a)-i)) und setzt man voraus, dass der numerische
Fluss konvex ist (λ
′
(u) = f
′′
(u)> 0), dann treffen sich die Charakteristiken direkt
zum Zeitpunkt t = 0 am Ort x = 0 (Abb. 2.7a)-ii)). Es bildet sich ein Schock aus,
der sich mit der Geschwindigkeit
λS =
f (uR)− f (uL)
uR − uL =
1
2
(uR + uL) (2.51)
fortpflanzt (Abb. 2.7a)-iii)). Ein allgemeiner Ausdruck für die Geschwindigkeit
λS wird weiter unten vorgestellt. Für diesen Fall lässt sich nach LEVEQUE (1992)
eine eindeutige schwache Lösung angeben
u(x, t) =
{
uL, x− λSt < 0
uR, x− λSt > 0.
(2.52)
Fall 2 (uL< uR) : Ist derWert uL kleiner als derWert uR (Abb. 2.7b)-i)) und der nu-
merische Fluss f (u) konvex, dann spricht man von expansiven Daten. In diesem
Fall existieren unendlich viele schwache Lösungen. Eine der möglichen schwa-
chen Lösungen entspricht der Lösung 2.52 und ist in Abbildung 2.7b)-iii) darge-
stellt. Diese Lösung wird als Verdünnungsschock (engl. rarefaction shock) bezeich-
net und ist physikalisch nicht korrekt, weil die Diskontinuität nicht infolge einer
Verdichtung (λL < λR) entstanden ist; die Charakteristiken entfernen sich von der
Diskontinuität (Abb. 2.7b)-ii)).
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Abb. 2.7: Ausbildung des Schocks bei a) kompressiven bzw. b) expansiven diskontinuierlichen Anfangsbedingungen
Vergleicht man Abbildung 2.7a) und Abbildung 2.7b), dann wird ersichtlich, dass
im Fall von kompressiven Daten die Charakteristiken in die Diskontinuität lau-
fen und sich ein Schock formiert. Im Fall von expansiven Daten erwartet man
dagegen, dass sich die Diskontinuität in den Daten über die Zeit auflöst. Es ent-
steht eine sogenannte Verdünnungswelle. Bei den Verdünnungswellen sind zwei
Arten zu unterscheiden: Zentrale und nichtzentrale Verdünnungswellen.
Es wird das Folgende Anfangswertproblem mit im Vergleich zu Gleichung 2.50
veränderten Anfangsbedingungen betrachtet. Der diskontinuierliche Wechsel
von uL zu uR wird ersetzt durch eine lineare Variation von u0(x) zwischen zwei
festen Punkten xL < 0 und xR > 0. Die neuen Anfangswerte (Abb. 2.8a)) ergeben
sich zu:
u0(x) =

uL, x ≤ xL
uL +
uR−uL
xR−xL (x− xL), xL < x < xR
uR, x > xR.
(2.53)
Die Charakteristiken zum Zeitpunkt t = 0 sind in Abbildung 2.8b dargestellt.
Die Lösung zu dem Anfangswertproblem erhält man durch Verfolgen der Cha-
rakteristiken. Es bilden sich zwei Bereiche mit konstanten Werten uL und uR
aus, die durch einen stetigen Übergang verbunden sind. Die rechte Begrenzung
der Verdünnungswelle λEnde wird durch die Charakteristiken, die in xR ihren
Ursprung haben, bestimmt zu x = xR + λ(uR)t. Die linke Begrenzung λAn f ang
Grundlagen der eindimensionalen instationären Strömungsberechnung 37
uL
xL
uR
xR
t
xt
x
EndeAnfang
a)
b)
Abb. 2.8: Darstellung der Charakteristiken bei der Ausbildung einer Verdünnungswelle
wird durch die Charakteristiken, die in xL ihren Ursprung haben, bestimmt zu
x = xL + λ(uL)t. Setzt man wieder konvexen numerischen Fluss voraus, dann
werden Bereiche mit großen Werten für u0(x) schneller transportiert als Bereiche
mit kleinenWerten, was dazu führt, dass sich die Welle mit der Zeit abflacht. Das
zu beobachtende Abflachen der Welle ist ein typisches nichtlineares Phänomen.
Die vollständige Lösung lautet
u(x, t) = uL, wenn
x−xL
t ≤ λL
λ(u) = x−xLt wenn λL <
x−xL
t < λR,
u(x, t) = uR wenn
x−xR
t ≥ λL.
Unabhängig davon, wie klein der Bereich ∆x = xR − xL ist, über den sich die
diskontinuierlich Lösung erstreckt, die Struktur der Lösung bleibt im Falle der
Verdünnungswelle erhalten. Im Gegensatz dazu führt die Lösung des Verdün-
nungsschocks bereits bei kleinen Veränderungen in den Ausgangsdaten zu einer
starken Veränderung der Lösung und ist damit instabil.
Die oben hergeleitete Lösung für die Verdünnungswelle ist stabil. Verkleinert
man den Bereich ∆x, indem man xL und xR gegen den Ursprung verschiebt,
dann ergibt sich wieder der diskontinuierliche Verlauf der Anfangsdaten aus
Gleichung 2.50. Der Grenzfall ergibt sich damit wie folgt: An der Stelle x = 0
nimmt u0(x) alle Werte zwischen uL und uR an und damit nimmt auch die Wel-
lengeschwindigkeit λ(u0(x)) alle Werte zischen λL und λR an. Da Wellen mit
großen Werten schneller transportiert werden als Wellen mit kleinen Werten,
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Abb. 2.9: Darstellung der Charakteristiken bei der Ausbildung eines zentralen Verdünnungsfächers
stellt sich als Lösung aus den Anfangswerten eine Verdünnungswelle ein. Diese
eingeschränkte Verdünnungswelle, bei der alle Charakteristiken in einem einzel-
nen Punkt entspringen, wird zentrale Verdünnungswelle genannt (Abb. 2.9). Als
Lösung dafür ergibt sich:
u(x, t) = uL wenn xt ≤ λL,
λ(u) = xt wenn λL <
x
t < λR,
u(x, t) = uR wenn xt ≥ λL.
2.3.6 Schockgeschwindigkeit λS
Die im vorhergehenden Abschnitt vorgestellte Lösung für einen sich ausbilden-
den Schock (Gl. 2.52) ist nur dann eine schwache Lösung der Burgers-Gleichung,
wenn die Schockgeschwindigkeit durch λS = 1/2(uR + uL) gegeben ist. Die Be-
stimmung der Schockgeschwindigkeit ist daher für eine erfolgreiche Berechnung
von diskontinuierlichen Lösungen unerlässlich. Für eine ausführliche Darstel-
lung der Herleitung zur Ermittlung der Schockgeschwindigkeit sei auf LEVEQUE
(1992) verwiesen. Im Rahmen dieser Arbeit wird nur auf die für die Entwicklung
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des mathematisch-numerischen Modells wichtigen Aspekte eingegangen.
Die Schockgeschwindigkeit lässt sich mit Hilfe der Integralform der Erhaltungs-
gleichung bestimmen. Es wird vorausgesetzt, dass die Lösung u(x, t), der Fluss
f (u) und alle vorkommenden Ableitungen im gesamten Lösungsraum als ste-
tig angenommen werden können, ausgenommen am Ort der Diskontinuität xs =
xs(t). Weiterhin gilt, dass u(xL, t) = uL 6= uR = u(xR, t) amOrt x und xL < xs < xR.
Die skalare Erhaltungsgleichung 2.21 kann dann geschrieben werden zu
f (u(xL, t))− f (u(xR, t)) = ddt
xs(t)∫
xL
u(x, t)dx+
d
dt
xR∫
xs(t)
u(x, t)dx, (2.54)
= λS[u(xs,L(t), t)− u(xs,R(t), t)]
+
xs(t)∫
xL
ut(x, t)dx+
xR∫
xs(t)
ut(x, t)dx, (2.55)
wobei λS = dxs/dt der Fortpflanzungsgeschwindigkeit der Diskontinuität ent-
spricht. Da das Integral ut(x, t) innerhalb des Intervalls (xL, xR) liegt, verschwin-
det es in Gleichung 2.55, wenn xL → xs(t)→ xR. Gleichung 2.55 kann dann ge-
schrieben werden als
f (u(xL, t))− f (u(xR, t)) = λS[u(xL, t)− u(xR, t)]. (2.56)
Dieser Ausdruck, der den Sprung im Fluss ∆ f = fR − fL zur Fortpflanzungsge-
schwindigkeit λS und dem Sprung in der Lösung an der Diskontinuität ∆u =
uR− uL in Beziehung setzt, wird Rankine-Hugoniot-Bedingung genannt. Die Be-
dingung lautet in allgemeiner Form
∆ f = λS∆u bzw. λS =
∆ f
∆u
. (2.57)
Im Fall von Gleichungssystemen kann nicht mehr so leicht nach λS aufgelöst wer-
den. Es sind dann nur Sprünge möglich, bei denen die Vektoren ∆F = F(Ur)−
F(Ul) und ∆U =Ur−Ul linear abhängig sind. Bei einem linearen Gleichungssy-
stem lautet die Rankine-Hugoniot Sprungbedingung
∆F = J∆U. (2.58)
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Die Geschwindigkeiten des Schocks λs sind durch die Eigenwerte der Jacobi-
Matrix J gegeben.
2.3.7 Die Entropiebedingung
Wie in Kapitel 2.3.5 gezeigt wird, sind bei bestimmten Konstellationen der An-
fangsbedingungen die schwachen Lösungen nicht mehr eindeutig. Die physika-
lisch richtige Lösung kann mit Hilfe der so genannten Entropiebedingung nach
OLEINIK (1957)
f (uL)− f (u)
uL − u ≥ λS ≥
f (uR)− f (u)
uR − u (2.59)
für uL < u < uR angegeben werden.
Der Begriff Entropie stammt aus der Gasdynamik. In einer gleichförmigen Strö-
mung ändert sich die Entropie entlang einer Bahnlinie nicht. Im Bereich von Dis-
kontinuitäten nimmt die Entropie zu, niemals ab. Mit Hilfe dieser physikalischen
Entropiebedingung kann in der Gasdynamik die richtige schwache Lösung er-
mittelt werden. In Anlehnung daran bezeichnet man in der Literatur ein Verfah-
ren, welches die physikalisch sinnvolle schwache Lösung identifiziert, als Entro-
piebedingung.
Für konvexe Flussfunktionen ( f
′′
(u) > 0) vereinfacht sich Bedingung 2.59 zu
λ(uL) = f
′
(uL) ≥ λS ≥ f ′(uR) = λ(uR), (2.60)
wobei λS die Schockgeschwindigkeit nach Gleichung 2.57 ist. Neben der hier vor-
gestellten Entropiebedingung existieren auch noch weitere gleichwertige Entro-
piebedingungen. Für Details sei auf LEVEQUE (1992) und OLEINIK (1957) ver-
wiesen.
Mit der Entropiebedingung steht ein Verfahren zur Verfügung, mit dessen Hilfe
die Gültigkeit einer möglichen Lösung überprüft werden kann. Alle Lösungen,
die Gleichung 2.59 nicht erfüllen, können als entropieverletzend angenommen
und damit verworfen werden. Im Fall der Burgers-Gleichung erfüllt der in Fall
1 vorgestellte Schock (Gl. 2.50) die Entropiebedingung. Im Fall 2 erfüllt der Ver-
dünnungsschock die Entropiebedingung nicht und wird durch die Bedingung
2.59 erfüllende Verdünnungswelle ersetzt.
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2.4 Numerische Verfahren zur Lösung der diskontinuierliche Strömungen
beschreibenden Erhaltungsgleichungen
In diesem Abschnitt werden die für die Lösung der Strömungsgleichungen be-
nötigten numerischen Verfahren vorgestellt. Zuerst werden anhand der Methode
der finiten Differenzen und der Methode der finiten Volumen, die eine Sonder-
form der Methode der finiten Differenzen darstellt, grundlegende Aspekte der
Diskretisierung besprochen. Daran anschließend wird auf konservative Metho-
den und dabei insbesondere auf die Methode von Godunov eingegangen. Für
die Berechnung der abhängigen Variablen der Strömungsgleichung ist es bei der
Methode von Godunov erforderlich, den Flussterm mit Hilfe lokaler Riemann-
Probleme zu lösen. Dies erfolgt mit Hilfe des approximativen Riemannlösers von
Roe. Um die physikalisch richtige Lösung aus derMenge der mathematischmög-
lichen Lösungen zu identifizieren, wird die Entropiebedingung für die Methode
von Godunov vorgestellt. Wie in Kapitel 1.1.4 gezeigt wird, stellt die Diskretisie-
rung des Quellterms im Zusammenhang mit Abflüssen in heterogenen Gerinne-
geometrien eine besondere Schwierigkeit dar. Aus diesem Grund wird ausführ-
lich auf die im Rahmen dieser Arbeit verwendete Diskretisierung eingegangen.
Abschließend wird die Methode zur Berücksichtigung der zur Lösung des Glei-
chungssystems anzusetzenden Anfangs- und Randbedingungen vorgestellt.
2.4.1 Ausgewählte Verfahren zur Diskretisierung partieller Differentialgleichungen
Um die die Strömung beschreibenden partiellen Differentialgleichungen lösen
zu können, muss das durch die Gleichungen beschriebene Feldproblem auf ein
diskretes Problem zurückgeführt werden. Die Lösung der Gleichung erfolgt nicht
kontinuierlich über das gesamte Strömungsfeld, sondern an ausgewählten Orten
auf einem numerischen Gitter.
Bei den numerischen Verfahren zur Lösung der in Kapitel 2.2.2 vorgestellten par-
tiellen Differentialgleichungen unterscheidet man unterschiedliche Ansätze. Die
bekanntesten sind die Methode der finiten Elemente (z.B. ZIENKIEWICZ & TAY-
LOR, 1991), die Methode der finiten Differenzen (z.B. ABBOTT & BASCO, 1990)
und die Methode der finiten Volumen (z.B. VERSTEEG & MALALASEKERA, 1999).
Das Vorgehen zur Lösung der Gleichungen ist bei allen Verfahren ähnlich und
umfasst die folgenden Schritte:
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• Näherungsweise Bestimmung der unbekannten StrömungsgrössenU durch
einfache Funktionen
• Diskretisierung der Strömungsgleichung durch Substitution der Approxi-
mation in die Strömungsgleichung und nachfolgender mathematischer Ma-
nipulation
• Lösen der algebraischen Gleichungen
Der wesentliche Unterschied bei den drei oben genannten Verfahren besteht in
der Art der Approximation und der Vorgehensweise bei der Diskretisierung.
Nachfolgend wird nur auf die für die Problemstellung wichtigen Aspekte der
Methode der finiten Differenzen und der finiten Volumen eingegangen. Die Be-
trachtung erfolgt für das in Abbildung 2.10 dargestellte äquidistante finite Diffe-
renzen Netz. Die M Knoten des Netzes sind an der Stelle i∆x zum Zeitpunkt n∆t
in der x − t-Ebene positioniert, wobei i = {0, ...,M} und n = {0, ...} . Vereinfa-
chend wird geschrieben xi = i∆x und tn = n∆t. Die diskreten Werte der Funktion
u(x, t) an der Stelle (xi, tn) werden mit
uni ≡ u(xi, tn) (2.61)
bezeichnet.
Gegeben ist eine stetige Funktion u(x). Durch die Entwicklung einer Taylorreihe
kann der Wert der Funktion u(xi) am benachbarten Punkt xi+1 unter der Voraus-
setzung, dass die Funktion u(x) und alle Ableitungen u(k)(x) an der Stelle x = xi
n-1
n
n+1
x
t
i-1 i i+1
D x
D t
Abb. 2.10: Finite Differenzen Diskretisierung der Berechnungsdomäne im x− t Raum
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angegeben werden können, berechnet werden zu
ui+1 = ui +
∑
k
(∆x)k
k!
u(k)i . (2.62)
Man erhält sowohl Näherungen für den Funktionswert von ui+1 als auch für die
Ableitungen von u(x). Die erste Ableitung von u(x) an der Stelle xi bei der Be-
rücksichtigung von drei im gleichen Abstand voneinander liegenden Punkten
xi−1, xi und xi+1, ergibt sich für den Fall, dass alle Terme größer als dritter Ord-
nung gestrichen werden, zu
ui+1 = ui + ∆xu
(1)
i +
(∆x)2
2
u(2)i +O(∆x
3) (2.63)
und
ui−1 = ui − ∆xu(1)i +
(∆x)2
2
u(2)i +O(∆x
3). (2.64)
Löst man nach ui auf und streicht die Terme zweiter Ordnung, dann ergibt sich
als Näherung für die erste Ableitung u(1)(x) der Funktion u(x)
u(1)i =
ui+1 − ui
∆x
+O(∆x). (2.65)
Gleichung 2.65 wird als vorwärts finite Differenzen-Approximation der ersten Ab-
leitung der Funktion u(x) an der Stelle xi bezeichnet. Die Punkte, die bei der Be-
stimmung der Ableitung herangezogen werden, sind der Punkt xi und der rechte
Punkt xi+1. Werden zur Bestimmung der Ableitung der mittlere und der linke
Punkt betrachtet, dann ergibt sich aus Gleichung 2.63 die so genannte rückwärts
finite Differenzen-Approximation
u(1)i =
ui − ui−1
∆x
+O(∆x). (2.66)
Subtrahiert man Gleichung 2.64 von Gleichung 2.63, dann erhält man die so ge-
nannte zentrale finite Differenzen-Approximation von u1(xi)
u(1)i =
ui+1 − ui−1
2∆x
+O(∆x2). (2.67)
Wie die nächsten Kapitel zeigen werden, ist die Unterscheidung zwischen vor-
wärts, rückwärts und zentralem Schema von Bedeutung.
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Finite Differenzen Diskretisierung von partiellen Differentialgleichungen
Betrachtet man das folgende Anfangs- und Randwertproblem
ut + λux = 0 (2.68)
u(x, 0) = u0(x)
u(0, t) = ul(t) , u(0+ ∆x, t) = ur(t)
und nähert die Lösung für die Zeitableitung ut durch eine vorwärts Diskretisie-
rung 1.Ordnung
ut =
un+1i − uni
∆t
(2.69)
und die Ortsableitung ux durch das zentrale Schema (Diskretisierung 1.Ord-
nung)
ux =
uni+1 − uni−1
2∆x
(2.70)
an, dann ergibt sich für Gleichung 2.68
un+1i − uni
∆t
+ λ(
uni+1 − uni−1
2∆x
) = 0. (2.71)
Die Differentialgleichung wird ersetzt durch eine finite Differenzen Diskretisie-
rung. Zur Berechnung der Werte zum Zeitpunkt n+ 1 sind nur Werte vom vor-
hergehenden Zeitpunkt n nötig. Gleichung 2.71 nach der Unbekannten un+1i auf-
gelöst ergibt
un+1i = u
n
i −
1
2
c(uni+1 − uni−1) (2.72)
mit
c =
∆tλ
∆x
=
λ
∆x/∆t
. (2.73)
Gleichung 2.73 beschreibt das Verhältnis derWellenausbreitungsgeschwindigkeit
λ der partiellen Differentialgleichung 2.68 in Beziehung zur durch die Diskre-
tisierung des Lösungsraumes vorgegebenen Gittergeschwindigkeit ∆x/∆t. Die-
ses dimensionslose Verhältnis wird Courant-Zahl genannt. Führt man für das in
Gleichung 2.72 beschriebene explizite Differenzenschema eine von Neumann-Sta-
bilitätsanalyse durch, dann erkennt man, dass das Verfahren die Eigenschaft hat,
instabil zu sein (LEVEQUE, 1992; TORO, 1997). Es ist daher für eine Berechnung
unbrauchbar.
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Das Upwind-Schema
Eine Möglichkeit, das in Gleichung 2.72 beschriebene Verfahren zu einem sta-
bilen Verfahren zu machen, besteht darin, für die Ortsableitung eine einseitige
Approximation (1.Ordnung) zu wählen. Es gibt zwei Möglichkeiten:
ux =
uni − uni−1
∆x
(2.74)
und
ux =
uni+1 − uni
∆x
. (2.75)
Nur eine der beiden Möglichkeiten ist richtig. Werden Gleichung 2.74 und 2.75
als Ortsableitung in Gleichung 2.72 eingesetzt, dann zeigt eine von Neumann-Sta-
bilitätsanalyse (LEVEQUE, 1992; TORO, 1997), dass die richtige Approximation
abhängig vom Vorzeichen der Wellenausbreitungsgeschwindigkeit λ ist. Ein sta-
biles Verfahren entsteht, wenn man zur Berechnung der Ortsableitung ux den
Wert uni zusammen mit dem, bei Betrachtung der Ausbreitungsrichtung der In-
formation, oberhalb von uni liegenden Wert u
n
i±1 ansetzt. Ein solches Verfahren
wird Upwind-Verfahren genannt.
Ist λ > 0, dann strömt die Information von links nach rechts (vgl. Abb. 2.10).
Gleichung 2.72 mit Gleichung 2.74 als Ortsdiskretisierung ergibt
un+1i = u
n
i − c(uni − uni−1). (2.76)
Ist λ < 0, dann strömt die Information von rechts nach links (vgl. Abb. 2.10) und
Gleichung 2.72 mit Gleichung 2.74 ergibt
un+1i = u
n
i − c(uni+1 − uni ). (2.77)
Um beide Fälle abzudecken, kann man die Gleichungen 2.76 und 2.77 mit
λ+ = max(λ, 0), λ− = min(λ, 0), (2.78)
c+ = ∆tλ+/∆x, c− = ∆tλ−/∆x
zusammenfassen zu
un+1i = u
n
i − c+(uni − uni−1)− c−(uni+1 − uni ). (2.79)
46 Kapitel 2
Wie gezeigt werden kann, ist das Verfahren stabil für
0 ≤ c ≤ 1. (2.80)
Bedingung 2.80 wird Courant-Fridrich-Levy-Bedingung, kurz CFL-Bedingung,
genannt. Für die Praxis bedeutet Gleichung 2.80, dass die Zeitschrittweite ∆t
nicht beliebig groß gewählt werden darf. Für nichtlineare Erhaltungsgesetze er-
gibt sie sich zu
∆t ≤  ∆x
f ′max
mit f ′max =maxi( f ′(ui)) und = 1. (2.81)
Die allgemeine Form von Gleichung 2.79 lautet
un+1 = H
(
uni−l1 , ...,u
n
i+l2
)
(2.82)
=
l2∑
k=−l1
bkuni+k,
wobei l1,l2 N und bk R. Für Gleichung 2.79 nehmen die Koeffizienten beispiels-
weise die folgenden Werte an:
b−1 = c+, b0 = (1− |c|), b+1 = −c−. (2.83)
Unter der Bedingung, dass die CFL-Bedingung eingehalten wird, ergibt sich
bk ≥ 0 , ∀ k (2.84)
d.h., alle Koeffizienten sind positiv oder Null. Ein numerisches Verfahren der
Form 2.82 ist monoton, wenn alle Koeffizienten bk positiv oder Null sind oder
wenn gilt:
∂H
∂u jn
≥ 0 ∀ j. (2.85)
Die Klasse der monotonen Verfahren bilden die Grundlage vieler numerischer
Verfahren für Erhaltungsgleichungen. Im Zusammenhang mit der Identifikation
eines geeigneten Verfahrens für die Berechnung von instationären Abflüssen in
abflussschwachen Gerinnen ist der Begriff der Monotonie von Bedeutung. Wie
noch gezeigt wird, produzieren nicht-monotone Schemata im Gegensatz zu mo-
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notonen Verfahren im Bereich steiler Gradienten von u(x) unphysikalische Oszil-
lationen.
2.4.2 Konservative numerische Methoden
Zur Berechnung der diskontinuierlichen Lösungen ist es erforderlich, dass die
Gleichung in konservativen Variablen formuliert wird. Bei der Verwendung ei-
ner Kombination von nichterhaltenden Variablen werden die Eigenschaften der
diskontinuierlichen Lösung (Schock) falsch berechnet; es werden die falsche Aus-
dehnung, die falsche Geschwindigkeit sowie die falsche Position bestimmt. Un-
tersuchungen von HOU & LEFLOCH (1994) haben gezeigt, dass nichterhaltende
numerische Verfahren nicht zur richtigen Lösung konvergieren. Diese Aussage
wird unterstützt durch den Satz von LAX & WENDROFF (1960), nach dem die
Lösung konservativ numerischer Methoden zu den schwachen Lösungen der Er-
haltungsgleichungen konvergieren, wenn sie konvergent sind. Daraus folgt, dass
man auf ein konservatives numerisches Verfahren zurückgreifen muss, wenn
man die in Fließgewässern auftretenden Diskontinuitäten mit den Saint-Venant-
Gleichungen berechnen möchte.
Konservative Methoden benutzen die Integraldarstellung der Erhaltungsglei-
chung, was die Diskretisierung der Berechnungsdomäne nach der Methode der
finiten Volumen erforderlich macht. Der Unterschied zur Diskretisierung nach
der Methode der finiten Differenzen besteht darin, dass die Funktion u(x) nicht
an diskreten Knotenwerten bestimmt, sondern der über ein finites Volumen ge-
mittelte Wert für die Berechnung verwendet wird (Abb. 2.11a). Dazu wird der
Raum zwischen Punkt A und Punkt B mit n Knotenpunkten in n− 1 Kontrollvo-
lumina unterteilt (Abb. 2.11b). Die Grenzen der Kontrollvolumina befinden sich
immer auf dem halben Weg zwischen den Knotenpunkten. Ein beliebiger Punkt
innerhalb des eindimensionalen Lösungsraumes wird mit i gekennzeichnet. Der
linke bzw. der rechte benachbarte Punkt wird mit i− 1 bzw. i+ 1 bezeichnet. Die
Grenze zwischen dem Kontrollvolumen i und i − 1 (bzw. i und i + 1) wird mit
i− 1/2 (bzw. i+ 1/2) bezeichnet. Der Abstand zwischen Punkt i und i− 1 bzw.
i und i + 1 wird mit ∆xi,i−1 bzw. mit ∆xi,i+1 bezeichnet. Die Länge des i−ten
Kontrollvolumens ist ∆xi.
Für den Fall der linearen Advektionsgleichung (Gl. 2.18) ergibt sich für ein recht-
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Abb. 2.11: a) Bereichsweise konstante Verteilung der Funktion u(x) zum Zeitpunkt n. b) Finite Volumen Diskretisie-
rung der Berechnungsdomäne im x− t-Raum.
eckiges Kontrollvolumen [x1, x2]× [t1, t2] folgende Gleichung:
x2∫
x1
u(x, t2) dx =
x2∫
x1
u(x, t1) dx+
t2∫
t1
[ f (u(x1, t))− f (u(x2, t))] dt. (2.86)
Diese Darstellung setzt einen über die Zelle konstanten Verlauf der Größe u(x, t)
zum Zeitpunkt t = tn voraus. Er ist gegeben durch die Mittelwertbildung
uin =
1
∆x
xi+1/2∫
xi−1/2
u (x, tn) dx. (2.87)
Die Flüsse fi±1/2 = f (u(x1,2, t)) werden über das Zeitintervall [t1, t2] als konstant
angesetzt. Die allgemeine Form für konservative numerische Methoden ergibt
sich damit zu
uin+1 = uin +
∆t
∆x
[
fi−1/2 − fi+1/2
]
. (2.88)
Für Systeme von Erhaltungsgleichungen können die Größen ui und fi+1/2 durch
Vektoren ersetzt werden.
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2.4.3 Die Methode von Godunov
Die von Godunov 1956 entwickelte konservative Methode wurde anfänglich mit
sehr wenig Interesse bedacht. In der Industrie setzte sich das etwa zur gleichen
Zeit entwickelte finite Differenzen Schema von Lax & Wendroff in der Version
von MacCormack durch, welches prinzipiell in der Lage ist, auch diskontinuier-
liche Strömungszustände zu berechnen. Dabei auftretende Oszillationen können
durch zusätzlich in das Verfahren integrierte dissipative Terme weitestgehend
vom Anwender kontrolliert werden. Das Verfahren von Godunov wurde erst im
Zusammenhang mit der Entwicklung von hochauflösenden und oszillationsfrei-
en Verfahren wiederentdeckt (vgl. Kapitel 4).
Das Verfahren von Godunov ist eine konservative Methode entsprechend Glei-
chung 2.88. Grundvoraussetzung für die Anwendung derMethode ist, dass zu ei-
nem bestimmten Zeitschritt n die Werte in den Zellen als bereichsweise konstant
in der Form 2.87 vorliegen. Der numerische Fluss zwischen zwei Zellen fi+1/2
kann dann mit Hilfe von lokalen Riemann-Problemen exakt berechnet werden.
Wie in Kapitel 2.3.4 gezeigt wird, beschreibt das Riemann-Problem den diskon-
tinuierlichen Übergang zwischen zwei Bereichen gleichförmigen Fließens, wobei
Schockwellen und Verdünnungsfächer auftreten. Diese verursachen Störungen
in den Bereichen konstanter Werte, die sich in die downwind-Richtung ausbrei-
ten. Damit ist die Lösung ausschließlich von den physikalischen Gegebenheiten
abhängig.
Methode von Godunov für skalare Erhaltungsgleichungen
DerMittelwert der Lösung der Riemann-Probleme RP(uni−1,u
n
i ) und RP(u
n
i ,u
n
i+1)
ergibt sich zu
un+1i =
1
∆x
x
i+ 12∫
x
i− 12
u˜(x,∆t)dx, (2.89)
wobei u˜(x, t) die kombinierte Lösung der Riemann-Probleme an den Zellrändern
xi−1/2 und xi+1/2 ist. Da u˜(x, t) eine exakte Lösung der Erhaltungsgleichung ist,
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kann man sie in die Integralgleichung 2.86 einsetzen und erhält
xi+1/2∫
xi−1/2
u˜(x,∆t)dt =
xi+1/2∫
xi−1/2
u˜(x, 0)dt
+
∆t∫
0
[
f (u˜(xi−1/2, t))− f (u˜(xi+1/2, t))
]
dt. (2.90)
Definiert man die Größen {uin} und {uin+1} entsprechend Gleichung 2.87, wo-
bei diesmal die approximierte Funktion u˜(x, t) verwendet wird, erhält man nach
Division durch ∆x
uin+1 = uin +
∆t
∆x
[
fi−1/2 − fi+1/2
]
, (2.91)
mit den numerischen Flüssen
fi±1/2 =
1
∆t
∆t∫
0
f (u˜(xi±1/2, t)). (2.92)
Durch die Verwendung der integralen Form der Erhaltungsgleichung über ein
finites Volumen [xi−1/2, xi+1/2] × [0,∆t] im x-t-Raum können die konservative
Form sowie die numerischen Flüsse an den Zellrändern bestimmt werden. Die
numerischen Flüsse sind zeitgemittelte Werte des numerischen Flusses f (u˜(x, t))
an jedem Zellenrand. Der Integrand f (u˜(x, t)) an jedem Zellenrand hängt von
der exakten Lösung u˜(x, t) des Riemann-Problems entlang der Zeitachse ab. Die
exakte Lösung u˜(x, t) an den Zellrändern ist durch
u˜(xi− 12 , t) = ui− 12 (0) , u˜(xi+ 12 , t) = ui+ 12 (0) (2.93)
gegeben. Damit wird der numerische Fluss über die Zellränder fi−1/2 und fi−1/2
zu
fi− 12 = f (ui− 12 (0)) , fi+ 12 = f (ui+ 12 (0)). (2.94)
Der numerische Fluss nach Godunov lautet dann
f godi+1/2 = f
(
ui+1/2 (0)
)
. (2.95)
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Methode von Godunov für Systeme von Erhaltungsgleichungen
Nachfolgend wird das Upwind-Schema auf ein System hyperbolischer Differenti-
algleichungen mit konstanten Koeffizienten
Ut + F(U)x = 0 , F(U)x ≡ JUx (2.96)
angewendet. Die realen Eigenwerte der m×m Koeffizientenmatrix J werden mit
λ j bezeichnet, wobei j = 1, ...,m und λ1 < λ2 < λ3 < ... < λm sotiert sein soll.
Die korrespondierenden Eigenvektoren werden mit K(1),K(2), ...,K(m) bezeich-
net. Die Eigenwerte λ j können unterschiedliche Vorzeichen annehmen.
Ein einseitiges Differenzenschema (vgl. Kapitel 2.4.1) kann nur dann angewendet
werden, wenn alle Eigenwerte das gleiche Vorzeichen besitzen. In den in dieser
Arbeit zu betrachtenden Fällen können die Eigenwerte unterschiedliche Vorzei-
chen annehmen (z.B. beim idealisierten Dammbruch). Das bedeutet, dass für ei-
nige Fälle ein Upwind-Schema und für die anderen Fälle ein Downwind-Schema
angewendet werdenmuss. Diese Schwierigkeit kann durch Aufsplitten der Koef-
fizientenmatrix J in eine Matrix mit allen positiven Eigenwerten und eine Matrix
mit allen negativen Eigenwerten begegnet werden. Setzt man voraus, dass die
Matrix J hyperbolisch ist, dann kann sie mit Hilfe der Matrix der rechten Eigen-
vektoren K, der Inverse K−1 und mit der Diagonalmatrix der Eigenwerte Λ von
J diagonalisiert werden (TORO, 1997).
J = KΛK−1. (2.97)
Die für die Methode von Godunov benutzte und in Kapitel 2.4.2 vorgestellte kon-
servative Methode
Uin+1 =Uin +
∆t
∆x
[
Fi−1/2 − Fi+1/2
]
(2.98)
benötigt zur Berechnung des numerischen Flusses
Fi+1/2 = F
(
Ui+1/2(0)
)
(2.99)
die Lösung Ui+1/2(x, t) des lokalen Riemann-Problems. Ui+1/2(0) ist der Wert
der Lösung Ui+1/2(x/t) entlang x/t = 0 an den jeweiligen Zellrändern. Wie in
Kapitel 2.3.4 gezeigt werden konnte, lassen sich beliebige Vektoren durch Linear-
52 Kapitel 2
kombination der Eigenvektoren darstellen. Für die Lösung an einem beliebigen
Punkt (x, t) soll gelten
Ui+1/2(x, t) =
I∑
j=1
β jK( j) +
m∑
j=I+1
α jK( j), (2.100)
mit 1 ≤ I ≤ m und x/t ≥ λI . Für die Berechnung der Godunov Flüsse wird die
Lösung entlang der Zeitachse benötigt. Für x/t= 0 ist I so zu wählen, dass λI ≤ 0
und λI+1 ≥ 0. Die allgemeine Lösung für Ui+1/2 kann dann ausgedrückt werden
als Summe über die rechten Eigenvektoren
Ui+1/2(0) =Ui
n +
I∑
j=1
(β j −α j)K( j) (2.101)
oder als die Summe über die linken Eigenvektoren
Ui+1/2(0) =U
n
i+1 −
m∑
j=I+1
(β j −α j)K( j). (2.102)
Die Wellenstärke γ j = (β j −α j) gibt den Einfluss der Welle j auf die Differenz
der abhängigen Variablen
∆U =Ui+1 −Ui =
∑
j
γ jK( j) (2.103)
an. Die Lösung des Riemann-Problems an der Stelle x/t = 0, wie sie durch Glei-
chung 2.101 gegeben ist, kann interpretiert werden als der linke Wert der ab-
hängigen Variable Uni plus aller Sprünge in den Wellen über die Wellen mit der
Geschwindigkeit kleiner oder gleich Null. Analog dazu gibt Gleichung 2.102 die
Werte der abhängigen Variablen rechts der DiskontinuitätUni+1 minus der Sprün-
ge über alle Wellen mit keiner oder positiven Geschwindigkeiten an. Um die
Lösung für alle Geschwindigkeitsbereiche abzudecken, werden Gleichung 2.101
und 2.102 kombiniert zu
Ui+1/2(0) =
1
2
(Uin+Uni+1)− 12
m∑
j=1
sgn(λ j)(β j −α j)K( j), (2.104)
Der Godunov Fluss über die Zellränder (Gl. 2.99) ergibt sich mit JK( j) = λ jK( j)
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und der Wellenstärke γ j je nach Vorzeichen der Wellengeschwindigkeit λ j zu
Fi+1/2 = F
n
i +
I∑
j=1
λ jγ jK( j). (2.105)
oder
Fi+1/2 = F
n
i+1 −
m∑
j=I+1
λ jγ jK( j) (2.106)
Gleichungen 2.105 und 2.106 zusammengefasst ergeben
Fi+1/2 =
1
2
(Fin+Fni+1)− 12
m∑
j=1
|λ j|γ jK( j). (2.107)
In diesem Fall gibt die Wellenstärke γ j den Einfluss der Welle j auf die Differenz
im Flussterm
∆F = Fi+1 − Fi =
∑
j
λ jγ jK( j) (2.108)
an.
2.4.4 Der Riemannlöser von Roe
Mit Hilfe der in Kapitel 2.4.3 vorgestellten Methode von Godunov kann man die
Werte der abhängigen Variablen Ui in den Zellen zum Zeitpunkt t berechnen.
Dazu ist es erforderlich, die Flussterme Fi+1/2 mit Hilfe der an den Zellgrenzen
auftretenden lokalen Riemann-Problemen zu lösen.
Die Berechnung des Riemann-Problems stellt die zeitaufwendigste Prozedur
beim Lösen des Gleichungssystems dar. Es gibt zwei Möglichkeiten, die Lösung
des Riemann-Problems zu ermitteln. Die erste Möglichkeit besteht darin, die Lö-
sung für den numerischen Fluss direkt zu ermitteln. Die Ermittlung einer direk-
ten Lösung ist kompliziert und die numerische Umsetzung sehr aufwendig. Da-
her wird im Rahmen dieser Arbeit die zweite Möglichkeit favorisiert, bei der zu-
erst eine Näherungslösung des Fließzustandes berechnet und für diese dann der
physikalischen Fluss ermittelt wird.
Zur Berechnung des Godunov Flusses Fi+1/2 ist die Lösung Ui+1/2(0) entlang
der Zeitachse des lokalen Riemann-Problems zu ermitteln. ROE (1981a) schlug
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1981 einen Lösungsansatz zur Berechnung von Riemann-Problemen vor, der die
gesuchte Lösung {Ui} näherungsweise berechnen kann. Ausgangspunkt ist die
Linearisierung der Jacobi-Matrix J, wodurch das Riemann-Problem mit der in
Kapitel 2.3.4 vorgestellten Methode einfach gelöst werden kann.
Nachfolgend soll für ein Anfangswertproblem der Art
Ut + Fx = 0
U(x, 0) =
{
Ul x < 0
Ur x > 0
(2.109)
die Methode von Roe vorgestellt werden. Die Erhaltungsgleichung lässt sich mit
Hilfe der Jacobi-Matrix ausdrücken durch
Ut + JUx = 0. (2.110)
Roe schlug vor, die Jacobi-Matrix J durch eine konstante Matrix
J˜= J˜ (UL,UR) (2.111)
anzunähern. Das ursprüngliche Riemann-Problem wird damit durch die lineare
Erhaltungsgleichung
Ut + J˜Ux = 0 (2.112)
angenähert und kann analog zu Kapitel 2.3.4 exakt gelöst werden. Die approxi-
mierte Jacobi-Matrix J˜ muss folgende Eigenschaften besitzen:
• Hyperbolizität: Die Matrix J˜ muss genau wie die Matrix J m reale und ein-
deutige Eigenwerte
λ˜1, ..., λ˜m  R (2.113)
besitzen.
• Konsistenz: Die approximierte Jakobi-Matrix J˜ muss die Bedingung
J˜(U,U) = J(U) (2.114)
erfüllen.
• Erhaltung: Im Bereich von Diskontinuitäten müssen die abhängigen Varia-
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blen erhalten bleiben, d.h.
F(UR)− F(UL) = J˜ (UR −UL) . (2.115)
Zur Konstruktion der approximierten Jakobi-Matrix führte Roe den Parameter-
vektor Q ein, von dem sowohl U als auch F abhängen
U =U(Q) , F = F(Q). (2.116)
Zur Berechnung der Sprünge ∆U und ∆Fwird der gemittelte Parametervektor
Q˜ =
(
q˜1
q˜r
)
=
1
2
(QR −QL) (2.117)
benötigt. Von Q˜ hängen wiederum die Matrizen B˜= B˜(Q˜) und C˜= C˜(Q˜) ab, mit
denen sich die Sprünge in U und F berechnen lassen:
∆U = B˜∆Q (2.118)
∆F = C˜∆Q. (2.119)
Durch Umformen und unter Berücksichtigung von Bedingung 2.115 erhält
man
∆F =
(
C˜B˜−1
)
∆U. (2.120)
Die gesuchte konstante, lineare Jacobi-Matrix J˜ ergibt sich dann zu
J˜ = C˜B˜−1. (2.121)
DieMatrix hat die Eigenwerte λ˜i und die entsprechenden Eigenvektoren K˜
(i). Der
Sprung ∆U lässt sich analog Kapitel 2.3.3 als Linearkombination der Eigenvekto-
ren mit Hilfe der neuen Koeffizienten γ˜i darstellen:
∆U =
m∑
i=1
γ˜iK˜
(i). (2.122)
Die Koeffizienten γ˜i entsprechen den Differenzen βi −αi aus Kapitel 2.3.4 (Gl.
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2.104). Der numerische Fluss aus Kapitel 2.4.3 wird dann
Fi+1/2 =
1
2
(FL + FR)− 12
m∑
i=1
γ˜i|λ˜i|K˜(i). (2.123)
2.4.5 Die Entropiebedingung für die Methode von Godunov
In Abschnitt 2.3.4 wird gezeigt, dass aus der Menge der schwachen Lösungen die
physikalisch sinnvollen Lösungen in Abhängigkeit von den Anfangswerten mit
Hilfe von zwei geometrischen Merkmalen identifiziert werden können:
• Tritt ein Schock auf, dann laufen die Charakteristiken in den Schock hinein
und kreuzen sich.
• In allen anderen Fällen soll ein Verdünnungsfächer gebildet werden.
Wie gezeigt wird, lautet die Entropiebedingung nach OLEINIK (1957) für einen
Schock
f ′(ul) > s > f ′(ur) (2.124)
bzw.
f (u)− f (ul)
u− ul ≥ s ≥
f (u)− f (ur)
u− ur . (2.125)
Betrachtet man Systeme von Erhaltungsgleichungen, dann kann in den Gleichun-
gen 2.124 und 2.125 die Ableitungen der Flussterme f ′ durch die Steigungen der
Charakteristiken einer Familie dxidt = λi ersetzt werden.
t
0




x
t
0

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
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x
t
0
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x
Abb. 2.12: Darstellung der drei möglichen Arten von Verdünnungswellen für λ1. In den Fällen a) und b) ändert sich
der Zustand Ui+1/2(0) durch die Verdünnungswellen nicht. In c) überschreitet der Verdünnungsfächer
die Zeitachse, wodurch sich der Zustand in x = 0 verändert. In diesem Fall muss die Entropiebedingung
für die Methode von Godunov angewendet werden.
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Für ein System von zwei Differentialgleichungen liefert der Riemannlöser nach
Roe immer zwei Schockgeschwindigkeiten λ˜1 und λ˜2. Dadurch wird jedes An-
fangswertproblem mit diskontinuierlichen Anfangswerten als Schock betrachtet
und dargestellt. Der Riemannlöser von Roe erkennt keine Verdünnungswellen
und kann keinen Verdünnungsfächer formieren (HARTEN & HYMAN, 1983a).
Für die Anwendung der Methode von Godunov zur Bestimmung der Lösung
wird nur die Lösung Ui+1/2(0) entlang der Zeitachse des lokalen Riemann-
Problems benötigt. Die Lösung in diesem Punkt erfährt durch Verdünnungsfä-
cher, die sich nicht über die t-Achse erstrecken (siehe Abb. 2.12 a) und b)), keine
Veränderung und die Bedingung nach Gleichung 2.124 ist erfüllt. Anders verhält
es sich, wenn die Charakteristiken des Verdünnungsfächers, wie in Abbildung
2.12 c) dargestellt, einen Vorzeichenwechsel erfahren. In diesem Fall ändert sich
die für den Godunov Fluss benötigte Lösung.
In Abbildung 2.13 sind die zwei Schocktrajektorien λ˜1 und λ˜2 des linearisierten
Riemann-Problems dargestellt. Wie zu erkennen ist, ist
λL1 < λ˜1 < λ
R
1 mit λ
L
1 = uL − cL und λR1 = u∗ − c∗. (2.126)
Das bedeutet, dass die Diskontinuität im Bereich der ersten Familie von Charak-
teristiken sich nicht als Schock, sondern als Verdünnungsfächer ausbildet. Mit
Hilfe des von Harten & Hyman entwickelten Verfahrens ist es möglich, auch für
diesen Fall eine, die Entropiebedingung erfüllende, Lösung zu bestimmen. Zur
Ermittlung der die Entropiebedingung erfüllenden Lösungwird ein zwischenUL
t
0 x

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
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~ ~
Abb. 2.13: Darstellung der Charakteristiken im Fall einer kritischen Verdünnungswelle für λ1. Die Wellengeschwin-
digkeiten λR1 = c˜
∗ − u˜∗ bzw. λL1 = cL − uR bilden den Kopf bzw. Schwanz des Verdünnungsfächers.
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undU∗ liegender Übergangszustand Uˆ eingeführt (Abb. 2.14). Der Übergangszu-
stand Uˆ muss so gewählt werden, dass die beiden neu auftretenden Diskontinui-
täten ∆U1 = UL − Uˆ und ∆U2 = Uˆ −U∗ mit den Geschwindigkeiten λL und λR
transportiert werden, wodurch eine Art Verdünnungsfächer entsteht. Die Zu-
stände UL, UR und U∗ lassen sich nach Kapitel 2.3.3 angeben zu:
UL =
∑
i α˜iK˜
(i)
UR =
∑
i β˜iK˜
(i)
U∗ = β˜1K˜
(1) + β˜2K˜
(2).

Es soll vorausgesetzt werden, dass sowohl für den Fall ∆U = UL −U∗, als auch
für den Fall ∆U = ∆U1 + ∆U2, die Differenz im numerischen Fluss ∆F = J∆U
gleich ist (konservatives Verfahren). Dann lässt sich schreiben
J˜ (UL −U∗) = J˜
(
UL − Uˆ
)− J˜(Uˆ −U∗) (2.127)
woraus folgt, dass
λ˜1 (UL −U∗) = λL1
(
UL − Uˆ
)
+ λR1
(
UL − Uˆ
)
. (2.128)
Der Zwischenzustand Uˆ ergibt sich damit zu
Uˆ =
(
λL1 − λ˜1
)
UL −
(
λR1 − λ˜1
)
U∗
λL1 − λR1
. (2.129)
Auf die Berechnung des numerischen Flusses mit Hilfe der Methode von Godu-
nov hat nur der Sprung
(∆F)L1 = J˜
(
Uˆ −UL
)
(2.130)
einen Einfluss. Dieser Sprung wird mit der Geschwindigkeit λL1 transportiert. Die
Flussdifferenz ergibt sich dann unter Verwendung von Gleichung 2.129 zu
(∆F)L1 = λ
L
1
(
Uˆ −UL
)
= λL1
λR1 − λ˜1
λL1 − λR1
(UL −U∗) . (2.131)
Mit
λ¯1 = λL1
λR1 − λ˜1
λR1 − λL1
(2.132)
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Abb. 2.14: Darstellung der Charakteristik der kritischen Verdünnungswelle für λ˜1. Der Sprung in den abhängigen
Variablen∆U =UL−U∗ wird mit Hilfe eines Zwischenzustandes Uˆ in zwei Sprünge aufgeteilt, deren
Wellengeschwindigkeiten gleich der Wellengeschwindigkeiten λL1 und λ
R
1 sind.
und Gleichung 2.127 folgt aus Gleichung 2.131
(∆F)L1 = λ¯1
(
β˜1 − α˜1
)
K˜ = λ¯1γ˜1K˜. (2.133)
Der die Entropiebedingung erfüllende Godunov-Fluss zwischen den Zellen i und
i+ 1 ergibt sich zu
Fi+1/2 = FL + λ¯1γ˜1K˜
(1). (2.134)
Für den Fall, dass sich ein rechter Verdünnungsfächer mit λ˜1 < 0 und λL2 < 0< λ
R
r
ausbildet, kann analog zur oben vorgestellten Vorgehensweise für die Geschwin-
digkeit folgende Gleichung angegeben werden:
λ¯2 = λR2
λ˜2 − λL2
λR2 − λL2
. (2.135)
Der numerische Fluss ergibt sich dann zu
Fi+1/2 = FR − λ¯2γ˜2K˜(2). (2.136)
Mit der Geschwindigkeit (
λL,R1,2
)±
=
1
2
(
λL,R1,2 ± |λL,R1,2 |
)
(2.137)
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lässt sich der allgemeine Fall schreiben als
λ¯1 =
(
λL1
)− (λR1 )+ − λ˜1
(λR1 )+ − (λL1 )−
(2.138)
und
λ¯2 =
(
λR2
)+ λ˜2 − (λL2 )−
(λR2 )+ − (λL2 )−
. (2.139)
2.4.6 Diskretisierung des Quellterms
Bei der Vorstellung der mathematisch-numerischen Verfahren zur Lösung von
Differentialgleichungen in den vorherigen Kapiteln werden bisher nur homogene
Gleichungen berücksichtigt. Nachfolgendwerden zwei Verfahren zur Integration
des Quellterms in die Methode von Godunov vorgestellt.
Punktweise konstanteQuellterme: Die einfachsteMethode die Quellterme zu berück-
sichtigen besteht darin, in jeder Zelle einen konstanten Quellterm Si = Si(Ui)
anzusetzen und auf die Lösung der Methode von Godunov zu addieren. Nach
Integration der Erhaltungsgleichung
x2∫
x1
[U(x, t2)−U(x, t1)] dx +
t2∫
t1
[F(x2, t)− F(x1, t)] dt
=
t2∫
t1
x2∫
x1
S(x, t)dxdt
= ∆t∆xSi (2.140)
erhält man die Methode von Godunov mit stückweise konstantem Quellterm
Si = S(xi,Uni ):
Un+1i =U
n
i +
∆t
∆x
[
Fi−1/2 − Fi+1/2
]
+ ∆tSi. (2.141)
Probleme mit dieser Vorgehensweise treten auf, wenn im Quellterm Ableitungen
in Fließrichtung x auftreten. Diese Ableitungen können nicht durch Informatio-
nen an nur einem Punkt gebildet werden.
Erste Ansätze zur Berücksichtigung eines dominanten Quellterms in Differen-
zenverfahren werden in der klassischen Arbeit von ROE (1981a) vorgestellt. In
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der Arbeit wird gezeigt, dass die Diskretisierung des Quellterms upwind erfolgen
soll.
Upwind-Verfahren: BERMUDEZ & VAZQUEZ (1994) konnten das von Roe vorge-
schlagenen Konzept zur Upwind-Diskretisierung des Quellterms auf die Saint-
Venant-Gleichungen anwenden. Für ein Rechteckgerinne mit konstanter Breite
und veränderlicher Sohlhöhe konnten sie zeigen, dass die upwindDiskretisierung
eine Verbesserung gegenüber den bekannten Diskretisierungen darstellt. Die Dis-
kretisierung des Quellterms für den allgemeinen Fall eines Gerinnes mit varia-
bler Breite und variabler Sohlhöhe wird von GARCIA-NAVARRO & VAZQUEZ-
CENDON (1998) für das explizite Verfahren von Roe angegeben.
Dazu wird der Quelltermvektor durch eine Linearkombination der Eigenvekto-
ren ausgedrückt:
S∆x = K˜Π˜, (2.142)
wobei K˜ die Matrix der Eigenvektoren und Π˜= (p˜i1, p˜i2)T der Koeffizientenvektor
ist. Aufgrund der ersten Gleichung aus 2.142 gilt, wenn keine seitlichen Zu- bzw.
Abflüsse berücksichtigt werden,
p˜i1 = −p˜i2 := p˜i . (2.143)
Benutzt man die diagonalisierte Matrix der Erhaltungsgleichung Λ˜= K˜−1 J˜K˜ und
definiert zwei Matrizen, die jeweils nur die positiven oder negativen Eigenwerte
enthalten
Λ˜± = 1
2
(
Λ˜± |Λ˜|) mit |Λ˜| =( |λ˜1| 0
0 |λ˜2|
)
, (2.144)
dann wird Gleichung 2.142 zu:
S∆x = K˜Λ˜Λ˜−1Π˜
= K˜Λ˜+Λ˜−1Π˜+ K˜Λ˜−Λ˜−1Π˜. (2.145)
Durch Matrixmultiplikation erhält man
S∆x =
1
2
(
H+ −H−) Π˜, (2.146)
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mit den Matrizen
H+ =
(
1+ sgn(λ˜1) 1+ sgn(λ˜2)
λ˜1
(
1+ sgn(λ˜1)
)
λ˜2
(
1+ sgn(λ˜2)
) ) (2.147)
und
H− =
(
sgn(λ˜1)− 1 sgn(λ˜2)− 1
λ˜1
(
sgn(λ˜1)− 1
)
λ˜2
(
sgn(λ˜2)− 1
) ) . (2.148)
Analog zur Bestimmung des Godunov Flussterms werden für die Zellränder
xi−1/2 und xi+1/2 Quellterme definiert, die nur dann einen Einfluss auf den Quell-
term der Zelle i haben, wenn sie in die Zelle hineinströmen. Der Quellterm wird
zu
Si∆x =
1
2
(
(H+Π˜)i−1/2 − (H−Π˜)i+1/2
)
. (2.149)
Da die Summe der Komponenten des Vektors Π gleich Null ist kann man schrei-
ben
Si∆x =
1
2
(
(p˜iQ+)i−1/2 − (p˜iQ−)i+1/2
)
(2.150)
mit den Vektoren
Q+ =
(
sgn(λ˜1)− sgn(λ˜2)
λ˜1
(
1+ sgn(λ˜1)
)− λ˜2 (1+ sgn(λ˜2))
)
(2.151)
und
Q− =
(
sgn(λ˜1)− sgn(λ˜2)
λ˜1
(
sgn(λ˜1)− 1
)− λ˜2 (sgn(λ˜2)− 1)
)
. (2.152)
Setzt man diesen Quellterm in Gleichung 2.141 ein, so erhält man ein Upwind
Verfahren mit Berücksichtigung der Quellterme
Un+1i =U
n
i +
∆t
∆x
[
Fi−1/2 − Fi+1/2
]
+
1
2
∆t
∆x
(
(p˜iQ+)i−1/2 − (p˜iQ−)i+1/2
)
. (2.153)
2.4.7 Anfangs- und Randbedingungen
Bei dem zu lösenden mathematischen Problem handelt es sich um ein sogenann-
tes Anfangs- und Randwertproblem. Das bedeutet, dass die Lösung vom An-
fangszustand in der Berechnungsdomäne und von der zeitlichen Veränderung
am Ein- und Auslauf der Domäne abhängig ist. In der nachfolgenden Betrach-
tung wird, analog zu den Saint-Venant-Gleichungen, von zwei abhängigen Va-
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riablen des Vektors Ui ausgegangen.
Vor Beginn der Berechnung müssen an den über die Berechnungsdomäne ver-
teilten Stützstellen Anfangswerte für Ui angegeben werden. Die Werte können
zum Beispiel durch Messungen oder durch eine vorhergehende Berechnung ge-
wonnen werden. Neben den Anfangsbedingungen wird die Strömung im Inne-
ren der Berechnungsdomäne durch an den Rändern einströmende Masse und
den Impuls beeinflusst, ausgedrückt durch die Veränderung der abhängigen Va-
riablen in den Randzellen. Die sich verändernden abhängigen Variablen liegen
in der Regel als Zeitreihen vor. Nachfolgend wird auf die Implementierung der
Randbedingungen in die Methode von Godunov eingegangen.
Der Betrag der abhängigen Variablen in den Zellen wird im eindimensionalen
Fall durch die Zustände in den zwei Nachbarzellen beeinflusst. Die Zellen am
Ein- und Auslauf der Berechnungsdomäne haben jeweils nur eine Nachbarzelle.
Das bedeutet, dass der Betrag der abhängigen Variablen nur durch die Lösung
eines Riemann-Problems bestimmt werden kann und somit vom wahren Wert
abweicht. Entscheident für die Berechnung der abhängigen Größen in den Rand-
zellen ist der dort vorherrschende Strömungszustand. Die folgenden Überlegun-
gen sollen zuerst für die Zelle am Einlauf erfolgen und die Ergebnisse dann auch
auf die Zelle am Auslauf übertragen werden.
Herrscht in der Einlaufzelle schießender Abfluss, dann sind beide Eigenwerte po-
sitiv und es wird keine Information stromaufwärts transportiert. Das heißt, dass
der Betrag der abhängigen Variablen nicht durch die stromabwärts herrschende
Strömung beeinflusst wird. In diesem Fall müssen für beide abhängigen Varia-
blen U die Werte in der Randzelle vorgegeben werden. Herrscht dagegen strö-
mender Abfluss, dann treten sowohl positive als auch negative Eigenwerte auf
und es wird auch Information von unterstrom nach oberstrom transportiert. In
diesem Fall muss eine der beiden abhängigen Variablen in der Zelle vorgegeben
werden und die Andere kann berechnet werden.
Für die Zelle amAuslauf gelten die gleichen Überlegungen. Bei schießendemAb-
fluss brauchen keine Werte vorgegeben zu werden. Der Betrag der abhängigen
Variablen wird nur durch die oberstrom liegende Zelle beeinflusst. Herrscht strö-
mender Abfluss, dann muss eine der Abhängigen Variablen vorgegeben werden
und der Wert der anderen abhängigen Variablen lässt sich berechnen.
Zur Berechnung der abhängigen Variablen in den Randzellen im Fall von strö-
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menden Abfluss finden sich in der Literatur (z.B. HIRSCH, 1988, I) eine Viel-
zahl von Methoden (Methode der charakteristischen Variablen, Extrapolations-
methoden, virtuelle Zellen u.a.). Aufgrund der später noch zu implementieren-
den hochauflösenden Verfahren (Kapitel 4), bei denen die Berechnung der ab-
hängigen Variablen ui mit Hilfe von zweiNachbarzellen erfolgt, wird im Rahmen
dieser Arbeit auf das Verfahren der virtuellen Zellen zurückgegriffen.
Bei der Methode der virtuellen Zellen werden an den Randzellen der Berech-
nungsdomäne zusätzliche Zellen angefügt, um dann an den Trennflächen zwi-
schen den realen Randzellen und den virtuellen Zellen das oben bereits ange-
sprochene, fehlende, Riemann-Problem zu lösen. Die zur Lösung des Riemann-
Problems benötigten Werte Uvirtuell werden aus den Nachbarzellen kopiert. Wer-
den die Wellen am Ein- bzw. Auslauf reflektiert, dann werden die konservativen
Variablen am Einlauf zu
u(0)1 = A0 := A1 und u
(0)
2 = Q0 := −Q1 (2.154)
und am Auslauf zu
u(M+1)1 = AM+1 := AM und u
(M+1)
2 = QM+1 := −QM (2.155)
gesetzt. Werden die Wellen nicht reflektiert, d.h. die Berandung ist durchlässig,
dann ergibt sich für die Wahl der konservativen Variablen am Einlauf
u(0)1 = Ai=0 := Ai=1 und u
(0)
2 = Qi=0 := Qi=1 (2.156)
und am Auslauf analog
u(M+1)1 = Ai=M+1 =: Ai=M und u
(M+1)
2 = Qi=M+1 := Qi=M. (2.157)
Sind die virtuellen Randzellen mit Werten besetzt, können die Riemann-
Probleme RP(U0,U1) und RP(UM,UM+1) gelöst und die numerischen Flüsse F1/2
und FM+1/2 berechnet werden. Damit können die Beträge der abhängigen Va-
riablen in den Randzellen 1 und M nach der Methode von Godunov berechnet
werden.
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3 Entwicklung des mathematisch-numerischen Modells
FLUVIUS-1Di
Aufbauend auf den in Kapitel 2 vorgestellten physikalischen, mathematischen
und numerischen Grundlagen, wird in Kapitel 3 das mathematisch-numerische
Modell FLUVIUS-1Di zur eindimensionalen Berechnung von Strömungen in na-
turnahen abflussschwachen Fließgewässern vorgestellt.
Eine Literaturstelle mit der detaillierten Beschreibung der Diskretisierung der
Saint-Venant-Gleichungen nach der Methode von Godunov ist dem Autor nicht
bekannt. Die Beschreibung soll daher an dieser Stelle erfolgen. Nachdem alle
Gleichungen für das Modell aufgestellt sind, wird anhand von Beispielrechnun-
gen die Leistungsfähigkeit des Modells überprüft.
3.1 Modellerstellung
Im ersten Abschnitt werden die mathematischen Eigenschaften der Saint-Venant-
Gleichungen identifiziert. Wie in Kapitel 2.4.3 gezeigt wird, können neben den
stetigen Bereichen die diskontinuierlichen Bereiche der Lösung nur berechnet
werden, wenn ein konservatives numerisches Verfahren eingesetzt wird. Die Lö-
sung der Saint-Venant-Gleichungen erfolgt daher mit Hilfe der Methode von Go-
dunov. DieMethode von Godunov benötigt für die Bestimmung der Lösung zum
Zeitpunkt tn+1 den numerischen Fluss F±i+1/2. Dieser wird mit Hilfe des von Roe
entwickelten Verfahrens zur Lösung von Riemann-Problemen ermittelt.
Eine besondereHerausforderung bei der Erstellung desmathematisch-numerischen
Modells ist die richtige Implementierung des Quellterms der Saint-Venant-Glei-
chungen. In Abschnitt 3.1.4 wird die korrekte Diskretisierung vorgestellt.
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3.1.1 Jakobi-Matrix, Eigenwerte und Eigenvektoren der Saint-Venant-Gleichungen
Zur Formulierung der Saint-Venant-Gleichungen in Vektornotationwird der Vek-
tor der abhängigen Variablen
U(x, t) =
(
A
Q
)
, (3.1)
der Flussvektor
F(U) =
(
Q
Q2
A + gI1
)
(3.2)
und der Vektor des Quellterms
S(U) =
(
0
gA(S0 − S f ) + gI2
)
(3.3)
benötigt. Die Saint-Venant-Gleichungen lauten dann
∂U
∂t +
∂F(U)
∂x = S(U). (3.4)
Die Jakobi-Matrix ist definiert als
J=
∂F
∂U =
(
0 1
g ∂I1∂A − Q
2
A2 2
Q
A
)
=
(
0 1
gh− v2 2v
)
. (3.5)
Mit der Wellengeschwindigkeit c =
√
gh erhält die Jacobi-Matrix die Form
J=
(
0 1
c2 − v2 2v
)
(3.6)
Die Eigenwerte und Eigenvektoren dieser Matrix sind gegeben durch
λ1 = v− c, K1 =
(
1
v− c
)
, (3.7)
λ2 = v+ c, K2 =
(
1
v+ c
)
. (3.8)
Die Eigenwerte sind alle reell und diskret.
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3.1.2 Methode von Godunov für die Saint-Venant-Gleichungen
Der Vektor der abhängigen Variablen Un+1i kann nach Kapitel 2.4.3 mit der Me-
thode von Godunov bestimmt werden zu
Un+1i =U
n
i +
∆t
∆x
[
Fi−1/2 − Fi+1/2
]
. (3.9)
Die numerischen Flüsse an den Trennflächen können mit der folgenden Vor-
schrift ermittelt werden:
(I) F−i+1/2 = Fi +
∑
λ− λ jγ jK
( j),
(I I) F+i+1/2 = Fi+1 −
∑
λ+ λ jγ jK
( j).
(3.10)
Der Vorteil dieser Berechnungsvorschrift ist, dass bei der Aktualisierung der ab-
hängigen Variablen die physikalischen Flüsse
Fi =
(
Qi
Q2i
Ai
+ gI1i
)
(3.11)
nicht berechnet werden müssen, da sie sich gegenseitig aufheben. Die Aktualisie-
rungsvorschrift lautet:
Un+1i = U
n
i +
∆t
∆x
[
F+i−1/2 − F−i+1/2
]
= Uni −
∆t
∆x
[
(
∑
λ+
λ jγ jK( j))i−1/2 + (
∑
λ−
λ jγ jK( j))i+1/2
]
. (3.12)
Im Hinblick auf eine spätere Implementierung von Verfahren höherer Ordnung
(siehe Kapitel 4) wird die zentrale Berechnung der Flüsse vorgestellt.
Der zentrale numerische Fluss ist durch
Fi+1/2 =
1
2
(Fi + Fi+1)− 12
m∑
i=1
|λ j|γ jK( j) (3.13)
gegeben. Wie in Kapitel 2.4.5 gezeigt wird, ist der Riemannlöser von Roe entro-
pieverletzend. Gleichung 3.13 muss daher erweitert werden. Für den Fall, dass
eine Verdünnungswelle über der lokalen x(0)-Achse vorhanden ist, wird der nu-
merische Fluss entsprechend der Harten-Hyman-Entropiebedingung korrigiert
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(siehe Kapitel 2.4.5). Besitzt die Charakteristik mit der Geschwindigkeit λ1 einen
kritischen Verdünnungsfächer, dann muss der numerische Fluss, der vom lin-
ken physikalischen Fluss ausgeht, den Sprung in den Verdünnungsfächer hinein
berücksichtigen. Das richtige Ergebnis für den numerischen Fluss Fi+1/2 lautet
dann (Kap. 2.4.5)
Fi+1/2 = Fi + λ¯1α1K
(1). (3.14)
Betrachtet man den rechten physikalischen Fluss, dannmüssen zwei Sprünge des
Flusses berücksichtigt werden; zum einen der Sprung über λ2, und zum anderen
der Sprung in den Verdünnungsfächer hinein. Für die Größe λ1 muss dann eine
ähnliche Betrachtung herangezogen werdenwie in Kapitel 2.4.5 für den Fall, dass
λ2 einen kritischen Verdünnungsfächer bildet. Der Sprung von der rechten Seite
in den Verdünnungsfächer hinein lautet für die Charakteristik der ersten Familie
(analog zur Gl. 2.139):
¯¯λ1 = (λR1 )
+ λ1 − (λL1 )−
(λR1 )+ − (λL1 )−
. (3.15)
Mit Hilfe dieser neuen Geschwindigkeit kann der von rechts ausgehende nume-
rische Fluss bestimmt werden zu
Fi+1/2 = Fi+1 − λ2α2K(2) − ¯¯λ1α1K(1). (3.16)
Analog kann der von links ausgehende Fluss so aufgestellt werden, dass er eben-
falls den Sprung in einen Verdünnungsfächer der zweiten Charakteristikenfami-
lie beinhaltet. Der die Entropiebedingung erfüllende zentrale numerische Fluss
ist dann durch
Fi+1/2 =
1
2
[Fi + Fi+1] +
1
2
[
(λ¯1 − ¯¯λ1)α1K(1) − (λ¯2 − ¯¯λ2)α2K(2)
]
(3.17)
gegeben. Die zweifach überstrichenen Größen berücksichtigen, dass im Falle ei-
nes Verdünnungsfächers links und rechts der x(0)-Achse Flussdifferenzen ∆F
auftauchen. Die abhängigen Größen können nun in jeder Zelle durch
Un+1i = U
n
i +
∆t
2∆x [Fi−1 − Fi+1
−(∑ |λ j|γ jK( j))i−1/2 + (∑ |λ j|γ jK( j))i+1/2 ] (3.18)
aktualisiert werden.
Die mit Gleichung 3.12 und Gleichung 3.18 ermittelten Lösungen sind nicht äqui-
Entwicklung des mathematisch-numerischen Modells FLUVIUS-1Di 69
valent. Wie BERLIT (2000) zeigen konnte, tritt beim zentralen Verfahren ein Fehler
auf. Dieser rührt daher, dass beim zentralen Verfahren im Gegensatz zum Ver-
fahren nach Gleichung 3.12 der physikalische Fluss Fi nicht aus der Gleichung
herausfällt, sondern mit dem für ein rechteckiges Gerinne abgeleiteten Integral
für die Druckräfte in Fließrichtung
I1 =
h(x)∫
0
[h(x)− η]b(x,η)dη = A
2
2b
=
Ah
2
(3.19)
berechnet werden muss. Dieser Fehler kann durch einen Korrekturterm behoben
werden.
Setzt man Gleichung 3.12 und Gleichung 3.18 gleich, dann erhält man nach Um-
formen den beim zentralen Schema auf die numerischen Flüsse zu addierenden
Korrekturterm
Ci+1/2 =
(
0
1
2g (hiAi+1 − hi+1Ai)
)
. (3.20)
Mit Hilfe dieses Korrekturterms ist es möglich, den durch die Näherung verur-
sachten Fehler zu kompensieren. Die modifizierte Aktualisierungsvorschrift für
das zentrale Schema ergibt sich zu
Un+1i = U
n
i +
∆t
2∆x [ Fi−1 − Fi+1 − Ci−1/2 − Ci+1/2
−(∑ |λ j|γ jK( j))i−1/2 + (∑ |λ j|γ jK( j))i+1/2 ] . (3.21)
3.1.3 Riemannlöser von Roe für die Saint-Venant-Gleichungen
In Abschnitt 3.1.2 wird die Aktualisierungsvorschriften zur Berechnung der ab-
hängigen Größen Un+1i aufgestellt. Für die Berechnung werden die Eigenwerte
λi und die Wellenstärke γi benötigt. Wie in Kapitel 2.4.4 gezeigt wird, können
diese mit Hilfe des Riemann-Lösers nach Roe ermittelt werden. Die Ergebnisse
aus Kapitel 2.4.4 sollen in diesem Abschnitt auf die Saint-Venant-Gleichungen
übertragen werden.
Der Parametervektor Q ergibt sich zu
Q =
(
q1
q2
)
=
U√
A
=
( √
A√
Av
)
, (3.22)
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woraus sich der gemittelte Parametervektor Q˜ zu
Q˜ =
1
2
( √
AR +
√
AL√
ARvR +
√
ALvL
)
(3.23)
ergibt. Die Bestimmungsgleichungen für die Matrizen B˜ und C˜ lauten:
∆U =
(
AR − AL
(vA)R − (vA)L
)
= B˜
( √
AR −
√
AL√
ARvR −
√
ALvL
)
(3.24)
und
∆F =
 (vA)R − (vA)L
(v2A)R − (v2A)L + g
(
A2
2b
)
R
− g
(
A2
2b
)
L
 (3.25)
= C˜
( √
AR −
√
AL√
ARvR −
√
ALvL
)
. (3.26)
Die Matrizen B˜ und C˜ können daraus bestimmt werden zu
B˜=
(
2q˜1 0
q˜2 q˜1
)
(3.27)
und
C˜=
(
q˜2 q˜1
2c˜2q˜1 2q˜2
)
(3.28)
mit der gemittelten Wellengeschwindigkeit
c˜2 =
1
2
g (hR + hL) . (3.29)
Die linearisierte Jacobi Matrix lautet dann
J˜ = C˜B˜−1 (3.30)
=
(
q˜2 q˜1
2c˜2q˜1 2q˜2
)(
1/ (2q˜1) 0
−q˜2/
(
2q˜21
)
1/q˜1
)
(3.31)
=
(
0 1
c˜2 − q˜22/q˜21 2q˜2/q˜1
)
. (3.32)
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Führt man die gemittelte Geschwindigkeit
v˜ =
q˜2
q˜1
=
(
√
Av)L + (
√
Av)R√
AL +
√
AR
(3.33)
nach Roe ein, dann ergibt sich für die Jacobi-Matrix
J˜=
(
0 1
c˜2 − v˜2 2v˜
)
. (3.34)
Die Eigenwerte λ˜1,2 und Eigenvektoren K˜1,2 der Jakobi-Matrix lauten
λ˜1 = v˜− c˜, K˜1 =
(
1
v˜− c˜
)
(3.35)
und
λ˜2 = v˜+ c˜, K˜2 =
(
1
v˜+ c˜
)
. (3.36)
Es kann gezeigt werden, dass die Eigenwerte reell und die Eigenvektoren linear
unabhängig sind, womit die Bedingung 2.113 erfüllt ist. Die Wellenstärke γ˜i ist
über folgende Gleichung definiert:
∆U =
2∑
i=1
γ˜iK˜
(i). (3.37)
Mit den Abkürzungen ∆v1 = AR − AL und ∆v2 = (vA)R − (vA)L ergeben sich
die Wellenstärken γ˜1,2 zu
γ˜1 =
∆v1 (v˜+ c˜)− ∆v2
2c˜
, (3.38)
und
γ˜2 =
−∆v1 (v˜− c˜) + ∆v2
2c˜
. (3.39)
3.1.4 Diskretisierung des Quellterms der Saint-Venant-Gleichungen
In Kapitel 3.1.3 werden die Riemann-Probleme mit Hilfe einer lokal linearisierten
Jacobi-Matrix gelöst. Für den Fall, dass die Breite entlang der Berechnungsdomä-
72 Kapitel 3
ne nicht konstant ist (b = b(x)), ist die Sprungbedingung
∆F = JU (3.40)
nicht erfüllt. Für die linke Seite von Gleichung 3.40 erhält man mit Gleichung
3.2
∆F =
(
∆Q
2QA∆Q− Q
2
A2∆A+ g∆I1
)
(3.41)
und für die rechte Seite mit Gleichung 3.1 und Gleichung 3.5
J∆U =
(
∆Q(
−Q2A2 + g ∂I1∂A
)
∆A+ 2QA∆Q
)
. (3.42)
Das in Gleichung 3.41 auftretende Integral I1 hängt von der durchflossenen Flä-
che A und von der Breite b ab, so dass
∆I1 =
∂I1
∂A∆A+
∂I1
∂b ∆b. (3.43)
In Gleichung 3.42 fehlt der Term ∂I1∂b ∆b. Fügt man diesen Term dem Quellterm-
vektor hinzu, dann erhält man die allgemeine Form des Quelltermvektors für
Gerinne mit in Fließrichtung veränderlicher Breite
S =
(
0
gA(S0 − S f ) + gI2 − g ∂I1∂b bx
)
. (3.44)
Für Gerinne mit rechteckigen Querschnitt vereinfachen sich die Integrale I1 und
I2 zu
I1 =
A2
2b
und I2 =
A2
2b2
bx. (3.45)
Der Quelltermvektor für ein Gerinne mit rechteckigem Querschnitt und über die
Fließstrecke veränderlicher Breite ergibt sich damit zu
SRechteck =
(
0
gA(S0 − S f ) + gA2b2 bx
)
. (3.46)
Mit dem von GARCIA-NAVARRO & VAZQUEZ-CENDON (1998) entwickelten und
in Kapitel 2.4.6 beschrieben Upwind-Schema lässt sich der Quellterm wie folgt
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diskretisieren:
Si∆x =
1
2
(
(p˜iQ+)i−1/2 − (p˜iQ−)i+1/2
)
. (3.47)
Die Vektoren Q+ und Q− entsprechen denen der Gleichung 2.151 und Gleichung
2.152. Die Ausgangsgleichung zur Bestimmung des Faktors p˜i lautete
S∆x = K˜Π˜, (3.48)
mit den über ein finites Volumen gemittelten Werten für A, b und S f bestimmt
sich p˜i zu
p˜i =
g
2c˜
(
−A˜∆z− A˜∆xS˜ f + A˜
2
b˜2
∆b
)
. (3.49)
3.1.5 Ausstattungsmerkmale des Programms FLUVIUS-1Di
Die Entwicklung des Programms FLUVIUS-1Di erfolgt für die Berechnung von
instationären Abflüssen in abflussschwachen naturnahen Fließgewässern. Damit
es für die in der Ingenieurspraxis anfallenden Aufgaben eingesetzt werden kann,
sind neben der Berechnung von instationären Abflüssen unter Berücksichtigung
einer variablen Gerinnegeometrie noch weitere Anforderungen zu erfüllen.
Für jede Stützstelle auf dem numerischen Gitter wird am Anfang der Berech-
nung ein Wert für die abhängigen Variablen Durchfluss Q und durchflossene
Fläche A benötigt. Werte für die durchflossene Fläche liegen in den seltensten
Fällen vor. Sie werden daher aus der Wasserspiegellage und den Geometrieda-
ten ermittelt. Neben den Möglichkeiten, den Wasserspiegel zu messen, zu schät-
zen oder Werte einer vorhergehenden stationären bzw. instationären Berechnung
in das Programm einzulesen, kann eine Anfangsbedingung im Programm auch
durch Lösen der Arbeitsgleichung (stationär-ungleichförmig) bestimmt werden.
Die Randbedingungen müssen in Form von Zeitreihen vorliegen, um im Pro-
gramm berücksichtigt werden zu können.
Die in naturnahen Gewässern in Fließrichtung auftretende Energiedissipation
kann für die Sohlrauheit und für eventuell vorhandenen Bewuchs durch un-
terschiedliche Ansätze abgeschätzt werden. Eine einfache Berechnung erfolgt
über die Fliessformel von Darcy und Weisbach. Darüber hinaus ist der in DVWK
(1991) empfohlene Ansatz von Lindner und Pasche zur Abschätzung der Energie-
dissipation infolge Bewuchs und Trennflächenrauheit im Programm implemen-
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tiert. Zusätzlich ist in das Programm ein Algorithmus zur Berücksichtigung einer
trockenfallenden Sohle implementiert.
Die Berechnung des Einflusses von Brücken und Wehren auf die Strömung er-
folgt dynamisch und setzt nur eine entsprechende räumliche Diskretisierung der
Bauwerke voraus. Verrohrungen werden durch spezielle Parameter im Geome-
triedatensatz kenntlich gemacht und durch die Erweiterung des Modells um die
Methode von Preissmann (Preissmann-Slot) berechenbar.
UmRechenzeit zu sparen, wird amAnfang jeder Berechnung aus den Geometrie-
daten für jedes Querprofil die Funktionen A = A(h) und b = b(h) als angenäher-
te, bereichsweise konstante Funktionen in Abhängigkeit der Wasserspiegelhöhe
h ermittelt und in einer Liste abgelegt. Anhand dieser Liste kann aus den vor-
gegebenen Wasserspiegellagen die Fläche A sowohl am Anfang, als auch wäh-
rend der Berechnung auf effiziente Art und Weise bestimmt werden. Der Fehler,
der durch die Annahme einer bereichsweise konstanten Funktion gemacht wird,
kann durch beliebiges Verkleinern des Inkrements ∆hminimiert werden.
Um demAnwender die Arbeit mit dem Programm zu erleichtern, verfügt es über
eine grafische Benutzeroberfläche (GUI) für das Betriebssystem MS Windows. In
Abbildung 3.1a) ist die GUI zum Zeitpunkt einer laufenden Berechnung abge-
bildet. Durch die Möglichkeit, die Ergebnisse parallel zur laufenden Berechnung
überprüfen zu können, wird die Kontrolle der Berechnung erheblich vereinfacht.
Die Ausgabe der Berechnungsergebnisse erfolgt für die vomBenutzer zuwählen-
den Zeitschritte. Über die GUI können die zur Steuerung des Programms benö-
tigten Parameter komfortabel eingegeben und editiert werden. Abbildung 3.1b)
zeigt die Dialogbox zur Steuerung der Berechnung. Zusätzlich können die Ergeb-
nisse in unterschiedlichen Formaten in Datensätzen ausgegeben werden.
Neben dem Programm zur Berechnung der Strömung sind in das Programm
noch ein Querprofileditor sowie eine physikalische Netzverfeinerung integriert.
Die physikalische Netzverfeinerung ermöglicht es, den Datensatz für die Geo-
metrie in bis zu fünf unterschiedlichen Bereichen mit verschiedenen räumlichen
Auflösungen durch lineare Interpolation zwischen den Querprofilen zu verfei-
nern.
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Abb. 3.1: Benutzeroberäche des Programms FLUVIUS-1Di. Abbildung a): Die Berechnungsergebnisse werden parallel
zur Berechnung direkt auf der Benutzeroberäche ausgegeben. Abbildung b): Dialogbox zur Steuerung der
Berechnung.
3.2 Numerische Untersuchung des gewählten konservativen Verfahrens und
Ermittlung des Diskretisierungsfehlers
Nach der Vorstellung des numerischen Modells zur Berechnung der Saint-
Venant-Gleichungen für geometrisch heterogene naturnahe Gerinne mit stark
instationärem Abfluss, steht in den folgenden Abschnitten die Anwendung des
Modells im Vordergrund.
Jede numerische Lösung ist fehlerbehaftet. Beim Einsatz des numerischen Verfah-
rens ist es daher wichtig, die Größe des zu erwartenden Fehlers zu kennen, um
abschätzen zu können, ob er für das zu untersuchende Problem in akzeptablen
Grenzen liegt. In den nachfolgenden Abschnitten soll das numerische Modell in
Hinblick auf die numerischen Eigenschaften Stabilität, Konvergenz, Konservati-
vität und Genauigkeit untersucht werden.
Die in Kapitel 3.1 durchgeführte Diskretisierung der Saint-Venant-Gleichungen
wird mit kleiner werdendem Netzabstand (∆xi → 0) wieder exakt auf die Saint-
Venant-Gleichungen führen. Eine dabei auftretende Differenz zwischen der Aus-
gangsgleichung und der diskretisierten Gleichung wird Abbruchfehler genannt.
Eine numerische Methode wird als konsistent bezeichnet, wenn der Abbruchfeh-
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ler mit kleiner werdendem Netzabstand (∆xi → 0 oder ∆ti → 0) Null wird. Der
Abbruchfehler ist gewöhnlich proportional zur Potenz des Netzabstandes ∆xi
oder zur Zeitschrittweite ∆t. Ist der wichtigste Term der Gleichung proportional
zu (∆xi)n oder (∆ti)n, dann ist die Approximation von n-ter Ordnung. Anzumer-
ken ist, dass die diskretisierte Gleichung auch beim Vorhandensein von konsi-
stenten Approximationen bei kleiner werdenden Netzabständen nicht immer die
exakte Lösung der Differentialgleichung liefert. Voraussetzung für Konsistenz ist,
dass die Methode stabil ist.
Für einfache lineare Probleme kann mathematisch gezeigt werden, dass eine sta-
bile und konsistente numerischeMethode auch gegen die exakte Lösung der par-
tiellen Differentialgleichung konvergiert (Methode von von Neumann). Die Kon-
vergenzrate entspricht meistens der Ordnung des wichtigsten Abbruchfehlers.
Für nichtlineare Probleme, die stark durch die Randbedingungen beeinflusst wer-
den, ist es schwer, die Stabilität und die Konvergenz des numerischen Verfahrens
mathematisch zu überprüfen. Um dennoch Aussagen treffen zu können, wer-
den numerische Experimente durchgeführt. Dazu wird ein Strömungsproblem
mit dem numerischen Verfahren berechnet, wobei die Anzahl der Stützstellen
des numerischen Netzes sukzessiv vergrößert wird (∆x→ 0, ∆t→ 0). Bleibt das
Verfahren dabei stabil und sind alle imDiskretisierungsprozess verwendeten Ap-
proximationen konsistent, dann konvergiert die Lösung des numerischen Verfah-
rens zu einer netzunabhängigen Lösung. Für entsprechend dichte Netze wird die
Konvergenzrate durch die Ordnung des Abbruchfehlers bestimmt. Damit kann
der Fehler der numerischen Lösung bestimmt werden.
Die numerischen Experimente werden für sechs Testbeispiele (T1 − T6) durch-
geführt. Die Auswahl der Beispiele richtet sich nach der Bedeutung des jeweili-
gen Strömungsproblems für die Praxis sowie nach der Verfügbarkeit einer ana-
lytischen Lösung der Saint-Venant-Gleichungen für den Durchfluss Q und den
Wasserspiegel h des jeweiligen Strömungsproblems. In Abbildung 3.2 sind die
Testbeispiele mit ihren hydraulischen Eigenschaften aufgeführt.
In den folgenden Abschnitten werden zuerst die Beispiele einzeln vorgestellt.
Dabei wird auf das jeweilige Stömungsproblem eingegangen und die analyti-
sche Lösung mit der numerischen Lösung verglichen. Daran anschließend wird
für jedes Stömungsproblem der Fehler des numerischen Modells bestimmt und
Aussagen über die zu erzielende Genauigkeit gemacht.
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Abb. 3.2: Qualitative Darstellung und Übersicht über die hydraulischen Eigenschaften der Testbeispiele T1 − T6.
3.2.1 Rechteckgerinne (T1)
Das am einfachsten zu berechnende Testbeispiel stellt das in Abbildung 3.3 dar-
gestellte Rechteckgerinne dar. Das Gerinne ist 100, 0 Meter lang und vier Me-
ter breit. Die Sohlneigung beträgt S0 = 0, 001. Für die Bestimmung des Rei-
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bungsgefälles S f wird eine äquivalente Sandrauheit von kS = 0, 005 Meter ange-
setzt. Der Durchfluss beträgt konstant Q = 1, 0 m3/s. Eine ausführliche Darstel-
lung findet sich in Anhang C.1. Im Gerinne stellt sich ein strömender, stationär-
gleichförmiger Abfluss ein. Mit der empirischen Berechnungsformel von Darcy
undWeisbach lässt sich eine konstante Fließtiefe von h= 0, 305 Meter im Gerinne
ermitteln.
In Abbildung 3.3 ist neben der Lösung der numerischen Berechnung die ana-
lytische Lösung dargestellt. Qualitativ ist keine Differenz zwischen den Lösun-
gen auszumachen. Quantitativ beträgt die Differenz zwischen analytischem und
berechnetem Durchfluss ∆Q = 0, 000m3/s und zwischen analytischem und be-
rechnetem Wasserspiegel ∆h = 0, 001 Meter. Sowohl der Durchfluss als auch der
Wasserspiegel werden vom numerischen Modell mit hoher Genauigkeit berech-
net.
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Abb. 3.3: Vergleich der analytischen Lösung mit der berechneten Lösung für Durchuss und Wasserspiegel für das
Testbeispiel Rechteckgerinne (T1).
3.2.2 Becken (T2)
Zur Überprüfung der in Kapitel 3.1.2 vorgestellten und durch Gleichung (3.21)
in das mathematisch-numerische Modell integrierten erweiterten Flusstermbe-
rechnung werden für das nachfolgend beschriebene Testproblem Berechnungen
mit und ohne erweiterter Flusstermberechnung durchgeführt und miteinander
verglichen.
Für ein 1000, 0m langes, trapezförmiges Becken mit horizontaler Sohle und einer
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Sohlrauheit von kS = 0, 005m wird der sich einstellende Durchfluss und Wasser-
spiegel berechnet. Bei Stationierung x = 500, 0m befindet sich eine 0, 20m hohe
Stufe. Bei dem Becken handelt es sich um ein stehendes Gewässer. Damit ist der
Durchfluss durch das Becken Null und der auf eine Höhe von h = 2, 0 m an-
gesetzte Wasserspiegel spiegelt sich parallel zur Sohle ein. Weitere Einzelheiten
über die Geometrie und die Rand- und Anfangsbedingungen sind in Anhang C.2
beschrieben.
In Abbildung 3.4 a) ist die Berechnung ohne erweiterte Flusstermberechnung dar-
gestellt. Sowohl die Lösung für den Durchfluss Q als auch für den Wasserspiegel
H im Bereich der Stufe weisen unphysikalische Sprünge auf. Abbildung 3.4 b)
zeigt die mit erweiterter Flusstermberechnung berechnete Lösung für den Durch-
fluss und den Wasserspiegel. Die Abbildung zeigt ein hypothesenkonformes Er-
gebnis; sowohl der berechnete Durchfluss als auch der Wasserspiegel sind über
den Lösungsraum konstant. Anhand dieses Beispiels wird gezeigt, dass nur die
exakte Implementierung des Quellterms zu einem konservativen numerischen
Verfahren führt.
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Abb. 3.4: Ergebnis der Berechnung für Testbeispiel Becken mit Stufe (T2). a) Ohne Berücksichtigung des Korrektur-
usses. b) mit Berücksichtigung des Korrekturusses.
3.2.3 Kaskade (T3)
Sowohl für den stationär-gleichförmigen Fall (Rechteckgerinne, T1) als auch
für den stationären Fall mit Quelltermeinfluss (Becken, T2) berechnet das
mathematisch-numerische Modell die abhängigen Variablen Durchfluss Q und
Wasserstand Hmit einer hohen Genauigkeit. Der beim Testbeispiel Becken in Ab-
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schnitt 3.2.2 auftretende singuläre Einfluss des Quellterms wird im nachfolgen-
den Beispiel auf einen kontinuierlichen Bereich ausgedehnt. Dazu wird für eine
von MACDONALD et al. (1997) vorgestellte Geometrie der Wasserspiegel und der
Durchfluss berechnet und mit der für diese Geometrie vorliegenden analytischen
Lösungen verglichen.
Das Gerinne mit trapezförmigem Querschnitt hat eine Länge von L = 5000m
, eine Breite von b = 10m, eine Rauheit von kSt = 0, 2252 m1/3/s und ist ge-
prägt durch einen kaskadenartigen Verlauf der Sohle (Abbildung 3.5a)). Die ge-
naue mathematische Beschreibung des Verlaufs der Sohle und des sich einstel-
lenden Wasserspiegels sind in Anhang C.3 aufgeführt. Durch den Vergleich des
sich aufgrund des Sohlverlaufs einstellenden Wasserspiegels und Durchflusses
mit der analytischen Lösung werden Aussagen über die Güte des Modells bei
stationär-ungleichförmigen Abfluss unter dem Einfluss der Quellterme S f und
S0 gemacht.
Abbildung 3.5a) zeigt über die gesamte Länge des Gerinnes für drei unterschied-
liche räumliche Diskretisierungen das Berechnungsergebnis für den Durchfluss
und den Wasserspiegel im Vergleich zur analytischen Lösung nach MacDonald
et.al. In Abbildung 3.5b) ist das Berechnungsergebnis für drei unterschiedliche
räumliche Diskretisierungen für die Fließtiefe und den Durchfluss im Vergleich
zur analytischen Lösung im Bereich von Stationierung 2+000 km bis 3+000 kmdar-
gestellt. Man erkennt, dass sich die berechnete Lösung mit einer zunehmenden
Anzahl an Stützstellen der analytischen Lösung nähert. Die bei der Berechnung
im Mittel auftretenden Abweichungen von der analytischen Lösung ∆Q und ∆h
sind in Tabelle 3.1 zusammengestellt.
Der Durchfluss wird bei allen untersuchten Diskretisierungen richtig berechnet.
Beim Wasserspiegel verringert sich die mittlere Abweichung mit zunehmender
Anzahl an Stützstellen. Die für den berechneten Wasserspiegel über den gesam-
ten Lösungsraum auftretende Abweichung von der analytischen Lösung beträgt
für die größte Anzahl an Stützstellen 1, 4%. Der Fehler ist auf die im Laufe der
Berechnung gemachten Rundungsfehler zurückzuführen.
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Abb. 3.5: Ergebnis der Berechnung des Testbeispiels Kaskade (T3)(MacDonald et al., 1997). a) Wasserspiegel und
Durchuss von Kilometer 0+000 bis 5+000. b) Flieÿtiefe von Kilometer 2+000 bis 3+000.
Tab. 3.1: Die im Mittel auftretenden Abweichungen ∆Q und ∆h der Berechnungsergebnisse von der analytischen
Lösung für Testbeispiel Kaskade (T3) für drei unterschiedliche Diskretisierungen. Der Abstand der Querprole
ist durch ∆x gegeben. Die sich daraus ergebende Anzahl an Stützstellen wird mit n bezeichnet.
∆x n ∆Q ∆h
m - m3/s m
∆x = 100, 0m 51 0, 0 0, 0130
∆x = 25, 0m 201 0, 0 0, 0090
∆x = 2, 5m 2001 0, 0 0, 0080
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3.2.4 Wechselsprung mit konstanter Gerinnebreite (T4)
Die vorhergehendenAbschnitten zeigen, dass dasModell FLUVIUS-1Di stationär-
ungleichförmigen Abfluss in veränderlichen Geometrien mit großer Genauigkeit
berechnen kann. Nachfolgend wird die Problematik um im Gewässer auftreten-
de Fließwechsel erweitert. Die analytische Lösung für ein solches Problem liefert
MACDONALD (1996).
Das zu untersuchende trapezförmige Gerinne hat eine Länge von 1, 0 km, der
Durchfluss beträgt konstant Q = 20m3/s. Am Einlauf liegt strömender Abfluss
vor. Bei in Fließrichtung zunehmender Sohlneigung erfolgt der Übergang vom
strömenden zum schießenden Abfluss bei Stationierung 0+700 km. Die Neigung
der Sohle wird bei Stationierung 0+400 km wieder flacher, wodurch es an dieser
Stelle zur Ausbildung einesWechselsprungs kommt. Die analytischen Lösung für
den Verlauf der Sohle, des Durchflusses und desWasserspiegels ist in Anhang C.4
dargestellt.
Die Ergebnisse der Berechnung für den Durchfluss und den Wasserspiegel sind
in Abbildungen 3.6 für drei unterschiedliche räumliche Diskretisierungen über
den gesamten Betrachtungsraum dargestellt. Zum Vergleich ist die analytische
Lösung nach MacDonald et. al. mit angegeben. Eine qualitative Betrachtung lässt
den Schluss zu, dass die Differenz zwischen berechneter- und analytischer Lö-
sung gering ist.
In Abbildung 3.6b) und c) sind die Ergebnisse der Berechnung für den Durchfluss
und den Wasserspiegel sowie die analytische Lösung für die drei unterschiedli-
chen Diskretisierungen im Bereich des Wechselsprungs (Stationierung 0+450 km
bis 0+350 km) dargestellt. Der berechnete Durchfluss weicht, nach anfänglich gu-
ter Übereinstimmung, im Bereich des Wechselsprungs von der analytischen Lö-
sung ab. Im Unterwasser des Wechselsprungs entsprechen die Berechnungser-
gebnisse wieder der analytischen Lösung. Sowohl die Amplitude als auch die
räumliche Ausdehnung des Anstiegs im berechneten Durchfluss fallen mit einer
zunehmenden Anzahl an Stützstellen geringer aus. Auch bei dem im Detail dar-
gestellten Verlauf des Wasserspiegels zeigt sich, dass mit zunehmender Anzahl
der Stützstellen der Wechselsprung schärfer abgebildet wird.
Für Durchfluss und Wasserspiegelhöhe sind in Tabelle 3.2 für die drei Diskreti-
sierungen die im Mittel auftretende Abweichung zwischen berechneter und ana-
Entwicklung des mathematisch-numerischen Modells FLUVIUS-1Di 83
lytischer Lösung ∆Q und ∆h angegeben.
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Abb. 3.6: Ergebnis der Berechnung für Testbeispiel Wechselsprung mit konstanter Gerinnebreite (T4). a) Wasserspiegel
und Durchuss über den gesamten Lösungsraum. b) Wasserspiegel für den Bereich des Wechselsprungs
(Station 0+360− 0+440 km). c) Durchuss für den Bereich des Wechselsprungs (Station 0+360− 0+440
km).
Tab. 3.2: Die im Mittel auftretenden Abweichungen ∆Q und ∆h der Berechnungsergebnisse von der analytischen
Lösung für Testbeispiel Wechselsprung mit konstanter Gerinnebreite (T4) für drei unterschiedliche Diskre-
tisierungen. Der Abstand der Querprole ist durch ∆x gegeben. Die sich daraus ergebende Anzahl an
Stützstellen wird mit n bezeichnet.
∆x n ∆Q ∆h
m - m3/s m
∆x = 10, 0m 101 0, 64 0, 0040
∆x = 5, 0m 201 0, 53 0, 0037
∆x = 0, 5m 2001 0, 26 0, 0008
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3.2.5 Wechselsprung mit variabler Gerinnebreite (T5)
Um den Einfluss einer veränderlichen Breite, und damit auch den Einfluss des
Quellterms, auf die Berechnungsergebnisse für einen sich ausbildenden Wech-
selsprung zu untersuchen, wird die von MACDONALD (1996) vorgestellte ana-
lytische Lösung für ein Gerinne mit variabler Breite und auftretendem Wechsel-
sprung mit Berechnungsergebnissen verglichen.
Das Testgerinne ist 0, 200 km lang, der Durchfluss beträgt konstant 20m3/s. Am
Einlauf herrscht schießender Abfluss. Bei Stationierung 0+080 km bildet sich bei
flacher werdender Sohlneigung ein Fließwechsel aus. Die analytische Lösung für
den Durchfluss, den Wasserstand und die Sohlneigung ist in Abbildung 3.7 dar-
gestellt. Die mathematische Beschreibung ist im Anhang C.5 angegeben.
In Abbildung 3.7a) erkennt man, dass analog zum Testbeispiel Wechselsprung
ohne Breitenänderung der Durchfluss im Bereich des Wechselsprungs von der
analytischen Lösung abweicht. In der detaillierteren Darstellung in Abbildung
3.7c) sieht man, dass, wie im vorherigen Beispiel, die Amplitude und die räum-
liche Ausdehnung des Fehlers mit einer zunehmenden Anzahl an Stützstellen
abnimmt. Der Fehler ist gegenüber dem vorhergehenden Testbeispiel aufgrund
der feineren Diskretisierung kleiner.
DerWasserspiegel zeigt im Bereich ober- und unterhalb desWechselsprungs eine
gute Übereinstimmung mit der analytischen Lösung (Abb. 3.7a)). Betrachtet man
den Bereich des Wechselprunges genauer (Abb. 3.7 b)), dann fällt auf, dass bei
der berechneten Fließtiefe der Ort des Anstiegs in Fließrichtung gesehen deutlich
vor dem der analytischen Lösung liegt. Diese auch zum vorhergehenden Beispiel
Wechselsprung mit konstanter Gerinnebreite (T4) große Diskrepanz zwischen be-
rechneter und analytisch bestimmter Fließtiefe ist durch den Einfluss des auftre-
tenden Quellterms zu erklären.
In Tabelle 3.3 ist die im Mittel auftretenden Abweichungen von der analytischen
Lösung ∆Q und ∆h für die drei dargestellten Diskretisierungen über den gesam-
ten Betrachtungsraum angegeben.
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Abb. 3.7: Ergebnis der Berechnung für Testbeispiel Wechselsprung mit variabler Gerinnebreite (T5). a) Wasserspiegel
und Durchuss über den gesamten Lösungsraum. b) Wasserspiegel für den Bereich des Wechselsprungs
(Station 0+60 − 0+100 km). c) Durchuss für den den Bereich des Wechselsprungs (Station 0+60 −
0+100 km).
Tab. 3.3: Die im Mittel auftretenden Abweichungen ∆Q und ∆h der Berechnungsergebnisse von der analytischen
Lösung für Testbeispiel Wechselsprung mit variabler Gerinnebreite (T5) für drei unterschiedliche Diskretisie-
rungen. Der Abstand der Querprole ist durch∆x gegeben. Die sich daraus ergebende Anzahl an Stützstellen
wird mit n bezeichnet.
∆x n ∆Q ∆h
m - m3/s m
∆x = 2, 0m 101 0, 40 0, 0011
∆x = 1, 0m 201 0, 37 0, 0010
∆x = 0, 1m 2001 0, 31 0, 0009
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3.2.6 Idealisierter Dammbruch (T6)
In allen bisher untersuchten Testbeispielen liegen stationäre Abflussverhältnisse
vor. Um Aussagen über die bei instationären Prozessen zu erzielende Genauig-
keit machen zu können, wird das mit dem Modell FLUVIUS-1Di berechnete Er-
gebnis für das sogenannte idealisierte Dammbruchproblem mit der von STOKER
(1957) angegebenen analytischen Lösung verglichen.
Das idealisierte Dammbruchproblem nach Stoker beschreibt das folgende Szena-
rio. Ein Gerinne von einemMeter Länge und einemMeter Breite mit horizontaler
Sohle ist zum Zeitpunkt t = 0 bei Stationierung x = 0, 5m durch eine Wand in
zwei Bereiche geteilt. Links von der Wand beträgt die Wassertiefe einen Meter,
rechts von der Wand beträgt sie einen halben Meter. Zum Zeitpunkt t > 0 wird
die Wand entfernt und das System sich selbst überlassen. Nach rechts (x> 0, 5m)
bildet sich eine Schwall- und nach links (x < 0, 5m) eine Sunkwelle aus. Werden
Reibungseinflüsse vernachlässigt, dann wird die Differentialgleichung aufgrund
des in diesem Fall zu Null werdenden Quelltermes homogen (S0 = 0, S f = 0,
∆b = 0). Der sich einstellende Verlauf des Wasserspiegels und des Durchflusses
kann dann durch die von Stoker angegebene und in Anhang C.6 dargestellte ana-
lytische Lösung beschrieben werden.
In Abbildung 3.8a) ist der berechnete Verlauf des Wasserspiegels für drei unter-
schiedliche räumliche Diskretisierungen sowie die analytische Lösung von Sto-
ker zum Zeitpunkt t= 0, 1 Sekunde dargestellt. Der dissipative Charakter des nu-
merischen Verfahrens ist deutlich zu erkennen. Die steilen Fronten der Sunk- und
Schwallwelle können erst mit einer sehr feinen räumlichen Diskretisierung abge-
bildet werden. Die zeitliche Übereinstimmung ist als sehr gut einzustufen. Der
für ebenfalls drei Diskretisierungen berechnete Durchfluss ist in Abbildung 3.8b)
der analytischen Lösung gegenübergestellt. Analog zum Wasserspiegel steigt
auch hier die zu erzielende Genauigkeit mit größer werdender Anzahl an Stütz-
stellen.
In Tabelle 3.4 ist für die verschiedenen Diskretisierungen die im Mittel auftre-
tende Abweichung zwischen berechneter und analytischer Lösung ∆Q und ∆h
angegeben. Es ist festzustellen, dass die mit dem vorgestellten Modell FLUVIUS-
1Di berechnete Lösung des idealisierten Dammbruchproblems mit einer zuneh-
menden Anzahl an Stützstellen sowohl räumlich als auch zeitlich sehr gut mit
der analytischen Lösung übereinstimmt. Aufgrund des dissipativen Charakters
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Abb. 3.8: Vergleich des berechneten Wasserspiegels (a) und des Durch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Diskretisierungen mit der analytischen Lösung nach Stoker (1957) für Testbeispiel idealisierter Dammbruch
(T6, t = 0, 1 Sekunde).
des zum Einsatz kommenden numerischen Verfahrens können die steilen Fron-
ten nicht exakt abgebildet werden.
Tab. 3.4: Die im Mittel auftretenden Abweichungen ∆Q und ∆h der Berechnungsergebnisse von der analytischen
Lösung für Testbeispiel idealisierter Dammbruch (T6) für drei unterschiedliche Diskretisierungen. Der Abstand
derQuerprole ist durch∆x gegeben. Die sich daraus ergebendeAnzahl anStützstellenwirdmitn bezeichnet.
∆x n ∆Q ∆h
m - m3/s m
∆x = 0, 05m 21 0, 760 0, 0260
∆x = 0, 01m 101 0, 200 0, 0080
∆x = 0, 001m 1001 0, 037 0, 0015
3.2.7 Bestimmung des Diskretisierungsfehlers
Der Diskretisierungsfehler entsteht durch Wahl einer Approximation für die ein-
zelnen Terme der Erhaltungsgleichung. Die Qualität der Approximation kann
durch die sogenannte Ordnung angegeben werden. Die Ordnung setzt den Ab-
bruchfehler einer Approximation in Beziehung zum Netzabstand. Ist zum Bei-
spiel der Abbruchfehler einer räumlichen Ableitung proportional zu (∆x)n, dann
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ist die Approximation von n-ter Ordnung. Die Ordnung gibt nicht die Größe des
Fehler an, sondern beschreibt wie sich der Fehler verhält wenn der Netzabstand
sich ändert. Mit abnehmendem Netzabstand wird eine Approximation höherer
Ordnung aber genauer sein als eine Approximation niedrigerer Ordnung.
Für die Testbeispiele T1 − T6 kann die Güte der Approximation, also die Ord-
nung, mit Hilfe der analytischen und der berechneten Lösungen durch die Be-
stimmung des Diskretisierungsfehler auf systematisch verfeinerten Netzen er-
mittelt werden.
Nachfolgend wird der Diskretisierungsfehler des numerischen Modells für die
Testbeispiele T3 bis T6 bestimmt. Auf die Berechnung für Testbeispiel Rechteck-
gerinne (T1) und Becken (T2) wird verzichtet, da der Fehler für beide Beispiele in
der Größenordnung von Rundungsfehlern liegt. Durch eine zusätzliche Verfeine-
rung kann dieser geringe Fehler nicht signifikant verbessert werden.
Für jedes Testbeispiel wird für verschiedene Verfeinerungen der mittlere Betrag
des Fehlers für die Fließtiefe L1(h) und für den Durchfluss L1(Q) auf logarith-
mischen Achsen aufgetragen. Entspricht die durch diese Punkte gelegte Kurve
einer Geraden, dann ist die für die Anwendung dieser Methode erforderliche
monotone Konvergenz erreicht und die Steigung der Geraden gibt die Ordnung
der Approximation an (FERZIGER & PERIC´, 1996; ROACHE, 1994). Der Betrag des
mittleren Fehlers L1(h) und L1(Q) berechnet sich wie folgt: Für den Wasserstand
L1(h) =
1
n− 1
n−1∑
i=1
|hˆ(xi)− hi| (3.50)
und für den Durchfluss
L1(Q) =
1
n− 1
n−1∑
i=1
|Qˆ(xi)−Qi|, (3.51)
wobei hˆ und Qˆ die Werte der analytische Lösung für den Wasserspiegel bzw.
den Durchfluss sind. Die Berechnung der Testbeispiele erfolgte auf äquidistanten
Gittern.
In Abbildung 3.9a) ist der Diskretisierungsfehler des Wasserspiegels und in Ab-
bildung 3.9b) der des Durchflusses für die Testbeispiel Kaskade (T3), Wechsel-
sprung mit konstanter Gerinnebreite (T4), Wechselsprung mit variabler Gerinne-
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Abb. 3.9: Mittlerer Fehler des berechneten a) Wasserspiegels L1(h) und b) Durchusses L1(Q) der Testbeispiele
T3 − T6.
breite (T5) und idealisierter Dammbruch (T6) über die Anzahl der Stützstellen n
dargestellt. Die Lösungsfunktion des Durchflusses und des Wasserspiegels von
Testbeispiel T3 ist über den gesamten Betrachtungsraum stetig differenzierbar.
Die Lösungsfunktionen der Testbeispiel T4, T5 und T6 sind nicht über den gesam-
ten Betrachtungsraum stetig differenzierbar. Es treten Diskontinuitäten in Form
von Wechselsprüngen und Schwall- und Sunkwellen auf.
Für den Durchfluss in Testbeipiel Kaskade (T3) zeigt sich die Konservativität des
gewählten numerischen Verfahrens. Der Fehler L1(Q) liegt in der Größenord-
nung von 1 · 10−9m3/s, die Steigung der Ausgleichsgeraden beträgt s = −0, 03.
Mit abnehmendem Netzabstand verkleinert sich der Fehler nur noch geringfü-
gig. Für den berechneten Wasserspiegel ergibt sich eine Steigung der Ausgleichs-
geraden von s = 1, 94. Das bedeutet, dass der Fehler in etwa quadratisch vom
Verfeinerungsverhältnis abhängt. Wenn die Netzabstände um eine Größenord-
nung reduziert werden, reduziert sich der Fehler um zwei Größenordnungen.
Das Verhalten der Approximationen des numerischen Verfahrens entspricht da-
mit ungefähr dem Fehlerverhalten eines Verfahrens 2.Ordnung.
Für die Wechselsprünge mit konstanter (k) und variabler (v) Gerinnebreite (T4
und T5) ergeben sich für den Durchfluss die Steigung der Ausgleichsgeraden zu
sk =−1, 32 bzw. sv =−1, 13. Für denWasserspiegel ergeben sich die Steigung der
Ausgleichsgeraden zu sk =−1, 11 bzw. sv =−1, 08. Damit entspricht die Qualität
der im numerischen Verfahren gewählten Approximation in etwa einem Verfah-
90 Kapitel 3
ren 1.Ordnung. Für das instationäre Testbeispiel idealisierter Dammbruch (T6)
entspricht das Verhalten der Approximationen des numerischen Verfahrens noch
nicht einmal dem Fehlerverhalten eines Verfahrens 1.Ordnung. Die Steigung der
Ausgleichsgeraden beträgt für den Durchfluss s = −0, 78 und für den Wasser-
spiegel s = −0, 75. Der absolute Fehler liegt bei einer entsprechenden Verfeine-
rung für den Durchfluss im Bereich von ∆Q = 1 · 10−2m3/s und für den Wasser-
spiegel im Bereich von ∆h = 1 · 10−4m.
Die Ergebnisse zeigen, dass bei Betrachtung des Fehlers L1(Q) oder L1(h) über
den gesamten Bereich nur das Testbeispiel Kaskade (T3) eine Genauigkeit von
2.Ordnung erreicht. Treten, wie in Testbeispiel T4, T5 und T6 Diskontinuitäten
auf, dann erreicht das Verfahren nur noch eine Genauigkeit von 1.Ordnung. Um
zu überprüfen, ob die Testbeispiele T4, T5 und T6 in den stetigen Bereichen der
Lösung eine höhere Ordnung als 1.Ordnung erreichen, sind die berechneten Lö-
sungen in kontinuierlichen und diskontinuierlichen Bereichen für unterschiedli-
che Verfeinerungsverhältnisse ausgewertet worden. Die Ausgleichsgeraden für
den Wasserspiegel sind in Abbildung 3.10 dargestellt.
Für Testbeispiel Kaskade (T3) liegen die Steigungen für unterschiedliche ∆x im
Bereich von s = −1, 7 bis s = −2, 64, womit das Ergebnis aus Abbildung 3.9a)
bestätigt wird. Bei Testbeispiel Wechselsprung mit konstanter Gerinnebreite (T4)
wird in Fließrichtung gesehen vor dem Wechselsprung eine Genauigkeit von
2.Ordnung erreicht (sx=600 = −2, 0). Im gesamten Bereich unterhalb des Wech-
selsprunges ist die zu erzielende Genauigkeit netzunabhängig. Die Steigung der
Ausgleichsgeraden nimmt bei Stationierung 0+400 km einen Wert von sx=0,400 =
−0, 19, bei Stationierung 0+100 km einen Wert von sx=0,100 = −0, 05 an. Dennoch
ist die Genauigkeit als hoch einzustufen. Der mittlere Fehler L1(h) bei Stationie-
rung 0+400 km liegt in der Größenordnung von 1 · 10−1m, weiter unterhalb bei
Stationierung 0+100 km verbessert er sich auf L1(h) = 1 · 10−4m.
Ein eindeutigeres Bild ergibt sich bei der Betrachtung der Ergebnisse für Test-
beispiel Wechselsprung mit variabler Gerinnebreite (T5). Wie in Abbildung 3.9c)
deutlich zu erkennen ist, erreichten die im numerischen Verfahren gewählten Ap-
proximationen in den stetigen Bereichen der Lösung die Qualität eines Verfah-
rens 2.Ordnung. Für den Wasserspiegel ergeben sich für die Steigung der Aus-
gleichsgeraden Werte im Bereich von sx=0,140 = −1, 73 bis sx=0,020 = −2, 96. Für
die Stationierung 0+020 km ist das Ergebnis netzunabhängig, der mittlere Fehler
liegt im Bereich von L1(h) = 1 · 10−5m.
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Abb. 3.10: Genauigkeit der Berechnung an unterschiedlichen Stationierungen für Testbeispiel a) Kaskade (T3), b)
Wechselsprung mit konstanter Gerinnebreite (T4), c) Wechselsprung mit variabler Gerinnebreite (T5) und
d) idealisierter Dammbruch (T6).
Die Approximationen erreichen auch beim Testbeispiel idealisierter Dammbruch
(T6) 3.9d) in den kontinuierlichen Bereichen (sx=0,4m = −1, 57, sx=0,5m = −1, 05)
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eine höhere Ordnung als in den Bereichen der Schwall- und Sunkwelle (sx=0,2m =
−0, 18, sx=0,3m = −0, 77 und sx=0,8m = −0, 65).
3.3 Zusammenfassung
Wie gezeigt wird, können die diskontinuierlichen Bereiche der Lösung mit ei-
nem konservativen numerischen Verfahren dynamisch berechnet werden. Die
Lösung der Saint-Venant-Gleichung erfolgt mit der Methode von Godunov. Die
erforderlichen numerischen Flüsse F±i+1/2 zum Zeitpunkt t
n+1 werden mit dem
von Roe entwickelten Riemann-Löser berechnet. Die Lösung der Saint-Venant-
Gleichungen wird bei abflussschwachen naturnahen Gerinnen vom Quellterm
dominiert. Die richtige Implementierung des Quellterms in den Lösungsalgorith-
mus ist daher von zentraler Bedeutung.
Anhand von Testbeispielen, die die in naturnahen Gerinnen auftretenden Strö-
mungszustände charakterisieren, wird die Leistungsfähigkeit des mathematisch-
numerischen Modells überprüft. Zusammenfassend ist festzustellen, dass das
numerische Verfahren in stetigen Bereichen der Lösung eine Genauigkeit von bis
zu 2.Ordnung erreicht. In den diskontinuierlichen Bereichen erreicht es eine Ge-
nauigkeit von 1.Ordnung. Ziel der weiteren Untersuchung muss es daher sein,
das Verfahren dahingehend zu erweitern, dass die Bereiche mit der angestrebte
Genauigkeit von 2.Ordnung so weit wie möglich an die lokalen Diskontinuitäten
heranreichen.
Diese Forderung kann zum einen durch eine Verbesserung des Diskretisierungs-
verfahrens erreicht werden. Eine solche Verbesserung stellen zum Beispiel die
sogenannten TVD-Verfahren (Total Variation Diminishing) dar. In Kapitel 4 wird
ein solches Verfahren in das numerische Modell integriert und die Berechnungs-
ergebnisse mit den oben vorgestellten Ergebnissen verglichen.
Neben dem Diskretisierungsverfahren beeinflusst auch der Gitterabstand den
auftretenden Diskretisierungsfehler. Durch gezieltes Umverteilung der Gitter-
punkte mittels adaptiver Netzverfeinerung kann ein besseres Ergebnis erwartet
werden. In Kapitel 5 wird der Einfluss einer adaptiven Netzverfeinerung auf den
zu erzielenden Diskretisierungsfehler untersucht.
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4 Auswahl und Implementierung eines hochauösenden
Verfahrens
4.1 Einleitung
Nichtlineare Erhaltungsgleichungen der Form ut + f (u)x = 0 sind in der Lage
Diskontinuitäten abzubilden, wenn der Flussterm f (u)x keine lineare Funktion
der abhängigen Variable u ist. Zur Lösung partieller Differentialgleichungen bie-
ten sich konservative numerische Verfahren an, da bei diesen Verfahren die Dis-
kretisierung auf Grundlage der integralen Form der Differentialgleichung erfolgt
und damit die Erhaltung der abhängigen Variablen sichergestellt ist.
Das in dieser Arbeit gewählte konservative Verfahren (Methode von Godunov)
zur Lösung der Saint-Venant-Gleichungen ist ein sogenanntes monotones Verfah-
ren. Wie noch gezeigt wird, liefern monotone Verfahren im Allgemeinen für
stetige Bereiche der Lösung nur eine Genauigkeit von 1.Ordnung. In diskonti-
nuierlichen Bereichen wird der Verlauf der Lösung erst bei einer großen An-
zahl von Stützstellen scharf abgebildet (vgl. Kap. 3.2, Testbeispiel idealisierter
Dammbruch (T6)). Bessere Ergebnisse für stetige Bereiche der Lösung lassen sich
mit Hilfe von Verfahren höherer Ordnung (z.B. Lax-Wendroff, 2.Ordnung) erzie-
len. Der Nachteil dieser Verfahren besteht darin, dass die berechnete Lösung im
Bereich von Diskontinuitäten unphysikalische Oszillationen aufweist. Dadurch
sind diese Verfahren in dem in dieser Arbeit ausgewählten Anwendungsbereich
nicht einsetzbar.
Eine Lösung des Problems stellen die sogenannten hochauflösenden Verfahren
(high resolution methods) dar. Der Begriff wurde von HARTEN (1983) eingeführt.
Die Verfahren sind so definiert, dass sie in stetigen Bereichen der Lösung Ergeb-
nisse von mindestens 2.Ordnung Genauigkeit berechnen und diskontinuierliche
Bereiche scharf, ohne unphysikalische Oszillationen, abbilden. Erreicht wird die-
ses, indem ein Verfahren höherer Ordnung so modifiziert wird, dass im Bereich
von Diskontinuitäten die numerische Dissipation des Verfahrens zunimmt.
94 Kapitel 4
Ausgangspunkt für die Entwicklung der hochauflösenden Verfahren ist die 1959
veroffentlichte Arbeit von GODUNOV (1959). In der Arbeit beweist Godunov, dass
ein advektives Schema höchstens eine Genauigkeit von 1.Ordnung hat, wenn es
die Monotonie der Lösung erhält. Für die Anwendung eines monotonen Verfah-
rens auf diskontinuierliche Lösungen bedeutet das, dass die Diskontinuität nie
scharf abgebildet werden kann. In dem Beweis für dieses Theorem geht Godunov
davon aus, dass die lineare Advektions-Gleichung durch eine lineareApproxima-
tion diskretisiert wird. Lässt man auch nichtlineare Approximationen zu, gilt das
Theorem nicht mehr und Verfahren hoher Auflösung werden möglich.
Beginnend 1973 wurden auf Grundlage dieser Erkenntnis von BORIS & BOOK
(1975, 1976, 1973) und VAN LEER (1973, 1974, 1977a,b, 1979) in einer Folge von
Veröffentlichungen die ersten nicht-oszillierenden Verfahren höherer Ordnung
vorgestellt. In Anlehnung an das Verfahren von Godunovwerden in dem von van
Leer vorgestellten Ansatz die numerischen Flüsse aus der Lösung von Riemann-
Problemen berechnet. Darauf aufbauend entwickelte Woodward das MUSCL-
Verfahren (Monoton Upstream Scheme for Conservation Laws). Im Unterschied
zum Verfahren von Godunov werden beim MUSCL-Verfahren die Funktions-
werte ui nicht bereichsweise konstant, sondern linear interpoliert angesetzt. Das
Verfahren erreicht damit in stetigen Bereichen der Lösung eine Genauigkeit von
2.Ordnung.
Um den Rechenaufwand im Zusammenhang mit dem bis dahin benutzten exak-
ten Riemannlöser zu minimieren, wurden in den frühen 1980er-Jahren approxi-
mative Riemannlöser entwickelt. Die bekanntesten sind zum einen der in Kapitel
3.1.3 vorgestellte approximative Riemannlöser von ROE (1981a) sowie der Rie-
mannlöser von OSHER & SOLOMON (1982). Mit beiden Verfahren ist es möglich,
die Differenz der numerischen Flüsse in einen der vorwärtsgericheteten Welle
(c+) zugehörigen- und einen der rückwärtsgerichteten Welle (c−) zugehörigen
Teil aufzuteilen (flux-difference-splitting).
Im Jahr 1978 entwickelten STEGER & WARMING (1981) einen Flux-Splitting
Ansatz für Upwind-Differenzenschemata. 1979 wurde in Zusammenarbeit von
Goorjian mit Engquist&Osher der Engquist-Osher-Fluss entwickelt ENGQUIST &
OSHER (1980). Darauf aufbauend entwickelte Osher 1980 den oben beschriebe-
nen approximativen Riemannlöser für die vollständigen Euler-Gleichungen.
Bereits 1970 zeigten GLIMM & LAX (1970), dass die totale Variation der Lö-
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sung eines eindimensionalen skalaren Erhaltungsgesetzes nicht zunehmen kann
und in einer Diskontinuität sogar abnimmt. Darauf aufbauend konnte HAR-
TEN (1983, 1984) den Begriff der totalen Variation einer diskreten Funktion als
Maß für seine oszillatorischen Eigenschaften vorstellen. Darüber hinaus konnte
Harten lokale Bedingungen zur Erhaltung der TVD-Eigenschaften ableiten. Die
Arbeit von Harten führte zu der Entwicklung der sogenannten Total-Variation-
Diminishing-Verfahren, die inzwischen ein Synonym für alle hochauflösenden
Verfahren sind.
GOODMAN & LEVEQUE (1985) zeigten 1985, dass der Begriff der totalen Variati-
on nicht für die Entwicklung von numerischen Verfahren für mehrdimensionale
Erhaltungsgleichungen geeignet ist. Als Antwort darauf entwickelte HARTEN et
al. (1987) das sogenannte ENO-Verfahren (Essentially Non-Oscillatory), welches
nur noch TVB (Total-Variation-Bounded) ist.
Im Rahmen dieser Arbeit wird ein hochauflösendes Verfahren auf die Saint-
Venant-Gleichungen angewendet. In der Literatur stehen eine Vielzahl von Ver-
fahren zur Auswahl. Eine Übersicht über die aktuellen Verfahren findet sich z.B.
bei TORO (1997) oder LEVEQUE (1992).
Wie HUBBARD & GARCIA-NAVARRO (1999) anhand numerischer Untersuchun-
gen zeigen konnten, bilden in Verbindung mit dominanten Quelltermen Flux-
Limiter-Verfahren die Lösung hyperbolischer Erhaltungsgleichungen am Genau-
sten ab. In den folgenden Abschnitten wird daher auf die Grundlagen der hoch-
auflösenden Flux-Limiter-Verfahren eingegangen. Es werden die Begriffe Mo-
notonie und totale Variation vorgestellt. Daran anschließend wird das von TORO
(1997) entwickelte WAF-Verfahren (Weighted Average Flux), unter Berücksichti-
gung der Diskretisierung der Quellterme nachHubbard et al., für die Saint-Venant-
Gleichungen hergeleitet. Anhand der in Kapitel 3.2 vorgestellten Testbeispiele
wird anschließend die Konvergenzordnung des Modells FLUVIUS-1Di mit inte-
griertem TVD-Verfahren bestimmt.
4.2 Grundlagen der hochauösenden Verfahren
Zuerst wird im Zusammenhang mit dem gewählten numerischen Verfahren der
Begriff der Monotonie und die Bedeutung für die zu erzielende Genauigkeit
(Ordnung) des Verfahrens erläutert.
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Die allgemeine mathematische Form zur Beschreibung des in Kapitel 2.4.3 vor-
gestellten numerischen Verfahrens
un+1i = u
n
i +
∆t
∆x
[ fi− 12 − fi+ 12 ] (4.1)
lautet
un+1j = H(u
n
i−r+1, ... ,u
n
i+s) r, s ∈N. (4.2)
Das Verfahren wird als monoton bezeichnet, wenn H in Gleichung (4.2) in allen
Argumenten gleichförmig (monoton) ansteigt, d.h.
∂H
∂ui
≥ 0∀ i− 1 ≤ i ≤ i+ 1 (4.3)
bzw. für Gleichung (4.1)
∂
∂uni
fi+ 12 (u
n
i ,u
n
i+1) ≥ 0 und
∂
∂uni+1
fi+ 12 (u
n
i ,u
n
i+1) ≤ 0. (4.4)
Gleichung 4.3 sagt aus, dass vorhandeneMinima undMaxima in der berechneten
numerischen Lösung über die Zeit zu- bzw. abnehmen. Konkret für Gleichung 4.1
bedeutet das, dass der numerische Fluss fi+ 12 (u
n
i ,u
n
i+1) eine zunehmende - d.h.
nicht abnehmende - Funktion seines ersten Argumentes und eine abnehmende -
d.h. nicht zunehmende - Funktion seines zweiten Argumentes ist (TORO, 1997).
Mit Hilfe monotoner Verfahren lassen sich oszillationsfreie Lösungen berechnen.
HARTEN (1983) konnte zeigen, dass konvergente Lösungenmonotoner Verfahren
dabei immer mit physikalisch sinnvollen, d. h. im Sinne von Kapitel 2.4.5 die
Entropiebedingung erfüllenden, Zuständen korrespondieren (Voraussetzung für
Monotonie ist die Einhaltung der Entropiebedingung!).
Für das Testbeispiel idealisierter Dammbruch ist in Abbildung 4.1 der mit einem
monotonen Verfahren 1.Ordnung (Godunov) berechnete Wasserspiegel nach ei-
ner Simulationszeit von 0,1 Sekunde dem, für den selben Zeitpunkt berechneten,
Wasserspiegel eines nicht-monotonen Verfahrens 2.Ordnung (Lax-Wendroff) ge-
genübergestellt. Die Übereinstimmung mit der analytischen Lösung in den ste-
tigen Bereichen der Lösung ( Station 0.0 − 0.2 m und Station 0.4 − 0.73 m) ist
für beide Verfahren hoch. Im Bereich der steilen Gradienten ( Station 0.2− 0.4 m
und 0.73 − 0.8 m) sind bei dem Verfahren 2.Ordnung unphysikalische Oszilla-
tionen zu erkennen. Diese sind bei den Ergebnissen des monotonen Verfahrens
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Abb. 4.1: Vergleich der für den idealisierten Dammbruch berechneten Ergebnisse mit der Methode von Godunov
(1.Ordnung) und dem Verfahren von Lax-Wendroff (2.Ordnung) zum Zeitpunkt t = 0, 1 Sekunde.
1.Ordnung nicht vorhanden. Zur Abbildung der steilen Gradienten benötigt das
monotone Verfahren 1.Ordnung, aufgrund seines dissipativen Charakters, eine
größere Anzahl an Stützstellen als das Verfahren 2.Ordnung.
Verfahren, die unter Ausnutzung der jeweiligen Vorteile die beiden Verfahren
kombinieren, werden High-Resolution-Verfahren (Harten) genannt. Grundlage für
die Erzeugung dieser Verfahren ist das Prinzip der totalen Variation. 1 LAX (1973)
zeigt, dass die totale Variation (TV)
TV=
∫
|∂u∂x | dx (4.5)
einer physikalisch sinnvollen Lösung einer skalaren Erhaltungsgleichung der
Form ut + fx = 0 über die Zeit nicht zunimmt. Daraus kann gefolgert werden,
dass dieses auch für eine physikalisch sinnvolle Lösung einer stückweise kon-
stanten Funktion un = {uni } gilt. Die TV ist in diesem Fall definiert als
TV(un) =
∑
i
|uni+1 − uni |. (4.6)
Jede in der Lösung auftretende Oszillation wird zu einer Vergrößerung vorhan-
dener oder zur Entstehung neuer Extrema führen, wodurch die totale Variation
1„Es sei Z eine Zerlegung des Intervalls [a,b]mit den Teilpunkten a= x0 < x1 < ...< xn−1 < xn =
b. Ist f eine Funktion mit [a,b]j D( f ), dann heißt die Zahl V( f ,Z) =∑nk=1 | f (xk)− f (xk−1)|
die Variation (Schwankung) von f bezüglich Z. Existiert die obere Grenze V( f , [a,b]) :=
supV( f ,Z) der Menge aller Variationen bezüglich aller Zerlegungen von [a,b], dann wird
diese totale Variation von f über [a,b] genannt“(BRONSTEIN & SEMENDJAJEW, 1989).
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zunimmt. Das bedeutet auf der anderen Seite, dass die Lösung von Verfahren frei
von Oszillationen ist, bei denen sich die totale Variation mit der Zeit in der Weise
verringert, dass
TV(un+1) ≤ TV(un). (4.7)
Verfahren, die diese Eigenschaft besitzen, werden TVD-Verfahren (Total Variation
Diminishing) genannt.
HARTEN (1983) konnte zeigen, dass jedes auf drei Stützstellen basierende Verfah-
ren der Form
un+1i = u
n
i −Ci−1/2∆ui−1/2 +Di+1/2∆ui+1/2 (4.8)
für die Bedingung
Ci+1/2 ≥ 0, (4.9a)
Di+1/2 ≥ 0, (4.9b)
und 0 ≤ Ci+1/2+Di+1/2 ≤ 1 (4.9c)
die totale Variation verringert. Mit Hilfe von Gleichung 4.8 lässt sich zeigen, dass
alle monotonen Verfahren die TVD Bedingung erfüllen. Des Weiteren lässt sich
zeigen, dass lineare TVD Verfahren monotone Verfahren, und damit nur 1.Ord-
nung genau sind. Sollen die TVD-Verfahren von höherer Ordnung sein, dann
müssen zur Berechnung der Lösung zum Zeitpunkt tn+1 zusätzlich zu den drei
vorhandenen Stützstellen weitere Stützstellen nichtlinear berücksichtigt werden
(BURTON, 1998).
4.3 TVD-Verfahren für die Saint-Venant-Gleichungen
Nachfolgend wird ein TVD-Verfahren für die Saint-Venant-Gleichungen vorge-
stellt. Als Grundlage dient das von TORO (1989) entwickelte WAF-Verfahren
(Weighted Average Flux), welches eine Verallgemeinerung des Lax-Wendroff-
Verfahrens und der Methode von Godunov für nichtlineare Systeme von Erhal-
tungsgleichungen ist. Zur Herleitung der Limiter-Funktionen wird auf den Flux-
Limiter-Ansatz zurückgegriffen (vgl. HUBBARD & GARCIA-NAVARRO, 1999).
Um Berechnungsergebnisse von hoher Genauigkeit zu erhalten, werden bei der
Flux-Limiter-Methode zur Bestimmung des numerischen Flusses ein monotones
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Verfahren (low) und ein Verfahren höherer Ordnung (high) miteinander kombi-
niert. Die theoretischen Grundlagen für dieses Verfahren wurden, wie oben be-
reits erwähnt, von BORIS & BOOK (1975, 1976, 1973) entwickelt. Mit Hilfe der
Funktionφ wird garantiert, dass in stetigen Bereichen der Lösung das Verfahren
höherer Ordnung und in diskontinuierlichen Bereichen das monotone Verfahren
1.Ordnung angewendet wird. Der numerische Fluss berechnet sich dann zu
f TVDi+1/2 = f
low
i+1/2 +φi+1/2( f
high
i+1/2 − f lowi+1/2). (4.10)
4.3.1 TVD-Version des WAF Verfahrens
Das WAF-Verfahren wird zuerst anhand der skalaren linearen Advektions-
Gleichung vorgestellt. Analog zur Methode von Godunov werden bereichsweise
konstante Daten vorausgesetzt (vgl. Kapitel 2.4.3). Der numerische Fluss
fWAFi+ 12
=
1
∆x
+∆x2∫
−∆x2
f [ui+ 12 (x,
∆t
2
)]dx (4.11)
ist das integrale Mittel des Flussterms f (u). Die Integration erfolgt vom Mit-
telpunkt der Zelle Ii bis zum Mittelpunkt der Zelle Ii+1. Der Integrand ist die
für ui+ 12 (x,
∆t
2 ) bestimmte physikalische Flussfunktion f (u) der Erhaltungsglei-
chung, wobei ui+ 12 (x, t) die Lösung des Riemann-Problems mit bereichswei-
se konstanten Werten (ui,ui+1) ist. Die Integration der linearen Advektions-
Gleichung ergibt, konstantes ∆x vorausgesetzt,
fWAFi+ 12
=
1
∆x
[
1
2
(1+ c)∆x(λuni )] +
1
∆x
[
1
2
(1− c)∆x(λuni+1)] (4.12)
bzw.
fWAFi+ 12
=
1
2
[(1+ c)(λuni )] +
1
2
[(1− c)(λuni+1)]. (4.13)
Für λ > 0 ist der WAF-Fluss ein gewichtetes Mittel des mit dem Faktor β1 =
1
2(1 + c) gewichteten Upwind-Flusses fi = λu
n
i und des mit dem Faktor β2 =
1
2(1− c) gewichteten Downwind-Flusses fi+1 = λuni+1. Für λ < 0 erfolgt die Mit-
telung analog mit β1 für den downwind-Fluss und β2 für den upwind-Fluss. Die
Ausrichtung der WAF-Methode ist upwind, da die Wichtung des upwind-Flusses
immer größer als die des downwind-Flusses ist. Die Methode kann auch als eine
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Erweiterung der Methode von Godunov angesehen werden, weil der WAF-Fluss
den Godunov-Fluss in einem seiner Terme beinhaltet (TORO, 1997).
Gesucht wird ein numerisches Verfahren, welches die Genauigkeit der Verfahren
2.Ordnung mit der Oszillationsfreiheit von monotonen Verfahren 1.Ordnung im
Bereich steiler Gradienten kombiniert. Die Wichtung der Terme und damit die
Entscheidung, ob ein Verfahren 2.Ordnung (Lax-Wendroff ), ein Verfahren 1.Ord-
nung (Godunov) oder eine Kombination aus beiden benutzt wird, erfolgt in Glei-
chung 4.13 anhand der Wellengeschwindigkeit c. Neben der Wellengeschwindig-
keit c sind auch andere Parameter denkbar.
Es wird die von uni abhängige und durch TVD-Bedingungen eingeschränkte
Funktionφ eingeführt. Das WAF Schema lautet dann
fi+ 12 =
1
2
(1+φ)(λuni ) +
1
2
(1−φ)(λuni+1). (4.14)
Der Gültigkeitsbereich für die Funktion φ, in dem die geforderten TVD-Eigen-
schaften erfüllt werden, kann z.B mit Hilfe des Verfahrens der Datenkompatibi-
lität von ROE (1981b) ermittelt werden. Auf die Herleitung wird an dieser Stelle
verzichtet und auf die Ausführungen in Anhang D verwiesen.
In der Literatur finden sich eine Vielzahl von möglichen Limitern (z.B. SWEBY,
1984). In dieser Arbeit werden die vier verbreitetsten Fluss-Limiter (Tabelle 4.1)
in das Berechnungsverfahren integriert und die Ergebnisse mit denen des Verfah-
rens von Godunov verglichen. Der Gültigkeitsbereich der Fluss-Limiter Funktio-
nenψ(r) ist im Anhang D in Abbildung D.2 dargestellt. Die Limiterfunktionenψ
können über die Gleichung
φ(r) = 1− (1− |c|)ψ(r) (4.15)
in die Gleichung 4.14 zur Berechnung des numerischen Flusses integriert werden.
Für Systeme von Erhaltungsgleichungen kann der numerische Fluss aus Glei-
chung 4.11, wenn man die skalaren Größen durch Vektoren ersetzt, durch
FWAFi+1/2 =
1
∆x
∆x/2∫
−∆x/2
F
(
Ui+1/2(x,
∆t
2
)
)
dx (4.16)
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Tab. 4.1: WAF Flux-Limiter Funktionen.
VAN LEER (1974) ROE (1981b) ROE (1981b) VAN ALBADA et al. (1983)
ψ(r)
{
0 r ≤ 0
2r
1+r r > 0,
max(0,min(r, 1)) max (0,min(2r, 1),min (r, 2))
{
0 r ≤ 0
r(1+r)
1+r2 r > 0.
angegeben werden.
Eine Interpretation der Gleichung 4.16 soll anhand von Abbildung 4.2 für ei-
ne zweikomponentige Differentialgleichung erfolgen. Zwischen den Charakte-
ristiken λ1,2 bilden sich die konstanten Zustände U
(1)
i+1/2 = Ui ,U
(2)
i+1/2 = U
∗ und
U(3)i+1/2 = Ui+1 aus. Das Integral aus Gleichung 4.16 kann dann durch folgende
Summe ersetzt werden:
Fi+1/2 =
N=3∑
k=1
βkF
(k)
i+1/2 mit F
(k)
i+1/2 = F(U
(k)
i+1/2). (4.17)
Die geometrische Deutung der Koeffizienten βk mit k = 1, 2, 3 entspricht den
Strekken (|Ak−1Ak|)/(∆x) in Abbildung 4.2. Sie ergeben sich zu
β1 = 12(1+ c1)
β2 = 12(c2 − c1)
β3 = 12(1− c2),
(4.18)
mit ci = λi ∆t∆x . Werden die Koeffizienten βk in die Gleichung zur Berechnung des
numerischen Flusses eingesetzt, ergibt sich aus Gleichung (4.17)
Fi+1/2 =
1
2
(Fi + Fi+1)− 12
2∑
k=1
ck∆F
(k)
i+1/2 (4.19)
mit
F(k)i+1/2 = F
(k+1)
i+1/2 − F
(k)
i+1/2. (4.20)
Bei der der Integration des Verfahrens in ein Computerprogramm hat sich die
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Abb. 4.2: Berechnung des klassischen WAF-Flusses durch Summation über die Strecken A0A1, A1A2 und A2A3 zur
Zeit ∆t/2 im Fall eines Systems von zwei Erhaltungsgleichungen.
Berechnung des gemittelten Zustandes
U¯i+1/2 =
1
∆x
∆x/2∫
−∆x/2
Ui+1/2(x,
1
2
∆t)dx
=
3∑
k=1
βkU
(k)
i+1/2
=
1
2
(Ui +Ui+1)− 12
2∑
k=1
ck∆U
(k)
i+1/2 (4.21)
mit
∆U(k)i+1/2 =U
(k+1)
i+1/2 −U
(k)
i+1/2 (4.22)
als effizient herausgestellt, da an jeder Trennfläche nur ein Fluss
Fi+1/2 = F(U¯i+1/2) (4.23)
berechnet werden muss.
Das bisher vorgestellte Verfahren für Systeme besitzt noch keine TVD-Ei-
genschaften. Um das zu erreichen, müssen die oben beschriebenen Limiter-
Funktionen in die Gleichung zur Berechnung des numerischen Flusses integriert
werden. Die Lösung des Riemann-Problems für ein zweikomponentiges System
von Erhaltungsgleichungen ist wie im Fall der Saint-Venant-Gleichungen durch
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die Sprünge in der abhängigen Variablen A (durchflossene Fläche) über die bei-
den Charakteristiken maßgeblich beeinflusst. Für die Berechnung des numeri-
schen Flusses an einer Trennfläche sind daher zwei Flux-Limiter-Funktionen er-
forderlich. Um die TVD-Eigenschaften aufzuweisen, muss der numerische Fluss
(Gl. 4.19) modifiziert werden zu
Fi+1/2 =
1
2
(Fi + Fi+1)− 12
2∑
k=1
sgn(ck)φ
(k)
i+1/2∆F
(k)
i+1/2. (4.24)
Die Größe φ(k)i+1/2 = φ
(k)
i+1/2(r
(k)) entspricht einer der angegebenen Flux-Limiter-
Funktionen. Das Verhältnis r(k) kann in Abhängigkeit der durchflossenen Fläche
A angegeben werden zu
r(k) =

∆A(k)i−1/2
∆A(k)i+1/2
ck > 0
∆A(k)i+3/2
∆A(k)i+1/2
ck < 0,
(4.25)
mit
∆A(1)i+1/2 = A
∗ − Ai ≈ γ˜k,
∆A(2)i+1/2 = Ai+1 − A∗ ≈ γ˜k.
(4.26)
Die Wellenstärke γ˜k entspricht der Wellenstärke der k-ten Welle nach Roe (vgl.
Kapitel 3.1.3).
Für die in den Computercode zu integrierende TVD-Version desWAF-Verfahrens,
mit der gemittelten Zustandsgröße U¯, berechnet sich der numerische Fluss zu
Fi+1/2 = F(U¯i+1/2) (4.27)
mit
U¯i+1 =
1
2
(Uni +U
n
i+1)−
1
2
2∑
k=1
sgn(ck)φk∆U
(k)
i+1/2. (4.28)
4.3.2 Berücksichtigung des Quellterms
Die in den vorhergehenden Kapiteln beschriebenen High-Resolution-Verfahren
sind für homogene Erhaltungsgleichungen entwickelt worden und nicht ohne
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weiteres auf inhomogene Probleme anwendbar. Der Quellterm hebt die TVD-
Eigenschaften des numerischen Verfahrens auf und verursacht dadurch Oszilla-
tionen in der berechneten Lösung (LEVEQUE, 1992).
Die Integration des Quellterms in TVD-Verfahren ist zur Zeit Gegenstand inten-
siver Forschung. Sowohl HUBBARD & GARCIA-NAVARRO (1999) als auch LEVE-
QUE (1998) haben Methoden entwickelt, die TVD-Verfahren auch auf inhomoge-
ne Erhaltungsgleichungen anzuwenden. Der Ansatz von LeVeque ist primär für
die Berechnung von stationären Problemen entwickelt worden. Der Schwerpunkt
der nachfolgenden Betrachtung liegt daher auf dem Ansatz von Hubbard et al.
Analog zu Kapitel 2.4.6 ergibt sich nach Integration der Differentialgleichung für
das Quelltermintegral der folgende Quelltermvektor
S∆x =
1
2
(
H+ −H−) Π˜, (4.29)
mit den Matrizen
H+ =
(
1+ sgn(λ˜1) 1+ sgn(λ˜2)
λ˜1
(
1+ sgn(λ˜1)
)
λ˜2
(
1+ sgn(λ˜2)
) ) (4.30)
und
H− =
(
sgn(λ˜1)− 1 sgn(λ˜2)− 1
λ˜1
(
sgn(λ˜1)− 1
)
λ˜2
(
sgn(λ˜2)− 1
) ) . (4.31)
Für ein lineares Verfahren 1.Ordnung ist der Quelltermvektor imGleichgewichts-
zustand äquivalent zum Sprung des numerischen Flusses an einer Trennfläche,
d.h.
∆Fi+1/2 = Si+1/2. (4.32)
Der numerische Fluss des TVD-Verfahrens
Fi+1/2 =
1
2
(Fi + Fi+1)− 12
∑
k
sgn(λk)ψ
(k)
i+1/2∆F
(k)
i+1/2 (4.33)
unterscheidet sich nur durch den Flux-Limiter ψ vom Godunov-Fluss. Um Glei-
chung 4.32 erfüllen zu können, muss der Quelltermvektor durch eine Limiter-
Funktion erweitert werden. Der über eine Trennfläche gemittelte Quelltermvek-
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tor Si+1/2 wird dann durch
sgn(λ˜k)→ψksgn(λ˜k) (4.34)
zu
Si+1/2 =
1
2
(
ψ1sgn(λ˜1)− 1 ψ2sgn(λ˜2)− 1
λ˜1
(
ψ1sgn(λ˜1)− 1
)
λ˜2
(
ψ2sgn(λ˜2)− 1
) ) Π˜. (4.35)
Anzumerken ist, dass durch die Bestimmung der TVD-Eigenschaften auf Grund-
lage der homogenen Erhaltungsgleichung auch mit diesem Verfahren zur Im-
plementierung des Quellterms nicht sichergestellt ist, dass das numerische Ver-
fahren keine Oszillationen erzeugt. Die Überprüfung erfolgt im nächsten Ab-
schnitt.
4.4 Numerische Untersuchung des implementierten TVD-Verfahrens
Bei der numerischen Simulation von Abflussprozessen ist der Nutzen eines
numerischen Verfahrens sowohl von der zu erzielenden Genauigkeit als auch
von dem dafür zu betreibenden Aufwand abhängig. In diesem Abschnitt wird
der Nutzen des implementierten hochauflösenden TVD-Verfahrens in Form des
WAF-Verfahrens mit Fluss-Limitern hinsichtlich der zu erzielenden Konvergenz-
ordnung bei der Berechnung von ausgewählten Testbeispielen überprüft.
Zuerst wird die Implementierung des TVD-Verfahrens in das mathematisch-nu-
merischeModell FLUVIUS-1Di anhand der für die lineare Advektions-Gleichung
vorliegenden analytischen Lösungen überprüft. In Abbildung 4.3 ist der ana-
lytischen Lösung die mit der Methode von Godunov (1.Ordnung), dem Lax-
Wendroff-Verfahren (2.Ordnung) und dem TVD-Verfahren (Superbee-Limiter)
berechnete Lösung gegenübergestellt. Abbildung 4.3 a)-c) zeigen die Ergebnisse
für einen stetigen Verlauf der Lösung, Abbildung 4.3 d)-f) für einen diskontinu-
ierlichen Verlauf der Lösung.
Das mit der Methode von Godunov erzielte Ergebnis zeigt deutlich den dissipa-
tiven Charakter des Verfahrens. Sowohl bei stetigem als auch bei diskontinuier-
lichem Lösungsverlauf kann das Verfahren die Extremstellen nicht genau abbil-
den. Das Lax-Wendroff-Verfahren berechnet die Lösung in stetigen Bereichen mit
einer hohen Genauigkeit. Treten hingegen Diskontinuitäten auf, dann produziert
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Abb. 4.3: Vergleich der Methode von Godunov, dem Verfahren von Lax-Wendroff und TVD-Verfahren anhand der
linearen Advektions-Gleichung
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das Verfahren unphysikalische Oszillationen an den Extremstellen. Theoriekon-
form (Kapitel 4.2) bildet das TVD-Verfahren mit Superbee-Limiter sowohl den
stetigen als auch den diskontinuierlichen Bereich der Lösung mit einer hohen
Genauigkeit ab.
Als nächstes werden die mit dem TVD-Verfahren erzielten Ergebnisse mit den Er-
gebnissen des Godunov-Verfahrens aus Kapitel 3.2 verglichen. Um das Konver-
genzverhalten bei stationär-gleichförmigen und strömenden Abfluss zu untersu-
chen, wird als erstes die Kaskade (Testbeispiel TTVD3 ) untersucht. Danach wird
am Beispiel eines auftretenden Wechselsprunges stationär-ungleichförmiger Ab-
fluss mit sowohl strömenden als auch schießenden Abfluss bei konstanter Ge-
rinnebreite (Testbeispiel TTVD4 ) bzw. variabler Gerinnebreite (Testbeispiel T
TVD
5 )
untersucht. Das Konvergenzverhalten des TVD-Verfahrens bei instationären Ab-
flüssen unter Ausschluss von Reibung und Sohlneigung wird anhand des idea-
lisierten Dammbruchs (Testbeispiel TTVD6 ) untersucht. Abschließend erfolgt eine
Bewertung des TVD-Verfahrens hinsichtlich des Nutzens bei der Berechnung von
stationären- bzw. instationären Abflussprozessen in unterschiedlichen Geometri-
en und unterschiedlichen Fließzuständen.
4.4.1 Kaskade (TTVD3 )
Die Geometrie und die hydraulischen Randbedingungen für Testbeispiel TTVD3
entsprechen denen des Testbeispiels T3 (Kapitel 3.2.3 bzw. Anhang C). Wie in
Kapitel 3.2.3 gezeigt werden konnte, erreicht die Methode von Godunov in Ver-
bindung mit dem Verfahren von Garcia-Navarro&Vazquez-Cendon (upwind Diskre-
tisierung der Quellterme) in stetigen Bereichen der Lösung eine Genauigkeit von
2.Ordnung. Das in das zu untersuchende TVD-Verfahren integrierte Verfahren
höherer Ordnung (Lax-Wendroff) erreicht maximal eine Genauigkeit von 2.Ord-
nung, womit auch die mit dem TVD-Verfahren maximal zu erzielende Genauig-
keit auf 2.Ordnung beschränkt ist.
Auf die Darstellung des, mit dem TVD-Verfahren berechneten, Durchflusses und
des Wasserspiegels wird verzichtet. Die Ergebnisse entsprechen den Ergebnissen
aus Kapitel 3.2.3. In Abbildung 4.4 ist der mit dem TVD-Verfahren, unter Ver-
wendung der unterschiedlichen Flux-Limiter, berechnete mittlere Fehler L1(h)
über die Anzahl der Stützstellen logarithmisch aufgetragen. Man erkennt, dass
die Steigung der Ausgleichsgeraden für alle untersuchten Fluss-Limiter gleich
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Abb. 4.4: Konvergenzordnung des mit der Methode von Godunov und dem TVD-Verfahren mit den Fluss-Limitern
Superbee, Minbee, van Leer und van Albade berechneten Testbeispiels Kaskade (TTVD3 ).
ist. Die Steigung beträgt -2.0 und entspricht damit erwartungsgemäß der Kon-
vergenzordnung des Lax-Wendroff-Verfahrens.
Auf die Darstellung der L1(Q)-Norm wird verzichtet, weil alle Verfahren den
stationären Durchfluss exakt simulieren. Der dabei auftretende Fehler liegt in der
Größenordnung von Rundungsfehlern. Durch eine Steigerung der Anzahl der
Stützstellen ist in diesem Fall keine Verbesserung des Fehlers zu erwarten.
4.4.2 Wechselsprung mit konstanter Gerinnebreite (TTVD4 )
Fluss-Limiter haben die Aufgabe, in stetigen Bereichen der Lösung auf das ge-
nauere Verfahren 2.Ordnung und in diskontinuierlichen Bereichen der Lösung
auf das dissipative, aber nicht zu Oszillationen neigende, Verfahren 1.Ordnung
umzuschalten. Im vorhergehenden Abschnitt wird gezeigt, dass das in das Mo-
dell FLUVIUS-1Di implementierte TVD-Verfahren mit Hilfe der Fluss-Limiter in
stetigen Bereichen der Lösung auf das Verfahren 2.Ordnung (Lax-Wendroff) um-
schaltet. Anhand des Testbeispiels Wechselsprung mit konstanter Gerinnebreite
(Anhang C) wird das Verhalten des hochauflösenden Verfahrens beim Auftreten
einer Diskontinuität in der Strömung untersucht.
In Abbildung 4.5a) sind über die gesamte Berechnungsdomäne, neben der ana-
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Abb. 4.5: Vergleich der Berechnungsergebnisse (Godunov-Verfahren, TVD-Verfahren) mit der analytischen Lösung für
Testbeispiel Wechselsprung mit konstanter Gerinnebreite (TTVD4 ). a) Durchuss und Wasserspiegel für den
gesamten Lösungsraum. b) Durchuss im Bereich 360− 420 m. c) Wasserspiegel im Bereich 360− 420
m
lytischen Lösung nach MACDONALD et al. (1997) und der Sohle, der mit der
Methode von Godunov, dem TVD-Verfahren mit Superbee-Limiter und dem
TVD-Verfahren mit Minbee-Limiter berechnete Wasserspiegel und Durchfluss
dargestellt. Die in dieser Arbeit verwendeten Limiter haben die Eigenschaft, in
der Lösung auftretende Oszillationen unterschiedlich stark zu dämpfen (SWEBY,
1984). Der Minbee-Limiter dämpft am stärksten und der Superbee-Limiter am
geringsten. Das Dämpfungspotential des van Leer-Limiters und des van Albada-
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Limiters liegt zwischen dem Potential für den Minbee- und den Superbee-
Limiter. Die mit dem Suberbee- und demMinbee-Limiter berechneten Ergebnisse
stellen somit die obere und untere Grenzen des Lösungsbereichs dar. Aus Grün-
den der Übersichtlichkeit wird daher in Abbildung 4.5 auf die Darstellung der
Ergebnisse für den van Leer-Limiter und den van Albada-Limiter verzichtet.
Die Übereinstimmung der Berechnungsergebnisse mit der analytischen Lösung
in den Bereichen in Fließrichtung vor (Station 1000− 420 m) und hinter (Station
360 − 0 m) dem Wechselsprung ist hoch. Qualitativ ist keine Abweichung zwi-
schen der analytischen Lösung und der mit der Methode von Godunov und dem
TVD-Verfahren berechneten Lösung in den stetig differenzierbaren Bereichen der
Lösung zu erkennen. Im Bereich des Wechselsprungs dagegen weichen sowohl
die Ergebnisse derMethode von Godunov als auch die des TVD-Verfahrens deut-
lich von der analytischen Lösung ab. Dieses gilt sowohl für den Durchfluss als
auch für den Wasserspiegel.
Abbildung 4.5b) zeigt im Detail neben der analytischen Lösung nach MacDonald
den mit der Methode von Godunov, dem TVD-Verfahren mit Superbee-Limiter
und dem TVD-Verfahren mit Minbee-Limiter berechneten Durchfluss für den Be-
reich der Diskontinuität (Stationierung 360− 420m). Die Ergebnisse für denWas-
serspiegel im Bereich der Diskontinuität sind in Abbildung 4.5c) der analytischen
Lösung gegenübergestellt.
In den Abbildungen ist zu erkennen, dass das TVD-Verfahren im Bereich der
Diskontinuität sowohl im Durchfluss als auch imWasserspiegel Oszillationen er-
zeugt. Der Ausdehnungsbereich der mit dem TVD-Verfahren berechneten Oszil-
lationen ist größer als der mit der Methode von Godunov berechnete Einzelpeak
in diesem Bereich. Die Oszillationen setzen sich von der Diskontinuität in Fließ-
richtung fort und sind bei der Verwendung des Superbee-Limiters ausgeprägter
als bei der Verwendung des Minbee-Limiters.
Ursache für das Auftreten der Oszillationen ist die Diskretisierung der Quellter-
me, in denen die Einflüsse aus der heterogenen Gerinnegeometrie erfasst werden.
Das TVD-Verfahren ist für homogene Gleichungen entwickelt worden. Eine di-
rekte Berücksichtigung der Quellterme bei der Ableitung des Verfahrens ist nicht
möglich. Die nachträglich durchgeführte Diskretisierung der Quellterme hebt die
TVD-Eigenschaften auf, d.h. neue Minima und Maxima entstehen in der Lösung
und führen zu den beschriebenen Oszillationen.
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Abb. 4.6: Konvergenzordnung des TVD-Verfahrens (unterschiedlichen Fluss-Limiter) und der Methode von Godunov
für Testbeispiel Wechselsprung mit konstanter Gerinnebreite (TTVD4 ). a) für den Durchuss und b) für den
Wasserspiegel für n = 101 Stützstellen.
Um Aussagen zu der in diesem Fall erzielten Genauigkeit des TVD-Verfahrens
machen zu können, werden nachfolgend die L1-Normen für den Durchfluss und
den Wasserspiegel für die gesamte Berechnungsdomäne ermittelt. Die L1(Q)-
Norm für den Durchfluss ist in Abbildung 4.6a) dargestellt. Die Steigungen der
Ausgleichsgeraden liegen zwischen s = -0,8 und s = -1,38. Aufgrund der berech-
neten Oszillationen erreicht die Steigung der Ausgleichsgeraden für die Ergeb-
nisse der Berechnung mit dem TVD-Verfahren und Superbee-Limiter nur einen
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Wert von s = -0,8. Das mit dem TVD-Verfahren und Minbee-Limiter berechnete
Ergebnisse erreichen dagegen die Genauigkeit des mit der Methode von Godu-
nov berechneten Ergebnisses. Die Steigung der Ausgleichsgeraden beträgt in die-
sem Fall s = -1,38. Die Genauigkeit des van Leer- und des van Albada-Limiters
liegt zwischen den Ergebnissen für den Superbee- und Minbee-Limiter.
Die für den berechneten Wasserspiegel ermittelte L1(h)-Norm für die gesamte
Berechnungsdomäne ist in Abbildung 4.6b) dargestellt. Im Vergleich zu den Er-
gebnissen der L1(Q)-Norm liegen die Steigungen der Ausgleichsgeraden in die-
sem Fall enger zusammen. Das TVD-Verfahren mit Superbee-Limiter markiert
mit einer Steigung der Ausgleichsgeraden von s = -1,28 den unteren- und das
TVD-Verfahren mit Minbee-Limiter mit einer Steigung der Ausgleichsgeraden
von s = -1,43 den oberen Bereich der mit dem TVD-Verfahren erreichten Konver-
genzordnung.
Zum Schluss werden die Fehlernormen im Verhältnis zur Anzahl der Stützstel-
len für den stetigen Bereich der Lösung (Station 0-325 m und Station 525-1000 m)
untersucht. Exemplarisch wird dazu die L1(h)-Norm des Wasserspiegels in Ab-
bildung 4.7 dargestellt. Die Ausgleichsgeraden für die unterschiedlichen Limiter
des TVD-Verfahrens erreichen mit Ausnahme des van Albada-Limiters (Steigung
s = -1,7) alle eine Steigung von s = −2, 0. Diese Steigung wird auch von der Me-
thode von Godunov erreicht.
Es ist festzuhalten, dass das TVD-Verfahren im Bereich der Diskontinuität Oszil-
lationen erzeugt. Die Oszillationen setzen sich von der Diskontinuität in Fließ-
richtung fort und sind bei der Verwendung des Superbee-Limiters ausgepräg-
ter als bei der Verwendung des Minbee-Limiters. Die Genauigkeit der mit dem
TVD-Verfahren berechneten Ergebnisse lässt sich, gegenüber der mit der Metho-
de von Godunov ermittelten Genauigkeit, nicht steigern. Die von HUBBARD &
GARCIA-NAVARRO (1999) entwickelte Methode zur Berücksichtigung der Quell-
terme bei der Anwendung von TVD-Verfahren erfüllt die in sie gesetzten Erwar-
tungen nicht.
4.4.3 Wechselsprung mit variabler Gerinnebreite (TTVD5 )
Der vorhergehende Abschnitt zeigt, dass Oszillationen in der berechneten Lö-
sung des TVD-Verfahrens auch mit demAnsatz vonHubbart et al. zur Diskretisie-
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Abb. 4.7: Konvergenzordnung des TVD-Verfahrens (unterschiedlichen Fluss-Limiter) und der Methode von Godunov für
Testbeispiel Wechselsprung mit konstanter Gerinnebreite (TTVD4 ) für den Wasserspiegel im kontinuierlichen
Bereich (0-325 m und 525-1000 m) für n = 101 Stützstellen.
rung des Quellterms im Bereich von diskontinuierlichen Abflüssen auftreten. Die
Eigenschaft des Quellterms, die TVD-Eigenschaften des Verfahrens aufzuheben,
bleiben auch durch die Verwendung des Ansatzes von Hubbart et al. bestehen.
In diesem Abschnitt wird untersucht, wie sich das TVD-Verfahren verhält, wenn
zusätzlich zu einem diskontinuierlichen Abfluss auch noch eine variable Gerin-
nebreite hinzukommt und der Quellterm Ableitungen in Fließrichtung enthält.
Die Untersuchung erfolgt am Beispiel Wechselsprung mit variabler Gerinnebrei-
te. Wie im vorhergehenden Abschnitt, werden der Durchfluss und der Wasser-
spiegel mit dem TVD-Verfahren und den in Kapitel 4.3 vorgestellten Limitern
berechnet und den Ergebnissen der Methode von Godunov und der analytischen
Lösung gegenübergestellt. Wie in Abschnitt 4.4.2 wird zum Teil auf die Darstel-
lung der Ergebnisse für den berechneten Durchfluss und Wasserspiegel für den
van Leer- und van Albada-Limiter verzichtet.
In Abbildung 4.8a) sind neben der analytischen Lösung nach MacDonald und
dem Verlauf der Sohle, der berechnete Durchfluss und der Wasserspiegel über
den gesamten Lösungsraum dargestellt. Über große Bereiche der Berechnungs-
domäne ist eine gute Übereinstimmung zwischen der berechneten und der ana-
lytischen Lösung zu erkennen. In Abbildung 4.8b) ist dermit demTVD-Verfahren
und der Methode von Godunov berechnete Durchflusses und in Abbildung 4.8c)
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Abb. 4.8: Vergleich der Berechnungsergebnisse (Godunov-Verfahren, TVD-Verfahren) mit der analytischen Lösung für
Testbeispiel Wechselsprung mit variabler Gerinnebreite (TTVD5 ). a) Durchuss und Wasserspiegel für den
gesamten Lösungsraum. b) Durchuss im Bereich 360-420 m. c) Wasserspiegel im Bereich 60-100 m.
der berechnete Wasserspiegel im Bereich der Diskontinuität (Station 60,0 m bis
100,0 m) dargestellt. Die mit dem TVD-Verfahren berechneten Lösungen zei-
gen sowohl im Ober- als auch im Unterwasser des Wechselsprungs bei Statio-
nierung 80,0 m Oszillationen. Im Gegensatz zum vorherigen Testbeispiel Wech-
selsprung mit konstanter Gerinnebreite, breiten sich die Oszillationen in diesem
Fall, ausgehend von der Diskontinuität, sowohl ins Ober- als auch ins Unterwas-
ser aus. Mit zunehmenden Abstand von der Diskontinuität klingen die Oszilla-
tionen ab.Ursache für das Auftreten der Oszillationen ist wie im vorhergehenden
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Testbeispiel die Diskretisierung des Quellterms.
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Abb. 4.9: Konvergenzordnung des TVD-Verfahrens und der Methode von Godunov für Testbeispiel Wechselsprung mit
variabler Gerinnebreite (TTVD5 ) für n = 101 Stützstellen. a) für den Durchuss. b) für den Wasserspiegel.
In Abbildung 4.9a) ist die L1(Q)-Norm des Durchflusses und in Abbildung 4.9b)
die L1(h)-Norm für den Wasserspiegel über die gesamte Berechnungsdomäne
abgebildet. Erwartungsgemäß ergibt sich für das TVD-Verfahren mit Superbee-
Limiter sowohl für den Durchfluss als auch für den Wasserspiegel der größte
Fehler und die geringste Steigung der Ausgleichsgeraden. Dieses Ergebnis ist
auf Oszillationen, die das TVD-Verfahren produziert, zurückzuführen. Das TVD-
116 Kapitel 4
Verfahren mit Minbee-Limiter verursacht den geringsten Fehler bei einer ver-
gleichbaren Anzahl an Stützstellen und liegt im Bereich der Werte, die mit der
Methode von Godunov erzielt werden.
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Abb. 4.10: Konvergenzordnungen des TVD-Verfahrens und der Methode von Godunov für Testbeispiel TTVD5 für n =
101 Stützstellen für den Wasserspiegel im kontinuierlichen Bereich (0-60 m und 100-200 m).
Für den kontinuierlichen Bereich (Station 0-60 m und 100-200 m) wird die L1(h)-
Norm exemplarisch für den Wasserspiegel ermittelt und in Abbildung 4.10 dar-
gestellt. Analog zu Testbeispiel Wechselsprung mit konstanter Gerinnebreite
(TTVD4 ) zeigen die Verfahren hier große Ähnlichkeiten in Bezug auf die zu errei-
chende Konvergenzordnung. Einzige Ausnahme bildet der Superbee-Limiter,der
in diesem Gerinneabschnitt nur eine Ordnung von -0,8 erreicht. Verantwortlich
dafür sind die im Bereich des Wechselsprungs auftretenden Oszillationen, die in
diesem Fall auch noch in den als kontinuierlichen Bereich bezeichneten Gerin-
neabschnitt hinein reichen und so einen größeren Fehler verursachen. Die Stei-
gungen der Ausgleichsgeraden der anderen Verfahren und damit die zu erzie-
lende Konvergenzordnung liegen im Bereich von -1,7 bis -1,9.
4.4.4 Idealisierter Dammbruch (TTVD6 )
Die in Kapitel 4.2 vorgestellten hochauflösenden Verfahren sind ursprünglich für
homogene partielle Differentialgleichungen entwickelt worden. Der in Kapitel
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3.2.6 vorgestellte idealisierte Dammbruch (T6) wird durch die homogenen Saint-
Venant-Gleichungen beschrieben und wird nachfolgend mit dem TVD-Verfahren
berechnet. Wie in den vorangegangenen Beispielen wird die Berechnung mit al-
len vier vorgestellten Limitern durchgeführt. Die Ergebnisdarstellung erfolgt, mit
Ausnahme der Darstellung für die L1-Norm, nur für den Superbee- und den
Minbee-Limiter.
Für den Durchfluss und den Wasserstand sind in Abbildung 4.11a) und Ab-
bildung 4.11b) die Berechnungsergebnisse der Methode von Godunov und des
TVD-Verfahrens der analytischen Lösung über die gesamte Berechnungsdomä-
ne gegenübergestellt. Die analytische Lösung beschreibt die Strömung nach 0,1
Sekunde. Das für die numerische Simulation verwendete numerische Gitter hat
eine Auflösung von ∆ x = 5,0 cm (n = 21). In Abbildung 4.11c) und 4.11d) sind die
Ergebnisse der numerischen Simulation für den Bereich der Schwallwelle detail-
liert dargestellt. Die Ergebnisse für die Sunkwelle sind in Abbildung 4.11e) und
4.11f) abgebildet.
Im Gegensatz zu den Ergebnissen der beiden Testbeispiele Wechselsprung mit
konstanter bzw. variabler Gerinnebreite bildet das TVD-Verfahren in diesem Fall
die sich einstellenden steilen Fronten schärfer ab als die Methode von Godu-
nov. Aufgrund der unterschiedlichen Dämpfungseigenschaften bildet das TVD-
Verfahren mit Superbee-Limiter die Diskontinuitäten schärfer ab als der Minbee-
Limiter. Die Lösungen der numerischen Simulation sind oszillationsfrei. Um zu
überprüfen, ob das TVD-Verfahren in diesem Fall die gewünschte Genauigkeit
der Berechnungsergebnisse von 2.Ordnung erreicht, werden die Fehlernormen
sowohl für den Bereich der gesamten Berechnungsdomäne als auch für die stetig
differenzierbaren Bereiche der Lösung ermittelt. Für die Berechnung des mitt-
leren Fehlers werden nur die Stationierungen berücksichtigt, an denen sich der
Durchfluss bzw. die Wasserspiegelhöhe gegenüber der Anfangsbedingung ver-
ändert hat. Dieses Vorgehen garantiert, dass durch die Länge des Gerinnes der
berechnete mittlere Fehler nicht unverhältnissmäßig verkleinert wird. Für Ver-
fahren, die Diskontinuitäten schärfer abbildenden, wird sonst eine schlechtere
Fehlernorm ermittelt als für Verfahren, bei denen die Differenz zwischen der ana-
lytischen Lösung und der berechneten Lösung bereits weit vor der Diskontinuität
langsam zunimmt.
In Abbildungen 4.12a) ist die L1-Fehlernorm über den gesamten Lösungsraum
für den Durchfluss für unterschiedliche räumliche Diskretisierungen logarith-
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Abb. 4.11: Vergleich der Berechnungsergebnisse des TVD-Verfahrens mit unterschiedlichen Limitern und der Methode
von Godunov für Testbeispiel idealisierter Dammbruch (TTVD6 ) für n = 21 Stützstellen nach t = 0, 1
Sekunden.
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misch über die Anzahl der Stützstellen aufgetragen. Für den Durchfluss beträgt
die Steigung der Ausgleichsgeraden für die Methode von Godunov s = -0,8 und
für das TVD-Verfahren in Abhängigkeit vom Limiter s = -0.9 bis s = -1.0. Der
mittlere Fehler liegt im Bereich von 1,0 - 0,01 m3/s. Für den Wasserspiegel (Abb.
4.12b)) ergeben sich für die Steigungen der Ausgleichsgeraden für die Methode
von Godunov ein Wert von s = -0,75 und für das TVD-Verfahren Werte im Be-
reich von s = -1,16 bis s = -1,00. Der mittlere Fehler liegt im Bereich von 0,1 m bis
0,001 m. Die Abweichung des berechneten Wasserspiegels von der analytischen
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Abb. 4.12: Konvergenzordnungen des TVD-Verfahrens (unterschiedlichen Fluss-Limiter) und der Methode von Godunov
für Testbeispiel Idealisierter Dammbruch (TTVD4 ) für a) den Durchuss und b) den Wasserspiegel für n =
21 Stützstellen.
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Abb. 4.13: Konvergenzordnungen des TVD-Verfahrens (unterschiedlichen Fluss-Limiter) und der Methode von Godunov
für Testbeispiel idealisierter Dammbruch (TTVD4 ) für den stetig diffrenzierbaren Bereich (Station 0, 4−
0, 6 Meter) für n = 21 Stützstellen.
Lösung im stetig differenzierbaren Bereich der Lösung (Station 0, 4− 0, 6 Meter)
ist in Abbildung 4.13 dargestellt. In diesem Bereich ist die Lösung stetig differen-
zierbar. Das TVD-Verfahren erreicht in diesen Bereichen eine Genauigkeit von
2.Ordnung. Die Steigung der Ausgleichsgeraden der untersuchten Limiter liegt
im Bereich von s=-2,1 bis s = -1,8. Das Verfahren von Godunov erreicht in die-
sem Bereich nur eine Genauigkeit von -0,7. Für den Durchfluss ist die berechnete
Lösung sowohl mit dem TVD-Verfahren als auch mit der Methode von Godu-
nov identisch mit der analytischen Lösung; der mittlere Fehler ist Null. Auf eine
Darstellung wird an dieser Stelle verzichtet.
Der Vergleich mit der Methode von Godunov zeigt, dass mit den TVD-Verfahren
eine viel geringere Zahl an Stützstellen benötigt wird um die gleiche Größenord-
nung im Fehler zu erhalten. So erreichen diese Verfahren für den Durchfluss mit
n = 400 und für die Wassertiefe mit n = 250 Stützstellen einen ähnlich großen
Fehler wie das Godunov-Verfahren mit n = 1000 Stützstellen.
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4.5 Zusammenfassung
Für das in das mathematisch-numerische Modell zu integrierende hochauflösen-
de Verfahren stehen eine Vielzahl von Methoden zur Auswahl (z.B. MUSCL,
WAF, ENO, u.a.). HUBBARD & GARCIA-NAVARRO (1999) konnte zeigen, dass
für die im Rahmen dieser Arbeit zu betrachtenden Strömungen Fluss-Limiter-
Verfahren (WAF) den anderen Verfahren vorzuziehen sind.
Das in das Modell FLUVIUS-1Di implementierte WAF-Verfahren kombiniert, mit
Hilfe einer Limiter-Funktion, ein monotones Verfahren (Godunov) und ein Ver-
fahren höherer Ordnung (Lax-Wendroff). Das TVD-Verfahren ist für homogene
Gleichungen entwickelt worden. Die Diskretisierung des Quellterms stellt somit
eine besondere Herausforderung dar. In das Modell FLUVIUS-1Di ist der Ansatz
von HUBBARD & GARCIA-NAVARRO (1999) implementiert. Die richtige Imple-
mentierung des TVD-Verfahrens in den numerischen Algorithmus wird anhand
des Vergleichs von analytischen und berechneten Ergebnissen sowohl für kon-
tinuierliche als auch für diskontinuierliche Lösungen der linearen Advektions-
Gleichung nachgewiesen.
Ist die Lösung der Saint-Venant-Gleichungen über den Betrachtungsraum stetig
differenzierbar und der Abfluss stationär-ungleichförmig, dann sind die mit dem
TVD-Verfahren zu erzielenden Ergebnisse als sehr gut einzustufen. Allerdings
kann, wie im Fall des untersuchten Testbeispiels Kaskade ( TTVD3 ), die Genau-
igkeit der Berechnung (2.Ordnung) gegenüber der Methode von Godunov nicht
verbessert werden.
Ist die zu berechnende Strömung diskontinuierlich und der Einfluss der Quell-
terme auf die sich ausbildende Strömung groß, dann stellen die mit dem TVD-
Verfahren berechneten Lösungen keine Verbesserung gegenüber den mit der Me-
thode von Godunov berechneten Ergebnissen dar (vgl. TTVD4 und T
TVD
5 ). Die
upwind gewichtete Implementierung der Quellterme ermöglicht zwar in ste-
tigen Bereichen der Lösung eine Genauigkeit von 2.Ordnung, hebt die TVD-
Eigenschaften des Verfahrens aber im Bereich der Diskontinuität auf und pro-
duziert unphysikalische Oszillationen.
Die Berechnung des idealisierten Dammbruchs (TTVD6 ) zeigt die Vorteile der Ver-
fahren höherer Ordnung für die Menge der homogenen Erhaltungsgleichungen.
Mit allen vier Limitern sind die Ergebnisse des TVD-Verfahrens besser als die mit
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der Methode von Godunov berecheten Ergebnisse. Das genauste Ergebnis liefert
der Superbee-Limiter, der von allen untersuchten Limitern die geringsten Dämp-
fungseigenschaften hat.
Als Ergebnis der Untersuchung ist festzuhalten, dass das implementierte TVD-
Verfahren mit der Quelltermdiskretisierung nach Hubbart et al. für diskontinuier-
liche Strömungen mit starkem Quelltermeinfluss keine Verbesserung gegenüber
der Methode von Godunov darstellt. Die Anwendung des Verfahrens zur Be-
rechnung von instationären Strömungen in abflussschwachen naturnahen Fließ-
gewässern ist vor diesem Hintergrund nicht zu empfehlen.
Ist der Einfluss des Quellterms gering, dann kann das TVD-Verfahren zu einer
genaueren Strömungsberechnung beitragen. Mögliche Anwendungsgebiete sind
die Simulationen von instationären Strömungen in geometrisch homogeneren
Fließgewässern wie zum Beispiel Kanäle, verrohrte Gerinneabschnitte und mit
Sohlschalen ausgelegte Gerinne. In Kapitel 6 wird exemplarisch die Berechnung
einer von Freispiegel- zu Druckabfluss wechselnden Strömung in einem Rohrmit
dem TVD-Verfahren vorgestellt.
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5 Auswahl und Implementierung einer adaptiven
Netzverfeinerung
Die in den vorangegangenen Kapiteln durchgeführten Untersuchungen zeigen,
dass die zu erzielende Genauigkeit der Lösung mit einer zunehmenden Anzahl
an Stützstellen größer, d.h. der auftretende Fehler kleiner wird. Insbesondere im
Bereich von Diskontinuitäten kann dadurch die Genauigkeit der Lösung signifi-
kant gesteigert werden. In stetigen Bereichen der Lösung reichten, aufgrund der
geringeren Informationsdichte, generell weniger Stützstellen aus, um den Verlauf
der Lösung exakt zu berechnen. Eine Steigerung der Anzahl in den stetigen Be-
reichen der Lösung führt zu keiner wesentlichen Verbesserung des Ergebnisses.
Aus diesem Grund ist eine gleichmäßige Erhöhung der Anzahl der Stützstellen
über den gesamten Lösungsraum zur Erzielung einer höheren Genauigkeit un-
ökonomisch.
Eine Lösung für dieses Problem stellt die sogenannte adaptive Netzverfeinerung
dar. Nach OERTEL & LAURIEN (1995) versteht man unter adaptiver Netzverfeine-
rung die Anpassung des numerischen Netzes an die sich ausbildende Strömung.
Für den in dieser Arbeit zu untersuchenden Anwendungsbereich bedeutet das,
dass die Anzahl der Stützstellen in solchen Regionen des Lösungsraumes erhöht
wird, in denen die Gradienten der abhängigen Variablen sehr steil sind. Diese
Vorgehensweise erlaubt es, bei gleichzeitiger Zunahme der Rechengenauigkeit
den mit der steigenden Anzahl an Stützstellen zunehmenden Rechenaufwand
zu minimieren.
In den nachfolgenden Abschnitten wird das Konzept der adaptiven Netzver-
feinerung vorgestellt und ein geeigneter Algorithmus für das mathematisch-
numerische Modell FLUVIUS-1Di ausgewählt. Die Leistungsfähigkeit der inte-
grierten adaptiven Netzverfeinerung wird anhand der in Kapitel 3 vorgestellten
Testbeispiele überprüft. Im Einzelnen wird der mit dem Verfahren berechnete
mittlere Fehler L1 und die benötigte Rechenzeit t in Abhängigkeit von der An-
zahl der Stützstellen auf dem Grundnetz N0 und der gewählten Verfeinerung k
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untersucht. Aufbauend auf dieser Untersuchung werden Aussagen bezüglich ei-
ner möglichen Anwendung des Verfahrens bei der Berechnung von diskontinu-
ierlichen und stark instationären Strömungen in abflussschwachen naturnahen
Fließgewässern formuliert.
5.1 Grundlagen der adaptiven Netzverfeinerung
Prinzipiell können Algorithmen zur adaptiven Netzverfeinerung bezüglich Da-
tenstruktur, Generierung des Grund- bzw. Initialisierungsnetzes, der Verfeine-
rungstechnik, dem Verfeinerungskriterium und des zur Lösung der Gleichungen
auf den verfeinerten Netzen eingesetzten Verfahrens unterschieden werden (PO-
WELL et al., 1993).
5.1.1 Datenstruktur
Die Anwendung des in Kapitel 3 vorgestellten mathematisch-numerischen Ver-
fahrens zur Lösung der vollständigen Saint-Venant-Gleichungen setzt voraus,
dass die für die Berechnung benötigten geometrischen, physikalischen und to-
pologischen Informationen des zu untersuchenden Lösungsraumes in struktu-
rierter Form vorliegen. Die geometrische Information beinhaltet die Position der
Knoten im Modellgebiet. Zu jedem Knoten gehören die physikalischen Zustand-
größen wie die Wassertiefe und der Durchfluss. Die Topologie beschreibt die Be-
ziehungen zwischen den einzelnen Netzbestandteilen.
Man unterscheidet zwischen strukturierten- und unstrukturiertenNetzen. Struktu-
rierte Netze zeichnen sich durch die gleiche Anzahl anNachbarpunkten für jeden
Netzpunkt (ausgenommen der Randknoten) aus. Die Netzknoten können da-
durch sehr einfach über die Indizes einer Matrixnotation angesprochen werden
(im hier zu untersuchenden eindimensionalen Fall: x j−1, x j, x j+1). Im Gegensatz
zu den strukturierten Netzen liegt den unstrukturierten Netzen keine reguläre
Topologie zugrunde wodurch sich komplexe, mehrdimensionale Lösungsräume
abbilden lassen.
Alle Informationen zur Beschreibung der Geometrie und des Netzes werden für
die numerische Simulation im Computerprogramm in Datenstrukturen organi-
siert. Dabei unterscheidet man in der Informationstechnik zwischen sogenann-
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ten Feldern, verketten Listen und Baumstrukturen. Detaillierte Informationen zu
den Begriffen finden sich z.B. in SCHNEIDER & WERNER (2000).
Jede der oben aufgelisteten Datenstrukturen hat ihre Vor- und Nachteile, wobei
einige Adaptionstechniken nur in Verbindung mit einer speziellen Datenstruktur
angewendet werden können (siehe unten). Die Wahl der verwendeten Daten-
struktur ist abhängig von der geometrischen Komplexität des Problems, von der
erforderlichen Anpassungsfrequenz des Netzes sowie der Berechnungszeit und
dem verfügbaren Speicher.
5.1.2 Generierung des Grund- bzw. Initialisierungsnetzes
Nachdem eine geeignete Datenstruktur gewählt worden ist, muss im nächsten
Schritt das Grund- bzw. Initialisierungsnetz N0 erstellt werden. Dieses Netz wird
üblicherweise mit einem Netzgenerator angelegt. Für strukturierte Netze sind
diese Techniken gut erforscht. Es gibt eine Vielzahl von Methoden, auf die an
dieser Stelle aber nicht näher eingegangen wird. Die Techniken für unstrukturier-
te Netze sind weniger weit entwickelt und Gegenstand intensiver Forschungen.
Eine ausführliche Übersicht über die Grundlagen und Applikationen der Gene-
rierung von Netzen gibt THOMPSON et al. (1985).
5.1.3 Verfahren zur Netzadaption
Wie in den vorhergehenden Abschnitten schon mehrfach ausgeführt, erzielt man
mit einem auf das zu untersuchende Strömungsproblem angepassten Netz be-
züglich der Genauigkeit der Lösung die besten Ergebnisse. Das Auffinden dieses
angepassten Netzes mit einer minimalen Anzahl an Stützstellen ist ein komple-
xes Optimierungsproblem. Die Strategien zur Netzanpassung sind zum Einen
durch die Verfahren zur räumliche Verfeinerung und zum Anderen durch den
Zeitpunkt, zu dem die Verfeinerung erfolgt, zu unterscheiden.
Bei den Verfahren zur räumlichen Verfeinerung lassen sich grundsätzlich Verfah-
ren mit beweglichen Netzen und sogenannte lokale Verfahren unterscheiden.
Bewegliche Netze: Bei strukturierten Netzen bietet sich aufgrund der sich durch
die Nachbarschaftsbeziehungen der Netzknoten ergebenden Datenstruktur die
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Netzadaption in Form eines bewegten Netzes an, in der Literatur auch r-
Verfeinerung genannt. Bei der r-Verfeinerung wird zunächst die Strömung auf
dem Initialisierungsnetz berechnet und die Bereiche, in denen die abhängigen Va-
riablen steile Gradienten aufweisen, markiert (Abb. 5.1a). Die für die Erhöhung
der Genauigkeit erforderliche Dichte an Netzpunkten wird durch Verschieben
von Netzpunkten aus anderen Bereichen in den kritischen Bereich erreicht (Abb.
5.1b). Die Verschiebung der Knoten wird durch eine Wichtungsfunktion gesteu-
ert, die wiederum durch das Verfeinerungskriterium (siehe unten) aktiviert wird.
Um Oszillationen und Instabilitäten vorzubeugen, ist bei der Verschiebung zu
beachten, dass sich die Knoten in bestimmten Abhängigkeiten zu den Nachbar-
knoten bewegen (RAHMAN & CHAUDRY, 1998). Eine Anpassung des Verfahrens
an instationäre Probleme erfolgt entweder durch eine periodische, eine abwech-
selnde oder eine simultane Knotenbewegung (COYLE et al., 1986).
Grundnetz N0 r-Verfeinerung h-Verfeinerung
markierte Zelle
a) b) c)
Abb. 5.1: Methoden zur Verfeinerung strukturierter Netze. a) Grundnetz, b) r-Verfeinerung und c) h-Verfeinerung (nach
Powell et al., 1993)
Die Methode der bewegten Netze ermöglicht die Entwicklung von allgemeinen
Strukturen für Netzgenerierung und Adaption, wodurch sie im Allgemeinen ein-
facher in den Programmcode zu implementieren sind. Von Nachteil bei der r-
Verfeinerung ist, dass bereits bei der Erstellung des Initialisierunsnetzes die spä-
ter benötigte maximale Anzahl an Stützstellen bekannt sein und vorgegeben wer-
den muss.
Lokale Verfahren: Eine alternative Verfeinerungsstrategie, die sich sowohl auf
strukturierte als auch auf unstrukturierte Netze anwenden lässt, ist die soge-
nannte lokale Verfeinerung bzw. h-Verfeinerung. Die Methode eignet sich sowohl
für strukturierte- als auch für unstrukturierte Netze. Im Gegensatz zum vorher-
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gehenden Verfahren (bewegliche Netze), wo die Anzahl der Netzknoten im Ver-
lauf der Berechnung konstant bleibt, werden bei der lokalen Verfeinerung in den
zu verfeinernden Bereichen, dem gewünschten Verfeinerungsgrad entsprechend,
zusätzliche Knoten dem Netz hinzugefügt (Abb. 5.1c). Dieses wird durch die
bei unstrukturierten Netzen bereits vorliegende Datenstruktur (verkette Liste,
Baumstruktur) erleichtert. Bei strukturierten Netzen muss eine entsprechende
Datenstruktur gewählt werden. Aufgrund der Datenstruktur ist es leicht mög-
lich, markierte Bereiche durch das Einfügen zusätzlicher, neuer Knoten, bis zu
der gewünschten Netzfeinheit zu verfeinern. Der Abstand der Netzpunkte kann,
ohne Rücksicht auf die Gesamtstruktur, den lokalen Erfordernissen angepasst
werden. Als Beispiele seien an dieser Stelle die Verfahren von BERGER & CO-
LELLA (1989) sowie das Verfahren von QUIRK (1991) genannt.
Im Gegensatz zur Methode der beweglichen Netze muss bei der lokalen Verfei-
nerung der Lösungsalgorithmus, insbesondere für unstrukturierte Netze, modi-
fiziert werden. Zur Gewährleistung der lokalen Massen- und Impulserhaltung
müssen zusätzliche Gleichungen an den Übergängen vom feinen zum groben
Netz gelöst werden. Die Methode der lokalen Verfeinerung ist sehr gut geeig-
net für die Berechnung instationärer Strömungen, weil die Anzahl und Lage der
benötigten Knoten auf dem numerischen Gitter im Vorfeld nicht bekannt ist.
Eine Bewertung der Leistungsfähigkeit der adaptiven r- bzw. h-Verfeinerung
führte DANNENHOFFER (1991) für eine stationäre zweidimensionale Simulation
mit den Euler- Gleichungen durch. Die beiden Adaptionstechniken wurden in
Bezug auf Genauigkeit, Implementierung und der Eignung für komplexe Geo-
metrien mit einem nicht adaptiven Verfahren verglichen. Der Vergleich zeigt,
dass die beiden adaptiven Verfahren gegenüber dem nicht-adaptiven Verfahren
die gleiche Genauigkeit bei einem deutlich geringeren Zeitaufwand erreichen.
Bei der r-Verfeinerung ist die zu erreichende Genauigkeit aber durch die An-
zahl der Netzknoten auf dem Initialisierungsnetz limitiert. Um bei einem gerin-
gen Zeitaufwand eine hohe Genauigkeit der Lösung zu erzielen, ist daher die
h-Verfeinerung der r-Verfeinerung vorzuziehen.
Neben der räumlichen Verfeinerung ist auch der Zeitpunkt der durchzuführen-
den Verfeinerung an das zu untersuchende Strömungsproblem anzupassen.Wird
die Festlegung der Größe, der Lage und der Form der Netzelemente für das spe-
zielle Strömungsproblem zu Beginn der Berechnung auf Grundlage der allgemei-
nen Erfahrung des Anwenders und nicht durch die aus vorausgehender Simu-
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lationen gewonnenen Erfahrung getroffen, dann spricht man von einer a priori-
Adaption. Das Wissen des Anwenders basiert auf Erfahrungen aus Simulationen
anderer Strömungsprobleme und allgemeinen strömungsmechanischen Kennt-
nissen. Diese Form der Netzadaption ist nur für stationäre Strömungsprobleme
geeignet, da das Netz bei einer Veränderung des Stömungsfeldes der neuen Si-
tuation nicht automatisch angepasst werden kann (WEATHERILL, 1990). Auf eine
weitere Betrachtung im Rahmen dieser Arbeit wird daher verzichtet. Weitere In-
formationen finden sich z.B. bei KASHIYAMA & OKADA (1992).
Das für die Erstellung des Netzes benötigte Wissen des Anwenders kann durch
eine kommunizierende Verbindung zwischen Netzgenerator und Lösungsalgo-
rithmus ersetzt werden. Informationen bezüglich der sich zu einem bestimmten
Zeitpunkt ausbildenden Strömung werden dabei an den Netzgenerator übertra-
gen. Auf Grundlage dieser Informationen kann der Netzgenerator das Netz an-
passen, indem er an den durch das Verfeinerungskriterium festgelegten Berei-
chen das Netz verfeinert bzw. vergröbert. Diese, auf den Ergebnissen einer vor-
hergehenden Simulation basierende adaptive Netzverfeinerung, wird a posterio-
ri-Adaption genannt.
Der grundsätzliche Ablauf einer a posteriori-Verfeinerung gliedert sich nach
VERFÜRTH (1995) wie in Abbildung 5.2 dargestellt. Der Algorithmus beschreibt
den Ablauf für stationäre Strömungsprobleme. Für die Berechnung von instatio-
nären Vorgängen muss die Genauigkeit der Lösung nach einer festzulegenden
Zeit überprüft werden. Gegebenenfalls müssen dann weitere Netzpunke hinzu-
gefügt oder entfernt werden. Dieses kann im Extremfall zu einem kompletten
Neuaufbau des Netzes führen. Um die Stabilität der Berechnung zu gewährlei-
sten, ist im Falle eines expliziten Lösungsalgorithmus der räumliche Verfeine-
rungsprozess mit einer Zeitschrittkontrolle zu koppeln.
Die Netzadaption hat auch Einfluss auf die implementierte Zeitdiskretisierung.
Explizite Schemata können unverändert in den adaptiven Netzalgorithmus über-
nommen werden. Implizite Schemata dagegen müssen bei der Verwendung von
unstrukturierten Netzen stark modifiziert werden (HASSAN et al., 1991) oder las-
sen sich gar nicht überführen (BERGER & COLELLA, 1989).
Bei stationären Problemen können verschiedene Konvergenzbeschleuniger (z.B.
lokale Zeitschrittweitensteuerung, Multigrid) angewendet werden. Bei instatio-
nären Problemen gibt es wenig Möglichkeiten, die Zeitintegration effizienter zu
Auswahl und Implementierung einer adaptiven Netzverfeinerung 129
Erstellen des Initialisierungsnetzes N0
Berechnen der Lösung
Berechnung des Fehlers 
Bildung der nächsten
Netzstufe Nk+1
Verfeinerungsverhältnis k=k+1
 <
S
wahr falsch
Abbruch
Abb. 5.2: Schematischer Ablauf der a posteriori -Netzverfeinerung.
gestalten. Eine Ausnahme stellt die von QUIRK (1991) entwickelte Methode der
adaptiven Zeitschrittweite (adaptive time stepping) dar.
5.1.4 Verfeinerungskriterien
Zur Identifikation des zu verfeinernden Bereiches, muss jedem Punkt im Strö-
mungsfeld ein Kontrollwert  entsprechend seiner Wichtigkeit für die Genau-
igkeit der Lösung zugeordnet sein. Beim Verfahren der bewegten Netze wird
der Kontrollwert direkt mit der Wichtungsfunktion gekoppelt, wodurch sich die
Netzpunkte in Bereichen geringer Wichtigkeit voneinander wegbewegen, um
sich in Bereichen größerer Wichtigkeit zu konzentrieren. In der lokalen Netz-
verfeinerung muss dieser Kontrollwert in eine digitale Entscheidung für jeden
Netzpunkt umgewandelt werden. Auf der Grundlage dieses Kontrollwertes wird
entschieden, ob ein Netzpunkt hinzugefügt, gelöscht oder das Netz unverändert
bleibt.
Für eine automatische Verfeinerung müssen Schwellenwerte S festgelegt wer-
den. Durch den Vergleich des Kontrollwertes mit dem Schwellenwert kann dann
(vom Programm) entschieden werden, welche Zellen verfeinert, welche vergrö-
bert oder welche unverändert bleiben. Eine allgemeingültige Vorgehensweise zur
Bestimmung dieses Schwellenwertes konnte bisher nicht formuliert werden. In
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der Literatur ist eine große Anzahl von unterschiedlichen Methoden angegeben
(z.B. VERFÜRTH, 1995). Prinzipiell kann die Bestimmung des Schwellenwertes
auf der Grundlage von Erfahrungen des Anwenders festgelegt, oder an der sich
auf dem Netz einstellenden statistischen Verteilung des Fehlers F (Abbruchfeh-
lerkriterium) gekoppelt sein.
Bei der ersten Methode wird vom Anwender ein oberer Schwellenwert So fest-
gelegt, bei dessen Überschreitung die Zellen mit dem Kontrollwert | > So | ver-
feinert werden. Analog dazu wird ein unterer Schwellenwert Su festgelegt, bei
dessen Unterschreitung die Zellen vergröbert werden. Diese Methode ist sehr
leicht in einen Programmcode zur adaptiven Netzverfeinerung zu integrieren.
Die Schwellenwerte So und Su sind jedoch für jedes Strömungsproblem indi-
viduell anzupassen. Die Auswahl der Schwellenwerte orientiert sich in der Re-
gel an physikalischen Größen der zu untersuchenden Strömung. Dazu ist es er-
forderlich, dass der Anwender im Vorfeld der Berechnung alle ihn interessie-
renden Strömungsphänomene sowie deren Charakteristika identifiziert, um sie
dann als Adaptionskriterium zu formulieren. Die Adaptionkriterien, die ein oder
auch mehrere Merkmale gleichzeitig identifizieren, können dann einzeln oder
in Kombination (”catch-all” Kriterium POWELL et al., 1993) eingesetzt werden.
Dabei kann es bei der Kombination von mehreren Adaptionskritereien zu Über-
lagerungen kommen, die sich negativ auf die Verfeinerung bzw. Vergröberung
auswirken können (WARREN et al., 1991). Eine Lösung besteht in der sorgfälti-
gen Wahl von Proportionalitätsfaktoren bei der Kombination der Kriterien. Eine
umfangreiche Darstellung von strömungsmechanischen (physikalischen) Adap-
tionskriterien ist von HAWKEN et al. (1991) zusammengestellt worden.
Bei der zweiten Methode wird der Fehler F für jeden Netzpunkt berechnet. Der
Fehler wird dabei in der Regel mit Methoden der Abbruchfehlerberechnung be-
stimmt. Zum Beispiel können die in der numerischen Berechnung auftretenden
Abbleitungen mit Hilfe von zwei Differenzenverfahren unterschiedlicher Ord-
nung bestimmt und die Ergebnisse verglichen werden. Die Differenz lässt Rück-
schlüsse auf den Diskretisierungsfehler zu. Weitere Vefahren und auftretende
Schwierigkeiten werden in WEATHERILL (1990)) diskutiert. Ist der Fehler be-
stimmt, dann wird eine Verfeinerung in den Bereichen des Netzes durchgeführt,
in denen der Fehler F der Zellen außerhalb des Wertebereiches der Standard-
abweichung multipliziert mit einem Faktor x1 > 1 liegt. Eine Vergröberung wird
entsprechend in den Bereichen des Netzes durchgeführt, in denen der Fehler der
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Zellen innerhalb des Wertebereiches der Standardabweichung multipliziert mit
einem Faktor x2 < 1 liegt. Alle anderen Bereiche des Netzes bleiben unverändert.
Die Werte von x1 und x2 werden idealerweise so gewählt, dass ein bestimmter
Prozentsatz der Zellen zur Verfeinerung und ein anderer Teil zur Vergröberung
markiert wird. Diese Vorgehensweise ist allgemeiner als die auf Erfahrung beru-
hendeWahl der Schwellenwerte. Sie erfordert jedoch die zusätzliche Berechnung
statistischer Parameter des Fehlers (Mittelwert, Standardabweichungen, u.a.).
5.2 Auswahl der Adaptionstechnik
Für den Fall der eindimensionalen Berechnung instationärer Abflüsse in natur-
nahen Fließgewässern erfolgt die Beschreibung der Geometrie durch Querprofi-
le, die an topographisch markanten Punkten aufgenommen wurden. Im Weite-
ren wird davon ausgegangen, dass die zur Verfügung stehenden Querprofile den
Verlauf des Gewässers in der Form wiedergeben, dass in das entstehende struk-
turierte Initialisierungsnetz zusätzliche Querprofile durch lineare Interpolation
hinzugefügt werden können.
Die Kalibrierung des mathematisch-numerischen Modells erfolgt durch die An-
passung der im Gewässer auftretenden Energiedissipation über das Reibungs-
gefälle. Die Güte der Kalibrierung wird anschließend durch den Vergleich der
berechneten Lösung mit gemessenen Pegeldaten bestimmt. Dieses Vorgehen be-
dingt, dass sich die Position des am Pegel aufgemessenen und in das Initialisie-
rungsnetz übernommene Querprofil während der Berechnung nicht verändern
darf. Die direkte Anwendung der für strukturierte Netze entwickelten Verfahren
zur adaptiven Netzverfeinerung nach dem Prinzip der beweglichen Netze, wie
sie in Abschnitt 5.1.3 beschriebenworden sind, scheiden damit aus. Möglichwäh-
re der Einsatz des von HARTEN & HYMAN (1983b) für den eindimensionalen Fall
entwickelten Verfahrens. Bei diesem Verfahren befindet sich zwischen den un-
beweglichen Netzknoten des Initialisierungsnetzes ein frei beweglicher zusätzli-
cher Netzknoten. Die Position dieses Knotens kann, entsprechend den sich aus
dem Strömungsfeld ergebenen Anforderungen, zwischen den festen Netzpunk-
ten verändert werden. Zu Beginn der Berechnung muss das Initialisierungsnetz
daher schon so weit verfeinert sein, dass ein zusätzlicher Netzknoten ausreicht,
um die gewünschte Genauigkeit der Lösung zu erreichen. Dieses kann nicht im-
mer gewährleistet werden. Der Einsatz eines Verfahrens zur adaptiven Netzver-
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feinerung nach der Methode der beweglichen Netze (r-Verfeinerung) wird daher
verworfen.
Als Alternative bietet sich ein Verfahrenmit lokaler Verfeinerung (h-Verfeinerung)
an. Dieses ist zwar aufwendiger zu programmieren, bietet aber bei der Ver-
feinerung eine größere Flexibilität. Weite Verbreitung hat der Algorithmus von
BERGER & COLELLA (1989) gefunden. Das Spektrum der Einsatzgebiete um-
fasst die Simulation instationärer, mehrdimensionaler Strömungen (POWELL et
al., 1993), zweidimensionaler inkompressibler magnetohydrodynamischer Strö-
mungen (FRIEDEL et al., 1997), zweidimensionaler Strömungen in porösen Me-
dien (MANZINI & ROSELLA (1994)) sowie die Berechnung von Problemen der
numerischen Relativität (CHOPTUIK, 1989). Der Algorithmus bietet den Vorteil,
dass nicht, wie bei der Methode der beweglichen Netze, die zur Erzielung einer
bestimmten Genauigkeit erforderliche Anzahl an Netzpunkten im Vorfeld der
Simulation bestimmt werden muss, sondern dass der Anwender die gewünschte
Anzahl über den Verfeinerungsgrad k vorgeben kann.
Nachfolgend wird der in das mathematisch-numerische Modell FLUVIUS-1Di
integrierte Verfahren von Berger &Colella kurz vorgestellt. Es wird nur auf die für
die Integration wesentlichen Punkte eingegangen. Eine detaillierte Darstellung
des Verfahrens findet sich bei BERGER & OLIGER (1984), BERGER (1985, 1987),
BERGER & COLELLA (1989) und BERGER & LEVEQUE (1997). Auf Besonderheiten
bei der Programmierung im Zusammenhang mit den Saint-Venant-Gleichungen
geht ENK (1999) ein.
5.3 Die adaptive Netzverfeinerung nach Berger&Colella
Beim Verfahren von Berger&Colella zur adaptiven Netzverfeinerung werden in
den zur Verfeinerung markierten Regionen Netze höherer Auflösung (mehr
Netzknoten) über Netze mit einer geringerer Auflösung positioniert. Dieser Vor-
gang wird so lange rekursiv ausgeführt, bis die gewünschte Knotendichte im zu
verfeinernden Bereich erreicht wird. Die Knotendichte wird über das Verfeine-
rungsverhältnis k vom Benutzer vorgegeben. In Abbildung 5.3 ist die Verfeine-
rung eines Grundnetzes N0 mit zwei Unternetzen N1,1 und N2,1, über die Zeit
für das jeweilige Verfeinerungsverhältnis k1 = 2 und k2 = 3, im x-t-Diagramm
dargestellt.
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Abb. 5.3: Adaptive Netzverfeinerung nach Berger&Colella. Dargestellt ist die Verfeinerung eines Grundnetzes N0
mit zwei Unternetzen N1,1 und N2,1 über die Zeit für das jeweilige Verfeinerungsverhältnis k1 = 2 und
k2 = 3.
Ausgangspunkt der Berechnung ist das vom Anwender erstellte und während
der Simulation nicht veränderbare Initialisierungsnetz bzw. Grundnetz N0. Die-
ses Netz hat die Netzstufe l = 0. Es wird auf der Grundlage der aufgemesse-
nen Querpofile erstellt und im Programm in Form einer verketteten Liste abge-
legt. Die gewählte Datenstruktur vereinfacht das Hinzufügen bzw. Entfernen von
Querprofilen.
Zum Beginn der Berechnung werden auf dem noch nicht verfeinerten Netz der
Stufe l = 0 die abhängigen Variablen des nächsten Zeitschritts tn+1 mit dem in
Kapitel 3 und 4 vorgestellten numerischen Verfahren ermittelt. Nach der Berech-
nung des Strömungsfeldes auf dem Grundnetz wird überprüft, ob und an wel-
cher Stelle das Netz verfeinert werden muss. Ist keine Verfeinerung erforderlich,
dann wird das Strömungsfeld des nächsten Zeitschritts auf dem Netz Nl be-
rechnet. Zu verfeinernde Bereiche werden anhand physikalischer Eigenschaften
des Strömungsfeldes identifiziert. Eine Abbruchfehlerberechnung mit Hilfe der
Richardson-Extrapolation ist bei instationären Strömungsfeldern sehr aufwen-
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dig, weshalb im Rahmen dieser Arbeit darauf verzichtet wird.
Die in naturnahen Gerinnen auftretenden Diskontinuitäten können anhand der
steilen Gradienten in den abhängigen Variablen Q und A leicht identifiziert wer-
den. Durch die Berücksichtigung beider Gradienten können z.B auch Wellen-
fronten, die keine Diskontinuität hervorrufen, bei der Verfeinerung berücksich-
tigt werden. Fließwechsel treten häufig in Bereichen mit sich stark verändernder
Sohlneigung auf. Neben den die Dynamik derWelle beschreibenden Parametern,
wird zusätzlich der Verlauf der Sohlneigung S0 zur Identifizierung von zu ver-
feinernden Bereichen berücksichtigt. Alle drei Kriterien können sowohl einzeln
als auch in Kombination eingesetzt werden.
Sind im Zuge der Berechnung Zellen zur Verfeinerung markiert, dann werden
die Unternetze N1...l für diese Zellen mit einem vom Benutzer zu wählenden Ver-
feinerungsverhältnis kl+1 = ∆xl/∆xl+1 angelegt. Dabei entspricht ∆xl der Aus-
dehnung der Zelle auf dem groben und ∆xl+1 der Ausdehnung auf dem feinen
Netz. Die zeitliche Verfeinerung erfolgt dazu analog mit dem gleichen Verfeine-
rungsverhältnis k. In Abbildung 5.3 ist der Aufbau des Unternetzes schematisch
dargestellt. Zwischen den zur Verfeinerung markierten Zellen werden k Zellen
eingefügt. Auf diese Weise wird eine Folge ineinander geschachtelter Netze mit
immer feiner werdender Diskretisierung über einem Teilgebiet angelegt. Jedes
dieser Netze ist eine Netzkomponente des Netzes Nl und wird mit Nl, j bezeich-
net.
Die Unternetze werden nicht in die Datenstruktur des Initialisierungsnetzes ein-
gebunden und können somit unabhängig voneinander berechnet werden. Au-
ßerdem ist es so möglich, die Unternetze gegenüber dem starren Grundnetz mit
der Strömung zu verschieben. Wird mehr als ein Unternetz auf einer Netzstu-
fe angelegt, dann sind bei der Organisation der Unternetze zwei gegensätzliche
Bewegungen dieser Netze zu berücksichtigen. Die in der Strömung auftretenden
Störungen, und damit auch die an sie gekoppelten Unternetze, können sich auf-
einander zu oder voneinander wegbewegen. Dieses Bewegung muss in einem
Algorithmus für die Zusammenlegung bzw. Trennung von Unternetzen berück-
sichtigt werden. Eine detaillierte Beschreibung der Netzorganisation und die pro-
grammtechnische Umsetzung findet sich in der Arbeit von ENK (1999).
Abbildung 5.4 zeigt die Knoten des numerischen Gitters im x-t-Diagramm für
das Testbeispiel idealisierter Dammbruch. Zu Beginn der Simulation sind, in Fol-
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Abb. 5.4: Dargestellt der Knoten des numerischenGitters für die Trennung (N1,1,N1,2) undAuösung vonUnternetzen
(N1,1,N2,1) während der laufenden Simulation amBeispiel des idealisierten Dammbruchs (nach Enk, 1999).
ge der steilen Gradienten in den abhängigen Variablen, nur in der Mitte der
Berechnungsdomäne Zellen zur Verfeinerung auf dem Grundnetz N0 markiert.
Mit zunehmender Simulationsdauer bilden sich die charakteristische Schwall-
und Sunkwelle aus. Dieses führt zu der Trennung der verfeinerten Unternetze
(N1,1, N1,2). Nach kurzer Simulationszeit flacht die Sunkwelle ab und das Ver-
feinerungskriterium in diesem Bereich wird nicht mehr erfüllt. Die angelegten
Unternetze werden aufgelöst (N1,1, N2,1). Im Bereich der Schwallwelle wird das
Verfeinerungskriterium während der gesamten Simulation erfüllt. Die Unternet-
ze N2,1, N2,2) folgen der Bewegung des Schwalls.
Nach der Aufstellung der Unternetze werden diese berechnet. Die für die Berech-
nung der Strömung auf den Unternetzen benötigten Daten (Anfangs- und Rand-
bedingungen) werden aus den Werten der linken und rechten Zellen des über-
geordneten Netzes Nl−1 ermittelt. Die Berechnung erfolgt, wie bei den überge-
ordneten Netzen, mit der Methode von Godunov bzw. mit dem TVD-Verfahren.
Dabei ist zu beachten, dass auch auf den Unternetzen die Courant-Bedingung
eingehalten werdenmuss. Die Zeitschrittweite auf den Unternetzenmuss im Ver-
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gleich zu der Zeitschrittweite auf dem Grundnetz auf den Wert
∆t =
cc f l∆xl+1
SNl+1max
(5.1)
verringert werden. Die Berechnung auf dem Unternetz wird k-mal durchgeführt.
Dabei wird jedes Mal überprüft, ob eine weitere Verfeinerung erforderlich ist.
Gegebenenfalls werden weitere Unternetze angelegt.
Die auf dem Unternetz berechneten Ergebnisse müssen auf das übergeordnete
Netz übertragen werden. Dazu werden die berechneten Werte für die abhängi-
gen Variablen der in einer Zelle i des groben Netzes liegenden k feineren Zellen
arithmetisch gemittelt und dieser Wert in die übergeordnete grobe Zelle (Un+1i )
geschrieben. Um die Erhaltung vonMasse und Impuls zu gewährleisten, werden
an den Übergängen zwischen den Netzen zusätzliche Gleichungen formuliert,
die eine Korrektur des Flusses über die Ränder der Netze vornehmen.
Die Berechnung des Unternetzes Nl+1 ist mit Erreichen der aktuellen Simulati-
onszeit des entsprechenden übergeordneten Netzes Nl beendet. Sind alle Netz-
stufen berechnet, dann kann der nächste Zeitschritt tn+1l=0 berechnet werden.
5.4 Anwendung der adaptiven Netzverfeinerung
Der Einfluss der in das mathematisch-numerischeModell implementierten adap-
tiven Netzverfeinerung auf die Genauigkeit der berechneten Lösung wird nach-
folgend untersucht. Die Untersuchung soll im wesentlichen Aufschluss über die
für den ökonomischen Einsatz erforderliche Konfiguration (Anzahl der Unternet-
ze, Verfeinerungsverhältnis) der adaptiven Netzverfeinerung geben. Dazu wird
die Strömung in unterschiedlichen Testbeispielenmit unterschiedlichen Verfeine-
rungsverhältnissen k und Netztiefen N berechnet und der mittlere Fehler L1 der
Lösung sowohl der Anzahl an Stützstellen n als auch der benötigten Rechenzeit
(CPU-Zeit) gegenübergestellt.
5.4.1 Untersuchungsprogramm
Der Einfluss des Quellterms (Breitenänderungen und Sohlrauheit) auf die Ergeb-
nisse der Simulation von abflussschwachen naturnahen Fließgewässern hat sich
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in dieser Arbeit als maßgebend herausgestellt. Die nachfolgende Untersuchung
wird daher an den bereits aus Kapitel 3.2 und 4.4 bekannten Testbeispielen durch-
geführt. Anhand der Testbeispiele Wechselsprung mit konstanter (TAMR4 ) bzw.
variabler (TAMR5 ) Gerinnebreite wird der Einfluss einer über die Fliessstrecke ver-
änderlichen Gerinnegeometrie bei stationärem Abfluss untersucht. Instationäre
Vorgänge werden anhand des in Kapitel 3.2.6 vorgestellten idealisierten Damm-
bruchs untersucht (TAMR6 ). In Testbeispiel T
AMR
7 wird das Problem des idealisier-
ten Dammbruchs um den Einfluss durch Sohlrauheit erweitert, um auch instatio-
näre Abflüsse unter dem Einfluss des Quellterms untersuchen zu können.
Der Vergleich der mit und ohne adaptive Netzverfeinerung für die vier Testbei-
spiele berechneten Ergebnisse erfolgt für verschiedene, sich in der Anzahl der
Stützstellen unterscheidende, Grundnetze N0 (Tab. 5.5a). Die Anzahl der Kno-
ten auf dem Grundnetz unterscheidet sich bei den Testbeispielen. Aufgrund der
jeweils unterschiedlichen räumlichen Ausdehnung der Berechnungsdomäne ist
eine unterschiedliche Anzahl an Knoten erforderlich, um für die Testbeispiele ei-
ne vergleichbare räumliche Auflösung zu erzielen.
Die Berechnung mit aktivierter adaptiver Netzverfeinerung erfolgt für die vier
Testbeispiele, ausgehend von den jeweiligen Initialisierungsnetzen, für die in Ta-
belle 5.5b) zusammengestellten fünf Szenarien. Die Szenarien unterscheiden sich
durch die Verfeinerungsverhältnisse k und die Anzahl der aktiven Netzstufen N,
wobei im Rahmen dieser Arbeit das Verfeinerungsverhältnis auf kmax = 4 und die
Anzahl an Unternetzen auf zwei (Nmax = N2) beschränkt ist.
Aus den Ergebnissen der mit und ohne adaptive Netzverfeinerung durchgeführ-
ten Berechnungen wird der mittlere Fehler sowohl für den Wasserstand L1(h) als
auch für den Durchfluss L1(Q) bestimmt. Zusätzlich wird die für die Berechnung
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benötigte Rechenzeit (CPU-Zeit) ermittelt.
Aus Gründen der Übersichtlichkeit wird auf die vollständige Darstellung aller
Ergebnisse in diesemAbschnitt verzichtet und auf Anhang E verwiesen. Die Dar-
stellung der wesentlichen Ergebnisse erfolgt exemplarisch anhand des Testbei-
spiels Wechselsprung mit konstanter Gerinnebreite (TAMR4 ).
5.4.2 Untersuchung des mittleren Fehlers L1 in Abhängigkeit von N0 und k
In Abbildung 5.6 ist für den Wechselsprung mit konstanter Gerinnebreite der
mittlere Fehler L1 über die Anzahl der Stützstellen des Grundnetzes N0 für un-
terschiedliche Verfeinerungsverhältnisse k dargestellt. Die Berechnung wurde so-
wohl mit als auch ohne adaptive Netzverfeinerung durchgeführt. Für die Test-
beispiele Wechselsprung mit variabler Gerinnebreite, idealisierter Dammbruch
und idealisierter Dammbruch mit Sohlreibung sind die Ergebnisse in Anhang E
in Abbildung E.2, E.3 und E.4 dargestellt. Die Ergebnisse der Berechnung mit
aktivierter adaptiven Netzverfeinerung sind für jeweils ein Grundnetz für unter-
schiedliche Verfeinerungsverhältnisse k durch Symbole gekennzeichnet.
Den Abbildungen 5.6 und E.2-E.4 kann entnommen werden, dass analog zu den
Ergebnissen aus Kapitel 3 und 4, bei der Berechnung ohne adaptive Netzverfeine-
rung, der mittlere Fehler für den Durchfluss L1(Q) und den Wasserspiegel L1(h)
mit zunehmender Anzahl an Stützstellen abnimmt. Die Genauigkeit der Lösung
steigt. Für die Berechnung mit oder ohne adaptive Netzverfeinerung sind die
Konvergenzraten der Testbeispiele gleich.
Der mit der adaptiven Netzverfeinerung berechnete mittlere Fehler L1(Q) und
L1(h) ist, mit einer Ausnahme, bei allen Testbeispielen kleiner als der ohne ad-
aptive Netzverfeinerung berechnete Fehler. Mit einem zunehmenden Verfeine-
rungsverhältnis k (vertikal) und einer steigenden Anzahl an Stützstellen des
Grundnetzes N0 (horizontal) wird der mittlere Fehler kleiner. Bei sehr kleinen
Verfeinerungsverhältnissen (Szenario S4 und S5) nimmt der mittlere Fehler, auf-
grund von Rundungsfehlern, nicht weiter ab. Die Ausnahme bildet das Ergebnis
für den mittleren Fehler für den Wasserspiegel für Testbeispiel Wechselsprung
mit variabler Gerinnebreite. Diese Abweichung ist auf die räumliche Diskretisie-
rung zurückzuführen (siehe unten).
Um den Einfluss des gewählten Grundnetzes N0 und des Verfeinerungsverhält-
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Abb. 5.6: Darstellung des mittleren Fehlers L1 über die Anzahl der Stützstellen n für unterschiedliche Grundnetze
N0 und Verfeinerungsverhältnisse k für Testbeispiel Wechselsprung mit konstanter Gerinnebreite TAMR4 .
nisses k (Szenario S1-S5) auf den mittleren Fehler L1(Q) und L1(h) der berechne-
ten Lösung abschätzen zu können, werden drei Kennzahlen eingeführt (Tabelle
5.1).
Kennzahl Kn1 : Die mit der Aktivierung der adaptiven Netzverfeinerung eintre-
tende Verbesserung oder Verschlechterung des mittleren Fehlers kann durch die
Kennzahl Kn1 (Tab. 5.1) abgeschätzt werden. Dabei ist L1 der mittlere Fehler des
Grundnetzes ohne adaptive Netzverfeinerung und LAMR1,S1 ist der mittlere Fehler
der Berechnung mit aktivierter adaptiver Netzverfeinerung für das kleinste Ver-
feinerungsverhältnis k1 = 2 (Szenario 1, Tabelle 5.5). Je größer der Wert für Kn1
ist, um so größer ist die Verbesserung des mittleren Fehlers durch den Einsatz
der adaptiven Netzverfeinerung gegenüber der Berechnung ohne adaptive Netz-
verfeinerung. Die sich für die vier Testbeispiele ergebenden Werte der Kennzahl
Kn1 für den Durchfluss und den Wasserspiegel sind in Tabelle E.1 zusammenge-
fasst.
Der Maximalwert für die Kennzahl tritt bei Testbeispiel Wechselsprung mit kon-
stanter Gerinnebreite (TAMR4 ) bei einem Grundnetz N0 mit n=10 Stützstellen für
den berechneten Durchfluss auf (Kn1 (Q) = 8, 0). Der durchschnittlich für alle vier
Testbeispiele erreichte Wert für den Durchfluss beträgt K¯n1 (Q) = 3, 08. Das be-
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Tab. 5.1: Kennzahlen Kn1 , K
n
2 und K
n
3 .
Kn1 K
n
2 K
n
3
Durchfluss L1(Q)
LAMR1,S1
(Q)
LAMR1,S1
(Q)
LAMR1,S5
(Q)
n(L1(Q))
nAMR(L1(Q)
Wasserspiegel L1(h)
LAMR1,S1
(h)
LAMR1,S1
(h)
LAMR1,S5
(h)
n(L1(h))
nAMR(L1(h)
deutet, dass der mittlere Fehler beim Einsatz der adaptiven Netzverfeinerung im
Mittel rund ein Drittel kleiner ist als bei einer Berechnung ohne adaptive Netz-
verfeinerung. Für den Wasserspiegel halbiert sich der Fehler (Kn1(h) = 1, 94) im
Mittel durch den Einsatz der adaptiven Netzverfeinerung .
Kennzahl Kn2 : Geht man vom gleichen Grundnetz aus, dann kann mit aktivier-
ter adaptiver Netzverfeinerung und größer werdendem Verfeinerungsverhältnis
(Szenarien S1 und S5) die zu erzielende Verbesserung oder Verschlechterung des
Berechnungsergebnisses mit Hilfe der Kennzahl Kn2 (Tab. 5.1) abgeschätzt wer-
den. Um so größer der Wert für Kn2 ist, um so größer ist die durch eine weitere
Verfeinerung erzielte Verbesserung. Die sich für die vier Testbeispiele ergebenden
Werte sind in Anhang E in Tabelle E.1 für den Durchfluss und den Wasserstand
zusammengefasst.
Die Ergebnisse der Berechnungen lassen eine eindeutige Beurteilung der Effek-
tivität einer zunehmenden Verfeinerung mit größer werdenden Verfeinerungs-
verhältnis k und einer zunehmenden Anzahl an Unternetzen nicht zu. Für den
Durchfluss ergeben sich große Unterschiede innerhalb der Testbeispiele. Für Test-
beispiel Wechselsprung mit konstanter Gerinnebreite (TAMR4 ) führt das größer
werdende Verfeinerungsverhältnis k und die zunehmende Anzahl an Stützstel-
len n zu einer deutlichen Abnahme im mittleren Fehler. Mit dem maximalen Ver-
feinerungsverhältnis von Szenario S5 verringert sich der mittlere Fehler im Mit-
tel um das Achtfache. Für Testbeispiel Wechselsprung mit variabler Gerinnebrei-
te (TAMR5 ) ergibt sich keine Verbesserung. Der Fehler steigt an. Für Testbeispiel
idealisierter Dammbruch (TAMR6 ) und idealisierter Dammbruch mit Sohlreibung
(TAMR7 ) ergibt sich nur eine geringe Verbesserung von 24%. Ein ähnliches Bild er-
gibt sich auch für den Wasserspiegel. Die Verbesserung, die bei aktivierter adap-
tiver Netzverfeinerung bei einer Berechnungmit feineren Unternetzen (Szernario
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S5) erzielt werden konnte, ist mit rund 8% gering. Bei TestbeispielWechselsprung
mit variabler Gerinnebreite (TAMR5 ) ist, wie beim Durchfluss, keine Verbesserung
festzustellen.
Der Grund für die nur geringe Abnahme des berechneten mittleren Fehlers bei
Testbeispiel Wechselsprung mit konstanter Gerinnebreite (TAMR4 ), idealisierter
Dammbruch (TAMR6 ) und idealisierter Dammbruch mit Sohlreibung (T
AMR
7 ) liegt
an der Art der Berechnung des mittleren Fehlers. Die Berechnung des mittleren
Fehlers erfolgt durch den Vergleich der berechneten Lösung mit einer Referenz-
lösung über den gesamten Lösungsraum. Der durch die adaptive Netzverfeine-
rung beeinflusste Bereich der Lösung ist für die Testbeispiele Wechselsprung mit
konstanter Gerinnebreite (TAMR4 ), idealisierter Dammbruch (T
AMR
6 ) und ideali-
sierter Dammbruch mit Sohlreibung (TAMR7 ) klein gegenüber dem gesamten Lö-
sungsraum. Veränderungen in dem durch die adaptive Netzverfeinerung beein-
flussten Bereich wirken sich daher nur geringfügig auf den global berechneten
mittleren Fehler aus.
Kennzahl Kn3 : Anhand der Kennzahl K
n
3 (Tab. 5.1) kann die Ökonomie der adap-
tiven Netzverfeinerung bezüglich der, für die Berechnung eines Ergebnisses mit
einem bestimmten mittleren Fehler, erforderlichen Anzahl an Stützstellen für das
Grundnetz, ohne und mit aktivierter adaptiver Netzverfeinerung, abgeschätzt
werden. Die Kennzahl gibt das Verhältnis der, für die Berechnung des mittleren
Fehlers L1 ohne und mit adaptiver Netzverfeinerung, erforderlichen Anzahl an
Stützstellen des Grundnetzes n(L1) bzw. nAMR(L1) an. Um so größer derWert für
die Kennzahl Kn3 ist, um so weniger Stützstellen werden für die Berechnung mit
aktivierter adaptiver Netzverfeinerung benötigt, um den gleichen Fehler wie bei
der Berechnung ohne adaptive Netzverfeinerung zu erzielen. Ein großer Wert für
die Kennzahl Kn3 lässt auf einen effizienten Einsatz der adaptiven Netzverfeine-
rung schließen. Die Werte für die Kennzahl Kn3 sind für alle Testbeispiele für den
Durchfluss und Wasserspiegel in Anhang E in Tabelle E.2 zusammengefasst.
Die bisherige Untersuchung hat gezeigt, dass bereits mit der gröbsten Verfeine-
rung (Szenario S1) eine deutliche Verbesserung der berechneten Genauigkeit ge-
genüber der Berechnung ohne adaptive Netzverfeinerung zu erzielen ist. Für den
berechneten Durchfluss ist der Einsatz der adaptiven Netzverfeinerung am effek-
tivsten bei Testbeispiel Wechselsprung mit konstanter Gerinnebreite (Kn3 = 4.0).
In diesem Fall sind nur rund ein Viertel der Stützstellen auf dem Grundnetz aus-
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reichend, um mit aktivierter adaptiver Netzverfeinerung den gleichen mittleren
Fehler zu berechnen wie ohne adaptive Netzverfeinerung. Im Mittel kann bei
aktivierter adaptiver Netzverfeinerung auf rund 66% (K¯n3 (Q) = 2, 41) der Netz-
punkte gegenüber einer Berechnung ohne adaptive Netzverfeinerung verzichtet
werden, um dennoch das gleiche Ergebnis zu erzielen.
Beim Wasserspiegel ergibt sich der beste Wert für Kn3 für das Testbeispiel ideali-
sierter Dammbruch mit Sohlreibung (Kn3 = 5, 0). Bei Testbeispiel Wechselsprung
mit variabler Gerinnebreite zeigt sich dagegen keine Verbesserung. Im Mittel
kann bei aktivierter adaptiver Netzverfeinerung auf rund 48% (K¯n3 (h) = 1, 92)
der Netzpunkte auf dem Grundnetz gegenüber einer Berechnung ohne adaptive
Netzverfeinerung verzichtet werden.
5.4.3 Untersuchung der Rechenzeit t in Abhängigkeit von N0 und k
Die vorhergehende Untersuchung hat gezeigt, dass die adaptive Netzverfeine-
rung zu einer Verbesserung der Lösung beiträgt. Für den Einsatz in der Praxis
ist neben der zu erzielenden Steigerung der Genauigkeit auch die dafür benö-
tigte Zeit von Interesse. Nachfolgend wird untersucht, ob die zur Berechnung
einer Lösung mit einem bestimmten mittleren Fehler beim Einsatz der adaptiven
Netzverfeinerung im Vergleich zur konventionellen Berechnung benötigte Zeit
kleiner, gleich oder größer ist. Die Untersuchung wird für alle vier Testbeispiele
sowohl für den Durchfluss als auch für den Wasserspiegel durchgeführt.
In Abbildung 5.7 ist der mittlere Fehler der Berechnung des Durchflusses und
des Wasserspiegels über die für die Berechnung benötigte CPU-Zeit für das Test-
beispiel Wechselsprung mit konstanter Gerinnebreite abgebildet. In der Abbil-
dung repräsentiert jedes Symbol ein Grundnetz N0 mit einer bestimmten Anzahl
an Stützstellen n. Die Ziffern in den Symbolen entsprechen den Nummern der
Szenarien aus Abbildung 5.5. Für die Testbeispiele Wechselsprung mit variabler
Gerinnebreite, idealisierter Dammbruch und idealisierter Dammbruch mit Sohl-
reibung sind die Ergebnisse in Anhang E in Abbildung E.2, E.3 und E.4 darge-
stellt.
Um die Rechenzeit der mit und ohne adaptive Netzverfeinerung durchgeführten
Berechnung quantitativ vergleichen zu können, werden drei weitere Kennzahlen
eingeführt (Tabelle 5.2).
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Abb. 5.7: Darstellung des mittleren Fehlers L1 über die benötigte CPU-Zeit für unterschiedliche Grundnetze N0 (n =
Anzahl der Stützstellen) und Verfeinerungsverhältnisse k (Szenario 1 - 5) für Testbeispiele Wechselsprung
mit konstanter Gerinnebreite TAMR4 .
Tab. 5.2: Kennzahlen Kt1, K
t
2 und K
t
3
Kt1 K
t
2 K
t
3
Durchfluss
tAMRS1
(Q)
t(Q)
tAMRS5
(Q)
tAMRS1
(Q)
tAMRS1
(Q,L1)
t(Q,L1)
Wasserspiegel
tAMRS1
(h)
t(h)
tAMRS5
(h)
tAMRS1
(h)
tAMRS1
(h,L1)
t(h,L1)
Kennzahl Kt1: Diese Kennzahl gibt das Verhältnis zwischen der Rechenzeit für die
Berechnung von Szenario S1 und der Berechnung ohne adaptive Netzverfeine-
rung an. Anhand dieser Kennzahl können Aussagen über den zeitlichen Auf-
wand einer, mit der adaptiven Netzverfeinerung durchgeführten Berechnung auf
dem selben Grundnetz im Vergleich zur einer Berechnung ohne adaptive Netz-
verfeinerung gemacht werden. Um so kleiner der Wert für die Kennzahl Kt1 (Tab.
5.2) ist, um so effektiver ist der Einsatz der adaptiven Netzverfeinerung. Die für
die vier Testbeispiele ermittelten Werte sind in Anhang E in Tabelle E.3 zusam-
mengefasst.
Ausgehend vom gleichen Grundnetz, verlängert der Einsatz der adaptiven Netz-
verfeinerung die Berechnung des Durchflusses und des Wasserspiegels gegen-
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über der Berechnung ohne adaptive Netzverfeinerung im Mittel um das Zwei-
einhalbfache (K¯t1,Q = 2, 54, K¯
t
1,h = 2, 65). Deutliche Abweichungen vomMittelwert
sind bei Testbeispiel Wechselsprung mit variabler Gerinnebreite TAMR5 zu beob-
achten. Die Werte für den Durchfluss (Kt1,Q = 4, 3) und für den Wasserspiegel
(Kt1,h = 4, 47) werden beim Testbeispiel T
AMR
5 doppelt so groß wie der Durch-
schnittswert.
Mit zunehmender Verfeinerung durch die adaptive Netzverfeinerung ist eine
deutliche Verringerung des berechneten mittleren Fehlers bei einem gleichzeiti-
gen Anstieg der Rechenzeit nur für den berechneten Durchfluss der Testbeispiele
Wechselsprung mit konstanter bzw. variabler Gerinnebreite zu beobachten (Abb.
5.7 und Abb. E.1). Die Verringerung des mittleren Fehlers erfolgt analog zur Kon-
vergenzrate für die Berechnung ohne adaptive Netzverfeinerung. Für die Berech-
nung desWasserspiegels verringert sich der mittlere Fehler nur noch geringfügig
und nimmt für Testbeispiel TAMR5 , T
AMR
6 und T
AMR
7 sogar wieder zu (Durchfluss
und Wasserspiegel).
Es ist festzuhalten, dass der mittlere Fehler mit feiner werdenden Grundnetz
stark, mit zunehmender Verfeinerung durch die adaptive Netzverfeinerung aber
nur noch geringfügig abnimmt. Dieses Verhalten lässt sich wie folgt erklären: Bei
dem zu berechnenden Strömungsproblem handelt es sich um ein Anfangs- und
Randwertproblem. Die Lösung im Inneren der Berechnungsdomäne ist von den
Randbedingungen abhängig. An die feinerenUnternetze im zu verfeinernden Be-
reich werden als Randbedingung für die Berechnung die Werte aus dem überge-
ordneten, gröberen Netz übergeben. Sind diese bereits ungenau, dann kann auch
das Ergebnis auf den Unternetzen nicht genauer werden. Für eine zunehmende
Anzahl an Stützstellen im übergeortneten (Vater) Netz wird die Lösung in die-
sem (groben) Bereich besser und damit auch die an die Unternetze übergebenen
Randbedingungen.
Beim Einsatz der adaptiven Netzverfeinerung ist darauf zu achten, dass der zu
verfeinernde Bereich über die makierten Zellen hinaus in die Bereiche der ste-
tigen und damit genaueren Lösungen erweitert wird. Um dieses in Zukunft zu
ermöglichen, wurde in den Programmcode des Modells FLUVIUS-1Di die Mög-
lichkeit integriert,links und rechts vom zu verfeinernden Bereich zusätzliche so-
genannte Pufferzellen zu aktivieren.
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Kennzahl Kt2: Das Verhältnis der für die Berechnung mit der gröbsten Verfeine-
rung (Szenario S1) und der feinsten Verfeinerung (Szenario S5) auf dem selben
Grundnetz benötigten Rechenzeit wird durch die Kennzahl Kt2 (Tab. 5.2) angege-
ben. Um so kleiner die Werte für die Kennzahl Kt2 sind, um so effizienter arbeitet
die adaptive Netzverfeinerung. Die für die vier Testbeispiele berechneten Werte
sind in in Anhang E in Tabelle E.3 zusammengefasst.
Für die unterschiedlichen Testbeispiele sind große Unterschiede in der ermit-
telten Kennzahl Kt2, und damit in dem Verhältnis der Zeiten, zu erkennen. Für
Testbeispiel Wechselsprung mit konstanter Gerinnebreite (TAMR4 ) und Wechsel-
sprung mit variabler Gerinnebreite (TAMR5 ) dauert die Berechnung von Szena-
rio S5 rund zwanzig mal länger als die Berechnung von Szenario S1. Für Kt2 er-
gibt sich ein mittlere Wert von K¯t2(Q) = 21, 4 bzw. K¯
t
2(h) = 23, 9. Für Testbeispiel
idealisierter Dammbruch (TAMR6 ) und idealisierter Dammbruch mit Sohlreibung
(TAMR7 ) ist die benötigte Zeit nur rund sieben mal so lang. Für K
t
2 ergibt sich ein
mittlere Wert von K¯t2(Q) = 6, 7 bzw. K¯
t
2(h) = 6, 86).
Die Differenz in den Werten für die berechneten Wechselsprünge und den idea-
lisierten Dammbruch ergeben sich aufgrund der unterschiedlichen Quellterme.
Umso mehr Einflüsse von außen durch die Quellterme erfasst werden, umso län-
ger dauert auch die Berechnung der durch sie beeinflussten Strömung.
Kennzahl Kt3: Die Kennzahl K
t
3 (Tab. 5.2) gibt für ein Ergebnis einer bestimmten
Genauigkeit das Verhältnis aus der Rechenzeit t(L1) für die Berechnung mit ad-
aptiver Netzverfeinerung und der benötigten Rechenzeit tAMRS1 (L1) ohne adapti-
ve Netzverfeinerung an. Umso kleiner der Wert für Kt3 ist, umso effektiver ist der
Einsatz der adaptiven Netzverfeinerung. Die sich für die Testbeispiele ergeben-
den Werte der Kennzahl Kt3 sind in in Anhang E in Tabelle E.4 aufgeführt.
Die vorhergehende Untersuchung zeigt, dass die größte Verbesserung des mitt-
leren Fehlers bereits mit dem Verfeinerungsverhältnis S1 erzielt wird. Für die Be-
stimmung der Kennzahl Kt3 wird ein Referenzwert des mittleren Fehlers L1 be-
nötigt. Als Referenzwert wird der mit der adaptiven Netzverfeinerung für das
Szenario S1 berechnete mittlere Fehler L1(S1) gewählt.
Bei gleicher Genauigkeit ist die Rechenzeit zur Ermittlung des Durchflusses mit
aktivierter adaptiver Netzverfeinerung, mit Ausnahme von Testbeispiel TAMR5 ,
kürzer als die ohne adaptive Netzverfeinerung benötigte Rechenzeit. Die Berech-
146 Kapitel 5
nung mit adaptiver Netzverfeinerung ist im Mittel rund 40% (K¯t3(Q) = 0, 59)
schneller als die Berechnung ohne adaptive Netzverfeinerung. Bei Testbeispiel
Wechselsprung mit variabler Gerinnebreite (TAMR5 ) dauert die Berechnung mit
adaptiver Netzverfeinerung rund doppelt so lange ((K¯t3(Q) = 1, 97). Die längere
Rechenzeit ist durch die, im Vergleich zu den anderen Testbeispielen, komplizier-
tere Berechnung des Quellterms (Ortsableitungen) bedingt.
5.4.4 Qualitative Untersuchung des Einusses der adaptiven Netzverfeinerung
In Abbildung 5.8 ist für Testbeispiel Wechselsprung mit konstanter Gerinnebrei-
te das Ergebnis für den berechneten Wasserspiegel dargestellt. Die Darstellung
zeigt den berechneten diskontinuierlichen Verlauf des Wasserspiegels für unter-
schiedliche Verfeinerungsverhältnisse auf unterschiedlichen Grundnetzen. Links
ist der Wasserspiegel auf dem Grundnetz mit der geringsten Anzahl an Stütz-
stellen dargestellt. Rechts ist der Wasserspiegel auf dem Grundnetz mit der größ-
ten Anzahl an Stützstellen abgebildet. Für die Testbeispiele Wechselsprung mit
variabler Gerinnebreite, idealisierter Dammbruch und idealisierter Dammbruch
mit Sohlreibung sind die Ergebnisse in Anhang E in Abbildung E.2, E.3 undE.4
dargestellt.
Der große Einfluss der adaptiven Netzverfeinerung auf die Berechnung des Test-
beispiels Wechselsprung mit konstanter Gerinnebreite (TAMR4 ) ist in Abbildung
5.8 deutlich zu erkennen. Im Vergleich zur Berechnung ohne adaptive Netzver-
feinerung bildet die mit adaptiver Netzverfeinerung berechnete Lösung die ana-
lytische Lösung besser nach. Diese Aussage trifft auch auf die Ergebnisse für die
anderen Testbeispiele zu. Zusätzlich erkennt man, dass auf zu groben Initiali-
sierungsnetzen die exakte Lösung auch mit einer Netzverfeinerung nicht exakt
berechnet werden kann. Sind bereits die vom Grundnetz an die Unternetze über-
gebenenWerte zuweit von der Lösung entfernt, dann kann auchmit Hilfe der ad-
aptiven Netzverfeinerung keine exakte Lösung berechnet werden. Für die prak-
tische Anwendung ist daher eine sorgfältige Erstellung des Initialisierungsnetzes
unter Berücksichtigung der sich einstellenden hydraulischen Verhältnisse uner-
lässlich.
Auswahl und Implementierung einer adaptiven Netzverfeinerung 147
a) b)
Wechselsprung mit konstanter Gerinnebreite ( )Testfall T4
AMR
Stationierung in m
W
as
se
rs
pi
eg
el
in
m
ü
NN
200 300 400 500
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2.0
analytische Lösung
ohne AMR
k1=2
k1=4
k1=2, k2=2
k1=2, k2=4
k1=4, k2=4
Wasserstand Wasserstand
Stationierung in m
W
as
se
rs
pi
eg
el
in
m
ü
NN
200 300 400 500
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2.0
n = 10 n = 100
Abb. 5.8: Darstellung des mit und ohne adaptiver Netzverfeinerung berechneten Wasserspiegels für Testbeispiel
Wechselsprung mit konstanter Gerinnebreite (TAMR4 ).
5.5 Zusammenfassung
Mit zunehmender Anzahl an Stützstellen nimmt die Genauigkeit der berechne-
ten Lösung zu, wobei der Effekt in den diskontinuierlichen Bereichen des Lö-
sungsraumes am deutlichsten zu beobachten ist. Aus ökonomischen Gründen
(Rechenzeit) ist es daher sinnvoll, die Verfeinerung nur in den Bereichen der
Berechnungsdomäne durchzuführen, in denen diskontinuierliche Lösungen zu
erwarten sind. Instationäre Strömungsvorgänge bedingen, dass sich der zu ver-
feinernde Bereich mit der Zeit und über den Ort verändert. Dieses macht den
Einsatz einer adaptiven Netzverfeinerung erforderlich.
In das Programm ist der Algorithmus von BERGER & COLELLA (1989) implemen-
tiert. Die Wahl ist durch die folgenden Möglichkeiten begründet:
• Zu jeder Zeit an beliebigen Orten des übergeordneten Netzes Stützstellen
einzufügen und entfernen zu können, entsprechend eines vom Benutzer
vorzugebenen Verfeinerungskriteriums
• Beliebig viele Unternetze mit beliebigen Verfeinerungsverhältnissen anzu-
legen zu können (Beschränkung nur durch die Systemresourcen)
• Die leichte Übertragbarkeit des für die Euler-Gleichungen entwickelten Ver-
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fahrens auf die Saint-Venant-Gleichungen
• Die im Programm FLUVIUS-1Di zur Speicherung der Geometriedaten ver-
wendete Datenstruktur
• Der Forderung, die Lage der Querprofile des Grundnetzes beizubehalten
• Die leichte Implementierung von Verfeinerungskriterien (Gradient des be-
rechneten Durchflusses und der durchflossenen Fläche sowie die Sohlnei-
gung).
Die Effektivität der adaptiven Netzverfeinerung wurde anhand von vier Testbei-
spielen für unterschiedliche Szenarien überprüft. Die Szenarien unterscheiden
sich hinsichtlich der Anzahl an Stützstellen auf dem Grundnetz, dem Verfeine-
rungsverhältnis k und der Anzahl der Unternetze. Der für diese Szenarien be-
rechnete mittlere Fehler wurde in Abhängigkeit der Anzahl der Stützstellen des
Grundnetzes sowie der benötigten Rechenzeit (CPU-Zeit), dem mittleren Fehler
der Berechnung ohne adaptive Netzverfeinerung gegenübergestellt.
Die Untersuchung zeigt, dass bereits mit der gröbsten Verfeinerungsstufe S1 ei-
ne große Verbesserung hinsichtlich der Berechnung des mittleren Fehlers erzielt
werden kann. Für die gleiche räumliche Diskretisierung wird beim Einsatz der
adaptiven Netzverfeinerung (Szenario S1) der mittlere Fehler um ein Drittel (Q)
bzw. die Hälfte (h) gegenüber der Berechnung ohne adaptive Netzverfeinerung
reduziert. Eine weitere Verfeinerung mit Hilfe der adaptiven Netzverfeinerung
bedingt nur noch eine geringe Verbesserung des mittleren Fehlers. Um den glei-
chen mittleren Fehler zu berechnen, kann für die untersuchten Testbeispiele die
Anzahl der Stützstellen auf demGrundnetz beim Einsatz der adaptiven Netzver-
feinerung gegenüber der Berechnung ohne adaptive Netzverfeinerung um rund
60, 0% (Q) bzw. 35, 0% (h) reduziert werden.
Neben der Anzahl der Stützstellen ist die für die Berechnung benötigte Zeit von
Interesse. Ausgehend vom gleichen Grundnetz dauert die Berechnung mit akti-
vierter adaptiver Netzverfeinerung (Szenario S1) länger als die Berechnung oh-
ne adaptive Netzverfeinerung. Mit zunehmendem Verfeinerungsverhältnis ver-
längert sich die Rechenzeit. Vergleicht man dagegen die zur Erzielung eines be-
stimmten mittleren Fehlers benötigten Rechenzeiten, stellt man fest, dass für die
untersuchten Testbeispiele die Rechenzeit mit aktivierter adaptiver Netzverfeine-
rung um rund 40% kürzer ist.
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Die Untersuchung hat gezeigt, dass durch den Einsatz einer adaptiven Netzver-
feinerung zur Berechnung sowohl stationärer als auch instationärer diskontinu-
ierlicher Strömungen deutliche Vorteile gegenüber der Berechnung ohne adapti-
ve Netzverfeinerung zu erzielen sind. Die Vorteile liegen in der mit dem Verfah-
ren zu erzielenden Genauigkeit und der dafür benötigten Rechenzeit. Im folgen-
den Kapitel soll der Einsatz der adaptiven Netzverfeinerung an einem Beispiel
aus der Ingenieurspraxis untersucht werden.
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6 Modellanwendung
Die Berechnungsergebnisse des in Kapitel 3 vorgestellten und in Kapitel 4 und 5
um ein hochauflösendes Verfahren und eine adaptive Netzverfeinerung erweiter-
ten mathematisch-numerischen Modells FLUVIUS-1Di, wurden im Rahmen die-
ser Arbeit bisher nur mit analytischen Lösungen der Saint-Venant-Gleichungen
verglichen. Die analytischen Lösungen lassen sich nur unter Beachtung bestimm-
ter Randbedingungen aus den Gleichungen ableiten, die in dieser Form in der
Natur nur in den seltensten Fällen anzutreffen sind. Der sich in der Natur un-
ter den gegebenen Randbedingungen (Gerinnegeometrie, Rauheit, Durchfluss)
einstellende Wasserspiegel wird dem der analytischen Lösung ähneln, aber nicht
entsprechen. Aussagen über die Praxistauglichkeit des Modells in Bezug auf die
zu erzielende Genauigkeit und Handhabbarkeit der integrierten Algorithmen
können daher nur anhand eines Vergleichs mit Feldmessungen erfolgen.
In der Ingenieurspraxis sind sowohl naturnahe als auch stark antropogen be-
einflusste Gewässer anzutreffen. Das hydraulische Verhalten dieser Gewässer
wird beeinflusst durch zum Teil geringe Abflüsse, kleine Fließtiefen, auftretende
Fließwechsel, unterschiedliche Rauheiten, seitliche Zu- und Abflüsse (linien- und
punktförmig), Sonderbauwerke sowie in urbanen Bereichen Verrohrungen, in de-
nen es bei instationären Abflüssen zu Druckabfluss kommen kann. SCHRAMM et
al. (2000) konnten zeigen, dass instationäre Abflüsse in naturnahen Gerinnen un-
ter dem Einfluss eines ebenfalls instationären Zuflusses aus einer Abwasserrei-
nigungsanlage und auftretender örtlicher Versickerungen mit der Methode von
Godunov simuliert werden können.
Nachfolgend soll anhand von zwei Beispielen gezeigt werden, dass das im Rah-
men dieser Arbeit entwickelte Modell darüber hinaus diskontinuierliche instatio-
näre Strömungen mit sehr guten Ergebnissen simulieren kann. Im ersten Beispiel
wird Freispiegelabfluss simuliert. Dazu wird eine künstlich erzeugte Damm-
bruchwelle in einem renaturierten Bach nachgerechnet. Das Beispiel wurde aus-
gewählt, weil hier viele der eingangs beschriebenen Strömungsphänomene ab-
flussschwacher naturnaher Fließgewässer in einer nicht üblichen, konzentrierten
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Form, auftreten. Die sich im Fließgewässer ausbildende Strömung wird geprägt
durch das Auftreten von unterschiedlich rauen Sohlbereichen, Sohlgleiten, einer
variablen Gerinnebreite, einer stark instationären Strömung (Schwallwelle, be-
weglicherWechselsprung) sowie einer anfänglich trockenen Sohle. Kann dasMo-
dell FLUVIUS-1Di die auftretende Schwallwelle und die sich im Bereich der Sohl-
gleiten bildenden Wechselsprünge unter diesen Bedingungen simulieren, dann
ist der Nachweis für die Anwendbarkeit des Modells für die Berechnung dis-
kontinuierlicher und instationärer Strömungen in abflussschwachen naturnahen
Fließgewässern erbracht.
Im zweiten Beispiel wird der Übergang von Freispiegel- zu Druckabfluss simu-
liert. Für diesen Fall liegen keine Naturmessungen vor. Aus diesem Grund wird
die Eignung des Modells anhand eines Beispiels aus der Literatur (Labormessun-
gen) untersucht.
6.1 Freispiegelabuss
Die Untersuchung erfolgt für einen ausgewählten Bereich des Deininghauser
Bachs. Für diesen Bereich liegen an vier Querprofilen Messungen der Wasser-
spiegellage vor. Diese wurden im Rahmen der vom Ministerium für Umwelt,
Raumordnung und Landwirtschaft des Landes Nordrhein-Westfalen geförder-
ten Studie “Hydraulische Beanspruchung der Gewässersohle durch instationäre
Sohlschubspannungen“ (EMSCHERGENOSSENSCHAFT, 1998) ermittelt. Die Studie
wurde in Arbeitsgemeinschaft von der Franz Fischer Ingenieurbüro GmbH und
dem Lehrstuhl und Institut für Wasserbau und Wasserwirtschaft der RWTH-
Aachen (IWW) für die Emschergenossenschaft erstellt. Die Messungen wurden
fachlich begleitet durch die Staatlichen Umweltämter Duisburg, Hagen, Herten
und Lippstadt.
6.1.1 Projektgebiet
Der Deininghauser Bach verläuft auf dem Gebiet der Stadt Castrop-Rauxel. Bis
vor wenigen Jahren diente er zur Ableitung sowohl des Niederschlags- als auch
des Schmutzwassers. Durch den Ausbau der Kanalisation wird der Deininghau-
ser Bach nicht mehr zur Abwasserableitung genutzt, wodurch die Umgestaltung
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Abb. 6.1: Rauheiten, Sohlverlauf, Sohlneigung und Wasserspiegelbreite des Deininghauser Baches sowie die Lage der
Messpegel.
in ein naturnahes Fließgewässer möglich geworden ist.
Das Projektgebiet umfasst den Bereich zwischen der Brücke Nierholzstraße und
dem Durchlasses unter der Köln-Mindener Eisenbahn und hat eine Länge von
ca. 1200 m. Für die im Rahmen der oben genannten Studie durchgeführten 2D-
Strömungssimulationen war eine detaillierte Beschreibung der Gerinnegeome-
trie erforderlich. Aus diesem Grund wurden für den zu betrachtenen Bereich 76
Querprofile aufgemessen. Die Anzahl der Querprofile ist sehr hoch und als für
die Ingenieurspraxis unüblich einzustufen. Für die Untersuchung des naturna-
hen Gerinnes in SCHRAMM et al. (2000) lagen beispielsweise nur 54 Querprofile
für den rund 11 Kilometer langen Untersuchungsbereich vor. Wie später noch
gezeigt wird, ist diese hohe Anzahl an Querprofilen aber erforderlich, um die im
Untersuchungsbereich des Deininghauser Bachs auftretende komplizierte Strö-
mung simulieren zu können.
Der Untersuchungsbereich wurde, mit Ausnahme des Bereiches des Durchlasses,
bereits ökologisch umgestaltet. Die Sohle des umgestalteten Abschnittes besteht
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aus natürlichem Sohlsubstrat (Lehm). Im Bereich des Durchlasses sind Sohlscha-
len aus Beton verlegt. Zum Zeitpunkt der Untersuchung hat eine Bepflanzung
der Vorländer noch nicht stattgefunden, es hat sich lediglich eine Grasnarbe gebil-
det. Die im Verlauf des Gewässers auftretenden Höhendifferenzen werden durch
Sohlgleiten überwunden. Die Sohlgleiten selber sind durch grobes Steinmateri-
al gegen Erosion gesichert (EMSCHERGENOSSENSCHAFT, 1998). Der Verlauf der
Sohle, die Sohlneigung, die sich bei maximalemDurchfluss einstellende Gerinne-
breite sowie die kalibrierten Rauheiten sind in Abbildung 6.1 dargestellt. Abbil-
dung 6.2 zeigt ein digitales Geländemodell des Untersuchungsbereiches, das aus
den aufgemessenen Querprofilen mit Hilfe des Programms FLUVIUS-1Di gene-
riert wurde.
6.1.2 Künstliche Hochwasserwelle
Ziel des durchgeführten Naturversuches war es, die infolge einer künstlich er-
zeugten Welle auftretenden Geschwindigkeiten und Wasserspiegel an ausge-
wählten Punkten des Gerinnes zu messen, um damit die in der Studie verwende-
ten mathematisch-numerischen Modelle zu kalibrieren. Dazu wurde am 30. Juni
1998 unterhalb der Brücke Nierholzstraße bei Station 0+000 km der Deininghau-
ser Bach durch die Errichtung eines Tafelschützes abgesperrt. Zwei Tage später,
am 2. Juli, wurde durch Entfernen der Sperre eine künstliche Hochwasserwelle
im bis dahin abgesperrten Teil des Gewässers erzeugt (Abb. 6.3). Aufgrund der
topologischen Gegebenheiten wurde das aufgestaute Wasservolumen auf 2500
m3 geschätzt. Die Anstiegsrate der Welle ergibt sich zu 2, 5 m3/(s · min). Der
Wellenscheitel entspricht dem Scheitel einer imDeininghauser Bach auftretenden
Welle mit einer Jährlichkeit von Tn = 2 (EMSCHERGENOSSENSCHAFT, 1998).
Entlang des Bachverlaufes wurde an mehreren Stellen die Geschwindigkeit und
der Wasserspiegel aufgezeichnet. Als Ergebnis liegt der Verlauf des Wasserspie-
gels über die Zeit für die in Abbildung 6.1 mit Pegel IWW (0+059 km), Pegel 1
(0+270), Pegel 2 (0+523) und Pegel 3 (0+906) bezeichneten Querprofile vor und
ist in Abbildung 6.6 als durchgezogene Linie dargestellt. Detaillierte Angaben
zur Versuchsdurchführung und den Ergebnissen der Messung sind EMSCHER-
GENOSSENSCHAFT (1998) zu entnehmen.
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Einlauf
Auslauf
Pegel IWW
Pegel 1
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Pegel 3
Abb. 6.2: Darstellung des aus den aufgemessenen Querprolen mit dem Programm FLUVIUS-1Di generierten digitalen
Geländemodells des Untersuchungsbereichs des Deininghauser Bachs und die Lage der Messpegel.
Modellanwendung 155
Abb. 6.3: Oben: Entfernen der Sperre am Deininghauser Bach am 2.7.1998. Unten: Flutwelle im Deininghauser Bach
am 2.7.1998. Blick von Pegel-IWW.
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6.1.3 Datengrundlage
Bei dem hier zu lösenden mathematischen Problem handelt es sich um ein soge-
nanntes Anfangs- und Randwertproblem (vgl. Kapitel 2.4.7). Die erforderlichen
Anfangs- und Randbedingungen müssen dem Programm FLUVIUS-1Di vor Be-
ginn der Berechnung in Form von fünf Datensätzen vorliegen:
Profildatensatz: Der Datensatz beinhaltet die zur Beschreibung der Gewässer-
geometrie erforderlichen aufgemessenen Querprofile. Beim Deininghauser Bach
liegen n = 76 Querprofile vor.
Anfangsbedingungen: Der Datensatz beschreibt den Strömungszustand zu Be-
ginn der Berechnung. Für jedes im Profildatensatz angegebene Querprofil müs-
sen die Werte für die abhängigen Variablen der Saint-Venant-Gleichungen an-
gegeben werden. In diesem Fall ist der Durchfluss Null und der Wasserspiegel
befindet sich auf Sohlhöhe.
Einlaufrandbedingung: In diesem Datensatz werden für die Zelle am Einlauf
der Berechnungsdomäne die Veränderungen in den abhängigen Variablen über
die Zeit angegeben. Im hier zu untersuchenden Fall werden die Ergebnisse der
Messung von Pegel IWW, umgerechnet in den Durchfluss, angegeben.
Auslaufrandbedingung: In diesem Datensatz werden für die Zelle am Auslauf
der Berechnungsdomäne die Veränderungen in den abhängigen Variablen über
die Zeit angegeben. In den wenigsten Fällen liegt eine solche Randbedingung
vor. Unter der Voraussetzung, dass die Courant-Zahl gleich Eins ist, wird für den
unbekannten Wert der letzten Zelle zum Zeitpunkt tn der Wert der vorletzten
Zelle zum Zeitpunkt tn−1 angesetzt. Der bei diesem Verfahren auftretende Fehler
ist in der Regel klein.
Äquivalente Sandrauheiten: In diesem Datensatz sind die Sandrauheiten kS auf-
geführt, die in den unterschiedlichen Bereichen des Gewässer zur Abschätzung
der auftretenden Energiedissipation angesetzt werden.
Anzahl und Inhalt der Datensätze entspricht, bis auf die anzugebenen Zeitrei-
hen, weitestgehend dem einer konventionellen eindimensionalen Berechnung.
Der für die Erstellung benötigte Zeitaufwand liegt, wenn die Zeitreihen vor-
liegen, in der selben Größenordnung wie für eine eindimensional stationär-
ungleichförmige Berechnung.
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6.1.4 Kalibrierung
Die sich im Gewässer einstellende Strömung wird eindeutig durch die sich über
den Ort und die Zeit auftretende Energiedissipation charakterisiert. Damit die
mit dem numerischen Modell berechnete Strömung der gemessenen Strömung
ähnlich ist, müssen beide zur gleichen Zeit am gleichen Ort das gleiche Energie-
liniengefälle aufweisen.
Die Steigung des Energieliniengefälles wird im Modell durch die Gleichung von
Darcy undWeisbach
SE =
λ
dhydr
· Q
2
A2
· 1
2g
(6.1)
ermittelt. Der in die Gleichung eingehende dimensionsloseWiderstandswert λ ist
ein Maß für die im Gewässer auftretende Energiedissipation. Im Rahmen des zu
berechnenden Beispiels wird vereinfachend die gesamte auftretende Energiedis-
sipation über die Sohlrauheit abgeschätzt. Der Widerstandswert λSohle wird mit
dem für Gerinneströmungen erweiterten Widerstandsgesetz von Colebrook-White
1√
λSohle
= −2, 03 log( 2, 51
f · Re√λSohle
+
kS
f · 14, 84 · rhydr ) (6.2)
ermittelt, in das als empirischer Parameter die äquivalente Sandrauheit kS ein-
geht.
Damit sich die berechnete und die gemessene Strömung entsprechen, müssen
die auftretenden Energiedissipationen im Gewässer für das zu untersuchende
hydraulische Ereignis richtig abgeschätzt werden. Für die wichtigsten in der Na-
tur auftretenden Sohlrauheiten (Rasen. Beton rauh, Schwere Steinschüttung, u.a)
sind in der Literatur Tabellen mit dem entsprechenden kS Wert angegeben (z.B.
BWK, 1997; DVWK, 1991). Anhand dieser Tabellen kann eine erste Abschätzung
der kS-Werte erfolgen. Die in den Tabellen angegebenen kS-Werte stellen soge-
nannte Grundrauheiten dar. Da neben der Sohlrauheit auch noch weitere Größen
auf die Energiedissipation Einfluss nehmen (z.B Trennflächenrauheit, Bewuchs,
Linienführung), können die im Zuge der Kalibrierung ermittelten Werte für kS
von diesen Tabellenwerten abweichen.
Nach der Erstellung aller erforderlichen Dateien und einer ersten Abschätzung
der Sohlrauheiten werden Testrechnungen durchgeführt. Diese sollen Aufschluss
über die Güte der gewählten ks-Werte geben. Der Vergleich des für unterschied-
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liche ks-Werte berechneten Wasserspiegels mit dem gemessenen Wasserspiegel
zeigt, dass die Strömung im Bereich der Sohlgleitenkaskade (Station 0+260 bis
0+550) nicht exakt simuliert werden kann. Die räumliche Ausdehnung der sich
auf den Sohlgleiten einstellenden Wechselsprünge ist kleiner als die an dieser
Stelle vorhandene räumliche Diskretisierung des numerischen Gitters. In der nu-
merischen Lösung treten keine Wechselsprünge auf. Die gemessene und die be-
rechnete Strömung entsprechen sich nicht. Sowohl der Verlauf des berechneten
Durchflusses als auch des Wasserspiegels weichen in ihrem Verlauf zeitlich und
räumlich von den gemessenen Werten ab und es bilden sich Oszillationen aus.
Um im Zuge der Kalibrierung eine Übereinstimmung des an den Pegeln gemes-
senen und berechneten Verlaufs des Wasserspiegels zu erhalten, muss das nu-
merische Gitter der räumlichen Ausdehnung des untersuchten physikalischen
Phänomens angepasst werden. Für die Verfeinerung stehen zwei Methoden zur
Auswahl. Zum einen die in Kapitel 3.1.5 angesprochene physikalische Netzverfei-
nerung, und zum anderen die in Kapitel 5 vorgestellte adaptiveNetzverfeinerung.
In diesem Fall erfolgt die Verfeinerung automatisch durch lineare Interpolation
zwischen den vorhandenen Querprofilen mit Hilfe der in das Modell FLUVIUS-
1Di integrierten physikalischen Netzverfeinerung. Die Anzahl der Querprofile
im modifizierten Profildatensatz steigt auf n= 510. Auf die Verwendung der ad-
aptiven Netzverfeinerung wird in diesem Fall verzichtet, da aufgrund der unbe-
kanntenWerte für die äquivalente Sandrauheit die anfänglich berechnete Lösung
weit von der tatsächlichen Lösung entfernt ist. Die Lösung ist instabil, die adapti-
ve Netzverfeinerung müsste mit einer hohen Frequenz neue Netze anlegen, was
wiederum nicht zu einer Stabilisierung der Lösung beiträgt. Es können sich Os-
zillationen bilden, die zum Programmabsturz führen. Ist die Kalibrierung durch-
geführt, dann ist für die Berechnung weiterer hydraulischer Varianten die ad-
aptive Netzverfeinerung der physikalischen Verfeinerung vorzuziehen. Mit dem
verfeinerten Datensatz können die sich im Bereich der Sohlgleiten ausbildenden
Wechselsprünge abgebildet werden. Die durchgeführten Berechnungen zeigten
keine Oszillationen mehr.
Die als Ergebnis der Kalibrierung ermittelten äquivalenten Sandrauheiten für den
Untersuchungsbereich sind in Abbildung 6.1 für die unterschiedlichen Bereiche
des Gewässers aufgeführt. Für die Gerinnesohle liegt die hydraulische Rauheit
mit 0, 11− 1, 00 m in dem in DVWK (1991) für naturnahe Gerinne angegebenen
Bereich. Die sich für den Bereich der Sohlgleiten ergebenen kS-Werte (3, 60− 6, 56
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m) liegen nach DVWK Heft 220 im extrem rauen Bereich. Bei der Bewertung der
hohen ks-Werte ist zu berücksichtigen, dass durch sie auch die Energiedissipation
infolge der extrem turbulenten Strömung auf den Sohlgleiten mit erfasst wird.
In Abbildung 6.4 ist exemplarisch eine der Sohlgleiten im Untersuchungsgebiet
im trockenen Zustand und beim Durchgang der Welle dargestellt. Die durch die
raue Struktur der Sohlgleite (links) verursachte turbulente Strömung (rechts) ist
deutlich zu erkennen.
Fließrichtung
Fließrichtung
Abb. 6.4: Oberächenstruktur der Sohlgleite und die sich einstellende Strömung beim Durchlauf der Welle.
6.1.5 Numerische Simulation
Im Anschluss an die Kalibrierung wird die künstliche Hochwasserwelle im Dei-
ninghauser Bach mit der in das Modell FLUVIUS-1Di integrierten Methode von
Godunov berechnet. Die Simulation erfolgt für drei Varianten, die sich in der
Anzahl der Querprofile bzw. durch den Einsatz der adaptiven Netzverfeinerung
unterscheiden:
• Variante V1: Die numerische Simulation erfolgt mit dem auch bei der Kali-
brierung eingesetzten Profildatensatz mit n = 510 Querprofilen.
• Variante V2: Berechnung der Strömung auf dem vom Vermesser gelieferten
Profildatensatz mit n = 76 Querprofilen.
• Variante V3: Die Berechnung erfolgt mit dem Ausgangsdatensatz (n = 76
Querprofile) mit aktivierter adaptiver Netzverfeinerung. Verfeinert wird
mit einer zusätzlichen Netzstufe (l = 1) und einem Verfeinerungsverhält-
nis von k = 2 in den Bereichen, in denen die Sohlneigung S0 ≥ 0.025 ist.
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6.1.6 Ergebnis der numerischen Simulation
Das Ergebnis der Durchfluss- und Wasserstandsberechnung für Variante V1 ist
qualitativ in Abbildung 6.5 für unterschiedliche Zeitpunkte dargestellt. Man er-
kennt deutlich die sich ausbreitende Welle. Zum Zeitpunkt 700− 900 Sekunden
bildet sich vor Pegel 3 ein rückschreitender Wechselsprung aus. Die in dem Ge-
rinne auftretende Retention ist deutlich an der, mit zunehmender Zeit flacher
werdenden, Kurve für den Durchfluss zu erkennen. Die in der Kurve für den
Durchfluss vorhandenen Zacken entstehen infolge einer an dieser Stelle nicht
ausreichenden räumlichen Diskretisierung. Mit einer weiteren Verfeinerung an
den entsprechenden Stellen kann der Fehler minimiert werden (vgl. Kap. 3.2.4).
Die Güte der Berechnung kann nur anhand des Vergleichs mit den an den Pegeln
aufgenommenen Messwerten bestimmt werden. Eine so hohe Übereinstimmung
zwischen Messung und Rechnung, wie sie im Vergleich mit den analytischen Lö-
sungen in Kapitel 3, 4 und 5 erzielt werden konnte, ist in diesem Fall nicht zu
erwarten. Das Ziel dieser Untersuchung ist es viel mehr, die Charakteristik der
Welle im Deininghauser Bach mit Hilfe des numerischen Modells nachzubilden.
In Abbildung 6.6 ist der an den Pegeln 1-3 gemessene Wasserspiegel (durchgezo-
gene Linie) den Ergebnissen der numerischen Simulationen über die Zeit gegen-
übergestellt.
Die Berechnungsergebnisse der einzelnen Varianten sind durch unterschiedliche
Symbole dargestellt. Beim Vergleich von Messung und Rechnung fällt auf, dass
der Wasserstand zu Beginn der Berechnung zum Teil vom gemessenen Wasser-
stand abweicht. Der Deininghauser Bach trocknete nicht vollständig aus und an
einigen Stellen im Gerinne bildeten sich Pfützen, wodurch bei der Messung teil-
weise ein höherer Anfangswasserstand aufgezeichnet wurde. Da es keine Auf-
zeichnungen über die im Gerinne verbleibenden Pfützen gibt, können sie bei der
numerischen Simulation nicht berücksichtigt werden. Bei der numerischen Simu-
lation wird von einer trockenen Sohle ausgegangen und somit ein Ergebnis mit
einem tiefer liegenden Anfangswasserspiegel ausgegeben.
Das Ergebnis für Variante V1 ist in der Abbildung 6.6 mit viereckigen Symbolen
dargestellt. Die qualitative Übereinstimmung mit den Messwerten ist hoch. An
Pegel 1 kann der steile Anstieg der Welle gut nachgebildet werden. Bei Pegel 2 ist
ein leichtes Nachlaufen derWelle zu erkennen. Im Bereich der ablaufendenWelle
treten Differenzen zwischen gemessener und berechneter Welle auf (∼ 8, 0 cm).
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Abb. 6.5: Qualitative Darstellung des berechneten Durchusses und Wasserstandes für die künstliche Flutwelle im
Deininghauser Bach für unterschiedliche Zeitpunkte.
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An Pegel 3 treffen die gemessene und die berechnete Welle zum gleichen Zeit-
punkt ein. Der steile Gradient im Anstieg der gemessenen Welle wird durch die
berechneten Wert gut abgebildet.
Die Ergebnisse der numerischen Berechnung zeigen, dass das Modell, bei einer
ausreichenden Anzahl an Stützstellen, auch komplizierte Strömungen mit einer
hohen Genauigkeit berechnen kann. Das Ergebnis der mit den kalibrierten Rau-
heiten durchgeführten Berechnung für Variante V2 ist in Abbildung 6.6 mit drei-
eckigen Symbolen dargestellt. Die zeitliche Übereinstimmung mit den Messwer-
ten an Pegel 1 ist sehr hoch. Die Anzahl der Stützstellen zur Beschreibung der
nachfolgenden Sohlgleitenkaskade reicht aber nicht aus, die hydraulischen Ver-
hältnisse in diesem Bereich richtig wiederzugeben. Die berechnetenWerte für Pe-
gel 2 und Pegel 3 weichen stark von den Messwerten ab. Die gemessene und die
berechnete Welle bei Pegel 2 sind sich nicht mehr ähnlich. Die gerechnete Welle
kommt später an und der in den gemessenen Werten vorhandene steile Gradient
in der anlaufenden Welle kann nicht abgebildet werden. Der auf den Sohlglei-
ten berechnete Fehler setzt sich über das gesamte weitere Gerinne fort. An Pe-
gel 3 kommt die berechnete Welle rund 3,5 Minuten später an. Dieses Ergebnis
macht noch einmal deutlich, wie wichtig die Übereinstimmung der räumlichen
Diskretisierung des numerischen Gitters mit der räumlichen Ausdehnung des zu
untersuchenden physikalischen Problems ist.
In Abbildung 6.6 ist das Ergebnis der Berechnung der Variante V3 (n = 76, ad-
aptive Netzverfeinerung) mit kreisförmigen Symbolen abgebildet. Im Vergleich
zu den anderen beiden Varianten, zeigen die berechneten Werte für den Was-
serspiegel für Variante V3 für alle Pegel die beste Übereinstimmung mit den
Messwerten. Die Abweichungen von den gemessenen Werten an Pegel 1 sind
sehr gering (∼ 4, 0 cm) und treten erst in der ablaufenden Welle auf. An Pegel 2
wird der Verlauf der Welle durch die gerechneten Werte gut wiedergegeben. Die
Wasserspiegellage des ansteigenden Astes der Welle wird leicht unter, und die
des abfallenden Astes leicht überschätzt. An Pegel 3 trifft die berechnete Welle
um rund 10 Sekunden verzögert zur gemessenen Welle ein. Die zeitliche Diffe-
renz nimmt aber mit zunehmender Simulationdauer ab. Bis auf den Bereich des
steil ansteigenden Astes der Welle gibt die numerische Simulation die Charakte-
ristik der Welle über Vierfünftel der Zeit sehr gut wieder. Mit Hilfe der adaptiven
Netzverfeinerung ist es auf sehr komfortable Weise möglich, die für die erfolgrei-
che Simulation der Strömung auf der Sohlgleitenkaskade erforderliche räumliche
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Diskretisierung des numerischen Gitters bereitszustellen.
In Tabelle 6.1 sind die Ergebnis der Berechnungen noch einmal zusammengefasst.
Es sind für alle Varianten sowohl der absolute als auch der relative mittlere Fehler
L1(h) an den Pegeln 1-3 aufgeführt. Zusätzlich ist noch die für die Berechnung
benötigte CPU-Zeit angegeben.
Liegen zur Beschreibung der Geometrie des Gerinnes eine große Anzahl an Stütz-
stellen vor (Variante V1), oder wird die für die richtige Abbildung der hydrauli-
schen Verhältnisse benötigte räumliche Auflösung mit Hilfe der adaptiven Netz-
verfeinerung erreicht (Variante V3), dann beträgt der mittlere Fehler für den be-
rechneten Wasserspiegel maximal 6,0 cm (V1, Pegel 2). Bei einer Wassertiefe von
rund 45,0 cm entspricht das einer Abweichung von 12%. Die größte Abweichung
ergibt sich bei Variante V2 nach der Sohlgleitenkaskade an Pegel 2 mit 10,4 cm
(23,11%). Die qualitativ beste zeitliche Übereinstimmung mit den Messwerten
hat Variante V3, gefolgt von Variante V1 und Variante V2.
Der Vergleich der für die Berechnung der Varianten benötigten CPU-Zeit zeigt,
dass zur Berechnung vieler Querprofile auch mehr Rechenzeit benötigt wird. Am
längsten braucht die konventionelle Berechnung der VarianteV3 mit 103,8 Sekun-
den. Mit rund einem Siebtel weniger Stützstellen aber mit aktivierter adaptiver
Netzverfeinerung verringert sich die CPU-Zeit auf rund ein Drittel (36,25 Sekun-
den). Ohne die adaptive Netzverfeinerung (Variante V2) werden sogar nur rund
ein Sechstel (16,32 Sekunden) der Zeit benötigt, die Qualität der Lösung ist in
diesem Fall aber unzureichend.
Die Ergebnisse des Vergleiches der numerischen Simulation mit den amDeining-
hauser Bach gemessenen Werten lassen sich wie folgt zusammenfassen:
• Die räumliche Diskretisierung des numerischen Gitters muss sich an der
räumlichen Ausdehnung des zu untersuchenden physikalischen Phäno-
mens orientieren.
• Bei der Verwendung der adaptiven Netzverfeinerung (Variante V3) ist die
Berechnungszeit nur rund ein Drittel so groß wie bei der Verwendung einer
physikalischen Verfeinerung (Variante V1).
• Die Ergebnisse der Berechnung mit adaptiver Netzverfeinerung zeigen
sowohl zeitlich als auch räumlich die beste Übereinstimmung mit den
Messwerten.
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Tab. 6.1: Zusammenfassung der Ergebnisse für die Berechnung des Deininghauser Bachs mit und ohne adaptive
Netzverfeinerung (AMR)
n AMR L1(h), Pegel 1 L1(h), Pegel 2 L1(h), Pegel 3 CPU-Zeit
absolut relativ absolut relativ absolut relativ PIII 500 MHz
- - m % m % m % s
Variante V1 510 0,026 5,2 0,047 9,4 0,060 12,0 103,8
Variante V2 76 0,021 4,2 0,104 23,11 0,082 16,4 16,32
Variante V3 76 • 0,022 4,4 0,048 10,66 0,053 10,6 36,25
6.2 Druckabuss
Die Überprüfung des mathematisch-numerischenModells für den Übergang von
Freispiegel- zu Druckabfluss erfolgt anhand der von WIGGERT (1972) im Labor
ermittelten Daten. Damit die Saint-Venant-Gleichungen, die prinzipiell nur Frei-
spiegelabfluss beschreiben, auch bei auftretenden Druckabfluss verwendet wer-
den können, ist ein sogenannter Preissmann-Slot in das Modell integriert.
Bei Druckabfluss treten sehr hohe Wellengeschwindigkeiten c =
√
g · A/b auf.
Füllt sich das Rohr (A→ Amax), dann wird dieWasserspiegelbreite immer kleiner
(b→ 0) und die Wellengeschwindigkeit c immer größer. Bei vollgefülltem Rohr
und einem unelastischen Fluid ist die Wellengeschwindigkeit unendlich groß.
Physikalisch äußert sich die hohe Wellengeschwindigkeit darin, dass aufgrund
des nicht vorhandenen Stauraums im vollgefüllten Rohr, die oben in das Rohr
einlaufende Wassermenge sofort am unteren Ende wieder austritt. Bei expliziten
numerischen Verfahren, die aus Stabilitätsgründen die Courant-Bedingung ein-
halten müssen, führt der Anstieg der Wellengeschwindigkeit zu immer kleiner
werdenden Zeitschrittweiten ∆t. Bei Druckabfluss müsste dann ein unendlich
kleiner Zeitschritt gewählt werden.
Um dennoch mit einem expliziten numerischen Verfahren die Saint-Venant-Glei-
chungen zur Berechnung von Druckabfluss nutzen zu können, wurde von Preiss-
mann vorgeschlagen, den Rohrquerschnitt um einen oben auf das Rohr aufge-
flanschten Schacht der Breite bP zu ergänzen. In dem Schacht herrscht Freispie-
gelabfluss mit der Wasserspiegelbreite bP, die den Wert der auftretenden Wellen-
geschwindigkeit begrenzt. Die Breite bP wird so gewählt, dass die Gesamtfläche
des Schachtes klein gegenüber der Fläche des Rohres ist und damit der Fehler
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des Verfahrens klein ist. Eine ausführliche Beschreibung des Verfahrens findet
sich bei CUNGE et al. (1980) sowie BAINES et al. (1992).
6.2.1 Versuchsaufbau
Der Versuchsaufbau des Experiments von Wiggert ist in Abbildung 6.7 darge-
stellt. In einem horizontalen Rechteckgerinne von 30 Meter Länge, von dem in
der Abbildung nur 20 Meter dargestellt sind, und 0,51 Meter Breite, befindet sich
in der Mitte, 0,148 Meter über dem Boden, eine 10 Meter lange Abdeckung aus
Holz. Am Ein- bzw. Auslauf dieses ’Rohres’ sind vertikale Endstücke mit ausge-
rundeten Kanten montiert. Am Ein- und Auslauf der Rinne befinden sich Wehre,
über die der Zu- bzw. Abfluss geregelt werden kann. Die Höhe des Initialisie-
rungswasserspiegels beträgt 0, 126 Meter (Freispiegelabfluss).
Zum Zeitpunkt t = 0 fließt kein Wasser durch die Rinne (Q = 0). Zum Zeitpunkt
t > 0 läuft eine Welle von links nach rechts durch die Rinne und das ’Rohr’.
In Abbildung 6.7 ist der Verlauf des Wasserspiegels über die Zeit, gemessen
am Messquerschnitt M0, abgebildet. Diese Messung wird als Einlaufrandbedin-
gung immathematisch-numerischenModell angesetzt. Der infolge der durchlau-
fenden Welle ansteigende Wasserspiegel verursacht im Rohr einen Wechsel von
Freispiegel- zu Druckabfluss. Wiggert hat an zwei Stationierungen (x(M1) = 3, 5
m und x(M2) = 5, 5 m) die Änderung desWasserspiegels über die Zeit gemessen.
Die Messwerte sind in Abbildung 6.8 als viereckige Symbole dargestellt.
6.2.2 Datengrundlage und Kalibrierung
Für die numerische Simulation sind die gleichen Datensätze wie in Kapitel 6.1
zu erstellen. Der Preissmann-Slot wird nicht explizit im Profildatensatz diskre-
tisiert, sondern den, das Rohr repräsentierenden, Querprofilen vom Programm
automatisch während der numerischen Simulation hinzugefügt.
Eine Kalibrierung erfolgt in diesem Fall nicht. Wie im vorhergehenden Beispiel
wird die gesamte auftretende Energiedissipation über die Energieverluste infol-
ge Sohlrauheit erfasst. Die Rauheit der Sohle wird von Wiggert mit kst = 83, 33
m1/3/s angegeben. Die Berechnung des Energieliniengefälles erfolgt über das
Fließgesetz von Gauckler-Manning-Strickler.
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Abb. 6.7: Versuchsaufbau nach Wiggert (1972).
6.2.3 Numerische Simulation
Verrohrte Gerinneabschnitte sind in der Regel durch eine regelmäßige Geome-
trie gekennzeichnet (konstanter Radius), wodurch die Anwendung der in Ka-
pitel 4 vorgestellten hochauflösenden Verfahren (TVD) möglich ist. Die numeri-
sche Simulation wird sowohl mit der Methode von Godunov als auch mit dem
TVD-Verfahren (Superbee-Limiter) für zwei unterschiedliche räumliche Diskreti-
sierungen durchgeführt. Es sind zwei Varianten zu unterscheiden:
• Variante V4: Abstand der Querprofile im Profildatensatz ∆x = 0, 5 m
• Variante V5: Abstand der Querprofile im Profildatensatz ∆x = 0, 125 m
Um eine stabile Berechnung mit den beiden expliziten numerischen Verfahren zu
ermöglichen, wurde zur Bestimmung der Zeitschrittweite ∆t in Verbindung mit
dem Preissmann-Slot die Courant-Zahl auf 0, 01 festgelegt.
6.2.4 Simulationsergebnis
In Abbildung 6.8 sind die Ergebnisse der numerischen Berechnung den Messer-
gebnissen von Wiggert für die zeitliche Veränderung des Wasserspiegels an den
zwei Messpunkten M1 und M2 gegenübergestellt. Das Ergebnis der numerischen
Simulation für Variante V4 ist im oberen Teil der Abbildung 6.8 dargestellt. Im
unteren Teil der Abbildung 6.8 ist das Ergebnis für Variante V5 dargestellt. Die
beiden linken Abbildungen stellen jeweils die Ergebnisse am Messquerschnitt
M1 (vgl. Abb. 6.7) und die beiden rechten Abbildungen die Ergebnisse am Mes-
squerschnitt M2 dar.
Bereits für eine, in diesem Fall als grob zu bezeichnende Diskretisierung (Variante
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Abb. 6.8: Übergang von Freispiegel- zu Druckabuss. Vergleich von Messergebnissen (Quadrate) mit Ergebnissen der
Berechnung mit Godunov (durchgezogen) und TVD-Verfahren (gepunktet).
V4), ist eine gute Übereinstimmung der berechneten Lösung mit den gemessenen
Werten zu erkennen. Der für beide numerischen Verfahren berechnete Verlauf
der Lösungen liegt nah an denMesspunkten. Die mittlere Abweichung zwischen
Berechnung und Messung beträgt für Messquerschnitt M1 rund 4,0 Millimeter
(2,2%) und für den in Fließrichtung dahinter liegendenMessquerschnitt M2 rund
8,0 Millimeter (4,4%). Der Unterschied bei den gewählten Berechnungsverfahren
macht sich in der Abbildung der Wellenfront bemerkbar, die durch das TVD-
Verfahren ausgeprägter (steiler) ist. Auffällig sind die bei beiden Verfahren auftre-
tenden Oszillationen. Diese sind auf die für dieses Problem nicht ausreichend fei-
ne Diskretisierung des numerischen Gitters zurückzuführen. Wie bei der Berech-
Modellanwendung 169
nung des Deininghauser Bachs, treten auch hier physikalische Phänomene auf,
deren Längenmaßstab kleiner ist als der Abstand der Knoten des numerischen
Gitters. Die sich, aufgrund der geometrischen und der hydraulischen Randbe-
dingungen in der Versuchsanordnung von Wiggert einstellende Strömung, kann
auf dem zu groben numerischen Gitter nicht abgebildet werden, was zu Oszilla-
tionen in der berechneten Lösung führt.
Wird der Querprofilabstand auf 0,125 Meter verringert (Variante V5), dann sind
die im oberen Bereich der Welle auftretenden Oszillationen deutlich kleiner. Die
Übereinstimmung mit den Messergebnissen an Messquerschnitt M1 ist auch in
diesem Fall für beide Verfahren sehr groß. Gleichzeitig wird die Übereinstim-
mung zwischen Rechnung und Messung für Messquerschnitt M2 geringer. Die
maximale Abweichung an Messquerschnitt M2 erhöht sich im Vergleich zu den
Ergebnissen der Variante V4 auf 12,0 Millimeter (6,6%). Durch die feinere Diskre-
tisierung des Profildatensatzes kann die sich einstellende Wellenfront im oberen
Bereich derWelle von beiden numerischen Verfahren schärfer abgebildet werden.
Der Wasserspiegel in diesem Bereich wird angehoben. Dadurch vergrößert sich
der Abstand zu den für diesen Bereich gemessenen Werten.
Die beobachtete Abweichung zwischen dem von Wiggert gemessenen und dem
berechneten Wasserstand wurde auch von anderen Autoren beobachtet. Sowohl
die, mit dem jeweiligen numerischen Verfahren, berechneten Lösungen von BAI-
NES et al. (1992) als auch die Lösungen von GARCIA-NAVARRO et al. (1994) zei-
gen, dass mit einer zunehmenden “Verbesserung der Lösung“ die Diskrepanz
zwischen Messung und Rechnung für den oberen Bereich der Wellenfront größer
wird. Eine “Verbesserung der Lösung“ deshalb, weil das in dem Versuchsaufbau
zu beobachtende physikalische Phänomen theoretisch einem Schock entspricht,
der durch die numerische Lösung auch dargestellt wird. Die von den genann-
ten Autoren ermittelten Abweichungen liegen in der gleichen Größenordnung
wie die oben ermittelten Abweichungen. Eine Erklärung für dieses Phänomen
liefern Baines et al. und Garcia-Navarro et al. nicht. Neben Fehlern in den nume-
rischen Verfahren sind auch Fehler in den von Wiggert mit Hilfe eines Konstant-
Temperatur-Anemometer mit Heißfilmsonde (Hitzdrahtmesstechnik) ermittelten
Messwerten nicht auszuschließen.
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6.3 Zusammenfassung
In Kapitel 6 wurde anhand von zwei Beispielen nachgewiesen, dass das im Rah-
men dieser Arbeit entwickelte eindimensionale mathematisch-numerische Mo-
dell diskontinuierliche und instationäre Strömungen mit einer großen Genau-
igkeit berechnen kann. Der für die Berechnung erforderliche Aufwand für Da-
tenbereitstellung und Kalibrierung ist nur unwesentlich größer als bei der Be-
rechnung mit einem eindimensionalen stationär-gleichförmigen Strömungsmo-
dell. Lediglich die Bereitstellung der bei einer instationären Berechnung erfor-
derlichen Zeitreihen für die Einlauf- und Auslaufrandbedingungen sowie für die
seitlichen Zu- und Abflüsse erfordert etwas mehr Zeit.
Im Beispiel Deininghauser Bach wurde eine Dammbruchwelle berechnet, die in
einem anfänglich trockenen naturnahen Gerinne über sieben Sohlgleiten abfließt.
Es wurden drei geometrische Varianten untersucht, die sich in der Anzahl der
Querprofile und in der Berechnung mit und ohne adaptive Netzverfeinerung un-
terscheiden. Die Untersuchung hat gezeigt, dass die räumliche Diskretisierung
des numerischen Gitters sich an der räumlichen Ausdehnung des zu untersu-
chenden physikalischen Phänomens orientieren muss. Anderenfalls wird eine
Strömung simuliert, die sich unter den gegebenen Anfangs- und Randbedingun-
gen in der Natur so nicht einstellt. Die Untersuchung zeigte weiter, dass bei der
Berechnung mit einem physikalisch verfeinerten Profildatensatz die Rechenzeit
drei mal so groß ist wie bei der Verwendung der adaptivenNetzverfeinerung.Mit
Hilfe des sich während der Simulation an die hydraulischen Verhältnisse anpas-
senden Netzes lässt sich die Strömung mit einem sechs mal kleineren Grundnetz
mit einer besseren räumlichen und zeitlichen Übereinstimmung berechnen. Die
hier ermittelten Verhältnisse zwischen Berechnung mit und ohne adaptive Netz-
verfeinerung gelten in den genannten Größenordnungen nur für die untersuchte
Strömung. Sie zeigen aber die Vorteile der Strömungsimulation auf einem adap-
tiv verfeinerten Netz, die sich auch auf andere Strömungen übertragen lassen.
Im zweiten Beispiel wurde der Übergang von Freispiegel- zu Druckabfluss simu-
liert, für das Messergebnisse aus einem von Wiggert durchgeführten physikali-
schen Versuch vorhanden sind. Um die Strömung in vollgefüllten Rohren berech-
nen zu können, wurde das Strömungsmodell um einen sogenannten Preissmann-
Slot ergänzt. Untersucht wurden zwei Varianten, die sich in der räumlichen Dis-
kretisierung unterscheiden. Die numerischen Berechnungen wurden sowohl mit
Modellanwendung 171
der Methode von Godunov, als auch mit dem TVD-Verfahren mit Superbee-
Limiter durchgeführt. Der Einsatz des TVD-Verfahrens bietet sich in diesem Fall
aufgrund der geometrisch homogenen Versuchsanordnung an. Die mit den nu-
merischen Verfahren berechneten Ergebnisse zeigen eine sehr gute Übereinstim-
mung mit den Messwerten. Die Abweichungen betragen nur wenige Millime-
ter. Auch bei dieser Untersuchung wurde deutlich, das die räumliche Diskre-
tisierung mit dem Längenmaßstab des zu untersuchenden physikalischen Pro-
blems konform sein muss. Die Ergebnisse der numerischen Untersuchung zei-
gen weiter, dass das TVD-Verfahren auch in der Natur auftretende diskontinu-
ierliche und instationäre Strömungen mit einer höheren Genauigkeit simulieren
kann als die Methode von Godunov. Die sich beim Übergang von Freispiegel- zu
Druckabfluss einstellende Diskontinuität bzw. Wellenfront wird durch das TVD-
Verfahren schärfer abgebildet.
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7 Zusammenfassung und Ausblick
Die zur Erstellung von einzugsgebietsweiten Bewirtschaftungsplänen erforderli-
chen Kenntnisse über die aktuellen und zukünftigen hydraulischen Verhältnisse
in Fließgewässern können mit Hilfe von mathematisch-numerischen Modellen
ermittelt werden. Im eindimensionalen Fall erfolgt die Beschreibung der insta-
tionären Strömung durch die vollständigen Saint-Venant Gleichungen. Zur Dis-
kretisierung des Gleichungssystems hat sich bei kommerziellen und in der In-
genieurpraxis weit verbreiteten Modellen die Methode der finiten Differenzen
(Preissmann-Verfahren) und im wissenschaftlichen Kontext die Methode der fi-
niten Elemente durchgesetzt. Für Fließgewässer, die durch eine homogene Gerin-
negeometrie sowie durch große, allmählich instationäre Abflüsse gekennzeichnet
sind, liefern die genannten Ansätze sehr gute Ergebnisse.
Anders verhält es sich bei abflussschwachen naturnahen Fließgewässern, die
durch eine heterogene Gerinnegeometrie, diskontinuierliche und stark instatio-
näre Abflüsse gekennzeichnet sind. In diesem Fall führen die ursprünglich aus
der Betrachtung kanalartiger Gerinne mit einfachen, kompakten und regelmä-
ßigen Querschnitten entwickelten Berechnungsansätze zu keinem befriedigen-
den Ergebnis. Auftretende Fließwechsel, kleine Fließtiefen sowie plötzliche Ent-
lastungsereignisse verursachen unphysikalische Oszillationen in der Lösung, die
im Extremfall zum Versagen des Modells (Programmabsturz) führen können.
Um in Zukunft auch abflussschwache Gerinne mit diskontinuierlicher und insta-
tionärer Strömung simulieren zu können, wird in dieser Arbeit ein neues hydro-
dynamisches Strömungsmodell entwickelt. Das Ziel dieser Arbeit ist es, durch
die dynamische Berechnung auch der diskontinuierlichen Strömungsbereiche
dem Anwender ein genaues und numerisch stabiles Modell zur Verfügung zu
stellen.
Die dafür notwendigen mathematischen und numerischen Grundlagen wurden
in der Gasdynamik für die Lösung der Euler-Gleichungen entwickelt und wer-
den im Rahmen dieser Arbeit auf die Saint-Venant-Gleichungen übertragen. Die
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numerische Lösung beruht auf der Methode der finiten Volumen, wodurch die
lokale und globale Erhaltung der Strömungsgrößen gewährleistet ist. Zur Be-
rechnung der Strömungsgrößen wird die konservative Methode von Godunov
gewählt und die dazu benötigten Flussterme mit Hilfe der an den Zellrändern
auftretenden lokalen Riemann-Probleme ermittelt. Die Lösung der Riemann-
Probleme erfolgt mit Hilfe des Riemannlösers von Roe.
Die Lösung der Saint-Venant-Gleichungen wird bei abflussschwachen natur-
nahen Gerinnen vom Quellterm dominiert. Die Diskretisierung des Quell-
terms wird durch den, infolge der in Fließrichtung veränderlichen Gerinne-
breite, auftretenden Druckterm und die zu berücksichtigenden seitlichen Zu-
und Abflüsse (punkt- und linienförmig) erschwert. Im Rahmen dieser Ar-
beit erfolgt die Diskretisierung des Quellterms auf der Grundlage der upwind-
Quelltermdiskretisierung von Roe und der Erweiterung von Garcia-Navarro et. al
für Quellterme mit Orstsableitungen.
Das konservative Verfahren und die Quelltermdiskretisierung stellen das mathe-
matisch-numerische Basismodell in dieser Arbeit dar. Anhand von sechs Testbei-
spielen, die die in naturnahen Gerinnen auftretenden Strömungszustände cha-
rakterisieren (stationär, instationär, gleichförmig, ungleichförmig, diskontinuier-
lich) und für die analytische Lösungen der Saint-Venant-Gleichungen vorliegen,
wird die mit dem Basismodell erzielbare Genauigkeit der Lösung untersucht.
Zusammenfassend ist festzustellen, dass das numerische Verfahren in diskon-
tinuierlichen Bereichen der Lösung eine Genauigkeit von 1.Ordnung und in den
stetigen Bereichen der Lösung eine Genauigkeit von bis zu 2.Ordnung erreicht.
Um auch bis weit in die diskontinuierlichen Lösungsbereiche der Berechnungs-
domäne hinein eine höhere Genauigkeit als 1.Ordnung zu erzielen, wird das Ba-
sismodell um ein sogenanntes hochauflösendes Fluss-Limiter-Verfahren (WAF)
erweitert. Die Auswahl desWAF-Verfahrens erfolgt auf der Grundlage der Unter-
suchungen vonHubbard. Die richtige Implementierung wird durch den Vergleich
von Berechnungsergebnissen mit sowohl kontinuierlichen als auch diskontinu-
ierlichen analytischen Lösungen der linearen Advektions-Gleichung nachgewie-
sen. Die Anwendung auf die sechs Testbeispiele zeigt, dass das implementierte
TVD-Verfahren bezüglich der zu erzielenden Genauigkeit in stetig differenzier-
baren Bereichen der Lösung oder bei einem geringen Einfluss des Quellterms
eine Verbesserung gegenüber der Methode von Godunov darstellt. Für diskon-
tinuierliche Strömungen mit starkem Quelltermeinfluss stellt es dagegen keine
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Verbesserung dar. Insbesondere die Berücksichtigung dominanter Quellterme im
TVD-Verfahren bedarf noch weiterer intensiver Forschung, bevor das Verfahren
erfolgreich zur Berechnung von diskontinuierlichen instationären Strömungen in
abflussschwachen naturnahen Fließgewässern eingesetzt werden kann.
Unterschiedliche Fließzustände treten in einem Fließgewässer in unterschiedli-
chen Längenmaßstäben auf. Die mit dem Strömungsmodell erzielbare Genauig-
keit der Lösung hängt daher neben dem verwendeten numerischen Verfahren
auch vom Grad der räumlichen Diskretisierung des numerischen Gitters ab. Un-
ter diesem Gesichtspunkt ist ein adaptives oder bewegliches Netz, welches au-
tomatisch den richtigen Netzabstand wählt, für eine genaue und effektive Be-
schreibung der instationären Abflussprozesse in naturnahen Gerinnen unent-
behrlich. Im Rahmen dieser Arbeit wird ein geeigneter Algorithmus identifiziert
(Berger&Colella), für die Saint-Venant-Gleichungen formuliert und in das Basis-
modell implementiert. Die Effektivität der adaptiven Netzverfeinerung wird für
eine unterschiedliche Anzahl an Stützstellen auf dem Grundnetz, dem Verfeine-
rungsverhältnis und der Anzahl der Unternetze untersucht. Die Untersuchung
zeigt, bezüglich der zu erzielenden Genauigkeit und der dafür benötigten Re-
chenzeit, deutlich die Vorteile bei der Berechnung sowohl stationärer als auch
instationärer diskontinuierlicher Strömungen mit einer adaptiven Netzverfeine-
rung gegenüber der Berechnung ohne Verfeinerung.
Der Nachweis der Anwendbarkeit des entwickelten Modells auf Strömungs-
probleme aus der Ingenieurpraxis erfolgt anhand von zwei Beispielen. Es
wird gezeigt, dass das im Rahmen dieser Arbeit entwickelte eindimensionale
mathematisch-numerische Modell diskontinuierliche und instationäre Strömun-
gen mit einer großen Genauigkeit berechnen kann. Der für die Berechnung er-
forderliche Aufwand für Datenbereitstellung und Kalibrierung ist dabei nur ge-
ringfügig größer als bei der Berechnung mit einem eindimensionalen stationär-
gleichförmigen Modell.
Im ersten Beispiel wird eine Dammbruchwelle in einem, anfänglich trockenen,
naturnahen Gerinne mit sieben Sohlgleiten berechnet. Der Vergleich mit Natur-
messungen zeigt, dass das Modell die Charakteristik der Dammbruchwelle sehr
gut wiedergibt. Dabei kann, bei einer besseren räumlichen und zeitlichen Über-
einstimmung, die Rechenzeit mit aktivierter adaptiver Netzverfeinerung mit ei-
nem Sechstel der Knoten auf dem Grundnetz gegenüber der konventionellen
Berechnung auf ein Drittel reduziert werden. Die hier ermittelten Verhältnisse
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zwischen Berechnung mit und ohne adaptive Netzverfeinerung gelten in den ge-
nannten Größenordnungen nur für die untersuchte Strömung. Sie zeigen aber die
Vorteile der Strömungssimulation auf einem adaptiv verfeinerten Netz, die sich
auch auf andere Strömungen übertragen lassen.
Im zweiten Beispiel wird der Übergang von Freispiegel- zu Druckabfluss si-
muliert, für den Messergebnisse aus einem physikalischen Versuch vorhanden
sind. Um die Strömung in vollgefüllten Rohren berechnen zu können, wird das
Strömungsmodell um einen sogenannten Preissmann-Slot ergänzt. Die numeri-
schen Berechnungen wird sowohl mit der Methode von Godunov als auch mit
dem TVD-Verfahren mit Superbee-Limiter durchgeführt. Der Einsatz des TVD-
Verfahrens bietet sich in diesem Fall aufgrund der geometrisch homogenen Ver-
suchsanordnung an. Die mit den numerischen Verfahren berechneten Ergebnisse
zeigen eine sehr gute Übereinstimmung mit den Messwerten, wobei das TVD-
Verfahren die sich in der Natur beim Übergang von Freispiegel- zu Druckabfluss
einstellende Diskontinuität bzw. Wellenfront mit einer höheren Genauigkeit als
die Methode von Godunov abbildet.
Das im Rahmen dieser Arbeit entwickelte Modell ist nicht als abgeschlossenes
Modell, sondern als Plattform für weitere Forschung und Entwicklungen ge-
dacht. Das Modell bietet eine gute Grundlage zur Erforschung neuer numeri-
scher Lösungsverfahren, aber auch für phänomenologische Untersuchungen wie
z.B. die Untersuchung des Einflusses und der Veränderung stark instationärer
Strömungsphänomene auf und durch Fließgewässer (z.B. Retention, Sohlschub-
spannungen, Rauheiten) eignet sich das Modell. Darüber hinaus ist, aufbauend
auf den im Rahmen dieser Arbeit vorgestellten Grundlage, die Entwicklung von
Anwendungen für die Ingenieurpraxis denkbar (z.B. Kanalnetzmodell, Sedimen-
transport mit beweglicher Sohle, instationär-dynamische Gewässergütesimulati-
on).
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A Herleitung der Saint-Venant-Gleichungen
(Kapitel 2.2.2, Seite 24)
Erhaltung der Masse - Kontinuitätsgleichung: Die Änderung der Masse im Kontrollvo-
lumen (Abb. A.1) im Zeitintervall [t1, t2]muss gleich sein der Differenz der im glei-
chen Zeitintervall über die Ränder [x1, x2] in das Kontrollvolumen hinein bzw. hin-
aus strömenden Masse
t2∫
t1
[
(ρvA)x1 − (ρvA)x2
]
dt =
x2∫
x1
[
(ρA)t2 − (ρA)t1
]
dx. (A.1)
Unter der Voraussetzung, dass die Funktionen der abhängigen Variablen im Inter-
vall [x1, x2] und [t1, t2] stetig und differenzierbar sind, folgt durch eine Taylorreihen-
entwickelung
(A)t2 = (A)t1 +
∂A
∂t ∆t+O(∆t
2) (A.2)
und
(Q)x2 = (Q)x1 +
∂Q
∂x ∆x+O(∆x
2). (A.3)
Wird nach dem linearen Term abgebrochen und eine Grenzwertbetrachtung (∆t→0)
durchgeführt, erhält man nach Einsetzen in A.1
x2∫
x1
t2∫
t1
dxdt
(∂A
∂t +
∂Q
∂x
)
= 0 (A.4)
und damit die Differentialgleichung der Massenerhaltung
∂A
∂t +
∂Q
∂x = 0. (A.5)
Erhaltung des Impulses - Impulsgleichung Die Erhaltung des Impulses entlang der x-Richtung
setzt voraus, dass die Änderung des Impulses im Kontrollvolumen (Abb. A.1) im
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Zeitintervall [t1, t2] gleich sein muss der Summe des über die Ränder hinein- oder
heraus fließenden Impulses und dem Integral der im gleichen Zeitintervall auf das
Kontrollvolumen wirkenden äußeren Kräfte. Der Impulsfluss an den Trennflächen
des Kontrollvolumens gibt eine Nettoimpulsveränderung von
M f =
t2∫
t1
[(
ρv2A
)
x1
−
(
ρv2A
)
x2
]
dt. (A.6)
Als äußere Kräfte werden die Druckkraft, die Gravitationskraft und die Reibungs-
kraft berücksichtigt. Die sich aufgrund von unterschiedlichen Wasserspiegelhöhen
einstellende Differenz der Druckkräfte an den beiden Trennflächen ergibt sich zu
t2∫
t1
Fp1 dt = g
t2∫
t1
[
(ρI1)x1 − (ρI1)x2
]
dt (A.7)
mit
I1 =
h(x)∫
0
[h(x)− η]σ(x,η) dη. (A.8)
Unter der Voraussetzung eines Rechteckprofils (σ(x,η) = b(x)) vereinfacht sich der
Term zu
I1 = b(x)
h(x)∫
0
[h(x)− η]dη = A
2
2b
. (A.9)
Als Reaktion auf die Veränderung der Breite entlang der infinitesimalen Länge dx
üben die Wände eine Kraft auf eine Trennfläche A pro Länge aus. Kann von einem
konstanten Wasserspiegel h = h0 ausgegangen werden, ergibt sich
gρ
h(x)∫
0
(∂σ
∂x
)
h=h0
(h(x)− η) dηdx. (A.10)
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Integration über das gesamte Kontrollvolumen [x1, x2]× [t1, t2] ergibt den Nettoim-
puls der Breitenänderung
t2∫
t1
Fp2 dt = g
t2∫
t1
x2∫
x1
ρI2 dxdt (A.11)
mit
I2 =
h(x)∫
0
(h− η)
[∂σ
∂x
]
h=h0
dη (A.12)
Der in x-Richtung wirkende Impuls aufgrund der Gravitationskraft Fg = |F| sinα
wird unter der Annahme, dass die Steigung des Flussbettes S0 =− ∂yb∂x = tanα ≈
sinα zu
t2∫
t1
Fg dt =
t2∫
t1
x2∫
x1
gρA sinα dtdx =
t2∫
t1
x2∫
x1
gρAS0 dtdx (A.13)
Die auftretende Energiedissipation infolge Reibung wird analog zur stationären Be-
rechnung über das Reibungsgefälle angegeben und über die Zeit integriert
t2∫
t1
Ff dt =
t2∫
t1
x2∫
x1
gρAS f dtdx (A.14)
Die Änderung des Impulses im Kontrollvolumen im Zeitintervall [t1, t2] ist durch
∆M =
x2∫
x1
[
(ρvA)t2 − (ρvA)t1
]
dx (A.15)
gegeben. Um den Impuls im Kontrollvolumen zu erhalten, muss diese Änderung
gleich der Summe der äußeren Kräfte
∆M = M f +
t2∫
t1
Fp1 dt+
t2∫
t1
Fp2 dt+
t2∫
t1
Fg dt−
t2∫
t1
Ff dt (A.16)
sein. Diese Gleichung bildet zusammen mit Gleichung A.1 die Integralform der de
Saint-Venant-Gleichungen. Sie geben unter den oben genannten Voraussetzungen
die Physik vollständig wieder. Die Differentialgleichung der Impulsgleichung er-
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hält man analog zur Herleitung der Kontinuitätsgleichung (Gl. A.5) durch Taylor-
reihenentwicklung und Grenzwertbildung.
Das Differentialgleichungssystem der de Saint-Venant-Gleichungen lautet damit:
∂A
∂t +
∂Q
∂x = 0 (A.17a)
∂Q
∂t +
∂
∂x
(
Q2
A
+ gI1
)
= gA
(
S0 − S f
)
+ gI2 (A.17b)
Seitliche Zu- und Abüsse Um seitliche Zu- bzw. Abflüsse in den Saint-Venant-Glei-
chungen zu berücksichtigen, muss das Gleichungssystem A.17 durch zusätzliche
Terme ergänzt werden. Seitliche Zu- bzw. Abflüsse werden mit q bezeichnet, wo-
bei Zuflüsse durch + und Abflüsse durch − gekennzeichnet sind. Setzt man in Glei-
chung A.1 für den seitlichen Zu- bzw. Abflüsse q ·∆x an, dann ergibt sich für die
Kontinuitätsgleichung (Gl. A.17a)
∂A
∂t +
∂Q
∂x = q. (A.18)
Der infolge eines seitliche Zu-bzw. Abflusses zusätzlich wirkende Impuls ergibt sich
zu
Iq,seitl. = ρ · q · vseitl. · ∆x, (A.19)
mit der Geschwindigkeit des Zu- bzw. Abflusses vseitl.. Der zusätzliche Impuls im
Unterwasser (UW) ist
Iq,UW = ρ · q · vGerinne · ∆x. (A.20)
Die durch die beiden zusätzlichen Terme für den Impuls infolge eines seitlichen Zu-
bzw. Abflusses ergänzte Impulsgleichung A.17b) ergibt sich unter der Annahme ei-
ner konstanten Dichte zu:
∂Q
∂t +
∂
∂x
(
Q2
A
+ gI1
)
= gA
(
S0 − S f
)
+ gI2 + q(vseitl. − vGerinne) (A.21)
Variable Gerinnebreite Die aus der integralen Form der Saint-Venant-Gleichungen her-
geleitete differentielle Form der Impulsgleichung lautet:
∂Q
∂t +
∂
∂x
(
Q2
A
+ gI1
)
= gA
(
S0 − S f
)
+ gI2 (A.22)
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Gleichung A.22 ist eine partielle Differentialgleichung in divergenter Form, die nach
Integration
x2∫
x1
[Qt2 −Qt1 ]dx +
t2∫
t1
[(
Q2
A
)x2 − (
Q2
A
)x1 ]dt (A.23)
+
t2∫
t1
[(gI1)x2 − (gI1)x1 ]dt =
t2∫
t1
x2∫
x1
gA(S0 − S f )dxdt+ (A.24)
t2∫
t1
x2∫
x1
(gI2)dtdx (A.25)
durch konservative numerische Verfahren gelöst werden kann.
Der Einfluss einer sich verändernden Gerinnebreite wird in der Impulsgleichung
in differentieller Form durch den Term gI2 berücksichtigt. Nach CUNGE et al. (1980)
fällt dieser Term aus der Gleichung (Gl. A.22), wenn man das den Druck in Fließ-
richtung auf das Kontrollvolumen repräsentierende Integral gI1differenziert:
∂
∂x (gI1) = g
∂h
∂x
h(x)∫
0
[h(x)− η]σ(x,η) dη. (A.26)
Unter der Verwendung des Leibniz-Theorems ergibt sich für gI1
∂
∂x (gI1) = g
∂h
∂x
h(x)∫
0
σ(x,η)dη+ g
h(x)∫
0
[h(x)− η][ ∂b∂x ]h dη. (A.27)
Daraus folgt mit σ(x,h) = b(x) und
∫ h(x)
0 σ dη = A
∂
∂x (gI1) = gA(x)
∂h
∂x + gI2. (A.28)
Ersetzt man den Term ∂∂x(gI1) in Gleichung A.22 durch Gleichung A.28, dann kann
man den auf beiden Seiten des Gleichheitszeichens vorkommenden Term gI2 strei-
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chen und es ergibt sich
∂Q
∂t +
∂
∂x
(
Q2
A
+ gI1
)
= gA
(
S0 − S f
)
(A.29)
Im Gegensatz zu Gleichung A.22 kann diese Gleichung nicht ohne weiteres integriert
werden. Die Gleichung ist nicht divergent (A= A(x)) und kann daher nicht für kon-
servative numerische Verfahren diskretisiert werden.
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Abb. A.1: Gerinnequerschnitt zur Ableitung der Saint-Venant-Gleichungen. a) Längsschnitt durch das Gerinne mit
den angreifenden Kräften. b) Aufsicht auf das Gerinne mit den angreifenden Kräften. c) Querschnitt durch
das Gerinne (nach Cunge et al., 1980))
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B Ansätze zur Berechnung diskontinuierlicher Strömungen in
FLDWAV
(Kapitel 1.1.4, Seite 8)
B.1 Mixed-Flow-Algorithm
Der Mixed-Flow-Algorithm stellt eine der ersten Methoden (Fread, 1988) zur Berech-
nung von transienten Strömungen mit dem Preissmann-Verfahren dar. Bei dieser
Methode wird die gesamte Berechnungsdomäne anhand der Froud-Zahl in Berei-
che unterteilt, in denen entweder strömender oder schießender Abfluss herrscht.
Der Übergangsbereich wird als interne Randbedingung angesetzt, wodurch die Lö-
sung der Saint-Venant-Gleichungen an dieser Stelle vermieden wird. Die Lösung
zwischen den Bereichen wird linear interpoliert, d.h. die abhängigen Variablen Durch-
fluss und Wasserstand werden im diskontinuierlichen Bereich nicht exakt bestimmt.
Hinzu kommt, dass numerische Schwierigkeiten auftreten, wenn der Mixed-Flow-
Algorithmus zur Berechnung von beweglichen Wechselsprüngen und in Bereichen
eingesetzt wird, in denen die Strömung sich nah am kritischen Fließzustand befin-
det. Die Identifikation der unterschiedlichen Strömungszustände in den einzelnen
Abschnitten der Berechnungsdomäne und das Ansetzen von internen Randbedin-
gungen ist aufwendig und führt zu einer Verlängerung der Rechenzeit von bis zu
20 Prozent (Fread & Lewis, 1998).
B.2 Local Partial Inertial (LPI)
Ein Verbesserung gegenüber dem Mixed-Flow-Algorithmus stelle die LPI-Methode
dar. Bei der Berechnung von instationären Strömungen mit dem Preissmann-Ver-
fahren, bei denen sowohl schießender als auch strömender Abfluss auftreten kann,
hat sich gezeigt, dass bei Verwendung der vollständigen Saint-Venant-Gleichungen
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(dynamisch) das Verfahren numerisch instabiler ist als bei der Verwendung der ki-
nematischen Saint-Venant Gleichung (Vernachlässigung der Beschleunigungster-
me). Um die Vorteile hinsichtlich der numerischen Stabilität des diffusiven Ansat-
zes mit der Genauigkeit des dynamischen Ansatzes zu kombinieren, entwickelte
Fread (1996) die sogenannte LPI-Methode.
In Abhängigkeit von der Froude-Zahl werden im Bereich von Fließwechseln mit-
tels eines numerischen Filters die Beschleunigungsterme in den Saint-Venant Glei-
chungen teilweise oder ganz vernachlässigt. Der auftretende Fehler über die Berech-
nungsdomäne (globaler Fehler) wird bei allmählich instationären Abflüssen mit 2%,
bei stark instationären Abflüssen mit 6 % angegeben. Bei der Bewertung dieser Zah-
len ist, zu berücksichtigen, das der Algorithmus die in der Strömung auftretende
Diskontinuität nicht richtig abbilden kann, der Fehler daher an dieser Stelle groß
ist. Weil es sich in der Regel aber im Vergleich zur gesamten Berechnungsdomäne
nur um einen kleinen Bereich handelt, wird der Einfluss auf den - über die Berech-
nungsdomäne gewichteten - globalen Fehler klein.
B.3 Characteristic-Based Upwind Explicit Routing
Um die numerischen Schwierigkeiten, die bei stark instationären Abflüssen bei der
Lösung der Saint-Venant Gleichungen mit dem Preissmann-Verfahren im Bereich
von Fließwechseln auftreten zu verringern, wurde das Characteristic-Based Upwind
Explicit Routing entwickelt.
Zur Berechnung der Strömung werden nicht die, mit Hilfe der Methode der finiten
Differenzen vollständig approximierten Ortsableitungen der Saint-Venant Gleichun-
gen (in konservativer Form) verwendet, sondern nur die Terme, die in Richtung des
„Informationsflusses“(Upwind, in diesem Fall in Strömungsrichtung) zeigen. Die Aus-
wahl erfolgt dabei anhand der zeitabhängigen lokalen charakteristischen Geschwin-
digkeiten (v± c). Eine ausführliche Beschreibung des Upwind-Verfahrens findet sich
in Kapitel 2.4.1.
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C Detaillierte Darstellung der in der Arbeit verwendeten
Testbeispiele
(Kapitel 3.2, Seite 75)
In Anhang C werden die in der Arbeit berechneten Testbeispiele detailliert vorge-
stellt. Tabelle C.1 fasst die charakteristischen Größen der Testbeispiele zusammen.
Dabei bezeichnet kS die äquivalente Sandrauheit und m die Böschungsneigung des
Gerinnes.
Tab. C.1: Überblick über die charakteristischen Gröÿen der Testbeispiele
Problem Länge Breite m kS Q
m m - m m3/s
1. Rinne 100 4 0 0.005 1
2. Becken mit Stufe 1000 10 2 0.02 0
3. Kaskade 5000 10 2 0.2252 20
4. Wechselsprung (konst. Gerinnebreite) 1000 10 1 0.01977 20
5. Wechselsprung (var. Gerinnebreite) 200 b(x) 0 0.2252 20
6. Dammbruch 1 1 0 0 Q(x,t)
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C.1 Rinne
Die Rinne ist 100 Meter lang und 4 Meter breit. Der Gerinnequerschnitt ist rechteckig
und die Steigung der Sohle beträgt auf der gesamten Länge 1,0 Promille. Bei einem
Durchfluss von 1,0 m3/s (strömender Abfluss) stellt sich eine Wasserspiegelhöhe von
0.305 Metern ein (Manning-Strickler). Der Verlauf der Sohle und der die Wasserspie-
gelhöhe sind in Abbildung C.1 dargestellt.
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Abb. C.1: Verlauf des Wasserspiegels, des Durchusses und der Sohlhöhe in einer rechteckigen Rinne (Berechnung
nach Manning-Strickler).
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C.2 Becken mit Stufe
Das Becken ist 1000 Meter lang und hat eine horizontale Sohle. In der Mitte, bei Sta-
tionierung x = 500 Metern, befindet sich eine 20 Zentimeter hohe Stufe. Der Ge-
rinnequerschnitt ist trapezförmig (m=2). Der Initialisierungswasserspiegel beträgt
2,0 Meter. Der Durchfluss am Ein- und Auslauf wird zu Null gesetzt (undurchläs-
siger Rand). Abbildung C.2a) zeigt den Verlauf der Sohle und den sich einstellen-
den horizontalen Wasserspiegel. In Abbildung C.2b) ist die Wassertiefe dargestellt.
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Abb. C.2: Testbeispiel Becken a) Wasserspiegel und Verlauf der Sohle (Durchuss Q = 0, 0 m3/s). b) Wassertiefe
im Becken.
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C.3 Kaskade
Das trapezförmige Gerinne hat eine Länge von 5000 Metern und eine Breite von 10
Metern. Die Neigung der Sohle ergibt sich nach MACDONALD et al. (1997) zu
S0 =
(
1− Q
2 (b(x) + 2Zh(x))
g [h(x) (b(x) + Zh(x))]3
)
h
′
(x)
+
Q2
k2st
(
b(x) + 2h(x)
√
1+ Z2
)4/3
[h(x) (b(x) + Zh(x))]10/3
− Q
2b
′
(x)
g [h(x)]2 [b(x) + Zh(x)]3
. (C.1)
Durch Integration der Neigung erhält man die Höhe der Sohle als Funktion von x.
Der periodische Verlauf der Wassertiefe ergibt sich zu
h(x) =
9
8
+
1
4
sin
( pix
500
)
. (C.2)
In Abbildung C.3a) ist der Verlauf der Sohle und die Wasserspiegelhöhe, in Abbil-
dung C.3b) die Sohlneigung und die Wassertiefe dargestellt.
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Abb. C.3: Testbeispiel Kaskade: a) Verlauf der Sohle und des Wasserspiegels nach MacDonald et al. (1997). b)
Flieÿtiefe und Steigung der Sohle nach MacDonald et al. (1997).
.
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C.4 Wechselsprung mit konstanter Gerinnebreite
Das trapezförmige Gerinne ist 1000 Meter lang und 10 breit. Die analytische Lösung
der Wassertiefe ergibt sich nach MACDONALD et al. (1997) zu
h(x) =

0.723449
(
1− tanh( x1000 − 310)) 0 ≤ x ≤ 300m
0.723449
(
1− 16 tanh
(
6
[ x
1000 − 310
]))
300m < x ≤ 600m
3
4 +
∑M
i=0 ki exp
(−20(i+ 1)( x1000 − 35))+φ(x) 600m < x ≤ 1000m,
(C.3)
wobei
M = 2,
k0 = −0.111051, k1 = 0.026876, k2 = −0.217567
(C.4)
und
φ(x) =
3
5
exp
( x
1000
− 1
)
. (C.5)
Die Höhe der Sohle wird mit Hilfe von Gleichung C.1 berechnet. In Abbildung C.4a)
ist die Sohle mit der analytischen Wasserspiegelhöhe und in Abbildung C.4b) die
Wassertiefe und die Neigung S0 der Sohle dargestellt.
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Abb. C.4: Testbeispiel Wechselsprung mit konstanter Gerinnebreite: a) Verlauf des Sohle und Wasserspiegel nach
MacDonald et al. (1997). b) Flieÿtiefe und Steigung der Sohle.
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C.5 Wechselsprung mit variabler Gerinnebreite
Das rechteckige Gerinne (MACDONALD (1996), Beispiel 12) ist 200 m lang. Der Ver-
lauf der Gerinnebreite ist durch
b(x) = 10− 5exp
(
−10
(
x
200
− 1
2
)2)
(C.6)
gegeben. Die analytische Lösung für die Wassertiefe lautet
h(x) =

0.7+ 0.3
(
exp
( x
200
)− 1) 0 ≤ x ≤ 120m
exp (−p(x− x∗))∑Mi=0 ki( x−x∗x∗∗−x∗)i +φ(x) 120m < x ≤ 200m, (C.7)
wobei
x∗ = 120m, x∗∗ = 200m,
p = 0.1, M = 2,
k0 = −0.154375, k1 = −0.108189, k2 = −2.014310
(C.8)
und
φ(x) = 1.5exp
(
+0.1
( x
200
− 1
))
. (C.9)
Der Verlauf der Sohlneigung berechnet sich mit Gl. C.1.In Abbildung C.5a) ist die
Sohle, die Breite und die analytischen Wasserspiegelhöhe und in Abbildung C.5b)
die Wassertiefe und die Steigung S0 der Sohle dargestellt.
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Abb. C.5: Testbeispiel Wechselsprung mit variabler Gerinnebreite: a) Verlauf des Sohle und Wasserspiegel nach
MacDonald et al. (1997). b) Flieÿtiefe und Steigung der Sohle.
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C.6 Idealisierter Dammbruch
Das rechteckige und reibungsfreihe Gerinne ist 1,0 Meter lang und 1,0 Meter breit.
Die Sohle verläuft parallel horizontal. der Initialisierungswasserspiegel ist zum Zeit-
punkt t=0 durch
h(x) =
 1m 0 ≤ x ≤ 0.5m0.5m 0.5m < x ≤ 1m (C.10)
gegeben. In Abbildung C.6a) ist der Initialisierungswasserspiegel und die analyti-
sche Lösung nach STOKER (1957) für den sich nach t = 0, 1 Sekunden ausbilden-
den Wasserspiegel dargestellt. In C.6b) ist die analytische Lösung für den Durch-
fluss dargestellt.
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Abb. C.6: Testbeispiel idealisierter Dammbruch: a) Verlauf des Sohle und Wasserspiegel nach Stoker (1957) zur Zeit
t=0s (Initialisierung) und t=0,1s. b) Durchuss nach Stoker (1957) für t=0,1s.
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D Flux-Limiter
(Kapitel 4.3.1, Seite 99)
Der Gültigkeitsbereich für die Funktionφ kann z.B mit Hilfe des Verfahrens der Da-
tenkompatibilität von ROE (1981b) ermittelt werden. Ein Schema ist kompatibel mit
dem Datensatz
{
uni
}
, wenn die Lösung
{
un+1i
}
durch das upwind-Paar (uni−s,u
n
i )
mit s = sgn(c) beschränkt ist. Dieses lässt sich auch durch
0 ≤ u
n+1
i − uni
uni−s − uni
≤ 1 (D.1)
darstellen. Ein Schema, das kompatibel mit seinem Datensatz ist, wird bereits vor-
handene Extrema abschwächen und keine neuen lokalen Extrema erzeugen.
Für den hier zu untersuchenden Anwendungsfall stelltφ= sgn(c) undφ=−sgn(c)
die obere- bzw. untere Grenze dar. Das Schema ist damit entweder vollkommen down-
wind oder upwind gerichtet und der Gültigkeitsbereich der Funktion ist auf den Be-
reich
− 1 ≤φ ≤ 1 (D.2)
festgelegt. Unter der Voraussetzung, dass λ> 0, wird die Aktualisierungsvorschrift
für die Lineare Advektionsgleichung mit den an den Zellrändern auftretenden nu-
merischen Flüssen (WAF-Flüsse)
fi+ 12 =
1
2(1+φi+ 12 )(λu
n
i ) +
1
2(1−φi+ 12 )(λu
n
i+1),
fi− 12 =
1
2(1+φi− 12 )(λu
n
i−1) +
1
2(1−φi− 12 )(λu
n
i ).
(D.3)
zu
un+1i = u
n
i −
1
2
c
(
(1+φi−1/2)∆ui−1/2 + (1−φi+1/2)∆ui+1/2
)
. (D.4)
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Der Quotient der Datenkompatibilität ergibt sich zu
un+1i − uni
uni−1 − uni
=
1
2
c
(
1+φi−1/2 +
1
ri+1/2
(1−φi+1/2)
)
, (D.5)
mit ri+1/2 =
∆ui−1/2
∆ui+1/2
. Für den Fall, dass λ < 0 erhält man eine analoge Gleichung.
Wended man auf diese beiden Gleichungen die Bedingung der Datenkompatibili-
tät an, erhält man
− 1 ≤ 1
ri+1/2
(1−φi+1/2) +φi−1/2 ≤
2− |c|
|c| (D.6)
mit
ri+1/2 =

∆ui−1/2
∆ui+1/2
λ > 0
∆ui+3/2
∆ui+1/2
λ < 0.
(D.7)
Der Term r gibt das Verhältnis der upwind Differenz in den abhängigen Variablen
∆upw ≡ ∆ui− 12 = u
n
i − uni−1 für λ > 0 bzw. ∆upw ≡ ∆ui+ 32 = u
n
i+2 − uni+11 für λ < 0
und der lokalen Differenz ∆lok ≡ ∆ui+ 12 = u
n
i+1 − uni an. Mit Hilfe des Verhältnis-
ses ri+1/2 ist es möglich, die gesuchte Funktion
φ =φ(ri+1/2) (D.8)
abhängig von den lokalen Werten {uni } zu machen. Die Ungleichung D.6 kann dann
fürφ+ bzw.φ− in zwei Ungleichungen aufgespalten werden:
−1− K ≤ 1ri+1/2 (1−φi+1/2) ≤
2(1−|c|)
|c|
K ≤ φi−1/2 ≤ 1,
(D.9)
wobei die untere Grenze K aus dem Intervall [−1, |c|] gewählt wird (vollständig down-
wind gerichtetes Verfahren für K = −1 zulässig). Getrennt für die Fälle r ≷ 0 er-
geben sich für die untere- bzw. obere Grenze der Ungleichung (D.9) für die unte-
re Grenze die Bedingung
− (1− K) ≤ 1
r
(1−φ)
 φ ≥ 1+ r(1+ K) =φL r < 0φ ≤ 1+ r(1+ K) =φL r > 0 (D.10)
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und für die obere Grenze die Bedingung
1
r
(1−φ) ≤ 2(1− |c|)|c|
 φ ≤ 1− 2r
1−|c|
|c| =φR r < 0
φ ≥ 1− 2r 1−|c||c| =φR r > 0.
(D.11)
Anhand der Gleichungen (D.10) und (D.11) sowie der zweiten Bedingung aus Glei-
chung (D.9) kann der Gültigkeitsbereich für die Limiterfunktionφ dargestellt wer-
den (Abbildung D.1). Abhängig von den für die Limiterfunktionφ gewählten Gren-
zen wird die Abbildung von Diskontinuitäten in der numerischen Lösung beein-
flusst. Für |c| ≤φ(r, |c|)≤ 1 ist der Betrag der numerischen Viskosität größer Null,
was zum Kappen von Extrema und zum Verschmieren der Diskontinuitäten führt.
Für K ≤ φ(r, |c|) ≤ |c| ist der Betrag der numerischen Viskosität kleiner Null. Im
Bereich der Diskontinuität treten unphysikalische Oszillationen auf. Der Verlauf der
Limiterfunktionenφ(r) ist in Abbildung D.2 dargestellt.
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 = -1
 = K
 = 0
 = |c|
 = 1
 r
L R
r
r = 0
Abb. D.1: Die gepunktete Fläche gibt den Gültigkeitsbereich der die TVD-Bedingung einhaltenden WAF-Limiterφ an.
Der Gültigkeitsbereich wird begrenzt durch die FunktionφL undφR sowie durchφ = 1 undφ = K
(aus Toro, 1997)
1
10 0
2
2 r
(r)
SB


VA
VL
Abb. D.2: Darstellung der untersuchten Limiter: SuperbeeφSB, MinbeeφMB, van LeerφVL und van AlbadaφVA
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E Ergebnisse der adaptiven Netzverfeinerung für Testbeispiel
TAMR4 bis T
AMR
7
(Kapitel 5.4.2, Seite 138)
Tab. E.1: Zusammenfassung der Ergebnisse für die Kennzahl Kn1 und K
n
2 für die Testbeispiele T
AMR
4 bis T
AMR
7 .
Durchfluss
Kn1 (Q) =
L1(Q)
LAMR1,S1
(Q)
Kn2 (Q) =
LAMR1,S1
(Q)
LAMR1,S5
(Q)
n(N0) 10 20 25 40 50 80 100 10 20 25 40 50 80 100
TAMR4 8,0 4,3 - 5,0 3,8 4,3 3,0 8,3 10,0 - 8,3 2,7 13,0 6,3
TAMR5 5,0 3,0 2,0 2,0 - - - 0,7 0,7 0,7 0,6 - - -
TAMR6 2,1 2,3 - 2,3 - - 2,7 1,1 1,1 - 1,2 - - 1,5
TAMR7 2,1 2,1 - 2,3 2,3 - 2,7 1,1 1,2 - 1,3 1,2 - 1,5
Wasserstand
Kn1 (h) =
L1(h)
LAMR1,S1
(h)
Kn2 (h) =
LAMR1,S1
(h)
LAMR1,S5
(h)
n(N0) 10 20 25 40 50 80 100 10 20 25 40 50 80 100
TAMR4 2,3 3,3 - 3,0 2,7 3,3 1,8 1,0 1,6 - 1,3 1,0 0,8 0,7
TAMR5 1,5 1,0 1,0 0,6 - - - 0,8 0,9 0,8 0,6 - - -
TAMR6 1,7 1,2 - 2,0 2,1 - 2,3 1,1 1,1 - 1,2 1,2 - 1,4
TAMR7 1,6 1,7 - 2,0 2,1 - 2,3 1,1 1,1 - 1,2 1,2 - 1,4
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Tab. E.3: Zusammenfassung der Ergebnisse für die Kennzahl Kt1 und K
t
2 für die Testbeispiele T
AMR
4 bis T
AMR
7 .
Durchfluss
Kt1(Q) =
tAMRS1
t K
t
2(Q) =
tAMRS5
tAMRS1
n(N0) 10 20 25 40 50 80 100 10 20 25 40 50 80 100
TAMR4 2,2 2,5 - 2,7 3,0 2,6 1,8 10,0 15,0 - 25,0 23,0 30,0 34,0
TAMR5 3,3 3,9 5,0 5,0 - - - 15,0 25,0 20,0 - - - -
TAMR6 1,3 2,3 - 2,0 2,0 - 2,0 3,75 6,0 - 6,0 8,0 - 10,0
TAMR7 1,5 1,5 - 2,0 1,4 - 1,3 4,0 6,0 - 6,0 8,0 - 10,0
Wasserstand
Kt1(h) =
tAMRS1
t K
t
2(h) =
tAMRS5
tAMRS1
n(N0) 10 20 25 40 50 80 100 10 20 25 40 50 80 100
TAMR4 2,0 2,5 - 2,7 3,0 3,0 2,7 10,0 15,0 - 25,0 25,0 30,0 36,0
TAMR5 4,0 3,9 5,0 5,0 - - - 15,0 25,0 33,0 - - - -
TAMR6 1,5 1,8 - 2,0 2,0 - 2,0 4,0 6,0 - 6,5 8,0 - 10,0
TAMR7 1,5 1,7 - 2,0 1,7 - 1,3 4,0 6,0 - 6,0 9,0 - 10,0
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Abb. E.1: Darstellung des mittlerer Fehlers L1 für a) Durchuss und b) Wasserspiegel für Testbeispiel Wechsel-
sprung mit konstanter Breite (TAMR4 )
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Abb. E.2: Darstellung des mittlerer Fehlers L1 für a) Durchuss und b) Wasserspiegel für Testbeispiel Wechsel-
sprung mit variabler Breite (TAMR5 )
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Abb. E.3: Darstellung des mittlerer Fehlers L1 für a) Durch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Abb. E.4: Darstellung des mittlerer Fehlers L1 für a) Durchuss und b) Wasserspiegel für Testbeispiel Dammbruch
mit Sohlreibung (TAMR7 )
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