A new technique was developed to retrieve near-surface instantaneous air temperatures and turbulent sensible heat fluxes using satellite data during the Structure des Echanges Mer-Atmosphere, Proprietes des Heterogeneites Oceaniques: Recherche Experimentale (SEMAPHORE) experiment, which was conducted in 1993 under mainly anticyclonic conditions. The method is based on a regional, horizontal atmospheric temperature advection model whose inputs are wind vectors, sea surface temperature fields, air temperatures around the region under study, and several constants derived from in situ measurements. The intrinsic rms error of the method is 0.7ЊC in terms of air temperature and 9 W m Ϫ2 for the fluxes, both at 0.16Њ ϫ 0.16Њ and 1.125Њ ϫ 1.125Њ resolution. The retrieved air temperature and flux horizontal structures are in good agreement with fields from two operational general circulation models. The application to SEMAPHORE data involves the First European Remote Sensing Satellite (ERS-1) wind fields, Advanced Very High Resolution Radiometer (AVHRR) SST fields, and European Centre for Medium-Range Weather Forecasts (ECMWF) air temperature boundary conditions. The rms errors obtained by comparing the estimations with research vessel measurements are 0.3ЊC and 5 W m Ϫ2 .
Introduction
Turbulent heat flux fields at the air-sea interface are necessary to study the upper-ocean heat budget or to force ocean general circulation models (GCMs). These flux fields may be obtained mainly from atmospheric GCMs or satellite data.
GCMs produce a physical and dynamical interpolation in space and time between in situ measurements. However, there are often large uncertainties in the analyses because observations are sparse at a global scale and the boundary layer models implemented in GCMs are not accurate. The analyzed horizontal atmospheric temperature and turbulent flux structures are consequently often mislocated. Satellite data are increasingly used to retrieve the fluxes because they are observations and have a high temporal and spatial sampling. Although methods have been developed to derive the latent heat flux from satellite data (Liu and Niiler 1984; Bourras et al. 2001 ), the sensible heat flux H s depends in part on the near-surface air temperature, which is a difficult parameter to retrieve from space. At a 1-month scale, Jones et al. (1999) find a statistical relationship between individual surface air temperature (T A ) measurements and columnar water vapors and wind speeds derived from satellite observations. The retrieval error of their method is 0.72Њ Ϯ 0.38ЊC. Clayson and Curry (1996) propose to derive air temperatures from satellitederived humidities q A and cloud-top temperature measurements. The root-mean-square (rms) error is 0.77ЊC. However, their method loses accuracy as relative humidity increases and needs very accurate sea surface temperatures (SST) as inputs. Konda and Imasato (1996) proposed a method based on a Bowen ratio that uses VOLUME 
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satellite-derived winds, SSTs, and q A as inputs. The retrieval errors at 1-month scale are Ϫ0.3Њ Ϯ 3.1ЊC for T A and 10.0 Ϯ 37.6 W m Ϫ2 for H s . Another approach validated-qualitatively-at this timescale is the global advective atmospheric mixed-layer model proposed by Seager et al. (1995) . The inputs are only global SSTs and surface wind fields.
In this paper, we propose a computationally fast physical method to obtain high-spatial-resolution (0.3Њ ϫ 0.3Њ) instantaneous T A and H s fields. The method is based on a horizontal temperature advection model (ADMOD), which may be considered to be a simpler version of Seager's model. The method presented here is useful in the context of field experiments because it works on mesoscale regions (1000 km ϫ 1000 km) and uses as inputs a combination of satellite data, operational GCM analyses, and in situ measurements. The input variables are SST, horizontal wind vector fields, and T A around the region under study. In this paper, ADMOD is applied to European Remote Sensing Satellite (ERS-1) wind vectors, SST maps from the National Oceanic and Atmospheric Administration Advanced Very High Resolution Radiometer (AVHRR), and boundary T A from operational analyses. The method is validated using research vessel (R/V) in situ measurements and GCM fields from the Structure des Echanges Mer-Atmosphere, Proprietes des Heterogeneites Oceaniques: Recherche Experimentale (SEMAPHORE) experiment, which was conducted in autumn of 1993 near the Azores Islands under mainly anticyclonic meteorological conditions (Eymard et al. 1996) .
The paper is organized as follows: the method is described in the next section and the datasets are presented in section 3. Then, ADMOD physics are validated on GCM data, which allows a comparison on a large amount of situations, and a sensitivity study is done (section 4). Last, T A and H s are derived using satellite data during SEMAPHORE, they are compared with R/V measurements and GCM fields (section 5), and conclusions follow.
Method
Under the assumptions of nonviscous steady flow and horizontal homogeneity of turbulence and mean flow, the mean potential temperature conservation equation at altitude z A may be written as
A R ‫ץ‬z where u is the horizontal wind vector, T A is now the mean potential temperature, is the turbulent senwЈЈ sible heat flux, and ␦ R is the radiation flux divergence term. The turbulent flux may be considered as decreasing linearly with height until the top of the mixed layer at which it vanishes , so that the flux term in (1) becomes
surf ‫ץ‬z h where ␣ is a dimensionless coefficient, h is the mixedlayer height, and surf is the turbulent flux in the wЈЈ constant-flux surface boundary layer. The flux is obtained from an iterative bulk algorithm denoted as f (Bourras 2000) , based on the Dupuis et al. (1997) parameterization of the bulk coefficients. The inputs of this algorithm are u, SST, T A , the specific humidity , and the sea level pressure . The eventual ex-
The unknown is T A , and the input variables are u and SST. Parameters ␣, h, , , and ␦ R are assumed to ␤ ␥ q p A S be constant at the scale of the experiment. All of the constant coefficients are derived from in situ observations (section 3a) except ␦ R , which is adjusted to GCM data (section 4a). The technique used to invert ADMOD numerically is described in appendix A.
Datasets
The data used were collected during the intensive observation period (IOP) of the SEMAPHORE experiment from 15 October to 15 November 1993 and covering 30Њ-38ЊN and 20Њ-28ЊW. The meteorological conditions were mainly anticyclonic during the campaign. The mean pressure at surface level was 1020 hPa. Only one active low pressure (1000 hPa) center crossed the SEMAPHORE area between 30 October and 1 November. According to R/V measurements, the mean values and rms deviations of scalar wind speed, T A , and SST over the whole IOP are 7 Ϯ 3.1 m s Ϫ1 , 20Њ Ϯ 1.9ЊC, and 22Њ Ϯ 1.3ЊC, respectively (Eymard et al. 1996) .
Three types of data are described herein: ADMOD input data, ADMOD validation data, and an additional test dataset. ADMOD input data gather satellite u and SST fields, GCM data for T A at the boundaries, aircraft measurements (␣, h), and R/V observations ( and ␤ q A ). Validation data are T A and H s from an R/V and ␥ p S two GCMs. The test data contain GCM fields only and are used separately from the other datasets to set ␦ R and to check the intrinsic error of ADMOD.
a. ADMOD input data
In this section, the fields used as ADMOD inputs are described (u, SST, and boundary T A ), the collocation method between the different fields is explained, and the coefficients z A , ␣, h, , and are set.
ADMOD input wind fields are ERS-1 wind vectors at 0.3Њ ϫ 0.3Њ resolution provided by Institut Francais de Recherche pour l'Exploitation de la Mer (IFRE-MER). The rms accuracy of these scatterometer fields is 1 m s Ϫ1 (Bourassa et al. 1997) . High-resolution (0.09Њ ϫ 0.09Њ) 8-day-averaged AVHRR SST fields were pro- . The use of boundary T A from operational analyses is generally the only possible choice to apply ADMOD, because no high-resolution reanalyses are available. In the context of SEMA-PHORE, the availability of both analyses and reanalyses provides an opportunity to test the sensitivity of AD-MOD to boundary conditions. The ERS-1 swaths are available over the SEMA-PHORE region around 0000 and 1200 UTC each day. Orbits are selected in order that the time difference among ERS-1, ARPEGE, and ECMWF fields is minimum. The final dataset contains six cases, the dates of which are listed in Table 1 . The maximum time difference among ECMWF, ARPEGE, and ERS-1 fields is 16 min. In the following, the term ''case'' stands for the SEMAPHORE region at a particular date and time. AR-PEGE fields and AVHRR maps are interpolated linearly at the ERS-1 resolution, and the same process is applied to the ECMWF fields to avoid unrealistic discontinuities near the boundaries in ADMOD-estimated fields.
Parameter z A is set to 17 m, which corresponds to the altitude of the lower level of the two GCMs used in this paper and also to the height of the R/V instrumented mast. The value of ␣ is 1.2, according to Kwon et al. (1998, their Fig. 11 and Eq. 5) . However, ␣ is set to 1 because it slightly improves the accuracy of ADMOD estimates. Note that an ␣ of 1 remains consistent with Kwon et al. (1998) findings given the 20%-25% scatter in their data. The reader is advised that this selection of ␣ applies to SEMAPHORE conditions only. In environments warmer than SEMAPHORE, ␣ may be larger than 1 because of the increased evaporation. The first step to account for evaporation in ADMOD would be to replace (2) by a parameterization of the vertical profile of buoyancy flux (Tennekes 1973 ). Parameter h is derived from the profiles of turbulence characteristics of the mixed atmospheric boundary layer measured by two aircraft (Lambert and Durand 1999; Kwon et al. 1998 ). The h mean value deduced from Kwon results is 580 m and its standard deviation is Ϯ100 m. Parameter is set to 10 g kg Ϫ1 , and is set to 1020 hPa, ␤ ␥ 
b. Validation data
The validation consists in comparing ADMOD T A and H s estimates to reference data. The reference data, presented below, are in situ R/V observations and GCM fields and are referred to local validation data and mesoscale field validation data, respectively.
Local validation data are measurements performed onboard of Le Suroît. Observation times are selected within a 4-h interval centered on the time of the six cases of Table 1 . Research vessel data are averaged over 1-h periods resulting in four points of comparison for each case. The data consist of H s , T A , u, and SST. The last two parameters are added to the validation data because they are helpful to analyze the retrieval error of ADMOD.
Validation fields are the ECMWF analyses and the ARPEGE reanalyses described in section 3a. The ECMWF analyses are used to assess the quality of AD-MOD output fields with respect to operational products. On the other hand, ARPEGE reanalyses are considered to be high-quality reference fields because most of the SEMAPHORE observations-including Le Suroît SST, T A , and u-have been assimilated in these reanalyses . Note that ADMOD output fields are not completely independent from ECMWF (or AR-PEGE) fields given that ADMOD uses ECMWF (or ARPEGE) boundary T A as input.
c. Test data
The test data consist of 32 ECMWF operational analyses at 1.125Њ ϫ 1.125Њ resolution and 32 ARPEGE reanalyses at 0.16Њ ϫ 0.16Њ from 15 October to 15 November 1993 at 0600 UTC, and covering 30Њ-38ЊN and 20Њ-28ЊW. The parameters extracted for each analysis (reanalysis) are u, SST, T A , and H s . These GCM fields are used to check ADMOD physics and to adjust the value of ␦ R , as detailed in the next section.
Validation of the method
In this section, GCM fields are used to adjust the value of ␦ R and to check the validity of ADMOD physics, that is, the validity of the assumptions made and the parameterizations chosen in section 2. With this aim in view, ADMOD is successively run using different values of ␦ R and with wind vectors, SST fields, and boundary T A from two GCMs as inputs. The ADMOD T A and H s obtained at each run are then compared with the original GCM T A and H s fields in terms of rms deviation and bias. The optimal value of ␦ R is the value for which the rms deviation and the bias are the smallest. The deviations observed when ␦ R is optimal give the intrinsic error of ADMOD. GCM data used in this section are the ECMWF analyses and the ARPEGE reanalyses of the test dataset (section 3c). The use of these two GCMs allows one to check the influence of spatial resolution on the quality of ADMOD estimates. Parameters ␣, h, , and are set to the values defined in section 3a.
a. ADMOD versus ECMWF
ADMOD is applied to u, SST, and boundary T A from 32 ECMWF analyses (section 3c). Because the resolution of the ECMWF analyses is 1.125Њ ϫ 1.125Њ, the SEMAPHORE area corresponds to 7 ϫ 7 pixels, which is very small. The workable number of pixels is even smaller (6 ϫ 6 pixels) because the use of upwind finite differences takes one pixel around the region under study. To avoid this problem, the ECMWF fields were interpolated linearly at the ARPEGE resolution before applying ADMOD. Then, the ADMOD estimates obtained were interpolated back at 1.125Њ ϫ 1.125Њ.
Five out of the 32 cases are considered apart because they correspond to strong-divergence cases; they are listed in Table 2 . On the remaining 27 low-divergence cases, ␦ R is first set to 0ЊC day Ϫ1 . For this value of ␦ R , the rms deviation between estimated ADMOD T A and original ECMWF T A is 0.69ЊC. The bias is 0.52ЊC, and the correlation coefficient 0.92. The positive bias indicates that the temperature estimates are too warm because of the lack of cooling by the radiation fluxes. The optimal ␦ R found on the ECMWF analyses is 0.5ЊC day Ϫ1 . For this value of ␦ R , the rms deviation between ECMWF and ADMOD T A is 0.66ЊC, or 3.4% (Fig. 1a) . The bias is 0.17ЊC, the correlation coefficient is 0.93, and the peak deviations are ϩ3.2Њ and Ϫ2.3ЊC, respectively. These results point out that radiation fluxes mainly affect the retrievals as a bias. The rms would likely be reduced if ␦ R was not constant, which would imply the use of a radiative transfer model to account for vertical humidity and temperature profiles, and cloud cover. In the following sections, ␦ R is 0.5ЊC day Ϫ1 . Twenty-four out of the 27 fields obtained from AD-MOD fit very well the ECMWF fields. Indeed, in each of these 24 cases the correlation coefficient between ADMOD and ECMWF T A fields is always greater than 0.8. In a minority of cases (3 out of 25) the correlation coefficient is lower than 0.3. In these last three cases, strong atmospheric fronts are present and a horizontal advection model is too simple to render the complicated relationship between thermal and wind structures. In terms of H s , the correlation between ADMOD and ECMWF for all data is 0.86, the rms deviation is 8.6 W m Ϫ2 , and the bias is Ϫ4.6 W m Ϫ2 (Fig. 1b) . In the five anticyclonic cases, the rms deviation between ADMOD and ECMWF T A fields is 1.06ЊC and the correlation coefficient is 0.73. This large deviation between ADMOD and ECMWF fields is related to the particular configuration of the streamlines. Indeed, in each of the five cases the anticyclone is so large that most of the boundary conditions are outflow conditions. The main inflow condition in ADMOD is consequently located at the center of the anticyclone. Because there is almost no wind at the center of the anticyclone, horizontal advection and divergence of sensible heat flux are negligible. As a result, the only source of air temperature (or input) of ADMOD is ␦ R (i.e., the estimated T A field mostly depends on ␦ R , which is constant). This configuration cannot lead to accurate estimates, and a more evolved parameterization needs to be developed in this case. However, this behavior of ADMOD in anticyclonic conditions is not really a weakness of the method given that strong anticyclonic cases may be avoided before ADMOD is applied.
b. ADMOD versus ARPEGE
ADMOD is forced using input variables from 19 lowdivergence ARPEGE reanalyses. The T A and H s estimates are then compared with corresponding ARPEGE fields, with more than 49 000 points of comparison. Figure 1c shows that ADMOD T A estimates and AR-PEGE T A match well. The increased resolution in comparison with section 4a analysis does not virtually affect the accuracy of the method. Indeed, the correlation is again high (0.89), the rms deviation is 0.69ЊC, and the bias is Ϫ0.06ЊC. Note that the bias is negligible, which confirms that the optimal value of ␦ R based on the ECMWF analyses is also optimal for ARPEGE. Peak deviations are ϩ5.3Њ and Ϫ1.6ЊC, which are larger than in section 4a because of the increased spatial resolution of the reanalyses with respect to the analyses. In fact, the analyses have less spatial variability than the reanalyses because of their coarser resolution. The correlation between individual ADMOD and ARPEGE T A fields is always larger than 0.6 and is greater than 0.8 in 15 of 19 cases. The correlation between ADMOD and ARPEGE fluxes on all data is 0.82, the rms deviation 8.1 W m Ϫ2 , and the bias Ϫ2.6 W m Ϫ2 (Fig. 1d) . ADMOD, ARPEGE, and ECMWF physics are consistent in terms of T A and H s , in most cases. The intrinsic rms error of ADMOD is 0.7ЊC in T A and 9 W m Ϫ2 in H s , which does not include the error on the input parameters. ADMOD accuracy strongly depends on the quality of T A at the boundaries, especially close to the inflow boundaries, as detailed in appendix B. According to the sensitivity study reported in appendix B, the fact that h is a constant equal to 580 m has no significant influence on ADMOD estimations in most cases during SEMAPHORE. The sensitivity of ADMOD to h is relatively low, which is of interest in an operational point of view, and the sensitivity to is negligible, that is, ␥ p S smaller than 1 W m Ϫ2 at maximum. In contrast, although the impact of a constant is negligible if H s is positive, ␤ q A it may reach 6 W m Ϫ2 when negative, that is, when warm air is advected over colder water. Although it
FIG. 2. Validation of (a) EADMOD and (b) AADMOD T A estimates. The R/V measurements (x axis) are compared with EADMOD/AAD-MOD (dots), ARPEGE (circles), and ECMWF (crosses) T A .
happens in only 7% of the cases during SEMAPHORE, it would be interesting to derive from satellite data ␤ q A in a further study.
Application of ADMOD to SEMAPHORE data
In this section ADMOD is run on the input dataset described in section 3a. The estimates of T A and H s are successively compared with validation data. First, AD-MOD individual retrievals are compared with in situ observations and corresponding ECMWF and ARPEGE data. Next, the ADMOD fields are compared with these GCM fields. For simplicity, ADMOD is named EAD-MOD (AADMOD) when ECMWF (ARPEGE) T A are used as boundary conditions.
a. T A validation
Comparisons between in situ T A and EADMOD T A are shown in Fig. 2a . The rms between EADMOD and the R/V is 0.97ЊC, which is comparable to the intrinsic error of ADMOD (section 4). The correlation coefficient is 0.87, and the bias is Ϫ0.18ЊC (Table 3 , line 3). In Fig. 2a , four points corresponding to 19 October are strongly biased for EADMOD and the two GCMs, by 2ЊC. We consider these points to be erroneous R/V measurements because there is no noticeable discrepancy between the R/V and EADMOD in terms of wind speed or SST for 19 October. If these four points are omitted, the rms error drops to 0.30ЊC, the correlation becomes 0.99, and the bias is Ϫ0.58 (Table 3 , line 8). The results reported in Table 3 in lines 6-8 reveal that the R/V data have a better fit to EADMOD than to ECMWF or AR-PEGE. Note that the comparisons include so few points that these figures may not be accurate, although the points available already cover a large range of T A values (almost 7ЊC). To test how ADMOD behaves with respect to R/V data for another kind of boundary conditions, ARPEGE boundary T A are used to force ADMOD. The correlation coefficient between AADMOD and R/V T A is 0.98. The rms error is 0.40ЊC, which is slightly larger than the EADMOD rms error (0.30ЊC), and the bias is 0.50ЊC, which is larger by 1.1ЊC than the EADMOD bias ( Fig. 2b; Table 3, lines 8, 9 ). This result suggests that the kind of ADMOD boundary conditions used affects mainly the ADMOD estimates as a bias. It also affects the rms error, at a lower level.
To compare T A from ARPEGE, ECMWF, EADMOD, and AADMOD, all the fields are interpolated at 1.125Њ ϫ 1.125Њ, the lowest of the resolutions among these kinds of data. The rms deviation between EADMOD T A and ECMWF T A is 0.59ЊC, and it is 1.06ЊC between EADMOD and ARPEGE; the biases are 0.30Њ and Ϫ1.00ЊC, respectively. This result confirms that the use of ECMWF boundary conditions to force ADMOD favors the comparison between EADMOD and ECMWF in terms of bias and rms. The comparison among AAD-MOD, ARPEGE, and ECMWF fields brings a further confirmation of this result. Indeed, the rms between AADMOD and ARPEGE is smaller by 0.2ЊC than the rms between ECMWF and AADMOD ( Table 4) . The results presented in Table 4 show that ADMOD T A are consistent with T A from the two GCMs. Note that a perfect agreement among the different models is not to be expected given that ARPEGE, ECMWF, ADMOD are independent, except for the boundary conditions used in ADMOD. Figures 3 and 4 show the case of 0000 UTC 19 October 1993. In Fig. 3i , ADMOD is applied in a typical operational context; that is, ECMWF analyses are used as boundary conditions. In Fig. 4a , ADMOD is applied using ARPEGE boundary conditions. Figures 3g-i and 4a illustrate that, close to the inflow boundaries-that is, south and east of the domain-EADMOD (AADMOD) T A are very similar to ECMWF (ARPEGE) T A . In contrast, EADMOD and AADMOD fields are more consistent far from the inflow boundaries (i.e., north of the domain).
b. H s validation
In this section, ADMOD fluxes are compared with R/V, ECMWF, and ARPEGE fluxes. Although the ECMWF and ARPEGE already provide H s flux fields, the bulk algorithm described in section 2 is used to compute new fluxes from these two model SST, T A , and u fields. This computation is intended to minimize the effect of differences among the flux parameterizations used in ADMOD, ARPEGE, and the ECMWF model in the following comparison.
As shown in Fig. 5a , R/V and EADMOD fluxes compare fairly well except for the four underestimated points described previously. They correspond here to positive R/V and negative ECMWF, EADMOD, and ARPEGE fluxes. If these four points are omitted, the correlation coefficient between the R/V and EADMOD H s is 0.79, the rms deviation is Ϫ5.0 W m Ϫ2 , and the bias is Ϫ1.1 W m Ϫ2 (Table 3 , line 18). The bias is small with respect to the biases in ARPEGE and ECMWF H s (Table 3, lines 16, 17; Figs. 5c, d ). The comparison between AADMOD H s and R/V H s is shown in Fig. 5b . The correlation coefficient is 0.66, which is smaller than the correlation between EADMOD H s and R/V H s (Table 3, line 19).
The rms deviation between EADMOD and ECMWF H s fields is 9.8 W m Ϫ2 , and the rms is 12.1 W m
Ϫ2
between EADMOD and ARPEGE (Table 4) . On the other hand, the rms deviation between AADMOD and ECMWF H s fields is 15.4 W m Ϫ2 , and the rms is 7.0 W m Ϫ2 between AADMOD and ARPEGE. These results show that the choice of the boundary conditions has a strong impact on the deviations observed between AD-MOD and the GCM fields in terms of H s . The reason is that H s is sensitive to any change in u, T A , or SST, which are all different in ADMOD, ECMWF, and AR-PEGE. The results presented in Table 4 show that the proposed method does not diverge from the two GCMs. In addition, the horizontal variations of H s of ADMOD VOLUME 41 that EADMOD and AADMOD feature remarkably similar H s fields, given that they use different boundary conditions (Figs. 3l and 4b) . In particular, a spot of large H s can be noticed at 35ЊN, 26ЊW in Figs. 3l and 4b. This spot, which is related to high AVHRR SSTs in this area, is not present in the ARPEGE or ECMWF fields (Figs. 3j,k) .
Conclusions
An original method to derive mesoscale sensible heat flux fields from satellite data, in situ measurements, and GCM operational analyses was proposed. The method is based on a horizontal advection temperature model. In the context of a field experiment, GCM operational
. Sensitivity curves for showing the impact of an error in T A at the boundary on the error in T A inside the region under study. Sensitivity is studied as a function of the distance from the boundary.
analyses are often the only available source to obtain T A and H s fields. The method proposed may help to enhance these fields in resolution and accuracy. Plus, the method is computationally fast to run, as opposed to the intensive process that consists of assimilating satellite data in GCMs. Although the physics involved in the method proposed is simple, it was found to be consistent with two GCMs during 1 month from 15 October to 15 November 1993, in a near-subtropical zone of the North Atlantic. The intrinsic error of the method is 0.7ЊC for T A and 9 W m Ϫ2 for H s , both at 1.125Њ ϫ 1.125Њ and 0.16Њ ϫ 0.16Њ resolution. The main weaknesses of the method are a larger retrieval error, by 6 W m Ϫ2 in rms when H s is negative, and the fact it is unable to treat cases of strong atmospheric front because the flow is assumed to be steady.
The method was applied to ERS-1 wind vectors, AVHRR SSTs, and either ECMWF or ARPEGE T A conditions. The comparison between the T A and H s retrievals and R/V data gave the following rms errors: 0.3ЊC and 5 W m Ϫ2 , which is encouraging because these errors are smaller than the estimated intrinsic error of the method. The kind of boundary conditions used in ADMOD mainly affects the bias. It also affects the rms error at a lower level. Although too few points of comparisons are available to consider these results to be final, they may be compared with Jones et al. (1999) error, 0.72Њ Ϯ 0.38ЊC, which was obtained from data averaged over 1 month. For H s , if we consider the following errors in the input parameters: 1 m s Ϫ1 for u, 0.5ЊC for SST, and 0.5ЊC for T A , the accuracy of the method proposed is in the range of 15-20 W m Ϫ2 , which is smaller than the error found by Konda and Imasato (1996) by 17 W m Ϫ2 . Note that these comparisons may not be accurate because the Jones et al. (1999) and Konda and Imasato (1996) studies are based on several years of data, with air temperatures ranging from ϳ2Њ to ϳ32ЊC, whereas the SEMAPHORE data cover only 1 month, with air temperatures in the range of 15Њ-23ЊC. at JPL, California Institute of Technology, under contract with the National Aeronautics and Space Administration (NASA). 
Numerical Solution
First-order finite differences and a relaxation method are used to solve the model numerically. The relaxation method consists of adding ‫‪t‬ץ/ץ‬ to (3) and running the model until convergence is achieved. The advection terms are discretized using an upwind difference scheme to avoid numerical instabilities. The time step ⌬t is local to accelerate convergence. Its expression is
where i, j are the gridpoint coordinates on the discrete domain; ␦x is the spatial step; and U i,j is the horizontal scalar wind at i, j. At each time step, the temperature is updated at grid points for which wind speed data are available. This technique is useful because sparse satellite input fields are used to force ADMOD, that is, fields that contain gaps. Convergence is stopped when the residual of all temperature updates between time steps n and n ϩ 1 is smaller than 0.001ЊC, which usually happens after 80-100 iterations. The process lasts about 30 s on a standard workstation, for a 50 ϫ 50 gridpoint domain.
APPENDIX B

Sensitivity Study
In this section, the sensitivity of ADMOD to error in the boundary conditions and in h, , and is studied.
a. Sensitivity to the boundary conditions
The sensitivity of the T A retrieval error to the error on T A at the boundaries is studied as a function of h.
An analytical solution of ADMOD is obtained in the one-dimensional case, assuming that there is no vertical wind speed, no SST gradient, and that u is positive. In addition, f is replaced with a bulk formula using a constant C H of 1.2 ϫ 10 Ϫ3 in (3). The solution is
H h where x is the distance from the inflow boundary, T (0) is the boundary condition, and T(x) is the estimated temperature at x. The errors ⑀ T(0) and ⑀ T(x) in T(0) and T(x) are defined as
T(x) true err where T err is the air temperature that includes error ⑀. Next, the ratio between the two errors ⑀ T(0) and ⑀ T(x) is defined [(B4)] to study the impact of an error at the boundary on the error at x:
Last, (B1)-(B4) are combined to obtain the sensitivity curves shown in Fig. B1 . They point out that depends strongly on h, and the error in T A virtually does not depend on the error in the boundary conditions as h tends toward low numbers. At h ϭ 580 m, which is the value used throughout this paper, the error in T(0) is decreased by 50% in 300 km. For an 800 km ϫ 800 km region, it means that the half of the region that is the closest to the inflow boundaries will be strongly affected by an error at the boundaries ( Ͼ 50%), whereas the other half-region will be less affected. A more accurate estimation of the sensitivity to the boundary errors would require a case-by-case analysis because the maximum distance of a point from the inflow boundaries may vary from 50 to 1100 km, depending on the curvature of the streamlines. However, only low-divergence VOLUME 41
cases are considered in this paper, so the curvature of the streamlines is small (see Figs. 3d-f, for instance). As a result, the explanation above generally applies to SEMAPHORE. Note that, in the full ADMOD, depends also on u in a way such that is lower as u increases. The error in T A at the boundaries eventually may have a strong impact on the quality of the results, especially at high h numbers, so that it is recommended to use boundary conditions that are as accurate as possible.
b. Sensitivity to h
Twenty-one low-divergence ARPEGE reanalyses from the test dataset (section 3c) and an h that varies from 50 to 1800 m by increments of 250 m, instead of being a 580-m constant, are used to force ADMOD. Then, the rms deviation between ARPEGE and AD-MOD T A is studied as a function of h. As shown in Fig.  B2 , a change in h by 200 m around h ϭ 580 m modifies the rms deviation by 0.15ЊC, which is low. However, the sensitivity to h increases up to 0.5ЊC (200 m)
Ϫ1 as h tends toward 0.
For each of the 21 cases, an optimal h is derived as the minimum T A rms deviation between ADMOD and ARPEGE observed while h ranges from 50 to 1800 m. The average of these optimal h is 740 m, which is not far from 580 m. The optimal h may be very different from 580 m in individual cases, by 1200 m at maximum (Fig. B3a) , but the rms deviation loss corresponding to the use of h ϭ 580 m in ADMOD instead of the optimal h is never larger than 0.2ЊC (Fig. B3b) . The reason is that most of the optimal h are greater than 600 m, beyond which the sensitivity of the model to h is lower. To check if the assumption of a constant is not ␤ q A too strong, two sets of 550 runs of the bulk flux algorithm f (section 2) are performed using, respectively, ϭ 6 g kg Ϫ1 and ϭ 14 g kg Ϫ1 , which are the ␤ ␤A A extrema during SEMAPHORE. The other flux parameters u, T A , , and SST are randomly selected within ␥ p S the range of maximum and minimum values observed during SEMAPHORE. As shown in Fig. B4 , the comparison between the sensible heat fluxes at 6 and 14 g kg Ϫ1 is negligible for the positive fluxes, the rms deviation being 0.4 W m Ϫ2 . However, the rms error becomes 6 W m Ϫ2 for the negative fluxes. A similar technique is used to find that the sensitivity to is negligible: for fluxes ranging from Ϫ50 to 150 ␥ p S W m Ϫ2 the rms deviation between H s obtained at 990 and 1040 hPa is lower than 1 W m Ϫ2 . Only 2 of 548 points of comparison are biased and correspond again to negative H s .
