Channel time-variation and frequency selectivity (causing ISI) are two major impairments in transmission for a wireless communication environment. Spatial diversity on the transmitter or the receiver side has been traditionally used to combat multipath fading. Recent results indicate signi cant gains in using multiple transmitter and receiver antenna diversity. By deriving the mutual information and cut-o rate we characterize the gains on these channels. We show that gains linear in the number of antennas can be achieved either when the SNR becomes very large or when the number of antennas becomes large. We show that some of these gains can be achieved by lower complexity linear receiver structures. By evaluating the cut-o rate for PSK constellations we further quantify the gains of using spatial diversity at both the transmitter and the receiver. Next we examine the expected mutual information for slowly fading ISI channels where the channel is assumed to be block time-invariant. We then examine the impact of fast channel time-variation (time-variation within a transmission block) on multicarrier transmission schemes. We derive the average mutual information for Orthogonal Frequency Division Multiplexing (OFDM) in time-varying ISI environments. Using this we examine the impact of transmitter and receiver diversity on OFDM transmission over time-varying ISI channels. We also study the e ect of time-variation on OFDM packet-size design. 
I Introduction
The growing demand of wireless communications has created the need for reliable transmission over timevarying environments. In the wireless medium channel time-variation due to multipath fading severely impacts reliable transmission. In addition, delay spread which is due to multiple scatterers in the radiowave propagation environment, translates to inter-symbol interference (ISI) in a digital communication scheme. To handle these two transmission impairments, diversity and equalization techniques have been developed over the past few decades 3].
Achievable performance over fading channels has been a subject of interest for several decades 3, 4, 5, 6, 7] and references therein. Spatial receive diversity is most commonly analyzed. More recently, performance with spatial transmit diversity has been examined 8, 9] where only the transmitter has spatial diversity. Recent results in 10, 11, 12, 13, 14, 15] suggest signi cant advantages in using both transmitter and receiver spatial diversities. In 10], the information-theoretic performance of both transmitter and receiver diversities was considered. We compare our research with this work in the subsequent paragraphs. In 11], practical coding schemes that take advantage of the potential gains have been developed. In 13] , the capacity of multiple antenna fading channels was rst established. In this report, it was shown that the capacity could be numerically computed using Laguerre polynomials. In 14] , the capacity of timeinvariant multiple-input-multiple output ISI channels was considered. In 15] , neither the transmitter nor the receiver has access to the channel-state information, but the underlying probability distribution of the fading channel was assumed to be known. In this paper, we assume that we have access to the channel-state information at the receiver (but not at the transmitter).
There has been a large body of work devoted to data transmission over frequency selective channels 3] . Transmitter and receiver diversity in time-invariant ISI channels have been examined in 16, 17, 14] and references therein. Recently, reliable transmission over time-varying ISI channels have been studied in 18, 19, 4] . In 18, 19] it is assumed that both the transmitter and the receiver instantaneously know the channel realization. In 4] only the receiver is assumed to know the channel state. However, a quasi-static assumption where the channel is assumed to be time-invariant over the transmission block is used, making it suitable for slowly time-varying channels.
In this paper we rst study the mutual information and cut-o rate for transmitter and receiver diversity fading channels. Recently it has been reported 10] that the mutual information grows linearly with the number of spatial diversity elements, asymptotically as the number of antennas become very large. Using an asymptotic decoupling argument we give an alternate approach for obtaining this result. In this we show that using a \linear detector", i.e. a matched lter followed by decoupled detection, we still get mutual information that grows linearly with the number of spatial diversity elements. However, the linear growth assumes that the channel gain becomes unbounded resulting in unbounded achievable rates. Consequently we examine the channel where the average gain is unity and nd that the mutual information grows linearly with signal-to-noise ratio (SNR) as the number of diversity elements becomes large. Additionally we show that the linear gain in the number of spatial diversity elements (on both the transmitter and the receiver) also occurs when the SNR becomes very large. This has also been observed in the context of time-invariant channels 14]. The cut-o rate is considered an important parameter in practical code design 3] . We derive the cut-o rate of the diversity channel when the transmitter knows only the spatial correlation behavior of the fading channel. Using the cut-o rate we can evaluate the gains in using coding over multiple antennas, e.g. space-time coding 11].
Next, we study the mutual information for time-varying ISI channels. We derive the achievable rate for multiple transmitter and receiver diversity in slowly fading channels. Recently the use of multicarrier transmission over diversity channels has been proposed 14, 20] . We establish the achievable rate for OFDM in time-varying channels. Using this result we examine the impact of transmitter diversity and receiver diversity on OFDM transmission in time-varying channels. The main advantage of OFDM transmission in time-invariant channels is in the simplicity of the decoder, where the equalizer is just a single tap lter in the frequency domain. This occurs due to the fact that the Fourier basis is the eigenbasis for time-invariant channels. However, for time-varying channels the Fourier basis need not be the eigenbasis and hence we would have loss of orthogonality (of the carriers) at the receiver, and hence have inter-carrier interference (ICI). We examine the performance of the OFDM scheme both when we equalize the channel and when we ignore the ICI. As expected we show that the performance, when we ignore the ICI, depends directly on the amount of inter-carrier interference (ICI). If the channel is almost time-invariant in the transmission block, the loss in performance in neglecting the ICI is small. In OFDM there is a cyclic pre x (or a guard interval) equal to the length of the channel with every transmitted block. This results in an overhead that becomes a smaller fraction of the total rate when the block size increases. For fast time-varying channels, if we use longer packets the loss would be greater and hence there is an inherent trade-o of performance with transmission overhead. Moreover, if we decode the signals jointly (i.e. equalize the channel) then we get performance enhancement at the cost of higher complexity. Therefore, these trade-o s are important in packet size design as well as transceiver design. These results give insights into the role of equalization in time-varying ISI channels.
A brief outline of this paper is as follows. In Section II we describe the spatial diversity channel model suitable for time-varying channels. In Section III we develop the results on at fading diversity channels. Section IV focuses on multicarrier transmission over fading ISI channels. In Section V we provide numerical examples for the results developed. We conclude with a brief discussion in Section VI. Some of the detailed proofs are given in the appendices.
II Channel model
The input data fx(k)g is passed through the lter g(t) to produce the transmitted signal s(t). The received signal can be written as, y c (t) = Z h c (t; )s(t )d + z(t) (1) where h c (t; ) is the impulse response of the time-varying channel and z(t) is the additive Gaussian noise.
We collect su cient statistics through Nyquist sampling. The basic idea is that if we sample at a rate larger than 2(W I +W s ), where W I is the input bandwidth and W s is the bandwidth of the channel time-variation 21], then we get Nyquist sampling. A careful argument about the sampling rate required for time-varying channels can be found in 19] . In this paper we assume that this criterion is met and therefore we have the following discrete-time model: (2) where h(k; l) represents the sampled time-varying channel impulse response (which combines the transmit lter g(t) with the physical channel h c (t; )). The approximation of having a nite impulse response in (2) can be made as good as we need by choosing 19] . In this paper we focus on the discrete-time model given in (2) . For the case of multiple transmitter and receiver diversity channel with M r receive and M t transmit antennas, we can easily generalize this model to,
where H(k;l) 2 C Mr Mt is the l th tap of the matrix response with x(k) 2 C Mt as the input, y(k) 2 C Mr is the output and z(k) 2 C Mr is the complex additive temporally white Gaussian noise with z(k) CN(0;R z ), i.e. a complex Gaussian vector with mean 0 and covariance R z . Throughout this paper we impose an average power constraint on the input, i.e. E jjx(k)jj 2 ] P. The speci c structure of fH(k; l)g could be constructed by assigning a special structure to H c (t; ) (for example a discrete multipath channel).
We assume a statistical description of the channel in an attempt to balance practical utility and analytical tractability. Also, throughout this paper we assume that we have natural logarithms when we use the notation log( ).
A Flat Fading channel
In this case we have = 1 and hence the single tap H(k;0) is denoted for brevity by H(k). Hence we can rewrite (3) as
We assume that the elements of H(k) are i. However, when we transmit using OFDM packets we can assume that we have ideal packet interleaving. We invoke this model in Section IV to gain insight into transmission over fading channels. In both the at fading and the ISI cases, the assumption of ideal interleaving is not critical, though it simpli es achievable rate arguments. The mutual information expressions hold when the channel is an ergodic process 4, 6].
III Achievable Performance in at fading channels
In this section we examine the advantages of using spatial diversity in at-fading environments. In subsection A we review the capacity of this channel. In subsection B we show that the linear asymptotic growth of the mutual information with number of antennas occurs when we use a decoupled detection scheme. A passive channel where the average channel gain is normalized, is examined in Section C. In this case the mutual information grows linearly with SNR asymptotically with the number of antennas. In subsection D we show that the linear gain also occurs when the SNR becomes very large. Finally in subsection E we examine the cut-o rate and examine the coding gains for some nite PSK constellations.
A Capacity
In this section we assume the at fading channel model described in Section IIA. The receiver is assumed to have perfect channel state information (CSI) and the transmitter only knows the statistics of the channel. We also assume that we have ideal interleaving so that the fading process is memoryless. Using these assumptions the mutual information for a block of n time samples can be written as 
is the capacity of the fading matrix channel, where R x = P Mt I. This expression can be evaluated using properties of Wishart matrices and represented in a numerically computable form 13, 23, 24, 12] .
B Decoupled detection
To achieve the capacity given in (6) we require joint optimal (maximum-likelihood) decoding of all the receiver elements. In this section we explore the performance of a sub-optimal \linear decoding" scheme which is similar in avor to the matched lter receiver studied in multi-user detection 25]. We show that due to the decoupling properties of the channel, this detector still retains the linear growth rate of the optimal decoding scheme. However, we do pay a price in terms of rate growth with SNR.
In the following we will assume that H(k) has iid elements, (H i;j (k) CN(0;1)) and R z = 2 I. In some cases we have M t = M r and we will state when this is true. Note that from the data model given in (4), the maximum likelihood decoding rule for
. Hence a su cient statistic would beỹ(k) = H H (k)y(k), and thus,
In 10] it has been stated that the mutual information grows linearly with M r (with M r = M t ) as M r ! 1,
i.e. lim Mr!1 I(x;y;H) Mr = constant. A proof outline is provided in 10] for this using a layered architecture wherein the problem is treated akin to a multiple access channel and decoding is done using an onion peeling scheme with orthogonal projection. In the following we provide an alternative approach which demonstrates the linear growth and also shows the importance of \interference suppression". We observe from the strong law of large numbers (SLLN) that lim Mr!1 h H i (k)h j (k)=M r = i j a:s:, where k is the Kronecker delta function and we have H i;j (k) CN(0;1). As the channels asymptotically decouple we investigate the rate achievable if we ignore the cross-coupling of the channels when decoding. If we denotẽ z(k) = H H (k)z(k), we can write the i th component ofỹ(k) in (7) as
: : : ; M t : (8) By ignoring the cross-coupling between the channels we decodex i as minx
and hence we include the \interference" from fx j g j6 =i as part of the noise. This is identical to the matched lter receiver studied in multiuser detection schemes 25] . Using almost identical arguments as in (5) Hence, using a decoupled detection scheme which has signi cantly lower complexity than the optimal scheme, we still obtain asymptotically linear growth rate in mutual information with number of antenna elements. The analysis also demonstrates the importance of joint decoding. We see that if the other transmit channels are regarded as noise, even though the channels asymptotically decouple, the contribution from the \interference" limits performance. Hence the improvement in rate with SNR requires joint detection of all the transmit codebooks. Also note that with decoupled detection, plays an important role in the growth rate. Also note that if we use more powerful detectors such as MMSE linear detectors 25], we would expect better performance due to interference suppression. In this subsection, we considered the model where the channel elements are H i;j (k) CN(0;1) and with this we get the capacity growth behaviour seen in Proposition III.1. In the next subsection (Section C), we consider the model which has an average channel gain of unity and investigate the behaviour of capacity under such a model. We expect that the capacity would not grow as fast under such a model, and this intuition is quanti ed in the next subsection.
C Passive Channel
In the above analysis channel gain goes to in nity and hence so does the rate which grows asymptotically linearly in M t (and M r ). Next, we investigate the behavior in the case where the channel gain is unity, i.e. the L 2 norm of each of the columns of H(k) is unity (H i;j (k) CN(0;1=M r )). A general upper bound on the mutual information in this case can be obtained through the Jensen's inequality. E 
In the sequel we explore the tightness of this upper bound. In (6) As A H A = I K and x CN(0; I Mr ) we obtain the covariance of z conditioned on A to be I K , hence we get the conditional distribution given in (16) . Averaging over the distribution of A, as (16) does not depend on A we obtain the desired result.
This proposition can be used to formalize the lower bound on jI + P Mt 2 HH H j (or equation (20) seen later) using the onion-peeling with projection idea in 10]. We can write (4) as,
Thus as in 10] in the l th stage we have already decoded x 1 ; : : : ; x l 1 and we have subtracted its contributions from y(k) to obtain y
To decode x l (k) we project y (l) onto the space orthogonal to spanfh l+1 (k); : : : ; h Mt (k)g. The orthonormal basis for this space is a random basis which is a deterministic function of the random vectors fh l+1 (k); : : : ; h Mt (k)g and hence is independent of h l (k). Hence if we denote the projection matrix by A l (k) and we denoteỹ
(k) as the projected vector we obtain,ỹ
as A H l (k)h i (k) = 0; i = l+1; : : : ; M t . Now using Proposition III.2 we have that A H l (k)h l (k) CN(0;I l =M r ) and A H l (k)z(k) CN(0; Here we get a factor of half over the result in (15) because of the inequality in (20) . In the above results we have let the number of diversity elements become very large.
D Finite Diversity
In this section we investigate the case where the SNR becomes very large, but the number of diversity elements is nite. Let R Mr;Mt be the rate achievable for M r receiver and M t transmitter antennas. In the following proposition we consider the case where, H i;j (k) CN(0;1), and its extension to the case where H i;j (k) CN(0;1=M r ) is straightforward. 
By letting ! 0, we let P= (24) we get the desired result.
In the above result, if M t 6 = M r , by a simple extension of the above argument it can be shown that liminf R Mr ;M t R Mr ;1 min(M r ; M t ). Thus the gain is dictated by the number of parallel channels created by the matrix channel. The basic intuition behind this result is that we have min(M r ; M t ) cross-coupled channels when there are M t transmitters and M r receivers. Hence when M t = 1 (or M r = 1) we have e ectively only one channel and the gain in using multiple antennas at both the transmitter and the receiver end is in creating more cross-coupled channels. These results indicate the advantages of using multiple spatial diversity elements at both the transmitter and the receiver.
E Cut-o rate
Cut-o rate is considered an important measure of system performance 27]. We therefore compute the cut-o rate for the diversity fading channel. This is also motivated by two other reasons, rst the cut-o rate allows us to compare the performance of inputs modulated by nite constellations. Secondly we can observe the e ects of correlation in the channel and noise.
The pairwise error probability between two sequences fx(k)g and fx(k)g can be upper bounded by the the Cherno bound as (25) where is the Cherno parameter, E(k) = 
This result is used in the numerical examples presented in Section V. It is used both in comparison between achievable rates for Gaussian codebooks and for nite constellation modulation schemes (e.g. PSK constellations).
IV Frequency Selective fading
Reliable transmission in frequency selective fading channels has been studied extensively in literature, 3, 4] and references therein. The most common assumption in studying these schemes is that of slow time-variation (i.e. Bandwidth Doppler spread). The rate of reliable information for the scalar channel has been derived in 4] in terms of the expected mutual information. We begin this section with a simple extension of this result to the case of transmitter and receiver diversity in Section IVA. In Section IVB we focus on the impact of time-variation within a transmission block and mainly analyze performance of multicarrier transmission schemes in such a scenario. We specialize the results of Section IVB to the WSSUS model (see Section IIB) in Section IVC.
A Slowly Fading Channels
Consider the model speci ed in Section II (3). If we use the average power constraint given by E jjx(k)jj . In the ISI channel we assume that a guard interval of samples exists between the transmission blocks.
Note that this xed interval does not lower the transmission rate asymptotically in the block size n. In the above we have assumed that the guard interval x( ); : : :x( 1) is a deterministic function of x (n) . By using arguments identical to (5) we can show that if the transmitter has no knowledge of the channel realization then,
Conditioned on H 
using arguments similar to those in Appendix C to exchange limits and expectations. Thus for slowly time-varying channels the achievable rate is well approximated by (32) . In general maximizing (32) with respect to S(f) is a hard problem and further simplifying assumptions need to be made for solving this problem. However, schemes using a at input spectrum in both time and \space" may be practical 11, 20] and therefore it is worthwhile to study them. In time-varying channels there is an inherent con ict between increasing the transmission block length (for coding arguments) and the block time-invariance assumption. This is a topic we will explore in the next section.
B Impact of fast time-variation
The relation (29) holds even when we do not invoke the block time-invariance assumption. To gain an understanding of this problem, let us consider the scalar channel with M r = M t = 1. Let us assume that the transmitter chooses an orthonormal basis for transmission. For time-invariant channels it is known that asymptotically the Fourier basis is optimal as this is the eigenbasis of linear time-invariant channels 31]. For time-varying channels when the channel is unknown at the transmitter, this remains an open problem. However, due to the low complexity of using the Fourier basis and the prevalence of practical schemes using it, this is an interesting case to focus on. In time-invariant channels, the Fourier basis allows us to form parallel ISI-free channels and this scheme is illustrated in Figure 1 . However, in time-varying channels, the Fourier basis is not in general an eigenbasis. This loss of orthogonality causes Inter-Carrier Interference (ICI). In this section we derive the information rates achievable in the presence of ICI.
We can write the output of the DFT at the receiver for a time-block ( 1); : : : ; N 1] (where N is the number of carriers) as, h(r; l)e j2 r(s m)=N e j2 sl=N (35) Note that the form of the model in (33) is applicable to more general cases than using OFDM. We can replace Q by any arbitrary matrix B and for a given structure of the guard interval (pre x), we can nd the speci c structure of G (as in (35) for OFDM) for that case. We can rewrite (33) 
where we have assumed independent Gaussian codebooks on each of the frequency bins. Note that the rate given in (37) is achievable if we assume ideal packet interleaving (i.e. the matrix H is identically distributed from packet to packet and is independent between packets). Here all the subcarriers need to be decoded jointly, which would imply that equalization (such as MLSE 32] ) in the frequency domain needs to be employed. Therefore, a natural question that arises is the rate loss that occurs if we ignored the ICI while decoding, as is typically done in OFDM. The question is similar to that posed in Proposition III.1 for diversity channels and hence we expect a similar answer. Using an argument almost identical to that used in obtaining (9), we can show that for an OFDM of packet size N, the rate achievable per transmitted 
Thus we see that the rate loss directly depends upon the amount of ICI as we would intuitively expect.
In the above we have assumed that we use a Gaussian input codebook and that the codebooks for each subcarrier is independent. The easiest coding theorem proof for the above mutual information rate assumes independent fading on successive transmission blocks. Though this could be justi ed by an ideal packet interleaving assumption, a more general proof can be based on ergodicity assumptions on the channel impulse response. Note that we have not made any assumptions on the independence between G(p; p) and fG(p; q)g in this relationship. Also we need only the instantaneous SNR at the receiver to achieve this rate.
We know from the results in at fading channels that spatial diversity reduces variability of the channel. is the channel given in (34) for the d th diversity element. We have assumed that independent Gaussian codebooks of power P=M t are used at each of the transmit antennas and OFDM subcarriers. We get the above by using strong law of large numbers (SLLN) and exchanging limits and expectations (easily justi ed in a manner similar to Appendix A). An interesting phenomenon occurs here due to the averaging e ects of transmit diversity. If there were no ICI, such averaging would always increase the information rate by Jensen's inequality. However, as both the ICI and the signal are averaged it is not necessary that the rate increases. This property is illustrated in the numerical example given in Section V. A similar result has been observed in fading multiple access channels in the context of broadband vs narrowband transmission 6]. Thus transmit diversity would not always help if the ICI is ignored. However, we do expect it to help if the amount of ICI is small (i.e. slowly varying channels).
In the case when we have transmit and receive diversities we can modify (33) is the equivalent channel matrix (as in (34) 
Here we can envisage several techniques which are popular in spatio-temporal processing to get better performance for reasonable complexity. We can suppress the ICI using the receive sensors and interference suppression techniques 33, 34] . Therefore, we expect that receive diversity will always help performance even when we ignore the ICI.
C The WSSUS Channel
We specialize the results of Section B to the WSSUS model described in Section II and focus on the scalar channel. This allows us to gain insight into the impact of fast time-variation on OFDM transceivers. We notice from (35) and the WSSUS model that fG(m; n)g are jointly Gaussian. We can write the information rate described in (38) as,
We denote P q jG(p; q)j 2 = g H p g p and P q6 =p jG(p; q)j 2 = g H p g p . We notice that g p = G(p; 0); : : : ; G(p; N 1)] T is Gaussian, and so is g p which is of dimension N 1 (constructed by deleting the element G(p; p) from g p ). Hence using the fact that g p and g p are Gaussian vectors, we can easily evaluate (43). Using 
where E i (x) = R x 1 e t =t dt is the exponential integral function 4]. Here f (1) q g are the residues of the characteristic function of g H m g m at f (1) q g which are the eigenvalues of R 1 . This is written for the case where the eigenvalues f (1) q g of R 1 are distinct. Similarly f (2) q g are the residues of the characteristic function of g H m g m at f (2) q g which are the eigenvalues of R 2 . The expression in (45) can be easily modi ed for the general repeated eigenvalue case, though the expression is more complicated and does not provide much further insight. The details of the above expression are given in Appendix D.
V Numerical Results
In this section we provide numerical examples which evaluate the expressions derived in in Sections III and IV. In the results for Section III we use the channel model with H i;j (k) CN(0;1=M r ) iid and R z = 2 I.
For the results in Section IV we use the WSSUS model described in Section II.
We rst compare the cut-o rate for a M r = 2 = M t case with the mutual information for the M r = 2; M t = 1 and M r = 1; M t = 2 cases. These numerical results reinforce the advantages of using multiple spatial diversity elements at both the transmitter and the receiver. We consider the case when R z = 2 I, R h = I=M r and thus we can rewrite the cut-o rate given in (27) as, 35] . We denote the case of M r receive and M t transmit antennas as the M r M t case. Figure 2 shows the cut-o rate for 2 2,2 1 and the 1 2 cases for Gaussian symbols. We have also plotted the AWGN rate and the fading capacity for the 2 1, 1 2 cases for reference. Here we see that there is a distinct advantage of using spatial diversity at both the transmitter and the receiver, and the advantage grows with SNR as predicted in Proposition III.4. In Figure 3 we plot the cut-o rate for various PSK constellations. The curves show that for a rate 2/3 coded PSK we can achieve gains up to 10dB using random codes. This is a comparison of the gains when we use a 2/3 coded PSK on each of the transmit antennas with M r = M t = 4 and the case where we have the same transmit scheme and M r = 1; M t = 4. It has been shown in 36] that gains of at most 3dB can be achieved with random codes when only receive diversity is used. In Figure 4 we plot the cut-o rate for PSK symbols against the number of transmitter and receiver sensors. This shows a linear growth in cut-o rate for PSK symbols. These results demonstrate the advantages in using spatial diversity at both the transmitter and the receiver. Space-time code designs in 11] have demonstrated the advantages using practical trellis codes.
Next we turn our attention to the fading ISI channel and evaluate the expression derived in Section IV. This allows us to plot the information rate as a function of Doppler shift and block size. Using these plots we illustrate the trade-o between receiver complexity and overhead.
We use a WSSUS channel with three taps, each of which has energy of 1. We assume a signal bandwidth of 30kHz. The signal-to-noise ratio (P= 2 ) is xed at 20dB and the transmit OFDM spectrum is at. We have chosen a scenario where there is signi cant time-variation within a block of transmission. The parameters chosen are similar to that seen in second generation TDMA scenarios (IS-54 for example). The channel time-statistics are assumed to be represented by r h (k) = J 0 (! d kT s ) (Jakes' model 22]). Here J 0 ( ) is the zeroth order Bessel function of the rst kind, ! d = 2 v= is the Doppler spread, and v is the mobile velocity. A carrier wavelength of = 0:3 (i.e., 1 GHz carrier frequency) was assumed. In Figure   5 we plot the information rate per transmitted sample, RN=(N + ), as a function of the packet size N and various Doppler spreads. For very low velocity the time-invariant assumption is quite valid and there is little loss due to ICI. However, for larger time-variation the loss due to ICI is quite signi cant. This indicates that block sizes need to be quite small in fast time-varying channels and therefore the overhead for OFDM could be quite large. For reference, the information rate for an AWGN channel with the same channel gain and SNR is 8.23 bits/transmitted sample. The corresponding rate for the scalar slowly fading channel (Section IVA) is 7.42 bits/transmitted sample. In Figure 6 we have plotted the information rates for in nite transmit diversity. Comparing this to Figure 5 we see that at high velocities there is not much gain due to diversity. For example at 80mph and packet size of 256 for single transmit antenna ( Figure  5 ), the rate achievable is 0.43 bits/transmitted sample and with in nite diversity it (Figure 6 ) is 0.36 bits/transmitted sample. This shows that the averaging e ect of diversity on the ICI o sets the gain of the averaging e ect on the signal. For improved performance we would need a multi-tap frequency domain equalizer, which increases the receiver complexity. This demonstrates a trade-o between transmission overhead and receiver complexity.
VI Discussion
In this paper we studied fading diversity channels using an information theoretic approach. The utility of both transmitter and receiver spatial diversity was illustrated through the rate advantages it provides. In particular, we examined a low complexity decoding scheme which is similar in avor to the linear detectors used in multiuser detection. This showed that a linear gain in the number of antennas could be obtained using simpler detection schemes which might be attractive in practice. This result was asymptotic in the number of transmitting (and receiving) antennas. We also showed that when the SNR becomes very large, we obtain a linear gain in the number of transmitting (and receiving) antennas. In ISI channels, we studied multicarrier transmission in fast time-varying channels. This allowed us to examine the trade-o between equalization (complexity) and overhead (packet size). By doing this in terms of achievable rate, we can use this analysis for packet size and receiver structure design.
There are several important open questions which remain unanswered. The rst is the achievable rate and code-design criterion for spatially correlated fading channels. Here one would intuitively expect that one would design codes that transmit along the \preferred" spatial directions rather than omnidirectional (spatially white) codes. Next, an explicit form for achievable rate for time-varying ISI channels is desirable. Upto now expressions for quasi-static (slow time-varying) or nite packet sizes have been developed. Finally the question of the best basis for transmission on time-varying channels is an open one. We have seen that there is rate loss associated with ignoring the ICI. One approach would be to choose a basis which has lower ICI and thus a lower rate loss with complexity similar to OFDM.
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Appendix A Details of Proposition III.1 we can show after some algebra (see Appendix B) that, It is easy to show that f P i log(1 + P 2 N 2 P i j=1 jU j j 2 )g is uniformly integrable (using arguments similar to that used in Appendix A) and thus we can exchange limits and expectation and obtain the result of Proposition III.3.
Appendix D
In this section we outline the algebra leading to (44) 
