Abstract. In this paper we introduce the reproducing kernel method to solve a class of variational problems (VPs) depending on indefinite integrals. We discuss an analysis of convergence and error for the proposed method. Some test examples are presented to demonstrate the validity and applicability of method. The results of numerical examples indicate that the proposed method is computationally very simple and attractive.
Introduction
In the large number of problems arising in analysis, mechanics, geometry, etc., it is necessary to determine the maximum and minimum of a certain functional. Problems in which it is required to investigate a function for a maximum or minimum are called variational problems [26] . Finding the brachistochrone, or path of quickest descent, is a historically interesting problem that is discussed in all textbooks dealing with the calculus of variations.The solution of the brachistochrone problem is often cited as the origin of the calculus of variations as suggested in [26] . In the strict sense of the word, isoperimetric problems are problems in which one has to find a geometric figure of maximum area for a given perimeter. These extremum problems, which were even studied in ancient Greece, are also variational problems like, and their aim is to find a closed curve, without self-intersection, of a given length bounding a maximum area. Though the solution of this problem was known in ancient Greece, its peculiar variational nature was understood only at the end of the seventeenth century [23] . The brachistochrone, geodesics and isoperimetric problems have played an important role in the development of calculus of variations [12, 13] .
The theory of reproducing kernels [2] was used for the first time at the beginning of the 20th century by S. Zaremba in his work on boundary value problems for harmonic and biharmonic functions. This theory has been successfully applied to fractal interpolation [6] , solving ordinary differential equations [3, 4, 8, 14, 15, 18, 19, 20, 22, 30, 31] and partial differential equations [7, 24] . The books [5, 9, 11] provide an excellent overview of the existing reproducing kernel methods for solving various model problems such as integral and integrodifferential equations. In this study, a general technique is proposed for solving some systems in the reproducing kernel space. The main idea is to construct the reproducing kernel space satisfying the conditions for determining solution of the system. The analytical solution is represented in the form of series through the function value at the right side of the equation. The advantages of the approach lie in the following facts. The approximate solution x n (t) converges uniformly to the analytical solution x(t). The method is mesh-free, easily implemented and capable in treating various boundary conditions. Also we can evaluate the approximate solution x n (t) for fixed n once and use it over and over. The rest of paper is organized as follows. In section 2, we give some necessary optimality conditions for a class of VPs depending on indefinite integrals. In section 3, we characterize different reproducing kernel Hilbert spaces and derive some theorems. In Section 4 we establish conditions under which exact solution of the Euler-Lagrange, a nonlinear differential equation, exists. We also construct and develop an algorithm for solving nonlinear differential equation in this section. The proposed methods are applied to several examples in Section 5. We conclude the paper in Section 6.
A necessary condition for an extremum
The Euler-Lagrange equation forms the centerpiece of the necessary condition for a functional to have an extremum. Now, we give the necessary optimality conditions for a class of variational problems depending on indefinite integrals which are used in the proceeding sections.
Consider functional of
defined on the set of continuous curves x : [0, 1] → , where F has continuous derivatives with respect to the second, third and fourth variables and l has continuous derivatives with respect to the second and third variables. Among all functions x(t) which have continuous derivatives and satisfy the boundary conditions x (k) (0) = 0 (k = 0 or k = 1) and x (l) (1) = 0 (l = 0 or l = 1), we find the function x(t) for which the functional (2.1) has an extremum.
Let us denote this problem by P . A necessary condition for problem P is given by the next theorem.
Theorem 1. ( [1])
A necessary condition for J[x] to have a extremum for a given function x(t) is that x(t) satisfies the generalized Euler-Lagrange equation
under the boundary conditions x (k) (0) = 0 (k = 0 or k = 1) and x (l) (1) = 0 (l = 0 or l = 1), then x(t) satisfies the following Euler-Lagrange equation
Reproducing kernel space
In order to solve VPs in reproducing kernel space, we introduce several reproducing kernel spaces. For more details see [16, 17] . Throughout this paper, we discuss problem on the domain [0, 1]. 
is defined by
, where x(t), y(t) ∈ W 
The reproducing kernel
Lemma 1. (see [28, 29] ) Let H be a real reproducing kernel space of functions x : Ω → . For each t ∈ Ω, there exists a unique element R t ∈ H such that x, R t H = x(t) for all x ∈ H.
Definition 4. (see [28, 29] ) Let H be a real reproducing kernel space of functions x : X → and t be a point in Ω. The mapping R : 
where, the coefficients c i (t), d i (t), i = 1, ..., 2r, are determined as follows
Then the solution of above equations yields the expression of the reproducing kernel R {r} t (s).
Solution guidelines for Euler-Lagrange equation
In this section, we present an efficient technique for solving Euler-Lagrange equation. The Euler-Lagrange equation (2.2), can generally be divided into linear part L, and nonlinear part N. Therefore, the Euler-Lagrange equation (2.2) can be converted into the equivalent form as follows
where
is an unknown function which should can be determined.
In this paper, we assume that under adequate conditions Eq. (4.1) has a unique solution. The existence and uniqueness of solutions to Eq. (4.1) have been proved in Refs. [21, 27] . In order to represent the analytical solution of Eq. 
is the orthonormalized sequence and β ik are orthogonal coefficients.
Lemma 2. (see [7] ) If T = {t 1 , t 2 , ...} is a dense subset in the domain [0, 1] and the solution of Eq. (4.1) be unique. If for any i ∈ N and for each fixed
Theorem 4. (see [7] ) Suppose that T = {t 1 , t 2 , ...} is a dense subset in the domain 
where the subscript s of the operator L indicates that the operator L is applied to the function of s.
Theorem 5. (see [10] ) Suppose that the following conditions are satisfied: (i) 
4. 
where z n ∈ o W r 2 is the solution of Eq. (4.3) and
is an orthogonal projection operator. 
Proof. The proof is similar to that of Theorem 5.
Therefore considering the numerical computation, we define the n-term approximation x n (t) to x(t) by
. . . is also bounded and x
The existence of solution in
.., r − 1, which completes the proof.
is a bounded set, where K is a constant.
Proof. From Lemma 4, there exists a positive constant K < ∞ such that |x n (t)| ≤ K for each t ∈ [0, 1] and each x n ∈ Π.
Proof. For an arbitrary x n ∈ Π, we deduce
where C is a positive constant. Then for any > 0, there exists a δ > 0 such that for t, t ∈ [0, 1]:
This completes the proof. 
is continuous as t ∈ [0, 1] and x = x(t) ∈ . Then there exists a subsequence {x nq } q≥1 ⊆ Π which {x nq } q≥1 converges uniformly to x, as q → ∞, where
Proof. It follows from Lemmas 5 and 6 that Π is a precompact set. Then any sequence in Π has a uniformly convergent subsequence whose limit belongs to Π. Applying this principle we find that there exists a sequence {n q } q≥1 with n 1 < n 2 < .... such that subsequence {x nq } q≥1 is uniformly convergent and
Since N[x(t)] is continuous as t ∈ [0, 1], and x = x(t) ∈ , then
This completes the proof.
Theorem 7.
Suppose that the conditions of Lemma 7 hold, then there exists a subsequence {x nq } q≥1 ⊆ Π in which, {x (j) nq } q≥1 , for each j ∈ {0, 1, 2, ..., r − 1} converges uniformly to x (j) , as q → ∞, where
Proof. By Lemma 7, there exists a subsequence {x nq } q≥1 ⊆ Π in which {x nq } q≥1 converges uniformly to x, as q → ∞, where
It follows from Lemma 4 that for each j ∈ {0, 1, 2, ..., r − 1}, the sequence {x
nq } q≥1 is bounded. Then for each j ∈ {0, 1, 2, ..., r − 1}, there exists subsequence {x
Now, without of generality, we replace {x nq } q≥1 with {x nq l } l≥1 . This completes the proof.
Lemma 8. Suppose that the conditions of Theorem 7 hold, then x
(j) (t), j = 0, 1, ..., r − 2, are absolutely continuous functions.
Proof. For each j ∈ {0, 1, 2, ..., r − 2} and for arbitrary > 0, choose
It follows by Theorem 7 that there exists a subsequence {x nq } q≥1 ⊆ Π which {x (j) nq } q≥1 converges uniformly to x (j) , as q → ∞. Then for each j ∈ {0, 1, 2, ..., r − 2},
Then, we have
Lemma 9.
Suppose that the conditions of Theorem 7 hold, and the sequence {x n (t)} n≥1 is bounded, then x (r−1) (t) is absolutely continuous function.
Proof. For arbitrary
By Theorem 7, there exists a subsequence {x nq } q≥1 ⊆ Π in which, for each j ∈ {0, 1, ..., r − 1}, {x (j) nq }, converges uniformly to x (j) , as q → ∞, where
n (t)} n≥1 is bounded, then there exists subsequence {x
Using Lemma 4 and the continuity of ∂ r−1+i
.., r − 1, with respect to t, and the differential mean value Theorem, we obtain
where C 1 is a positive constant. From the continuity of ∂ 2r−1 t r−1 s r C {r} t (s) with respect to t, the differential mean value Theorem and the Cauchy-Schwarz inequality, one obtains
where C 2 , C 3 , and C 4 are constants. By (4.5)-(4.8), we have
where C = C 1 + C 2 + C 3 + C 4 . This completes the proof. Proof. By Lemmas 8 and 9, N[ x(t)] is absolutely continuous and furthermore
, and we must have
By using Lemmas 8, 9 and 10 one obtain the following theorem.
Theorem 8. Suppose that the conditions of Lemmas 8, 9 and 10 hold, then the solution of Eq. (4.1) is exists and is expressed as
Theorem 9. Suppose that the conditions of Theorem 8 hold, and the solution of Eq. (4.1) is exists and is unique, then for each j ∈ {0, 1, 2, , ..., r − 1},
Proof. If (4.9) is not true, then there exist a positive number 0 and a subsequence {x nq } q≥1 ⊂ Π such that
Since, for each j ∈ {0, 1, 2, ..., r − 1}, {x
n } n≥1 is precompact, there exists a subsequence of {x
Without of generality, we may assume that {x
nq } q≥1 itself converges to x (j) :
Since the solution of Eq. (4.1) is unique, we have x (j) = x (j) , and therefore, (4.11) contradicts (4.10). So the proof of Theorem 9 is completed.
Error analysis
We now obtain the error estimate for the approximate solution of Eq. (4.1) in o W r 2 . To achieve this aim, we establish and prove the next theorem. Theorem 10. Suppose that the conditions of Theorem 9 hold. Let P n = {0 = t 1 < t 2 < ... < t n = 1}, be a partition of interval [0, 1] and also x n (t) be the approximate solution of the Eq. (4.1) in the space o W r 2 . The following relation holds,
where C is real constant.
Proof. In each subinterval [t i , t i+1 ], we can write
By means of the mean value Theorem and the continuity of x (r−1) , one can show that
We know have
and since x n (t) ∈ o W r 2 , it follows that
Using Theorem 9, for large n we have
Since ε is arbitrary and by combining Eqs. (4.12)-(4.16), for the chosen value of n, we must have
By using Eqs. (4.17)-(4.18) and applying Theorem 9 for large n, it is straightforward to see that
and the proof is completed now.
Test examples
In this section, some illustrative examples are considered to reveal the effectiveness and the accuracy of the proposed method for solving a class of VPs. All of the computations have been performed by using the Maple software package. Results obtained by method are compared with exact solution of each example and are found to be in good agreement.
Example 1. Consider the following VP: find the extremum of the functional
An exact solution of this problem is given as x(t) = t 2 − t. χ 2 (t) , ..., χ n (t)} is an orthogonal projection operator. Therefore considering the numerical computation, we define the n-term approximation x n (t) to x(t) by Figure 2 gives the absolute errors for proposed method in the interval [0, 1]. In Table 2 , the value of x(t) using the proposed method for n = 50, 60, 70 is compared with the exact solution. From Figure 2 and Table 2 it can be seen that the approximate solutions obtained by proposed method are in prefect agreement with the exact solution. An exact solution of this problem is given as x(t) = 1 − e t 2 −t .
We consider grid points t i+1 = Table 3 and Figure 3 , it is clear that the approximate solutions are in good agreement with the exact solution.
Conclusions
This paper describes a semi-analytical method in reproducing kernel space for finding the extremum of VPs depending on indefinite integrals. By using this Table 3 . Estimated and exact value of x(t) for n = 80, 90, 100 of Example 3. method, we introduced an iterative sequence which converges uniformly to exact solution. Moreover, it is found that the bound for the error in W r 2 [0, 1] is O(h r−1 ). The applicability and accuracy of the method were examined on some test examples by calculating the the discrete maximum error.
