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Abstract
The most known example of a class of non-Gaussian stochastic processes
which belongs to the homogenous Wiener chaos of an arbitrary order N > 1
are probably Hermite processes of rank N . They generalize fractional Brownian
motion (fBm) and Rosenblatt process in a natural way. They were introduced
several decades ago. Yet, in contrast with fBm and many other Gaussian and
stable stochastic processes and fields related to it, few results on path behavior of
Hermite processes are available in the literature. For instance the natural issue
of whether or not their paths are nowhere differentiable functions has not yet
been solved even in the most simple case of the Rosenblatt process. The goal of
our article is to derive a quasi-optimal lower bound of the asymptotic behavior
of local oscillations of paths of Hermite processes of any rank N , which, among
other things, shows that these paths are nowhere differentiable functions.
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1 Introduction and statement of the main result
Let an integer N ≥ 1 and a real number H ∈
(
1 − 1/(2N), 1
)
be arbitrary and fixed.
The Hermite process of rank N and parameterH is denoted by XH,N = {XN,H(t)}t∈R+ .
It is a real-valued stochastic process belonging to the homogenous Wiener chaos of order
N generated by a real-valued Brownian motion B = {B(x)}x∈R on a probability space
(Ω,F,P), fixed once and for all. More precisely, {XN,H(t)}t∈R+ is defined through the
multiple Wiener integral:
XN,H(t) :=
∫ ′
RN
(∫ t
0
N∏
p=1
(s− xp)
H−3/2
+ ds
)
dB(x1) . . . dB(xN), for all t ∈ R+ , (1.1)
with the convention that, for each (y, α) ∈ R2, one has
yα+ :=
{
yα, if y > 0,
0, else.
(1.2)
The symbol
∫ ′
RN
in (1.1) denotes integration over RN with diagonals {xp′ = xp′′},
p′ 6= p′′ excluded. One mentions that two classical books on Wiener chaoses, multiple
Wiener integrals and related topics are [21, 25].
Several decades ago, the well-known papers [30, 18, 31] drew important connections
between Hermite processes and Non-Central Limit theorem. The process X1,H is the
very classical Gaussian fractional Brownian motion (see e.g. [29, 20]). The processX2,H
is the non-Gaussian Rosenblatt process which was first introduced in the pioneering
article [28]. Since about fifteen years, there has been significantly increasing interest in
the study of Hermite processes and more particularly the Rosenblatt process, we refer
to the works [27, 1, 13, 22, 32, 3, 17, 8, 9, 10, 11, 12] to cite only a few.
It is well-known that {XN,H(t)}t∈R+ satisfies the following two fundamental prop-
erties:
(i) It is self-similar with exponent N(H−1)+1 ∈ (1/2, 1), that is, for each fixed posi-
tive real number a, the two processes
{
XN,H(at)
}
t∈R+
and
{
aN(H−1)+1XN,H(t)
}
t∈R+
have the same finite-dimensional distributions.
(ii) It has stationary increments, which means that, for every fixed t0 ∈ R+, the
two processes
{
XN,H(t0 + t)−X
N,H(t0)
}
t∈R+
and
{
XN,H(t)
}
t∈R+
have the same
finite-dimensional distributions.
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Notice that these two properties imply that
E
(∣∣XN,H(t′)−XN,H(t′′)∣∣2) = cN,H |t′ − t′′|2N(H−1)+2 , for all (t′, t′′) ∈ R2+, (1.3)
where cN,H := E
(
|XN,H(1)|2
)
. Thus using (1.3), the inequality 2N(H − 1) + 2 > 1
and the usual Kolmogorov’s continuity Theorem, it follows that {XN,H(t)}t∈R+ has a
modification with continuous paths. Let us emphasize that throughout our article the
process XN,H = {XN,H(t)}t∈R+ is always identified with this modification of it.
Fine study of paths behavior of stochastic processes is a very classical research
topic in probability and harmonic analysis whose roots go back to Wiener’s works on
Brownian paths in the 20’s. Plenty of results on this topic have been derived in the
Gaussian and stable frameworks. Yet, so far, only few results (see [23, 33, 2]) are known
in the framework of non-Gaussian Wiener chaoses. The important article [33] provides
a general approach allowing to obtain moduli of continuity for a wide class of sub-
nth chaos processes which includes the Hermite process XN,H . An almost sure upper
bound of the asymptotic behavior of the local oscillations of the paths of XN,H can be
obtained in this way. More precisely, for all ω ∈ Ω, for each fixed point τ ∈ (0,+∞)
and for any real number r ∈ (0, τ ], the oscillation on the compact interval [τ − r, τ + r]
of the path XN,H(ω) is the positive and finite quantity denoted by Osc
(
XN,H(ω), τ, r
)
and defined as:
Osc
(
XN,H(ω), τ, r
)
:= sup
{∣∣XN,H(t′, ω)−XN,H(t′′, ω)∣∣ : (t′, t′′) ∈ [τ − r, τ + r]2}.
(1.4)
The modulus of continuity for XH,N(ω) obtained thanks to [33] allows to derive, for
almost all ω ∈ Ω, that
lim sup
r→0
{
r−N(H−1)−1 | log2 r |
−N/2 sup
τ∈I
Osc
(
XN,H(ω), τ, r
)}
< +∞ , (1.5)
where I ⊂ (0,+∞) denotes an arbitrary deterministic compact interval.
It seems natural to look for a non-trivial almost sure lower bound for the asymptotic
behavior of Osc
(
XN,H(ω), τ, r
)
, as r goes to 0. It is important that such a lower bound
be valid on an event of probability 1 not depending on τ , since by this way it would
be possible to derive from it nowhere differentiability of paths of Hermite processes.
Even in the most classical case of the Gaussian Brownian motion such kind of prob-
lems are rather difficult to solve. Nowhere differentiability of Brownian paths was first
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established by Paley, Wiener and Zygmund [26]. Later Dvoretzki [19] was able to obtain
sharp lower bounds for their local oscillations. A general and powerful strategy for deal-
ing with this type of problems on everywhere irregularity of paths was first introduced
in the early 70’s by Berman [14, 15, 16] in the Gaussian frame and was later extended
by Nolan [24] to the frame of stable distributions. It relies on a very clever intuitive idea
called the Berman’s principle: ”the more regular is a local time in the time variable,
uniformly in the space variable, the more irregular is the associated stochastic process”;
for instance, when the local time is jointly continuous in the time and space variables
then the corresponding process has nowhere differentiable paths. Many important de-
velopments of this classical and powerful strategy relying on local times are due to Xiao
(see e.g. [34, 35, 36]) who among many other things has introduced strengthened and
sectorial versions of the crucial concept of local-nondeterminism. Unfortunately, this
strategy can hardly be used in the framework of the Hermite process XN,H since, in
contrast with Gaussian and stable processes, there is no explicit and easy exploitable
formulas for the characteristic functions of the finite-dimensional distributions ofXN,H ,
even in the most simple case of the Rosenblatt process where N = 2.
An alternative strategy, relying on wavelet-type series representations, which allows
to bound from below the asymptotic behavior of the local oscillations of stochastic
processes and fields, was first introduced in [6]. Several variants of it turned out to be
efficient (see e.g. [7, 5, 2]). Yet, in the case of the Hermite process XN,H , with N ≥ 3,
no wavelet-type series representation is available so far. Moreover, in the particular case
of the Rosenblatt process X2,H , the methodology of [6] seems to be hardly applicable to
the wavelet-type series representations of X2,H which were introduced in [27]. Before
ending this paragraph, one mentions that the classical strategy due to Berman and
the alternative strategy relying on wavelets are presented in detail in the very recent
book [4].
Let us now explain in an heuristic way the main ingredient of the new strategy we
introduce in the present article. Usually in the literature, fractional Brownian motion,
Rosenblatt process and more generally Hermite processes are viewed as stochastic pro-
cesses whose increments are (rather strongly) correlated, and may even display long
range dependence. Our new strategy relies on a different and maybe new way to view
increments of these processes in the setting of the study of their path behavior: ”many
ones of the increments are independent random variables up to negligible remainders”.
4
This new strategy allows us to prove in the present article the following theorem
which provides when ω belongs to Ω∗, a universal event of probability 1 not depending
on τ , a quasi-optimal lower bound for the asymptotic behavior of Osc
(
XN,H(ω), τ, r
)
,
as r goes to 0.
Theorem 1.1 There exist Ω∗, a universal event of probability 1 not depending on τ ,
and c∗N,H a (strictly) positive deterministic finite constant only depending (N,H), such
that, for all ω ∈ Ω∗ and for every τ ∈ (0,+∞), one has
lim inf
r→0
{(
r−1 | log2 r |S
(
| log2 r|
))N(H−1)+1
Osc
(
XN,H(ω), τ, r
)}
≥ c∗N,H > 0 , (1.6)
where log2 is the logarithm to the base 2, and S is an arbitrary increasing continuous
function on R+ which satisfies
S(0) ≥ 2 , lim
r→+∞
z
N
2(1−H)
S(z)
= 0 , lim
r→+∞
z
N
2(1−H)
+ε
S(z)
= +∞ , for all fixed ε > 0, (1.7)
and
sup
z∈R+
S
(
z + α log2(2 + z)
)
S(z)
< +∞ , for each fixed α > 0. (1.8)
Remarks 1.2
(i) The condition S(0) ≥ 2 in (1.7) can be weakened to S(0) > 0.
(ii) There are many classes of examples of increasing continuous functions S on R+
which satisfy (1.7) and (1.8); a natural one of them is
S(z) := (2 + z)
N
2(1−H)
(
log2(3 + z)
)β
, for all z ∈ R+,
where the positive real number β is arbitrary and fixed.
(iii) Notice that (1.6) is quasi-optimal since r−1 in it is raised at the same power
N(H − 1) + 1 as in (1.5).

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An important straightforward consequence of Theorem 1.1 is that there is no point
in (0,+∞) at which a typical path of the Hermite process XN,H satisfy a pointwise
Ho¨lder condition of order strictly larger than N(H − 1) + 1. More precisely:
Corollary 1.3 Let Ω∗ be the same event of probability 1 as in Theorem 1.1. Let an
arbitrary real number µ ∈
(
N(H − 1) + 1, 1). Then, for all ω ∈ Ω∗ and for each
τ ∈ (0,+∞), one has that
lim sup
t→τ
∣∣XN,H(t, ω)−XN,H(τ, ω)∣∣
|t− τ |µ
= +∞ .
This clearly implies that, for any ω ∈ Ω∗, the path XN,H(ω) is nowhere differentiable
on the interval (0,+∞).
2 Proof of Theorem 1.1
First observe that the interval (0,+∞) can be expressed as the countable union of the
open, bounded and overlapping intervals
(
2−1q, 1 + 2−1q
)
, q ∈ Z+. So, it is enough
to prove the theorem for every τ ∈
(
2−1q, 1 + 2−1q
)
, the nonnegative integer q being
arbitrary and fixed. For the sake of simplicity, one assumes that q = 0, that is τ ∈ (0, 1);
the proof can be done in the same way for any other q. Also one assumes that N ≥ 2,
since N = 1 corresponds to the case of the Gaussian fBm which was studied in detail
a long time ago.
For any integers j ≥ 1 and k ∈ {0, . . . , 2j−1}, one denotes by ∆(j, k) the increment
of the process XN,H such that
∆(j, k) := XN,H(dj,k+1)−X
N,H(dj,k) , (2.1)
where dj,k+1 and dj,k are the two dyadic numbers in the interval [0, 1] defined as:
dj,k+1 := (k + 1)/2
j and dj,k := k/2
j . (2.2)
Observe that, in view of (2.1), (1.1) and (1.2), the increment ∆(j, k) can be expressed
as:
∆(j, k) :=
∫ ′
RN
(∫ dj,k+1
dj,k
N∏
p=1
(s− xp)
H−3/2
+ ds
)
dB(x1) . . . dB(xN ) (2.3)
=
∫ ′
RN
(
1lIj,k(x1, . . . , xN)
∫ dj,k+1
dj,k
N∏
p=1
(s− xp)
H−3/2
+ ds
)
dB(x1) . . . dB(xN ) ,
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where 1lIj,k is the indicator function of the unbounded rectangle of R
N :
Ij,k := (−∞, dj,k+1]
N . (2.4)
Notice that, in view of the second equality in (1.7), there exists a positive integer J0
such that, for each integer j ≥ J0, one has S(j) ≤ 2
j−4. From now on, one always
assumes that j ≥ J0. One let ej be the integer part of S(j) (recall that S(j) ≥ 2), that
is
ej := ⌊S(j)⌋ , (2.5)
and one denotes by Lj the non-empty finite set of positive integers defined as:
Lj := N ∩
[
1, (2j/ej)− 1
]
. (2.6)
Observe that the cardinality of Lj satisfies, for some positive finite constant c not
depending on j,
card(Lj) ≤ c 2j/ej . (2.7)
For each l ∈ Lj, one denotes Dj,lej and Dj,lej the two non-empty subsets of Ij,lej (see
(2.4)) defined as:
Dj,lej := [dj,(l−1)ej+1, dj,lej+1]
N and Dj,lej := Ij,lej \ Dj,lej = {x ∈ Ij,lej : x /∈ Dj,lej} .
(2.8)
One clearly has that Dj,lej ∩ Dj,lej = ∅ and Ij,lej = Dj,lej ∪ Dj,lej . Thus, using the
second equality in (2.3), one gets that
∆(j, lej) = ∆˜(j, lej) + ∆˘(j, lej) , (2.9)
where
∆˜(j, lej) =
∫ ′
RN
(
1lDj,lej (x1, . . . , xN )
∫ dj,lej+1
dj,lej
N∏
p=1
(s− xp)
H−3/2
+ ds
)
dB(x1) . . . dB(xN)
(2.10)
and
∆˘(j, lej) =
∫ ′
RN
(
1lDj,lej
(x1, . . . , xN )
∫ dj,lej+1
dj,lej
N∏
p=1
(s− xp)
H−3/2
+ ds
)
dB(x1) . . . dB(xN) .
(2.11)
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Roughly speaking, as we have already pointed out in the previous section, the main
ingredient of our strategy for proving Theorem 1.1 consists to show that ∆˘(j, lej) is
in some sense (which will be made more precise in the sequel) negligible with respect
to ∆˜(j, lej), and that the random variables ∆˜(j, lej), l ∈ L
j, satisfy the very nice
independence property. To this end, some lemmas are needed.
Lemma 2.1 For each fixed integer j ≥ J0, the random variables ∆˜(j, lej), l ∈ L
j, are
independent.
Proof of Lemma 2.1 The integrand in (2.10) can be approximated in the sense of
the L2(RN) norm by a sequence (φn)n∈N of real-valued step functions on R
N which
vanish on the diagonals {xp′ = xp′′}, p
′ 6= p′′, and also outside of the cube Dj,lej (see
(2.8)). Thus, using the ”isometry” property of multiple Wiener it turns out that
∆˜(j, lej) = lim
n→+∞
∫ ′
RN
φn(x1, . . . , xN) dB(x1) . . . dB(xN ), (in L
2(Ω)). (2.12)
On the other hand, one knows, from the definition of a multiple Wiener integral and
from the fact that the step function φn vanishes outside of Dj,lej , that the random vari-
able
∫ ′
RN
φn(x1, . . . , xN) dB(x1) . . . dB(xN ) can be expressed as a polynomial function
in terms of a finite number of increments B(ani+1)−B(a
n
i ) of the Brownian motion B,
where (ani )i is a finite increasing sequence of real numbers belonging to the interval
[dj,(l−1)ej+1, dj,lej+1]. Thus, it turns out that
∫ ′
RN
φn(x1, . . . , xN ) dB(x1) . . . dB(xN ) is
measurable with respect to the σ-algebra σ
(
B(x)−B(y) : x, y ∈ (dj,(l−1)ej+1, dj,lej+1)
)
.
Combining the latter fact with (2.12) it follows that ∆˜(j, lej) is measurable with respect
to the same σ-algebra.
Finally, observe that the independence of increments property of the Brownian
motion B and the fact the intervals (dj,(l−1)ej+1, dj,lej+1), l ∈ L
j, are disjoint imply that
the σ-algebras σ
(
B(x) − B(y) : x, y ∈ (dj,(l−1)ej+1, dj,lej+1)
)
, l ∈ Lj, are independent,
which in turn entails that the random variables ∆˜(j, lej), l ∈ L
j, are independent as
well. 
Lemma 2.2 Let c˜ be the finite (strictly) positive constant defined as
c˜ :=
(∫
[−1,1]N
∣∣∣ ∫ 1
0
N∏
p=1
(u− yp)
H−3/2
+ ds
∣∣∣2 dy1 . . . dyN )1/2 . (2.13)
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Then, for all integer j ≥ J0, one has
inf
l∈Lj
∥∥∆˜(j, lej)∥∥L2(Ω) ≥ c˜ 2−j(N(H−1)+1) . (2.14)
Proof of Lemma 2.2 Using the fact that the integrand in (2.10) is a symmetric
function in the variables x1, . . . , xN and the ”isometry” property of multiple Wiener
integral one gets, for every j ≥ J0 and l ∈ L
j, that
∥∥∆˜(j, lej)∥∥2L2(Ω) := E(|∆˜(j, lej)|2) = N ! ∫
Dj,lej
∣∣∣ ∫ dj,lej+1
dj,lej
N∏
p=1
(s−xp)
H−3/2
+ ds
∣∣∣2 dx1 . . . dxN .
Next, using the change of variable s = dj,lej + 2
−ju and (2.2), one obtains that
∥∥∆˜(j, lej)∥∥2L2(Ω) = N ! 2−2j ∫
Dj,lej
∣∣∣ ∫ 1
0
N∏
p=1
(dj,lej + 2
−ju− xp)
H−3/2
+ ds
∣∣∣2 dx1 . . . dxN .
Then, the first equality in (2.8), the change of variables xp = dj,lej + 2
−jyp, for all
p ∈ {1, . . . , N}, the inequality ej ≥ 2, for every j ≥ J0, and (2.13) imply that
∥∥∆˜(j, lej)∥∥2L2(Ω) = N ! 2−(N+2)j ∫
[1−ej ,1]N
∣∣∣ ∫ 1
0
N∏
p=1
(2−ju− 2−jyp)
H−3/2
+ ds
∣∣∣2 dy1 . . . dyN
= N ! 2−2j(N(H−1)+1)
∫
[1−ej ,1]N
∣∣∣ ∫ 1
0
N∏
p=1
(u− yp)
H−3/2
+ ds
∣∣∣2 dy1 . . . dyN
≥ c˜ 2 2−2j(N(H−1)+1) .

Lemma 2.3 There exists a positive finite constant c such that, for all integer j ≥ J0,
one has
sup
l∈Lj
∥∥∆˘(j, lej)∥∥L2(Ω) ≤ c 2−j(N(H−1)+1) eH−1j . (2.15)
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Proof of Lemma 2.3 Using the fact that the integrand in (2.11) is a symmetric
function in the variables x1, . . . , xN , the ”isometry” property of multiple Wiener inte-
gral, (2.4), (2.8), the inequality dj,(l−1)ej+1 < dj,lej and the fact that z 7→ z
H−3/2 is a
decreasing function on (0,+∞), one gets that∥∥∆˘(j, lej)∥∥2L2(Ω) := E(|∆˘(j, lej)|2)
= N !
∫
Dj,lej
∣∣∣ ∫ dj,lej+1
dj,lej
N∏
p=1
(s− xp)
H−3/2
+ ds
∣∣∣2 dx1 . . . dxN
≤ N ·N !
∫ dj,(l−1)ej+1
−∞
(
∫
RN−1
∣∣∣ ∫ dj,lej+1
dj,lej
(s− xN)
H−3/2
N−1∏
p=1
(s− xp)
H−3/2
+ ds
∣∣∣2 dx1 . . . dxN−1) dxN
≤ N ·N !
∫ dj,(l−1)ej+1
−∞
(dj,lej − xN)
2H−3 dxN (2.16)
×
∫
RN−1
∣∣∣ ∫ dj,lej+1
dj,lej
N−1∏
p=1
(s− xp)
H−3/2
+ ds
∣∣∣2 dx1 . . . dxN−1 .
It results from standard computations and (2.2) that∫ dj,(l−1)ej+1
−∞
(dj,lej − xN)
2H−3 dxN =
(dj,lej − dj,(l−1)ej+1)
2H−2
2− 2H
=
(dj,ej−1)
2H−2
2− 2H
=
(ej − 1)
2H−2 22j(1−H)
2− 2H
≤
e2H−2j 2
−2(j+1)(H−1)
2− 2H
. (2.17)
Moreover, the ”isometry” property of multiple Wiener integral, (1.1) and (1.3) imply
that
(N − 1)!
∫
RN−1
∣∣∣ ∫ dj,lej+1
dj,lej
N−1∏
p=1
(s− xp)
H−3/2
+ ds
∣∣∣2 dx1 . . . dxN−1 (2.18)
= E
(∣∣XN−1,H(dj,lej+1)−XN−1,H(dj,lej)∣∣2) = cN−1,H 2−2j((N−1)(H−1)+1) .
Then combining (2.16), (2.17) and (2.18), one obtains (2.15). 
Lemma 2.4 There are Ω˘ an event of probability 1 and C˘ a positive finite random
variable such that on Ω˘, for every integer j ≥ J0, one has
sup
l∈Lj
∣∣∆˘(j, lej)∣∣ ≤ C˘ 2−j(N(H−1)+1) eH−1j jN/2 . (2.19)
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In order to show that Lemma 2.4 holds one needs the following lemma which is in
fact Theorem 6.7 on page 82 of the well-known book [21].
Lemma 2.5 For any fixed integer N ≥ 1, there exists a (strictly) positive finite uni-
versal deterministic constant c˘N such that, for every random variable χ belonging to
the Wiener chaos of order N and for each real number y ≥ 2, one has
P
(
|χ| > y‖χ‖L2(Ω)
)
≤ exp
(
− c˘N y
2/N
)
, (2.20)
where ‖χ‖L2(Ω) :=
(
E
[
|χ|2
])1/2
.
Proof of Lemma 2.4 Let κ ≥ 2 be a finite deterministic constant which will be soon
defined more precisely. For all integer j ≥ J0, one has
P
(
sup
l∈Lj
∣∣∆˘(j, lej)∣∣ > κ jN/2 sup
l∈Lj
∥∥∆˘(j, lej)∥∥L2(Ω))
≤
∑
l∈Lj
P
(∣∣∆˘(j, lej)∣∣ > κ jN/2 sup
l∈Lj
∥∥∆˘(j, lej)∥∥L2(Ω))
≤
∑
l∈Lj
P
(∣∣∆˘(j, lej)∣∣ > κ jN/2 ∥∥∆˘(j, lej)∥∥L2(Ω)) . (2.21)
Moreover, one can make use of Lemma 2.5 in order to bound from above the probabil-
ities in (2.21). By this way, for all l ∈ Lj, one gets
P
(∣∣∆˘(j, lej)∣∣ > κ jN/2 ∥∥∆˘(j, lej)∥∥L2(Ω)) ≤ exp (− c˘N κ j), (2.22)
where c˘N is the same deterministic positive finite constant as in (2.20). Next combining
(2.21) and (2.22) with (2.7) and the inequality ej ≥ 2, one obtains that
P
(
sup
l∈Lj
∣∣∆˘(j, lej)∣∣ > κ jN/2 sup
l∈Lj
∥∥∆˘(j, lej)∥∥L2(Ω))
≤ c 2je−1j exp
(
− c˘N κ j
)
= c exp
(
− (c˘N κ− log 2)j
)
, (2.23)
where c denotes the same constant as in (2.7). One can assume that the finite constant
κ is chosen such that κ > (log 2)/c˘N . Then, one can derive from (2.23) that
+∞∑
j=J0
P
(
sup
l∈Lj
∣∣∆˘(j, lej)∣∣ > κ jN/2 sup
l∈Lj
∥∥∆˘(j, lej)∥∥L2(Ω)) < +∞.
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Thus, the Borel-Cantelli’s Lemma implies that there exist Ω˘ an event of probability 1
and C˘0 a positive finite random variable, such that, for all ω ∈ Ω˘ and for every integer
j ≥ J0, one has
sup
l∈Lj
∣∣∆˘(j, lej , ω)∣∣ ≤ C˘0(ω) jN/2 sup
l∈Lj
∥∥∆˘(j, lej)∥∥L2(Ω) (2.24)
Finally, (2.19) results from (2.15) and (2.24). 
The following lemma is a straightforward consequence of Theorem 6.9 and Re-
mark 6.10 on page 82 of the well-known book [21].
Lemma 2.6 For any fixed integer N ≥ 1, there exists a universal deterministic con-
stant γN satisfying
0 ≤ γN < 1 , (2.25)
such that, for each random variable χ belonging to the Wiener chaos of order N one
has
P
(
|χ| < 2−1‖χ‖L2(Ω)
)
≤ γN , (2.26)
where ‖χ‖L2(Ω) :=
(
E
[
|χ|2
])1/2
.
Remark 2.7 Observe that, in view of the fact that the nonnegative constant γN is
strictly smaller than 1 (see (2.25)), there exists an integer n0 ≥ 2, only depending on
N , such that
0 ≤ 2γn0N < 1 . (2.27)
Also observe that the second equality in (1.7) and (2.5) imply that there is a positive
integer J1 ≥ J0 such that, for all integer j ≥ J1 one has
diam
([
1, (2j/ej)− 1
])
:= (2j/ej)− 1− 1 = (2
j/ej)− 2 ≥ 10n0j . (2.28)
For each fixed integer j ≥ J1, the integer Mj ≥ 10 denotes the integer part of
(n0j)
−1
(
(2j/ej)− 2
)
, that is
Mj := ⌊(n0j)
−1
(
(2j/ej)− 2
)
⌋ . (2.29)
Also, for each fixed integer j ≥ J1, one denotes by (U
j
m)m∈{0,1,...,Mj} subdivision of the
interval
[
1, (2j/ej)− 1
]
by the Mj + 1 points defined as:
U jMj := (2
j/ej)− 1 and U
j
m := 1 +m(n0j) , for all m ∈ {0, 1, . . . ,Mj − 1}; (2.30)
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notice that
n0j ≤ U
j
Mj
− U jMj−1 < 2(n0j) . (2.31)
Moreover, for every fixed integer j ≥ J1, one lets (Λ˜
j
m)m∈{1,...,Mj} be the sequence of
the nonnegative finite random variables defined, for all m ∈ {1, . . . ,Mj}, as:
Λ˜jm := sup
{∣∣∆˜(j, lej)∣∣ : l ∈ Ljm} , (2.32)
where ∆˜(j, lej) is as in (2.10) and
Ljm := N ∩
[
U jm−1, U
j
m
]
. (2.33)
Observe that, in view of (2.6), (2.30), (2.31) and (2.33), one has
Lj =
Mj⋃
m=1
Ljm (2.34)
and
card(Ljm) > n0j , for all m ∈ {1, . . . ,Mj}. (2.35)

Lemma 2.8 One denotes by c˜ the same (strictly) positive deterministic constant as in
(2.13). Then, there is Ω˜ an event of probability 1 such that on Ω˜ one has
lim inf
j→+∞
{
2j(N(H−1)+1) inf
1≤m≤Mj
Λ˜jm
}
≥ 2−1 c˜ > 0 . (2.36)
Proof of Lemma 2.8 Let Ω˜ be the event defined as:
Ω˜ :=
+∞⋃
J=J1
+∞⋂
j=J
Mj⋂
m=1
{
ω ∈ Ω : Λ˜jm(ω) ≥ 2
−1 c˜ 2−j(N(H−1)+1)
}
, (2.37)
where the fixed positive integer J1 is as in Remark 2.7. In order to show that the
lemma holds, it is enough to prove P(Ω˜) = 1 which is equivalent to prove that
P(Ω \ Ω˜) = 0 . (2.38)
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Notice that, in view of (2.37) the event Ω \ Ω˜ can be expressed as:
Ω \ Ω˜ :=
+∞⋂
J=J1
+∞⋃
j=J
Mj⋃
m=1
{
ω ∈ Ω : Λ˜jm(ω) < 2
−1 c˜ 2−j(N(H−1)+1)
}
.
Thus, one knows from the Borel-Cantelli’s Lemma that in order to derive (2.38) it is
enough to prove that
+∞∑
j=J1
P
( Mj⋃
m=1
{
ω ∈ Ω : Λ˜jm(ω) < 2
−1 c˜ 2−j(N(H−1)+1)
})
< +∞ . (2.39)
Putting together (2.32), Lemma 2.1, (2.34), Lemma 2.2, Lemma 2.6, (2.35), (2.29) and
the inequality ej ≥ 2, one gets, for every j ≥ J1,
P
( Mj⋃
m=1
{
ω ∈ Ω : Λ˜jm(ω) < 2
−1 c˜ 2−j(N(H−1)+1)
})
≤
Mj∑
m=1
P
(
Λ˜jm < 2
−1 c˜ 2−j(N(H−1)+1)
)
=
Mj∑
m=1
P
( ⋂
l∈Ljm
{
ω ∈ Ω :
∣∣∆˜(j, lej , ω)∣∣ < 2−1 c˜ 2−j(N(H−1)+1)})
=
Mj∑
m=1
∏
l∈Ljm
P
(∣∣∆˜(j, lej)∣∣ < 2−1 c˜ 2−j(N(H−1)+1)) < Mj γn0jN < (2γn0)j . (2.40)
Thus, (2.39) follows from (2.27) and (2.40). 
Lemma 2.9 Using some of the notations previously introduced in Remark 2.7, for
every fixed integer j ≥ J1, one lets (Λ
j
m)m∈{1,...,Mj} be the sequence of the nonnegative
finite random variables defined, for all m ∈ {1, . . . ,Mj}, as:
Λjm := sup
{∣∣∆(j, lej)∣∣ : l ∈ Ljm} , (2.41)
where ∆(j, lej) is as in (2.9). Moreover, one denotes by Ω
∗ the event of probability 1
defined as Ω∗ := Ω˘ ∩ Ω˜ (see Lemmas 2.4 and 2.8). Then, one has on Ω∗
lim inf
j→+∞
{
2j(N(H−1)+1) inf
1≤m≤Mj
Λjm
}
≥ 2−1 c˜ > 0 . (2.42)
where c˜ is the same strictly positive deterministic constant as in (2.13).
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Proof of Lemma 2.9 Using (2.9), (2.41), the triangle inequality, (2.32), (2.34) and
Lemma 2.4, one obtains on the event Ω∗, for every j ≥ J1,
2j(N(H−1)+1) inf
1≤m≤Mj
Λjm ≥ 2
j(N(H−1)+1) inf
1≤m≤Mj
{
Λ˜jm − sup
l∈Ljm
∣∣∆˘(j, lej)∣∣}
≥ 2j(N(H−1)+1)
(
inf
1≤m≤Mj
Λ˜jm − sup
l∈Lj
∣∣∆˘(j, lej)∣∣)
≥
(
2j(N(H−1)+1) inf
1≤m≤Mj
Λ˜jm
)
− C˘ eH−1j j
N/2. (2.43)
Moreover, it follows (2.5) and the first equality in (1.7) that
lim
j→+∞
eH−1j j
N/2 = 0 . (2.44)
Then combining (2.43) and (2.44) with (2.36), one gets (2.42). 
We are now in position to complete the prove Theorem 1.1.
End of the proof of Theorem 1.1 In all the sequel the point τ ∈ (0, 1) is arbitrary
and fixed and, for integer j ≥ J1, one sets
lj(τ) := ⌊2
jτ/ej⌋ , (2.45)
where, as usual, ⌊ · ⌋ denotes the integer part function. One clearly has that
0 ≤ τ −
lj(τ)ej
2j
<
ej
2j
. (2.46)
Moreover, it easily follows from (2.45), the inequalities 0 < τ < 1, (2.6), (2.5) and the
second equality in (1.7) that there exists a positive integer J2(τ) ≥ J1, such that for
all integer j ≥ J2(τ), one has
lj(τ) ∈ L
j (2.47)
and [
τ −
12n0jS(j + 1)
2j
, τ +
12n0jS(j + 1)
2j
]
⊂ (0, 1) ,
where the fixed integer n0 ≥ 2 is as in (2.27). In view of (2.47) and (2.34), there is
mj(τ) ∈ {1, . . . ,Mj} such that
lj(τ) ∈ L
j
mj(τ)
. (2.48)
Thus, one can derive from (2.33), (2.31) and (2.30) that∣∣lj(τ)− l∣∣ < 2n0j , for all l ∈ Ljmj(τ). (2.49)
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Next, combining (2.49), (2.46), (2.5) and the inequality n0 ≥ 2, one gets that∣∣∣τ − lej
2j
∣∣∣ < (2n0j + 1)ej
2j
≤
3n0jej
2j
≤
3n0jS(j)
2j
, for all l ∈ Ljmj(τ), (2.50)
and∣∣∣τ − lej + 1
2j
∣∣∣ < (2n0j + 1)ej + 1
2j
≤
3n0jej
2j
≤
3n0jS(j)
2j
, for all l ∈ Ljmj(τ). (2.51)
Next it follows from (2.41), (2.1), (2.2), (1.4), (2.50) and (2.51) that, for all ω ∈ Ω,
Osc
(
XN,H(ω) , τ ,
3n0jS(j)
2j
)
≥ Λjmj(τ)(ω) ≥ inf1≤m≤Mj
Λjm(ω) . (2.52)
Thus, assuming that η ∈
(
0, 2−1c˜
)
is arbitrary and fixed, one can derive from (2.52)
and Lemma 2.9 that, for all ω ∈ Ω∗, there exists an integer j3 = j3(τ, η, ω) ≥ J2(τ)
such that, for all integer j ≥ j3, one has
2j(N(H−1)+1)Osc
(
XN,H(ω) , τ ,
3n0jS(j)
2j
)
≥ η . (2.53)
Next, let ρ be an arbitrary positive real number such ρ ≤ 2−j3, one sets
j∗(ρ) := ⌊ − log2 ρ⌋ . (2.54)
One clearly has that j∗(ρ) ≥ j3 and
2j
∗(ρ) ≤ ρ−1 < 2j
∗(ρ)+1 . (2.55)
Thus, (2.53), (2.54), (2.55), (1.4) and the fact that S is an increasing function imply
that
ρ−N(H−1)−1Osc
(
XN,H(ω) , τ , 6n0(− log2 ρ)S(− log2 ρ)ρ
)
≥ 2j
∗(ρ)(N(H−1)+1)Osc
(
XN,H(ω) , τ ,
3n0j
∗(ρ)S(j∗(ρ))
2j∗(ρ)
)
≥ η . (2.56)
Next, let r be an arbitrary positive real number such that r ≤ 2−j3. Using the latter
inequality, the inequality n0 ≥ 2, and the fact the function S is with values in [2,+∞)
(see the inequality in (1.7)), one obtains that ν(r) ≤ r ≤ 2−j3, where
ν(r) :=
r
6n0(− log2 r)S(− log2 r)
. (2.57)
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Thus, one can take in (2.56) ρ = ν(r), and by this way one obtains, for all r ∈ (0, 2−j3] ⊆
(0, 1/2], that
(
ν(r)
)−N(H−1)−1
Osc
(
XN,H(ω) , τ ,
((
− log2 ν(r)
)
S
(
− log2 ν(r)
)
(− log2 r)S(− log2 r)
)
r
)
≥ η . (2.58)
Let us now show that
θ0 := sup
r∈(0,1/2]
(
− log2 ν(r)
)
S
(
− log2 ν(r)
)
(− log2 r)S(− log2 r)
< +∞ . (2.59)
Let us set z = z(r) := − log2 r, where r ∈ (0, 1/2] is arbitrary. Using (2.57), the
inequality z ≥ 1, the second equality in (1.7), and the fact that S is an increasing
function, one gets that
S
(
−log2 ν(r)
)
= S
(
z+log2(6n0)+log2(z)+log2(S(z))
)
≤ S
(
z+α0 log2(2+z)
)
, (2.60)
where α0 is a positive finite constant only depending on N and S. Thus, it follows
from (2.60) and (1.8) that
sup
r∈(0,1/2]
S
(
− log2 ν(r)
)
S(− log2 r)
≤ sup
z∈[1,+∞)
S
(
z + α0 log2(2 + z)
)
S(z)
< +∞ . (2.61)
Similarly to (2.60) it can be shown that
(
− log2 ν(r)
)
≤ z + α0 log2(2 + z), for all
r ∈ (0, 1/2]; thus, one gets that
sup
r∈(0,1/2]
(
− log2 ν(r)
)
(− log2 r)
≤ sup
z∈[1,+∞)
z + α0 log2(2 + z)
z
< +∞ . (2.62)
Then (2.59) results from (2.61) and (2.62). Next, combining (2.58) and (2.59) with
(1.4) and the fact that η ∈
(
0, 2−1 c˜
)
is arbitrary, it follows that, for all τ ∈ (0, 1) and
ω ∈ Ω∗,
lim inf
r→0
{(
ν(r)
)−N(H−1)−1
Osc
(
XN,H(ω) , τ , θ0r
)}
≥ 2−1 c˜
and consequently that
lim inf
r→0
{(
ν
(
θ−10 r
))−N(H−1)−1
Osc
(
XN,H(ω) , τ , r
)}
≥ 2−1 c˜ . (2.63)
Finally, in view of (2.57) and (2.63), in order to derive (1.6) it is enough to show that
lim sup
r→0
ν(r)
ν
(
θ−10 r
) < +∞ . (2.64)
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One knows from (2.57) that, for each r > 0 small enough, one has
ν(r)
ν
(
θ−10 r
) = θ0(− log2(θ−10 r))S(− log2(θ−10 r))
(− log2 r)S(− log2 r)
≤ θ0
(
1 + log2(θ0)
)
×
S
(
− log2(r) + log2(θ0)
)
S(− log2 r)
.
Thus, using (1.8) one obtains (2.64). 
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