CaSePer: An efficient model for personalized web page change detection based on segmentation  by Kuppusamy, K.S. & Aghila, G.
Journal of King Saud University – Computer and Information Sciences (2014) 26, 19–27King Saud University
Journal of King Saud University –
Computer and Information Sciences
www.ksu.edu.sa
www.sciencedirect.comORIGINAL ARTICLE
CaSePer: An eﬃcient model for personalized web
page change detection based on segmentationK.S. Kuppusamy *, G. AghilaDepartment of Computer Science, School of Engineering and Technology, Pondicherry University, Pondicherry, IndiaReceived 6 June 2012; revised 12 December 2012; accepted 27 February 2013
Available online 7 March 2013*
E
ag
Pe
13
htKEYWORDS
Web page change detection;
Web page segmentationCorresponding author. Tel.
-mail addresses: kskupp
hilaa@yahoo.com (G. Aghil
er review under responsibilit
Production an
19-1578 ª 2013 King Saud U
tp://dx.doi.org/10.1016/j.jksu: +91 41
u@gmai
a).
y of King
d hostin
niversity
ci.2013.0Abstract Users who visit a web page repeatedly at frequent intervals are more interested in know-
ing the recent changes that have occurred on the page than the entire contents of the web page.
Because of the increased dynamism of web pages, it would be difﬁcult for the user to identify the
changes manually. This paper proposes an enhanced model for detecting changes in the pages,
which is called CaSePer (Change detection based on Segmentation with Personalization). The
change detection is micro-managed by introducing web page segmentation. The web page change
detection process is made efﬁcient by having it perform a dual-step process. The proposed method
reduces the complexity of the change-detection by focusing only on the segments in which the
changes have occurred. The user-speciﬁc personalized change detection is also incorporated in
the proposed model. The model is validated with the help of a prototype implementation. The
experiments conducted on the prototype implementation conﬁrm a 77.8% improvement and a
97.45% accuracy rate.
ª 2013 King Saud University. Production and hosting by Elsevier B.V. All rights reserved.1. Introduction
The World Wide Web has evolved as a colossal content source
that holds information on almost all the ﬁelds that are known
to humanity. Human knowledge is evolving every day, and
similarly the World Wide Web is developing. The contents of
the World Wide Web exhibit an increasing level of dynamism.
The World Wide Web has evolved from a simple and static32655048.
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2.001content source into a richly dynamic information delivery
channel. Hence, tracking the changes in web pages has become
an interesting research problem; solving this problem would
facilitate users to efﬁciently utilize the information that is pro-
vided by web pages.
Changes in web pages can either be content changes or
structural changes (Flesca and Masciari, 2003). The structural
changes are primarily changes that occur at the template level.
Changes in the placement of elements are also covered under
structural changes. The content changes include modiﬁcation,
insertion or deletion of hypertext elements. Users navigate to
web pages that they are interested in. A user interested in a spe-
ciﬁc topic might visit web pages that are related to that topic at
regular intervals over time. Such users might be interested in
knowing the recent changes that have occurred in that web
page, rather than seeing the entire web page. Change detection
in web pages is a complex process. Because of the large numberier B.V. All rights reserved.
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comparisons, which lead to an NP-hard problem (Chawathe
and Garcia-Molina, 1997; Chawathe et al., 1996).
This paper aims to present an efﬁcient change detection
technique by splitting the problem into two major steps. The
objectives of this research study are as follows: to propose
an efﬁcient model called CaSePer for web page change detec-
tion using web page segmentation; and to improve the change
detection process by emphasizing user-speciﬁc informational
needs.
Web page change detection can be utilized in various appli-
cations such as web page archiving, temporal querying, index-
ing, crawling and temporal visualization. The proposed
CaSePer model is designed as a general purpose model to allow
it to be adopted for domain-speciﬁc purposes. The remainder
of this paper is organized as follows: In Section 2, some of
the related studies that were accomplished in this domain are
explored. Section 3 addresses the proposed CaSePer model’s
mathematical representation. Section 4 is about a prototype
implementation and experiments. Section 5 focuses on the
summary and conclusions derived from this research work.
2. Related studies
This section highlights the related studies that have been con-
ducted in the same domain. The proposed model incorporates
the following two major ﬁelds of study: web page change
detection and web page segmentation.
2.1. The web page change detection
Change detection in the World Wide Web is the process of
identifying both structural and content-based changes in the
web pages. Change detection is an active research area, and
there are many research studies in this domain. The studies
on web page change detection analyze web pages in the tempo-
ral dimension. The temporal dynamism that is exhibited in the
web contents is the focus of all the studies that have been con-
ducted in the web page change detection domain.
AT&T Internet Difference Engine (AIDE) is a change
detection system that employs a token-based approach
(Douglis et al., 1998). AIDE works on HTMLDiff (Douglis
and Ball, 1996) which is based on the Longest Common
Subsequence (LCS) algorithm (Daniel, 1997). AIDE displays
the changes between the current version and the immediate last
version. The AIDE system compares different versions of a
complete web page to detect the changes, whereas the pro-
posed CaSePer model reduces the problem space by narrowing
down the comparison region without compromising the qual-
ity of the change detection process.
The change detection approach that considers only the lat-
est two versions of the page was given by WebCQ (Liu et al.,
2000). At the same time, the WebCQ incorporates user-speciﬁc
notiﬁcations. The proposed CaSePer model incorporates the
personalization process and multi-hop signature matrix to con-
sider various versions of the page. A dataﬂow-based approach
to ‘‘change detection’’ was proposed in WebVigiL (Jacob et al.,
2004). One of the important parameters in the change detec-
tion system is the revisit time interval. The revisit interval
can either be given explicitly or can be learned by the system
automatically. The WebVigiL system facilitates both of theseapproaches. The proposed CaSePer model incorporates a cat-
egory-based revisit interval policy.
An improved change detection system that restricts the num-
ber of comparisons has also been explored (Artail and Fawaz,
2008). This study states that change detection can be performed
by comparing only the similar tag types and by utilizing hashing.
The proposed CaSePer model employs web page segmentation
followed by a hashing technique to reduce the number of com-
parisons signiﬁcantly. The ‘‘change detection’’ is attempted with
the help of ‘‘edit-script’’, which refers to steps that are involved
in converting one version of the document tree to another. The
XyDiff (Cobena et al., 2002) algorithm provides a solution for
the change detection problem using edit scripts. However, the
sequence generated by XyDiff need not be optimal always.
The X-Diff (Wang et al., 2003) ensures the optimal differences
but it cannot handle the move operations. Typically the change
detection approaches create a change representation ﬁle called a
delta ﬁle. The delta ﬁle visualization using style sheets was pro-
posed by La Fontaine (2001).
The proposed CaSePer model utilizes a variation of X-Diff
in combination with a node sequence-based algorithm to han-
dle both the content and structural changes, which is explored
further in Section 3.1.2.2. Web page segmentation
Web page segmentation is an active research topic in the infor-
mation retrieval domain. Web page segmentation is the pro-
cess of identifying segments that are sub-parts of a page.
These smaller sections of the webpage are called segments. Seg-
ments are deﬁned as follows (Chakrabarti et al., 2008):
‘‘Segment is a fragment of HTML, which when rendered,
produces a visually continuous and cohesive region on the
browse window and has a uniﬁed theme in its content
and purpose’’
The process of identifying these segments is called segmen-
tation. The four basic types of web page segmentation methods
are ﬁxed-length page segmentation, DOM-based page segmen-
tation, vision-based page segmentation and combined/hybrid
page segmentation. A comparative study among various types
of segmentation is analyzed in detail in the literature (Yesilada,
2011). Fixed length page segmentation is simple and less com-
plex in terms of implementation, but the major problem with
this approach is that it does not consider any visual rendering
semantics of the page while segmenting it. Because the CaSe-
Per model addresses web content and structural changes, this
method is not adopted.
In DOM-based page segmentation, the HTML tag tree’s
Document Object Model would be used while segmenting
(Buyukkokten et al., 2001). The CaSePer model harnesses
the DOM- based segmentation as a component in its hybrid
segmentation approach. The reason for not using the DOM
tree approach alone is that, at times, improperly constructed
HTML pages would fail completely in this approach.
The way that the VIPS algorithm views the web page is in
parallel with the way that a human views it. VIPS (Cai et al.,
2003) is a popular segmentation algorithm that segments a
page based on various visual features. This approach harnesses
the visual cues of the page and performs segmentation based
on the visual representation of the page. Although the VIPS
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results, the segmentation in the CaSePer model is targeted to-
ward change detection and, hence, it does not require a visual
segmentation technique. The primary goal of performing, the
segmentation in the proposed model is to reduce the problem
space and hence, a non-visual simpler segmentation approach
is proposed.
Apart from the above-mentioned segmentation methods, a
few novel approaches have evolved during the last few years.
The term segmentation is widely used in the image processing
domain as well. The segmentation of images differs from web
page segmentation. An image processing-based segmentation
approach utilizes (Cao et al., 2010) various edge detection
techniques to ﬁnd the segment boundaries of a web page.
The downside of this approach is that the entire page is consid-
ered as an image and no semantics of the page is considered
during the segmentation process. Web image context extrac-
tion techniques have also been explored in recent studies (Alcic
and Conrad, 2011, 2010; Fauzi et al., 2009).
The segmentation process based on the text density of the
contents has also been explored in a recent study (Kohlschu¨tter
and Nejdl, 2008). In this approach, the segmentation is
performed based on the amount of text that is present in a
two-dimensional area. This geometrical approach toward seg-
mentation utilizes the density of the text as a deciding factor.
Based on this density, the page is split into various segments.
The CaSePer model incorporates densitometry as another
component in its hybrid approach in addition to the DOM tree
approach. The capability of marking the segment boundaries
based on the change in the density slope is the rationale behind
incorporating this approach in the proposed model.
Web page segmentation is also employed to detect changes
in the web pages. The Vi-Diff (Pehlivan et al., 2010) has pro-
posed an approach for change detection in web pages by incor-
porating web page segmentation. The Vi-Diff model extends
the VIPS (Cai et al., 2003) algorithm for segmentation. In an-
other study (Kukulenz et al., 2008), grammar-based decompo-
sition of pages into segments is adopted to detect the changes.
The proposed CaSePer model utilizes the hybrid segmenta-
tion approach, amalgamating the DOM page tree and densi-
tometry techniques. The rationale behind the hybrid
approach incorporating DOM tree and densitometry is that
this approach addresses the segmentation problem by consid-
ering the placement of elements in the tree and the density with
which the contents are placed. The model harnesses the density
slope difference value to ﬁx the segment boundary. The CaSe-
Per model also incorporates a node boundary and cascaded
node sequences in the segmentation process, for successive ver-
sions of the page, which is explored further in Section 3.1.3. The CaSePer model
This section explores the proposed CaSePer model of web page
change detection. The proposed model handles the complex
change detection process by splitting it into two major steps:
segmentation of the web page into smaller components and
computing the hash value on these components. The segments
with non-identical hash values with their temporal counter-
parts are promoted for the next step, which performs the ac-
tual comparison process. After locating the segments, which
have non-identical hash values compared with their temporalcounterparts, the precise changes are identiﬁed by adapting
the edit script and node sequence-based tree comparison
techniques.
The block diagram of the proposed CaSePer model is
shown in Fig. 1. The model includes the following compo-
nents: the Page Evolution Track holds snapshots of the pages
that were taken at different time intervals. The proposed mod-
el assumes an index structure that builds the snapshots of the
page at different time intervals and stores it in the Page Evolu-
tion Track. The Segmentor component performs the web page
segmentation task using a hybrid segmentation approach and
incorporating the Document Object Model and densitometric
approaches. Hash Builder is responsible for calculating the
hash value of individual segments. The Hash Comparator’s
role is to identify the set of segments that have changes by
comparing their hash values. The Target Segment Pool holds
the segments that are identiﬁed with change. The Segment
Comparator performs the actual comparison, to detect content
and structural changes. The User Proﬁler holds the proﬁle bag,
which contain the user proﬁle keywords. The Term Expander
module performs the task of expanding the user proﬁle key-
words by fetching additional terms from ‘‘wordnet’’. The Term
Highlighter is responsible for highlighting the general changes
with style and proﬁle-speciﬁc keywords, with another unique
style for easy identiﬁcation by the user. The CaSePer model de-
tects both the general and user speciﬁc changes in the web page
by using the above speciﬁed components.
The Segmentation method employed in the proposed model
belongs to the hybrid segmentation type. A combination of
Document Object Model and Densitometry based approaches
is harnessed in the proposed model for segmenting the page
into smaller blocks. The segmentation process is performed
on the server side, to achieve a higher speed of execution,
which is a vital factor in the web scenario.
The CaSePer model proposes a bi-fold segmentation tech-
nique. The initial version of the web page is segmented with
the help of a server side, bottom–up segmentation technique
that functions as follows: The Document Object Model tree
of the page is constructed, and the tree is navigated in a bot-
tom–up manner, in the decreasing order of the tree depth.
The nodes at each level of the tree are identiﬁed either as
‘‘block-level nodes’’ or ‘‘non-block level’’ nodes. The block-
level nodes are the nodes that have the capability of holding
other child nodes in them. The non-block level nodes are atom-
ic elements that cannot hold child elements in them. For the
block level nodes the tree size is computed, and if the size ex-
ceeds a threshold value that can be set according to the nature
of the web page collections, then the densitometry technique is
applied. If the size is less than the threshold value then the tree
is merged with its predecessors. For each subtree that is iden-
tiﬁed with a size of more than the threshold limit, the contents
of the subtree are wrapped in ﬁxed length lines, and the text
density is computed for each line. The slopes among the text
densities of the successive lines are checked with the slope-
threshold, and if a slope exceeds the threshold, then each of
the candidate segments are considered to be individual seg-
ments; otherwise, they are merged into a single segment and
the procedure is repeated. In the case of non-block level nodes,
if their size exceeds the threshold limit, then they are consid-
ered to be separate segments; otherwise, the non-block nodes
are merged with the nearby block level or non-block level
nodes.
Figure 1 Block diagram of the CaSePer model.
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tation is performed by using the node boundary-based ap-
proach. This bi-fold segmentation technique is proposed by
CaSePer so that the number of segments in all the versions
of the web page would be kept the same, which makes the
change detection efﬁcient. In this technique, the boundaries
of segments are identiﬁed with the help of DOM tree nodes,
which formed the boundaries in the previous version. Because
the boundary nodes themselves can become removed or relo-
cated, a cascaded node sequence from the segments of earlier
versions are used to mark the segment boundaries. The se-
quence of nodes in the earlier versions is utilized to mark the
segment boundary. As the sequence can change across versions
because of this structural modiﬁcation, this approach is
adopted in combination with the boundary node. This method
is followed to allow the number of segments in all the versions
of the page to remain the same.
The above speciﬁed bi-fold segmentation method builds a
segment pool from the web page. Each of the segments com-
putes a hash value. In the proposed implementation, the hash
function chosen is the MD5 (Rivest, 2008). The reason for
selection of MD5 is that it will never produce the same hash
value for two inputs, even with the slightest variation in the
data.
The segments with non-identical hash-values along the tem-
poral dimension are selected for a further change-detection
process. If the segments have identical hash values then the
corresponding segment is not modiﬁed in the versions that
are under comparison.
Because the segments that are identiﬁed with the hybrid
segmentation approach are considerably smaller in size, the
changes that occur in the segment can be located precisely,
and the comparison is made much simpler. To compare these
treelets of the segments and to detect the changes, a variation
in the X-Diff (Wang et al., 2003) algorithm is used to detect the
content changes, and node path sequences are used to detect
the node repositioning, which becomes reﬂected as structuralchanges in the rendering. The content change detection tech-
nique is based on the edit script, which is a sequence of basic
edit operations that converts one tree into another (Chawathe
et al., 1996).
The edit distance refers to the number of inserts, deletes and
update operations that are required to convert one tree into
another. The DOM sub-trees that correspond to each segment
are called treelets. Because the proposed CaSePer model oper-
ates at a ﬁne-grained segment level, the size of individual tre-
elets is considerably smaller. The nodes of the treelets in the
versions of web pages are analyzed with the edit distance for
content changes. The X-Diff algorithm can detect changes in
an unordered manner, which does not consider the ordering
among the sibling nodes. However, with the web page, if the
ordering of siblings becomes altered, the rendering of the page
would also be modiﬁed. To identify these structural changes,
the node paths are compared to ﬁnd any relocation of nodes.
The proposed method incorporates the following changes
in the X-Diff approach: Instead of selecting the nodes for
matching, on the basis of their signature, the proposed model
compares the nodes based on their ID attribute and type. This
comparison is feasible because of the smaller size of the tre-
elets. To locate the structural changes, the node path sequence
comparison is performed, whereas the X-Diff approach can
detect only changes in an ancestral relationship.
The node path comprises a sequence of nodes from the
ancestral starting point in the segment boundary to the current
node. The individual nodes in the path are separated by a ‘‘|’’
symbol to construct the complete path. The path of a typical
node looks like ‘‘tag1- id | tag2- id | . . . |tagn- id’’. If the node
in the DOM tree does not have an ‘‘id’’ attribute, then it is left
blank in the node sequence. Then, the paths of nodes in differ-
ent versions are compared by considering the current version
as the source and the temporal predecessor as the destination.
The nodes with ‘‘id’’ attributes are compared for their index
values in both of the node paths. The index value is assigned
in a sequential manner, starting from the left side of the node
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If the index values are equal, then there is no change in the
structure; otherwise, a change is detected. When a change is de-
tected, then an offset value is added for the successive index
values to nullify the effect of the current change. If this offset
is not incorporated, then, after the ﬁrst change, all the nodes
would have different index values. For nodes that are missing
the ‘‘id’’ attribute, the node’s content hash value is generated;
these nodes are then compared with counterparts that have the
same hash value. If there is no match in the hash value, then
these nodes are ﬁltered out from both of the sequences and
are compared using their node type. Because the treelets are
smaller in size, the comparison of the nodes of the same type
becomes less complex.
The above speciﬁed method of splitting the web page into
smaller segments, computing their hash values, and identifying
the segments that are changed greatly reduces the complexity
of individually comparing each HTML node to every other
HTML node. The incorporation of this segmentation step re-
duces the change detection problem from the NP hard status
to a manageable complexity.
Another important feature of the proposed change detec-
tion model is the ability to highlight the user proﬁle-speciﬁc
term in the changes. This feature makes the model tailor-made
to the speciﬁc interests of the user. This speciﬁcity is achieved
by incorporating a user proﬁle bag with keywords that were
identiﬁed by the user. Apart from directly using these key-
words, the extended proﬁle terms are gathered with the help
of lexical databases such as Wordnet (Fellbaum, 2010; Miller,
1995). The user proﬁles are gathered using various social infor-
mation of the user, as in an earlier study, to customize the
search results (Hassanpour and Zahmatkesh, 2012). User pro-
ﬁles are built in the proposed model, by adopting the FOAF
(Friend Of A Friend) ontology based technique, which is used
to hold preferences of the user in the form of XML
representations.
The proposed CaSePer model adopts a FOAF (Fried of a
Friend) based proﬁle representation technique. The proﬁle key-
words are built using a multimodal approach (Kuppusamy and
Aghila, 2013). The user supplies a FOAFﬁle, which contains the
user’s interest terms, interest pages, blog and work-place-
home-page. The personalized changes identiﬁed in the web
pages are highlighted using a distinct style to allow the user to
easily recognize the personalized changes from generic changes.
The mathematical representation of the above speciﬁed
procedure is illustrated in the following section.
3.1. Mathematical model
The proposed CaSePer model for web page change detection
initially splits the current web page into various segments.
The model involves two different procedures for segmenting
the web pages, as follows: A hybrid segmentation approach
amalgamating DOM and densitometry is used to segment
the initial version of the web page. The successive versions of
the same web page are segmented using node boundary and
cascaded node sequence techniques, proposed by the CaSePer
model. The hybrid segmentation technique proposed in the
CaSePer model identiﬁes the block level and non-block level
nodes. Then, in the block level, the text density is applied to
perform segmentation.Initially, the web page is parsed to locate block and non-
block level elements, as indicated in Eq. (1). The identiﬁcation
of block and non-block level elements starts at the node with
the largest depth value. This process is continued in the
decreasing order of depth.
X ¼ fg; ng ð1Þ
In Eq. (1), g represents the block level nodes and n represents
the non-block level nodes. The block-level nodes must be ana-
lyzed for their sub-tree structure and, if it is more than the
speciﬁed threshold value, the block level element is considered
to be an individual segment; otherwise, it must be merged. The
block level elements and non-block level speciﬁcations pro-
posed by the CaSePer model are in alignment with the W3C
HTML 4.0 speciﬁcations.
8n;mi¼1;j¼1xj ¼
gi if RðgiÞP d; iþþ; jþþ
xj1 [ gi otherwise; jþþ
 
ð2Þ
In Eq. (2),R(gi) indicates the function for calculating the size of
the sub-tree for the node gi. IfR(gi) is greater than the threshold
limit d, then gi is assigned to segment xj Otherwise it is merged
with the predecessor xj1. These larger segments are then
sub-divided using the densitometer. The text density and the
slope between the blocks are deﬁned by the densitometric
segmentation process (Kohlschu¨tter and Nejdl, 2008). In the
proposed model, the densitometer analyzes individual blocks
separately instead of considering the entire web page. The
sub-tree text of R(gi) is analyzed by the densitometer. The
source of the sub-tree is wrapped in a ﬁxed length, and each
resulting line is considered as a candidate segment.
8rj¼1e½RðgiÞj ¼
tcð½RðgiÞjÞ
rð½RðgiÞjÞ
( )
ð3Þ
In Eq. (3),
tcð½RðgiÞjÞ
rð½RðgiÞjÞ
n o
represents the ratio of the token count in
the jth line of the sub-tree R(gi), to the number of ﬁxed length
lines that it consumes. The slope between candidate-segments j
and j+ 1 are indicated below:
Def½RðgiÞj; ½RðgiÞjþ1Þ ¼
jef½RðgiÞjg  ef½RðgiÞjþ1gj
maxðef½RðgiÞj; ½RðgiÞjþ1Þ
ð4Þ
If the calculated slope value is greater than a threshold value k
then [R(gi)]j and [R(gi)]j + 1 are considered to be separate
blocks x
0
, x00; otherwise, they are fused together (x), as shown
in Eq. (5).
x ¼ ½RðgiÞj [ ½RðgiÞjþ1 if Def½RðgiÞj; ½RðgiÞjþ1Þ < k
x0 ¼ ½RðgiÞj
x00 ¼ ½RðgiÞjþ1
otherwise
8><
>:
9>=
>;
ð5Þ
With respect to the web page change detection problem, the
segmentation is performed only to reduce the complexity of the
problem by narrowing down the search space. Hence, the seg-
mentation process incorporated in the CaSePer model is ori-
ented toward minimizing the time that is taken for
segmentation rather than considering the visual features.
At the end of the segmentation process, the segment pool is
ﬁlled with the segments that were identiﬁed by using the above-
speciﬁed procedure, as shown in Eq. (6).
24 K.S. Kuppusamy, G. AghilaX ¼ fx1;x2;x3; . . .xng ð6Þ
Then, for each segment xi, a hashing function is applied to cal-
culate the hash value.
W ¼ f8i¼1...ndi ¼ md5ðxiÞg ð7Þ
The previous snapshots of the web page X, in the temporal
dimension, is fetched from the Page Evolution Track (PET)
C. The Page Evolution Track is an indexing structure that
has a temporal capability, which holds the snapshots of the
previous versions of the web page.
C ¼ f8i¼1...mtiðXÞg ð8Þ
In Eq. (8), each ti(X) represents the snapshot of the page X ta-
ken at time ti. The length of the page evolution track is repre-
sented by m.
The segment matrix of the snapshots in the Page Evolution
Track C is built as shown in Eq. (9).
Cs ¼
x1; t1 x2; t1 xn; t1
x1; t2 x2; t2 xn; t2
x1; tm x1; tm xn; tm
8><
>:
9>=
>; ð9Þ
In Eq. (9), each xi, tj represents the ith segment in the snapshot
that was taken at time tj. Individual rows in Cs represent a
complete web page. The columns in Cs represent the evolution
track of the page.
Then, for each element in Cs, the MD5 hash value is calcu-
lated, as shown in Eq. (10).
WðCsÞ ¼
d1; t1 d2; t1 dn; t1
d1; t2 d2; t2 dn; t2
d1; tm d1; tm dn; tm
8><
>:
9>=
>; ð10Þ
The matrix represented by W(Cs) is called the ‘‘Signature Ma-
trix’’. Each di, tj inW(Cs) is derived using Eq. (7). Each di, tj rep-
resents the hash value computed for the ith segment at time
interval j. The ﬁrst row of the signature matrix W(Cs) repre-
sents the current version of the web page.
The hash value speciﬁed in the signature matrix is com-
pared row-wise. If the hash values in the ﬁrst row are different
from the hash values in the successive row, then a change is de-
tected. The segments holding non-identical hash values are the
segments that have their structure or content changed. The
segments that hold the newly-introduced hash values are ex-
tracted, as shown in Eq. (11).
Xc ¼
xi;t1 if ð8i¼2::n;j¼2::mdi;t1 \ di;tj ¼ NULLÞ
0 otherwise
 
ð11Þ
The non-zero elements of Xc are the segments in which the
changes have occurred. This step of identifying the segments
that have undergone changes makes the model robust by
shrinking the problem space boundary from a larger area into
a focused sub-section, which obviously reduces the complexity
in terms of identifying the change. The non-zero elements of
the set Xc can be represented as shown in Eq. (12).
Xc ¼ fx1; x2; . . . xqg ð12Þ
Each xi represents the segments that have changed. These
xi are compared with their temporal predecessors for accu-
rately detecting the change using edit distances.
To introduce personalization, into the process of change
detection, the user proﬁle-based terms are highlighted. Theuser proﬁle is recorded as a collection of keywords, as shown
in Eq. (13). Furthermore, the model adds on keywords by
extracting key terms from the supplied resource identiﬁers.
H ¼ fa1; a2; . . . ang ð13Þ
To highlight the user-speciﬁc keywords, Xc is compared with
H, as shown in Eq. (14).
! ¼ fx1; x2; . . . xqgfa1; a2; . . . ang ð14Þ
To enrich the proﬁle-speciﬁc highlighting feature, the user-
speciﬁed keywords are expanded by referring to ‘‘wordnet’’
and collecting the synonyms, hyponyms and hypernyms. This
step makes the proposed model more efﬁcient by detecting
those changes that do not directly involve the user-speciﬁed
proﬁle term but instead involve one of their linguistic
variations.
~H ¼ fa1 ¼ fpða1Þg; a2 ¼ fpða2Þg; . . . an ¼ fpðanÞgg ð15Þ
In Eq. (15), p(ai) represents the collection of synonyms, hyp-
onyms and hypernyms that are derived from ‘‘wordnet’’. Then,
these extended proﬁle terms are compared with the segments
that have undergone change, as shown in Eq. (16).
~! ¼ fx1; x2; . . . xqg
~H
ð16Þ
The changes identiﬁed in ~! would include the extended pro-
ﬁle terms as well. The proposed CaSePer model identiﬁes the
general changes and the speciﬁc changes that are associated
with the user’s speciﬁc information requirement context. This
facility of identifying the user-speciﬁc changes in the web page
would make it convenient for the user to easily locate the
changes that could be relevant to one’s interests, in a much
simpler and efﬁcient manner. At the implementation level,
these user-speciﬁc changes are rendered with a unique style
deﬁnition that is different from the general changes, to catch
the user’s attention.
4. Experiments and result analysis
This section explores the experimentation and results that are
associated with the proposed CaSePer model for web content
change detection using segmentation and personalization.
The prototype implementation is accomplished with the soft-
ware stack that includes Ubuntu Linux, Apache, MySql and
PHP. For client side scripting JavaScript is used. With respect
to the hardware, a Core i5 processor system with 3 GHz of
speed and 8 GB of RAM is used. The internet connection used
in the experimental setup is a 128 Mbps leased line.
The experiments are conducted with a custom built crawler
that starts with a set of seed URLs and a ‘‘revisit interval ﬂag’’
(RIF). The seed URLs are the locations from which to start
the crawl, and the revisit interval ﬂag holds the time interval
between the successive visits to the same page by the crawler.
The revisit interval ﬂag is assigned a value that is based on
the type of page. In the experiments, three different categories
of seed URLs were used. They are ‘‘academic’’, ‘‘personal’’
and ‘‘news’’. For the academic category, the RIF is set at
48 h; for the personal category, it is set at 24 h, and for news
1 h. The rationale behind such an approach is that the fre-
quency of modiﬁcation gradually reduces from the news web
Table 1 Experimental results of the proposed model.
Session ID MSC MPETL MSM MSMP MSUD SDP
1 23.12 4.3 3.1 1.2 0.43 98.14
2 18.45 5.2 4.1 2.3 0.78 95.772
3 17.45 5.3 3.2 2.6 0.23 98.682
4 20.32 4.3 4.4 3.1 1.1 94.587
5 18.76 3.5 1.2 0.5 0.45 97.601
6 21.08 5.6 3.2 2.6 0.35 98.34
7 20.45 4.2 4.5 2.5 0.21 98.973
8 20.32 3.5 4.3 3.1 0.33 98.376
9 19.34 4.1 3.5 1.2 0.21 98.914
10 24.12 5.1 3.7 1.1 0.56 97.678
11 17.65 5.2 7.8 3.8 0.87 95.071
12 16.78 5.3 6.5 4.1 0.23 98.629
13 17.65 4.4 4.2 2.1 0.4 97.734
14 14.89 4.5 5.3 3.1 0.33 97.784
15 13.23 4.7 4.1 1.3 0.55 95.843
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stored in the Page Evolution Track by utilizing the Apache lu-
cene indexing mechanism. The crawl gathered 8,544 unique
pages from different domains, with an average page evolution
track length of 4.6. The experiments were conducted in various
sessions. Each session used 10 different pages from the crawl.
This approach is adopted so that the efﬁciency of the approach
is computed as a means of values across the sessions. The data
from the results of the experiments are tabulated in Table 1.
In Table 1, MSC stands for the Mean Segment Count,
which indicates the mean of the number of segments in that
session. MPETL stands for Mean Page Evolution Track
Length, MSM represents the Mean Segments Modiﬁed,
MSMP stands for Mean Segments Modiﬁed with Personalized
keywords, MSUD represents the Mean Segments Undetected
and SDP represents the Successful Detection Percentage.
In Fig. 2, the chart depicts the MSM and the MSMP. The
MSM with respect to general changes across the session is ob-
served to be 4.2. The mean of the overall segment count in the
experiments is 18.9. By the incorporation of segmentation-
based hash value comparisons the number of segments to be
considered by the tree comparison was reduced by 77.8%.Figure 2 Comparison oThe MSMP across the sessions is observed to be 2.3. The
segments with user-speciﬁc modiﬁcations were estimated to
be 54.77% of the overall changes; these changes were rendered
with a unique style for the easy identiﬁcation of the user. This
54.77% emphasizes the importance of incorporating personal-
ization into the change detection process.
The Mean of the Successful Detection Percentage across the
session is 97.45, which validates the robustness of the proposed
change detection model.
The chart in Fig. 3 depicts the time that was taken for var-
ious components of the CaSePer model such as segmentation,
content change detection, structural change detection, proﬁle
term highlighting and rendering for web pages of various sizes.
The chart depicts the mean values for experiments which were
conducted in 15 sessions. In the X-axis the mean page size is
plotted, and Y-axis denotes the time in seconds. The segmenta-
tion method adopted in the CaSePer model is optimized for
speed rather than for the semantics.
It can be observed from Fig. 3 that the mean of the segmen-
tation time is 0.2 s which conﬁrms the efﬁciency of the segmen-
tation process that is associated with the CaSePer model. With
respect to the change detection, the time to detect changesf MSM and MSMP.
Figure 3 CaSePer component time analysis chart.
26 K.S. Kuppusamy, G. Aghilavaries according to the amount of change that a web page has
gone through. In the experiments, the values are measured at
5% change. The mean of the content and structural change
detection time is observed to be 0.24 and 0.31 s. Earlier studies
(Wang et al., 2003) have reported a change detection time of
1 s for documents of 80 kB size with a 5% change. In the
CaSePer model, the mean of change detection, by combining
both the structural and content changes, is observed to be
0.55 s, which serves as empirical evidence for the efﬁciency of
the change detection process in the CaSePer model.
5. Summary and conclusions
This paper has proposed a personalized web page change
detection model called CaSePer (Change detection based on
Segmentation with Personalization). The proposed CaSePer
model employs web segmentation followed by edit scripts
and node sequence based approaches for change detection in
the web pages. The model detects both structural and content
changes. The segmentation technique incorporated in the
CaSePer model falls under the hybrid segmentation category
which encompasses the page tree and densitometry based ap-
proaches. To maintain the equity of the segments across vari-
ous versions of the web page, the model has proposed a ‘‘node
boundary and cascaded node sequence’’ based segmentation
technique.
The proposed model detects the changes by narrowing
down the search space with the help of identiﬁed segments.
The MD5 hashing technique is utilized for computing the sig-
nature of the segments which is further utilized in the change
detection process. An additional layer of effectiveness is added
to the model with the help of personalization which identiﬁes
the user speciﬁc changes in the web pages. The task of person-
alized change detection is achieved with the help of a proﬁle
bag that contains the user’s interest terms. These interest terms
and their linguistic variations are utilized in the personaliza-
tion process.
The personalized web page change detection model that is
based on Segmentation (CaSePer) leads to the following
conclusions: Because of the dual-step nature of the proposedmodel, the complexity associated with the process is reduced
by 77.8% in the experiments that were conducted on the pro-
totype built using the CaSePer model. The incorporation of
personalization in the change detection model makes the user
identify the speciﬁc terms of the user’s interest. In the experi-
ments that were conducted, the proﬁle-speciﬁc changes ac-
counted for 54.77% of the overall changes.References
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