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Abstract. In this paper, we study limit cycle bifurcations for a kind of non-smooth poly-
nomial differential systems by perturbing a piecewise linear Hamiltonian system with a
center at the origin and a homoclinic loop around the origin. By using the first Melnikov
function of piecewise near-Hamiltonian systems, we give lower bounds of the maximal
number of limit cycles in Hopf and homoclnic bifurcations, and derive an upper bound
of the number of limit cycles that bifurcate from the periodic annulus between the center
and the homoclinic loop up to the first order in ε. In the case when the degree of perturb-
ing terms is low, we obtain a precise result on the number of zeros of the first Melnikov
function.
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1 Introduction and main results
There are many problems in mechanics, electrical engineering and the theory of au-
tomatic control which are described by non-smooth systems, see for instance the works
of A.F.Filippov [1], Andronov et al [2], Kunze [3] and the references therein. Recently,
a good deal of work has been done to study bifurcations in non-smooth systems includ-
ing Hopf, homoclinic and subharmonic bifurcations, etc.. In [4-6] Hopf bifurcation for
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non-smooth systems was studied by developing new methods for computing Lyapunov
constants. The Melnikov method for Hopf and homoclinic bifurcations was extended to
non-smooth systems in [7-9]. The method of averaging has also been extended to non-
smooth systems in [10]. However, so far there are few papers in the literature studying
homoclinic bifurcations inside the class of piecewise polynomial differential systems. In
this work, we study this problem by using the first order Melnikov function of piecewise
near-Hamiltonian systems.
In [7], Liu and Han considered a general form of a piecewise near-Hamiltonian system
on the plane {
x˙ = Hy + εp(x, y, δ),
y˙ = −Hx + εq(x, y, δ), (1.1)
where
H(x, y) =
{
H+(x, y), x ≥ 0,
H−(x, y), x < 0,
p(x, y, δ) =
{
p+(x, y, δ), x ≥ 0,
p−(x, y, δ), x < 0,
q(x, y, δ) =
{
q+(x, y, δ), x ≥ 0,
q−(x, y, δ), x < 0,
H±, p± and q± are C∞, ε > 0 is small, δ ∈ D ⊂ Rm is a vector parameter with D
compact. This system has two subsystems{
x˙ = H+y + εp
+(x, y, δ),
y˙ = −H+x + εq+(x, y, δ), (1.1a)
and {
x˙ = H−y + εp
−(x, y, δ),
y˙ = −H−x + εq−(x, y, δ), (1.1b)
which are called the right subsystem and the left subsystem, respectively. Suppose that
(1.1)|ε=0 has a family of periodic orbits around the origin and satisfies the following two
assumptions.
Assumption (I): There exist an interval J = (α, β), and two points A(h) = (0, a(h))
and A1(h) = (0, a1(h)) such that for h ∈ J
H+(A(h)) = H+(A1(h)) = h, H
−(A(h)) = H−(A1(h)) = h˜, a(h) 6= a1(h).
Assumption (II): The subsystem (1.1a)|ε=0 has an orbital arc L+h starting from A(h) and
ending at A1(h) defined by H
+(x, y) = h, x ≥ 0; the subsystem (1.1b)|ε=0 has an orbital
arc L−h starting from A1(h) and ending at A(h) defined by H
−(x, y) = H−(A1(h)), x < 0.
Under assumptions (I) and (II), (1.1)|ε=0 has a family of non-smooth periodic orbits
Lh = L
+
h ∪ L−h , h ∈ J. For definiteness, we assume the orbits Lh for h ∈ J orientate
anticlockwise. See Fig. 1.
By Theorem 1.1 in [7], the first order Melnikov function of system (1.1) has the form
M(h, δ) =
H+y (A)
H−y (A)
[H−y (A1)
H+y (A1)
∫
L+
h
q+dx− p+dy +
∫
L−
h
q−dx− p−dy
]
, h ∈ J. (1.2)
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Fig. 1. The closed orbits of (1.1)|ε=0.
Also, we know from [7] that if M(h, δ) has at most k zeros in h on the interval (α, β)
for all δ ∈ D, then (1.1) has at most k limit cycles bifurcated from the open annulus⋃
α<h<β Lh.
Let
M+(h, δ) =
∫
L+
h
q+dx− p+dy, M−(h, δ) = ∫
L−
h
q−dx− p−dy,
M˜−(h˜, δ) =
∫
H−(x,y)=h˜, x≤0
q−dx− p−dy,
(1.3)
where h˜ is given in assumption (I). Then we know
M−(h, δ) = M˜−(H−(A1(h)), δ), h ∈ J. (1.4)
As in the smooth case, a very important issue associated with (1.1) is to find the number
of limit cycles and their distribution. In [7], Liu and Han consider a piecewise polynomial
system of the form
(x˙, y˙) =
{
(b+y + εp+n (x, y, δ),−b+x+ εq+n (x, y, δ)), x ≥ 0,
(b−y + εp−n (x, y, δ),−b−x+ εq−n (x, y, δ)), x < 0, (1.5)
where b± > 0, p±n and q
±
n are arbitrary polynomials of degree n. It was proved that
the maximal number of limit cycles of the above system is n up to the first order in ε.
We know the unperturbed system of (1.5) has a global center at the origin. Then, an
interesting question is how many limit cycles system (1.1) can have if (1.1)|ε=0 is a linear
piecewise system with a homoclinic loop and p± and q± are arbitrary polynomials with
degree n.
In this paper, we take
H+(x, y) =
1
2
(
(x− 1)2 − y2), x ≥ 0, (1.6)
H−(x, y) = −1
2
(x2 + y2), x < 0, (1.7)
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and suppose
p(x, y) =

p+(x, y) =
n∑
i+j=0
a+ijx
iyj, x ≥ 0,
p−(x, y) =
n∑
i+j=0
a−ijx
iyj, x < 0,
q(x, y) =

q+(x, y) =
n∑
i+j=0
b+ijx
iyj, x ≥ 0,
q−(x, y) =
n∑
i+j=0
b−ijx
iyj, x < 0.
(1.8)
Under (1.6) and (1.7), the system (1.1) becomes{
x˙ = −y + εp+(x, y),
y˙ = 1− x+ εq+(x, y), x ≥ 0,
{
x˙ = −y + εp−(x, y),
y˙ = x+ εq−(x, y),
x < 0. (1.9)
For system (1.9)|ε=0, there exist a family of periodic orbits as follows
Lh = {(x, y)|H+(x, y) = h
2
, x ≥ 0} ∪ {(x, y)|H−(x, y) = h˜
2
, x < 0},
with h˜ = h− 1, 0 < h < 1. For the sake of convenience, here we use h/2 instead of h. If
h→ 1, Lh approaches the origin which is an elementary center of parabolic-focus type(see
[4] for the definition). And if h→ 0, Lh → L0, where L0 is a compound homoclinic loop
with a saddle S1(1, 0). See Fig. 2.
Fig. 2. Phase portrait of system (1.9)|ε=0.
Note that H+y (0, y) ≡ H−y (0, y) for −1 < y < 1. Then by (1.2), we have the first order
Melnikov function of system (1.9) satisfying
M(
h
2
) =
∫
ÂA1
q+dx− p+dy +
∫
Â1A
q−dx− p−dy ≡ M¯(h), (1.10)
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where 0 < h < 1, and
A = (0,−√1− h), A1 = (0,
√
1− h),
ÂA1 = {(x, y)|H+(x, y) = h2 , x ≥ 0},
Â1A = {(x, y)|H−(x, y) = h−12 , x < 0}.
Let Z(n) denote the maximal number of zeros of the non-zero function M¯(h) on the
open interval (0, 1) for all possible p and q satisfying (1.8), which is the maximal number
of limit cycles of (1.9) bifurcated from the periodic annulus
⋃
0<h<1 Lh for all possible p
and q satisfying (1.8) when M¯(h) is not identically zero. Let NHopf(n) and Nhomoc(n)
denote, respectively, the maximal number of limit cycles bifurcated in Hopf bifurcation
near the origin and in homoclinic bifurcation near L0 for all possible p and q satisfying
(1.8). Then our main results can be stated as follows.
Theorem 1.1. For any n ≥ 1 we have
(1) NHopf(n) ≥ n+ [n+12 ].
(2) Nhomoc(n) ≥ n+ [n+12 ].
Theorem 1.2. For n = 1, 2, 3, 4, we have Z(n) = n+ [n+1
2
].
Theorem 1.3. For any n ≥ 5 we have n+ [n+1
2
] ≤ Z(n) ≤ 2n+ [n+1
2
].
2 Preliminary
In this section we give an expression of the first order Melnikov function M¯(h) for
0 < h < 1, together with the two expansions of M¯(h) near the origin and the homoclinic
loop L0, respectively. By (1.3) and (1.4) we have
M+(
h
2
) =
∫
ÂA1
q+dx− p+dy, M−(h
2
) =
∫
Â1A
q−dx− p−dy = M˜−(h− 1
2
). (2.1)
Then, applying Green’s formula twice we obtain
M+(
h
2
) = −
∫ ∫
int(ÂA1
⋃−−→
A1A)
(p+x + q
+
y )dxdy −
∫
−−→
AA1
p+(0, y)dy
= −
∮
ÂA1
⋃−−→
A1A
p(x, y)dy −
∫
−−→
AA1
p+(0, y)dy,
where
p(x, y) = p+(x, y)− p+(0, y) +
∫ x
0
q+y (u, y)du, (2.2)
satisfying
p(0, y) = 0, px = p
+
x + q
+
y .
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Since ÂA1 can be represented as x = 1−
√
h+ y2 ≡ ψ(y, h), we have
M+(
h
2
) = −
[ ∫ √1−h
−√1−h
p(ψ(y, h), y)dy +
∫ √1−h
−√1−h
p+(0, y)dy
]
≡ −(I0(h) + I1(h)).
(2.3)
Note that p+(0, y) =
n∑
j=0
a+0jy
j. It follows that
I1(h) =
∫ √1−h
−√1−h
p+(0, y)dy
=
n∑
j=0
a+0j
j + 1
(1− (−1)j+1)(1− h) j+12
=
√
1− h
[n
2
]∑
k=0
2a+0,2k
2k + 1
(1− h)k.
(2.4)
By (2.2), we have
p(x, y) =
n∑
i+j=0
a+ijx
iyj −
n∑
j=0
a+0jy
j +
n∑
i+j=0
jb+ij
i+ 1
xi+1yj−1
≡ x
n−1∑
i+j=0
p+ijx
iyj,
(2.5)
where
p+ij = a
+
i+1,j +
j + 1
i+ 1
b+i,j+1.
In particular, for n = 2 we have
p+00 = a
+
10 + b
+
01, p
+
10 = a
+
20 +
1
2
b+11, p
+
01 = a
+
11 + 2b
+
02.
The definition of I0(h) and (2.5) yield
I0(h) =
∫ √1−h
−√1−h
p(ψ(y, h), y)dy
=
n−1∑
i+j=0
p+ij
∫ √1−h
−√1−h
(1−
√
h + y2)i+1yjdy
= 2
n−1∑
i+2k=0
p+i,2k
∫ √1−h
0
(1−
√
h + y2)i+1y2kdy. (2.6)
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For 0 ≤ k ≤ [n−1
2
] and 0 ≤ r ≤ n let
Irk(h) =
∫ √1−h
0
(h+ y2)
r
2y2kdy. (2.7)
Then for 0 ≤ k ≤ [n−1
2
] and 0 ≤ i+ 2k ≤ n− 1∫ √1−h
0
(1−
√
h+ y2)i+1y2kdy =
i+1∑
r=0
Cri+1(−1)rIrk(h).
If r = 2l, l ≥ 0, we see
I2l,k(h) =
∫ √1−h
0
(h + y2)ly2kdy =
√
1− h ϕl+k(h), (2.8)
where ϕl+k(h) is a polynomial of degree l + k. Hence I2l,k(h) is C
ω at h = 0. If r =
2l + 1, l ≥ 0, then
I2l+1,k(h) =
∫ √1−h
0
(h+ y2)l+
1
2y2kdy. (2.9)
Using the formula∫
y2k(h+ y2)l+
1
2dy =
y2k+1(h + y2)l+
1
2
2(l + k + 1)
+
(2l + 1)h
2(l + k + 1)
∫
y2k(h + y2)l−
1
2dy,
we have from (2.9) that
I2l+1,k(h) =
(1− h)k+ 12
2(l + k + 1)
+
(2l + 1)h
2(l + k + 1)
I2l−1,k(h), l ≥ 1, k ≥ 0.
It follows that
I2l+1,k(h) = (1− h)k+ 12 ϕ˜lk(h) + αlkhlI1k(h), l ≥ 1, k ≥ 0, (2.10)
where
αlk =
(2l + 1)(2l − 1) · · ·3
2l(l + k + 1)(l + k) · · · (k + 2) ,
and
ϕ˜lk(h) =
1
2(l + k + 1)
+
(2l + 1)h
2(l + k + 1)(l + k)
+ · · ·+ (2l + 1)(2l − 1) · · ·5 · h
l−1
2l(l + k + 1)(l + k) · · · (k + 2) ,
which is a polynomial of degree l − 1 in h. For k ≥ 0, let
ϕ∗lk(h) =
{
ϕ˜lk(h), l ≥ 1,
0, l = 0,
α∗lk =
{
αlk, l ≥ 1,
1, l = 0.
By (2.10),
I2l+1,k(h) = (1− h)k+ 12ϕ∗lk(h) + α∗lkhlI1k(h), l ≥ 0, k ≥ 0. (2.11)
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Further, by using the formula∫
y2k(h+ y2)
1
2dy =
y2k−1(h + y2)
3
2
2(k + 1)
− (2k − 1)h
2(k + 1)
∫
y2(k−1)(h+ y2)
1
2dy,
we have
I1k(h) =
(1− h)k− 12
2(k + 1)
− h(2k − 1)
2(k + 1)
I1,k−1(h), k ≥ 1.
Thus
I1k(h) =
√
1− hψk−1(h) + βkhkI10(h), k ≥ 1, (2.12)
where
βk = (−1)k (2k − 1)!!
2k(k + 1)!
,
and
ψk−1(h) =
(1− h)k−1
2(k + 1)
− (2k − 1)h(1− h)
k−2
4(k + 1)k
+ · · ·+ (−1)k−1 (2k − 1)(2k − 3) · · · 3 · h
k−1
2k(k + 1)k(k − 1) · · ·2 ,
which is a polynomial in h of degree k − 1. Let
ψ∗k−1(h) =
{
ψk−1(h), k ≥ 1,
0, k = 0,
β∗k =
{
βk, k ≥ 1,
1, k = 0.
By (2.12),
I1k(h) =
√
1− hψ∗k−1(h) + β∗khkI10(h), k ≥ 0. (2.13)
Moreover, by (2.9)
I10(h) =
∫ √1−h
0
(h+ y2)
1
2dy =
1
2
[
√
1− h + h ln(1 +
√
1− h)− 1
2
h lnh] ≡ −1
4
hlnh + γ(h),
(2.14)
where γ(h) is Cω at h = 0. We observe that
I10(h) = hϕ0
(√1− h
h
)
, ϕ0(u) =
∫ u
0
√
1 + x2dx. (2.15)
The function ϕ0(u) is analytic on R and odd in u.
From (2.11), (2.13) and (2.14), we can obtain
I2l+1,k(h) = (1− h)k+ 12ϕ∗lk(h) +
√
1− hα∗lkψ∗k−1(h)hl + α∗lkβ∗khl+kI10(h)
=
√
1− hϕ¯l+k−1(h) + α¯lkhl+kI10(h)
= γ˜(h)− 1
4
α¯lkh
l+k+1lnh,
(2.16)
where ϕ¯l+k−1(h) is a polynomial of degree l + k − 1, α¯lk are non-zero constants, γ˜(h) is
Cω at h = 0, 0 ≤ k ≤ [n−1
2
], 0 ≤ 2l + 1 ≤ n.
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Substituting (2.8) and (2.16) into (2.6), and noting that k+[ i+1
2
] ≤ [n
2
] and k+[ i
2
] ≤ [n−1
2
]
since i+ 2k ≤ n− 1, we have
I0(h) = 2
n−1∑
i+2k=0
p+i,2k
( i+1∑
r=0, r even
Cri+1Irk −
i+1∑
r=1, r odd
Cri+1Irk
)
= 2
n−1∑
i+2k=0
p+i,2k
[√
1− hν[ i+1
2
]+k(h) + ν[ i
2
](h)h
kI10)
]
=
√
1− hν[n
2
](h) + ν[n−1
2
](h)I10
≡ φ1(h)lnh+ φ2(h),
(2.17)
where νj(h) denotes a polynomial of h of degree j, φ2(h) ∈ Cω at h = 0, φ1(h) is a
polynomial in h of degree [n+1
2
] and φ1(0) = 0.
Now we consider M−(h
2
) in (2.1). Set x =
√
−h˜ cosθ, y =
√
−h˜ sinθ for −1 < h˜ <
0, pi
2
≤ θ ≤ 3pi
2
, and let
I¯ij =
∫ 3pi
2
pi
2
cosiθ sinjθdθ = (−1)i+j
∫ pi
2
−pi
2
cosiθ sinjθdθ = (−1)i+jΓij,
where
Γij =
{
0, j odd,
a positive constant, j even.
It follows from (1.3) that
M˜−(
h˜
2
) =
∫
H−(x,y)= h˜
2
q−dx− p−dy
= −
n∑
i+j=0
(−h˜) i+j+12
∫ 3pi
2
pi
2
(b−ijcos
iθ sinj+1θ + a−ijcos
i+1θ sinjθ)dθ
= −
n∑
i+j=0
(−h˜) i+j+12 (b−ij I¯i,j+1 + a−ij I¯i+1,j)
= −
n∑
l=0
(−h˜) l+12
l∑
j=0
(b−l−j,j I¯l−j,j+1 + a
−
l−j,j I¯l−j+1,j)
= −
n∑
l=0
el(−h˜) l+12 ,
(2.18)
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where
el =
l∑
j=0
(b−l−j,j I¯l−j,j+1 + a
−
l−j,j I¯l−j+1,j)
= (−1)l+1
l∑
j=0
(b−l−j,jΓl−j,j+1 + a
−
l−j,jΓl−j+1,j)
= (−1)l+1[ l∑
j=0, j even
a−l−j,jΓl−j+1,j +
l∑
j=1, j odd
b−l−j,jΓl−j,j+1
]
, 0 ≤ l ≤ n.
(2.19)
By (2.1) and (2.18),
M−(
h
2
) = −√1− h
n∑
l=0
el(1− h) l2 , 0 < h < 1, (2.20)
where for n = 2
e0 = −2a−00, e1 =
π
2
(a−10 + b
−
01), e2 = −
2
3
(2a−20 − b−11 + a−02).
Hence by (1.10), (2.1), (2.3), (2.4), (2.17) and (2.20) we obtain the following lemma.
Lemma 2.1. For system (1.9), the first order Melnikov function has the following form
M¯(h) =
√
1− hfn(
√
1− h) + g[n−1
2
](1− h)I10(h),
where fn and g[n−1
2
] are polynomials of degrees n and [
n−1
2
] respectively.
In the following we study the expansions of M¯(h) near h = 0, 1. By (2.14) and Lemma
2.1, the lemma below holds immediately.
Lemma 2.2. For system (1.9) the first order Melnikov function M¯(h) has the following
expansion near the homoclinic loop L0
M¯(h) = (
[n+1
2
]∑
i=1
b∗ih
i) lnh+
∑
j≥0
bjh
j, 0 < h≪ 1,
where for n = 2
b∗1 = −12( a+10 + b+01 + 2a+20 + b+11),
b0 = −a+10 − b+01 − 23 a+20 − 13 b+11 − 2 a+00 − 23 a+02 + 2a−00 − pi2a−10 − pi2 b−01 + 43a−20 − 32b−11 + 23a−02,
b1 = (
1
2
+ ln2) a+10 + (
1
2
+ ln2)b+01 + (2ln2− 1)a+20 + (ln2− 12) b+11 + a+00 + a+02 − a−00
+ pi
2
a−10 +
pi
2
b−01 − 2a−20 + b−11 − a−02,
b2 =
1
4
a+20 +
1
8
b+11 − 14 a+02 − 18 a+10 − 18 b+01 + 14 a+00 − 14a−00 + 12a−02 − 14b−11 + 14a−02,
· · · · · ·
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Noticing that in (2.15) ϕ0(u) ∈ Cw on R and is odd in u, we can write for |u| small
ϕ0(u) =
∞∑
i=0
ςiu
2i+1,
where ςi is a constant, i ≥ 0. Then, it follows from (2.15) for 1− h > 0 small
I10(h) = hϕ0
(√1− h
h
)
=
√
h(1− h)
∞∑
i=0
ςi(
1− h
h
)i ≡
√
1− hφ3(1− h), (2.21)
where φ3(u) ∈ Cw at u = 0. Following (2.21) and Lemma 2.1, we have
Lemma 2.3. For system (1.9) the first order Melnikov function M¯(h) has the following
expansion near the origin
M¯(h) =
√
1− h[ n∑
i=0
ci(1− h) i2 +
∑
j≥1
cn+j(1− h)[n2 ]+j
]
, 0 < 1− h≪ 1,
where for n = 2
c0 = 2(a
−
00 − a+00), c1 = −pi2 (a−10 + b−01),
c2 = −23(a+02 + b+01 + a+10 − 2a−20 + b−11 − a−02),
c3 = − 215(2a+20 + a+10 + b+11 + b+01), · · · · · ·
3 Proof of the main results
Proof of Theorem 1.1. (1) For simplicity, we let p± and q± in (1.8) satisfy
p±(x, y) =
n∑
i=0
a±i x
i, q±(x, y) ≡ 0, (3.1)
that is, p±(x, y) are univariate polynomials of the variable x. By (2.4) and (2.5), we have
I1(h) = 2a
+
0
√
1− h, p(x, y) =
n∑
i=1
a+i x
i,
From (1.6), the equation H+(x, y) = h
2
is equivalent to
2x− x2 = ω, (3.2)
where ω = 1 − h − y2. Consider equation (3.2) in x near x = 0. There is a unique C∞
solution
x = σ(ω) =
1
2
ω +O(ω2) ≡
∑
j≥1
gjω
j, (3.3)
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where
g1 =
1
2
, g2 =
1
8
, g3 =
1
16
, g4 =
5
128
, · · ·
Then, (3.3) implies that the arc ÂA1 can be represented by x = σ(ω) near the origin.
That is, in this case the function ψ(y, h) in (2.3) can be taken as x = σ(ω) with ω =
1− h− y2, 1− h > 0 small. Note that
p(σ(ω), y) =
n∑
i=1
a+i (σ(ω))
i =
∑
j≥1
p˜jω
j,
where p˜1 =
1
2
a+1 , p˜2 =
1
4
a+2 +
1
8
a+1 , · · · , p˜n = a
+
n
2n
+ L(a+1 , · · · , a+n−1), · · · , throughout this
paper L(·) denotes a linear combination. Then by (2.6), we have for 0 < 1− h≪ 1
I0(h) =
∑
j≥1
∫ √1−h
−√1−h
p˜jω
jdy
= 2
∑
j≥1
p˜j
∫ √1−h
0
(1− h− y2)jdy
=
√
1− h
∑
j≥1
p˜jBj(1− h)j,
where Bj = 2
∫ 1
0
(1− u2)jdu is a positive constant for j ≥ 1. Hence, by (2.3)
M+(
h
2
) = −(I0(h) + I1(h))
= −(√1− h∑
j≥1
p˜jBj(1− h)j + 2a+0
√
1− h)
≡
√
1− h
∑
j≥0
c∗j(1− h)j, for 0 < 1− h≪ 1,
(3.4)
where c∗j =
{ −2a+0 , j = 0,
−p˜jBj, j ≥ 1. Under (3.1), we also have from (2.19) and (2.20)
M−(
h
2
) = −
√
1− h
n∑
l=0
el(1− h) l2 , 0 < h < 1, (3.5)
where el = (−1)l+1a−l Γl+1,0, Γl+1,0 is a positive constant, 0 ≤ l ≤ n. Thus, by (1.10), (3.4)
and (3.5)
M¯(h) =
√
1− h[ n∑
i=0
ci(1− h) i2 +
∑
j≥1
cn+j(1− h)[n2 ]+j
]
, 0 < 1− h≪ 1, (3.6)
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with
c0 = c
∗
0 − e0 = −2a+0 + Γ10a−0 , c1 = −e1 = −Γ20a−1 ,
c2 = c
∗
1 − e2 = −
B1
2
a+1 + Γ30a
−
2 , c3 = −e3 = −Γ40a−3 , · · · · · ·
cn =

c∗n
2
− en = −
Bn
2
2
n
2
a+n
2
+ (−1)nΓn+1,0a−n + L(a+1 , · · · , a+n
2
−1), n even,
−en = (−1)nΓn+1,0a−n , n odd,
cn+1 = c
∗
[n
2
]+1 = −
B[n
2
]+1
2[
n
2
]+1
a+[n
2
]+1 + L(a
+
1 , · · · , a+[n
2
]),
· · · · · ·
c2n−[n
2
] = c
∗
n = −
Bn
2n
a+n + L(a
+
1 , · · · , a+n−1),
· · · · · ·
Following the formulas above, we have
∂(c0, c1, c2, · · · , cn, cn+1, · · · , c2n−[n
2
])
∂(a+0 , a
+
1 , · · · , a+[n
2
], a
+
[n
2
]+1, · · · , a+n , a−0 , a−1 , · · · , a−n )
=

−2 0 · · · 0 0 0 · · · 0 Γ10 0 · · · 0
0 0 · · · 0 0 0 · · · 0 0 −Γ20 · · · 0
0 −B12 · · · 0 0 0 · · · 0 0 0 · · · 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 ∗ · · · X∗ 0 0 · · · 0 0 0 · · · (−1)nΓn+1,0
0 ∗ · · · ∗ −B[n2 ]+1
2[
n
2 ]+1
0 · · · 0 0 0 · · · 0
0 ∗ · · · ∗ ∗ −B[n2 ]+2
2[
n
2 ]+2
· · · 0 0 0 · · · 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 ∗ · · · ∗ ∗ ∗ · · · −Bn2n 0 0 · · · 0

where
X∗ =
{
−Bn2
2
n
2
, n even,
0, n odd.
Clearly, the rank of this matrix is 2n− [n
2
] + 1, which means that ci, 0 ≤ i ≤ 2n− [n2 ] can
be chosen as free parameters such that 0 < |c0| ≪ |c1| ≪ |c2| ≪ · · · ≪ |cn| ≪ |cn+1| ≪
|cn+2| ≪ · · · ≪ |c2n−[n
2
]| ≪ 1, and cici+1 < 0, 0 ≤ i ≤ 2n − [n2 ] − 1. Hence, by (3.6), in
this case M¯(h) has 2n− [n
2
] positive simple zeros in (0, 1) near h = 1. Therefore, system
(1.9) can have 2n − [n
2
] (=n + [n+1
2
], n ≥ 1) limit cycles near the origin, which means
NHopf(n) ≥ n+ [n+12 ].
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(2) Here, we suppose p± and q± in (1.8) satisfy
p+(x, y) =
n∑
i=0
a+i y
i, q+(x, y) =
n∑
i=0
b+i y
i, p−(x, y) =
n∑
i=0
a−i x
i, q−(x, y) ≡ 0, (3.7)
where p+(x, y) and q+(x, y) are independent of x and p−(x, y) is independent of y . Then,
from (2.4) to (2.14), we have
p(x, y) = x
n∑
i=1
b+i iy
i−1 = x
n−1∑
j=0
p+0jy
j,
where
p+00 = b
+
1 , p
+
01 = 2b
+
2 , · · · , p+0,n−1 = nb+n . (3.8)
Moreover,
I1(h) =
√
1− h
[n
2
]∑
k=0
2a+2k
2k + 1
(1− h)k,
and
I0(h) =
n−1∑
j=0
p+0j
∫ √1−h
−√1−h
(1−
√
h+ y2)yjdy
= 2
[n−1
2
]∑
k=0
p+0,2k
∫ √1−h
0
(1−
√
h+ y2)y2kdy
= 2
[ [n−12 ]∑
k=0
p+0,2k
∫ √1−h
0
y2kdy −
[n−1
2
]∑
k=0
p+0,2k
∫ √1−h
0
√
h + y2y2kdy
]
= 2
[√
1− h
[n−1
2
]∑
k=0
p+0,2k
2k + 1
(1− h)k −
[n−1
2
]∑
k=0
p+0,2kI1k(h)
]
,
where I1k is given by (2.7). Hence by (2.3), (2.13), (2.14) and the above
M+(h
2
)
−2√1− h =
[n
2
]∑
k=0
a+2k
2k + 1
(1− h)k +
[n−1
2
]∑
k=0
p+0,2k
2k + 1
(1− h)k −
[n−1
2
]∑
k=0
p+0,2kψ
∗
k−1(h)
− (1− h)− 12
[n−1
2
]∑
k=0
p+0,2kβ
∗
kh
kI10(h)
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=[n
2
]∑
k=0
a+2k
2k + 1
(1− h)k +
[n−1
2
]∑
k=0
p+0,2k
2k + 1
(1− h)k −
[n−1
2
]∑
k=0
p+0,2kψ
∗
k−1(h)
− 1
2
[n−1
2
]∑
k=0
p+0,2kβ
∗
kh
k − 1
2
[n−1
2
]∑
k=0
p+0,2kβ
∗
kh
k+1(1− h)− 12 ln(1 +
√
1− h)
+
1
4
[n−1
2
]∑
k=0
p+0,2kβ
∗
k(1− h)−
1
2hk+1lnh
≡
∞∑
k=0
vkh
k +
∞∑
k=0
v∗kh
k+1lnh, for 0 < h≪ 1,
(3.9)
where
v0 = a
+
0 + L(a
+
2 , · · · , a+2[n
2
], p
+
00, · · · , p+0,2[n−1
2
]
),
v1 = −a
+
2
3
+ L(a+4 , · · · , a+2[n
2
], p
+
00, · · · , p+0,2[n−1
2
]
),
v2 =
a+4
5
+ L(a+6 , · · · , a+2[n
2
], p
+
00, · · · , p+0,2[n−1
2
]
), · · · · · ·
v[n
2
] =
a+2[n
2
]
2[n
2
] + 1
(−1)[n2 ] + L(p+00, · · · , p+0,2[n−1
2
]
),
v∗0 =
1
4
p+00, v
∗
1 =
1
4
p+02β
∗
1 + L(p
+
00),
v∗2 =
1
4
p+04β
∗
2 + L(p
+
00, p
+
02),
· · · · · ·
v∗
[n−1
2
]
=
1
4
p+
0,2[n−1
2
]
β∗
[n−1
2
]
+ L(p+00, p
+
02, · · · , p+0,2[n−1
2
]−2). (3.10)
Moreover, from (3.5) we have for 0 < h≪ 1
M−(h
2
)
−2√1− h =
1
2
n∑
l=0
el(1−h) l2 = 1
2
[ [n2 ]∑
i=0
e2i(1−h)i+
√
1− h
[n−1
2
]∑
j=0
e2j+1(1−h)j
] ≡ C1+C2,
(3.11)
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where
C1 =
1
2
[n
2
]∑
i=0
e2i(1− h)i = −12
[n
2
]∑
i=0
a−2iΓ2i+1,0(1− h)i
= L(a−0 , a
−
2 , · · · , a−2[n
2
]) + L(a
−
2 , a
−
4 , · · · , a−2[n
2
])h + · · · − 12a−2[n2 ]Γ2[n2 ]+1,0(−1)
[n
2
]h[
n
2
],
(3.12)
2C2 =
√
1− h
[n−1
2
]∑
j=0
e2j+1(1− h)j =
√
1− h
[n−1
2
]∑
j=0
a−2j+1Γ2j+2,0(1− h)j
=
√
1− h
[n−1
2
]∑
j=0
a−2j+1Γ2j+2,0
j∑
k=0
Ckj (−1)khk
=
√
1− h
[n−1
2
]∑
k=0
( [n−1
2
]∑
j=k
a−2j+1Γ2j+2,0C
k
j (−1)k
)
hk.
(3.13)
Let √
1− h =
∑
i≥0
µih
i, 0 < h≪ 1, (3.14)
where
µ0 = 1, µ1 = −1
2
, µi = −(2i− 3)!!
2i
, i ≥ 2. (3.15)
Denote
Dk =
[n−1
2
]∑
m=k
a−2m+1Γ2m+2,0C
k
m(−1)k, 0 ≤ k ≤ [
n− 1
2
]. (3.16)
Then, by (3.13), (3.14) and (3.16) we have
2C2 =
[n−1
2
]∑
i=0
(
i∑
j=0
µi−jDj)h
i +
∑
k≥1
( [n−12 ]∑
s=0
µk+sD[n−1
2
]−s
)
h[
n−1
2
]+k, 0 < h≪ 1. (3.17)
From (3.11), (3.12), (3.16) and (3.17), we get
M−(h
2
)
−2√1− h =
∑
i≥0
ωih
i, 0 < h≪ 1, (3.18)
where
16
ωi = L(a
−
0 , a
−
1 , · · · , a−n ), 0 ≤ i ≤ [n−12 ],
ω[n−1
2
]+1 =

1
2
n−1
2∑
s=0
µ1+sDn−1
2
−s, n odd,
1
2
n−2
2∑
s=0
µ1+sDn−2
2
−s +
(−1)n2 +1
2
Γn+1,0a
−
n , n even,
ω[n−1
2
]+k =
1
2
[n−1
2
]∑
s=0
µk+sD[n−1
2
]−s, k ≥ 2.
(3.19)
Hence, it follows from (3.9) and (3.18) that
M(h
2
)
−2√1− h =
∑
i≥0
(v˜ih
i + v∗i h
i+1lnh), 0 < h≪ 1, (3.20)
where by (3.10) and (3.19)
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v˜0 = a
+
0 + L(a
+
2 , · · · , a+2[n
2
], p
+
00, · · · , p+0,2[n−1
2
]
) + L(a−0 , a
−
1 , · · · , a−n ),
v∗0 =
1
4
p+00,
v˜1 = −a
+
2
3
+ L(a+4 , · · · , a+2[n
2
], p
+
00, · · · , p+0,2[n−1
2
]
) + L(a−0 , a
−
1 , · · · , a−n ),
v∗1 =
1
4
p+02β
∗
1 + L(p
+
00),
· · · · · ·
v˜[n−1
2
] =

a+n−1
n
(−1)n−12 + L(p+00, p+02, · · · , p+0,n−1) + L(a−0 , a−1 , · · · , a−n ), n odd,
a+n−2
n−1 (−1)
n
2
−1 + L(a+n , p
+
00, p
+
02, · · · , p+0,n−2) + L(a−0 , a−1 , · · · , a−n ), n even,
v∗
[n−1
2
]
= 1
4
p+
0,2[n−1
2
]
β∗
[n−1
2
]
+ L(p+00, p
+
02, · · · , p+0,2[n−1
2
]−2),
v˜[n−1
2
]+1 =

1
2
n−1
2∑
s=0
µ1+sDn−1
2
−s + L(p
+
00, p
+
02, · · · , p+0,n−1), n odd,
a+n
n+1
(−1)n2 + L(p+00, p+02, · · · , p+0,n−2) + L(a−n , a−1 , a−3 , · · · , a−n−1), n even,
v∗
[n−1
2
]+i
= O(|v∗0, v∗1, · · · , v∗[n−1
2
]
|), i ≥ 1, (obtained by (3.9) and (3.10)),
v˜[n−1
2
]+j =
1
2
[n−1
2
]∑
s=0
µj+sD[n−1
2
]−s + L(p
+
00, p
+
02, · · · , p+0,2[n−1
2
]
), j ≥ 2.
(3.21)
If n is odd, by the formulas of v˜[n−1
2
]+j, j ≥ 1 in the above and Dk, 0 ≤ k ≤ [n−12 ] in
(3.16) we have
v˜n−1
2
+j =
1
2
n−1
2∑
s=0
µj+sDn−1
2
−s + L(p
+
00, p
+
02, · · · , p+0,n−1)
= 1
2
n−1
2∑
s=0
n−1
2∑
m=n−1
2
−s
µj+sa
−
2m+1Γ2m+2,0C
n−1
2
−s
m (−1)n−12 −s + L(p+00, p+02, · · · , p+0,n−1)
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= 1
2
n−1
2∑
m=0
( n−1
2∑
s=n−1
2
−m
µj+sΓ2m+2,0C
n−1
2
−s
m (−1)n−12 −s
)
a−2m+1 + L(p
+
00, p
+
02, · · · , p+0,n−1)
= 1
2
n−1
2∑
m=0
( m∑
t=0
µj+n−1
2
−tΓ2m+2,0C
t
m(−1)t
)
a−2m+1 + L(p
+
00, p
+
02, · · · , p+0,n−1),
(3.22)
where j ≥ 1. For 1 ≤ j ≤ n+1
2
, it follows from (3.22)
A1 ≡
∂(v˜n−1
2
+1, v˜n−1
2
+2, · · · , v˜n)
∂(a−1 , a
−
3 , · · · , a−n−2, a−n )
(3.23)
=

1
2
µ1+n−1
2
Γ20
1
2
1∑
t=0
µ1+n−1
2
−tΓ40C
t
1(−1)t · · · 12
n−1
2∑
t=0
µ1+n−1
2
−tΓn+1,0C
t
n−1
2
(−1)t
1
2
µ2+n−1
2
Γ20
1
2
1∑
t=0
µ2+n−1
2
−tΓ40C
t
1(−1)t · · · 12
n−1
2∑
t=0
µ2+n−1
2
−tΓn+1,0C
t
n−1
2
(−1)t
· · · · · · · · · · · ·
1
2
µnΓ20
1
2
1∑
t=0
µn−tΓ40Ct1(−1)t · · · 12
n−1
2∑
t=0
µn−tΓn+1,0Ctn−1
2
(−1)t

.
Let ci denote the ith column of A1, a × ci (or ci/a) indicate multiplying (or dividing)
each element of the ith column by a, and ci+ b× cj indicate that each element of the jth
column times b adds to the according element of the ith column, a and b are constants.
We make elementary transformations to A1 with the following steps
S1. ci/(
1
2
Γ2i,0), i = 1, 2, · · · , n+12 .
S2. ci + (−1)× c1, i = 2, 3, · · · , n+12 .
S3. ci + (−C1i−1)× c2, i = 3, 4, · · · , n+12 ; (−1)× c2.
· · · · · ·
Sn+1
2
. cn+1
2
+ (−n−1
2
)× cn−1
2
, cn−1
2
/(−1)n−32 and cn+1
2
/(−1)n−12 .
Then A1 becomes
A˜1 ≡

µn−1
2
+1 µn−1
2
· · · µ2 µ1
µn−1
2
+2 µn−1
2
+1 · · · µ3 µ2
· · · · · · · · · · · · · · ·
µn µn−1 · · · µn−1
2
+2 µn−1
2
+1
 . (3.24)
By (3.15), we can prove Rank(A˜1) =
n+1
2
. See Appendix for the proof. Therefore, by
using (3.21) and (3.24) we obtain
∂(v˜0, v˜1, · · · , v˜n−1
2
, v∗0, v
∗
1, · · · , v∗n−1
2
, v˜n−1
2
+1, · · · , v˜n)
∂(a+0 , a
+
2 , · · · , a+n−1, p+00, p+02, · · · , p+0,n−1, a−1 , a−3 , · · · , a−n , a−0 , a−2 , · · · , a−n−1)
=
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
1 ∗ · · · ∗ ∗ ∗ · · · ∗ ∗ ∗ · · · ∗ ∗ ∗ · · · ∗
0 −13 · · · ∗ ∗ ∗ · · · ∗ ∗ ∗ · · · ∗ ∗ ∗ · · · ∗
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 · · · (−1)
n−1
2
n
∗ ∗ · · · ∗ ∗ ∗ · · · ∗ ∗ ∗ · · · ∗
0 0 · · · 0 14 0 · · · 0 0 0 · · · 0 0 0 · · · 0
0 0 · · · 0 ∗ β∗14 · · · 0 0 0 · · · 0 0 0 · · · 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 · · · 0 ∗ ∗ · · ·
β∗n−1
2
4 0 0 · · · 0 0 0 · · · 0
0 0 · · · 0 ∗ ∗ · · · ∗ 0 0 · · · 0
· · · · · · · · · · · · · · · · · · · · · · · · A1 · · · · · · · · · · · ·
0 0 · · · 0 ∗ ∗ · · · ∗ 0 0 · · · 0

It is easy to see that the rank of this matrix is n + n−1
2
+ 2. Thus, we can choose
v˜0, v
∗
0, v˜1, v
∗
1, · · · , v˜n−1
2
, v∗n−1
2
, v˜n−1
2
+1 · · · , v˜n as free parameters such that
0 < v˜0 ≪ v∗0 ≪ v˜1 ≪ v∗1 ≪ · · · ≪ v˜n−1
2
≪ v∗n−1
2
≪ v˜n−1
2
+1 ≪ −v˜n−1
2
+2 ≪ · · · ≪ (−1)
n−1
2 v˜n ≪ 1,
or
0 < −v˜0 ≪ −v∗0 ≪ −v˜1 ≪ −v∗1 ≪ · · · ≪ −v˜n−1
2
≪ −v∗n−1
2
≪ −v˜n−1
2
+1 ≪ v˜n−1
2
+2 ≪ · · · ≪ (−1)
n+1
2 v˜n ≪ 1.
Note that in (3.21)
v∗n−1
2
+i
= O(|v∗0, v∗1, · · · , v∗n−1
2
|), i ≥ 1.
Then, by (3.20) M¯(h) has n + n+1
2
positive simple zeros near h = 0. Hence, system (1.1)
can have n+ n+1
2
(= n+ [n+1
2
] with n odd) limit cycles near the homoclinic loop L0.
If n is even, by using the same method as above, we get the rank of the following matrix
∂(v˜0, v˜1, · · · , v˜n−2
2
, v˜n
2
, v∗0, v
∗
1, · · · , v∗n−2
2
, v˜n
2
+1, v˜n
2
+2, · · · , v˜n)
∂(a+0 , a
+
2 , · · · , a+n , p+00, p+02, · · · , p+0,n−2, a−1 , a−3 , · · · , a−n−1, a−0 , a−2 , · · · , a−n )
is n+ 1 + n
2
, which means this matrix has a full rank in row. Thus, we can choose
0 < v˜0 ≪ v∗0 ≪ v˜1 ≪ v∗1 ≪ · · · ≪ v˜n−2
2
≪ v∗n−2
2
≪ v˜n
2
≪ −v˜n
2
+1 ≪ · · · ≪ (−1)n2 v˜n ≪ 1,
or
0 < −v˜0 ≪ −v∗0 ≪ −v˜1 ≪ −v∗1 ≪ · · · ≪ −v˜n−2
2
≪ −v∗n−2
2
≪ −v˜n
2
≪ v˜n
2
+1 ≪ · · · ≪ (−1)n2+1v˜n ≪ 1.
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Also by (3.20) and v∗n−2
2
+i
= O(|v∗0, v∗1, · · · , v∗n−2
2
|), i ≥ 1, the function M¯(h) has n + n
2
(= n + [n+1
2
] with n even) positive simple zeros satisfying 0 < h ≪ 1. Therefore, system
(1.9) can also have n + [n+1
2
] limit cycles near the homoclinic loop L0 in this case. That
is, Nhomoc(n) ≥ n+ [n+12 ]. The proof ends.
Proof of Theorem 1.2. By Theorem 1.1, it suffices to prove that Z(n) ≤ n + [n+1
2
]
for n = 1, 2, 3 and 4.
Let n = 1. Then by Lemma 2.1 and (2.15)
M¯(h) = A
√
1− h+B(1− h) + Chϕ0
(√1− h
h
)
.
where A,B,C are constants. We have
M¯(h) =
√
1− h[A+Bλ+ Cϕ1(λ)],
where λ =
√
1− h ∈ (0, 1), and ϕ1(λ) = 1−λ2λ ϕ0
(
λ√
1−λ2
)
. Note that(
ϕ0
( λ√
1− λ2
))′
=
1
(1− λ2)2 .
It is direct that
[ϕ1(λ)]
′ = −(1 + λ−2)ϕ0
( λ√
1− λ2
)
+
1
λ(1− λ2) ,
and
[ϕ1(λ)]
′′ =
2
λ3
[ϕ0
( λ√
1− λ2
)
− λ
1− λ2 ].
Note that λ
1−λ2 = u
√
1 + u2 if u = λ√
1−λ2 . We have ϕ0(u) < u
√
1 + u2 since (ϕ0(u) −
u
√
1 + u2)′ < 0 for u > 0. Therefore [ϕ1(λ)]′′ < 0, which implies that M¯(h) has at most
two simple zeros in the interval (0, 1). That is, Z(1) ≤ 2.
For the case of n = 2, it follows from Lemma 2.1 and (2.15) that
M¯(h) =
√
1− h[A1 + A2λ+ A3λ2 + A4ϕ1(λ)],
where λ =
√
1− h ∈ (0, 1), A1, A2, A3 and A4 are constants. By simple computation, we
get [
ϕ1(λ)
]′′′
= − 6
λ4
[
ϕ0
( λ√
1− λ2
)
+
λ(4λ2 − 3)
3(1− λ2)2
]
< 0,
since [
ϕ0
( λ√
1− λ2
)
+
λ(4λ2 − 3)
3(1− λ2)2
]′
=
1
(1− λ2)2 > 0.
Hence, M¯(h) has at most three simple zeros in the interval (0,1). This means Z(2) ≤ 3.
For n = 3, we have
M¯(h) =
√
1− h
[
A0 + A1λ+ A2λ
2 + A3λ
3 + (B0 +B1λ
2)ϕ1(λ)
]
≡ √1− hM1(λ).
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Hence,
M
(4)
1 (λ) = 12B1ϕ
′′
1(λ) + 8B1λϕ
′′′
1 (λ) + (B0 +B1λ
2)ϕ
(4)
1 (λ)
= B1
(
12ϕ′′1(λ) + 8λϕ
′′′
1 (λ) + λ
2ϕ
(4)
1 (λ)
)
+B0ϕ
(4)
1 (λ).
We can find
ϕ
(4)
1 (λ) =
24
λ5
[
ϕ0
( λ√
1− λ2
)
− λ(5λ
4 − 7λ2 + 3)
3(1− λ2)3
]
,
and
12ϕ′′1(λ) + 8λϕ
′′′
1 (λ) + λ
2ϕ
(4)
1 (λ) = −
8
(1− λ2)3 .
Thus,
M
(4)
1 (λ) =
1
(1− λ2)3 [−8B1 +B0(1− λ
2)3ϕ
(4)
1 (λ)] ≡
1
(1− λ2)3M2(λ).
Since(
(1− λ2)3ϕ(4)1 (λ)
)′
= −24(1− λ
2)2(λ2 + 5)
λ6
[
ϕ0
( λ√
1− λ2
)
+
λ(17λ2 − 15)
3(1− λ2)2(λ2 + 5)
]
and [
ϕ0
( λ√
1− λ2
)
+
λ(17λ2 − 15)
3(1− λ2)2(λ2 + 5)
]′
=
16λ6
(1− λ2)3(5 + λ2)2 > 0, (3.25)
we have for λ ∈ (0, 1)
M ′2(λ) 6= 0 if B0 6= 0.
Therefore, M¯(h) has at most 5 zeros in the interval (0,1) for this case. It follows that
Z(3) ≤ 5.
For n = 4, by using the same method above, we have
M¯(h) =
√
1− h
[
A0 + A1λ+ A2λ
2 + A3λ
3 + A4λ
4 + (B0 +B1λ
2)ϕ1(λ)
]
≡ √1− hM3(λ),
(3.26)
and
M
(5)
3 (λ) = 20B1ϕ
′′′
1 (λ) + 10B1λϕ
(4)
1 (λ) + (B0 +B1λ
2)ϕ
(5)
1 (λ)
= B1
(
20ϕ′′′1 (λ) + 10λϕ
(4)
1 (λ) + λ
2ϕ
(5)
1 (λ)
)
+B0ϕ
(5)
1 (λ),
where
ϕ
(5)
1 (λ) = −
120
λ6
[
ϕ0
( λ√
1− λ2
)
+
λ(30λ6 − 59λ4 + 50λ2 − 15)
15(1− λ2)4
]
,
and
20ϕ′′′1 (λ) + 10λϕ
(4)
1 (λ) + λ
2ϕ
(5)
1 (λ) = −
48λ
(1 − λ2)4 .
Thus,
M
(5)
3 (λ) =
λ
(1− λ2)4
[
− 48B1 +B0 (1− λ
2)4
λ
ϕ
(5)
1 (λ)
]
. (3.27)
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Noting that [(1− λ2)4
λ
ϕ
(5)
1 (λ)
]′
= −960(7− λ
2)(1− λ2)2
λ9
M4(λ),
where
M4(λ) = ϕ0
( λ√
1− λ2
)
+
λ(48λ4 − 155λ2 + 105)
15(λ2 − 7)(1− λ2)2 ,
we have [(1− λ2)4
λ
ϕ
(5)
1 (λ)
]′
< 0 (3.28)
since
M4(0) = 0, M
′
4(λ) =
16λ8(1− λ2)
5(1− λ2)4(7− λ2)2 > 0.
Therefore, by (3.26), (3.27) and (3.28), M¯(h) has at most 6 simple zeros in the interval
(0,1), which yields Z(4) ≤ 6. The proof ends.
Proof of Theorem 1.3. Following Theorem 1.1, we only need to prove Z(n) ≤
2n + [n+1
2
], n ≥ 5. We give the proof using the same method as in [11]. Let λ =√
1− h, h ∈ (0, 1). Then by (2.15) and Lemma 2.1, it follows that
M¯(h) =
√
1− hfn(
√
1− h) + g[n−1
2
](1− h)I10(h)
= λfn(λ) + (1− λ2)g[n−1
2
](λ
2)ϕ0
(
λ√
1−λ2
)
= λfn(λ) + u(λ)ϕ0
(
λ√
1−λ2
)
≡M∗(λ),
where u(λ) = (1− λ2)u0, u0 = g[n−1
2
](λ
2). Hence,
F ≡ d
dλ
(M∗(λ)
u
)
=
(λfn(λ)
u
+ ϕ0
( λ√
1− λ2
))′
=
ϑ(λ)
u20(1− λ2)2
,
with
ϑ(λ) = (λfn)
′u− λfnu′ + u20. (3.29)
By (3.29) and degree(u)=2[n+1
2
], we find that the coefficient of the term of ϑ(λ) of degree
n+2[n+1
2
] vanishes if n is odd. Thus, degree(ϑ)≤ n+2[n+1
2
]−1 if n is odd, and degree(ϑ)≤
n + 2[n+1
2
] if n is even. That is, degree(ϑ)≤ 2n. Let I = (0, 1). Using notation ♯{λ ∈
I|f(λ) = 0} to indicate the number of zeros of the function f in the interval I taking into
account their multiplicities, we have
♯{λ ∈ I|u(λ) = 0} ≤ [n− 1
2
], ♯{λ ∈ I|ϑ(λ) = 0} ≤ 2n.
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Therefore,
♯{λ ∈ I|M∗(λ) = 0} ≤ ♯{λ ∈ I|u = 0}+ ♯{λ ∈ I|F = 0, u 6= 0}+ 1
≤ ♯{λ ∈ I|u = 0}+ ♯{λ ∈ I|ϑ(λ) = 0}+ 1
≤ 2n+ [n + 1
2
].
The proof is completed.
Appendix
The proof of Rank(A˜1) =
n+1
2
(for n odd). For simplicity, we take n = 7 for
example, since the method used here can be generalized for any n ≥ 1. Thus, by (3.15)
and (3.24),
A˜1 =

−5!!/24 −3!!/23 −1/22 −1/2
−7!!/25 −5!!/24 −3!!/23 −1/22
−9!!/26 −7!!/25 −5!!/24 −3!!/23
−11!!/27 −9!!/26 −7!!/25 −5!!/24
 .
Let ri(ci) denote the ith row(column) of A˜1 for i = 1, 2, 3, 4. Now we making elementary
transformations to A˜1. Multiplying ri by −2i for i = 1, 2, 3, 4, and cj by 24−j for j = 1, 2, 3,
gives
A˜1 ∼ A¯1 ≡

5!! 3!! 1 1
7!! 5!! 3!! 1
9!! 7!! 5!! 3!!
11!! 9!! 7!! 5!!
 .
Further, for A¯1, by adding ri times −(2i − 1) to ri+1 for i = 3, 2, 1, and dividing cj by
2(4− j) for j = 1, 2, 3, we have
A¯1 ∼

∗ ∗ ∗ 1
5!! 3!! 1 0
7!! 5!! 3!! 0
9!! 7!! 5!! 0
 .
Using the same method as above, we also have
∗ ∗ ∗ 1
5!! 3!! 1 0
7!! 5!! 3!! 0
9!! 7!! 5!! 0
 ∼

∗ ∗ ∗ 1
∗ ∗ 1 0
5!! 3!! 0 0
7!! 5!! 0 0
 ∼

∗ ∗ ∗ 1
∗ ∗ 1 0
∗ 1 0 0
5!! 0 0 0
 .
Therefore, Rank(A˜1) = 4. The proof ends.
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