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ABSTRACT 
The auditory system is a fascinating sensory system capable of detecting many 
different sound cues. The first step in processing of sound information occurs within the 
nuclei in the auditory brain stem. The medial nucleus of the trapezoid body (MNTB) is an 
auditory nucleus that plays an important role in sound processing in the mammalian 
brain. MNTB neurons are well known for their prominent excitatory inputs, mediated by 
the giant synapse, the calyx of Held. Interestingly, the same neurons also receive 
prominent inhibitory inputs that are comparable to the excitatory calyx, in terms of 
synaptic strength. However, the functional role these inhibitory inputs play in synaptic 
integration at MNTB neurons is not well understood.  
The research in this dissertation characterizes the physiological and functional 
properties of inhibition to MNTB using standard electrophysiological methods in brain 
slices and, for the first time, under conditions that closely mimic the activity levels in 
vivo. The data presented here show that the inhibitory inputs to MNTB principal cells are 
largely mediated by a fast and phasic glycinergic component, which can sustain 
prolonged high levels of activity.  Furthermore, the inhibitory currents persisted when 
challenged with high-frequency stimulus patterns that more closely mimicked the 
electrical properties of the auditory brainstem circuit. Even under these circumstances, 
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the inhibitory currents could maintain their large conductances and fast decays; they even 
showed substantial facilitation under certain conditions. Additionally, the inhibition was 
mediated by a relatively small number of input fibers.  
Collectively, the data presented here suggest that inhibitory inputs shape the 
responses of MNTB neurons during physiologically relevant situations, and thus, should 
to be considered when attempting to understand the mechanisms underlying processing 
of auditory information. 
 
The form and content of this abstract are approved.  I recommend its publication. 
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CHAPTER I  
INTRODUCTION 
1.1 THE AUDITORY SYSTEM 
 
The auditory system is the sensory system for hearing. It is designed to analyze 
the auditory scene including the identification of the content (the “what”) and the location 
(the “where”) of sounds. Many mammals rely heavily on the auditory system, which 
allows them to locate and identify sounds in their environment very efficiently and with 
high accuracy. Sound localization has always been an important element for the 
interaction between predators and prey. Spatial hearing is also involved in species-
specific communication and allows for the filtering of relevant signals in a noisy 
environment. This “focused” listening is an especially important feature for human 
communication, enabling us to listen selectively to a speaker in a crowd or even in a 
closed room with many interfering sound signals, which is also known as the “cocktail 
party effect” (Blauert, 1997). In humans, communication has become a dominant 
function of the auditory system since we are capable of learning and using language.  
The mechanisms of sound localization are highly complex. In the peripheral 
auditory system, sound frequencies and intensities can be detected, but there is no direct 
mechanism to locate the source of sound immediately (Yin, 2002). Therefore, location 
must be computed centrally by using the information coming from three different 
acoustical cues. To define the azimuth of sound, mammals use mainly the interaural time 
difference (ITD) for low frequency sound and the interaural level difference (ILD) for 
high frequency sounds (Rayleigh, 1907; Wightman and Kistler, 1992; Irvine, 1987). The 
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ITD arises from the fact that the head spatially separates both ears. If one ear is turned 
more towards the source of a sound, then this sound will reach the closer ear first. The 
sound requires a certain time to reach the other ear depending on the size of the head and 
the angle of the incoming sound. This time difference can be detected by the auditory 
system as ITD. In contrast, ILDs are differences in the sound pressure level between both 
ears. If an acoustic signal is approaching more from one side, the head reflects a portion 
of the sound and therefore reduces the sound intensity on the opposite ear, so it will be 
experienced louder in the ear facing the sound source. This cue is predominating if the 
wavelength of the sound is smaller than the diameter of the head. In this situation, the far 
ear will experience less sound intensity due to the “acoustic shadow” created by the head 
(Lord Rayleigh, 1877; Irvine, 1987; Tollin and Koka, 2009; Koka et al., 2011). 
Besides these binaural mechanisms, the pinnae produce monaural spectral shape 
cues, which provide information about the location of sound in the vertical plane and 
whether the sound is coming from the front or from behind the listener (Heffner et al., 
1996; Tollin and Yin, 2003). 
In order to detect and process these cues for sound localization mentioned above 
and also to extract additional information from sound, the ability for extremely high 
temporal resolution is a crucial feature of the auditory system; it is capable of resolving 
temporal cues in the range of milli- and even microseconds (Trussel, 1999; Oertel, 1999; 
Grothe and Klump, 2000). 
The auditory systems of various species are differentially specialized to certain 
frequency ranges resulting in varied development of the systems processing ITD and ILD 
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cues. Therefore the choice of the proper animal model for studies of specific nuclei in the 
brain stem is crucial.  
The Mongolian gerbil (Meriones unguiculatus) provides a suitable model to study 
the auditory system of a mammal, having an audiogram comparable to that of humans up 
to about 10 kHz (Ryan, 1976; Zwicker and Fastl, 1990). Though the audiograms of both 
species differ at higher frequencies, the region of similarity includes the frequency range 
important for human speech between 300 Hz and 5 kHz. Compared to gerbils and 
humans, mice and rats have much higher hearing thresholds below 4 kHz (see Figure 1.1; 
Kelly and Masterton, 1977; Radziwon et al., 2009). Therefore I preferentially used 
gerbils for my studies. Only for some experiments involving animals older than four 
weeks it was necessary to switch to mice for technical reasons (see Chapter II).  
 
 
Figure 1.1: Audiograms from different species. Humans (black circles) show the 
lowest thresholds at low frequencies. The audiogram of gerbils (black triangle) is similar 
to the human audiogram up to about 10 kHz but shows lower thresholds at higher 
frequencies. Rats (white circle) and mice (white triangle) are specialized to higher 
frequencies. Figure adapted from Gleich and Strutz, 2012.  
 
 4 
The auditory system undergoes substantial developmental changes. In general, 
development is first completed at the level of the ear and cochlea, followed by the lower 
brainstem, and then by higher brain regions (Angulo et al., 1990; Moore and Linthicum, 
2007). Many morphological and functional changes during maturation have been 
described in the auditory brainstem (Friauf, 1992; Rubel et al., 1998). Rodents like 
gerbils and rats start to hear around the 12th postnatal day (p12; Woolf and Ryan, 1984; 
Rübsamen and Lippe; 1994). While the basic functions and circuits are developed by that 
time, there are further activity-dependent adaptations and refinements (Kim and Kandler, 
2003; Kandler and Gillespie, 2005). In order to make the results of my studies as relevant 
as possible for the general understanding of sound processing —and eventually for sound 
processing in humans— it was a requirement to work with animals which were already 
capable of hearing. Therefore the age of the experimental animals was between p12 and 
p18, and in some cases even older. 
 
1.2 AUDITORY BRAINSTEM NUCLEI  
 
My dissertation focuses on a specific nucleus in the auditory brainstem, the 
medial nucleus of the trapezoid body (MNTB). The importance of the MNTB for sound 
processing and especially its involvement in sound localization will be outlined in the 
following. 
 The auditory brainstem is the area where the information about perceived sound 
enters the central nervous system. Nerve fibers of the auditory nerve innervate the 
cochlear nucleus (CN) where different types of neurons are located. These specialized 
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neurons have specific and unique firing properties allowing them to extract certain 
aspects of the sound information. The neurons in the CN are the starting point of several 
parallel pathways of sound processing (Rhode and Smith, 1986; Liberman 1991 and 
1993; Oertel 1999). The lateral superior olive (LSO) and the medial superior olive (MSO) 
are two nuclei of special interest for the localization of sound sources because they are 
strongly involved in processing the two major binaural cues for sound localization: ILD 
and ITD. Due to their importance for sound localization these two nuclei shall be briefly 
described below, as well as the MNTB which sends inhibitory projections to LSO and 
MSO. 
 
1.2.1 Lateral superior olive (LSO) 
The detection of ILD is considered to take place in the LSO. The information 
about the intensity of incoming sound from both ears is processed in this nucleus. LSO 
cells receive excitatory inputs from spherical bushy cells in the ipsilateral anteroventral 
cochlear nucleus (aVCN) providing sound information perceived by the ipsilateral ear. 
Information about the sound reaching the other (contralateral) ear is sent to the LSO as 
inhibition. The globular bushy cells in the contralateral aVCN form excitatory afferents, 
which innervate the ipsilateral MNTB. The neurons in the MNTB convert the excitatory 
input into inhibitory output, which then inhibits cells in the LSO on the same side of the 





Figure 1.2: Schematic cross-section of the auditory brainstem. The LSO receives 
excitatory inputs from the ipsilateral VCN and inhibition from the contralateral VCN via 
the MNTB. The special design allows for the computation of ILD. 
 
 
The interaction between excitatory and inhibitory inputs to the LSO leads to the 
following effect: sounds at the ipsilateral ear will enhance neuronal firing in the LSO 
while sounds at the contralateral ear inhibit firing. The relationship between inputs from 
both ears and the output of the LSO can be displayed as a sigmoidal function (Figure 
1.3). 
 
   
Figure 1.3: Sigmoidal spike 
rate curve for different input 
intensities from both sides. 
Differences in the intensity of 
inputs from the ipsilateral side 
(excitatory) and the contralateral 
side (inhibitory) result in a 
sigmoidal ILD function. Sound 
from the ipsilateral side 
enhances spike rates while sound 
from the contralateral side 
decreases spike rates. 
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There is strong evidence that the output of the LSO codes for the ILD and that the 
LSO is the initial ILD processor (Caird and Klinke, 1983; Tollin, 2003). 
The LSO sends projections to the dorsal and the intermediate nucleus of the 
lateral lemniscus (DNLL, INLL) and the inferior colliculus (IC) in the midbrain 
(Glendenning and Masterton, 1983).  
 
1.2.2 Medial superior olive (MSO) 
 The MSO is the physiological structure where ITDs are initially detected. MSO 
principal cells have a bipolar structure with two thick main dendritic arbors with a length 
of approximately 100-200µm. These dendritic arbors receive excitatory glutamatergic 
inputs from the ipsilateral and contralateral aVCN (Cant and Casseday,1986; Smith, 
1995; Rautenberg et al., 2009). The number of projections from the aVCN is low and 
ranges between two and four axons per side (Couchman et al., 2010). These projections 
provide information about incoming sound signals phase locked to the sound pattern up 
to approximately 2-3 kHz (Joris et al., 1994). MSO principal cells act as coincidence 
detectors computing the inputs from both ears with an extremely high resolution on 
microsecond timescales (Jeffress, 1948; Grothe, 2003). Furthermore, the cells in the 
MSO receive time precise glycinergic inhibition from the MNTB and the lateral nucleus 
of the trapezoid body (LNTB; Cant and Hyson, 1992; Grothe and Sanes, 1993). This 
inhibition tunes the ITD sensitivity of MSO neurons to the physiologically relevant 
range, which is determined by the head size (Brand et al., 2002).  
The processed information is then mainly sent from the MSO to the IC via 




Figure 1.4: Schematic cross-section of the auditory brainstem showing inputs to the 
MSO. It receives excitatory inputs from the VCN of both sides and inhibition from the 
contralateral VCN via the MNTB.  
 
 Both nuclei described above receive inhibitory inputs from the MNTB. While the 
LSO is inhibited by MNTB neurons in order to compute ILDs, the MNTB’s role within 
the MSO is tuning the sensitivity to ITDs. The involvement of the MNTB in detecting 
two major cues for sound localization emphasizes the importance of studying the 
properties of this nucleus. 
 
1.2.3 Medial nucleus of the trapezoid body (MNTB) 
One auditory brainstem nucleus of major interest for studying synaptic 
transmission is the medial nucleus of the trapezoid body (MNTB) due to its unique 
properties. The dominant cell type in the MNTB, the principal cells, receive inputs from 
the globular bushy cells (GBCs) in the contralateral anterior ventral cochlear nucleus 
(aVCN). These cells are characterized by very precise phase locking and project 
exceptionally thick axons to the MNTB (Harrison, 1962; Joris, 1994) where every GBC 
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forms one or two giant synapses, the calyces of Held (Held, 1893; Tolbert, 1982; Smith at 
al., 1991; Kuwabara, 1991a and 1991b).  
The extraordinary size and the location of these synapses make it possible to 
perform pre- and postsynaptic recordings at the same time. This feature along with the 
fact that almost every MNTB principal cell is innervated by a single calyx make the 
MNTB an appropriate model to study synaptic transmission in vitro (Forsythe, 1994; 
Borst et al., 1995; von Gersdorff et al., 1997) and in vivo (Guinan and Li, 1990; Kopp-
Scheinpflug et al., 2003). In vitro, large excitatory postsynaptic currents (EPSCs) can be 
observed when the calyx is activated (Borst et al., 1995, Sakaba and Neher, 2001; 
Hermann et al., 2007). The simulation of spontaneous background activity (see Chapter 
1.3) reduces the magnitude of these EPSCs significantly, but they are still in the 
nanoampere range (Hermann et al., 2007).  
 
                     
Figure 1.4: Schematic illustration of an MNTB principal cell. The calyx of Held 
enclosing large parts of the surface of an MNTB principal cell. Inhibitory inputs synapse 
on the soma with smaller but numerous buotons. 
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The MNTB itself acts as a sign-inverter and sends out inhibitory, glycinergic 
projections to several nuclei in the auditory brainstem, such as the lateral and the medial 
superior olivary nuclei (LSO and MSO), the ventral nucleus of the lateral lemniscus 
(VNLL) and the superior paraolivary nucleus (SPN; Smith et al., 1998; Thompson and 
Schofield, 2000). As mentioned above, the numerous interactions of the MNTB with 
other auditory nuclei and pathways make the comprehension of the MNTB’s properties 
critical to our understanding of auditory brainstem processing.  
 The anatomical and physiological design of the MNTB allows for extremely fast 
and time precise transmission even at high frequencies. These properties include a high 
number of release sites, strong postsynaptic currents, a large vesicle pool, a rapid 
clearance of neurotransmitter from the synaptic cleft, postsynaptic receptors with fast 
kinetics, and a high input resistance of the principal cells (e.g. Borst and Sakmann, 1996; 
Trussel, 1997; Schneggenburger et al., 1999; Taschenberger et al., 2002; Borst and van 
Hoeve, 2012). The glutamatergic excitation to MNTB principal cells via the calyx of 
Held is well characterized and the properties mentioned above suggest that the MNTB is 
a failsafe relay of high fidelity. Inconsistent with that view is the fact that MNTB 
principal cells also receive inhibitory inputs. Anatomical studies showed the presence of 
boutons containing glycine which form synapses with the cell body of MNTB principal 
cells (Lu et al., 2008). There are glycinergic inhibitory inputs, as it has been demonstrated 
both in-vitro and in–vivo (Banks and Smith, 1992; Awatramani et al., 2004; Kopp-
Scheinpflug et al., 2008), as well as GABAergic inputs and such which release both 
inhibitory neurotransmitters (Awatramani, et al., 2005; Lu et al., 2008). The contribution 
of both neurotransmitters to the inhibition to MNTB cells varies strongly with age and 
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glycine becomes the dominant inhibitory neurotransmitter in mature animals 
(Awatramani et al., 2005).  
In conductance clamp experiments, the glycinergic inhibition is strong enough to 
block spiking of MNTB neurons triggered by glutamate released from the calyx of Held 
(Awatramani et al., 2004). These findings are supported by in vivo recordings, which 
revealed some evidence for inhibition such as amplitude reduction and observation of 
spike failures in postsynaptic neurons (Guinan and Li, 1990; Kopp-Scheinpflug et al., 
2003 and 2008). The presence of such postsynaptic failures could also be observed in in 
vitro experiments when spontaneous background activity was simulated (Hermann, 
2007). Since the design of the calyx of Held allows for fast and reliable signal 
transmission (see above), the occurrence of failures suggests the involvement of 
inhibitory modulation. 
 Yet, the role of this inhibition in sound processing is still unknown and other 
studies showed secure and reliable signal transmission with no evidence for actions of 
inhibition (Mc Laughlin et al., 2008) or only rare failures (Englitz et al., 2009). Certainly, 
further research is needed in this interesting area of the auditory system.   
 
1.3 SPONTANEOUS BACKGROUND ACTIVITY  
IN THE AUDITORY SYSTEM 
 
One characteristic feature of the auditory system is the presence of a spontaneous 
background activity deriving from the hair cells in the cochlea. In more detail, this 
spontaneous background activity originates from the transduction channels at the 
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stereocilia of inner hair cells which have a certain open probability. Cations, such as 
potassium and calcium, enter the inner hair cells through open channels causing a partial 
depolarization, which triggers the release of neurotransmitter to the auditory nerve 
endings. This can cause spontaneous firing of the auditory nerves even in the complete 
absence of sound stimuli (Liberman, 1978; Geisler et al., 1985). From the auditory nerve, 
spontaneous activity is transmitted to the CN (Goldberg and Brownell, 1973, Ebert and 
Ostwald, 1995). From the CN the transmission continues along parallel pathways 
throughout the auditory system and can still be measured in nuclei one or more synapses 
away, such as the MNTB (Sommer et al., 1993; Smith et al., 1998; Kopp-Scheinpflug et 
al., 2003; Hermann, et al., 2007) and the inferior colliculus (IC; Galazuyk et al., 2005; 
Nelson et al., 2009). Frequencies of spontaneous background activity in the MNTB vary 
widely from <1 Hz to over 100 Hz with the mean around 25 Hz (Smith et al., 1998; 
Hermann et al., 2007). It is obvious that such chronic activity can influence the synaptic 
properties of affected neurons. 
 
1.4 SYNAPTIC PLASTICITY 
 
Short-term synaptic plasticity is affected by several mechanisms. Two important 
mechanisms are synaptic facilitation and synaptic depression. Facilitation is a synaptic 
enhancement that occurs on the hundreds of milliseconds time scale. The postsynaptic 
potentials (PSPs) successively increase during brief stimulation trains. The size of PSPs 
can grow to values several times larger than the initial PSP within about a second. Often 
the time course of the build up and the decay of facilitation can be described with an 
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exponential of about 100ms (Zucker and Regehr, 2002). 
In active synapses, calcium influx triggers vesicle fusion with the presynaptic 
membrane, and neurotransmitters are released into the synaptic cleft (Borst und 
Sakmann, 1996; Schneggenburger and Neher, 2000, 2005). Calcium is buffered and 
removed from the synaptic terminal again with a time scale <100 ms. The arrival of an 
additional action potential within this time period leads to accumulation of calcium in the 
synaptic terminal, which boosts vesicle release. This effect is called synaptic facilitation 
and already occurs in cells firing at frequencies of 10 Hz (Burnashev and Rozov, 2005; 
Neher and Sakaba, 2008; Klug, 2011).  
 Synaptic depression, on the contrary, weakens synaptic transmission during 
periods of elevated activity and was already described more than 70 years ago (Eccles et 
al., 1941; Feng, 1941). The most important mechanism for synaptic depression is the 
depletion of the releasable vesicle pool (Liley and North, 1952; Betz, 1970). This 
happens when vesicles are released at a faster rate than they can be replenished. The 
recovery and rebuilding of vesicles can take up to several seconds. That means that 
neurons firing at low frequencies of 1 Hz or even less are usually affected by synaptic 
depression (Klug, 2011). 
Since the firing frequencies mentioned above where synaptic facilitation and 
depression start to occur are comparatively low for neurons in the auditory brainstem 
(Goldberg and Brownell, 1973), these effects are likely to be observed in synaptic 
transmission within the auditory brainstem as well as in silent environments and even 
more so when sound signals are transmitted. Therefore it is worthwhile to consider the 
naturally present chronic activity of neurons in the auditory brainstem when investigating 
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their synaptic properties in order to gain information which is physiologically more 
relevant. Unfortunately, standard in vitro recordings from brain slices are lacking such 
chronic activity. However, it is possible to simulate spontaneous background activity in 
brain slices by using electrical stimulation and specifically designed stimulation protocols 
as has been demonstrated by Hermann et al. (2007). Since I was studying synaptic 
properties of inhibitory inputs to MNTB principal cells, it was an important aspect of my 
work to take the effects of chronic activity into account by utilizing similar stimulation 
techniques to simulate such spontaneous background activity in my in vitro experiments. 
 
1.5 HEALTH RELATED SIGNIFICANCE 
 
Age-Related Hearing Loss (ARHL) is characterized by progressive age changes 
of the peripheral and central auditory system that comes along with hearing impairment. 
More specifically, a reduced ability to hear high frequencies, understand speech 
(especially in noisy environments) and localize sound sources results in a severe impact 
on quality of life (Frisina, 2009). The prevalence of ARHL is very high and is ranked 
third among chronic conditions in older adults, while the risk for ARHL increases with 
progressing age (Yueh et al., 2003).  
 Age-related changes in audibility limits are mostly a result of pathological 
alterations to the peripheral auditory system, while the deficits in speech perception are 
likely due to impairments in the coding of sound including the central auditory system. 
The central effects come to the fore especially when listeners are confronted with 
difficult conditions such as low signal to noise ratios in noisy environments (Gordon-
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Salant and Fitzgibbons, 1995). It has been shown that feedback mechanisms in the form 
of efferents from the superior olivary complex (SOC) become weaker (Frisina, 2009). 
Furthermore there is a growing body of evidence that the ability of the auditory brainstem 
to encode temporal sound information declines with age (Walton, 2010). Involved in this 
process is the reduction of inhibitory neurotransmission. A change in receptor unit 
subtypes as well as a reduction of inhibitory neurotransmitter itself can be observed 
(Milbrandt and Caspary, 1995; Caspary et al., 2005; Wang et al., 2009). A more profound 
understanding of these age-related changes will be important for the development of new 
treatments for age-related hearing loss. A further requirement is to specify the 
physiological role of inhibitory circuits in the auditory brainstem and understand their 
functions. Learning more about the reduced strength of inhibitory circuits and the 
resulting imbalance between excitatory and inhibitory neurotransmission in ARHL might 
help to develop specific therapies targeting this imbalance. Hopefully it will become 
possible to improve the balance between excitatory and inhibitory neurotransmitters in 
the future to reduce the impact of ARHL on the quality of life of affected persons. 
 
1.6 OBJECTIVES OF THE DISSERTATION 
 
 The view of the MNTB as a fast relay raises the question of why inhibitory inputs 
to the soma of the MNTB principal cells are present. Signal transmission via the calyx of 
Held has been well studied while little is known about the inhibition to the MNTB. 
Currently, the functional role of this inhibition is completely unknown. In order to learn 
more about the possible role, the first step is to characterize the inhibition to MNTB 
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neurons in-vitro, which is the overall goal of this dissertation.  
In Chapter II, I will demonstrate which neurotransmitters are involved in this 
inhibition and how they contribute to inhibitory currents, which can be observed as 
response to electrical stimulation. Furthermore I will show how maturation affects these 
inhibitory currents and their components using a mouse model. Spontaneously occurring 
mIPSCs are also described in this chapter. 
 In Chapter III, I will demonstrate how activity at high frequencies and chronic 
levels of activity affects the characteristics of the inhibition to MNTB principal cells. For 
the first time this inhibition has been studied under conditions that take into account the 
spontaneous background activity in the auditory brainstem that is present in-vivo. The 
effects of prolonged activity on synaptic properties are shown in this part of the 
dissertation. 
In Chapter IV, I will describe two different approaches to answer the question 
how many inhibitory inputs each MNTB principal cell receives. The different methods 
and results will be explained and discussed. While one approach was successful and 
delivered a concrete result, the second approach that involves anatomical methods 
requires further improvements. The findings provide important information necessary to 
develop an idea about the physiological role of the inhibition. 
Chapter V deals with the possible source of inhibition to the MNTB and also a set 
of experiments which are part of the quest to identify this source or eventually several 
sources. I will demonstrate in which brain area outside the MNTB inhibitory inputs to the 
MNTB can be stimulated.  
Finally, in Chapter VI I will discuss the overall findings of my work and their 
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implications for the understanding of the physiological role of the MNTB. I will also 
propose steps for further research in this field.  
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CHAPTER II 
GLYCINERGIC AND GABAERGIC COMPONENTS OF INHIBITION TO 




Glycine and GABA are the most important inhibitory neurotransmitters in the 
central nervous system. With this study, I wanted to investigate the role of these two 
neurotransmitters with regard to the inhibition of MNTB principal cells. One goal was to 
determine the proportions of GABA and glycine to this inhibition in the gerbil after 
hearing onset in order to ascertain whether glycine plays a dominant role as it has been 
reported previously in other species (Awatramani et al., 2005; Lu et al., 2008). 
Furthermore I was interested whether this proportion changes during maturation, starting 
from the age of hearing onset through maturity. The presence of a mainly glycinergic 
inhibition in older animals would allow me to focus on this part of inhibition in my 
further studies with younger animals while gaining information about the situation in 
adult animals.   
GABA and glycine can activate ionotropic receptors enabling a flux of chloride 
ions (Coombs et al., 1955; Barker and Ransom, 1978; Wu and Oertel, 1986; Bormann et 
al., 1987); usually this is a hyperpolarizing, inhibitory influx of chloride anions into the 
cell. However, in some cases it can go in the opposite direction: When intracellular 
chloride concentrations are elevated, the chloride equilibrium potential becomes positive 
relative to the resting membrane potential. Consequently, when GABAergic or 
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glycinergic chloride conducting channels are activated, this will lead to a chloride efflux 
causing the cell to depolarize (Colwell, 1997; Kakazu et al., 1999; Ehrlich et al., 1999). 
Among other brain regions, this can be seen in immature neurons in the auditory 
brainstem (Kandler and Friauf, 1995; Milenković et al., 2007). Perforated patch 
recordings, specifically in the MNTB, showed that in young animals (rats p5-7) GABA 
caused a depolarizing chloride flux, while after hearing onset (rats p13-15) glycine 
hyperpolarized the cell, indicating chloride efflux (Awatramani et al., 2005).  
Moreover, during maturation there is a switch from GABAergic to glycinergic 
transmission in inhibitory pathways in the auditory brainstem (Kotak et al., 1998; 
Nabekura, 2004). This is also the case for inhibition to MNTB principal cells. In rats p5-
7, the GABAA receptor antagonist SR 95531 blocked about 87% of IPSCs, while this 
value dropped to about 12% in animals p13-15 (Awatramani et al., 2005).  
The main goal of this study was to investigate the GABAergic and glycinergic 
components of inhibition to MNTB principal cells in Mongolian gerbils p12-18, and I 
found similar results as Awatramani et al did in the rat, confirming that glycine mediates 
the main portion of inhibition to MNTB after hearing onset. Awatramani et al. (2005) 
reported further changes in animals p20-25 including an additional increase of synaptic 
strength of glycinergic IPSCs, suggesting a further maturation of the auditory brainstem 
circuits. Myelination in gerbils strongly increases with age, more so than in other rodents, 
making it very difficult to identify and patch MNTB cells. Since the design of the 
experiments described in Chapter III was already technically challenging, it was not 
technically feasible to perform these studies in animals older than p18. To test if the 
observed changes in rats and the dominant role of glycinergic inhibition are more general 
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mammalian phenomena, I used mice and investigated the GABA and glycinergic 
components of MNTB inhibition in different age groups, aged from two weeks up to 9 
weeks old.  
 
2.2 METHODS 
2.2.1 Slice preparation 
The animal experiments and methods were approved by the University of 
Colorado Denver Institutional Animal Care and Use Committee. Slices of the brainstem 
were prepared from Mongolian gerbils (Meriones unguiculatus) aged p12 to p18 and 
mice aged p14 to p63 (C3H/HeJ). Animals were anesthetized by isoflurane inhalation 
(IsoFlo, Abbott Laboratories, USA) and decapitated. The brain stem was dissected and 
cut into slices of 180 µm with a vibratome (VT1000S, Leica, Wetzlar, Germany) under 
ice-cold dissection ringer solution (125 mM NaCl, 2.5 mM KCl, 1 mM MgCl2, 0.1 mM 
CaCl2, 25 mM glucose, 1.25 mM NaH2PO4, 25 mM NaHCO3, 0.4 mM ascorbic acid, 3 
mM myoinositol, 2 mM pyruvic acid; all chemicals from Sigma–Aldrich, MO, USA) 
bubbled for 15 min with 5% CO2-95% O2. Slices were transferred to an incubation 
chamber containing extracellular solution (ECS) (125 mM NaCl, 2.5 mM KCl, 1 mM 
MgCl2, 2 mM CaCl2, 25 mM glucose, 1.25 mM NaH2PO4, 25 mM NaHCO3, 0.4 mM 
ascorbic acid, 3 mM myoinositol, 2 mM pyruvic acid; all chemicals from Sigma–Aldrich) 
and bubbled with 5% CO2-95% O2. Slices were allowed to recover for 1 h at 37°C. After 
that period the chamber was brought to room temperature. Recordings were obtained 
within 4–5 h of slicing.  
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2.2.2 Whole cell recordings 
All recordings were performed at 35.5–37°C, monitored by a microcomputer 
thermometer with a thermocouple wire attached to the objective (BAT-7001H, Physitemp 
Instruments, USA) placed directly in the solution in the recording chamber. After 
incubation, slices were transferred to the recording chamber and continuously perfused 
with ECS at 2–3 ml/min through a gravity-fed perfusion system. MNTB neurons were 
viewed and identified through a Zeiss Axioskop 2 FS plus microscope equipped with 
DIC optics and a x40 water-immersion objective (Zeiss, Oberkochen, Germany). Whole 
cell recordings were made with an EPC 10 double amplifier (HEKA Instruments, 
Lambrecht/Pfalz, Germany). Signals were filtered at 5–10 kHz and subsequently 
digitized at 50 kHz using Patchmaster Version 2.40 software (HEKA). Holding potential 
was -60 mV. Series resistance was compensated to values between 0.8 and 8 MΩ with a 
lag time of 10 µs. Patch pipettes (2.4-3.2 MΩ) were pulled from 1.5-mm borosilicate 
glass (Harvard Instruments, Kent, UK) using a DMZ Universal Puller (Zeitz Instruments, 
Munich, Germany) and filled with high chloride internal solution (130 mM CsCl, 10 mM 
EGTA, 1 mM MgCl2, 10 mM HEPES, 2 mM ATP, 0.3 mM GTP, 10 mM 
phosphocreatine and 1 mM CaCl2, pH adjusted to 7.3 with CsOH (∼300 mOsm; all 
chemicals from Sigma–Aldrich). 5 mM QX-314 (Alomone Labs, Jerusalem, Israel) was 
added to the internal solution to eliminate postsynaptic sodium currents. Glutamatergic 
currents were blocked by 40 µM DNQX and 100 µM AP-5 (both from Tocris Bioscience, 
Bristol, UK) in the bath solution. Depending on the recording conditions, an optional 
block of glycine currents using 500 nM strychnine  (Sigma) and/or a block of 
GABAergic currents using 20 µM SR 95531 (Tocris Bioscience) was performed. During 
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the recording of mIPSCs 500nM TTX  (Alomone) was used to block presynaptic action 
potentials in about half of all experiments.  
 
2.2.3 Electrical stimulation  
 Inhibitory postsynaptic currents (IPSCs) were evoked by electrical stimulation in 
the vicinity of the cell (distance ≈ 10-40µm) via an ESC-filled electrode (same as patch 
pipettes with a silver wire inside). The location and intensity were optimized to obtain the 
largest IPSCs. Stimuli were 100-µs-long square pulses of 15 to 90 V delivered with an 
STG 2004 computer-controlled four-channel stimulator (Multi Channel Systems, 
Reutlingen, Germany) and a stimulation isolation unit (Iso-flex, AMPI, Jerusalem, 
Israel). Only single pulse stimulation was used. The time between pulses was at 
minimum two seconds. 
 
2.2.4 Analysis 
 Amplitudes and kinetics of IPSCs and mIPSCs were analyzed using Clampfit 
10.3.0.2 (Molecular Devices, Sunnyvale, CA) and Fitmaster (Version 2.32, HEKA) 
software. Statistical analyses were performed using SigmaStat 3.5 (Systat Software, Point 








2.3.1 IPSCs have glycinergic and GABAergic components in gerbils 
 MNTB principal cells of the gerbil were patched and IPSCs were electrically 
stimulated in the absence of glycine and GABA blockers. The evoked currents were 
recorded. Further analysis of these currents revealed that they consist of two components, 
namely a glycinergic and a GABAergic component. After the currents containing both 
components were recorded, either the glycine receptor antagonist strychnine or the 
GABAA receptor antagonist SR 95531 was added, causing a partial block of the IPSC. In 
7 of 11 cells it was possible to add the second blocking agent too, resulting in a complete 
suppression of IPSCs. A washout of the two blocking agents could be performed in three 
cells leading to a partial recovery of IPSCs. These results suggest that evoked IPSCs 
consisted of glycinergic and GABAergic components only. In the subsample of 7 cells in 
which both blocking agents were applied, the glycinergic component accounted for 1.63 
+/- 0.32 nA, while the GABAergic component accounted for 0.22 +/- 0.04 nA. 
The corresponding currents for the remaining cells were calculated from the 
difference between the total and the remaining current. Glycinergic currents contributed 
to 84.8+/-3.6% of the total IPSCs. Glycine can therefore be considered the major 
inhibitory neurotransmitter in inhibition to the MNTB. 
Tau decay was measured from the glycinergic IPSC traces during maximum 
stimulation as described in Chapter IV. Tau decay was 3.33 +/- 0.26 ms, n=49. For 





       
 
Figure 2.1: IPSCs consist of glycinergic and GABAergic currents.  
A and B: Example of IPSC amplitudes in the absence of strychnine and SR95531 (total), 
in presence of SR95531 (glycinergic currents remain), in the presence of strychnine 
(GABAergic currents remain) or with both blocking agents. 
A: The block of glycine receptors reduces the peak amplitude of the current by about 
80% leaving a small GABAergic current (red trace). 
B: SR95531 eliminated a slowly decaying current while the maximum amplitude was 
only reduced by about 15%. The remaining current is a fast glycinergic IPSC (red trace). 
C: Contribution of glycinergic and GABAergic currents to the total IPSC, total 2.33 +/- 
0.83 nA, glycine 2.11 +/- 0.83 nA, GABA 0.22 nA +/- 0.06 nA; n=11. The glycinergic 




2.3.2 Miniature IPSCs in gerbils 
Knowing the size and kinetics of spontaneously released miniature IPSCs 
(mIPSCs)  would allow estimation of how many vesicles are released during a mIPSC 
event and how well timed the release is. Glycinergic were recorded in the presence of 
TTX (6 cells) and without TTX (5 cells). Experiments without TTX showed the same 
results and thus data were pooled. The average amplitude was large at 159 +/- 6pA, the 
time to decay was 2.1 +/- 0.4ms and the average frequency was 0.49 +/- 0.13 Hz (1560 
events, 11 cells, 5 gerbils).  
 
A        B  
              
Figure 2.2: Glycinergic mIPSCs. A: Representative example trace of a single 
glycinergic mIPSC B: Trace with several mIPSCs at a higher frequency than average. 
The average mini amplitude was 159 +/- 6pA   
 
2.3.3 Glycinergic and GABAergic components of inhibition in mice and age related 
development 
 Glycinergic and GABAergic components of electrically evoked IPSCs were 
measured in the mouse at three different age groups. These groups of mice were aged: 2 
weeks old, 4-6 weeks old, and older than p55 (~8-9 weeks). While there was a distinct 
GABAergic component in the youngest age group with 23.9 +/-5.2% (n=5), it was 






Figure 2.3: Percentage of GABAergic and glycinergic IPSCs in different age groups. 
Proportion of GABAergic and glycinergic currents of electrically stimulated IPSCs 
recorded from MNTB principal cells in mice of different ages. Significance between all 
age group pairs was tested by students t-test.  
 
1.4% (n=4, p=0.032). The difference between the two older age groups was not 
significant (p=0.55).  
Maximum amplitudes of combined IPSCs were also measured for these three age 
groups. The amplitudes increased with age and were 2.4 +/- 0.4 nA for p14 (n=8), 3.2 +/- 
0.6 nA for p28-42 (n=8) and 4.5 +/- 1.5 nA for p55+ (n=7), but the differences were not 
statistically significant. However, the sizes of amplitudes were highly variable. For 
example, amplitudes in the oldest age group ranged from 2.4 to 9.2 nA, the standard 







Figure 2.4: Size of IPSC amplitudes consisting of GABAergic and glycinergic 
currents for three age groups. Differences between all three groups did not reach 
statistical significance (ANOVA on the ranks, p=0.13). Direct comparison between 
groups also did not show significant differences, but came close when the youngest and 
the oldest age group were compared: p14 vs p28-42 p=0.28; p28-42 vs. p55+ p=0.41; p14 





2.4.1 Glycinergic and GABAergic components of inhibition to MNTB principal cells 
in gerbils 
 As my results showed, glycine is definitively the major inhibitory 
neurotransmitter after hearing onset. Considering the faster kinetics of glycinergic 
currents compared to slower acting GABAergic currents observed in my experiments and 
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the literature (Chéry and de Koninck, 1999), glycinergic inhibition coming to the fore 
would mean that the inhibition becomes more precisely timed with maturation. Time-
precise inhibition in the auditory brainstem is important for sound localization (Brand et 
al., 2002; Tollin 2003). Therefore the development of more temporally precise inhibition 
to the MNTB supports the idea that inhibition is involved in sound processing. In the 
auditory brainstem, synaptic responses to glycine are briefer and have faster decay 
kinetics (Awatramini et al., 2004 and 2005; Magnusson et al., 2005) than have been 
observed at glycinergic synapses in other brain regions (Chéry and de Koninck, 1999; 
Singer and Berger, 1999; Dugué et al., 2005). This is based on the subunit composition of 
glycine receptors, which changes substantially during the first three weeks following 
birth (Friauf et al., 1997; Piechotta et al., 2001). Consistent with these findings, I could 
observe a dominant, fast glycinergic IPSCs in the MNTB and a weaker, slower inhibition 
mediated by GABA.  
 Coexpression of GABA and glycine in the same cell has been demonstrated for 
many neurons in the auditory brainstem (Ostapoff et al., 1997; Rubio and Wenthold, 
1997; Wenthold, 1987). A special vesicular transporter, VIAAT, is capable of packing 
both neurotransmitters into the same vesicles, allowing synaptic corelease of GABA and 
glycine (Sagné et al., 1997; Wojcik et al., 2006). Anatomical studies showed that the 
majority of glycinergic boutons in the MNTB also contain small amounts of GABA (Lu 
et al., 2008). Furthermore, electrophysiological experiments involving minimum 
stimulations showed the presence of mixed IPSCs consisting of glycinergic and 
GABAergic components, presumably released from a single synapse (Awatramani, et al., 
2005). One explanation for corelease could be the observation that GABA can shape the 
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kinetics of the glycinergic IPSCs by accelerating glycinergic transmission and narrowing 
the time window of effective inhibition (Lu et al., 2008). The outcome of my experiments 
did not allow conclusions as to whether there was corelease of GABA and glycine, but 
considering the existing studies mentioned above, corelease seems to be very likely 
present in a part of the inhibitory inputs, enhancing the temporal precision of inhibition.   
 The position of the stimulation electrode was optimized to evoke the largest IPSC 
while the contribution of GABA and glycine to the IPSC amplitude was unknown at this 
point in time. Therefore the stimulation conditions might not have been sufficient to elicit 
currents from purely GABAergic boutons, which have been observed in low numbers (Lu 
et al., 2008), resulting in a potential underestimation of GABAergic currents. This 
possibility exists, yet the impact on the measured results would be small since the 
maximum stimulation turned out to effectively evoke the major part of inhibitory inputs 
(see Chapter IV). 
 In summary, glycinergic inhibition proved to be the main component of the 
inhibition to the MNTB in gerbils p12-18. The results from my experiments in mice as 
well as published data from rats (Awatramani et al., 2004) suggest a further increase in 
the glycinergic portion with maturation. Therefore, focus on the glycinergic part for a 
further characterization of the inhibition (see Chapter III and IV) seems justified. 
  
2.4.2 Glycinergic mIPSCs in gerbils 
 Miniature IPSCs are currents evoked by the spontaneous release of single vesicles 
from synaptic terminals. The glycinergic components of miniature IPSCs were 
pharmacologically isolated. The observed current size of 159 +/- 6 pA was comparable to 
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observations in rats p13-15 with 128 +/- 20 pA (Awatramani et al., 2004). Looking at the 
time to decay of 2.1 +/- 0.4 ms in mIPSCs compared to the decay times in electrically 
evoked IPSCs of 3.3 ms +/- 0.3 ms suggests a time precise vesicle release at inhibitory 
inputs to MNTB cells. As outlined in Chapter IV, there are several inputs to every MNTB 
principal cells, which seem to fire together within a small time window in response to 
electrical stimulation.   
 The blockage of voltage gated sodium channels by TTX prevents the formation of 
action potentials. So it was possible to isolate spontaneous, calcium independent vesicle 
release. However, there were no differences in mIPSCs when TTX was not present. 
Therefore it is very unlikely that one or more inhibitory inputs fired spontaneously in the 
resting slice to release multiple vesicles simultaneously (appearing falsely as mIPSCs), 
under the experimental conditions without TTX. So the data from both conditions were 
pooled. 
Compared to the excitation of the same neurons (mediated by the calyx of Held), 
the size of the mIPSCs is several folds larger. For similar driving forces, mEPSCs have 
been reported to be 33 pA in average (Sahara and Takahashi, 2001), about 1/5 of the 
mIPSC size I observed. Each EPSC with the strength of several nanoamperes is mediated 
by several dozen or even hundreds of vesicles. In contrast, the measured mIPSC 
amplitude of 159 +/- 6 pA suggests that the average IPSC amplitude of about 3 nA in 




2.4.3 Glycinergic and GABAergic components of inhibition in mice and age 
dependent development 
 Excitatory and inhibitory inputs to the MNTB go through many crucial 
developmental changes, and there are further refinements even beyond hearing onset. 
The calyx of Held reaches adult morphology at p14 (Kandler and Friauf, 1993), though a 
closer look at differences along the tonotopic map shows further development of the 
fenestration for yet another week (Ford et al., 2009). Maturation also includes changes to 
the expression levels of specialized, presynaptic calcium channels (Iwasaki and 
Takahashi, 1998), potassium channels (Dodson et al., 2002) and metabotrobic and 
ionotropic glutamate receptors (Elezgarai et al., 1999; Caicedo and Eybalin, 1999), which 
allows the processing of high frequency signals.  
Simultaneously, inhibitory circuits undergo substantial changes during 
maturation, including a switch from excitatory to inhibitory properties, as well as 
elimination and strengthening of connection and inputs (Kim and Kandler, 2003). These 
refinements are strongly activity dependent and continue after hearing onset (Kandler, 
2004) 
Besides the shift from depolarization to hyperpolarization mediated by the 
activation of GABA and glycine receptors in the MNTB, as mentioned above, the 
synaptic strength of inhibition increases and IPSCs become larger. In rats, a clear 
increase in glycinergic IPSC amplitude size has been observed up to p26, while 
GABAergic function remained almost constant (Awatramani et al., 2005). Therefore it 
seems that the relative shift of the GABAergic and glycinergic proportions is more the 
result of increased glycinergic strength. In my experiments I saw an increase of 
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glycinergic IPSC strength as well, but the increase in amplitude was not as distinct as has 
been reported for rats (Awatramani et al., 2004 and 2005). In mice, the measured 
difference between the p14 and the p28-42 group was statistically not significant. 
However, the observed tendency of increasing glycinergic IPSC strength and the results 
from other rodents suggest that the optimal age for studies of the mature inhibitory 
system within the MNTB is 4 weeks or older. Future technological advances may allow 
working with gerbils of that age but, so far, my experimental design including gerbils 
p12-18 provides the best possible approach to investigate the properties of inhibition to 
the MNTB in the maturing system (see Chapter I). Possible explanations for an increase 
in the strength of glycinergic IPSCs during maturation include the rising size of mIPSC 
(Awatramani et al., 2004) and also more space for inhibitory boutons on the surface of 
MNTB principal cells due to the advancing fenestration of the calyx of Held (Ford et al., 
2009). 
The ratio of GABAergic and glycinergic IPSC components dropped between the 
youngest and the middle age group but then remained the same in the oldest animals. 
Glycinergic inhibition was clearly the dominant portion of the inhibition, which is 
consistent with my observations from the gerbil model and data from the rat (Awatramani 




My experiments demonstrated the presence of inhibition within the MNTB 
affecting the principal cells. Electrical stimulation could elicit strong IPSCs, consisting of 
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a fast glycinergic component and a slower GABAergic component. Glycinergic currents 
accounted for the main part of the IPSCs in animals after hearing onset. The data from 
mice showed a further increase of the glycinergic portion up to an age of 4 weeks. The 
strength of glycinergic currents tended to increase with age too.  
 Glycinergic mIPSCs showed comparatively large amplitudes suggesting a release 




EFFECTS OF SIMULATED BACKGROUND ACTIVITY AND HIGH 
FREQUENCY STIMULATION TRAINS ON INHIBITORY POSTSYNAPTIC 





 In the auditory brainstem, neurons fire spontaneously in vivo even under 
conditions of complete acoustic silence. This spontaneous activity originates mainly from 
the special properties of the transduction channels of hair cells in the cochlea, is then 
relayed via the auditory nerve to the CN and from here to other nuclei afferent in the 
auditory pathways (Goldberg and Brownell, 1973; Liberman, 1978; Geisler et al., 1985; 
Roberts et al.; 1988; Ebert and Ostwald, 1995). The frequency of this spontaneous 
background activity ranges from <1 to about 100 Hz with a measured average of around 
25 Hz in the MNTB (Smith et al., 1998; Hermann et al., 2007). Chronic activity at such 
frequencies might be capable of inducing effects of short-term synaptic plasticity, such as 
synaptic depression or facilitation (Schneggenburger et al., 2002; von Gersdorff and 
Borst 2002; Klug 2011). In vitro experiments in brain slices are lacking those 
spontaneous activity levels since the connections to the cochlea have to be removed 
during standard slice preparation. Beside other factors, this is one reason why synaptic 
transmission in brain slices likely differs from the conditions in the intact brain. It has 
been shown that a simulated background activity by electrical stimulation has significant 
impact on pre- and postsynaptic events at the calyx of Held in the MNTB in vitro, 
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including reduced reliability of synaptic transmission (Hermann et al., 2007). Therefore, 
the spontaneous background activity should be considered when investigating nuclei of 
the lower brainstem. 
 Another reason why synaptic transmission at the MNTB may not be failsafe is the 
presence of inhibition. It has been shown both in vitro and in vivo that MNTB principal 
cells receive inhibition (Banks, 1992; Awatramani, 2004 and 2005; Kopp-Scheinpflug, 
2008; Lu et al., 2008; Tao et al., 2008; see Chapter II for more details). It has been 
suggested that the source of this inhibition to the MNTB may originate either in the 
MNTB itself (Kuwabara and Zook, 1991; Smith et al., 1998), or in neighboring nuclei 
such as the ventral nucleus of the trapezoid body (VNTB; Thompson and Schofield, 
2000). The latter source is supported by my experiments which included electrical 
stimulations in the VNTB (see Chapter V). While the definite determination of the source 
of the inhibition is not part of my work, either of the suggested sources is of auditory 
nature, and is connected to the auditory nerve via just two synaptic stations. As 
mentioned above, the spontaneous firing of the auditory nerve is transmitted to the CN 
and to further nuclei in pathways of the auditory system (Goldberg and Brownell, 1973; 
Ebert and Ostwald, 1995). For example, a significant amount of spontaneous activity can 
be observed in vivo in the MNTB and the IC (e.g. Sommer, 1993; Smith, 1998; 
Galazuyk, 2005; Herman et al., 2007; Nelson 2009). Therefore, I assume that the 
inhibition to the MNTB is also subject to such spontaneous activity and thus also affected 
by chronic short-term plasticity.  
 So far the few in vitro experiments investigating the inhibition to MNTB principal 
cells have been performed without the presence of background activity. The impact of 
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chronic synaptic activity due to such spontaneous background activity could range from a 
total suppression, a reduction to a smaller tonic component which would only lower the 
input resistance, or reduced amplitude sizes of inhibitory postsynaptic currents (IPSCs) to 
as far as changes of the kinetics of inhibitory signal transmission. In my work I 
investigate the effects of simulated background activity on IPSCs, how it affects high 
frequency trains mimicking sound bursts and how it influences synaptic plasticity such as 
depression and facilitation. Furthermore, the relation between instantaneous and residual 
components of IPSC trains and how these two components are altered by simulated 
background activity is studied. Since amplitudes of excitatory postsynaptic currents 
(EPSC) depress significantly under conditions mimicking spontaneous background 
activity (Hermann et al., 2007), it is important to learn if and to what degree the 
inhibition depresses under similar circumstances and how synaptic properties are affected 
when spontaneous background activity is simulated. Comparing the relative depression of 
excitatory and inhibitory inputs provides an idea of the relative strength of both inputs 
and thus how spike train transmission in the MNTB might be affected.  
All experiments are performed close to physiological temperature between 35.5°C 
and 37°C to approximate the conditions in the intact brain. The temperature was 
monitored frequently and proper adjustments of the heating system were done as soon as 
environmental influences such as changes in room temperature or airflow influenced the 
temperature of the bath solution. Therefore the impact of temperature on properties of 







3.2.1 Slice preparation 
Slice preparation and handling was done as outlined in Chapter II unless noted 
otherwise. Only gerbils were used for these experiments. 
 
3.2.2 Whole cell recordings 
All recordings were performed as described in Chapter II unless noted otherwise. 
The same high chloride internal solution was used containing 5 mM QX-314 (Alomone 
Labs, Jerusalem, Israel) to eliminate postsynaptic sodium currents. Glutamatergic 
currents were blocked by 40 µM DNQX and 100 µM AP-5 (both from Tocris Bioscience, 
Bristol, UK) while GABAergic currents were eliminated by 20 µM SR 95531 (Tocris 
Bioscience).  
 
3.2.3 Electrical stimulation   
Inhibitory postsynaptic currents (IPSCs) were evoked by electrical stimulation in 
the vicinity of the cell via an ESC-filled electrode (the same way as explained in Chapter 
II). The location and intensity were optimized to obtain the largest IPSCs. Stimuli were 
100-µs-long square pulses of 5 to 90 V delivered with an STG 2004 computer-controlled 
four-channel stimulator (Multi Channel Systems, Reutlingen, Germany) and a stimulation 
isolation unit (Iso-flex, AMPI, Jerusalem, Israel). The stimulator permitted completely 
independent uploading and operation of the four channels, allowing the seamless 
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integration and thus true embedding of simulated auditory signals (i.e., high-frequency 
bursts) in the simulated spontaneous activity. Spontaneous activity was simulated by 
using 5, 10, 20, 40, and 60 Hz Poisson-distributed stimulus trains. They were designed 
based on in vivo recordings of spontaneous background activity in the MNTB (Hermann 
et al., 2007). Sound-evoked activity was simulated by short trains consisting of 50 stimuli 
at 50, 100 and 300 Hz. 
 
3.2.4 Modeling the effects of conditioning 
 To describe the effects of chronic stimulation on IPSC amplitudes the following 
model was used: 




log  (!!"#) = log  (!!"#)+    log  (!!")+ log !! + log !! ∗   exp  [log !! ∗   !] 
 
the amplitude k = the frequency subscript 
i = cell subscript 
t= time 
Y = absolute value of the amplitude 
ε is the random error, i.e. Noise 
log  (!!"#)~!!"   !(0,!!!) 
 
δ is the random cell effect; observations on a cell are more homogenous than 
observations from different cells.  On the log scale the random cell effect shifts function 
for a cell up or down compared with the population mean. 




a, b, and C are fixed parameters, possibly dependent on frequency. 
On the log scale E[log(Y(t=0))] = log(C) + log(a), and as t → ∞, E[log(Y(t))] → log(C), 
assuming log(b) < 0. 
log(C) is the asymptotic expected log amplitude at large times.  log(a) is the 
difference in expected log amplitudes between time zero and its asymptotic value at large 
times.  log(b), assuming it is negative, determines the rate at which the expected log 
amplitude decays towards its asymptotic value at large times.  The more negative log(b) 
is the faster the expected log amplitude decays. 
Additive differences on the log scale translate to ratios on the original scale. 
Models were fit using SAS 9.2 (SAS Institute Inc., Cary, NC, USA). There were 
no appreciable differences among log(C) by frequency.  Therefore the model uses a 
single parameter for log(C) across all frequencies. 
 
3.2.5 Analysis 
IPSC amplitudes were analyzed by using a custom routine written in IGOR Pro 
6.21 (WaveMetrics, Lake Oswego, OR). Whenever it was possible the baseline for 
consecutive IPSC amplitudes was calculated by extrapolating a fit of the preceding 
postsynaptic response. The fit starts 500 µs after the preceding peak and ends 500 µs 
before the preceding stimulation artefact. The fit is performed according to a single 
exponential offset function (exp_XOffset) and is extrapolated to the next peak plus 500 
µs. Otherwise the baseline used for the calculation of the amplitude is reflected by the 
baseline just before the preceding stimulation artefact. Thus, the controller will calculate 
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the average value of a 500 µs time window, which starts 750 µs before the stimulation 
artifact and use this value as the baseline. In cases where a manual analysis or verification 
of the amplitudes was necessary, Fitmaster (Version 2.32, HEKA) was used to do so. 
Residual currents and residual charges were calculated in Igor Pro as well. Y-
values of the current trace at 250 µs before the stimulation artifact were interpolated 
linearly according to the sample interval of the raw data current trace (see Figure 3.1). A 
baseline value, which is represented by the first y-value, is subtracted from this wave. 
This newly calculated wave is integrated by rectangular integration.  
Statistic Analysis was done with SigmaStat 3.5 (Systat Software, Point 




Figure 3.1: Measurement of residual charges. The amount of residual charge was 
measured as the integrated area between the baseline line of the recording and a line that 










3.3.1 Characterization of IPSCs under in-vivo like activity levels 
To address the missing spontaneous background activity in my in vitro brain slice 
experiments, I simulated this activity by stimulating inhibitory inputs to MNTB principal 
cells for prolonged periods of time. The stimulation protocols were designed to imitate 
various spontaneous background rates and closely match the properties of the 
spontaneous activity measured in vivo in the MNTB (Hermann et al., 2007). Specifically, 
the stimulation trains were near-Poisson distributed with average frequencies of 5 Hz, 10 
Hz, 20 Hz, 40 Hz, and 60 Hz. These trains were applied for at least two minutes in order 
to bring the inhibitory synapses into a condition which closer represents the situation at 
these synapses in vivo. I term synapses “conditioned” after two minutes of simulated 
background activity. This conditioned state lasts until stimulation is discontinued and the 
synapses get time to rest. During this two-minute stimulation period 600, 1200, 2400, 
4800 or 7200 stimuli were presented, according to the particular frequency. In cases 
where the same cell was conditioned with more than one frequency of simulated 
background activity, the rest period was ≥ 5 min to ensure complete recovery before the 
next conditioning period started. 
Figure 3.2 A shows the start and end sequences (first three seconds and last three 
seconds) of three IPSC traces that were recorded during the two-minute conditioning 
period of different frequencies. IPSCs recorded during the first three seconds of the 
conditioning period (left half of each train in Figure 3.2 A) represent a condition in which 
neurons in the brain slice lacked the typical in-vivo spontaneous activity, and synaptic 
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responses presumably represent a state without the naturally present chronic short-term 
plasticity. IPSC amplitudes were large; the average of the first five IPSCs was 2.3+/-1.1 
nA (n=37). By contrast, IPSCs recorded during the last three seconds (right half of the 
three trains in Figure 3.2 A) of the same stimulus train are much smaller and represent a 
state in which synapses have been active for a prolonged period of time. Most obviously, 
the long lasting stimulation caused a substantial amount of synaptic depression in the 
IPSC responses, such that the average measured amplitude towards the end of the two-
minute stimulus train was around 0.4 nA. The depression had especially large effects on 
synaptic amplitudes near the beginning of the stimulus train. The inserts in Figure 3.2 A 
plot each IPSC amplitude as a function of time, measured in response to the two-minute 
stimulus train and the black red lines represent a single exponential fit of the data, 
suggesting an exponential decrease of IPSC amplitudes with time. IPSC amplitudes were 
more stable (although chronically depressed) during the second half of the two-minute 
train, and seemed to assume a new, depressed, steady state value. 
A model fit was developed to describe magnitude and kinetics of depression and 
to determine if two minutes of stimulation is sufficient to reach a steady state. Fitting 
allowed the consideration of all data points recorded over the course of the two minutes 
and provided the possibility to compare different frequencies. Asymptotic amplitude 
values were significantly lower than initial amplitudes (p<0.001) and ranged from 36% to 






Figure 3.2: Effects of simulated background activity on IPSC amplitudes. 
Glycinergic currents depress when being challenged with long-term stimulus trains but 
are still substantial A. Glycinergic IPSCs during the first three seconds of a two minutes 
Poisson-distributed stimulus train (left panels) and during the last three seconds of the 
same train (center panels). The three pairs of traces show IPSCs in response of three 
representative neurons to three different background stimulation frequencies, 5 Hz (top 
row), 20 Hz (center row), and 60 Hz (bottom row). The three graphs on the right show 
changes in IPSC amplitudes during the two-minute stimulus protocol. Each dot represents 
the amplitude of one IPSC plotted as a function of time within the stimulus protocol, and 
the red solid lines represent an exponential fit of the amplitudes.  
B: Modulated relative IPSC amplitudes after the two-minute stimulus protocol. An 
asterisk on each bar represents a statistically significant difference compared to control 
conditions. Ratios (time 0 vs. time 120sec) were: 5 Hz 0.47±0.02; 10 Hz  0.28±0.1; 20 Hz 
0.19±0.01; 40 Hz 0.18±0.01; 60 Hz 0.34±0.02; 5 Hz asymptotic value 0.36±0.05.  
C: Depression kinetics predicted by the model for the different frequencies. Steady state 
was reached in less than two minutes except for conditioning at 5 Hz.  
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except for 5 Hz stimulation; for this frequency the calculated stimulation time required to 
reach steady state (after five time constants) was approximately 7.5 min (442+/-138 sec).
 However, two minutes of simulated background activity of 5 Hz reduced 
amplitude size significantly to 46.9 +/-1.9% of the initial amplitudes. The steady state 
value was even lower with a calculated value of 36%. Since it turned out that two 
minutes at 5 Hz was not sufficient for conditioning, results from cells stimulated at this 
frequency were not included for observations that require conditioning.  
I suggest that the steady state amplitudes represent the synaptic strength of 
glycinergic inhibition to MNTB principal neurons more accurately than values measured 
under standard brain slice recording conditions. It is important to emphasize that 
conditioning only simulated the spontaneous background activity and that in this first set 
of experiments there were no sound related inputs involved. 
 
3.3.2 Sound activity embedded in background activity 
To imitate situations in which sound related activity is processed by inputs to the 
MNTB, various high-frequency trains were embedded seamlessly into the ongoing 
background activity. Sound evoked activity was simulated by short high frequency trains 
consisting of 50 pulses at 50, 100 and 300 Hz (imitating short tones with duration times 
of 1 sec, 0.5 sec, and 0.17 sec respectively). Inhibitory inputs were stimulated with these 
trains, before conditioning in the rested brain slice and again after the conditioning period 
(Fig 3.3 A & B). Trains with a frequency of 600 Hz were also tested but the time 
intervals between stimuli were too short for the IPSCs to decay. Mostly, a second 
stimulus occurred before IPSCs from previous stimuli had decayed. The result was a 
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large residual current lasting over the whole stimulation period and beyond instead of 
time precise IPSC responses to each stimulus. Therefore, 600 Hz stimulation trains were 
removed from the experimental protocol (Figure 3.3 C). 
The top trace in Figure 3.3 B shows an example of a 50 pulse / 100 Hz train of 
IPSCs that was recorded before the start of the two minutes conditioning protocol. The 
initial IPSC amplitude was about 4 nA. Over the course of the 50 pulse train, a very slight 
facilitation could be observed, followed by synaptic depression. When the same stimulus 
train was used on the same synaptic inputs following the two minutes conditioning 
period, most IPSC amplitudes in the train were much smaller than in the unconditioned 
case (Figure 3.3 B, middle trace). However, a significantly stronger synaptic facilitation 
could be observed (pulse three, middle trace). After the conclusion of the experimental 
protocol on this recording, synaptic inputs were allowed to recover for about five 
minutes, before the same 50 pulse train was tested again (Figure 3.3 B, bottom trace). 
Note that this recovery trace is very similar to the initial trace recorded before the start of 
the conditioning protocol, suggesting that the long-term stimulation protocol triggers 
specific and reversible mechanisms of short-term plasticity, and causes no damage to the 
neurons (Figure 3.3 B, top trace vs. bottom trace). Summative data showing the 
reversibility of the effects of long-term stimulation are presented in Figure 3.4 A. 
Amplitudes in the column “no BA” were recorded from rested slices. Subsequently 
inhibitory synapses were exposed to various protocols simulating “in vivo like” activity 
levels including background activity and simulated sound bursts. Such activity levels 
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Figure 3.3: High frequency trains and the effects of background activity. High-
frequency IPSC trains before and after chronic stimulation with simulated background 
activity. Ai: Trace of a 50 Hz / 50 pulse IPSC train recorded from an MNTB neuron 
before the start of the chronic long-term stimulation protocol. The brain slice had been 
rested before the stimulation and presumably was recovered from any effects of short-
term plasticity. Aii: The same train recorded from the same neuron after two minutes of 
10 Hz simulated background activity. The last few IPSCs recorded in response to the last 
second of the background activity stimulation are shown just in the trace before the start 
of the 50 Hz IPSC train (indicated by the black bar), as well as the first few responses to 
background activity which was resumed immediately after the end of the 50 Hz stimulus 
train. B: Voltage clamp recording from an MNTB neuron whose inhibitory inputs were 
stimulated by a 50 pulse / 100 Hz train before the start of the 2 minute conditioning 
protocol (top trace), following the 2 minute conditioning period (middle trace), and after 
the conclusion of the experimental protocol and a recovery time of about 5 minutes 
(bottom trace). C: Voltage clamp recording from an MNTB neuron stimulated with 50 
pulses at 600 Hz. Time between the stimuli was too short for IPSCs to decay 
considerably resulting in a large residual current. After the ending of electrical 





depressed IPSC amplitudes but after five minutes of rest amplitudes recovered 
completely and no significant differences were observed between the bars of the columns 
“no BA” and “recov”. 
Averages of synaptic amplitudes in response to the first and last events of the 50 
pulse IPSC trains are shown in Figure 3.4 A. Each group of bars represents one Poisson 
background frequency into which the 50 pulse train was embedded, while each bar within 
a group represents one test frequency. For each group of bars, the amplitude of the first 
three events (black bar) is compared with the amplitude of the 48th-50th event of a 50 Hz, 
100, or 300 Hz train (dark grey, medium gray, and light gray bars, respectively). In the 
case of each conditioning frequency, the ratio of initial to last IPSCs in the train is highly 
reduced compared to “no conditioning”.  For the 40 Hz and 60 Hz background activity, 
the 50 Hz test train was omitted, since its frequency was very similar to the two 
background rates.  
The ratios of the last three and the first three IPSCs for each frequency 
combination are plotted in Figure 3.4 B. High ratios (i.e. values closer to one) indicate 
that the last IPSCs in the train response were similar to the first IPSCs in amplitude, 
while smaller values indicate significant depression over the course of the 50 pulse test 
train. All ratios for all frequency combinations were significantly different from “no 
conditioning”, indicated by an asterisk on each bar. However, the frequency of the 
background activity did not influence the ratios significantly, indicating that background 




    
Figure 3.4: Background activity modulates the extent of synaptic depression. A: 
Synaptic amplitudes in response to the first and last events of the 50 pulse IPSC trains. 
Each group of bars represents one Poisson background frequency, or lack of background 
activity (= "no BA" or "recov") into which various 50-pulse trains were embedded, while 
each bar within a group represents one 50-pulse test train frequency. For each group of 
bars, the amplitude of the first three events (black bar) is compared with the amplitude of 
the last three events of a 50, 100, or 300 Hz train (dark grey, medium gray, and light gray 
bars, respectively). Note that for the 40 Hz and 60 Hz background activity, the 50 Hz test 
train was omitted, since its frequency was very similar to the two background rates. The 
last group of bars "recov" shows amplitudes that were recorded 5 minutes after the 
background activity was turned off and after synapses were allowed to recover. 
Amplitudes in this last group are not significantly different from amplitudes recorded 
before background activity was turned on, suggesting that recovery was complete. B: The 
ratios for last to first IPSCs for each frequency combination. High ratios (i.e. values 
closer to 1) indicate that the last IPSCs in the train response were similar to the first 
IPSCs in amplitude, while smaller values indicate significant depression over the course 
of the 50 Hz test train. A single asterisk on a bar indicates a significant difference from 




3.3.3 Synaptic facilitation 
Synaptic facilitation occurred at the beginning of 106 of 146 (72.6%) recorded 
high frequency trains (50, 100, 300 Hz). In these cases, the largest amplitudes could be 
observed between the second and the seventh IPSC. Figure 3.5 A shows an example of an 
IPSC train that was recorded in response to a 300 Hz, 50 pulse stimulation train 
embedded in background activity of 20 Hz (background activity not shown). When the 
stimulus protocol was switched from the low-frequency background conditioning to the 
high-frequency test train, a first IPSC amplitude of approximately 1 nA was recorded. 
IPSC amplitudes in response to the second, third and fourth IPSC of the same train 
increased progressively, such that the amplitude in response to the fourth stimulus was 
almost four times the amplitude recorded in response to the first IPSC. For stimulations 
following the fourth pulse, IPSC amplitudes slowly decreased, presumably representing 
synaptic depression. Among the 104 recordings in which facilitation was observed, the 
largest IPSC occurred between the second and the seventh IPSC. The distribution is 
shown in Figure 3.5 B. The overall ratio of facilitation (ratio of largest IPSC at any 
position to the first IPSC) was 4.44 +/- 0.7 with the median of the ratio occurring at 2.11.  
Conditioning with background activity, or the frequency of the test trains had no 
significant influence on the position of the largest IPSC, or the amount of facilitation (one 
way ANOVA by Ranks). Therefore, data were pooled. 
Occasionally there was a second burst of facilitation later in the high frequency 
trains observed, and the absolute largest amplitude of IPSCs was measured within a later 
facilitation event. Facilitation could also be observed during the two minutes of simulated 






Figure 3.5: Synaptic facilitation in glycinergic IPSCs. Glycinergic IPSCs show much 
more substantial synaptic facilitation than the corresponding excitatory inputs to MNTB 
neurons. A: A clip of the first six IPSCs of a train recorded in response to a 50 Hz, 50-
pulse stimulation train shows significant facilitation between the first and the fourth 
IPSC, such that the fourth IPSC has a 3-4 times larger amplitude than the first IPSC. B: 
Among the 106 of 146 recordings in which facilitation was observed (light gray bars, 
marked by dashed line), the largest IPSC occurred between the 2nd and the 7th IPSC. 
The trace shown in (A) is an example of the 21 cases in which the largest IPSC was 
observed in response to the 4th stimulus of the train. In the remaining 40 neurons, no 
facilitation was observed (dark gray bar, labeled "no fac.", no facilitation was observed 
and thus the first IPSC was the largest event measured in response to train stimulation. 
All recordings were performed in the presence of DNQX, AP-V, and SR 95531 to block 





the Poisson distribution (data not shown). However, note that many of these examples of 
synaptic facilitation were measured during periods when the synapse had already been 
presented with long periods of activity and thus presumably had a chronic influx of 
calcium for prolonged periods of time.  
 
3.3.4 Residual current 
In some types of synapses (Eccles et al., 1966; Scanziani et al., 1997; Lu and 
Trussell, 2000; Grabauskas and Bradley, 2003), repeated stimulation at relatively high 
frequencies results in a buildup of residual current through mechanisms including 
accumulation of neurotransmitter in the synaptic cleft or asynchronous vesicles release. 
Such residual current would affect synaptic computation in a different way than phasic, 
completely decaying IPSCs. Therefore I tested the amounts of residual current in 
response to various types of repeated stimulation. Residual current was measured during 
high frequency trains (50, 100 and 300 Hz) without and after conditioning for two 
minutes with simulated background activity at 10, 20, 40 and 60 Hz. Residual current 
was defined as the integrated area between the baseline line of the recording and a line 
which connects the initiation points of each IPSC (grey area in Figure 3.6A, residual 
charge). To make residual currents recorded at different stimulation frequencies 
comparable, they were normalized to one second because all the high frequency trains 
consisted of 50 pulses and thus lasted for a different amount of time. 
Conditioning synapses at any conditioning frequency significantly decreased 
residual current for 50 Hz and 100 Hz high frequency trains. In the case of 300 Hz high 
frequency trains, the residual current tended to be reduced as well, but the reduction was 
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significant only in the case of the 20 Hz background activity (p-values: 10 Hz=0.14; 20 
Hz<0.01; 40 Hz=0.17; 60 Hz=0.26). Residual current increased significantly with the 
frequency of simulated sound inputs (residual current for 50 Hz < 100 Hz < 300 Hz) in 
unconditioned and conditioned cells up to 40 Hz. In the case of the 60 Hz conditioning, 
there was a trend towards an increase with frequency (100 Hz <300 Hz; p=0.09). 
Since conditioning influenced IPSC amplitudes, the ratio between instantaneous 
and residual current were likely to be affected too. Therefore, the total residual current of 
every high frequency train was divided by the average amplitude of its IPSCs. Lower 
ratio values represent a stronger contribution of instantaneous current to the total current, 
and more precisely timed inhibition. The ratio significantly increased with the frequency 
of the simulated sound stimuli with 50 Hz (where available) < 100 Hz < 300 Hz under all 
conditions except for 60 Hz (p=0.20). The influence of background activity on the 
residual current/instantaneous current ratio was only significant for lower frequencies  
(50 Hz and 100 Hz conditioned with 10 Hz background activity and 50 Hz conditioned 
with 20 Hz BA) where it led to lower values of the ratio. For high frequency trains at 100 
Hz and 300 Hz there was no significant difference between the four different 
conditioning frequencies.  Comparison to control (no background activity) was done by 
paired t-test, ANOVA was used for comparison in between groups (50 Hz, 100 Hz, 300 
Hz) conditioned with the same frequency, and a t-test was used with the 40 Hz and 60 Hz 
conditioning (100 Hz vs. 300 Hz). Data from the same frequencies of simulated sound 
stimuli conditioned with different frequencies were compared with ANOVA. In 
summary, conditioning did not shift the inhibitory currents towards a residual component 











Figure 3.6: Residual current: absolute values of residual charge and ratio to 
instantaneous currents. Residual current decreased with long-term synaptic activity. 
Residual current was defined as the integrated area between the baseline line of the 
recording and a line which connects the initiation points of each IPSC (see Figure 3.1; 
grey area). A single asterisk on a bar indicates a significant difference from “no BA” with 
a p-value of <0.05. A: Conditioning synapses at any conditioning frequency decreased 
residual current. Higher residual current was also observed for higher frequencies of 
simulated sound inputs. B: The total residual current of every high frequency train was 
divided by the average amplitude of its IPSCs. Lower ratio values represent a stronger 





3.4 DISCUSSION  
 
3.4.1 Effects of simulated background activity on IPSC amplitudes and tonic 
components 
 Rates of spontaneous background activity in the MNTB have been measured in 
vivo by Hermann and colleagues (2007). This study showed that MNTB neurons fire 
within a wide frequency range of 0.15 to 110 Hz with a mean rate of 24.9+/-5.5 Hz. 
When they analyzed the interspike intervals it turned out that the spike distribution of the 
recorded spontaneous background activity was near-Poisson distributed and only the 
number of very short interspike intervals <1 ms were proportionally low. Based on this 
information, they developed stimulation protocols with different average frequencies 
closely matching the firing rates observed in vivo. By using these stimulation protocols, 
EPSC amplitudes in MNTB neurons depressed to significantly lower values and reached 
a steady state within two minutes of stimulation. Presumably, the same happens to IPSCs 
in MNTB principal cells when the inhibitory inputs are stimulated in a similar way. 
Although the exact source of the inhibition is currently unknown there is agreement in the 
literature that the inhibition is from an auditory source, likely the MNTB itself and/or the 
VNTB (Kuwabara and Zook, 1991; Smith et al., 1998; Thompson and Schofield, 2000). 
The VNTB as a possible source is also supported by my experiments described in 
Chapter V. With these experiments I could show that it is possible to elicit IPSCs in 
MNTB principal cells by electrical stimulations in the VNTB. Both suggested sources 
(MNTB and VNTB) are auditory brainstem nuclei and while spontaneous background 
activity is present in the MNTB (Smith et al., 1998; Hermann et al., 2007) it is likely to 
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exist in the VNTB also since this nucleus gets afferent inputs from the CN (Thompson 
and Schofield, 2000), which itself is subject to spontaneous background activity 
(Goldberg and Brownell, 1973; Liberman, 1978).  
 My goal was to simulate the effects of spontaneous background activity on 
inhibition to the MNTB in my in vitro experiments. Therefore, several near-Poisson 
distributed stimulation protocols were developed, similar to those made by Hermann et 
al. in 2007. The average frequencies were 5, 10, 20, 40 and 60 Hz in order to cover most 
of the wide frequency range observed in vivo. IPSCs were recorded during the duration 
of the two minutes conditioning period. Amplitudes were analyzed over the whole time 
period. A model fit was developed to describe the dynamics of the changes in amplitudes 
and to confirm if a steady state in IPSC strength is reached within the two minutes of 
stimulation, as was the case for excitatory input to MNTB neurons. For all tested 
frequencies the steady state was reached within less than two minutes, and only the 
stimulation with simulated background activity at a frequency of 5 Hz required more time 
(about seven minutes). This suggests that the recovery kinetics of the inhibitory synapses 
are somewhat below 5 Hz, though it is important to keep in mind that all conditioning 
protocols were Poisson distributed. However, spontaneous firing at 5 Hz likely also 
causes depression in vivo since a steady state with IPSC amplitudes of about 36% of the 
initial amplitudes has been calculated from the existing data. For technical reasons it was 
not feasible to extend conditioning with 5 Hz considerably beyond two minutes since the 
whole experiment was already quite long. The high frequency trains mimicking incoming 
sound stimuli were played after the conditioning period embedded in background 
activity, which extended the total stimulation time further. Therefore, the recordings from 
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cells which had been stimulated with 5 Hz background activity had to be excluded from 
experiments requiring conditioning.  
 Overall, it was possible to bring amplitudes of IPSCs into a depressed steady state 
by various frequencies of simulated background activity. These depressed amplitudes, of 
about one third the size of the initial amplitudes, most likely represent the synaptic 
strength in vivo much better than IPSCs recorded from rested brain slices under standard 
conditions. I consider this approach, which involves simulated background activity, to be 
an important step to increase the physiological relevance of in vitro recordings of 
inhibitory currents in the MNTB. Another question was whether inhibition would be still 
fast, phasic and with short decay times after conditioning. This was tested by applying 
high frequency trains (50, 100 and 300 Hz), allowing all three characteristics to be 
observed. During these high frequency trains a tonic component represented by the 
residual current increased with the frequency. Conditioning generally decreased the tonic 
component suggesting that inhibition to MNTB has a time precise function in vivo. Only 
when a higher frequency of 600 Hz was tested could IPSCs not decay fast enough before 
the next stimulus was presented and the phasic character was mostly lost.  
 One previous idea was that chronic activity could reduce IPSCs to small tonic 
currents whose function would possibly be to lower the high input resistance of MNTB 
principal cells. This could have been an explanation as to why in some studies no signs of 
failures of the signal transmission in the MNTB have been observed. The results of my 
study clearly disprove this idea for in vitro conditions. 
The results finding that the remaining steady state currents were still substantial 
and that the inhibition stayed phasic during simulated sound bursts even after prolonged 
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activity suggests an important and timed role of the inhibition in signal transmission 
within the MNTB and makes it a worthy target for further investigations.   
 
3.4.2 Comparison of inhibitory and excitatory inputs to MNTB principal cells 
 Crucial for understanding the physiological role of the inhibition to MNTB 
neurons is how excitatory and inhibitory inputs interact. Awatramani et al. (2004) showed 
in their study that the inhibition is capable of blocking signal transmission. The design of 
the experiments was based on data about excitation and inhibition from standard brain 
slices studies lacking spontaneous activity or simulated background activity, respectively. 
However, Hermann et al. (2007) showed that such chronic activity has a significant 
impact on EPSC amplitudes and leads to reduced excitatory currents. Since we can 
assume that inhibition is also subject to spontaneous firing in vivo, I wanted to determine 
to what extent inhibition is influenced by simulated background activity. A reduction to 
the same degree would keep the balance between excitation and inhibition, while any 
shift of the relative strengths of both components would change the effects of inhibition 
to block spiking of MNTB neurons due to excitatory inputs. My findings suggest that 
chronic activity depresses IPSCs to a somewhat larger degree than the corresponding 
excitatory calyceal inputs do (compare Figure 3.2B to Figure 3D of Hermann et al., 
2007). In other words, under conditions where both excitation and inhibition are 
chronically active for prolonged periods of time, inhibitory conductances might be 
slightly smaller than the corresponding excitatory conductances. For example, when 
challenged with 20 Hz Poisson-distributed activity for two minutes, glycinergic inputs 
depress to about one fourth of their initial amplitudes; when challenged with 40 Hz, they 
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depress to about one sixth (Figure 3.2B). By comparison, the corresponding excitation 
depresses to about 46% during 20 Hz stimulation and to 30% during 40 Hz stimulation of 
the same duration (Hermann et al, 2007, Figure 3D). The depression during high 
frequency trains as a comparison between the current amplitudes in the beginning and at 
the end in response to the 50 pulse stimulations is generally in the same range for 
excitation and inhibition (compare Figure 3.4B to Figure 4D of Hermann et al., 2007). 
These observations indicate that in certain listening situations neural inhibition may be 
somewhat less dominant than suggested by earlier work.  
However, I also found that IPSCs facilitate to a much larger degree than the 
corresponding calyx of Held mediated EPSCs do. While synaptic facilitation of EPSCs 
during train stimulation is typically very minor or completely absent both under typical 
slice conditions and under conditions when synapses are chronically active 
(Taschenberger and Gersdorff, 2000; Taschenberger et al., 2005; Hermann et al., 2007), 
IPSCs facilitated, on average, 4.4 -fold during repeated high-frequency stimulation 
(Figure 3.5 A). During those facilitated events, inhibitory conductances should be 
substantially higher than the corresponding excitatory conductances. While I did not 
specifically test the effect of inhibition on spiking of MNTB neurons, it is likely that 
under those circumstances, firing of MNTB neurons could be suppressed.  
In contrast to the excitation, which is mediated by one calyceal input, the 
inhibition is carried by several inputs (in average five to six, see Chapter IV). Therefore 
the possibility exists that not all inhibitory inputs are active simultaneously in all listening 
situations. For the experiments described in this chapter I always used a voltage for 
electrical stimulation strong enough to elicit the maximum IPSC response. So there is the 
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possibility that the physiological strength of inhibition is lower than suggested by my 
recordings, especially if there is more than one source, as the different inhibitory inputs 
might not act together synchronically. On the other hand, the low number of inputs could 
hint at a narrow frequency tuning of the inhibition. Due to the tonotopical organization of 
the auditory system this could mean that several inputs act together when the pathway of 




There are four main findings of this study. First, I could show that two minutes of 
simulated background activity depresses the amplitudes of IPSCs significantly but the 
remaining currents are still substantial. Second, high frequency trains embedded in 
background activity which mimic sound bursts showed less depression within the train as 
compared to rested brain slice conditions. This means inhibitory currents could maintain 
a more constant strength over the duration of the 50 pulses of high frequency stimulation. 
Third, prominent facilitation of IPSC amplitudes could be observed frequently in the 
beginning of these high frequency trains, enhancing the strength of inhibition when the 
firing frequency of inhibitory synapses was increased. Fourth, a residual current could be 
observed during high frequency stimulation, which increased with the stimulation 
frequency. Chronic activity in the form of simulated background activity lowered these 
tonic components of IPSCs and the IPSCs stayed phasic under the tested conditions up to 
300 Hz. Together, these results show that glycinergic inhibition to MNTB principal cells 
remains strong, phasic and has a fast decay under in vivo like activity levels. These 
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findings suggest a physiological role of the inhibition in modulating signal transmission 





NUMBER OF INHIBITORY INPUTS TO PRINCIPAL CELLS OF THE MEDIAL 




The goal of this study was to learn more about the number of inhibitory inputs to 
MNTB principal cells and the proportion of inputs which are still intact after slice 
preparation.  
 Anatomical studies have shown boutons synapsing on the cell body of MNTB 
principal cells contain glycine, GABA or both (Roberts and Ribak, 1987; Lu et al., 2008). 
Accordingly, the presence of glycine receptors on the cell surface has been demonstrated 
(Friauf et al., 1997; Leao et al., 2004). However, it was unknown how many fibers 
provide inhibition to a single MNTB principal cell and how many boutons emerge from 
one fiber.  
Answering these questions provides important information about the inhibition 
and gives hints about its physiological role. The auditory system is tonotopically 
organized; each area in the cochlea is specialized to a certain frequency. This frequency 
mapping is conserved throughout the ascending auditory system and can even be seen in 
the auditory cortex (Ryan et al., 1982; Romani et al., 1982; Friauf, 1992; Cheung et al., 
2012). Neurons in auditory brainstem nuclei show the strongest response to a 
characteristic frequency (CF). There are parallel pathways for these CF along the 
auditory circuits. A low number of inhibitory inputs to MNTB principal cells suggests 
that the inhibition is tuned to a certain and narrow frequency range. Furthermore, a low 
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number of inputs might be also a hint of an auditory source of this inhibition following 
frequency tuned pathways. For example, one LSO neuron is innervated by only 10 
MNTB cells on average with each of them branching into some synaptic terminals (Smith 
et al., 1998; Kim and Kandler, 2011) while neurons in other brain areas can receive 
thousands of inputs. Dendrites of typical pyramidal cells in visual cortex contain more 
than 6000 synaptic spines (Larkman, 1991) or as many as 10,000 in the cerebellum 
(Defilipe and Farina, 1992).  
The main question was to determine how many different inhibitory inputs to a 
single MNTB neuron can be observed with electrophysiological measurements in vitro. I 
performed patch clamp recordings and stimulated the inhibitory inputs electrically. A 
wide voltage range was used to observe different IPSC intensities from minimum to 
maximum stimulation. Then the number of recorded intensity steps was analyzed.  
A second question was how the in vitro recording conditions influence the 
outcome of these observations. Since some inputs might have been damaged or cut off 
during the slice preparation and might have been unable to release glycine in response to 
electrical stimulation, it was important to determine the portion of inputs that could still 
be stimulated out of the total number of existing inputs. The results would allow me to 
estimate how close the electrically measured number of inputs approximates to the total 
number of inputs. Furthermore, they would provide information of the possible strength 
of inhibition in vivo extrapolated from the results in Chapter II. This second question was 
addressed by two methods. One approach was to puff excess glycine on MNTB principal 
cells and measure the evoked currents. These currents could then be compared with the 
electrically stimulated currents in the same cell. Such a comparison would assume that 
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the puffed glycine could activate postsynaptic glycine receptors at the synaptic densities 
unaffected of a possible damage or removal of the presynaptic terminals.   
Another approach involving anatomical methods was to label synapses, which 
were active during electrical stimulation, with FM 1-43 dye while the patched cell was 
filled with the fluorescent dye Alexa Fluor for later identification. FM 1-43 is a lipophilic 
styryl compound capable of incorporating itself into lipophilic membranes, such as cell 
membranes and those of vesicles. The exocytosis I evoked by electrical stimulation is 
followed by compensatory endocytosis. The newly built vesicles contain the dye while it 
can be washed out from the extracellular space, leaving the vesicles in synapses which 
had been active during the stimulation labeled (Betz and Bewick, 1992; Gaffield and 
Betz, 2006). Additionally, glycinergic inputs were labeled with GlyT2 antibodies to 
distinguish them from other inputs to the cell body. GlyT2 is a Na+/Cl− dependent glycine 
transporter located at presynaptic terminals of glycinergic neurons responsible for the 
reuptake of glycine and the regulation of the extracellular glycine concentration 
(Eulenburg et al., 2005). It has been shown that GlyT2 is a reliable marker for glycinergic 
neurons (Poyatos et al., 1997). 
By using maximum stimulation and counting the boutons which had been active, 
it would be possible to compare the number of current steps with the number of active 
boutons. These data would allow estimating if one incoming inhibitory fiber forms one 
synapse or diverges into branches forming several boutons, which would still work as one 
unit in terms of activations. Furthermore the comparison of active boutons versus the 
inactive boutons under the in vitro conditions would provide an idea of how much 
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inhibition there could be in vivo. Though promising, this last approach had technical 




4.2.1 Animal preparation 
The methods for slice preparations from Mongolian gerbils were the same as 
described in Chapter II. 
 
4.2.2 Whole cell recordings and electrical stimulation 
Patch clamp recordings and electrical stimulation were performed the same way 
as outlined in Chapter II and only single pulse stimulation was used. The time between 
two pulses was at least two seconds. In addition to the maximum stimulation used to 
evoke the largest IPSC, the whole voltage range below maximum stimulation was also 
investigated. Recordings covered the voltage range from the first occurrence of an IPSC 
up to the voltage when a further increase would not result in larger IPSCs in few cases, 
the maximum voltage output of 90 V was reached before a plateau in IPSC amplitude 
size was seen. These data were excluded from the analysis since maximum amplitudes 
might not have been reached in these cases. Glycinergic currents were pharmacologically 




4.2.3 Data analysis of maximum stimulation 
IPSC amplitudes were measured with Fitmaster (Version 2.32, HEKA Elektronik 
Dr. Schulze GmbH). During the electrical stimulation it was not possible to measure the 
actual voltage of each pulse experienced by the cell. The adjusted output at the Iso-Flex 
box was very likely altered by the diameter of the stimulation pipette, a possible partial 
clogging of its tip by tissue parts and the distance from the cell. The voltage 
corresponding to the recorded IPSCs in every cell can therefore only be described as 
relatively higher or lower. Some variance in amplitude size usually occurred between 
IPSCs even at the same voltage intensity.  
To distinguish objectively between current steps due to the activation of an 
additional input from the variations observed at the same voltage, the k-means cluster 
analysis algorithm in Matlab 7.9 (MathWorks) was used. The data point was assigned to 
a chosen number of clusters in a way that minimized the distance between the cluster and 
the data point which represents the error. The squared error was then calculated for 
different numbers of clusters. Next, the squared error was plotted against the number of 
clusters. The curve was analyzed for a point where an increase in the number of clusters 
would not reduce the squared error considerably anymore. It was assumed that the 
number of clusters at this point represented the number of current steps in the IPSCs 
amplitudes, and every step was due to the activation of an additional inhibitory input. The 
results for every cell were confirmed by a visual comparison to an overlay of all recorded 
traces. Since the activation of an additional input would result in the release of at least 







Figure 4.1: Example cell with 5 observed current steps to demonstrate the analysis 
procedure.  
A: The left panel shows an overlay of recorded traces of IPSCs evoked by stimulation at 
voltages from 10-90 V. On the right, the corresponding amplitudes were plotted while 
voltage was increased continuously. First IPSC occurred at 20 V; no further increase in 
IPSC amplitude above 75 V. 
B: Squared errors were calculated with k-means cluster analysis for different numbers of 
clusters. Squared error dropped between k values of four and five, but the increase of k to 
a value of six did not continue to lower the error considerably. Therefore a number of 













(between the means of the clusters), close to the size of one mIPSC with 159+/-78 pA 
(standard deviation).  
 
4.2.4 Glycine puff experiments  
Postsynaptic glycine receptors can be activated independently of the condition of 
presynaptic endings by puffing glycine on the MNTB principal cells. For these 
experiments a third electrode was added to the setup, connected to a Picospritzer III 
(Parker Hannifin Corp, Cleveland, OH, USA). It was filled with ACSF containing 2 mM 
of glycine (glycine HCl, Sigma-Aldrich, St.Louis, MO, USA) The distance to the cell 
held in whole cell patch clamp mode, as well as the duration and the pressure of the puff 
were optimized to evoke the maximum IPSC response (approximately 200ms and 10psi). 
I used the same electrodes as for patch clamp recording with about 2.6-2.8 MΩ tip 
resistance. 
After the data of these puff experiments were collected, I tried to perform 
electrical maximum stimulations as described above in order to directly compare the 
currents evoked by both methods. This was possible in 6 of 13 cells. 
 
4.2.5 FM dye experiments 
Acute brain slices were prepared the same way as described before. For feasibility 
reasons only younger animals at age p12 and p13 were used, making the patch clamp 
recordings easier to perform. The thickness of the slices ranged from 180 µm to 200 µm.  
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Alexa Fluor® Hydrazide 488 sodium (Invitrogen, Life Technologies, Grand 
Island, NY) was added to the high chloride internal solution in the patch pipette at 
concentrations of 2 and 5mM to fill the patched cell. This was a necessary step to identify 
the cell later in the slice. 
One slice was put in the recording chamber and incubated in ACSF containing 10 
µM FM 1-43FX (Molecular Probes®, Life Technologies) at 37°C while a suitable cell 
was identified, patched and the conditions for electrical stimulation were optimized (>20 
min). The volume of the FM dye containing ACSF circulating in the perfusion system 
was 20 ml. Inhibitory inputs were stimulated for 2 min at 40 Hz (4800 pulses). The cell 
was allowed to recovery for 20 min in the presence of FM dye to allow complete vesicle 
reuptake. Then the slice was washed for 20 min with low calcium ringer solution 
(containing 0.1 mM CaCl2) using the perfusion system. The slice was then transferred to 
an incubation chamber and washed for 40 min with 1 mM ADVASEP-7 (Sigma Aldrich) 
in low calcium ringer to reduce noise of FM labeling and subsequently washed again with 
low calcium ringer. Since the slices could not be fixed until these steps were completed, 
they were very sensitive and sticky. Handling the unfixed slices was challenging and 
many of them were lost or damaged. For the safer transfer of the brain slices between 
media special netted mini baskets were used (Figure 4.9). Slices were fixed in 4% PFA 
for 20 min and rinsed thoroughly. All solutions used before fixing were bubbled with 
carbogen. Antibody labeling started with a blocking step, which was an incubation for 2h 
in blocking solution with 1% normal serum (goat) at room temperature. GlyT2 polyclonal 
antibody (1:2000, Chemicon, guinea pig) was added to the tissue and incubated on a 
rocker at 4°C for 2 days. After washing, the secondary antibody was added, an anti-
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guinea pig from goat conjugated with Alexa 647, 1:400 (Invitrogen), incubated for 2 h 
and washed afterwards.  
For some experiments, when no Alexa Fluor cell filling was performed, the cell 
bodies were labeled with Blue Nissel stain (Invitrogen). For this, the slices were 
incubated with 1% Blue Nissl stain for exactly 25 min at room temperature and 
subsequently washed. 
Slices were analyzed with a LSM 500 Meta confocal microscope (Carl Zeiss 




4.3.1 Current steps 
Electrical stimulation was performed in 52 MNTB principal cells. The maximum 
IPSC amplitude was 3.07+/-0.48 nA. The minimum to maximum stimulation revealed 
that MNTB principal cells showed relatively low numbers of current steps, the mean was 
5.4 +/- 0.70 steps per cell. Figure 4.2 shows the distribution of the number of current 
steps from all cells. The lowest number observed was two and no cell showed more than 
9 current steps.  
There was no distinct pattern as to where the best position for the stimulation was 
found based on the orientation in the slice. Therefore it was not possible to identify a 








Figure 4.2 Number of current steps observed. The distribution of the number of 
observed glycinergic current steps that could be evoked by electrical stimulation, from 
minimum to maximum stimulation in 52 cells. The mean was 5.4 +/- 0.70 current steps.  
 
 
4.3.2 Glycine puff experiments 
In order to observe IPSCs as a response to electrical stimulation, intact 
presynaptic terminals are required. Since the preparation of the brain slices might damage 
these terminals, the results obtained by electrical stimulation might not reflect the 
possible maximum strength of the IPSCs. Therefore, glycine was puffed on MNTB 
principal cells to also activate postsynaptic glycine receptors not receiving input due to 
potential presynaptic damage. It was assumed that these currents would represent the 
undamaged condition. The comparison of both methods allowed conclusions about the 




The combined stimulation with the puff of glycine and electrical stimulation 
showed that the electrical stimulation was able to elicit 76.9+/- 5.7% of the current seen 
after maximum glycine puffs in the same cell (n=6). There was a significant difference in 
IPSC amplitude between both stimulation methods (paired t-test, P=0.012), and when 
performed in the same neuron currents activated by glycine puffs were always larger than 
the currents elicited by electrical stimulation (Figure 4.3a).   
The comparison of a higher number of maximum IPSC amplitudes triggered by 
single pulse electrical stimulation and glycine puffs throughout all available data 
including recordings from cells where only one method was used, revealed that there was 
no significant difference in maximum amplitude size (Mann-Withney-U test, p=0.456; 
npuff=13; nstim=52). These results confirmed the suitability of my methods to activate the 
main portion of inhibition to MNTB principal cells.  
 
4.3.3 FM dye labeling experiments 
The applied methods worked sufficiently and most problems encountered were 
fixable. However, it was not possible to combine all methods and collect the expected 
information from every experiment. The best possible results I could achieve are shown.  
FM 1-43FX labeling worked but created significant background labeling in the 
slice which could be reduced by washing with ADVASEP-7. The electrical stimulation in 
the vicinity of the MNTB principal cell was likely to activate the calyx of Held also. Due 
to its enormous size and the high number of active sites the signal was expected to be 









Figure 4.3: Comparison of two methods to elicit IPSCs. Two different methods to 
activate glycinergic inhibition to MNTB principal cells - electrical stimulation and 
glycine puffs-  were compared. 
A: Both stimulation methods were performed to trigger IPSCs in the same cell, glycine 
puffs always resulted in larger IPSC amplitudes (n=6). Each color represents data from 
one cell. 
B: Average IPSC evoked by maximum electrical stimulation (n=52) and glycine puffs 
(n=13) from all available cells. Though electrical stimulation with the larger sample size 
shows the higher mean IPSC amplitude in this graph, there is no statistical significant 






image in Figure 4.4 demonstrates such a situation. The calyx of Held of an MNTB 
principal cell shows the strongest labeling with FM dye. The right image also shows a 
strongly labeled calyx of Held and several smaller dots on the cell body. 
4.3.3 FM dye labeling experiments 
The applied methods worked sufficiently and most problems encountered were 
fixable. However, it was not possible to combine all methods and collect the expected 
information from every experiment. The best possible results I could achieve are shown.  
FM 1-43FX labeling worked but created significant background labeling in the 
slice which could be reduced by washing with ADVASEP-7. The electrical stimulation in 
the vicinity of the MNTB principal cell was likely to activate the calyx of Held also. Due 
to its enormous size and the high number of active sites the signal was expected to be 
several fold stronger than the signal from inhibitory boutons on the cell body. The left 
image in Figure 4.4 demonstrates such a situation. The calyx of Held of an MNTB 
principal cell shows the strongest labeling with FM dye. The right image also shows a 
strongly labeled calyx of Held and several smaller dots on the cell body. With this 
method I could not determine whether these dots are branches of the calyx structure or 
separate boutons. 
To better identify cell bodies, a blue Nissl stain was performed. Nissl staining 
labels the plasmatic reticulum and provides a good image of the cell body and its borders. 
This method worked well and allowed the identification of cells in the MNTB area 
(Figure 4.5). 
GlyT2 labeling nicely showed clusters on MNTB cells after several optimization 





Figure 4.4 FM dye labeling after electrical stimulation. Two different images of cross-
sections of MNTB principal cells labeled with FM 1-43FX.  The strong labeling of the 







Figure 4.5 Co-labeling of neurons in the MNTB. Images from the MNTB area with 
nissl staining (right), GlyT2 labeling (center) and an overlay image of both channels 
















Figure 4.6 Labeled MNTB principal cells. MNTB cells labeled with antibodies against 
GlyT2, secondary antibody was conjugated with Alexa Fluor 647. 
 
 
   
 
Figure 4.7: Labeled MNTB principal cell. MNTB principal cell filled with Alexa Fluor 
488 for about 15min. Part of the Axon has been labeled within that time.  
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also be seen. Figure 4.6 shows an image after procedures had been optimized (GlyT2 
labeling in Figure 4.5 is from an earlier experimental phase).  
Since the signal coming from the FM 1-43 labeling was not selective enough to 
identify the patched cell with certainty, Nissl staining was replaced by filling cells with 
Alexa Fluor 488 hydrazide, which is suitable for PFA fixation. The concentrations of 
10mM suggested by the manufacturer (from product information Alexa Fluor hydrazides, 
Molecular Probes) produced very strong fluorescent signals compared to the signals from 
other methods used (FM dye, GlyT2 labeling). Therefore I reduced the concentration first 
to 5 nM and then further to 2 nM. Filled cells delivered clear pictures of the cell body and  
part of the axon, as shown in Figure 4.7. This method was suitable to definitively identify 
the patched and stimulated cells in the brain slice.  
Within the scope of my work it was not possible to combine all methods to 




4.4.1 Electrical stimulation and current steps 
My approach to investigate the number of inhibitory inputs with electro-
physiological methods revealed that there is only a low number of inputs, ranging from 2 
to 9. The high number of cells investigated (n=52) and the Gaussian-like distribution of 
the number of inputs support the validity of the results. Using k-means cluster analysis to 
separate the recorded IPSCs into current steps is the best possible approximation, since 
there is no absolute method to group one-dimensional data of the IPSC amplitudes 
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(voltage could only be defined by lower or higher, there were no absolute data available). 
The results always matched closely the number of steps I had estimated by manually 
examining the overlays of the recorded IPSC traces. Nevertheless I wanted to use a more 
objective method, although this method sometimes required me to make a choice 
between two numbers. The reason is that in some cases there was no clear kink in the 
squared error vs. number of clusters curve since adding more clusters always reduces the 
error up to the point where the number of clusters matches the number of data points. In 
these cases, I made the decision between two possible values based on the manual 
examination of the IPSC traces.  
The finding of low numbers of inhibitory inputs to MNTB principal cells suggests 
that this inhibition is likely to be fine tuned to a narrow frequency range rather than a 
broad inhibition. Assuming the inputs are coming from an auditory source, the cells 
which send out inhibitory projections to the MNTB would likely be tonotopically 
organized and specialized to a certain CF. If inputs were from a more global inhibition, 
such as from higher brain regions, a larger number of inputs would be likely. As an 
example for fine tuned inhibition in the auditory brainstem, projections from the MNTB 
to LSO follow a tonotopical pattern, with each cell specialized to a narrow frequency 
range. Here, each LSO neuron receives inhibitory input from about 10 MNTB cells (Kim 
and Kandler, 2011) and therefore slightly more than what I found for the inhibitory inputs 
to the MNTB.  
 I am using the term ‘inhibitory inputs’ since it was not possible to differentiate if 
one current step is due to the activation of a single synaptic terminal or an inhibitory fiber 
which diverges out into several boutons synapsing on the MNTB principal cell. The 
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action potential elicited in such a fiber by electrical stimulation would spread along the 
branches causing vesicle release from all intact boutons at the same time. The boutons 
from one fiber would act as a unit and would appear as one current step in my recordings. 
Since my attempt to answer this question with the set of experiments involving FM dye 
was not successful, one possible way to this could be to inject anterograde tracers into the 
nucleus, which provides inhibition to the MNTB once it has been identified.  
 The size of the IPSC amplitudes was 3.07+/-0.48 nA (n=52) under maximum 
single pulse stimulation conditions, comparable to glycinergic IPSCs I measured in two 
weeks old mice (2.21 +/-0.25 nA n=5) and those observed in rats (Awatramani et al., 
2005, Figure 1Bi). As a comparison, EPSC amplitudes are typically between 5 and 9 nA 
in rodents at comparable ages and conditions, including rested slices and physiological 
temperature (e.g. Taschenberger and von Gersdorff 2000; von Gersdorff and Borst, 2002, 
Hermann et al., 2007). Looking at the amplitudes of inhibition and excitation only, 
without considering timing aspects, it is not surprising that Awatramani et al. (2004) 
could show the ability of the inhibition to suppress EPSCs in conductance clamp 
experiments, as mentioned in the introduction. Considering the effects of background 
activity on synaptic plasticity (see Chapter III), no statement about the effects of 
inhibition to the MNTB in vivo can be made based on the available data. Another factor 
to keep in mind is that the excitation is mediated by just one single synapse always firing 
at maximum strength when active, while the inhibition derives from several inputs, which 
might not be active all together at the same time in vivo. If this were the case, the relative 




4.4.2 Glycine puff experiments 
With these experiments I wanted to investigate how much glycinergic current can 
be observed with maximum puff stimulation and compare those values to the results from 
electrical stimulations. It was necessary to position the puff electrode close to the patched 
cell although I was using high concentrations of glycine (2 mM). The chloride currents 
observed as a response to glycine puffs were about 1/3 higher than those seen after 
electrical stimulation when it was possible to perform both stimulation methods in the 
same cell. There are several possible explanations for this effect. First, the slice 
preparation puts high amounts of mechanical stress on the cells even when done as 
carefully as possible. It is easy to imagine that some inhibitory fibers or boutons were 
damaged during this process and incapable of responding with vesicle release to electrical 
stimulation, while the glycine receptors at the synaptic densities are still in place and can 
be activated by their agonist. Secondly, there can be extra synaptic glycine receptors, 
which are not activated by glycine released from synaptic terminals, unless there was a 
significant spillover from the synaptic cleft. Another possibility would be the presence of 
excess postsynaptic glycine receptors and the release of glycine into the synaptic cleft 
under physiological conditions does not activate all available receptors, leaving a receptor 
reserve which can be activated by high concentrations of puffed glycine only. 
In the first case the results from the electrical stimulation experiments might be a 
slight underestimation of synaptic strength and the number of inputs as the paired 
stimulation indicated. If the second or third proposed possibility were true, the IPSCs 
evoked by electrical stimulation would closely correlate with the chloride conductance 
due to activation of glycine receptors in vivo. 
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On the other hand, puffed glycine might not be able to reach receptors on the 
down facing side of the principal cell. So I temporarily stopped the perfusion system and 
puffed glycine multiple times on the cells for an extended period of time (>5 sec). The 
purpose was to determine if keeping the glycine concentration high and giving additional 
time for diffusion could activate additional currents. However, such an effect could not 
be observed making an insufficient accessibility of glycine receptors unlikely. 
In the framework of my experiments I could not identify the reason for the 
observed difference between amplitude sizes of the two stimulation methods. Although, 
when I compared all available data from puff experiments and electrical stimulations the 
difference in maximum amplitudes was statistically not significant. This shows that the 
results obtained by the methods I used are similar and provide a good picture of the 
strength of inhibition to the MNTB.  
 
4.4.3 FM dye experiments 
The design of these experiments combines several methods and the theoretical 
outcome would provide detailed information about the inhibition to the MNTB. This 
includes the number of glycinergic synaptic terminals on the cell body of the principal 
cell and the proportion of inputs active during maximum electrical stimulation. 
Furthermore, the strength of the corresponding IPSCs as well as the number of current 
steps could be measured simultaneously. The number of current steps would be the count 
of inhibitory units. In case there are less current steps than active synaptic terminals or 
boutons, it would be possible to estimate how many of those terminals derive from a 
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single fiber on average, forming one inhibitory unit or current step, respectively (see 
discussion on electrical stimulation).  
For feasibility reasons younger animals at age p12 and p13 were used to prepare 
the brain slices. The lower myelin content at this age and thereby the better visibility of 
the neurons allowed increasing the thickness of the slices to 200µm for better handling 
during the following working steps, but the quality of the antibody labeling was better 
with thinner slices so I returned to a thickness of 180µm.  
 To identify cell bodies Nissl staining was performed, which labels the cell body, 
in particular the endoplasmatic reticulum. Making the cell borders visible allowed 
assigning otherwise labeled structures to the cell surface, such as synaptic terminals 
labeled by FM dye and GlyT2 antibodies. Despite good results it turned out that I had to 
mark the cell which was stimulated and from which the recordings were done to identify 
this cell later in the slice (see below). 
Figure 4.8 shows the chemical structure of FM 1-43FX. It consists of a polar head 
group (left), a bridge fluorophore (center) and a lipophilic tail group (right). This dipolar 
structure allows the incorporation into lipid bilayer membrane structures. The bath 
application of this dye causes a broad labeling of all bilayer membranes in contact with 
the dye. The turnover of the vesicle pool in active synapses leads to endocytosis of 
labeled membrane parts leaving vesicles in the synaptic terminal marked with FM dye. 
When activity is stopped these internalized vesicles are protected from the washout of the 
dye. It turned out that the labeling was relatively noisy. High background fluorescence is 
a known problem in brain slices due to the high density of membranes on the surface and 
could be drastically reduced by using ADVASEP-7, a cyclodextran derivate for the 
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washout (Gaffield and Betz, 2006; Kay et al., 1999). Nevertheless, the FM labeling was 
still not specific enough to identify the patched cell with certainty. So we had to replace 
the Nissl staining by filling cells with Alexa Fluor. This increased the difficulty of the 
experiments considerably since I had to choose cells close to the surface to ensure proper 
FM dye and antibody labeling and this increased the risk of ripping the cell out of the 
tissue when I removed the patch pipette. Otherwise the cell fillings worked well, a 
definitive identification of the cell was possible and the labeling endured all following 
procedures. I had to reduce the concentration of Alexa Fluor in the patch pipette to 20% 
of the standard because the signal was very strong compared to the other labeling 





Figure 4.8: Chemical structure of FM 1-43FX. Molecular formula: C29H49N4Cl3. From 
product specifications, Molecular Probes® 
 
The glycine transporter GlyT2 is a reliable marker for glycinergic neurons 
(Poyatos et al., 1997) as mentioned above. By using antibodies against GlyT2, 
glycinergic inputs could be visualized after optimizing the labeling conditions. They 
appeared as clusters close to the cell surface, but I could not obtain enough data to 
develop an objective algorithm to distinguish between real clusters and unspecific 
labeling. Background noise and unspecific labeling was a significant problem. It took at 
least 3h between slice preparation and fixation with PFA, while for other anatomical 
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studies fixation is usually done as soon as possible, for example by PFA perfusions. 
Furthermore the late fixation left the slices sensitive and sticky, which made handling 
challenging. The transfer between wells on well plates during washing and incubation 
steps could hardly be done with standard hooks and many slices where lost. In order to 
solve this problem, I built netted tissue baskets, which fit the wells and allowed 
transferring the slices without damaging them and without transferring medium (Figure 
4.9). Finally, it was possible to optimize the conditions so that clear and usable images 
could be taken from MNTB cells labeled for GlyT2, as shown in the results section 








Figure 4.9: Devices for the transfer of brain slices. Transfer devices made of 
Eppendorf tubes and polyethylene grid. It allowed transferring the sensitive slices safely 
between wells without carrying solutions over.  
 
FM dyes have broad excitation and emission spectra compared to many other 
fluorescent dyes and I could observe some bleedthrough into the other emission channels. 
Figure 4.10A shows the excitation and emission spectra of the dyes we used. Though 
knowing how close together the excitation curves of Alexa Fluor 488 and FM 1-43 are, 
these settings were tried because cell filling could be controlled with available equipment 
for GFP imaging on the microscope. Despite optimized filter settings it would be 
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necessary to switch to dyes with their absorption and emission peaks further apart. I 
suggest using Alexa Fluor 350, continuing to use FM 1-43FX and eventually using an 
Alexa Fluor dye conjugated to the secondary antibody targeting the GlyT2 antibody 
whose absorption and emission spectra is located in the range of longer wave lengths, e.g. 
Alexa Fluor 680. The spectra of the settings I used and the suggested ones are shown in 
Figure 4.10.  
Future directions would include resolving technical challenges of all steps to  
increase the success rate significantly. Only if each step works highly reliably, a 
reasonable outcome can be expected when all methods are integrated. Then ImageJ 
software could be used to quantify the total number of inhibitory, GlyT2 positive, 




The major finding of this study is that MNTB principal cells receive inhibition from 
a few inputs only, in the range from 2 to 9. This suggests a narrow frequency tuning of 
the inhibition to the MNTB. With glycine puffs I could confirm that electrical stimulation 
can elicit the major part of inhibition, if not all of it. My FM dye experiments did not 
provide conclusive results, but further anatomical studies would be worthwhile to 
confirm the electrophysiological findings and reveal more details about the structure and 
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Figure 4.10: Excitation and emission spectra of different fluorophores. Excitation 
(dashed lines) and emission (solid lines) spectra, generated with invitrogen spectra viewer 
(http://www.invitrogen.com) 
A: Settings as used for my experiments. Green: Alexa Fluor 488 hydrazide for cell 
fillings; blue: FM 1-43; red: Alexa Fluor 647 antibody conjugate. 
B: Suggested settings for further experiments. Green: Alexa Fluor 350 hydrazide for cell 














CHAPTER V  
ELECTRICAL STIMULATION IN THE VENTRAL NUCLEUS OF THE 
TRAPEZOID BODY TO ELICIT INHIBITORY POSTSYNAPTIC CURRENTS 





 A crucial part of understanding the physiological role of inhibition to the MNTB 
is the investigation of the interactions between excitatory and inhibitory inputs. Revealing 
to what extent and under which circumstances signal transmission in the MNTB is 
influenced by inhibitory inputs would provide important clues about the function of the 
inhibition.  
The goal of this study was to identify a brain area where the inhibition to the 
MNTB can be electrically stimulated and which is outside of this nucleus itself, ideally 
directly in the source of that inhibition. Currently this source has not been identified 
conclusively. A putative source of inhibition to MNTB would have to fulfill several 
criteria. First, there have to be projections from the source to the MNTB. Second, it is 
known that the inhibition to MNTB principal cells is mediated by glycine and GABA, 
with at least some synapses co-releasing both neurotransmitters (see Chapter II; 
Awatramani et al., 2004 and 2005; Lu et al., 2008). Therefore the possible source of 
inhibition has to show positive labeling for both glycinergic and GABAergic neurons. 
Third, the source of inhibition is possibly another brainstem nucleus for the following 
reasons. There is evidence that inhibitory inputs to MNTB principal cells can suppress 
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spiking in these neurons (Kopp-Scheinpflug et al., 2003; Awatramani et al., 2004), 
suggesting an involvement in sound processing. Based on the observation that the strong 
glycinergic inhibition to the MNTB shows fast kinetics and phasic properties even under 
conditions of high activity (see Chapter III), it seems likely that the neuronal signals 
carrying incoming sound information are processed promptly and precisely timed in the 
MNTB before they are sent to further nuclei, especially because the MNTB is involved in 
sound localization where extreme quickness is required. A quick integration of sound 
information on such an early level of sound processing would suggest the involvement of 
another brainstem nucleus instead of higher brain regions. Furthermore, no inhibitory 
projections to the MNTB from higher brain have been described to this day.  
Considering the points above, the ventral nucleus of the trapezoid body (VNTB) 
is one possible candidate for the source of inhibition to the MNTB. It is a brainstem 
nucleus containing glycinergic and GABAergic cells (Helfert et al., 1989; Ostapoff et al., 
1997; Friauf et al., 1999) and sending projections to the ipsilateral MNTB (Kuwabara et 
al., 1991). Furthermore, the VNTB gets inputs from globular bushy cells (GBCs) in the 
AVCN as the MNTB does (Thompson and Schofield, 2000), meaning both nuclei receive 
their sound inputs within a close time window, which is important for an immediate 
integration of incoming sound information.  
For the reasons mentioned above I considered the VNTB as the most probable 







Figure 5.1: Schematic illustration of the location of important brain stem nuclei. 
Right half of a cross section through the auditory brainstem showing the location of 
MNTB, VNTB and other major nuclei (LNTB = lateral nucleus of the trapezoid body; 
SPN = superior paraolivary nucleus). MNTB and VNTB receive excitatory inputs from 
GBCs in the contralateral AVCN. VNTB sends projections to the ipsilateral MNTB. 




5.2.1 Slice preparation 
Slice preparation and handling was generally done as outlined in Chapter II. In 
order to increase the probability of preserving intact fiber connections between MNTB 
and VNTB, the thickness of the brain slices was increased to 250µm and the angle of the 
cutting plane was slightly modified.  
 
5.2.2 Whole cell recordings 
Whole cell voltage clamp recordings were performed as outlined in Chapter II 
unless described otherwise. The same high chloride internal solution was used containing 
5 mM QX-314 (Alomone Labs, Jerusalem, Israel) to eliminate postsynaptic sodium 
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currents. Glutamatergic currents were blocked by 40 µM DNQX and 100 µM AP-5 (both 
from Tocris Bioscience, Bristol, UK). Depending on the recording conditions, an optional 
block of glycine currents using 500nM strychnine  (Sigma) and/or a block of GABAergic 
currents using 20 µM SR 95531 (Tocris Bioscience) was performed. The recording of 
GABAergic currents was started without strychnine and SR 95531 to record the total 
IPSCs then strychnine was added to isolate GABAergic currents. Since IPSCs consisted 
only of glycinergic and GABAergic components (see also Chapter II), it was possible to 
calculate the corresponding glycinergic currents. Recording and stimulation on the caudal 
side of the brain slice appeared to show higher success rates; therefore this orientation 
was preferred.   
 
5.2.3 Electrical stimulation   
Inhibitory postsynaptic currents (IPSCs) were evoked by electrical stimulation in 
the area of the ipsilateral VNTB, which was identified by the position relative to the 
MNTB and the shape of the brain slices using various data from anatomical studies 
(Allen Mouse Brain Atlas; GlyT2 labeling from gerbil brain slices (data not shown); 
Friauf et al., 1999; Hoffpauir et al., 2006, supplemental data). A bipolar electrode was 
used for stimulation (FHC Inc., Bowdoin, ME). The distance between electrodes was 
about 250 µm. Voltage intensity was optimized to obtain the largest IPSCs. Stimuli were 
100-µs-long square pulses of 5 to 90 V delivered with an STG 2004 computer-controlled 
four-channel stimulator (Multi Channel Systems, Reutlingen, Germany) and a stimulation 
isolation unit (Iso-flex, AMPI, Jerusalem, Israel). Single pulse stimulation (>2 sec time 
lag between pulses) and high frequency trains as described in Chapter III were used. 
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3.2.4 Analysis 
IPSC amplitudes were analyzed using Fitmaster (Version 2.32, HEKA 
Instruments, Lambrecht/Pfalz, Germany) and IGOR Pro 6.21 (WaveMetrics, Lake 





5.3.1 Stimulation in the VNTB can elicit IPSCs in the MNTB 
It was possible to elicit IPSCs in MNTB principal cells when I stimulated 
electrically in the VNTB. While almost every MNTB principal cell showed at least some 
IPSCs in response to electrical stimulation in the direct vicinity (see Chapter II), the 
stimulation in the VNTB area evoked IPSCs in only about 30% of the tested MNTB 
neurons (9 out of 31). This low response rate suggests either a disruption of fiber 
connections between VNTB and MNTB due to slice preparation, or that the extent of the 
electrical stimulation was too small to target the whole VNTB area, or that not all MNTB 
cells are innervated by fibers coming from the VNTB. 
 
 
5.3.2 IPSCs have smaller amplitudes and consist of GABAergic and glycinergic 
components 
The measured IPSC amplitudes were generally smaller than those recorded during 
experiments with stimulation close to the patch clamped cell; I will refer to those data as 
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“directly stimulated”. Glycinergic IPSCs were 0.67+/-0.31 nA large (n=9) and 
significantly smaller than those measured with direct stimulation (3.07+/-0.48 nA, n=52, 
p=0.047). Only in one cell, IPSCs of around 3.1 nA were observed, a size comparable to 
IPSCs measured with direct stimulation. 
On the contrary, GABAergic current amplitudes were similar with both 
stimulation methods, with 0.17+/-0.08 nA when stimulation was performed in the VNTB 
(n=4) and 0.15+/-0.05 nA with direct stimulation (n=8). In all of the four investigated 
cells, larger currents of 0.58+/-0.17 nA were observed before the glycinergic component 
was eliminated by the application of strychnine (GABAergic currents equates to 29+/-
15% of the total inhibitory currents). The combined application of both blockers -SR 
95531 and strychnine- eliminated IPSCs completely (n=2). This shows again that there 
are no additional inhibitory currents involved other than the two mediated by glycine and 
GABA. 
 Decay kinetics of glycinergic IPSCs were significantly slower for VNTB 
stimulation (with 6.77+/-2.73 ms; n=5) than for direct stimulation (with 3.33+/-0.26 ms; 
n=49; p<0.01), suggesting a more asynchronous vesicle release from one or more 
inhibitory synapses. Another possibility is that when several source neurons, which 
provide inhibition to MNTB, are stimulated together they fire with tiny delays. Decay 
kinetics for GABAergic currents tended to be slower too (VNTB stimulation: 17.70+/-
2.99 ms; n=4 vs. direct stimulation: 13.14+/-0.26 ms; n=6) though differences were not 
statistically significant (p=0.44).  
IPSCs showed no considerable time delay between stimulation pulse and current 






Figure 5.2: Amplitudes of IPSCs measured in MNTB principal cells while electrical 
stimulation was performed in the VNTB. Amplitudes from glycinergic currents were 
significantly lower than those evoked by stimulation in the vicinity of the cell, while the 
strength of GABAergic currents was similar for both stimulation methods. IPSCs from all 








Figure 5.3: Different IPSC traces stimulated in the VNTB. Voltage clamp recordings 
of representative glycinergic and GABAergic IPSCs in MNTB cells evoked by electrical 
stimulation in the VNTB. A: Glycinergic IPSC as response to single pulse stimulation. 
Though it decays quickly, the decay times were significantly longer than those from 
glycinergic IPSCs measured with direct stimulation. B: GABAergic IPSC evoked with 
single pulse stimulation. Similar to the results in Chapter II, GABAergic IPSCs had 
smaller amplitudes and slower decay kinetics than the glycinergic ones. C: Trace of a 50 













MNTB without a synaptic relay in between. IPSCs were also capable of following high 
frequency stimulation trains of 50 pulses at 50 and 100 Hz (300 Hz not tested) indicating 
that the axonal connections between VNTB and MNTB were intact and healthy. Figure 
5.3C shows a 100Hz example trace. 
5.4 DISCUSSION 
 
5.4.1 Connections between VNTB and MNTB  
The fact that it was possible to electrically stimulate in the VNTB and record 
corresponding IPSCs in the MNTB shows that there were intact axonal connections 
between both nuclei forming inhibitory synapses on MNTB principal cells. However, the 
performed experiments do not necessarily demonstrate a connection between VNTB cell 
somata and MNTB. The electrical stimulation might also have stimulated fibers passing 
through the VNTB originating from another brain area. Since VNTB contains a number 
of passing fiber bundles, this possibility remains as a concern. 
However, the presence of projections from the VNTB to the ipsilateral MNTB has 
been demonstrated anatomically (Kuwabara et al., 1991). Furthermore the VNTB 
contains both glycinergic and GABAergic neurons (Moore and Moore, 1987; Roberts and 
Ribak, 1987; Helfert et al., 1989) matching the observations of IPSCs mediated by 
glycine and GABA in the MNTB. Both studies support the VNTB as one origin of the 
inhibition. In the following text I will refer to the VNTB as the location from which the 
observed inhibitory fibers are coming, because it is not known (but also not relevant) for 
electrical stimulation whether the fibers originate in the VNTB or simply continue their 
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path from another source while crossing the VNTB. Regardless of the actual source of 
inhibition, it was possible to stimulate inhibition to MNTB outside the MNTB area, 
which is a basic requirement for a double stimulation of inhibition and excitation in the 
same brain slice (see 5.4.3 for more details). 
There was no notable delay between the time points of the electrical stimulation 
and the onset of the recorded IPSCs, leaving no time for an intermediary synaptic signal 
transmission. Therefore, the involvement of another nucleus acting as relay between 
VNTB and MNTB is very unlikely. 
IPSCSs could be elicited in less than 30% of the patched MNTB neurons only 
when I stimulated in the VNTB. Since the corresponding success rate was close to 100% 
for direct stimulation, suggesting every MNTB principal cell receives inhibitory inputs, 
one reason for this discrepancy is likely damage or interruption in the connections 
between both nuclei. The path of the fibers running from VNTB to the MNTB is 
currently unknown; they might not be parallel to the cutting plane of the brain slice and 
might therefore get close to the vibratome blade during slice preparation, or might even 
be cut off. To minimize the risk of cutting the connecting fibers, I increased the thickness 
of the brain slices to 250 µm, which was the upper limit for patching MNTB neurons due 
to reduced visibility. Since there is only a low number of inhibitory input units to each 
MNTB principal cell (<10, see Chapter IV for additional details) the number of axons 
innervating a single cell is likely equally low. Therefore the destruction of small brain 
areas might already be enough to cut off all connections between the VNTB and a given 
MNTB principal cell. Future anatomical studies might reveal the exact path of the 
inhibitory fibers. That information would allow optimization of the slice preparation to 
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preserve a maximum of connections and increase the successes rate of stimulation 
experiments similar to those I have done. 
Another explanation of why the response rate to stimulation in the VNTB was so 
much lower than direct stimulation could be that not every MNTB principal cell receives 
inhibitory inputs coming from the VNTB. Recurrent axons have been observed in the 
MNTB (Kuwabara and Zook, 1991) which could provide glycinergic self-inhibition to 
other MNTB neurons, for instance as side band inhibition. Stimulation close to the target 
cell would activate all intact inhibitory synapses independent of their possible sources. 
On the other hand, every MNTB principal cell is innervated by one (in rare cases more) 
globular bushy cell, which forms the calyx of Held. Nevertheless, when electrical 
stimulation is performed in the midline fiber bundle containing the axons to the MNTB, 
only about 15% of the MNTB cells respond with EPSCs (Hermann et al., 2007 
unpublished data). Therefore it is quite possible that all MNTB neurons receive inhibition 
from the VNTB despite the low response rate to stimulation in this region. Future 
experiments should include a determination of the number of current steps and of 
inhibitory inputs respectively for VNTB stimulation, as has been done in the context of 
direct stimulation (see Chapter IV). Comparing the number of current steps obtained by 
both stimulation methods would provide information about how many inputs out of the 
total number of inputs come from the VNTB. 
 
5.4.2 Glycinergic and GABAergic inhibitory currents 
IPSCs elicited by stimulation in the VNTB were mediated by two 
neurotransmitters, namely glycine and GABA, just as I had observed for direct 
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stimulation. Interestingly the glycinergic currents were smaller with VNTB stimulation 
while the GABAergic ones were of similar strength. This might be an indication of 
another purely glycinergic source of inhibition which has not been activated during 
VNTB stimulation, but contributed to the larger currents measured when direct 
stimulation was performed. This other source of inhibition could possibly even be the 
MNTB itself (see above).  
Consistent with the finding that inhibition had glycinergic and GABAergic 
components are data from anatomical studies showing that the VNTB contains cells 
positive to immune labeling for glycine and GABA (Thompson et al., 1985; Moore, J.K., 
and R.Y. Moore, 1987; Roberts and Ribak, 1987; Helfert et al., 1989; Friauf et al., 1999). 
It is not exactly known whether glycine and GABA are released from different neurons or 
if there is a corelease of both neurotransmitters. However, there is evidence that such 
corelease happens at inhibitory synapses in the MNTB, such as synaptic boutons 
containing both neurotransmitters (Lu et al., 2008) and mIPSCs composed of glycinergic 
and GABAergic currents (Awatramani et al., 2005).  
 
5.4.3 Future simultaneous stimulation of inhibitory and excitatory inputs to MNTB 
neurons 
The most effective way to study the effects of inhibition on signal transmission in 
the MNTB in vitro would be to stimulate both excitatory and inhibitory inputs to an 
MNTB principal cell and monitor the resulting impact on spiking. Since my findings 
provide the preconditions for future experiments using such simultaneous stimulation, I 
want to discuss this topic in more detail. Furthermore, there had been considerations to 
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perform such experiments as part of my dissertation before the technical challenges 
became apparent. 
The basic requirements are that each input can be stimulated at a different 
location in the same brain slice. There has to be enough distance between these two 
different locations for stimulation to avoid interactions. Furthermore, a certain distance 
between the stimulation sites and the cell from which is recorded has to be ensured to 
avoid direct electrical excitation of that cell. In my experiments I could eliminate such 
direct excitation by using the intracellular blocker of voltage gated sodium channels QX-
314, which prevented the MNTB cell from firing even when the electrical stimulation 
took place in the close vicinity. Using QX-314 would not be an option for experiments 
investigating the effects of excitation and inhibition on spiking, so adequate distances are 
required as mentioned above. This requirement is met by a midline stimulation of the 
calyceal input fiber bundle to activate excitation to MNTB principal cells (Gersdorff et 
al., 1997; Hermann et al., 2007) and likely also by stimulating inhibitory fibers in the 
VNTB; yet, this would have to be tested specifically.  
Additionally the brain slice preparation would have to be optimized significantly 
to increase the portion of MNTB principal cells responding to stimulation of both 
excitatory and inhibitory inputs. The knowledge of the exact pathways of these inputs 
would enable specific improvements to keep the fiber connections intact. If double 
stimulation of excitation and inhibition were still not feasible under optimized conditions, 
an alternative would be to simulate one of the inputs by conductance clamp as has been 
previously done for the inhibitory inputs by Awatramani et al. (2004). Knowing where 
inhibition to MNTB can be stimulated from outside the MNTB, it is now possible to do 
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similar conductance clamp experiments but with simulated excitation and electrically 
stimulated inhibition.  
Another point to consider is that the timing of excitation and inhibition to the 
MNTB for sound related inputs is unknown. However globular bushy cells (GBCs) in the 
contralateral CN innervate the MNTB as well as the VNTB (Thompson and Schofield, 
2000). Though the exact synaptic conjunctions are unknown it seems likely that the 
GBCs project to the specific cells in the VNTB, which provide inhibition to the MNTB. 
In this case, sound information from the GBCs would reach the MNTB first as an 
excitatory signal and, with the time delay of one synaptic transmission and a slightly 
longer pathway, shortly afterwards as an inhibitory signal.  
In case the signal pathways are as described above, excitation and inhibition to the 
MNTB would both be subject to the same spontaneous background activity (see Chapter 
III). Since such background activity has significant impact on EPSCs and IPCSs in 
MNTB principal cells (Hermann et al., 2007; Chapter III), it would be ideal to take this 
additional factor into account also. The observation that high frequency trains of IPSCs 
could be reliably elicited by VNTB stimulation suggests that it would be possible to 
simulate background activity with this stimulation method too. Such an experimental 
design would be highly complex and more anatomical and in vivo background data 
should be available before approaching such experiments. 
 
5.5 CONCLUSION 
My experiments could show that it is possible to record IPSCs in the MNTB 
while the VNTB is electrically stimulated, proving the existence of intact fiber 
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connections between VNTB and MNTB. These fibers make a direct connection without 
an additional intermediary synapse. It still must be investigated whether the observed 
inhibition originates in the VNTB or if fibers from another source passing through the 
VNTB were stimulated. The recorded IPSCs consist of glycinergic and GABAergic 
components. Further improvements would be helpful, but the foundation for a possible 
simultaneous stimulation of excitatory and inhibitory inputs to the MNTB has been laid 









The calyx of Held and its synaptic transmission in the MNTB have been studied 
extensively and are well described in the literature (Held, 1892; Tolbert et al., 1982; 
Kuwabara et al., 1991; Forsythe, 1994; Borst et al., 1995; Schneggenburger and Forsythe, 
2006; Borst and Soria van Hoeve, 2012). While this signal transmission via the calyx of 
Held is of excitatory nature, MNTB principal cells also receive inhibitory inputs as 
anatomical and physiological studies have shown (Banks, 1992; Awatramani, 2004 and 
2005; Kopp-Scheinpflug, 2008; Tao, 2008). However, little is known about this neural 
inhibition to the MNTB.  
Concerning in vitro experiments, Awatramani and Trussell (2004) were the first 
group to describe glycinergic inputs to MNTB in brain slices from rats. Especially 
interesting were the large amplitudes of measured IPSCs, which were comparable to the 
excitatory calyceal inputs. In conductance clamp experiments this group demonstrated 
the capability of the inhibition to suppress spiking in the MNTB and therefore the signal 
transmission. These findings suggest a role of the observed inhibitory inputs in shaping 
spike trains and challenge the common view of the MNTB as a reliable relay station 
without spike trains transformation (Smith et al., 1998; McLaughlin et al., 2008; Crins et 
al., 2011; Borst and Soria van Hoeve, 2012). This contrast and the question regarding 
which physiological role the inhibition might play made it worthwhile for me to further 
investigate and characterize inhibition to the MNTB.  
 102 
Of special interest were the effects of chronic activity on inhibition to which 
neurons in the auditory brainstem are exposed to due to spontaneous background activity. 
Hermann et al. (2007) showed that the impact of such chronic activity on calyceal 
excitation was significant, thus it was one of my main goals to investigate how inhibitory 
inputs to the MNTB were affected under similar conditions and see if the relative strength 
of both opposing inputs remains in the same range or is biased towards one of the inputs. 
Furthermore, several other characteristics of inhibition to the MNTB were examined as 
well in my studies. The findings will be summarized in the following section and 
suggestions for future direction and improvements will be made. 
 
 6.2 SUMMARY OF MY FINDINGS AND ADDITIONAL SUGGESTIONS 
 
6.2.1 Presence of inhibition to MNTB principal cells in gerbils and mice 
In my in vitro experiments I demonstrated the presence of inhibition to MNTB 
principal cells in the Mongolian gerbil and in mice, consistent with earlier findings from 
rats (Awatramani et al., 2004 and 2005; Lu et al., 2008) suggesting that inhibitory inputs 
to MNTB neurons are a general mammalian phenomenon. Additional data from non-
rodent mammals would be helpful to support this assumption. Electrically elicited IPSCs 
could be observed in almost every tested MNTB neuron. This observation also includes 
those neurons which could not be patch clamped long enough to start experimental 
recordings so recording conditions (stimulation voltage, location of the stimulation 
electrode) could be optimized in time. The high prevalence of inhibitory inputs to MNTB 
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principal cells seen under in vitro conditions suggests that likely all MNTB cells are 
subject to inhibition in vivo. 
 
6.2.2 Glycinergic and GABAergic components and age related changes 
By using electrical stimulation it was possible to elicit strong IPSCs, consisting of 
a fast glycinergic and a slower GABAergic component. The glycinergic component was 
dominant and accounted for the main part of the IPSCs in animals after hearing onset. 
The data from mice showed a further increase in the glycinergic portion up to an age of 
four weeks. The strength of glycinergic currents also tended to increase with age. 
All these findings are consistent with the results of previous in vitro studies on 
inhibition to MNTB in the rat (Awatramani et al., 2004 and 2005; Lu et al., 2008), except 
that the increase of IPSC amplitudes with age was less dramatic in my recordings from 
mice older than three weeks. This difference could possibly be explained by differing 
species. However, mice and rats have comparable audiograms and therefore similarly 
developed systems to process sound cues of different frequencies (see Chapter I). This 
similarity suggests that inhibition to MNTB should also be comparable. Therefore, 
another aspect seems more likely. Similar to other brainstem nuclei, the MNTB is 
tonotopically organized. The strength of inhibitory inputs might vary along the 
tonotopical map, which is supported by anatomical data from my laboratory (Otto 
Albrecht, unpublished data). In my experiments I chose the MNTB cells by their healthy 
appearance and not by location. Differences in brain slice preparations performed by 
other research groups might alter the presence of healthy neurons in certain areas of the 
MNTB, which would lead to more recordings from these areas with possibly stronger or 
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weaker inhibition. A differentially distributed strength of inhibition within the MNTB 
could also add to the relatively high variance in recorded IPSC amplitudes.  
The aspect of an unevenly distributed strength of inhibition within the MNTB 
would be worthwhile to investigate in future studies. These studies should include the 
recording of IPSC amplitudes in response to maximum stimulation and allow the location 
of each recorded cell to be determined within the MNTB. This could be done by filling 
the cell with a dye added to the solution in the patch pipette and by determining the area 
of the MNTB by labeling for glycine markers. 
 Improved patch clamp techniques, especially new optical systems may allow 
working with older gerbils in the future despite the presence of increasing myelination. 
Thereby a study on the age dependent development of inhibition to the MNTB in gerbils 
could be done to determine the age when this inhibition reaches its final characteristics, 
concerning strength, kinetics and composition (glycinergic/GABAergic) of IPSCs. 
Results from this mature inhibition could be compared to my data from gerbils p12-18 to 
see if there are appreciable differences. If this was the case, proper adjustments could be 
calculated. Nevertheless, inhibition was mainly mediated by glycine after hearing onset 
and therefore focusing my work on this fast component of inhibition to the MNTB is 
justified. 
 
6.2.3 Effects of simulated background activity 
I investigated the effects of spontaneous background activity - a hallmark of the 
auditory brainstem- on inhibition to the MNTB. In a new approach I challenged the 
inhibitory synapses with simulated background activity for extended periods of time and 
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found the following effects. First, with two minutes of simulated background activity at 
various frequencies it was possible to reversibly depress IPSC amplitudes to a new steady 
state. Second, these depressed IPSC amplitudes likely represent the strength of inhibition 
in the living animal much closer since spontaneous background activity is present in the 
auditory brain stem in vivo. Third, though IPSCs under these conditions were 
significantly smaller, they remained substantial, fast and phasic, even during high 
frequency stimulation trains, which simulated short sound bursts. Fourth, synaptic 
facilitation occurred frequently in the beginning of such high frequency trains. 
 The fact that the inhibition to the MNTB maintains fast kinetics and a 
considerable synaptic strength under in vivo-like activity levels strongly indicates a well 
timed inhibitory role in signal transmission in the MNTB. Other suggested possibilities 
are that inhibitory synapses become too depressed by chronic activity to exert any 
inhibitory effects on signal transmission in the MNTB or that the function of this 
inhibition is reduced to a lowering of the high input resistance to MNTB principal cells. 
Considering my findings, both possibilities seem unlikely. Instead, an important 
physiological role of inhibition to the MNTB in the living animal is highly probable. 
 
6.2.4 Low number of inhibitory inputs 
Another finding of my studies is that MNTB principal cells receive a relatively small 
number of inhibitory inputs. This means that only a few source neurons send their 
inhibitory projections to each MNTB cell, suggesting a narrow frequency tuning of the 
inhibition to the MNTB, possibly restricted to a single tonotopic layer. The assumption 
that inhibition to the MNTB is tonotopically structured is supported by data from other 
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SOC nuclei showing similar numbers of inputs to single neurons along tonotopically 
organized pathways (Couchman et al., 2010; Kim and Kandler, 2011). My data were 
obtained using electrophysiological methods and could be confirmed by anatomical data 
from our group. To see how many inhibitory synapses had been active during electrical 
stimulation, vesicles of synapses that had been active were labeled with FM 1-43 dye and 
compared to all GlyT2 positive clusters on the soma of the corresponding MNTB neuron, 
representing glycinergic synaptic endings. Not all technical problems that occurred with 
this approach could be solved and it did not provide conclusive results. Further 
anatomical studies would be worthwhile to reveal more details about the structure and 
branching of inhibitory fibers and their synaptic endings. For instance, injections of 
anterograde dyes into the source of inhibition could make anatomical details of the 
inhibitory projections visible including a possible branching of a single fiber into several 
inputs. The comparison of electrically elicited IPSCs, and IPSCs in response to glycine 
puffed on MNTB cells showed that electrical stimulation can activate the main portion of 
inhibition, if not all of it. Therefore, it seems that the IPSCs recorded in brains slices in 
response to maximum electrical stimulation closely represent the strength of inhibitory 
currents in vivo when all inputs are active. The question of how many of these inhibitory 
inputs are active and thus the actual strength of inhibition in a certain listening situation 
can only be answered with in vivo experiments. 
 
6.2.5 Stimulation in the VNTB can elicit IPSCs in the MNTB 
Evidence in the literature indicates that the VNTB is a candidate region for the origin 
of inhibition to MNTB principal cells. And indeed, it was possible to electrically 
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stimulate in the VNTB area and record IPSCs in MNTB neurons suggesting that the 
VNTB is either the source of inhibition itself or a place where the axons of the source 
neurons of the inhibition are passing through. Once anatomical data of the pathway 
between the VNTB and MNTB are available, specific improvements of the brain slice 
preparation are desirable to increase the portion of intact connections between both 
nuclei. 
Finding a possibility to stimulate inhibition to the MNTB from outside of the MNTB 
laid the foundation for future experiments involving simultaneous stimulation of 
excitatory and inhibitory inputs to the MNTB to investigate the interaction between both 
opposing inputs.  
  
6.3 METHODICAL CONSIDERATIONS 
 
6.3.1 In vitro versus in vivo recordings 
My electrophysiological experiments were performed in brain slices of gerbils and 
mice. While these in vitro experiments allowed the investigation of many details about 
MNTB neurons and the inputs these cells receive, the recording conditions are inevitably 
different from the natural environment of the MNTB neurons in the intact brain. In order 
to minimize the differences the temperature and activity levels were adjusted to match the 
in vivo conditions as close as possible.  
Temperature strongly affects kinetic aspects of channels, receptor binding of 
neurotransmitters, membrane transporters and chemical reactions such as synthesis of 
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neurotransmitters. Therefore, the temperature in the recording chamber was carefully 
adjusted to physiological values and constantly monitored.  
Spontaneous background activity in the auditory system affects the vesicle pool in 
synaptic endings and thus the possible amount of neurotransmitter to be released when 
the synapse is active. The absence of such chronic activity indeed led to significantly 
larger IPSCs when inhibitory synapses were electrically stimulated compared to a 
situation when background activity had been simulated before. Therefore the 
reintroducing of background activity to the brain slices was a very important step to 
increase the physiological significance of the obtained data.  
Despite these efforts to approximate the recording conditions to the conditions in 
vivo it is obvious that some differences will always remain.  
 
6.3.2 Animal species and age 
Another aspect concerns species and age of the experimental animals. To understand 
the function of inhibition to the MNTB and eventually draw conclusions for the adult 
human auditory system it would be desirable to study fully developed auditory circuits in 
mature animals.  
The Mongolian gerbil has a hearing range similar to that of humans. By choosing this 
animal model for most experiments I could work in a system that is expected to be 
similar to the human system’s ability to detect different frequencies. Since major changes 
appear in the early development of the auditory system, including the switch of chloride 
currents from being excitatory to inhibitory (Kandler and Friauf, 1995; Awatramani et al., 
2005; Milenković et al., 2007), the usage of animals after hearing onset (occurring at p12; 
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Woolf and Ryan, 1984) was required. As mentioned above, there is further development 
and refinement of the auditory system after hearing onset. In order to gain information 
valid for an adult system, data from older animals would be desirable. Extending the age 
of animals above p18 for brain slice recordings would have required the switch to another 
animal model due to technical reasons. However, there were no statistical differences 
between my data from gerbils p12 to p18, suggesting that these data provide an accurate 
picture of a functional auditory system. It should be noted that there might be a further 
increase in IPSC strength and speed after p18, as it has been observed in rats (see 
Awatramani et al., 2005, Figure 1B).  
 
6.3.3 High chloride internal solution for whole cell patch clamping 
The recorded IPSCs mediated by glycine and GABA were chloride currents. In 
MNTB principal cells the reversal potential of chloride is close to the resting membrane 
potential around -60 mV. In order to isolate chloride currents while avoiding the 
activation of voltage gated ion channels without additional blocking agents, the 
membrane potential of the patch clamped cells were held close to the resting potential. 
The chloride concentration inside the cell had to be increased in order to observe current 
flow when chloride conducting channels were activated. Therefore, the measured currents 
do not exactly represent the actual currents which would flow in vivo when inhibition is 
active but represent the conductance of the membrane. Defined by Ohm’s law, 
conductance is proportional to the measured current and inversely proportional to the 
voltage (G = I / V) which in this case is represented by the chloride driving force. Since 
the driving force was kept constant by holding the membrane potential at -60 mV and no 
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considerable changes of the chloride concentrations occurred, the recorded IPSC curves 
display changes in the membrane conductance which are mediated by the activation of 
chloride channels. Therefore, the recorded IPSCs showed the activity of inhibitory 
synapses releasing inhibitory neurotransmitter on the MNTB cell indirectly. 
 As with all whole cell patch clamp experiments, the intracellular solution was 
exchanged by an artificial solution in the patch pipette missing specific buffer proteins, 
enzymes, second messengers and other low molecular substances. These missing factors 
might influence the properties of inhibition and it might be worthy to compare IPSCs 
from my study to IPSCs obtained by perforated patch clamp technique. Using this 
technique reduces the exchange of the intracellular solution but the current resolution is 
decreased while noise increases. Thus, only dramatic differences between both methods 
might be detected, which seems unlikely because the missing substances in the 
intracellular solution usually have only modulatory effects. 
 
6.4 POSSIBLE PHYSIOLOGICAL ROLE OF INHIBITION TO THE MNTB 
 
Currently the physiological role of inhibition to the MNTB is unknown. However, 
looking at the large amplitudes of observed IPSCs it seems likely that the function of the 
inhibition is an important one. Considering the information my work has provided I will 
suggest some potential features, which could apply to the function of this inhibition in 
vivo. 
First, the fast kinetics of the observed IPSCs and their phasic nature suggest a well-
timed role instead of a tonic inhibition. Since the MNTB is an important part of the sound 
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localization system which requires such precise timing, a well timed inhibition to the 
MNTB suggest that this inhibition is somehow dynamically involved in the process of 
sound localization instead of providing a general block of signal transmission.  
Second, the low number of inputs suggests a narrow frequency tuning, probably 
limited to one tonotopic layer. That means that the inhibition is likely affecting the 
processing of specific frequencies instead of targeting many MNTB principal cells at 
once, as would be required for lateral inhibition for example. 
Third, at the beginning of short high frequency trains, synaptic facilitation could be 
observed frequently. This means that when stimulation frequency is increased it takes a 
few IPSC events to build up the full inhibitory strength, which causes a small delay 
before inhibition becomes fully effective.  Since such facilitation has not been observed 
for calyceal excitation (Hermann et al., 2007), a possibility is that the information from 
the onset of a sound burst is transmitted, but with increasing inhibitory strength further 
transmission is blocked.  
Fourth, with the VNTB as probable source of inhibition to the MNTB a more 
complex role is possible since the VNTB also receives efferences from higher brain 
regions (Helfert et al.; 1992). Thus, the inhibition might be controlled by higher nuclei 
and therefore differently active under some specific conditions. 
Though no final statements about the physiological role of inhibition to the MNTB 
can be made based on the available data, this role is obviously an important one and 




6.5 FUTURE DIRECTIONS 
 
 In my work I investigated the electrophysiological properties of inhibition to the 
MNTB. In order to fully understand the function of this inhibition - which should be the 
ultimate goal - future work should focus on anatomical studies, in vivo recordings and the 
investigation of the interactions between excitation and inhibition in the MNTB.  
Future anatomical studies should aim to definitively confirm the VNTB as the 
origin of this inhibition and reveal the pattern of innervation of the MNTB. Furthermore, 
detailed descriptions of the source neurons of the inhibition would be desirable, including 
the identification of the nuclei they receive inputs from.   
Provided that the VNTB is confirmed as the source of inhibition, in vivo 
recordings in this nucleus could be used to measure the exact rates of spontaneous 
background activity to which the neurons in the VNTB are exposed to. Eventually this 
would allow narrowing down the frequency range of simulated background activity for 
future experiments. 
Since inhibition to each MNTB principal cell is mediated by several inputs, an 
important question to answer is if all inputs are simultaneously active in vivo. A partial 
activation would influence the relative strength of excitation and inhibition, given that the 
excitation via the calyx of Held (as one giant synapse) is either active at full strength or 
inactive.  
Another interesting point is to look at a possible time delay when signals from 
sound cues reach the MNTB via the VNTB as inhibition compared to the time point 
when the calyceal excitation reaches the MNTB. This information would be required for 
experiments investigating the effects on MNTB neurons when they receive inhibitory and 
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excitatory inputs together. Such experiments could be performed by electrical double 
stimulation in the VNTB to elicit IPSCs and the midline fiber bundle to trigger EPSCs. 
The integrated output could be recorded from MNTB neurons. Alternatively, one of the 
inputs could be simulated using conductance clamp techniques. Another option would be 
to develop a computer model describing the inhibition to MNTB. Since such a model 
already exists for excitatory inputs (Hermann et al., 2009), it would be possible to feed 
both modulated inputs to an MNTB neuron and observe its behavior. This method would 
allow for testing various combinations of inputs to reveal the effects of inhibition in 
different situations. The findings from such experiments could provide crucial 




In my studies I show that MNTB principal cells in gerbils and mice receive strong 
glycinergic and GABAergic inhibition. For the first time, this inhibition was investigated 
under in vivo like activity levels to simulate the conditions in the living animal. This 
Poisson distributed activity over prolonged periods of time reduced the strength of 
glycinergic IPSCs but they still remain substantial, fast and phasic. Additionally, MNTB 
principal cells only receive a low number of inhibitory inputs, suggesting a narrow 
frequency tuning of inhibition to the MNTB. Together, these findings suggest an active 
role of this inhibition in shaping the signal transmission in the MNTB, challenging the 
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