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1.1. Lyapunov functions, stability theory, and nonzero exponents
The importance of Lyapunov functions is well established, particularly in the study of the stability
of trajectories in the theories of differential equations and dynamical systems, both in the ﬁnite and
in the inﬁnite-dimensional settings. It goes back to the seminal work of Lyapunov in his 1892 thesis,
republished most recently in [15]. Among the ﬁrst accounts of the theory are the books by LaSalle
and Lefschetz [12], Hahn [10], and Bhatia and Szegö [6]. Unfortunately, there exists no general method
to construct explicitly Lyapunov functions for a given dynamics. In fact it may be a matter of luck
and sometimes even involve some art to ﬁnd hidden Lyapunov functions without actually solving
the equations. Nevertheless, for example in the large class of differential equations with a conserved
quantity, usually called an integral, this quantity is in fact a Lyapunov function, although there exists
also no general method to ﬁnd integrals.
On the other hand, sometimes it is already quite helpful to know that there exists a Lyapunov
function even if we are not able to give it explicitly. As a very simple example, the uniform asymptotic
stability of a linear autonomous dynamics can be completely characterized in terms of the existence
of a Lyapunov function with some particular properties. This characterization, or more precisely the
Lyapunov function itself, can be used to show, often with a simple argument, that the asymptotic
stability of the linear equation persists under suﬃciently small nonlinear perturbations. This is a quite
simple but also powerful application of the existence of a Lyapunov function.
In the context of ergodic theory, there is a related powerful approach. It stems essentially from
work of Wojtkowski in [19] pointing out that to establish the existence of positive Lyapunov exponents
it is often suﬃcient to have an invariant family of cones. We emphasize that this is a condition of
purely qualitative character. In particular, there is no need to have estimates on the growth of vectors
inside the cones. Wojtkowski’s approach was described in a more general framework by Katok and
Burns in [11], developing work of Lewowicz in [13,14] and Markarian in [16]. Using results of Potapov
on monotone linear operators, Wojtkowski obtained estimates for the Lyapunov exponents for cocycles
with values in a semigroup of matrices preserving a quadratic form. These results can be used to
estimate the Lyapunov exponents for Hamiltonian systems, as well as for the Boltzmann–Sinai gas
of hard spheres and the system of falling balls in dimension 1. See [2,20] for details and further
references.
1.2. Uniform versus nonuniform contractions
The uniform asymptotic stability of a linear nonautonomous differential equation corresponds to
the existence of a uniform exponential contraction of the solutions. The same happens in the case of
discrete time for a nonautonomous dynamics
A(m,n) = Am−1 · · · An
deﬁned by the product of a sequence of linear operators (Am)m∈N . We recall that the sequence is said
to admit a uniform exponential contraction if there exist constants c, λ > 0 such that
∥∥A(m,n)∥∥ ce−λ(m−n), m n. (1)
There exist many classes of dynamical systems with this exponential behavior. Even more, uniform
exponential contractions are robust under suﬃciently small perturbations. Nevertheless, the require-
ment of uniformity for the asymptotic behavior is too stringent for the dynamics. On the other hand,
the notion of nonuniform exponential contraction (see Section 2) allows us to have not only expo-
nential contraction but also a nonuniform bound on the initial time. This corresponds to replace the
constant c in (1) by the exponential bound ceεn for some ε > 0. We emphasize that this notion often
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sponds to have all Lyapunov exponents negative. Namely, if (Am)m∈N is a sequence of p × p matrices
and
limsup
m→+∞
1
m
log
∥∥A(m,1)x∥∥< 0 (2)
for every x ∈ Rp \{0}, then the sequence admits a nonuniform exponential contraction (see Section 6.1
for details). In fact, any sequence of p × p matrices satisfying (2) also admits what we call a strong
nonuniform exponential contraction, which correspond to have not only the upper bound in (1) but
also an exponential lower bound (see Section 5). This shows that the notion of nonuniform exponen-
tial contraction, together with its strong version, must be considered very natural.
1.3. Main results
Our main objective in the paper is twofold:
1. to show how a nonuniform exponential contraction can be characterized in terms of strict Lya-
punov sequences;
2. to show how Lyapunov sequences can be used to study the stability of nonuniform exponential
contractions under nonlinear perturbations.
We emphasize that we always consider the general case of a nonautonomous dynamics deﬁned by the
product of a sequence of linear operators, and of nonuniform exponential contractions.
To some extent, the notion of Lyapunov sequence mimics the notion of Lyapunov function for a
differential equation. As an illustration, we consider a very particular case which is still nontrivial. Let
(Am)m∈N be a sequence of linear operators in a Banach space X . We consider a continuous function
V : X → R−0 and constants C, D > 0 such that
C‖x‖ ∣∣V (x)∣∣ D‖x‖, x ∈ X . (3)
The constant sequence deﬁned by the function V is a strict Lyapunov sequence if there exists κ ∈ (0,1)
such that
V (Amx) κV (x) (4)
for every m ∈ N and x ∈ X . It follows from (4) that
0 V
(
A(m,n)x
)
 κm−nV (x)
for every m > n and x ∈ X . Therefore, V (A(m,n)x) → 0 as m → ∞, and in view of (3) this implies
that A(m,n)x → 0 as m → ∞. Thus, at least in this particular case, the existence of a strict Lyapunov
sequence corresponds to the (uniform) asymptotic stability of the dynamics. The same happens in
the case of an arbitrary Lyapunov sequence (see Theorem 2) although in general without uniform
asymptotic stability (see Theorem 3).
While our characterization of nonuniform exponential contractions may be used to decide effec-
tively whether a given linear dynamics admits an exponential contraction, either uniform or nonuni-
form, it can also be used to establish the persistence of the (nonuniform) exponential stability under
a large class of linear and nonlinear perturbations of the type
ym+1 = Am ym + fm(ym),
where the sequence (Am)m∈N admits a nonuniform exponential contraction. Moreover, in compari-
son with other methods to study the stability under perturbations, such as ﬁxed point theorems or
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tially it corresponds to a simple computation. On the other hand, we may only be able to deal with
a somewhat restrictive class of perturbations, unless we have an optimal characterization of nonuni-
form exponential contractions in terms of Lyapunov sequences. This is precisely the main theme of
our paper.
1.4. Ubiquity of the nonuniform behavior
In addition to the former discussion, we point out that the notions of nonuniform exponential
contraction and strong nonuniform exponential contraction are also very common from the point of
view of ergodic theory. To formulate a rigorous statement we recall that a measurable transformation
f : X → X is said to preserve a measure μ in X if
μ
(
f −1A
)= μ(A) for every measurable set A ⊂ X .
Let also Mp be the space of p × p matrices.
Theorem 1. Let f : X → X and A : X → Mp be measurable transformations. If f preserves a ﬁnite measure μ
in X, such that log+ ‖A‖ ∈ L1(X,μ), and
limsup
m→+∞
1
m
log
∥∥A( f m(q)) · · · A( f (q))A(q)x∥∥< 0
for μ-almost every q ∈ X and every x ∈ Rp , then for μ-almost every q ∈ X there exists λ = λ(q) > 0 and for
each ε > 0 there exists c = c(q, ε) > 0 such that
∥∥A( f m(q)) · · · A( f (q))A( f n(q))∥∥ ce−λ(m−n)+εn, m n. (5)
Theorem 1 is a simple consequence of Oseledets’ multiplicative ergodic theorem in [17] (see for
example [1] for a detailed discussion). In particular, it shows that in the context of ergodic theory the
nonuniformity given by the constant ε in (5) can be made arbitrarily small for almost all trajectories,
although not necessarily zero. Therefore, it is important to study the asymptotic stability in the general
nonuniform case. This observation is particularly relevant in the study of perturbations, since one
often needs that the perturbation decreases suﬃciently fast so that it can compensate for a possible
nonzero constant ε in the linear part of the dynamics. This is the case, for example, in Theorem 10
below for which we need the decay in (45). On the other hand, it follows from work of Barreira
and Schmeling in [3] that for some classes of measure-preserving transformations, the set of points
q ∈ X for which the constant ε in (5) cannot be made arbitrarily small has topological entropy and
Hausdorff dimension equal respectively to the topological entropy and Hausdorff dimension on the
whole space X . In other words, at least from the topological and the dimensional points of view it
is crucial to study nonuniform exponential contractions, particularly in view of the relevance in the
study of perturbations.
1.5. Further developments
We also obtain “inverse theorems” that give explicitly strict Lyapunov sequences for each nonuni-
form exponential contraction (see Theorems 2 and 4). In fact we obtain a 1-parameter family of strict
Lyapunov sequences for each nonuniform exponential contraction. Essentially, the Lyapunov sequences
that we construct are obtained from Lyapunov norms, that is, norms with respect to which the behav-
ior of a nonuniform exponential contraction becomes uniform.
Moreover, we describe an appropriate version of our results in the context of ergodic theory (see
Section 8), with the same setup as in Theorem 1. In this case we do not need to require as much
as in the notion of strict Lyapunov sequence (see (4)). More precisely, we introduce a notion of Lya-
punov function that is motivated by a corresponding notion introduced by Katok and Burns in [11] to
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bly noninvertible transformations with negative Lyapunov exponents. The drawback of the approach
in Section 8, when compared to the one in the former sections, is that we only obtain nonuniform
exponential contractions in some set of large measure which may not be invariant. After dealing with
the noninvariance of this set using the recurrence provided by the invariant measure we obtain a
nonuniform exponential contraction for almost every trajectory (see Theorem 11). However, we are
not able to decide with these methods whether any given trajectory admits a nonuniform exponen-
tial contraction. On the other hand, we emphasize that from the point of view of ergodic theory our
result is optimal.
2. Nonuniform exponential contractions
Let B(X) be the space of bounded linear operators in the Banach space X . We consider a sequence
of invertible operators Am ∈ B(X) for m ∈ N. The cocycle associated to the sequence (Am)m∈N is
deﬁned for each m,n ∈ N with m n by
A(m,n) =
{
Am−1 · · · An if m > n,
Id if m = n. (6)
We say that the sequence (Am)m∈N admits a nonuniform exponential contraction if there exist constants
a < 0, ε  0, and D  1
such that for every m,n ∈ N with m n we have
∥∥A(m,n)∥∥ Dea(m−n)+εn. (7)
We note that (Am)m∈N admits a uniform exponential contraction if it admits a nonuniform exponential
contraction with ε = 0.
Periodic and constant sequences. We remark that for any periodic or constant sequence (Am)m∈N ,
a nonuniform exponential contraction is in fact a uniform exponential contraction. This is a simple
consequence of the discrete time version of Floquet theory for the cocycle A(m,n). Namely, we can
easily show that for a k-periodic sequence (Am)m∈N there exist B ∈ B(X) and a k-periodic sequence
(Pm)m∈N such that
A(m,n) = Pm−k(m−n)/k	B(m−n)/k	,
where ·	 denotes the integer part. This readily implies that in this setting a nonuniform exponential
contraction is always a uniform exponential contraction.
Almost periodic sequences. One can ask whether the above property of periodic and constant se-
quences still holds for almost periodic sequences. Presumably not, although we do not know the
answer. In a related direction, Hahn asked in [9] whether for a linear equation x′ = A(t)x with al-
most periodic coeﬃcients the asymptotic stability implies uniform stability. The answer is negative,
as shown by Conley and Miller in [7]. Although the result is formulated for continuous time we can
readily obtain a discrete time version simply by discretizing the evolution operator.
Reducibility of cocyles. There are however some results in the direction of a positive answer to Hahn’s
question for some classes of linear systems. In particular, it follows from results of Sacker and Sell in
[18] that for A(t) almost periodic, if all linear equations x′ = B(t)x are asymptotically stable for B(t)
in the closure of the hull of translates {Aτ : τ ∈ R}, where Aτ (t) = A(t + τ ), with the closure in
the topology of uniform convergence on compact subsets, then the system x′ = A(t)x is uniformly
stable. In another direction, it is sometimes possible to reduce (or “almost” reduce, in some precise
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coeﬃcients, using a KAM-type approach. We refer the reader to [8] for details and references.
Examples with unbounded sequences. Now we give explicit examples of sequences (Am)m∈N admit-
ting nonuniform exponential contractions that are not uniform.
Example 1. Given ω < 0 and δ  0, we consider the constants
Am = eω+δ(m+1) cos(m+1)−δm cosm−δ sin(m+1)+δ sinm, m ∈ N.
For every m n we have
A(m,n) = e(ω+δ)(m−n)+δm(cosm−1)−δn(cosn−1)+δ(sinn−sinm)
 e2δe(ω+δ)(m−n)+2δn. (8)
Thus, (Am)m∈N admits a nonuniform exponential contraction with a = ω + δ, ε = 2δ and D = e2δ ,
provided that ω + δ < 0. It follows from inequality (8) that (Am)m∈N does not admit a uniform expo-
nential contraction when δ > 0.
Example 2. Given ω < 0 and ε  0, we consider the constants
Am = eω+ε[(−1)mm−1/2], m ∈ N.
Clearly, for every m n we have
A(m,n) = e(ω−ε/2)(m−n)+ε
∑m−1
k=n (−1)kk.
We note that
l∑
k=1
(−1)kk = (−1)l⌊(l + 1)/2⌋
for each l ∈ N, where ·	 denotes the integer part. Indeed, if l is even then
l∑
k=1
(−1)kk = −
l/2∑
j=1
(2 j − 1) +
l/2∑
j=1
2 j = l
2
= (−1)l⌊(l + 1)/2⌋,
and if l is odd then
l∑
k=1
(−1)kk =
l−1∑
k=1
(−1)kk − l = l − 1
2
− l = (−1)l⌊(l + 1)/2⌋.
Hence, for every m n we have
A(m,n) = e(ω−ε/2)(m−n)+ε(−1)m−1m/2	−ε(−1)n−1n/2	
 e(ω−ε/2)(m−n)+ε(m/2	+n/2	)
 e(ω−ε/2)(m−n)+ε(m+n)/2 = eω(m−n)+εn. (9)
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from the ﬁrst equality in (9) that (Am)m∈N does not admit a uniform exponential contraction when
ε > 0.
Examples with bounded sequences. We also give an example of a nonuniform exponential contrac-
tion obtained from a bounded sequence of numbers (Am)m∈N with bounded inverses A−1m . Thus,
a nonuniform exponential behavior can be obtained both from unbounded and bounded sequences.
Example 3. Given ω < 0 and δ  0, we consider the constants
Am = eω+δ(m+1) sin log(m+1)−δm sin logm+δ sin log(m+1)−δ sin logm, m ∈ N.
We note that for every m n we have
A(m,n) = eω(m−n)+δm sin log(m+1)−δn sin logn+δ sin logm−δ sin logn
 e2δe(ω+δ)(m−n)+δm(sin logm−1)−δn(sin logn−1)
 e2δe(ω+δ)(m−n)+2δn. (10)
Thus, (Am)m∈N admits a nonuniform exponential contraction with a = ω + δ, ε = 2δ and D = e2δ ,
provided that ω + δ < 0. It follows from inequality (10) that (Am)m∈N does not admit a uniform
exponential contraction when δ > 0.
Examples from the nonuniform hyperbolicity theory. Besides the explicit examples given above of
nonuniform exponential contractions that are not uniform, a principal source of further examples is the
nonuniform hyperbolicity theory. Essentially, the theory deals with systems with nonzero Lyapunov
exponents. The examples include:
1. horseshoes and their nonuniform modiﬁcations;
2. Hénon attractors;
3. Lorenz attractors;
4. billiards and more generally the class of systems with singularities;
5. pseudo-Anosov maps;
6. geodesic ﬂows on compact manifolds of nonpositive curvature.
We refer the reader to the books [1,2] for a complete description of the theory and of a large set of
examples, both with discrete time and continuous time. Moreover, as we explained in the introduc-
tion, for some classes of measure-preserving transformations, the constant ε in (7) cannot be made
equal to zero for the linear variational equation of most trajectories both from the points of view of
the topological entropy and of the Hausdorff dimension. This shows that the nonuniform behavior is
unavoidable.
3. Lyapunov sequences
3.1. Lyapunov sequences and exponential contractions
Now we introduce the notion of Lyapunov sequence, which will be used in the characterization of
nonuniform exponential contractions.
Let (Am)m∈N be a sequence of invertible operators in B(X). Consider continuous functions
Vm : X → R−0 for m ∈ N, and assume that there exist C > 0 and δ  0 such that
‖x‖ ∣∣Vm(x)∣∣ Ceδm‖x‖ (11)
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m ∈ N and x ∈ X we have
Vm+1(Amx) Vm(x). (12)
We also say that a Lyapunov sequence (Vm)m∈N is strict if there exists γ ∈ (0,1) such that
Vm+1(Amx) − Vm(x) γ
∣∣Vm(x)∣∣ (13)
for every m ∈ N and x ∈ X .
To the best of our knowledge the notion of strict Lyapunov sequence in (13) did not appear before
in the literature. It is somewhat motivated by a certain resembling and more restrictive notion in
ergodic theory that plays a similar role, although for almost every base point with respect to some
ﬁnite invariant measure, and not for a given well-identiﬁed nonautonomous dynamics, which is our
main object of study in Sections 2–7 (see Section 8 for a related discussion in the context of ergodic
theory). A posteriori our notion of strict Lyapunov sequence is completely justiﬁed by Theorem 2
below which gives an optimal characterization of nonuniform exponential contractions in terms of
these sequences.
The following is our main result for nonuniform exponential contractions.
Theorem 2. The following properties are equivalent:
1. (Am)m∈N admits a nonuniform exponential contraction;
2. there exists a strict Lyapunov sequence for (Am)m∈N .
Proof. We ﬁrst assume that (Am)m∈N admits a strict Lyapunov sequence, say (Vm)m∈N . For each
m,n ∈ N we set
κm,n = sup
{ |Vm(A(m,n)x)|
|Vn(x)| : x ∈ X \ {0}
}
. (14)
Clearly, κm,n > 0. Furthermore,
κm,n  κm,lκl,n for every m, l,n ∈ N. (15)
Indeed, since the operators Am are invertible we have
κm,n = sup
{ |Vm(A(m,n)x)|
|Vl(A(l,n)x)| ·
|Vl(A(l,n)x)|
|Vn(x)| : x = 0
}
 sup
{ |Vm(A(m, l)y)|
|Vl(y)| : y = 0
}
κl,n = κm,lκl,n.
It follows from (13) that
|Vm+1(Amx)|
|Vm(x)|  1− γ for every x ∈ X \ {0}.
Therefore,
κ j+1, j  1− γ ∈ (0,1) for each j ∈ N,
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κm,n 
m−1∏
j=n
κ j+1, j  (1− γ )m−n. (16)
Hence, by (11) and (16) we obtain
∥∥A(m,n)x∥∥ ∣∣Vm(A(m,n)x)∣∣
 κm,n
∣∣Vn(x)∣∣ C(1− γ )m−neδn‖x‖ (17)
for every m  n and x ∈ X , and the sequence (Am)m∈N admits a nonuniform exponential contrac-
tion with
a = log(1− γ ), ε = δ, and D = C .
Now we assume that the sequence (Am)m∈N admits a nonuniform exponential contraction. We
construct explicitly a strict Lyapunov sequence for (Am)m∈N . Choose 	 > 0 such that a + 	 < 0. For
each m ∈ N and x ∈ X we set
Vm(x) = −
∑
km
∥∥A(k,m)x∥∥e−(a+	)(k−m). (18)
It follows from (7) that the series converges. Indeed,
∣∣Vm(x)∣∣= ∑
km
∥∥A(k,m)x∥∥e−(a+	)(k−m)
 Deεm‖x‖
∑
km
e−	(k−m) = De
εm
1− e−	 ‖x‖. (19)
Moreover, by construction |Vm(x)| ‖x‖, and (11) holds with δ = ε and C = D/(1− e−	). Since (12) is
weaker than the strictness of the Lyapunov sequence (see (13)), we only need to show that (Vm)m∈N
is strict. We have
Vm+1(Amx) − Vm(x) = −
∑
km+1
∥∥A(k,m + 1)Amx∥∥e−(a+	)(k−m−1) + ∑
km
∥∥A(k,m)x∥∥e−(a+	)(k−m)
= ea+	‖x‖ + (1− ea+	)∑
km
∥∥A(k,m)x∥∥e−(a+	)(k−m)
= ea+	‖x‖ + (1− ea+	)∣∣Vm(x)∣∣. (20)
This shows that (13) holds with γ = 1 − ea+	 , and (Vm)m∈N is a strict Lyapunov sequence. This
completes the proof of the theorem. 
We point out that when there is a strict Lyapunov sequence for (Am)m∈N , not all Lyapunov se-
quences need to be strict (or even eventually strict; see (21) below for the deﬁnition). We refer to
Section 6.2 for a related discussion.
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More generally, we say that a Lyapunov sequence is eventually strict if there exists N ∈ N such that
Vm+N
(
A(m + N,m)x)− Vm(x) γ ∣∣Vm(x)∣∣ (21)
for every m ∈ N and x ∈ X . We note that any strict Lyapunov sequence is eventually strict (with
N = 1).
Proposition 1. The following properties are equivalent:
1. there exists an eventually strict Lyapunov sequence for (Am)m∈N;
2. there exists a strict Lyapunov sequence for (Am)m∈N .
Proof. Given an eventually strict Lyapunov sequence (Vm)m∈N , consider the sequence of functions
Vm(x) =
N−1∑
k=0
Vm+k
(
A(m + k,m)x). (22)
We have
Vm+1(Amx) − Vm(x) = Vm+N
(
A(m + N,m)x)− Vm(x) γ ∣∣Vm(x)∣∣. (23)
Furthermore, since |Vm(x)| |Vm+1(Amx)|, we obtain
∣∣Vm(x)∣∣ ∣∣Vm+k(A(m + k,m)x)∣∣
for k = 0, . . . ,N − 1. Therefore, |Vm(x)| |Vm(x)|/N , and by (23),
Vm+1(Amx) − Vm(x) γ
N
∣∣Vm(x)∣∣.
Moreover, |Vm(x)| |Vm(x)| ‖x‖, and
∣∣Vm(x)∣∣ N∣∣Vm(x)∣∣ NCeδm‖x‖.
Thus, (11) and (13) hold for the new sequence (Vm)m∈N (with C and γ replaced respectively by NC
and γ /N). This shows that (Vm)m∈N is a strict Lyapunov sequence for (Am)m∈N . In the other direction,
as observed above any strict Lyapunov sequence is also eventually strict. 
The reason why we introduce both notions of strict and eventually strict Lyapunov sequence, even
though as shown in the proof of Proposition 1 we can always construct a strict Lyapunov sequence
from one which is only eventually strict, is that in some applications it may be easier to show directly
that a given Lyapunov sequence is eventually strict.
It is also interesting to see directly how an eventually strict Lyapunov sequence (Vm)m∈N ensures
that (Am)m∈N admits a nonuniform exponential contraction. We ﬁrst observe that by (15),
κm,n  κm,n+rN
r−1∏
j=0
κn+( j+1)N,n+ jN , (24)
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Moreover, by (21) we have
|Vm+N (A(m + N,m)x)|
|Vm(x)|  1− γ
for every m ∈ N and x ∈ X \ {0}. Therefore, by (24) we obtain
κm,n  (1− γ )r  (1− γ )(m−n)/N−1.
It follows from (11) that for every m ∈ N and x ∈ X we have
∥∥A(m,n)x∥∥ ∣∣Vm(A(m,n)x)∣∣ κm,n∣∣Vn(x)∣∣
 C
1− γ (1− γ )
(m−n)/Neδn‖x‖. (25)
This shows that if (Vm)m∈N is an eventually strict Lyapunov sequence for (Am)m∈N , then (Am)m∈N
admits a nonuniform exponential contraction with
a = 1
N
log(1− γ ), ε = δ, and D = C
1− γ .
3.3. The case of uniform exponential contractions
The following statement is a version of Theorem 2 in the case of uniform exponential contractions.
It gives a characterization of uniform contractions in terms of strict Lyapunov sequences.
Theorem 3. The following properties are equivalent:
1. (Am)m∈N admits a uniform exponential contraction;
2. there exists a strict Lyapunov sequence for (Am)m∈N with δ = 0;
3. there exists an eventually strict Lyapunov sequence for (Am)m∈N with δ = 0;
4. there exist continuous functions Vm : X → R−0 for m ∈ N, and constants C > 0 and γ ∈ (0,1) such that|Vm(x)| C‖x‖, and
Vm+1(Amx) − Vm(x) γ ‖x‖
for every m ∈ N and x ∈ X.
Proof. We ﬁrst assume that (Am)m∈N admits a uniform exponential contraction. Considering the strict
Lyapunov sequence (Vm)m∈N deﬁned by (18), it follows from (19) (with ε = 0) that (11) holds with
δ = 0. Moreover, (Vm)m∈N is an eventually strict Lyapunov sequence for (Am)m∈N (with the same δ).
Now we assume that (Am)m∈N admits an eventually strict Lyapunov sequence (Vm)m∈N with δ = 0.
It follows from (25) that
∥∥A(m,n)x∥∥ 1
1− γ (1− γ )
(m−n)N‖x‖
for every m  n and x ∈ X . This shows that the sequence (Am)m∈N admits a uniform exponential
contraction.
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holds, then
Vm+1(Amx) − Vm(x) γ ‖x‖ γ
C
∣∣Vm(x)∣∣.
Moreover,
∣∣Vm(x)∣∣ ∣∣Vm(x)∣∣− ∣∣Vm+1(Amx)∣∣= Vm+1(Amx) − Vm(x) γ ‖x‖.
Therefore, (Vm/γ )m∈N is a strict Lyapunov sequence for (Am)m∈N with δ = 0. As shown earlier in the
proof, this happens if and only if (Am)m∈N admits a uniform exponential contraction, in which case
the sequence of functions
Vm(x) = −
∑
km
∥∥A(k,m)x∥∥ (26)
satisﬁes property 4. Indeed,
∣∣Vm(x)∣∣ D ∑
km
ea(k−m)‖x‖ = D
1− ea ‖x‖
(in particular the series in (26) is well deﬁned). Moreover,
Vm+1(Amx) − Vm(x) = ‖x‖,
and the sequence (Vm)m∈N deﬁned by (26) satisﬁes property 4. 
4. Construction of Lyapunov sequences
As shown in the proof of Theorem 2, if (Am)m∈N admits a nonuniform exponential contraction,
then the sequence (Vm)m∈N deﬁned by (18) is a strict Lyapunov sequence for (Am)m∈N . For example,
consider the nonuniform exponential contraction given by the sequence (Am)m∈N in Example 2, and
choose 	 ∈ (0,−ω). Using (18), for each m ∈ N and x ∈ R we set
Vm(x) = −
∑
km
e(ω−ε/2)(k−m)+ε(−1)k−1k/2	−ε(−1)m−1m/2	|x|e−(ω+	)(k−m)
= −
∑
km
e−(	+ε/2)(k−m)+ε(−1)k−1k/2	−ε(−1)m−1m/2	|x|,
and (Vm)m∈N is a strict Lyapunov sequence for (Am)m∈N .
Now we present a more general construction of Lyapunov sequences.
Theorem 4. If the sequence (Am)m∈N admits a nonuniform exponential contraction, then for each r > 0 and
	 ∈ (0,−a) the functions
Vm(x) = −
(∑
km
∥∥A(k,m)x∥∥re−r(a+	)(k−m))1/r, m ∈ N, (27)
form a strict Lyapunov sequence for (Am)m∈N .
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∣∣Vm(x)∣∣r = ∑
km
∥∥A(k,m)x∥∥re−r(a+	)(k−m)  Dreεrm
1− e−r	 ‖x‖
r, (28)
and (11) holds with
δ = ε and C = D/(1− e−r	)1/r .
Furthermore, since a + 	 < 0 we have
∣∣Vm+1(Amx)∣∣r = ∑
km+1
∥∥A(k,m)x∥∥re−r(a+	)(k−m−1)

∑
km
∥∥A(m,n)x∥∥re−r(a+	)(k−m)er(a+	)
= ∣∣Vm(x)∣∣rer(a+	)  ∣∣Vm(x)∣∣r . (29)
Hence,
Vm+1(Amx) = −
∣∣Vm+1(Amx)∣∣−∣∣Vm(x)∣∣= Vm(x),
and (Vm)m∈N is a Lyapunov sequence for (Am)m∈N . Moreover, it follows from the ﬁrst inequality in
(29) that
∣∣Vm+1(Amx)∣∣ ea+	∣∣Vm(x)∣∣.
Therefore,
Vm+1(Amx) − Vm(x) =
∣∣Vm(x)∣∣− ∣∣Vm+1(Amx)∣∣ (1− ea+	)∣∣Vm(x)∣∣,
and inequality (13) holds with γ = 1 − ea+	 . This shows that (Vm)m∈N is a strict Lyapunov se-
quence. 
Another strict Lyapunov sequence (Vm)m∈N is deﬁned by the functions
Vm(x) = − sup
{∥∥A(k,m)x∥∥e−a(k−m): km}. (30)
Clearly, (11) holds. Furthermore, (13) holds with γ = 1− e−a . Indeed,
Vm+1(Amx) = − sup
{∥∥A(k,m)x∥∥e−a(k−m−1): km + 1}
 e−aVm(x) Vm(x).
When r  1, using the functions Vm in (27) we obtain norms
‖x‖′m =
∣∣Vm(x)∣∣=
(∑
km
∥∥A(k,m)x∥∥re−r(a+	)(k−m))1/r
for each m ∈ N. These are Lyapunov norms, in the following sense.
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C > 0 such that
‖x‖ ‖x‖′m  Ceεm‖x‖, (31)
and
∥∥A(m,n)x∥∥′m  e(a+	)(m−n)‖x‖′n (32)
for every m,n ∈ N with m n and x ∈ X.
Proof. Clearly, |Vm(x)|  ‖x‖ for every m ∈ N and x ∈ X , and the inequality in (31) follows readily
from (28). For (32) we observe that
∥∥A(m,n)x∥∥′m =
(∑
km
∥∥A(k,n)x∥∥re−r(a+	)(k−m))1/r
 e(a+	)(m−n)
(∑
kn
∥∥A(k,n)x∥∥re−r(a+	)(k−n))1/r
= e(a+	)(m−n)‖x‖′n.
This completes the proof of the proposition. 
We notice that in the particular case when δ = 0 the norms ‖ · ‖′m are uniformly equivalent to the
original norm (see (31)), in the sense that
sup
{‖x‖′m/‖x‖: m ∈ N and x ∈ X \ {0}}< ∞.
Similar properties hold for the norms x → |Vm(x)| with Vm(x) as in (30).
5. Strong nonuniform exponential contractions
We say that the sequence (Am)m∈N admits a strong nonuniform exponential contraction if there exist
constants
a a < 0, ε  0, and D  1
such that for every m,n ∈ N with m n we have
∥∥A(m,n)∥∥ Dea(m−n)+εn and ∥∥A(n,m)∥∥ De−a(m−n)+εm. (33)
We also say that (Am)m∈N admits a strong uniform exponential contraction if it admits a strong nonuni-
form exponential contraction with ε = 0.
We give an example of a strong nonuniform exponential contraction.
Example 4. The sequence (Am)m∈N in Example 2 admits a strong nonuniform exponential contraction
with a = a = ω and D = 1. The ﬁrst inequality in (33) is obtained in Example 2. For the second we
observe that
A(n,m) =A(m,n)−1 = e−(ω−ε/2)(m−n)−ε
∑m−1
k=n (−1)kk.
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A(n,m) = e−(ω−ε/2)(m−n)−ε(−1)m−1m/2	+ε(−1)n−1n/2	
 e−(ω−ε/2)(m−n)+ε(m/2	+n/2	)
 e−(ω−ε/2)(m−n)+ε(m+n)/2 = e−ω(m−n)+εm.
We also give an example of a nonuniform contraction which is not strong.
Example 5. Consider the constants Am = e−(m+1/2) for m ∈ N. For every m n we have
A(m,n) = exp
(
−
m−1∑
k=n
(
k + 1
2
))
= exp
(
− (m − 1)m
2
+ (n − 1)n
2
− m − n
2
)
= e(n2−m2)/2 = e(n−m)(n+m)/2  e−(m−n),
and (Am)m∈N admits a uniform exponential contraction. On the other hand, it is impossible to choose
D  1 and ε  0 such that
A(1,m) = e(m2−1)/2  De−a(m−1)+εm = Deae(ε−a)m
for every m ∈ N, as in the second inequality in (33). Thus, (Am)m∈N does not admit a strong nonuni-
form exponential contraction.
It is also possible to characterize strong nonuniform exponential contractions in terms of Lya-
punov sequences. For this we introduce the notion of strong strictness. Consider continuous functions
Vm : X → R−0 for m ∈ N, and assume that there exist C > 0 and δ  0 such that (11) holds for every
m ∈ N and x ∈ X . We say that a Lyapunov sequence (Vm)m∈N is strong strict if there exist γ ,μ ∈ (0,1)
with γ μ such that
μ
∣∣Vm(x)∣∣ Vm+1(Amx) − Vm(x) γ ∣∣Vm(x)∣∣ (34)
for every m ∈ N and x ∈ X .
The following result is a version of Theorem 2 in the case of strong nonuniform exponential con-
tractions.
Theorem 5. The following properties are equivalent:
1. (Am)m∈N admits a strong nonuniform exponential contraction;
2. there exists a strong strict Lyapunov sequence for (Am)m∈N .
Proof. If (Am)m∈N admits a strong strict Lyapunov sequence, say (Vm)m∈N , then by Theorem 2 the
sequence (Am)m∈N admits a nonuniform exponential contraction. Moreover, it follows from (34) that
|Vm(x)|  1 for every x ∈ X \ {0}.|Vm+1(Amx)| 1− μ
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κ j, j+1 
1
1− μ for every j ∈ N,
with κm,n as in (14). Furthermore, it follows from (15) that for every m n,
κn,m 
m−1∏
j=n
κ j, j+1 
(
1
1− μ
)m−n
. (35)
Hence, by (11) and (35) we obtain
∥∥A(n,m)x∥∥ ∣∣Vn(A(n,m)x)∣∣
 κn,m
∣∣Vm(x)∣∣ C
(
1
1− μ
)m−n
eδm‖x‖
for every m n and x ∈ X , and the sequence (Am)m∈N admits a strong nonuniform exponential con-
traction with
a = log(1− μ), a = log(1− γ ), ε = δ, and D = C .
Now assume that the sequence (Am)m∈N admits a strong nonuniform exponential contraction, and
choose 	 > 0 such that a + 	 < 0. For each m ∈ N and x ∈ X we set
Vm(x) = −
∑
km
∥∥A(k,m)x∥∥e−(a+	)(k−m)
−
∑
0km−1
∥∥A(k,m)x∥∥e(a−	)(m−k).
By construction we have |Vm(x)| ‖x‖, and using (33) we obtain
∣∣Vm(x)∣∣= ∑
km
∥∥A(k,m)x∥∥e−(a+	)(k−m) + ∑
0km−1
∥∥A(k,m)x∥∥e(a−	)(m−k)
 Deεm‖x‖
(∑
km
e−	(k−m) +
∑
0km−1
e−	(m−k)
)
 2De
εm
1− e−	 ‖x‖
(in particular this shows that the functions Vm are well deﬁned). Thus, the inequalities in (11) hold
with the constants δ = ε and C = 2D/(1− e−	). Moreover,
Vm+1(Amx) − Vm(x) = −
∑
km+1
∥∥A(k,m + 1)Amx∥∥e−(a+	)(k−m−1)
+
∑
km
∥∥A(k,m)x∥∥e−(a+	)(k−m) − ∑
km
∥∥A(k,m + 1)Amx∥∥e(a−	)(m+1−k)
+
∑
km−1
∥∥A(k,m)x∥∥e(a−	)(m−k)
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km
∥∥A(k,m)x∥∥e−(a+	)(k−m)
− ea−	‖x‖ + (1− ea−	) ∑
km−1
∥∥A(k,m)x∥∥e(a−	)(m−k)
= (ea+	 − ea−	)‖x‖ + (1− ea+	)∣∣Vm(x)∣∣
+ (ea+	 − ea−	) ∑
km−1
∥∥A(k,m)x∥∥e(a−	)(m−k)
= (ea+	 − ea−	)(‖x‖ + ∑
km−1
∥∥A(k,m)x∥∥e(a−	)(m−k))
+ (1− ea+	)∣∣Vm(x)∣∣.
Since a a < 0, and thus ea+	 − ea−	 > 0, we obtain
Vm+1(Amx) − Vm(x)
(
1− ea+	)∣∣Vm(x)∣∣.
This shows that (13) holds with γ = 1− ea+	 ∈ (0,1). Furthermore, since
‖x‖
∑
km
∥∥A(k,m)x∥∥e−(a+	)(k−m),
we obtain
Vm+1(Amx) − Vm(x)
(
ea+	 − ea−	)∣∣Vm(x)∣∣+ (1− ea+	)∣∣Vm(x)∣∣
= (1− ea−	)∣∣Vm(x)∣∣,
which shows that (34) holds with μ = 1− ea−	 ∈ (0,1). In particular μ > γ . Therefore, (Vm)m∈N is a
strong strict Lyapunov sequence for (Am)m∈N . This completes the proof of the theorem. 
In principle, in the proof of Theorem 5 we could also try to consider the Lyapunov sequence
constructed in the proof of Theorem 2 (see (18)). However, it follows from (20) that for that sequence
we have
Vm+1(Amx) − Vm(x) = ea+	‖x‖ +
(
1− ea+	)∣∣Vm(x)∣∣
 ea+	
∣∣Vm(x)∣∣+ (1− ea+	)∣∣Vm(x)∣∣= ∣∣Vm(x)∣∣.
Notice that the inequality becomes an equality if and only if Vm+1(Amx) = 0, that is, if and only if
x = 0. But in general there is no upper bound of the form μ|Vm(x)| for the difference Vm+1(Amx) −
Vm(x) with μ ∈ (0,1), since not all nonuniform exponential contractions are strong (see Example 5).
6. The ﬁnite-dimensional case: Generalizations
We consider in this section the case when the space X is ﬁnite-dimensional, and we establish sev-
eral additional properties relating nonuniform exponential contractions and Lyapunov sequences. For
simplicity of the exposition we do not consider strong nonuniform exponential contractions, although
the corresponding results would be entirely analogous.
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We show here that the upper bound in condition (11) is not needed when X = Rp . For this we
need to introduce some additional material.
Let (Am)m∈N be a sequence of invertible p × p matrices. The Lyapunov exponent λ :Rp → R ∪
{−∞} associated to the sequence (Am)m∈N is deﬁned by
λ(x) = limsup
m→+∞
1
m
log
∥∥A(m,1)x∥∥,
with A(m,1) as in (6) and with the convention that log0 = −∞. By the so-called abstract theory
of Lyapunov exponents (see [1] for details), the function λ takes at most a number r + 1 p + 1 of
distinct values, say −∞ λ1 < · · · < λr .
We also consider the sequence of matrices Bm = (A∗m)−1 for m ∈ N, where A∗ denotes the trans-
pose of A. In a similar manner to that in (6), we set
B(m,n) = (A(m,n)∗)−1 = { (A∗m−1)−1 · · · (A∗n)−1, m > n,
Id, m = n.
The Lyapunov exponent μ :Rp → R∪ {−∞} associated to the sequence (Bm)m∈N is deﬁned by
μ(y) = limsup
m→+∞
1
m
log
∥∥B(m,1)y∥∥.
Again, it follows from the abstract theory of Lyapunov exponents that μ can take at most s+1 p+1
distinct values, say −∞μs < · · · < μ1.
We always assume in this section that the numbers λi and μi are ﬁnite for each i. We deﬁne the
regularity coeﬃcient of λ and μ by
γ (λ,μ) = minmax{λ(xi) + μ(yi): 1 i  p},
where the minimum is taken over all dual bases x1, . . . , xp and y1, . . . , yp of Rp (these are bases
such that 〈xi, y j〉 = δi j for every i and j, where δi j is the Kronecker symbol). We can easily show that
γ (λ,μ) 0 (see [5]).
The following result is an immediate consequence of Theorem 1 in [5].
Theorem 6. When X = Rp , if λr < 0 for the sequence (Am)m∈N , then for each δ > 0 the sequence admits a
nonuniform exponential contraction with
a = λr + δ and ε = γ (λ,μ) + 2δ.
We refer to [5] for a detailed discussion on how to obtain good estimates for the regularity coeﬃ-
cient. In particular, it is shown in that paper that if
limsup
m→+∞
1
m
log+ ‖Am‖ = 0,
where log+ x = max{0, log x}, and the matrix Am is upper triangular for every m ∈ N, then
γ (λ,μ)
p∑
(αi − αi),
i=1
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αi = lim inf
m→+∞
1
m
log
m∏
j=1
aii( j) and αi = limsup
m→+∞
1
m
log
m∏
j=1
aii( j),
denoting by aii( j) the entries in the diagonal of A j .
The following statement shows that the upper bound in condition (11) is not needed when X is
ﬁnite-dimensional.
Theorem 7.When X = Rp the following properties are equivalent:
1. (Am)m∈N admits a nonuniform exponential contraction;
2. there exists a strict Lyapunov sequence for (Am)m∈N;
3. there exist continuous functions Vm :Rp → R−0 for m ∈ N, and a number γ ∈ (0,1) such that |Vm(x)|‖x‖, and
Vm+1(Amx) − Vm(x) γ
∣∣Vm(x)∣∣
for every m ∈ N and x ∈ Rp .
Proof. Clearly, property 2 implies property 3. Now we assume that (Am)m∈N admits a Lyapunov se-
quence (Vm)m∈N as in property 3. Proceeding as in the proof of Theorem 2 we obtain (see (17))
∥∥A(m,n)x∥∥ ∣∣Vm(A(m,n)x)∣∣
 κm,n
∣∣Vn(x)∣∣ (1− γ )m−n∣∣Vn(x)∣∣.
Therefore,
limsup
m→+∞
1
m
log
∥∥A(m,n)x∥∥< 0
for every x ∈ Rp . By Theorem 6, this implies that the sequence (Am)m∈N admits a nonuniform
exponential contraction. Finally, if (Am)m∈N admits a nonuniform exponential contraction, then by
Theorem 2 it has a strict Lyapunov sequence. This concludes the proof of the theorem. 
Using the techniques developed in [4], in principle it should also be possible, for some particular
classes of sequences (Am)m∈N , to remove the upper bound in condition (11) when X is a separable
Hilbert space. We emphasize that it is not known if the techniques in [4] can be extended even to
Banach spaces with a Schauder basis (we note that all such spaces are separable).
6.2. Bootstrapping the strictness of Lyapunov sequences
We show in this section that an apparently much weaker assumption than the strictness of a
Lyapunov sequence (and in fact weaker than property 3 in Theorem 7) implies the existence of a
strict Lyapunov sequence (although in general it may be different from the initial one).
Theorem 8. Take X = Rp , and assume that there exist continuous functions Vm :Rp → R−0 for m ∈ N, and
numbers γm ∈ [0,1) and δm > 0 for m ∈ N such that
Vm+1(Amx) − Vm(x) γm
∣∣Vm(x)∣∣ (36)
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∣∣Vm(x)∣∣ δm‖x‖ (37)
for every m ∈ N and x ∈ Rp . If
limsup
m→+∞
(∏m
j=1(1− γ j)
δm
)1/m
< 1, (38)
then there exists a strict Lyapunov sequence for (Am)m∈N .
Proof. It follows from (36) that
|Vm+1(Amx)|
|Vm(x)|  1− γm for every x ∈ R
p \ {0}.
Therefore,
κ j+1, j  1− γ j ∈ (0,1) for every j ∈ N,
with κm,n as in (14). It follows from (15) that
κm,n 
m−1∏
j=n
κ j+1, j 
m−1∏
j=n
(1− γ j). (39)
Furthermore, by (37) we have |Vm(A(m,n)x)| δm‖A(m,n)x‖, and thus,
∥∥A(m,n)x∥∥ 1
δm
∣∣Vm(A(m,n)x)∣∣ κm,n
δm
∣∣Vn(x)∣∣.
It follows from (38) and (39) that
limsup
m→+∞
1
m
log
∥∥A(m,n)x∥∥< 0
for every x ∈ Rp . By Theorem 6, this implies that the sequence (Am)m∈N admits a nonuniform ex-
ponential contraction. Hence, it follows from Theorem 7 that there exists a strict Lyapunov sequence
for (Am)m∈N . 
7. Quadratic Lyapunov sequences and stability theory
Much attention has been given in the literature to the case of Lyapunov sequences obtained from
quadratic forms (we emphasize that this is only a special case of the Lyapunov sequences considered
in Sections 2–6). We show here how to characterize the strictness in this class of Lyapunov sequences
in terms of the quadratic forms. We also show how this characterization can be used to establish the
stability of a large class of linear and nonlinear perturbations of nonuniform exponential contractions.
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We consider a sequence (Am)m∈N of invertible p × p matrices. Let also (Sm)m∈N be a sequence of
positive-deﬁnite symmetric p × p matrices. For each m ∈ N we consider the functions Hm : X → R+0
and Vm : X → R−0 deﬁned by
Hm(x) = 〈Smx, x〉 and Vm(x) = −
√
Hm(x). (40)
A Lyapunov sequence (Vm)m∈N for (Am)m∈N obtained from quadratic forms Hm as in (40) is called a
quadratic Lyapunov sequence.
The following result characterizes the strictness of a quadratic Lyapunov sequence in terms of the
matrices Sm . We denote by σ(Sm) the spectrum of Sm . Moreover, given a p × p matrix A we write
A  0 to indicate that A is positive-semideﬁnite.
Theorem 9.When X = Rp the following properties are equivalent:
1. (Vm)m∈N is a strict quadratic Lyapunov sequence for (Am)m∈N;
2. there exist γ ∈ (0,1) and δ  0 such that
σ(Sm) ⊂
[
1, e2δm/γ 2
]
(41)
and
(1− γ )2Sm − A∗mSm+1Am  0 (42)
for every m ∈ N.
Proof. We ﬁrst assume that (Vm)m∈N is a strict quadratic Lyapunov sequence for (Am)m∈N . It follows
from (13) that
Vm+1(Amx) (1− γ )Vm(x),
and hence,
Hm(x) − Hm+1(Amx) = V 2m(x) − V 2m+1(Amx)

(
1− (1− γ )2)V 2m(x) = (2γ − γ 2)Hm(x).
Therefore,
Sm − A∗mSm+1Am −
(
2γ − γ 2)Sm  0.
This establishes (42). Furthermore, it follows from (11) that
‖x‖2  〈Smx, x〉 e
2δm
γ 2
‖x‖2. (43)
Since Sm is symmetric and positive-deﬁnite, this yields (41).
Now we assume that property 2 holds. Since Sm is symmetric, we obtain (43) from (41), and
thus (11) holds. Furthermore, by (42) we obtain
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= 〈(Sm − A∗mSm+1Am)x, x〉

(
2γ − γ 2)〈Smx, x〉 = (2γ − γ 2)Hm(x),
that is,
V 2m(x) − V 2m+1(Amx)
(
2γ − γ 2)V 2m(x) 0.
Therefore,
∣∣Vm+1(Amx)∣∣√γ 2 + 1− 2γ ∣∣Vm(x)∣∣= (1− γ )∣∣Vm(x)∣∣,
and (13) holds. This shows that the sequence of functions (Vm)m∈N is a strict Lyapunov sequence for
(Am)m∈N . 
We give explicitly a strict quadratic Lyapunov sequence when (Am)m∈N admits a nonuniform ex-
ponential contraction.
Example 6. We assume that (Am)m∈N is a sequence of p × p matrices admitting a nonuniform ex-
ponential contraction. Then a strict quadratic Lyapunov sequence for (Am)m∈N is given by (27) in
Theorem 4 with r = 2. In this case we have
Sm =
∑
km
A(k,m)∗A(k,m)e−2(a+	)(k−m). (44)
Clearly, Sm is symmetric and positive-deﬁnite. Now we apply Theorem 9 to show that the Lyapunov
sequence (Vm)m∈N given by (40) is strict, and thus we obtain an alternative proof of Theorem 4 when
r = 2. Clearly, |Vm(x)| ‖x‖, and thus σ(Sm) ⊂ [1,+∞). Moreover,
‖Sm‖
∑
km
∥∥A(k,m)∥∥2e−2(a+	)(k−m)  D2
1− e−2	 e
2εm,
and (41) holds with δ = ε and any γ √1− e−2	/D . Furthermore,
(1− γ )2Sm − A∗mSm+1Am = (1− γ )2
∑
km
A(k,m)∗A(k,m)e−2(a+	)(k−m)
−
∑
km+1
A∗mA(k,m + 1)∗A(k,m + 1)Ame−2(a+	)(k−m−1)
= (1− γ 2)∑
km
A(k,m)∗A(k,m)e−2(a+	)(k−m)
− e2(a+	)
∑
km+1
A(k,m)∗A(k,m)e−2(a+	)(k−m)
= (1− γ )2 Id
+ ((1− γ )2 − e2(a+	)) ∑
km+1
A(k,m)∗A(k,m)e−2(a+	)(k−m),
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Theorem 9 that the sequence of functions (Vm)m∈N given by (40) is a strict quadratic Lyapunov se-
quence.
7.2. Stability under perturbations
The following result establishes the persistence of the stability of a nonuniform exponential con-
traction under suﬃciently small perturbations. Namely, given a sequence (Am)m∈N of p × p matrices
we consider the nonautonomous dynamics
ym+1 = Am ym + fm(ym), m ∈ N,
where fm :Rp → Rp is a continuous function for each m ∈ N. We assume that there exist constants
c, β  0 such that
∥∥ fm(y)∥∥ ce−βm‖y‖ (45)
for every m ∈ N and y ∈ Rp .
Theorem 10. If (Am)m∈N admits a nonuniform exponential contraction, and β  3ε, then for each η > 0 there
exists c > 0 such that
‖ym‖ 1
1− ea+	
(
ea+	 + η)m−neεn‖yn‖
for every m n and yn ∈ Rp .
Proof. By Theorem 4 the sequence (Vm)m∈N given by (27) with r = 2, i.e.,
Vm(x) = −
(∑
km
∥∥A(k,m)x∥∥2e−2(a+	)(k−m))1/2
= −
(∑
km
〈
A(k,m)x,A(k,m)x
〉
e−2(a+	)(k−m)
)1/2
= −√〈Smx, x〉,
with Sm as in (44), is a strict quadratic Lyapunov sequence for (Am)m∈N with δ = ε and γ = 1− ea+	 .
Writing Hm(x) = Vm(x)2 we obtain
Hm+1(ym+1) = 〈Sm+1 ym+1, ym+1〉
= 〈Sm+1(Am ym + fm(ym)), Am ym + fm(ym)〉
= 〈Sm+1Am ym, Am ym〉 +
〈
Sm+1Am ym, fm(ym)
〉
+ 〈Sm+1 fm(ym), Am ym〉+ 〈Sm+1 fm(ym), fm(ym)〉
= 〈A∗mSm+1Am ym, ym〉+ 〈(Sm+1 + S∗m+1)Am ym, fm(ym)〉
+ 〈Sm+1 fm(ym), fm(ym)〉. (46)
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A∗mSm+1Am  e2(a+	)Sm,
and thus it follows from (46) that
Hm+1(ym+1) e2(a+	)〈Sm ym, ym〉
+ 2‖Sm+1‖ · ‖Am‖ · ‖ym‖ ·
∥∥ fm(ym)∥∥+ ‖Sm+1‖ · ∥∥ fm(ym)∥∥2
= e2(a+	)Hm(ym)
+ 2‖Sm+1‖ · ‖Am‖ · ‖ym‖ ·
∥∥ fm(ym)∥∥+ ‖Sm+1‖ · ∥∥ fm(ym)∥∥2.
By (41), (45), and (7) we obtain
Hm+1(ym+1) e2(a+	)Hm(ym)
+ c e
2ε(m+1)
(1− ea+	)2 ‖ym‖
2(Dea+εme−βm + ce−2βm)
 e2(a+	)Hm(ym) + 2cD e
2ε
(1− ea+	)2 ‖ym‖
2.
Furthermore, by (40) and (41) we have
Hm(ym) ‖ym‖2. (47)
Therefore,
Hm+1(ym+1)
(
e2(a+	) + 2cD e
2ε
(1− ea+	)2
)
Hm(ym) =: κHm(ym), (48)
where
κ = e2(a+	) + 2cD e
2ε
(1− ea+	)2 .
We note that κ ∈ (0,1) provided that c is suﬃciently small. By (47) and (48) we obtain ‖ym‖2 
κm−nHn(yn). Finally, by (40) and (41) we conclude that
‖ym‖2  1
(1− ea+	)2 κ
m−ne2εn‖yn‖2.
This completes the proof of the theorem. 
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Let f : X → X be a measurable transformation preserving a probability measure μ in a Lebesgue
space X . This means that μ( f −1A) = μ(A) for every measurable set A ⊂ X . Let also Mp be the space
of p × p matrices. Given a measurable function A : X → Mp , for each q ∈ X and m,n ∈ N with m n
we deﬁne the cocycle
Aq(m,n) =
{
A( f m−1(q)) · · · A( f n(q)) if m > n,
Id if m = n.
We also consider the linear extension T = T f ,A : X ×Rp → Rp of f deﬁned by
T (q, x) = ( f (q), A(q)x).
We say that a measurable function Q : X ×Rp → R is a Lyapunov function (with respect to μ) for the
linear extension T f ,A if for μ-almost every q ∈ X :
1. the function Qq = Q (q, ·) is continuous, and satisﬁes
Qq(αx) = αQq(x) < 0 (49)
for every x = 0 and α > 0;
2. for every x ∈ Rp we have
Q f (q)
(
A(q)x
)
 Qq(x). (50)
We also say that a Lyapunov function is eventually strict if for μ-almost every q ∈ X there exists
n = n(q) ∈ N depending measurably in q such that for every x ∈ Rp we have
Q f n(q)
(
Aq(n,0)x
)
> Qq(x). (51)
These notions are motivated by corresponding notions introduced by Katok and Burns in [11] to show
the existence of positive and negative Lyapunov exponents. Here they are adapted to the case of
possibly noninvertible transformations with negative Lyapunov exponents. Lyapunov functions are also
closely related to the study of invariant families of cones by Wojtkowski [19] and other authors (see
[2,11] for more details).
The following result is a version of Theorem 2 in the context of ergodic theory.
Theorem 11. If log+ ‖A‖ ∈ L1(X,μ) and the linear extension T f ,A has an eventually strict Lyapunov function,
then for μ-almost every q ∈ X we have
limsup
m→+∞
1
m
log
∥∥Aq(m,n)x∥∥< 0 (52)
for every n ∈ N and x ∈ Rp .
Proof. The proof is inspired in a related approach in [11] although we need to make several changes
since now Qq(x) is never positive. Without loss of generality we may assume that the measure μ is
ergodic since otherwise we can always consider an ergodic decomposition. More precisely, let Q be
an eventually strict Lyapunov function and let (μα)α∈I be an ergodic decomposition of μ. Then for
almost every α ∈ I we have log+ ‖A‖ ∈ L1(X,μα) and Q is an eventually strict Lyapunov sequence
with respect to μα . Moreover, if the statement in the theorem holds for ergodic measures, then (52)
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q ∈ X .
Take ε > 0. Since Q is measurable and Qq is continuous for μ-almost every q ∈ X , by Lusin’s
theorem there exists a set Y ⊂ X with measure μ(Y ) > 1− ε and constants c,d > 0 such that
c‖x‖−Qq(x) d‖x‖ (53)
for every q ∈ Y and x ∈ Rp . For each n ∈ N and q ∈ X we set
κn(q) = sup
{
Q f n(q)(Aq(n,0)x)
Qq(x)
: x = 0
}
.
By (50) we have κn(q) ∈ (0,1] (recall that Qq  0). On the other hand, it follows from (49) together
with the compactness of the closed unit ball in Rp that
κn(q) = max
{
Q f n(q)(Aq(n,0)x)
Qq(x)
: ‖x‖ = 1
}
. (54)
Therefore, by (51), for μ-almost every q ∈ X there exists n = n(q) ∈ N such that κn(q) < 1. Since
q → n(q) is measurable, it follows from Lusin’s theorem that there exist N ∈ N and a set E ⊂ Y with
measure μ(E) > 1− 2ε such that κN (q) < 1 for every q ∈ E . Now observe that for every m,n ∈ N and
q ∈ X we have
κn+m(q) κn(q)κm
(
f n(q)
)
. (55)
Hence, κn(q) < 1 for every n N and q ∈ E . Set
n¯(q) = min{n ∈ N: f n(q) ∈ E}.
In view of the integrability assumption log+ ‖A‖ ∈ L1(X,μ) and Kac’s lemma (which implies the
integrability of the ﬁrst return time n¯), we can also assume that log+ ‖A‖ and n¯ are bounded in E .
Setting
En =
{
q ∈ E: n¯(q) = n}, n ∈ N,
we obtain
∫
E
log+ ‖ A¯‖dμ =
∞∑
n=1
∫
En
log+
∥∥An∥∥dμ

∞∑
n=1
nμ(En)max
E
log+ ‖A‖
max
E
log+ ‖A‖
∫
X
n¯ dμmax
E
log+ ‖A‖,
using Kac’s lemma in the last inequality. Therefore, log+ ‖ A¯‖ ∈ L1(E,μ).
Now we consider the induced map f¯ : E → E on the set E , which is deﬁned (mod 0) by f¯ (q) =
f n¯(q)(q). We can show that the measure μ|E is f¯ -invariant. We also consider the map A¯ : X → Mp
deﬁned by
A¯(q) =Aq
(
n¯(q),0
)
,
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A¯q(m,n) =
{
A¯( f¯ m−1(q)) · · · A¯( f¯ n(q)) if m > n,
Id if m = n. (56)
For each n ∈ N and q ∈ E we also set
κ¯n(q) = sup
{ Q f¯ n(q)(A¯q(n,0)x)
Qq(x)
: x = 0
}
∈ (0,1].
Note that κ¯n(q) = κτn(q)(q), where
τn(q) =
n−1∑
i=0
n¯
(
f¯ i(q)
)
.
Furthermore, for every m,n ∈ N and q ∈ E we have
κ¯n+m(q) κ¯n(q)κ¯m
(
f¯ nq
)
. (57)
Now we set
Kn(q) = log κ¯n(q).
By (57) the sequence (Kn)n∈N is subadditive. Since log+ ‖ A¯‖ ∈ L1(E,μ), by Kingman’s subadditive
ergodic theorem, for μ-almost every q ∈ E the limit
F (q) := lim
n→∞
Kn(q)
n
= lim
n→∞
1
n
log κ¯n(q)
exists, and the function F is f¯ -invariant μ-almost everywhere in E . Furthermore, since μ is ergodic
we have
F (q) = lim
n→∞
1
n
∫
E
Kn(q)dμ(q)
= inf
n∈N
1
n
∫
E
Kn(q)dμ(q)
 1
N
∫
E
KN (q)dμ(q) < 0 (58)
for μ-almost every q ∈ E . The last inequality follows from the fact that
KN (q) = log κ¯N (q) = logκτN (q)(q) logκN(q) < 0
for every q ∈ E , since τn(q) n, and from μ(E) > 0.
On the other hand, it follows from (53) that for every q ∈ E and n ∈ N we have
c ∥∥A¯q(n,0)∥∥ κ¯n(q) d∥∥A¯q(n,0)∥∥. (59)
d c
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there exists the limit
lim
n→∞
1
n
log
∥∥Aq(n,0)x∥∥= lim
n→∞
1
τn(q)
log
∥∥A¯q(n,0)x∥∥.
It follows from Birkhoff’s ergodic theorem and (59) that for μ-almost every q ∈ E and every x ∈ Rp
we have
lim
n→∞
1
n
log
∥∥Aq(n,0)x∥∥ lim
n→∞
Kn(q)
n
· lim
n→∞
n
τn(q)
= F (q)/τ (q),
where
τ (q) := lim
n→∞
τn(q)
n
= μ
(⋃
n∈N
f n(E)
)
> 0 (60)
for μ-almost every q ∈ E . The identity in (60) follows from Kac’s lemma together with the ergodicity
of μ|E with respect to f¯ , which is a consequence of the ergodicity of μ with respect to f . By (58)
we obtain
lim
n→∞
1
n
log
∥∥Aq(n,0)x∥∥< 0
for μ-almost every x ∈ E . The desired result follows from recalling that E has measure μ(E) > 1− 2ε
and letting ε → 0. 
We want to describe the relation between the notion of eventually strict Lyapunov function and
the notion of strict Lyapunov sequence introduced in Section 3.1. As shown in the proof of Theo-
rem 11, for each ε > 0 there exist N ∈ N and a set E ⊂ X with measure μ(E) > 1− 2ε such that
δ := sup
{
Q f N (q)(Aq(N,0)x)
Qq(x)
: x = 0
}
∈ (0,1)
for every q ∈ E . By (55) this implies that
Q f m(q)
(
Aq(m,n)x
)
 δQ f n(q)(x)
for every
m − n N, q ∈ E with { f n(q): n ∈ N}⊂ E, and x ∈ Rp .
However, in general the set E need not be f -invariant. Otherwise, setting Vm,q(x) = Q f m(q)(x) we
obtain
Vm,q
(
Aq(m,n)x
)− Vn,q(x) γ ∣∣Vn,q(x)∣∣
for every m − n N , where γ = 1− δ ∈ (0,1). In particular,
Vm+N,q
(
Aq(m + N,m)x
)− Vm,q(x) γ ∣∣Vm,q(x)∣∣
for every m ∈ N, q ∈ E , and x ∈ Rp . Furthermore, by (53), |Vm,q(x)| c‖x‖ for every m ∈ N and x ∈ Rp .
Thus, if E is f -invariant then:
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strict Lyapunov sequence for (Am)m∈N with Am = A( f m(q)) for m ∈ N;
2. we can use Theorem 2 together with Proposition 1 to establish Theorem 11: a strict Lyapunov
sequence (Vm,q)m∈N is given by (22), that is,
Vm,q(x) = 1
c
N−1∑
k=0
Q f m+k(q)
(
Aq(m + k,m)x
)
.
When E is not f -invariant, we only obtain an eventually strict Lyapunov sequence with respect to the
induced map f¯ on E , that is, a sequence (Vm,q)m∈N such that
Vm+N,q
(
A¯q(m + N,0)x
)− Vm,q(x) γ ∣∣Vm,q(x)∣∣
for every m ∈ N, q ∈ E , and x ∈ Rp , for some integer N = N(q), where A¯q is the cocycle deﬁned
by (56). This causes the extra diﬃculties in the proof of Theorem 11.
Certainly, this also means that in some sense the hypotheses in Theorem 2 are stronger (they
correspond to assume the strictness or the eventual strictness on the orbit of a given point q). On
the other hand, we emphasize that the inequality in (52) holds for almost every point q but not
necessarily for every point. Moreover, for a given q one is not able to say whether (52) holds or not
for this point. Theorem 2 gives precisely necessary and suﬃcient conditions so that for a particular
point q the sequence of matrices A( f m(q)) admits a nonuniform exponential contraction. We note
that by Theorem 6 this is equivalent to (52). Finally, we note that unlike in Sections 2–7 here we need
the homogeneity property in (49), which is used twice in the proof, namely to establish (53) and (54)
(and thus the existence of an integer N such that κN (q) < 1 for every q ∈ E). Nevertheless, although
we never require the homogeneity property in Sections 2–7, all Lyapunov sequences constructed in
these sections have this property, namely Vm(αx) = αVm(x) for every α > 0.
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