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Given n discrete observations of a homogeneous diffusion process with a
piecewise constant diffusion coefficient containing one point of discontinuity
ρ0, we study the semiparametric problem of estimating its ’change in space’-
point ρ0 in the high-frequency setting. We establish a lower bound for the
minimax rate of convergence n−3/4, which is slower than the n−1-rate in
traditional change-point problems.
1. Introduction. Let
dXt = σ(Xt)dWt(1.1)
be a homogeneous stochastic differential equation (SDE), with a Wiener
process W , and a diffusion coefficient σ of the form
σ(x) = σα0,β0,ρ0(x) =
{
α0 if x ≤ ρ0;
β0 if x > ρ0
(1.2)
with α0, β0 > 0, α0 6= β0, and the point of discontinuity ρ0 ∈ R. Subse-
quently, we refer to ρ0 as ’change in space’-point in order to distinguish it
from the classical change-point where the structural break occurs in time.
As σ−2 is locally integrable, there exists for every initial distribution µ a
weak solution of (1.1) which is unique in law Engelbert and Schmidt (1985).
We will denote the vector of high-frequency observations by
X(n) =
(
X
(n)
0 , X
(n)
1 , . . . , X
(n)
n
)
=
(
X0, XT/n, X2T/n, . . . , XT
)
.
In case σ = σα,β,ρ, the transition density, that is the solution of the Kol-
mogorov backward or Fokker-Planck equation Liptser and Shiryayev (1977)
1
2
σ2(y)
∂2
∂y2
pt(x, y) =
∂
∂t
pt(x, y),
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is given by Harada (2011)
pt(x, y) =

1√
2pitα
[
exp
(
− (y−x)2
2tα2
)
+ α−βα+β exp
(
− (y−2ρ+x)2
2tα2
)]
for x, y ≤ ρ
1√
2pitβ
[
exp
(
− (y−x)2
2tβ2
)
− α−βα+β exp
(
− (y−2ρ+x)2
2tβ2
)]
for x, y > ρ
2
α+β
1√
2pit
exp
(
− 12t
(
y−ρ
β − x−ρα
)2)
for x ≤ ρ < y
2
α+β
1√
2pit
exp
(
− 12t
(
y−ρ
α − x−ρβ
)2)
for y ≤ ρ < x.
Note that the transition density is highly non-differentiable in the parameter
ρ of interest.
2. Main result.
Theorem 1. There exists some η > 0, such that
lim inf
n
inf
ρˆn
sup
ρ0∈R
Pα,β,ρ0
(
n3/4 |ρˆn − ρ0| > η
)
> 0.
Proof. For simplicity of the proof we assume, that the diffusion starts in
the ’change-in-space’ point X0 = ρ. We prove the lower bound by reduction
on two hypotheses and bounding the corresponding Kullback-Leibler diver-
gence, see the Kullback version of Theorem 2.2 in Tsybakov (2009). For this
aim, we shall show
(2.1) sup
r∈An,ρ
Eρ,α,β log
dPρ,α,β
dPr,α,β
(X(n)) <∞,
with
An,ρ =
{
r : n3/4|ρ− r| ≤ η
}
.
Due to the four different regimes of the transition density, the expression is
of quite a complicated nature. By the Markov property,
log
dPρ,α,β
dPr,α,β
(X(n)) =
n∑
k=1
log
(
pρ∆(Xk−1, Xk)
pr∆(Xk−1, Xk)
)
,
which for r < ρ is equal to
n∑
k=1
log
β
α
exp
(
− (Xk−Xk−1)2
2∆α2
)
+ α−βα+β exp
(
− (Xk−2ρ+Xk−1)2
2∆α2
)
exp
(
− (Xk−Xk−1)2
2∆β2
)
− α−βα+β exp
(
− (Xk−2r+Xk−1)2
2∆β2
)
1{r<Xk−1,Xk≤ρ}
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+ log
α+ β2α exp
(
− (Xk−Xk−1)2
2∆α2
)
+ α−βα+β exp
(
− (Xk−2ρ+Xk−1)2
2∆α2
)
exp
(
− 12∆
(
Xk−r
β − Xk−1−rα
)2)
1{Xk−1≤r<Xk≤ρ}
+ log
α+ β2α exp
(
− (Xk−Xk−1)2
2∆α2
)
+ α−βα+β exp
(
− (Xk−2ρ+Xk−1)2
2∆α2
)
exp
(
− 12∆
(
Xk−r
α − Xk−1−rβ
)2)
1{Xk≤r<Xk−1≤ρ}
+ log
 2βα+ β
exp
(
− 12∆
(
Xk−ρ
β − Xk−1−ρα
)2)
exp
(
− (Xk−Xk−1)2
2∆β2
)
− α−βα+β exp
(
− (Xk−2r+Xk−1)2
2∆β2
)
1{r<Xk−1≤ρ<Xk}
+ log
 2βα+ β
exp
(
− 12∆
(
Xk−ρ
α − Xk−1−ρβ
)2)
exp
(
− (Xk−Xk−1)2
2∆β2
)
− α−βα+β exp
(
− (Xk−2r+Xk−1)2
2∆β2
)
1{r<Xk≤ρ<Xk−1}
+ log
exp
(
− (Xk−Xk−1)2
2∆α2
)
+ α−βα+β exp
(
− (Xk−2ρ+Xk−1)2
2∆α2
)
exp
(
− (Xk−Xk−1)2
2∆α2
)
+ α−βα+β exp
(
− (Xk−2r+Xk−1)2
2∆α2
)
1{Xk−1,Xk≤r}
+ log
exp
(
− (Xk−Xk−1)2
2∆β2
)
− α−βα+β exp
(
− (Xk−2ρ+Xk−1)2
2∆β2
)
exp
(
− (Xk−Xk−1)2
2∆β2
)
− α−βα+β exp
(
− (Xk−2r+Xk−1)2
2∆β2
)
1{Xk−1,Xk>ρ}
+ log
exp
(
− 12∆
(
Xk−ρ
α − Xk−1−ρβ
)2)
exp
(
− 12∆
(
Xk−r
α − Xk−1−rβ
)2)
1{Xk≤r<ρ<Xk−1}
+ log
exp
(
− 12∆
(
Xk−ρ
β − Xk−1−ρα
)2)
exp
(
− 12∆
(
Xk−r
β − Xk−1−rα
)2)
1{Xk−1≤r<ρ<Xk}

=
n∑
k=1
{
L
(1)
k + L
(2)
k + L
(3)
k + L
(4)
k + L
(5)
k + L
(6)
k + L
(7)
k + L
(8)
k + L
(9)
k
}
.
While it is sufficient for our purpose to bound the expectations of the first
five summands
L
(1)
k , L
(2)
k , L
(3)
k , L
(4)
k , L
(5)
k
separately, a subtle combination of parts of the last four terms seems nec-
essary to achieve the final goal. Without loss of generality, we may assume
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α > β. The analysis is structured as follows. In Subsections 2.1 – 2.4, bounds
on the first five summands are deduced separately. In Subsections 2.5 and 2.6
bounds are achieved by suitable combinations of the remaining summands.
2.1. Proof of
∑
k EL
(1)
k <∞. First note that in case r < Xk, Xk−1 ≤ ρ,
we have
0 ≤ (ρ−Xk)(ρ−Xk−1)
⇐⇒ exp
(
−(Xk − 2ρ+Xk−1)
2
2∆α2
)
≤ exp
(
−(Xk −Xk−1)
2
2∆α2
)
and analogical
0 ≤ (r −Xk)(r −Xk−1)
⇐⇒ exp
(
−(Xk − 2r +Xk−1)
2
2∆β2
)
≤ exp
(
−(Xk −Xk−1)
2
2∆β2
)
.
Therefore for k ≥ 2,
Eρ,α,β
[
L
(1)
k
]
≤ Eρ,α,β
[
(Xk −Xk−1)2
2∆
(
1
β2
− 1
α2
)
1{r<Xk−1,Xk≤ρ}
]
≤ (ρ− r)
2
2∆
(
1
β2
− 1
α2
)
Pρ,α,β (r < Xk−1, Xk ≤ ρ)
=
(ρ− r)2
2∆
(
1
β2
− 1
α2
)∫ ρ
r
∫ ρ
r
pρ∆(x, y)p
ρ
(k−1)∆(ρ, x)dydx
≤ (ρ− r)
2
2∆
(
1
β2
− 1
α2
)∫ ρ
r
ρ− r√
2pi∆α
2α
α+ β
pρ(k−1)∆(ρ, x)dx
=
(ρ− r)3
2∆
√
2pi∆
(
1
β2
− 1
α2
)
2
α+ β
∫ ρ
r
1√
2pi(k − 1)∆
2
α+ β
exp
(
− (x− ρ)
2
2(k − 1)∆α2
)
dx
≤ (ρ− r)
3
2∆
√
2pi∆
(
1
β2
− 1
α2
)
2
α+ β
ρ− r√
2pi(k − 1)∆
2
α+ β
=
(ρ− r)4
4∆2pi
(
1
β2
− 1
α2
)
4
(α+ β)2
1√
k − 1 .
And
Eρ,α,β
[
L
(1)
1
]
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≤ Eρ,α,β
[
(Xk − ρ)2
2∆
(
1
β2
− 1
α2
)
1{r<X1≤ρ}
]
≤ (ρ− r)
2
2∆
(
1
β2
− 1
α2
)
Pρ,α,β (r < X1 ≤ ρ)
=
(ρ− r)2
2∆
(
1
β2
− 1
α2
)∫ ρ
r
pρ∆(ρ, x)dx
=
(ρ− r)2
2∆
(
1
β2
− 1
α2
)
2
α+ β
∫ ρ
r
1√
2pi∆
exp
(
−(x− ρ)
2
2∆α2
)
dx
≤ (ρ− r)
3
2
√
2pi∆3/2
(
1
β2
− 1
α2
)
2
α+ β
.
For ρ− r ≤ 2n−3/4 = 2∆3/4 and summing over k,
n∑
k=1
Eρ,α,β
[
L
(1)
k
]
≤ (ρ− r)
3
2
√
2pi∆3/2
(
1
β2
− 1
α2
)
2
α+ β
+
n∑
k=2
(ρ− r)4
4∆2pi
(
1
β2
− 1
α2
)
4
(α+ β)2
1√
k − 1
=
(
1
β2
− 1
α2
)[
23∆9/4
2
√
2pi∆3/2
2
α+ β
+
n∑
k=2
24∆3
4∆2pi
4
(α+ β)2
1√
k − 1
]
=
(
1
β2
− 1
α2
)[
4∆3/4√
2pi
2
α+ β
+
4∆
pi
4
(α+ β)2
n∑
k=2
1√
k − 1
]
≤
(
1
β2
− 1
α2
)[
4∆3/4√
2pi
2
α+ β
+
4∆
pi
4
(α+ β)2
∫ n
0
1√
x
dx
]
=
(
1
β2
− 1
α2
)[
4∆3/4√
2pi
2
α+ β
+
4∆
pi
4
(α+ β)2
2
√
n
]
=
(
1
β2
− 1
α2
)[
4∆3/4√
2pi
2
α+ β
+
8
√
∆
pi
4
(α+ β)2
]
,
which is bounded.
2.2. Proof of
∑
k EL
(2)
k <∞. In the same way, we arrive at
Eρ,α,β
[
L
(2)
k
]
≤ Eρ,α,β
{
1
2∆
(
Xk − r
β
− Xk−1 − r
α
)2
− (Xk −Xk−1)
2
2∆α2
}
1{Xk−1≤r<Xk≤ρ}
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≤ (ρ− r)
2
2∆
(
1
β2
− 1
α2
)
Pρ,α,β (Xk−1 ≤ r < Xk ≤ ρ)
+
ρ− r
∆
(
1
αβ
− 1
α2
)
Eρ,α,β
[
(r −Xk−1)1{Xk−1≤r<Xk≤ρ}
]
,
where
Pρ,α,β (Xk−1 ≤ r < Xk ≤ ρ)
=
∫ r
−∞
∫ ρ
r
pρ∆(x, y)p
ρ
(k−1)∆(ρ, x)dydx
≤ 1√
2pi∆
2
α+ β
∫ r
−∞
∫ ρ
r
exp
(
−(y − x)
2
2∆α2
)
dypρ(k−1)∆(ρ, x)dx
≤ ρ− r√
2pi∆
2
α+ β
∫ r
−∞
exp
(
−(x− r)
2
2∆α2
)
pρ(k−1)∆(ρ, x)dx
=
ρ− r√
2pi∆
2
α+ β
∫ r
−∞
1√
2pi(k − 1)∆
2
α+ β
exp
(
−(x− r)
2
2∆α2
)
exp
(
− (x− ρ)
2
2(k − 1)∆α2
)
dx
≤ ρ− r√
2pi∆
4α
(α+ β)2
1√
k − 1
∫ r
−∞
1√
2pi∆α
exp
(
−(x− r)
2
2∆α2
)
dx
=
ρ− r√
2pi∆
2α
(α+ β)2
1√
k − 1
and
Eρ,α,β
[
(r −Xk−1)1{Xk−1≤r<Xk≤ρ}
]
=
∫ r
−∞
∫ ρ
r
(r − x)pρ∆(x, y)pρ(k−1)∆(ρ, x)dydx
≤ 1√
2pi∆
2
α+ β
∫ r
−∞
∫ ρ
r
exp
(
−(y − x)
2
2∆α2
)
dy(r − x)pρ(k−1)∆(ρ, x)dx
≤ ρ− r√
2pi∆
2
α+ β
∫ r
−∞
(r − x) exp
(
−(r − x)
2
2∆α2
)
pρ(k−1)∆(ρ, x)dx
=
ρ− r√
2pi∆
2
α+ β
∫ r
−∞
r − x√
2pi(k − 1)∆
2
α+ β
exp
(
−(x− r)
2
2∆α2
)
exp
(
− (x− ρ)
2
2(k − 1)∆α2
)
dx
≤ ρ− r
2pi
4α2
(α+ β)2
1√
k − 1
∫ r
−∞
r − x
∆α2
exp
(
−(x− r)
2
2∆α2
)
dx
=
ρ− r
2pi
4α2
(α+ β)2
1√
k − 1 .
’CHANGE IN SPACE’-POINT ESTIMATION FOR DIFFUSIONS 7
Summing over k, we obtain for ρ− r ≤ 2n−3/4 = 2∆3/4
n∑
k=2
Eρ,α,β
[
L
(2)
k
]
≤
n∑
k=2
[
(ρ− r)2
2∆
(
1
β2
− 1
α2
)
ρ− r√
2pi∆
2α
(α+ β)2
1√
k − 1
+
ρ− r
∆
(
1
αβ
− 1
α2
)
ρ− r
2pi
4α2
(α+ β)2
1√
k − 1
]
≤ 2
3∆
9
4
2∆
√
2pi∆
(
1
β2
− 1
α2
)
2α
(α+ β)2
2
√
n
+
4∆
3
2
2pi∆
(
1
αβ
− 1
α2
)
4α2
(α+ β)2
2
√
n
=
23∆
1
4√
2pi
(
1
β2
− 1
α2
)
2α
(α+ β)2
+
4
pi
(
1
αβ
− 1
α2
)
4α2
(α+ β)2
,
which is bounded.
2.3. Proof of
∑
k EL
(3)
k <∞. We obtain
Eρ,α,β
[
L
(3)
1
]
≤ Eρ,α,β
[{
1
2∆
(
X1 − r
α
− ρ− r
β
)2
− (X1 − ρ)
2
2∆α2
}
1{X1≤r}
]
≤ (ρ− r)
2
2∆
(
1
β2
− 1
α2
)
Pρ,α,β (X1 ≤ r)
+
ρ− r
∆
(
1
αβ
− 1
α2
)
Eρ,α,β
[
(r −X1)1{X1≤r}
]
where
Pρ,α,β (X1 ≤ r)
=
∫ r
−∞
pρ∆(ρ, x)dx
=
1√
2pi∆
2
α+ β
∫ r
−∞
exp
(
−(x− ρ)
2
2∆α2
)
dx
=
2α
α+ β
Φ
(
r − ρ√
∆α
)
≤ α
α+ β
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and
Eρ,α,β
[
(r −X1)1{X1≤r}
]
=
∫ r
−∞
(r − x)pρ∆(ρ, x)dx
=
1√
2pi∆
2
α+ β
∫ r
−∞
(r − x) exp
(
−(x− ρ)
2
2∆α2
)
dx
≤ 1√
2pi∆
2
α+ β
∫ r
−∞
(r − x) exp
(
−(x− r)
2
2∆α2
)
dx
=
√
∆√
2pi
2α2
α+ β
.
Thus, for ρ− r ≤ 2n−3/4 = 2∆3/4
Eρ,α,β
[
L
(3)
1
]
≤ (ρ− r)
2
2∆
(
1
β2
− 1
α2
)
α
α+ β
+
ρ− r
∆
(
1
αβ
− 1
α2
) √
∆√
2pi
2α2
α+ β
=
2n−3/2
∆
(
1
β2
− 1
α2
)
α
α+ β
+
2n−3/4√
∆
(
1
αβ
− 1
α2
)
1√
2pi
2α2
α+ β
= 2
√
∆
(
1
β2
− 1
α2
)
α
α+ β
+ 2∆1/4
(
1
αβ
− 1
α2
)
1√
2pi
2α2
α+ β
Which is bounded. Further
Eρ,α,β
[
L
(3)
k
]
≤ Eρ,α,β
[{
1
2∆
(
Xk − r
α
− Xk−1 − r
β
)2
− (Xk −Xk−1)
2
2∆α2
}
1{Xk≤r<Xk−1≤ρ}
]
≤ (ρ− r)
2
2∆
(
1
β2
− 1
α2
)
Pρ,α,β (Xk ≤ r < Xk−1 ≤ ρ)
+
ρ− r
∆
(
1
αβ
− 1
α2
)
Eρ,α,β
[
(r −Xk)1{Xk≤r<Xk−1≤ρ}
]
where
Pρ,α,β (Xk ≤ r < Xk−1 ≤ ρ)
=
∫ ρ
r
∫ r
−∞
pρ∆(x, y)p
ρ
(k−1)∆(ρ, x)dydx
≤ 1√
2pi∆
2
α+ β
∫ ρ
r
∫ r
−∞
exp
(
−(y − x)
2
2∆α2
)
dypρ(k−1)∆(ρ, x)dx
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≤ 2α
α+ β
∫ ρ
r
∫ x
−∞
1√
2pi∆α
exp
(
−(y − x)
2
2∆α2
)
dypρ(k−1)∆(ρ, x)dx
≤ ρ− r√
2pi∆
2α
(α+ β)2
1√
k − 1
and
Eρ,α,β
[
(r −Xk)1{Xk≤r<Xk−1≤ρ}
]
=
∫ ρ
r
∫ r
−∞
(r − y)pρ∆(x, y)pρ(k−1)∆(ρ, x)dydx
≤ 1√
2pi∆
2
α+ β
∫ ρ
r
∫ r
−∞
(r − y) exp
(
−(y − x)
2
2∆α2
)
dypρ(k−1)∆(ρ, x)dx
≤ 1√
2pi∆
2
α+ β
∫ ρ
r
∫ r
−∞
(r − y) exp
(
−(y − r)
2
2∆α2
)
dypρ(k−1)∆(ρ, x)dx
≤ ρ− r
2pi
4α2
(α+ β)2
1√
k − 1 .
For ρ− r ≤ 2n−3/4 = 2∆3/4 and summing over k, we get the same bound as
the for the second term
n∑
k=2
Eρ,α,β
[
L
(3)
k
]
≤
n∑
k=2
[
(ρ− r)2
2∆
(
1
β2
− 1
α2
)
ρ− r√
2pi∆
2α
(α+ β)2
1√
k − 1
+
ρ− r
∆
(
1
αβ
− 1
α2
)
ρ− r
2pi
4α2
(α+ β)2
1√
k − 1
]
≤ 2
3∆
1
4√
2pi
(
1
β2
− 1
α2
)
2α
(α+ β)2
+
4
pi
(
1
αβ
− 1
α2
)
4α2
(α+ β)2
.
2.4. Proof of
∑
k EL
(4)
k < ∞ and
∑
k EL
(5)
k < ∞. The terms L(4)k and
L
(5)
k can be taken care of as L
(2)
k and L
(3)
k .
2.5. Proof of
∑
k E(L
(6)
k + L
(9)
k ) <∞. In case Xk−1, Xk ≤ r we have
log
exp
(
− (Xk−Xk−1)2
2∆α2
)
+ α−βα+β exp
(
− (Xk−2ρ+Xk−1)2
2∆α2
)
exp
(
− (Xk−Xk−1)2
2∆α2
)
+ α−βα+β exp
(
− (Xk−2r+Xk−1)2
2∆α2
)

≤
exp
(
− (Xk−Xk−1)2
2∆α2
)
+ α−βα+β exp
(
− (Xk−2ρ+Xk−1)2
2∆α2
)
exp
(
− (Xk−Xk−1)2
2∆α2
)
+ α−βα+β exp
(
− (Xk−2r+Xk−1)2
2∆α2
) − 1
10 M. BRAUER AND A. ROHDE
= −α− β
α+ β
exp
(
− (Xk−2r+Xk−1)2
2∆α2
)
− exp
(
− (Xk−2ρ+Xk−1)2
2∆α2
)
exp
(
− (Xk−Xk−1)2
2∆α2
)
+ α−βα+β exp
(
− (Xk−2r+Xk−1)2
2∆α2
)
and thus
Eρ,α,β
[
L
(6)
k
]
≤ −α− β
α+ β
∫ r
−∞
∫ r
−∞
exp
(
− (y−2r+x)2
2∆α2
)
− exp
(
− (y−2ρ+x)2
2∆α2
)
exp
(
− (y−x)2
2∆α2
)
+ α−βα+β exp
(
− (y−2r+x)2
2∆α2
)pρ∆(x, y)pρ(k−1)∆(ρ, x)dydx
= −α− β
α+ β
∫ r
−∞
∫ r
−∞
{
exp
(
−(y − 2r + x)
2
2∆α2
)
− exp
(
−(y − 2ρ+ x)
2
2∆α2
)}
× 1√
2pi∆α
exp
(
− (y−x)2
2∆α2
)
+ α−βα+β exp
(
− (y−2ρ+x)2
2∆α2
)
exp
(
− (y−x)2
2∆α2
)
+ α−βα+β exp
(
− (y−2r+x)2
2∆α2
)pρ(k−1)∆(ρ, x)dydx
With
f(r) = exp
(
−(y − x)
2
2∆α2
)
+
α− β
α+ β
exp
(
−(y − 2r + x)
2
2∆α2
)
we use the following expansion
f(ρ) = f(r) + (ρ− r)f ′(r˜)
for some r ≤ r˜ ≤ ρ, where
f ′(r˜) = 2
α− β
α+ β
y − 2r˜ + x
∆α2
exp
(
−(y − 2r˜ + x)
2
2∆α2
)
.
Therfore,
Eρ,α,β
[
L
(6)
k
]
≤ −α− β
α+ β
∫ r
−∞
∫ r
−∞
{
exp
(
−(y − 2r + x)
2
2∆α2
)
− exp
(
−(y − 2ρ+ x)
2
2∆α2
)}
× 1√
2pi∆α
f(r) + (ρ− r)f ′(r˜)
f(r)
pρ(k−1)∆(ρ, x)dydx
= −α− β
α+ β
∫ r
−∞
∫ r
−∞
{
exp
(
−(y − 2r + x)
2
2∆α2
)
− exp
(
−(y − 2ρ+ x)
2
2∆α2
)}
× 1√
2pi∆α
pρ(k−1)∆(ρ, x)dydx
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+
∫ r
−∞
∫ r
−∞
1√
2pi∆α
f(ρ)− f(r)
f(r)
(ρ− r)f ′(r˜)pρ(k−1)∆(ρ, x)dydx
=: L
(6.1)
k + L
(6.2)
k .
We bound
L
(6.1)
k = −
α− β
α+ β
∫ r
−∞
1√
2pi
∫ − r−x√
∆α
− 2ρ−r−x√
∆α
exp
(
−z
2
2
)
dzpρ(k−1)∆(ρ, x)dx
≤ −α− β
α+ β
2√
2pi
ρ− r√
∆α
∫ r
−∞
exp
(
−(2ρ− r − x)
2
2∆α2
)
pρ(k−1)∆(ρ, x)dx
= −2α− β
α+ β
ρ− r√
2pi∆α
∫ r
−∞
exp
(
−(2ρ− r − x)
2
2∆α2
)
pρ(k−1)∆(ρ, x)dx.(2.2)
Observe that this term is negative, it will be used to compensate another
term. As concerns L
(6.2)
k , note first that because of x, y ≤ r we have
0 ≤ (r − y)(r − x)
⇐⇒ exp
(
−(y − x)
2
2∆α2
)
≥ exp
(
−(y − 2r + x)
2
2∆α2
)
.
Therefore,
f(r) ≥ 2α
α+ β
exp
(
−(y − 2r + x)
2
2∆α2
)
and
L
(6.2)
k =
∫ r
−∞
∫ r
−∞
1√
2pi∆α
(ρ− r)2f ′(r˜)2
f(r)
pρ(k−1)∆(ρ, x)dydx
≤ (ρ− r)
2
√
2pi∆α
α+ β
2α
∫ r
−∞
∫ r
−∞
f ′(r˜)2 exp
(
(y − 2r + x)2
2∆α2
)
pρ(k−1)∆(ρ, x)dydx
= 2
(ρ− r)2√
2pi∆α2
(α− β)2
α+ β
∫ r
−∞
∫ r
−∞
(
y − 2r˜ + x
∆α2
)2
exp
(
−2(y − 2r˜ + x)
2
2∆α2
)
× exp
(
(y − 2r + x)2
2∆α2
)
pρ(k−1)∆(ρ, x)dydx.
Furthermore, since
(y − 2r + x)2 − 2(y − 2r˜ + x)2 = −(y + x− 4r˜ + 2r)2 + 8(r˜ − r)2
we have, using (r˜ − r)2 ≤ (ρ− r)2,
L
(6.2)
k ≤ 2
(ρ− r)2√
2pi∆α2
(α− β)2
α+ β
exp
(
4
(ρ− r)2
∆α2
)
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×
∫ r
−∞
∫ r
−∞
(
y − 2r˜ + x
∆α2
)2
exp
(
−(y + x− 4r˜ + 2r)
2
2∆α2
)
pρ(k−1)∆(ρ, x)dydx.
Now we consider the inner integral.
1√
2pi∆
∫ r
−∞
(
y − 2r˜ + x
∆α2
)2
exp
(
−(y + x− 4r˜ + 2r)
2
2∆α2
)
dy
≤ 1√
2pi∆
∫ r
−∞
(
y − 2ρ+ x
∆α2
)2
exp
(
−(y + x− 2r)
2
2∆α2
)
dy
=
1√
2pi∆
∫ r
−∞
(
y + x− 2r
∆α2
− 2ρ− r
∆α2
)2
exp
(
−(y + x− 2r)
2
2∆α2
)
dy
=
1
∆α2
{(
4
(ρ− r)2
∆α
+ α
)
Φ
(
−r − x√
∆α
)
+
4ρ− 3r − x√
2pi∆
exp
(
−(x− r)
2
2∆α2
)}
.
Finally,
L
(6.2)
k ≤ 2
(ρ− r)2
∆α4
(α− β)2
α+ β
exp
(
4
(ρ− r)2
∆α2
)∫ r
−∞
{(
4
(ρ− r)2
∆α
+ α
)
Φ
(
−r − x√
∆α
)
+
4ρ− 3r − x√
2pi∆
exp
(
−(x− r)
2
2∆α2
)}
pρ(k−1)∆(ρ, x)dx
≤ 2(ρ− r)
2
∆α4
(α− β)2
α+ β
exp
(
4
(ρ− r)2
∆α2
)∫ r
−∞
{(
4
(ρ− r)2
∆α
+ α
)
exp
(
−(x− r)
2
2∆α2
)
+
4ρ− 3r − x√
2pi∆
exp
(
−(x− r)
2
2∆α2
)}
1√
2pi(k − 1)∆
2
α+ β
dx
= 4
(ρ− r)2
∆α4
(α− β)2
(α+ β)2
exp
(
4
(ρ− r)2
∆α2
)
1√
k − 1
{
2
(ρ− r)2
∆
+
α2
2
+ 2α
ρ− r√
2pi∆
+
α2
2pi
}
.
For ρ− r ≤ 2n−3/4 = 2∆3/4 and summing up we get
n∑
k=2
L
(6.2)
k ≤
n∑
k=2
4
(ρ− r)2
∆α4
(α− β)2
(α+ β)2
exp
(
4
(ρ− r)2
∆α2
)
1√
k − 1
{
2
(ρ− r)2
∆
+
α2
2
+ 2α
ρ− r√
2pi∆
+
α2
2pi
}
≤ 44∆
3
2
∆α4
(α− β)2
(α+ β)2
exp
(
4
4∆
3
2
∆α2
){
2
4∆
3
2
∆
+
α2
2
+ 2α
2∆
3
4√
2pi∆
+
α2
2pi
}
n∑
k=2
1√
k − 1
≤ 24 ∆
1
2
α4
(α− β)2
(α+ β)2
exp
(
24
∆
1
2
α2
){
23∆
1
2 +
α2
2
+ 4α
∆
1
4√
2pi
+
α2
2pi
}
2
√
n
=
25
α4
(α− β)2
(α+ β)2
exp
(
24
∆
1
2
α2
){
23∆
1
2 +
α2
2
+ 4α
∆
1
4√
2pi
+
α2
2pi
}
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which is bounded. And for Xk−1 ≤ r < ρ < Xk we have
log
exp
(
− 12∆
(
Xk−ρ
β − Xk−1−ρα
)2)
exp
(
− 12∆
(
Xk−r
β − Xk−1−rα
)2)

= −(ρ− r)
2∆αβ
(
1
α
− 1
β
)
{α(2Xk − ρ− r) + β(ρ+ r − 2Xk−1)}
and thus
Eρ,α,β
[
L
(9)
k
]
= 2
ρ− r√
2pi∆α
α− β
α+ β
∫ r
−∞
exp
(
−(x− ρ)
2
2∆α2
)
pρ(k−1)∆(ρ, x)dx
+
(ρ− r)2
2∆
(
1
β
− 1
α
)2 2β
α+ β
∫ r
−∞
(
1− Φ
(
ρ− x√
∆α
))
pρ(k−1)∆(ρ, x)dx
= L
(9.1)
k + L
(9.2)
k .
Observe that L
(9.2)
k can be treated as L
(6.2)
k . Moreover, for some ρ ≤ r˜ ≤
2ρ− r we have
L
(9.1)
k + L
(6.1)
k
≤ 2 ρ− r√
2pi∆α
α− β
α+ β
∫ r
−∞
exp
(
−(x− ρ)
2
2∆α2
)
pρ(k−1)∆(ρ, x)dx
− 2α− β
α+ β
ρ− r√
2pi∆α
∫ r
−∞
exp
(
−(2ρ− r − x)
2
2∆α2
)
pρ(k−1)∆(ρ, x)dx
≤ 2 (ρ− r)
2
√
2pi∆∆α3
α− β
α+ β
∫ r
−∞
(2ρ− r − x) exp
(
−(x− ρ)
2
2∆α2
)
pρ(k−1)∆(ρ, x)dx
≤ 2 (ρ− r)
2
√
2pi∆∆α3
α− β
α+ β
2
α+ β
∫ r
−∞
(2ρ− r − x) 1√
2pi(k − 1)∆ exp
(
−(x− ρ)
2
2∆α2
)
dx
≤ 2 (ρ− r)
3
√
2pi∆∆α2
α− β
α+ β
2
α+ β
1√
k − 1
∫ ρ
−∞
1√
2pi∆α
exp
(
−(x− ρ)
2
2∆α2
)
dx
+ 2
(ρ− r)2
2pi∆α
α− β
α+ β
2
α+ β
1√
k − 1
∫ ρ
−∞
ρ− x
∆α2
exp
(
−(x− ρ)
2
2∆α2
)
dx
=
{
(ρ− r)3√
2pi∆∆α2
+ 2
(ρ− r)2
2pi∆α
}
α− β
α+ β
2
α+ β
1√
k − 1 .
14 M. BRAUER AND A. ROHDE
For ρ− r ≤ 2n−3/4 = 2∆3/4 and summing up we get
n∑
k=2
L
(9.1)
k + L
(6.1)
k
≤
n∑
k=2
{
(ρ− r)3√
2pi∆∆α2
+ 2
(ρ− r)2
2pi∆α
}
α− β
α+ β
2
α+ β
1√
k − 1
≤
{
23∆
9
4√
2pi∆∆α2
+ 2
4∆
3
2
2pi∆α
}
α− β
α+ β
2
α+ β
n∑
k=2
1√
k − 1
≤
{
23∆
9
4√
2pi∆∆α2
+ 2
4∆
3
2
2pi∆α
}
α− β
α+ β
2
α+ β
2
√
n
=
{
23∆
1
4√
2piα2
+ 2
4
2piα
}
α− β
α+ β
4
α+ β
which is bounded.
2.6. Proof of
∑
k E(L
(7)
k + L
(8)
k ) <∞. First note that for Xk−1, Xk > ρ,
we have
log
exp
(
− (Xk−Xk−1)2
2∆β2
)
− α−βα+β exp
(
− (Xk−2ρ+Xk−1)2
2∆β2
)
exp
(
− (Xk−Xk−1)2
2∆β2
)
− α−βα+β exp
(
− (Xk−2r+Xk−1)2
2∆β2
)

≤
exp
(
− (Xk−Xk−1)2
2∆β2
)
− α−βα+β exp
(
− (Xk−2ρ+Xk−1)2
2∆β2
)
exp
(
− (Xk−Xk−1)2
2∆β2
)
− α−βα+β exp
(
− (Xk−2r+Xk−1)2
2∆β2
) − 1
= −α− β
α+ β
exp
(
− (Xk−2ρ+Xk−1)2
2∆β2
)
− exp
(
− (Xk−2r+Xk−1)2
2∆β2
)
exp
(
− (Xk−Xk−1)2
2∆β2
)
− α−βα+β exp
(
− (Xk−2r+Xk−1)2
2∆β2
) .
Thus,
Eρ,α,β
[
L
(7)
k
]
≤ −α− β
α+ β
∫ ∞
ρ
∫ ∞
ρ
exp
(
− (y−2ρ+x)2
2∆β2
)
− exp
(
− (y−2r+x)2
2∆β2
)
exp
(
− (y−x)2
2∆β2
)
− α−βα+β exp
(
− (y−2r+x)2
2∆β2
)
× pρ∆(x, y)pρ(k−1)∆(ρ, x)dydx
= −α− β
α+ β
∫ ∞
ρ
∫ ∞
ρ
{
exp
(
−(y − 2ρ+ x)
2
2∆β2
)
− exp
(
−(y − 2r + x)
2
2∆β2
)}
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× 1√
2pi∆β
exp
(
− (y−x)2
2∆β2
)
− α−βα+β exp
(
− (y−2ρ+x)2
2∆β2
)
exp
(
− (y−x)2
2∆β2
)
+−α−βα+β exp
(
− (y−2r+x)2
2∆β2
)pρ(k−1)∆(ρ, x)dydx.
Now, with
g(r) = exp
(
−(y − x)
2
2∆β2
)
− α− β
α+ β
exp
(
−(y − 2r + x)
2
2∆β2
)
we use the following expansion
g(ρ) = g(r) + (ρ− r)g′(r˜)
for some r ≤ r˜ ≤ ρ, where
g′(r˜) = −2α− β
α+ β
y − 2r˜ + x
∆β2
exp
(
−(y − 2r˜ + x)
2
2∆β2
)
.
Therefore, we have
Eρ,α,β
[
L
(7)
k
]
≤ −α− β
α+ β
∫ ∞
ρ
∫ ∞
ρ
{
exp
(
−(y − 2ρ+ x)
2
2∆β2
)
− exp
(
−(y − 2r + x)
2
2∆β2
)}
× 1√
2pi∆β
g(r) + (ρ− r)g′(r˜)
g(r)
pρ(k−1)∆(ρ, x)dydx
= −α− β
α+ β
∫ ∞
ρ
∫ ∞
ρ
{
exp
(
−(y − 2ρ+ x)
2
2∆β2
)
− exp
(
−(y − 2r + x)
2
2∆β2
)}
× 1√
2pi∆β
pρ(k−1)∆(ρ, x)dydx
+
∫ ∞
ρ
∫ ∞
ρ
1√
2pi∆β
g(ρ)− g(r)
g(r)
(ρ− r)g′(r˜)pρ(k−1)∆(ρ, x)dydx
=: L
(7.1)
k + L
(7.2)
k
We bound
L
(7.1)
k = −
α− β
α+ β
∫ ∞
ρ
1√
2pi
∫ x+ρ−2r√
∆β
x−ρ√
∆β
exp
(
−z
2
2
)
dypρ(k−1)∆(ρ, x)dx
≤ −2α− β
α+ β
∫ ∞
ρ
1√
2pi
ρ− r√
∆β
exp
(
−(x+ ρ− 2r)
2
2∆β2
)
pρ(k−1)∆(ρ, x)dx
= −2α− β
α+ β
ρ− r√
2pi∆β
∫ ∞
ρ
exp
(
−(x+ ρ− 2r)
2
2∆β2
)
pρ(k−1)∆(ρ, x)dx.
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Observe that this term is negative, it will be used to compensate another
term. As concerns L
(7.2)
k , because of x, y > ρ > r
0 ≤ (y − r)(x− r)
⇐⇒ exp
(
−(y − x)
2
2∆β2
)
≥ exp
(
−(y − 2r + x)
2
2∆β2
)
.
it holds that
g(r) ≥ 2β
α+ β
exp
(
−(y − 2r + x)
2
2∆β2
)
,
we obtain
L
(7.2)
k =
∫ ∞
ρ
∫ ∞
ρ
1√
2pi∆β
(ρ− r)2g′(r˜)2
g(r)
pρ(k−1)∆(ρ, x)dydx
≤ (ρ− r)
2
√
2pi∆β
α+ β
2β
∫ ∞
ρ
∫ ∞
ρ
g′(r˜)2 exp
(
(y − 2r + x)2
2∆β2
)
pρ(k−1)∆(ρ, x)dydx
= 2
(ρ− r)2√
2pi∆β2
(β − α)2
α+ β
∫ ∞
ρ
∫ ∞
ρ
(
y − 2r˜ + x
∆β2
)2
exp
(
−2(y − 2r˜ + x)
2
2∆β2
)
exp
(
(y − 2r + x)2
2∆β2
)
pρ(k−1)∆(ρ, x)dydx.
Finally, as above,
L
(7.2)
k ≤ 2
(ρ− r)2√
2pi∆β2
(β − α)2
α+ β
exp
(
4
(ρ− r)2
∆β2
)
×
∫ ∞
ρ
∫ ∞
ρ
(
y − 2r + x
∆β2
)2
exp
(
−(y + x− 4ρ+ 2r)
2
2∆β2
)
pρ(k−1)∆(ρ, x)dydx.
As concerns the inner integral,
1√
2pi∆
∫ ∞
ρ
(
y − 2r + x
∆β2
)2
exp
(
−(y + x− 4ρ+ 2r)
2
2∆β2
)
dy
=
1
∆β2
{(
16
(ρ− r)2
∆β
+ β
)(
1− Φ
(
x− 3ρ+ 2r√
∆β
))
+
x+ 5ρ− 6r√
2pi∆
exp
(
−(x− 3ρ+ 2r)
2
2∆β2
)}
,
so that
L
(7.2)
k ≤ 2
(ρ− r)2
∆β4
(β − α)2
α+ β
exp
(
4
(ρ− r)2
∆β2
)∫ ∞
ρ
{(
16
(ρ− r)2
∆β
+ β
)(
1− Φ
(
x− 3ρ+ 2r√
∆β
))
+
x+ 5ρ− 6r√
2pi∆
exp
(
−(x− 3ρ+ 2r)
2
2∆β2
)}
pρ(k−1)∆(ρ, x)dx.
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This term can be treated as L
(6.2)
k . For Xk ≤ r < ρ < Xk−1 we have
log
exp
(
− 12∆
(
Xk−ρ
α − Xk−1−ρβ
)2)
exp
(
− 12∆
(
Xk−r
α − Xk−1−rβ
)2)

= −(ρ− r)
2∆αβ
(
1
α
− 1
β
)
{β(ρ+ r − 2Xk) + α(2Xk−1 − ρ− r)}
and therefore,
Eρ,α,β
[
L
(8)
k
]
= 2
ρ− r√
2pi∆β
α− β
α+ β
∫ ∞
ρ
exp
(
− 1
2∆
(
r − ρ
α
− x− ρ
β
)2)
pρ(k−1)∆(ρ, x)dx
+
(ρ− r)2
2∆
(
1
β
− 1
α
)2 2α
α+ β
∫ ∞
ρ
Φ
(
− ρ− r√
∆α
− x− ρ√
∆β
)
pρ(k−1)∆(ρ, x)dx
= L
(8.1)
k + L
(8.2)
k .
L
(8.2)
k can be bounded with similar arguments as L
(6.2)
k and L
(7.1)
k +L
(8.1)
k as
L
(6.1)
k + L
(9.1)
k .
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