Abstract. Given an undamped gyroscopic system GðλÞ ¼ M λ 2 þ Cλ þ K with M , K symmetric and C skew-symmetric, this paper presents a real-valued spectral decomposition of GðλÞ by a real standard pair ðX; TÞ and a skew-symmetric parameter matrix S. When T is assumed to be a block diagonal matrix, the parameter matrix S has a special structure. This spectral decomposition is applied to solve the quadratic inverse eigenvalue problem and the no spill-over quadratic eigenvalue updating problem.
1. Introduction. Gyroscopic systems in design and analysis of vibrating structures, such as bridges, highways, buildings, airplanes, etc., can be defined by a homogenous distributed parameter system (see [2] and [5] , for example). Very often a distributed parameter system is first discretized to a matrix second-order model using techniques of finite element or finite difference, and then the problem is solved for this discretized reduced-order model. Associated with the matrix second-order model is the eigenvalue problem of the quadratic pencil, In many applications one often encounters two important special cases of (1.1): the damped nongyroscopic system when G ¼ 0, and the undamped gyroscopic system when D ¼ 0. The damped nongyroscopic system has been widely studied in two aspects: the quadratic eigenvalue problem (QEP), and the quadratic inverse eigenvalue problem (QIEP). The QEP analyzes and computes the spectral information; hence it reveals the dynamical behavior of the system from a priori known physical parameters such as mass, elasticity, inductance, and capacitance. The QIEP determines or estimates the parameters of the system from observed or expected eigeninformation.
For the damped nongyroscopic system, Lancaster [24] and Gohberg, Lancaster, and Rodman [20] , [21] studied some theoretical results of the QEP; Tisseur and Meerbergen [32] provided a good survey of applications, mathematical properties, and variety of numerical algorithms of the QEP; Bai and Su [1] proposed a second-order Arnoldi method for the large-scale QEP; Chu and Golub [11] provided an excellent survey of standard QIEP; Lancaster and Prells [27] discussed the QIEP with all eigenvalues being simple and nonreal from three points of view: spectral theory, structure-preserving similarity transforms, and factorization properties; Chu and Xu [14] characterized a realvalued spectral decomposition for real symmetric quadratic λ-matrices and described its applications to three challenging inverse problems: the QIEP (with the entire eigeninformation being given), the total decoupling problem, and the eigenvalue embedding problem. With only partially prescribed eigenpairs available, Chu, Kuo, and Lin [12] put forward a special solution for the symmetric QIEP. Shortly afterwards, for the QIEP with 1 < k ≤ n prescribed eigenpairs, Kuo, Lin, and Xu [23] presented a general solution and some particular solutions with additional eigenstructures. For the QIEP with n < k ≤ 2n prescribed eigenpairs, Cai et al. [6] derived a general solution in the parameterized forms in terms of two constrained parameter matrices and gave some necessary and sufficient conditions to guarantee that mass matrix is nonsingular and symmetric positive definite. Recently, Lin, Dong, and Chu [29] described an application of semidefinite programming techniques to the QIEP; Datta [15] briefly reviewed recent development of the QIEP with applications to active vibration control and finite element model updating.
Study and applications of the undamped gyroscopic system are as important as the damped nongyroscopic system. The λ-matrix of the undamped gyroscopic system can be denoted by
where M , K , C are real square matrices with M T ¼ M and nonsingular,
It is well known that the eigenvalues of (1.2) have a Hamiltonian structure; i.e., they occur in quadruples ðλ;λ; −λ; −λÞ, possibly collapsing to real or imaginary pairs or a single zero eigenvalue. The QEP of the undamped gyroscopic system can be represented in two ways, i.e., by linearization or nonlinear matrix equations.
A skew-Hamiltonian/Hamiltonian linearization of GðλÞ is
It is easy to see that GðλÞ and LðλÞ have precisely the same eigenvalues. For the eigenvalue problem of LðλÞ, Benner, Mehrmann, and Xu [4] , Chu, Liu, and Mehrmann [8] , and others proposed some structure-preserving algorithms by means of symplectic orthogonal transformations which perform more efficiently than the QZ and QR algorithms; see [32] for a detailed discussion. Guo [22] proposed an algorithm for finding all eigenvalues of the QEP of GðλÞ with M positive definite and K negative definite, by solving the maximal solution of a non-
The algorithm is quadratic convergent when the QEP has no purely imaginary eigenvalues. This algorithm preserves the Hamiltonian structure of the QEP. Qian and Lin [30] considered a more general case when the QEP of GðλÞ has eigenvalues on the imaginary axis. They first computed the purely imaginary eigenvalues by the Newton's method [31] , then shifted the purely imaginary eigenvalues with no spill-over to get a new gyroscopic system which has no eigenvalues on imaginary axis, and then finally applied the method proposed by Guo [22] to the new gyroscopic system to compute the remaining eigenvalues with quadratic convergence.
One may solve the QIEP of the undamped gyroscopic system by a powerful GLR theory developed by Gohberg, Lancaster, and Rodman [21] for general matrix polynomials of arbitrary degrees. Lancaster [28] showed that a Jordan triple ðX; J; Y Þ for a quadratic matrix polynomial can generate a unique system ðM ; C; KÞ. In general, given a standard pair ðX; TÞ or a Jordan pair ðX; JÞ, Y can be computed by solving a nonsingular matrix equation. To obtain a self-adjoint triple ðX; J; Y Þ, Y must have a required form. In order to avoid this difficulty Lancaster [28] proposed an efficient geometric/computational approach by solving a quadratic matrix equation. Notice that the Jordan triple ðX; J; Y Þ constructed by the GLR theory for the spectral decomposition is complex-valued. Therefore, by applying the GLR theory to a real-valued undamped gyroscopic system, one may still obtain a complex-valued spectral decomposition. Thus it becomes very interesting and challenging to derive a real-valued spectral decomposition for a real-valued undamped gyroscopic system. Chu and Xu [14] developed an elegant procedure to obtain a real-valued spectral decomposition of the damped nongyroscopic system QðλÞ ¼ M λ 2 þ C λ þ K , where M , C , and K are symmetric n × n matrices and M is nonsingular. For a real standard pair ðX; ℑÞ containing the spectral data, if there exists a real nonsingular matrix S such that S T ¼ S, ℑS ¼ ðℑSÞ T , and XSX T ¼ 0, then ðM ; C; KÞ can be characterized in terms of ðX; ℑÞ and S. With a natural assumption that ℑ is block diagonal, Chu and Xu [14] derived the structure of S. In general cases, S is a symmetric block diagonal matrix with its blocks or subblocks being partitioned into upper triangular Hankel blocks; in the special case when all eigenvalues are semisimple, there exists a real standard pair such that S has a simpler structure.
Inspired by the analysis in [28] , [14] , in this paper we derive a real-valued spectral decomposition of the undamped gyroscopic system (1.2) in terms of a real standard pair ðX; TÞ and the parameter matrix S. Here S is block diagonal satisfying S T ¼ −S, TS ¼ ðTSÞ T , and XSX T ¼ 0, its blocks are of four different (symmetric/skewsymmetric) upper triangular skew-Hankel forms defined in section 3. Therefore, the parameter matrix for the undamped gyroscopic system has a more complicated formula than that for the damped nongyroscopic system discussed in [14] . If all eigenvalues of the undamped gyroscopic system are semisimple, the diagonal blocks of S are of simpler structures. But the formula of S cannot be obtained using the method of Chu and Xu [14] , since the blocks of S are not symmetric Hamiltonian. Instead, we use four different algorithms: the algorithm proposed in [4] , the algorithm proposed in [8] , the SVD, and the orthogonal decomposition. We also apply the real-valued spectral decomposition to solve the QIEP and the no spill-over quadratic eigenvalue updating problem of the undamped gyroscopic system (1.2). Especially, we prove that the no spill-over quadratic eigenvalue updating problem of (1.2) always has a solution, and complex eigenvalues with nonzero real part, purely imaginary eigenvalues, and nonzero real eigenvalues can be replaced by each other and preserve Hamiltonian property, which are not discussed in [14] . This paper is organized as follows. In section 2, we present a real-valued spectral decomposition of a real undamped gyroscopic system. In section 3, we characterize the structure of the parameter matrix S corresponding to some special real standard pairs. In section 4, we provide some applications and examples of the spectral decomposition to the QIEP and the no spill-over quadratic eigenvalue updating problem. In section 5, we make some concluding remarks.
2. The spectral decomposition. In this section, we establish the relationship between the coefficient matrices M , C , K in (1.2), a real standard pair ðX; TÞ, and a skew-symmetric parameter matrix S. The analysis is motivated by the work of Chu and Xu [14] for the real damped nongyroscopic system.
Recall from [21] that a matrix pair ðX; TÞ ∈ R n×2n × R 2n×2n is a real standard pair of GðλÞ if and only if the matrix U ¼ U ðX; TÞ ≔ ½ X XT is nonsingular, and the matrix equation
holds. Equation (2.1) can also be written as
It is well known that the standard pair ðX; TÞ contains precisely the same spectral information of GðλÞ.
Let Ψ be a given m × m real matrix. Define
3Þ THEOREM 2.1. Let ðX; TÞ ∈ R n×2n × R 2n×2n with U ðX; TÞ nonsingular. Then there exists an undamped gyroscopic system GðλÞ as in (1.2) with M nonsingular such that ðX; TÞ serves as a real standard pair if and only if there exists a nonsingular matrix S ∈ S T such that
In this case, the matrix triple ðM ; C; KÞ is given by
Proof. Necessity. Suppose that ðX; TÞ is a real standard pair of an undamped gyroscopic system GðλÞ. Because M is real symmetrical and nonsingular and C is real skew-symmetrical, the matrix ½ C −M M 0 is real skew-symmetrical and nonsingular. Define a nonsingular skew-symmetric matrix
is symmetric; therefore TS is symmetric and so S ∈ S T . Then from (2.6),
from which we obtain (2.4) and the formula M in (2.5). Postmultiplying (2.1) by SX T M and using the formula of M , we obtain the formula C in (2.5). Similarly, postmultiplying (2.1) by TSX T M and using the formulas of M and C , we obtain the formula of K in (2.5).
Sufficiency. Suppose that there exists a nonsingular matrix S ∈ S T satisfying XSX T ¼ 0. Then the matrices defined in (2.5) possess properties that M , K are symmetric and C is skew-symmetric. We then observe that
and so
2m S is skew-symmetric and T 2mþ1 S is symmetric for a nonnegative integer m. Suppose that the assertion is true for
3. The structure of S. In this section, for given spectral data of GðλÞ we first construct a real standard pair ðX; TÞ, where T is defined as a block diagonal matrix, and we then characterize the special structure of the parameter matrix S corresponding to ðX; TÞ. Let J ðλ j Þ ¼ λ j I n j þ N j be the Jordan canonical form associated with the eigenvalue λ j which may contain several Jordan blocks, and let X j be the n × n j matrix whose columns form the corresponding generalized eigenspace. Here, N j is an n j × n j nilpotent matrix with ones or zeros along its superdiagonal, depending on the partial multiplicities of λ j .
We now separate distinct eigenvalues λ j and corresponding eigentriples of GðλÞ into the following four categories. Case 1. For j ¼ 1; : : : ; l 1 ; λ j ¼ α j þ iβ j with α j , β j > 0. Then ½X jþ ; Jðλ j Þ, ½X jþ ; Jðλ j Þ, ½X j− ; Jð−λ j Þ, ½X j− ; Jð−λ j Þ are eigenpairs, where
AEα j I n j þ N j ; j ¼ 1; : : : ; l 1 ;
ð3:2Þ
J r ðλ j Þ ≔ N j β j I n j −β j I n j N j ; j¼ l 1 þ 1; : : : ; l 2 ; ð3:3Þ Assume there are m j Jordan blocks corresponding to the eigenvalue λ j . Then the nilpotent matrix N j has the following form: .7) with Z ik ¼ Z T ik , where Z ii is a symmetric upper triangular skew-Hankel matrix (whose ðs; tÞ-element is zero if s þ t is odd) and Z ik ði < kÞ is an upper triangular skew-Hankel matrix.
2 Any skew-symmetric solution Z of (3.6) is necessarily of skew-symmetric upper triangular skew-Hankel blocks form as in (3.7) with .
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ðs; tÞ-element is equal to zero if s þ t is even) 3 and Z ik ði < kÞ is an upper triangular skewHankel matrix. THEOREM 3.1. Suppose that ðX; TÞ defined by (3.1) is a real standard pair of GðλÞ described in (1.2). Then GðλÞ has a spectral decomposition (2.5), in which the parameter matrix S ∈ S T has the following structure:
S ¼ diagðS 11 ; : : : ; S l 1 ;l 1 ; S l 1 þ1;l 1 þ1 ; : : : ; S l 2 ;l 2 ; S l 2 þ1;l 2 þ1 ; : : : ; S kk ; S kþ1;kþ1 Þ; ð3:8Þ where 
n j ×n j are of upper triangular skew-Hankel blocks form; U j1 ∈ R n j ×n j and S kþ1;kþ1 ∈ R 2n kþ1 ×2n kþ1 are of skew-symmetric upper triangular skew-Hankel blocks form; U j2 ∈ R n j ×n j are of symmetric upper triangular skew-Hankel blocks form. Proof. From Theorem 2.1, GðλÞ has a spectral decomposition (2.5) corresponding to the real standard pair ðX; TÞ defined by (3.1). Write S ¼ ðS jl Þ, where S is partitioned conforming with that of T . Then from TS ¼ ðTSÞ
We now prove that S jl ¼ 0 when j ≠ l. Equation (3.12) can be rewritten as
in which N stands for the Kronecker product and vec the column vectorization of a matrix. Because j ≠ l, the matrix J r ðλ l Þ N I þ I N J r ðλ j Þ is nonsingular; therefore, vecðS jl Þ ¼ 0; so S jl ¼ 0.
Now we discuss the structures of the parameter matrices S jj j ¼ 1; : : : ; k þ 1, which are skew-symmetric. In the case λ j ¼ α j þ iβ j with α j > 0, β j > 0 and J r ðλ j Þ are defined by (3.2) for j ¼ 1; : : : ; l 1 ; we denote the blocks of S jj in the form .
where F j1 , E j1 ,F j1 ,Ẽ j1 ∈ R n j ×n j are skew-symmetric, F j2 , E j2 , W jk ∈ R n j ×n j , k ¼ 1; : : : ; 4. Comparing the corresponding blocks in (3.12) with J r ðλ j Þ given by (3.2), we obtain
The first equation of (3.14) is equivalent to
SinceF j1 and F j1 are skew-symmetric, (3.17) implies that
Equation (3.18) can be rewritten as
. From (3.15) and (3.16), we obtain
In a similar manner as discussing (3.18), we observe
, we can similarly prove F j1 ¼ 0,F j1 ¼ 0, and F j2 ¼ 0. In a manner similar to the above analysis, the second equation of (3.14) implies E j1 ¼ 0,Ẽ j1 ¼ 0, and E j2 ¼ 0, and the three equations of (3.14) implies W j1 and W j2 are of upper triangular skew-Hankel blocks forms.
The proofs of the other three cases are similar to Case 1, and much simpler. Here we omit the details. ▯ Remark 3.1. For the damped nongyroscopic system, S jj are of two different forms [14] . S jj in Theorem 3.1 are of four different forms.
3.2. The semisimple structure. An eigenvalue λ j is semisimple if its algebraic multiplicity n j is equal to its geometric multiplicity m j . When every eigenvalue of GðλÞ is semisimple, S is still of the form (3.8), but the upper triangular skew-Hankel structure in Theorem 3.1 will no longer show up, and S jj only retain the following properties: U j1 and S kþ1;kþ1 are skew-symmetric, and U j2 are symmetric.
To further simplify the structure of S, we first recall a definition and two basic transformations in [4] . Let J ≔ ½ ]). Any orthogonal-symplectic matrix Q can be written as Q ¼ ½
, where Q 1 , Q 2 ∈ R n×n . Symplectic Givens rotations in R 2n×2n operating in rows i, n þ i, i ∈ f1; : : : ; ng are of the form where v i ¼ 0 for i ¼ 1; : : : ; k − 1 (pp. 340-341 of [4] ). Now we describe the structurepreserving reductions of two structured matrices appearing in (3.9) and (3.10).
be a nonsingular matrix, where W 1 , W 2 ∈ R n×n . There exist two orthogonal-symplectic matrices Q 1 and Q 2 such that ; η i ; ζ j ∈ R: ð3:21Þ
There exist orthogonal matrices U , V ∈ R n j ×n j such that N ¼ U DV T , where D ¼ diagfσ 1 ; : : : ; σ n j g, σ i > 0. By choosing
We provide an example for 2n ¼ 6 to reduce W ¼ ½
. The first step is to find a symplectic Householder matrix P s ð1; u 1 Þ such that A ≔ P s ð1; u 1 ÞW ¼ 2 6 6 6 6 6 6 6 6 4 3   7  7  7  7  7  7  7  7  7  7  5 :
Following this procedure, we can finally get (3.21).
, where U 1 ∈ R n×n is skew-symmetric, and U 2 ∈ R n×n is symmetric. Then there exists an orthogonal-symplectic matrix Q such that
in which D ¼ diagðδ 1 ; : : : ; δ k Þ, δ i ∈ R for i ¼ 1; : : : ; k.
Proof. Let J n ¼ ½ 0 −I n I n 0 , then J n U is symmetric skew-Hamiltonian. From [8] , there exists an orthogonal-symplectic matrix Q such that
in which D ¼ diagðδ 1 ; : : : ; δ n Þ, δ i ∈ R. Since QJ n Q T ¼ J n , we have (3.22) . ▯ Now we present the simplest possible structure of S in the semisimple case. THEOREM 3.4. Suppose that all eigenvalues of the undamped gyroscopic system GðλÞ as in (1.2) are semisimple with a real standard pair fX; Tg. Then there exists a real standard pair fX; Tg such that the corresponding matrix S ∈ S T has the structure
in which E n j ¼ diagðAE1; : : : ; AE1Þ is of order n j × n j , j ¼ l 1 þ 1; : : : ; l 2 . Proof. Now we discuss the structures of S jj in four different cases mentioned at the beginning of this section. Case 1. λ j ¼ α j þ iβ j with α j , β j > 0, and S jj and J r ðλ j Þ are defined by (3.9) and (3.2), respectively, for j ¼ 1; : : : ; l 1 . Now we modify a real pair to produce the desirable structure specified in (3.23 there exist orthogonalsymplectic matrices Q j1 , Q j2 ∈ R 2n j ×2n j such that
where D j ¼ diagðσ and, furthermore,
Case 2. λ j ¼ iβ j with β j > 0, and S jj and J r ðλ j Þ are defined by (3.10) and (3.3), respectively, for j ¼ l 1 þ 1; : : : ; l 2 . Here, U j1 ∈ R n j ×n j is skew-symmetric, and U j2 ∈ R n j ×n j is symmetric. From Lemma 3.3, S jj enjoys the special canonical form (3.22); i.e., there exists an orthogonal-symplectic matrix Q j ¼ ½
such that : : : ; n j . Note that Q j1 þ iQ j2 is a unitary matrix in C n j ×n j . Columns of the complex-valued n × n j matrix
remain to represent eigenvectors of GðλÞ with corresponding eigenvalue λ j . Define D jj ¼ diagðjD j j; jD j jÞ 1∕ 2 . Based on (3.1), we can identify the real and the imaginary parts ofX j as
It follows that ðX j ; J r ðλ j ÞÞ is a real pair of GðλÞ. It is easy to verify that Q T j J r ðλ j ÞQ j ¼ J r ðλ j Þ, and
where E n j ¼ diagðAE1; : : : ; AE1Þ is of order n j × n j . Observe further that
Case 3. λ j ¼ α j with α j > 0, and S jj and J r ðλ j Þ are defined in (3.11) and (3.4), respectively, for j ¼ l 2 þ 1; : : : ; k. Denote the SVD of V j by where Q j1 , Q j2 ∈ R n j ×n j are orthogonal matrices. We observe that
and
Case 4. λ kþ1 ¼ 0, J r ðλ kþ1 Þ ¼ 0, and S kþ1;kþ1 is a real nonsingular skew-symmetric matrix. There exists a unitary matrix Q kþ1 ∈ R 2n kþ1 ×2n kþ1 such that S kþ1;kþ1 in (3.8) has the following decomposition:
Now define Q ¼ diagðQ 1 ; Q 2 ; : : : ; Q k ; Q kþ1 Þ; D¼ diagðD 11 ; D 22 ; : : : ; D kk ; D kþ1;kþ1 Þ 1∕ 2 :
Observe that the matrix 11 ;S 22 ; : : : ;S kk ;S kþ1;kþ1 Þ has the structure specified in (3.23), and we havẽ
therefore,S is indeed the matrix corresponding to the standard pair ðX; TÞ. ▯ Remark 3.3. In four cases the forms of S jj are quite different, and we use different algorithms: the algorithm proposed in [4] , the algorithm proposed in [8] , the SVD, and the orthogonal decomposition.
For the damped nongyroscopic system GðλÞ, S jj are symmetric and have two different forms. Chu and Xu [14] apply other algorithms to obtain their results.
Applications.
In this section, we apply obtained results to solve some problems, including computations of the spectral decomposition, the QIEP, and the no spill-over eigenvalue updating problem of GðλÞ.
Spectral decomposition.
We now consider a two-degrees-of freedom undamped gyroscopic system containing a mass and four springs described in [32] .
Example 4.1. The undamped gyroscopic system GðλÞ corresponding to the equation of motion in the rotating reference axes is
where m is the mass, k x , k y are the stiffnesses of the springs, and Ω is the rotation rate of the system. Ω is also called gyroscopic parameter, and it characterizes the stability for this class of system. Suppose that m ¼ 1, k x ¼ 0.2, and k y ¼ 0.3; we compute the special decomposition of GðλÞ in three different cases:
We directly give the real standard pair ðX; TÞ and the corresponding parameter matrix S in the spectral decomposition (2.5).
Case
. In this case the two pairs of eigenvalues are purely imaginary. For certainty, let Ω ¼ 
. This is an unstable case, since a pair of eigenvalues splits along the real axis. Let
After some calculations we obtain 4.2. Quadratic inverse eigenvalue problem. QIEPs have been widely studied; see [6] , [10] , [11] , [12] , [15] , [17] , [18] , [23] , [27] . We now consider a special QIEP, where the entire eigeninformation is given.
Problem 4.1. Assume 2n eigenpairs fðλ j ; x j Þ 2n j¼1 g with 
From Theorems 2.1 and 3.1, we can get a solution to Problem 4.1. THEOREM 4.1. Suppose a real pair ðX; TÞ is defined by (3.1) corresponding to given eigeninformation. Problem 4.1 has a solution
where the parameter matrix S ∈ S T has the structure S ¼ diagðE 1 ; : : : ; E l 1 ; E l 1 þ1 ; : : : ; E l 2 ; E l 2 þ1 ; : : : ; E n−l 1 Þ;
in which ; w j1 ; w j2 ∈ R; j ¼ 1; 2; : : : ; l 1 ; E j ¼ 0 e j −e j 0 ; e j ∈ R; j ¼ l 1 þ 1; : : : ; l 2 ; l 2 þ 1; : : : ; n − l 1 if and only if S satisfies XSX T ¼ 0. Now we consider a QIEP described as follows. Example 4.2. Find an undamped gyroscopic system GðλÞ ¼ M λ 2 þ C λ þ K which has the following eigenvalues and corresponding eigenvectors:
Solution. From above data we get a known real standard pair ðX; TÞ: where α is a nonzero real parameter. Then we get a general solution
Suppose that ðX 1 ;T 1 Þ ∈ R n×k × R k×k is a real pair of updated undamped gyroscopic systemGðλÞ in Problem 4.2, whereT 1 is corresponding to first k updated eigenvalues, andX 1 is freely chosen with full column rank. AssumingGðλÞ ¼M λ 2 þC λ þK is a solution of Problem 4.2, then ð½X 1 ; X 2 ; diagðT 1 ; T 2 ÞÞ must be one of its standard real pairs. From Theorem 2.1, we havẽ
ð4:6Þ
. Then Problem 4.2 has a solution if and only ifX 1S X 1X The purely imaginary eigenvalues and real eigenvalues of the original system GðλÞ are replaced by some randomly given complex eigenvalues with nonzero real part, and the complex eigenvalues with nonzero real part remain invariant in the updated systemGðλÞ. ◊ and þ denote the original eigenvalues and the updated eigenvalues, respectively. The case when ◊ and þ coincide means that the original eigenvalue remains invariant, i.e., no spill-over.
It is clear that Z S X 1 ≠ ϕ and (4.7) holds; Problem 4.2 always has a solution.
THEOREM 4.2. Problem 4.2 has a solutionGðλÞ ¼M λ 2 þC λ þK with
in which S X 1 is defined as in (4.3) and Z ∈ Z S X 1 . Now we provide two examples for the no spill-over eigenvalue updating problem. Example 4.3. Suppose that an undamped gyroscopic system GðλÞ has the following eigenvalue: The complex eigenvalues with nonzero real part and real eigenvalues of the original system GðλÞ are replaced by some randomly given purely imaginary eigenvalues, and the purely imaginary eigenvalues remain invariant in the updated systemGðλÞ. Suppose that GðλÞ ¼ M λ 2 þ C λ þ K is a randomly given n-order undamped gyroscopic system. Respectively, update the original undamped gyroscopic system GðλÞ to a new undamped gyroscopic systemGðλÞ such that 1.GðλÞ has only complex eigenvalues with nonzero real part and no spill-over, 2.GðλÞ has only purely imaginary eigenvalues and no spill-over, and 3.GðλÞ has only real eigenvalues and no spill-over. Solution. For each subproblem, we, respectively, make three experiments in three cases that n ¼ 20, n ¼ 200, and n ¼ 400. See Figures 4.1, 4.2, and 4. 3. The results demonstrate that Theorem 4.2 is efficient for solving the no spill-over quadratic eigenvalue updating problem of the undamped gyroscopic system.
Conclusion.
In this paper we have derived a real-valued spectral decomposition of the undamped gyroscopic system GðλÞ ¼ M λ 2 þ C λ þ K , in which the skew-symmetric parameter matrix S plays an important role. With a real standard pair ðX; TÞ of GðλÞ, S possesses a block diagonal structure and symmetric/skew-symmetric upper triangular skew-Hankel blocks forms. In the special case when all eigenvalues are semisimple, S has a special form as in Theorem 3.4. We have also applied these results to solve the QIEP and the no spill-over eigenvalue updating problem.
