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Abstract
Local polynomial methods hold considerable promise for boundary estimation, where they
offer unmatched ﬂexibility and adaptivity. Most rival techniques provide only a single order of
approximation; local polynomial approaches allow any order desired. Their more conven-
tional rivals, for example high-order kernel methods in the context of regression, do not have
attractive versions in the case of boundary estimation. However, the adoption of local
polynomial methods for boundary estimation is inhibited by lack of knowledge about their
properties, in particular about the manner in which they are inﬂuenced by bandwidth; and by
the absence of techniques for empirical bandwidth choice. In the present paper we detail the
way in which bandwidth selection determines mean squared error of local polynomial
boundary estimators, showing that it is substantially more complex than in regression settings.
For example, asymptotic formulae for bias and variance contributions to mean squared error
no longer decompose into monotone functions of bandwidth. Nevertheless, once these
properties are understood, relatively simple empirical bandwidth selection methods can be
developed. We suggest a new approach to both local and global bandwidth choice, and
describe its properties.
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1. Introduction
Local polynomial methods for nonparametric curve estimation have been very
inﬂuential, not least on account of their extraordinary ﬂexibility and adaptivity.
Their advantages in the context of regression and related problems are legion; see for
example [7]. There is a variety of ways of applying them to density estimation, for
example by converting the density estimation problem to one of regression [19] or by
using local likelihood techniques [5,13,18,20]. As well having a multitude of
applications to exclusively nonparametric problems, local polynomial methods have
been used in a variety of parametric settings where nonparametric methods are used
to provide enhancement; see for example [1,2,4,14].
Local polynomial techniques have potentially a great deal to offer in problems
of boundary estimation too, where they promise a particularly ﬂexible approach
in a context where existing solutions are usually very restricted. In particular,
estimators based on data envelope analysis or DEA [8] are necessarily of second
order, and so have the same convergence rates as local linear methods [9,15]. Free
disposal hull or FDH estimators [6] are similarly restricted; see [3,16,17,21]. In
contrast, local polynomial methods have the potential to supply to boundary
estimation the unsurpassed degree of ﬂexibility and adaptivity they offer in other
settings.
Local polynomial boundary estimators were introduced by Hall et al. [11] as a
development of parametric techniques of the same general type. The structure of
their limiting distributions is unknown, however, and neither are formulae for their
optimal bandwidths. Nothing is known about practical methods for empirical
bandwidth choice. The present paper resolves these issues, and focuses particularly
on the bandwidth choice problem. Matters such as limiting distribution are raised in
order to shed light on properties of bandwidth.
Local constant estimators have been discussed in an interesting paper by Gijbels
and Peng [10]. The construction of their estimator differs from ours in important
aspects, and in particular involves two smoothing parameters (their hn and m) rather
than our single h: The choices of Gijbels and Peng’s (2000) hn and m that are
permitted by their theory do not allow their estimator to enjoy quite as good a
convergence rate as our local constant estimator, discussed in Section 2, but it seems
possible to overcome this problem by reframing the conditions and conducting the
proof a little differently. The context of Gijbels and Peng (2000) is that of a
nonrandom number of independent and identically distributed data, rather than a
Poisson number of data, but this does not affect either the deﬁnition of the estimator
or its convergence rate. See Section 2 for further discussion of these issues.
In more conventional problems of bandwidth choice the mean squared error of an
estimator decomposes, to ﬁrst order, into a part (representing squared bias) that is a
strictly increasing function of bandwidth, and another (derived from variance) that is
strictly decreasing in the bandwidth. Indeed, insofar as their dependence on
bandwidth is concerned the bias and variance components are proportional to ha
and hb; respectively, where h denotes the bandwidth and a; b40: In such cases the
formula for the asymptotically optimal bandwidth is simple to derive, and easy to
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use as the basis for empirical calculations. The context of local polynomial
estimation of smooth boundaries is far more complex, however. Formulae for mean
squared error no longer decompose into monotone functions of bandwidth.
Moreover, local polynomial estimators in this setting are highly nonlinear functions
of the data, and so the matter of convergence of moments, essential to a study of
mean squared error, is relatively complex. Furthermore, the limiting distributions
are more closely related to the exponential than they are to the normal, although
even there the links are more apparent in terms of context (e.g. connections to
Poisson processes) than through mathematical formulae (expressions for limiting
distributions turn out to be very case-dependent in the context of local polynomial
methods).
In Sections 2 and 3 we give detailed descriptions of large-sample theory
for local constant and local linear estimators, respectively. Results for
higher-order cases are similar, differing only in the rapidly increasing com-
plexity of the limiting distribution. In Section 4 we use the insight obtained
from these properties to develop a general bootstrap approach to empirical
bandwidth choice, and to describe its properties. Our technique is applicable
to both local and global bandwidth choice. It involves a new method for
bootstrapping inhomogeneous Poisson processes, not involving explicit estimation
of the intensity function. Mathematical details behind our arguments are given
in Section 5.
2. Local constant boundary estimator
The boundary curve, C; will be assumed to have Cartesian representation y ¼
gðxÞ: Suppose data pairs ðXi; YiÞ; comprising a dataset P; are generated by a Poisson
process with intensity nmð; Þ in the plane R2: Assume mðx; yÞ ¼ 0 for y4gðxÞ; and
that m is bounded away from 0 and is continuous in a neighbourhood, below C; of
the boundary point ðx0; gðx0ÞÞ: These assumptions will be made throughout Sections
2 and 3. We wish to estimate C from the data ðXi; YiÞ:
In the majority of work in this ﬁeld it is conventional to take the point process to
be determined by a given number, n say, of points placed randomly into a ﬁxed
region, rather than to take it to be a Poisson process. However, in contradistinction
to the case with sample size in more standard problems, the value of n will generally
not be known. It seems appropriate to express this lack of knowledge by treating the
number of points as a random quantity. If we specify that the integral of m over a
given, bounded region within which we are working equals 1, say, then the
indeterminism of the relationship between n and m is removed. In the context of the
problem on which we are working, and in other problems of the same type,
convergence rates do not depend on whether we view the number of points
as Poisson with mean nm; or as n points distributed within the given region with
density m:
Next, we deﬁne the local constant estimator gˆconðx0Þ at x0: Consider the strip
Tðx0Þ ¼ ðx0  h; x0 þ hÞ  R; where h40 denotes the bandwidth. The local
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constant estimator is obtained by locally ﬁtting the smallest constant value that lies
above all data ðXi; YiÞATðx0Þ:
gˆconðx0Þ ¼ maxfYi : XiAðx0  h; x0 þ hÞg: ð2:1Þ
We estimate C as the curve #Ccon that has Cartesian representation y ¼ gˆconðxÞ:
If g satisﬁes a Lipschitz condition of order 1 then gˆcon converges at rate n
1=2;
provided the bandwidth h is asymptotic to a positive constant multiple of n1=2: The
rate n1=2 is minimax-optimal for such densities; see [12].
The theorem below gives an explicit expression for the limiting distribution of the
local constant estimator. Let h ¼ C0n1=2 and assume g has a continuous ﬁrst
derivative in a neighbourhood of x0; call this condition ðCconÞ: (Continuity of the
ﬁrst derivative is needed to identify the limiting distribution.) Deﬁning m0 ¼
mfx0; gðx0Þg; g1 ¼ g0ðx0Þ; l ¼ m0 jg1j C20 and x ¼ jg1j C0; let F0 denote the following
distribution function, supported on ðN; 1:
F0ðuÞ ¼
expð2luÞ if up 1;
expf1
2
lð1 uÞ2g if  1oup1;
1 if u41:
8><>:
An additional regularity condition, for example a lower bound to the value of g; is
necessary if we are to ensure the estimator is well deﬁned with probability 1.
Otherwise the value of jgˆconj can be unboundedly large. For example, if the function
m is bounded and compactly supported then the probability that there are no data
pairs ðXi; YiÞ in the strip Tðx0Þ is strictly positive for each n; and in such cases
gˆconðx0Þ ¼ N: This does not cause difﬁculty when describing convergence in
distribution, since the probability that gˆcon is well deﬁned and ﬁnite converges to 1 as
n-N: However, when discussing convergence of moments it is a problem. Moment
convergence questions must be resolved in order to determine properties of mean
squared error, and hence of the optimal bandwidth.
We eliminate these difﬁculties by insisting that a ﬁnite, strict lower bound be
placed on the value of gˆcon; replacing the deﬁnition of gˆcon at (2.1) by the maximum
of that quantity and the bound. We express the latter deﬁnition by saying that the
lower bound is ‘‘reﬂected by’’ gˆcon: Similar assumptions will be made when we
discuss higher-order polynomial estimators in Sections 3 and 4.
Theorem 1. Assume ðCconÞ holds. If in addition g0ðx0Þa0 then the limiting distribution
of n1=2fgˆconðx0Þ  gðx0Þg=x is F0; and if instead g0ðx0Þ ¼ 0 then the limiting
distribution of n1=2fgˆconðx0Þ  gðx0Þg is exponential with mean ð2m0C0Þ1: Further-
more, if a finite strict lower bound is placed on the value of g, and is reflected by gˆcon;
then in each case all moments converge.
The fact that all moments converge implies in particular the convergence of mean
squared error. For example, if g0ðx0Þa0 and h ¼ C0n1=2 then
nEfgˆconðx0Þ  gðx0Þg2-aðC0Þ; ð2:2Þ
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where aðC0Þ ¼ x2
R
v2 dF0ðvÞ: Minor changes to the proof of the theorem show that
the convergence at (2.3) is uniform in C0A½C1; C; for any C41:
In view of the deﬁnition of F0;
aðuÞ ¼ g21 u2 þ ð2g21u2Þ1
Z N
2 jg1j u2
v expðm0 vÞ dv
"
 2u2
Z 1
0
v exp 1
2
m0 jg1j u2ð1þ v2Þ
 	
 expðm0 jg1j u2vÞ  expðm0 jg1j u2vÞ

 
dv
#
: ð2:3Þ
Now, aðuÞ diverges to inﬁnity as either u-0 or u-N; and has a unique
minimum at a point Copt0 ; say. (The latter property can be deduced on noting
that if we change variable from u to t ¼ ðjg1j m0Þ1=2u then a is directly proportional
to a function of t alone, depending on neither g1 nor m0: This function can be
shown numerically to have a unique minimum.) Therefore, in the case g0ðx0Þa0
the asymptotically optimal bandwidth is h ¼ Copt0 n1=2: Fig. 1 depicts aðC0Þ
as a function of C0 for different choices of m0 and g1: We ﬁnd that the
minimal mean squared error is an increasing function of the slope jg1j; but it
decreases as the intensity m0 increases. The optimal C
opt
0 decreases as jg1j or m0
increases.
Recall that g1 ¼ g0ðx0Þ: When this quantity vanishes it can be seen that Copt0 ¼N:
This reﬂects the fact that, as may be shown more formally, when g1 ¼ 0 the
asymptotically optimal bandwidth for constructing gˆcon at x0 is of larger order than
n1=2: We shall not further consider this case.
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Fig. 1. Asymptotic mean squared error aðC0Þ deﬁned at (2.3) as a function of C0 when m0 ¼ 1 and g1 ¼ 1
(solid), m0 ¼ 2 and g1 ¼ 1 (long-dashed), m0 ¼ 1 and g1 ¼ 2 (dot-and-dashed), and m0 ¼ 2 and g1 ¼ 2
(dotted).
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3. Local linear boundary estimator
3.1. Definition of estimator
The local linear estimator gˆlinðx0Þ is obtained by ﬁtting the lowest straight line that
lies above all data pairs in the strip Tðx0Þ:
gˆlinðx0Þ ¼minfz : there exists y such that YipyðXi  x0Þ þ z
for all indices i such that XiAðx0  h; x0 þ hÞg:
The local linear estimator of C is the curve #Clin with Cartesian representation y ¼
gˆlinðxÞ: If g satisﬁes a Lipschitz condition of order 1 on its ﬁrst derivative, then gˆlin
has convergence rate n2=3 provided the bandwidth h is asymptotic to a positive
constant multiple of n1=3: Again the rate is minimax-optimal; see [12].
An alternative way of deﬁning a local linear estimator is to minimise not the
intercept z; but the entire linear function yðx  x0Þ þ z: g˜linðx0Þ ¼ z0 where ðy0; z0Þ
minimises
Pn
i¼1 fyðXi  x0Þ þ zgIðx0h;x0þhÞðXiÞ with respect to ðy; zÞ subject to
YipyðXi  x0Þ þ z for all i such that XiAðx0  h; x0 þ hÞ: Limit theory can be
developed for g˜lin in much the same way we shall develop it for gˆlin: Under the
conditions we shall impose in Theorems 2–4 below, the two estimators have identical
convergence rates. Of course, both gˆlin and g˜lin may be generalised to estimators of
higher degree, which will again share convergence rates.
3.2. Limiting distribution when g00ðx0Þo0
This setting, and more generally, cases where local linear methods are used to
estimate a concave-downwards boundary, are unusual in the context of local
polynomial boundary estimation, since bandwidth plays a relatively minor role in
determining the accuracy of the estimator. Indeed, if g is strictly concave downwards
on an interval ðx0  d; x0 þ dÞ; for some d40; then there exists h140; depending
only on d; such that, with probability 1, gˆlinðx0Þpgðx0Þ for all hAð0; h1; and gˆlinðx0Þ
is nondecreasing with increasing hAð0; h1:
Nevertheless, the optimal convergence rate of n2=3 is attained with h ¼ C1n1=3;
for any ﬁxed C140: The constant multiple of the n2=3 rate can be reduced by using
any bandwidth that is of strictly larger order than n1=3; but the rate itself is not
reduced by such a choice. Therefore, when g00ðx0Þo0 there does not exist an
asymptotically optimal bandwidth in the usual sense. The optimal constant, and the
optimal rate of n2=3; are both attained by any bandwidth that is of strictly larger
order than n1=3; varying the bandwidth beyond this very rudimentary prescription
affects only second-order aspects of the rate, as Theorem 2 will show.
This situation is unusual, and in particular does not arise when ﬁtting local linear
estimators with g00ðx0Þ40: Neither does it occur when ﬁtting higher degree local
polynomial estimators, such as local quadratics or local cubics, since in such cases it
is not true that the estimator is a monotone function of the bandwidth regardless of
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choice of coefﬁcients of the ﬁtted polynomial. Nevertheless, it can sometimes happen
that the optimal bandwidth for locally ﬁtting a pth degree polynomial is an order of
magnitude larger than the conventional size, n1=ðpþ2Þ; in particular when the true
boundary can be expressed exactly by a polynomial of degree less than or equal
to p:
We conclude by describing local linear estimators that are ﬁrst-order
optimal when g00ðx0Þo0: Let wo0 and zo0; and deﬁne Lwz; with equation
y ¼ ðz þ wz1Þx þ w; to be the straight line that passes through the points ðz;z2Þ
and ð0; wÞ: Note that Lwz traverses the region fðx; yÞ: yp x2; Noxo0g: That
part of the region above Lwz is given by
S1ðw; zÞ ¼ fðx; yÞ:  ðz þ wz1Þx þ woyo x2;NoxoNg
as depicted in Fig. 2, and has area K1ðw; zÞ; given by
K1ðw; zÞ ¼
Z w=z
z
fx2 þ ðz þ wz1Þx  wg dx:
Still assuming wo0 and zo0 we deﬁne p1ðw; zÞ ¼ 12 ðz2  wÞ: This quantity has the
following geometric interpretation: for an inﬁnitesimal change dz40 in z; with wo0
ﬁxed, the area of that part of S1ðw; zÞ in the half-plane fðx; yÞ: xo0g decreases by
p1ðw; zÞ dz:
Let h ¼ hðnÞ-0 in such a manner that n1=3h-N: Assume g has a continuous
second derivative in a neighbourhood of x0: Call this condition ðClinÞ: (We need
continuity of g00 in order to identify the limiting distribution.) Recall too the
overarching conditions noted in the ﬁrst paragraph of Section 2; these are assumed
in Theorems 2–4 without further mention. Put g2 ¼ g00ðx0Þ; k ¼ 12 jg2j m0 and
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z ¼ 12 jg2j; and deﬁne F1 to be the distribution function that is supported on the
negative half-line and deﬁned by
F1ðwÞ ¼ k
Z 0
N
p1ðw; zÞ expfkK1ðw; zÞg dz:
This function can be interpreted as the distribution function of gˆlin; for a strip of
ﬁxed width and computed when the support boundary is purely quadratic and the
Poisson process is homogeneous below that boundary.
Theorem 2. If ðClinÞ holds and g00ðx0Þo0 then n2=3fgˆlinðx0Þ  gðx0Þg=z has limiting
distribution F1: Furthermore, if a finite strict lower bound is placed on the value of g,
and is reflected by gˆlin; then all moments converge.
Reﬂecting the fact that ﬁrst-order properties of gˆlinðx0Þ do not depend on h if
n1=3h-N; the following may also be proved. Let h1; h2 denote bandwidth sequences
(deterministic functions of n) which satisfy hj-0 and n
1=3hj-N as n-N; and write
gˆlinðjhjÞ for the corresponding local linear estimator. Then the probability that
gˆlinðx0jh1Þ ¼ gˆlinðx0jh2Þ converges to 1 as n-N:
3.3. Limiting distribution when g00ðx0Þ40
In the present setting the limiting distribution, after rescaling, is supported on
ðN; 1 instead of ðN; 0 (where it was supported when g00ðx0Þo0). If wo0; put
z0 ¼ minð1;
ﬃﬃﬃﬃﬃﬃﬃwp Þ: Deﬁne the set
S2ðw; zÞ ¼ fðx; yÞ: ðz  wz1Þx þ woyox2;1oxo1g;
for either 0pwo1 and 1ozo0; or wo0 and z0ozoz0: The area of S2ðw; zÞ is
given by
K2ðw; zÞ ¼
Z
ð1;zÞ,ðminðw=z;1Þ;1Þ
fx2  ðz  wz1Þx  wg dx
if 0pwo1 and 1ozo0; by
K2ðw; zÞ ¼
Z
ð1;z1Þ,ðz;1Þ
fx2  ðz  wz1Þx  wg dx
if wo0 and z0ozo0; and by
K2ðw; zÞ ¼
Z
ð1;zÞ,ðz2;1Þ
fx2  ðz  wz1Þx  wg dx
if wo0 and 0ozoz0; where z1 ¼ maxð1;w=zÞ and z2 ¼ minðw=z; 1Þ:
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Let h ¼ n1=3C1 denote the bandwidth used to construct the estimator introduced
in Section 3.1. Let k and z be as in Section 3.2, deﬁne
p2ðw; zÞ ¼
1
2
ðz2 þ wÞðz2  1Þ if 0owo1 and  1ozo0;
1
2
ð1þ wz2Þ if wo0 and 0ozoz0;
1
2
ðz2 þ wÞ if maxðw;1Þozo0;
12 ðz2 þ wÞð1þ z2  w2z4Þ if  z0ozomaxðw;1Þo0
8>><>>:
and put
F2ðw; C1Þ ¼
kC31
R 0
1 p2ðw; zÞ expfkC31K2ðw; zÞg dz if 0owo1;
kC31ðz0  wz10 Þ expf13 kC31ð2 3wÞg
þkC31
R z0
z0 p2ðw; zÞ expfkC31K2ðw; zÞg dz if wo0:
8><>:
The function p2 has a geometric interpretation: if 0owo1 and 1ozo0; or if wo0
and z0ozoz0; then p2ðw; zÞ dz equals the absolute value of the change in the area
of S2ðw; zÞ; restricted to the half-plane fðx; yÞ: xo0g; for an inﬁnitesimal change dz
in z:
Theorem 3. If ðClinÞ holds and g00ðx0Þ40 then n2=3fgˆlinðx0Þ  gðx0Þg=ðzC21Þ has
limiting distribution F2ð; C1Þ: Furthermore, if a finite strict lower bound is placed on
the value of g, and is reflected by gˆlin; then all moments converge.
The fact that moments converge implies that
n4=3 Efgˆlinðx0Þ  gðx0Þg2-bðC1Þ  z2C41
Z
v2 dF2ðv; C1Þ: ð3:1Þ
Analogously to a deﬁned at (2.3), b is a positive function on the positive half-line,
and bðuÞ diverges to inﬁnity as either u-0 or u-N; its minimum occurring at a
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Fig. 3. Asymptotic mean squared error bðC1Þ deﬁned at (3.1) as a function of C1 when m0 ¼ 1 and g2 ¼ 1
(solid), m0 ¼ 2 and g2 ¼ 1 (long-dashed), m0 ¼ 1 and g2 ¼ 2 (dot-and-dashed), and m0 ¼ 2 and g2 ¼ 2
(dotted).
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unique point Copt1 ; say. The asymptotically optimal bandwidth is thus h ¼ Copt1 n1=3:
As in the local constant case, b is a particularly complicated function and Copt1
cannot be determined analytically. Fig. 3 depicts bðC1Þ as a function of C1 for
different choices of m0 and g2: Similarly to Fig. 1, it shows that the minimal mean
squared error is an increasing (decreasing) function of the curvature g2 (the intensity
m0), and that the optimal C
opt
1 decreases as g2 or m0 increases.
3.4. Limiting distribution when g00ðx0Þ ¼ 0
This case is analogous, in the local linear setting, to the context g0ðx0Þ mentioned
for local constant estimators at the end of Section 2. Optimal choice of bandwidth
depends on high-order derivatives of g in the neighbourhood of x0; and convergence
rates faster than n2=3 can be achieved using bandwidths of larger order than n1=3:
However, for the sake of completeness we discuss below the properties of gˆlin when it
is constructed using bandwidth h ¼ C1n1=3:
We begin by describing the limiting distribution. The area K3ðw; sÞ of the region
S3ðw; sÞ ¼ fðx; yÞ: sx þ woyo0;  1oxo1g;
¼ 1
2
sð1þ ws1Þ2 if sow; 2w if woso w; and 1
2
sð1 ws1Þ2 if s4 w: Deﬁne
p3ðw; sÞ ¼ w2=2s2 if sow; and 12 otherwise. We may interpret p3ðw; sÞ ds as the
absolute value of the change in the area of the intersection ofS3ðw; zÞ with the half-
plane fðx; yÞ : xo0g; for an inﬁnitesimal slope change ds: Let F3 denote the
distribution supported on the negative half-line and deﬁned there by
F3ðw; C1Þ ¼ m0C1
Z N
N
p3ðw; zÞ expfm0C1K3ðw; zÞg dz:
Theorem 4. If ðClinÞ holds and g00ðx0Þ ¼ 0 then n2=3 fgˆlinðx0Þ  gðx0Þg has limiting
distribution F3ð; C1Þ: Furthermore, if a finite strict lower bound is placed on the value
of g, and reflected by gˆlin; then all moments converge.
Analogues of Theorems 1–4 can be proved for general pth degree local polynomial
estimators, ﬁtted to boundaries that have p þ 1 continuous derivatives. The optimal
bandwidth is generally of size n1=ðpþ2Þ; and the convergence rate is nðpþ1Þ=ðpþ2Þ:
4. Bandwidth selection
4.1. A bootstrap method
In conventional curve estimation problems there is a variety of techniques for
choosing bandwidth. They include plug-in rules, cross-validation and the bootstrap.
In the present context plug-in rules are unattractive since, even in the relatively
simple case of local constant smoothing, no explicit expression is available for the
multiplicative constant in the formula for the asymptotically optimal bandwidth.
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See, for example, the discussion centring on formulae (2.3) and (3.1). Cross-
validation, too, is difﬁcult in the present case since, in spatial or multivariate
problems, there is no elementary surrogate for the boundary when calculating the
cross-product contribution to mean squared error. We suggest instead a bootstrap
algorithm, based on a new method for simulating the Poisson process P beneath an
estimate of the boundary curve.
We shall describe methods and properties for general pth degree polynomial
smoothers, deﬁned by
gˆðx0Þ ¼min z : there exist y1;y; yp such that
(
Yipz þ
X
1pjpp
yjðXi  x0Þ j
for all i such that XiAðx0  h; x0 þ hÞ
)
: ð4:1Þ
First we construct a pilot estimator, gˆ0 say, using a bandwidth h0 in place of h above.
Then we oversmooth gˆ0; using a kernel approach with bandwidth h14h0; obtaining
a second pilot estimator gˆpil:
gˆpilðxÞ ¼ 1
h1
Z
gˆ0ðyÞK x  y
h1
 
dy: ð4:2Þ
The corresponding pilot boundary-curve estimator, #Cpil; is the curve with Cartesian
representation y ¼ gˆpilðxÞ:
We simulate P below #Cpil; using a k-nearest-neighbour method where kX2; and
generating a new, bootstrap point process P: In outline, the method involves the
following four steps. (In each case, motivation and further information is given in
parentheses.) (a) Remove all points that lie above #Cpil: (Since #Cpil is so close to the
real boundary then there is little reliable information about the intensity above #Cpil;
and so we should not rely on data there.) (b) Generate ‘‘pseudodata’’ above #Cpil by
reﬂecting points below #Cpil in that curve. (We generate these pseudodata so as to
replace the data we have removed. The intensity of the pseudodata is known reliably,
since we have good information about point-process intensity below #Cpil: We need
the pseudodata so as to not suffer edge effects when we produce the bootstrap
points.) (c) Generate bootstrap points, both above and below #Cpil; by distributing
Poisson numbers of points in circular neighbourhoods of each real point below #Cpil
and each pseudodata point above #Cpil: (We base this step of the algorithm on
Poisson-distributed points within discs, but an alternative approach would be to
construct a Dirichlet tessellation and use the cells of this instead of discs.) (d)
Remove the bootstrap points generated above #Cpil; so that the bootstrap points that
remain have #Cpil as the edge of the support of their intensity. (This step is of course
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necessary if, in the bootstrap world, the pilot boundary estimator is to truly represent
the boundary of our simulated data.)
In step (c), the disc-based method for generating bootstrap data in circular
neighbourhoods of each real point, or each pseudodatum, can be thought of as a
device for capturing the local variation of the original point process without having
to actually estimate its intensity. Doing the latter would require selecting another
bandwidth, and we felt that should be avoided where possible.
Next we give detail; steps (a)–(d) below correspond directly to their counterparts
in the outline above. (a) Delete each point ðXi; YiÞ of P that lies above #Cpil: Let Z1
denote the data that remain (i.e. all the data below #Cpil), and supposeZ1 contains m
distinct points. (b) Impute m pseudodata above #Cpil; by placing into the plane the
point ðXi; 2gˆpilðXiÞ  YiÞ for each ðXi; YiÞAZ1: LetZ denote the union of the m data
in Z1 and the m pseudodata. For each ZAZ; compute the distance dðZÞ from Z to
the kth nearest point in Z: Let DðZÞ be the disc centred at Z and with radius dðZÞ;
and conditional on P; generate the setN ¼ fNðZÞ; ZAZg of mutually independent
Poisson-distributed random variables, each with unit mean. (c) Conditional on
P,N; generate mutually independent random variables Zi ðZÞ; for 1pipNðZÞ
and ZAZ; in such a way that for each ZAZ the random variables Zi ðZÞ;
1pipNðZÞ are uniformly distributed over DðZÞ: Write P1 for the set of all the
Zi ðZÞ’s. (d) Let P be the set of points in P1 that lie below #Cpil:
UsingP rather thanP; and bandwidth h; calculate the analogue gˆ of gˆ; the latter
deﬁned at (4.1). Compute the bootstrap estimator,dMSEðx; hÞ ¼ E½fgˆðxÞ  gˆpilðxÞg2jP;
of the mean squared error, MSEðx; hÞ ¼ E½fgˆðxÞ  gðxÞg2; of gˆ: To compute a local
empirical bandwidth hˆlocðx0Þ for estimating g at a particular point x0; or a global
empirical bandwidth hˆglob for estimating gðxÞ for x in an interval I; put
hˆlocðx0Þ ¼ arg min
h
dMSEðx0; hÞ and hˆglob ¼ arg min
h
Z
I
dMSEðx; hÞ dx;
ð4:3Þ
respectively. We may consider hˆloc and hˆglob to be respective approximations to
hlocðx0Þ ¼ arg min
h
MSEðx0; hÞ and hglob ¼ arg min
h
Z
I
MSEðx; hÞ dx:
ð4:4Þ
We shall assume that hloc and hglob are both of size n
1=ðpþ2Þ; this being the order of
bandwidth that in most instances minimises MSEðx; hÞ: In the case of hloc; and for
local constant and local linear estimators, this follows directly from the convergence-
of-moments properties in Theorems 1 and 3; see in particular (2.2), (2.3) and (3.1),
and the discussions of those properties. Results for higher-order local polynomial ﬁts
are similar. So too is the case of hglob; provided we impose a regularity condition such
as ðCbwÞ below.
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4.2. Asymptotic optimality
The empirical bandwidths hˆloc and hˆglob are likewise asymptotic to their optimal,
theoretical counterparts, in the senses described by the theorem below. To obtain
that result, when generating the points in P we assume k ¼ kðnÞ (the near-
neighbour index) is an integer satisfying nepkpn1e for some eAð0; 1
2
Þ: When
calculating gˆ0 and gˆpil we use bandwidths h0^n1=ðpþ2Þ and h1 satisfying
nð1eÞ=ðpþ2Þh1-N and nð1þeÞ=2ðpþ2Þh1-0 for some e40; and we employ a compactly
supported kernel K that has p þ 1 continuous derivatives and satisﬁes R K ¼ 1 andR
u j KðuÞ du ¼ 0 for 1pjpp: (Note that an^bn; for positive sequences an and bn;
means that an=bn is bounded away from zero and inﬁnity.)
Assume too that there exists an open setJ; containing x0; such that g
ðpþ1Þ exists, is
continuous and does not vanish in J; that hloc; hglob^n1=ðpþ2Þ; and that the
compact interval I in the deﬁnitions at (4.3) and (4.4) is contained within J:
Suppose the Poisson intensity mðx; yÞ vanishes for y4gðxÞ; and that for some e40;
and within the region fðx; yÞ: xAJ and gðxÞ  epypgðxÞg; m is both bounded away
from 0 and continuous. Finally, assume that a ﬁnite lower bound is placed on the
value of g; so that estimator and its bootstrap version are replaced by the maximum
of the bound and the estimator’s traditional form. Denote by ðCbwÞ the union of the
conditions in this and the previous paragraph; ‘‘bw’’ denotes ‘‘bandwidth’’.
The assumption that gðpþ1Þ does not vanish is unnecessary if we restrict attention
to the case of global bandwidth choice; there it is necessary only to assume gðpþ1Þ is
nonvanishing on a nondegenerate subinterval of I: Furthermore, the assumption
that h0^n1=ðpþ2Þ; imposed in ðCbwÞ; may be relaxed. It implies that the pilot
bandwidth h0 is of optimal size, although h0 might not involve the optimal value of
the multiplicative constant. However, in practice an empirical version of h0;
satisfying h0^n1=ðpþ2Þ; would be assured by iterating the suggested approach, and
so we have not bothered to relax the condition.
Theorem 5. If ðCbwÞ holds then hˆlocðx0Þ=hlocðx0Þ-1 and hˆglob=hglob-1 in probability.
4.3. Numerical study
We present the results of a numerical experiment demonstrating the effectiveness
of the bootstrap bandwidth selection method for local linear estimators. We
considered a Poisson process with constant intensity nmðÞ  100 on the region under
the boundary y ¼ x2: First, we simulated 5000 datasets from the Poisson process to
ﬁnd the local optimal bandwidth hlocð0Þ in this setting. For each dataset we
computed the local linear estimate at x0 ¼ 0: We approximated the mean squared
error using these 5000 estimates. The mean squared error, as a function of the
bandwidth h; is depicted as the solid curve in Fig. 4, where the vertical line indicates
the location of hlocð0Þ; we found that the latter quantity was hlocð0Þ ¼ 0:2795:
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To see how well the bootstrap bandwidth selector hˆlocð0Þ estimated the local
optimum hlocð0Þ; we simulated 100 datasets from the Poisson process. For the pilot
estimator of g; we used the local linear smoother gˆlin with bandwidth h0 ¼ hlocð0Þ:
For the second smoothed pilot estimator gˆpil; deﬁned at (4.2), we took h1 ¼ 1:5hlocð0Þ
and KðuÞ ¼ I½1=2;1=2ðuÞ: For each dataset, 100 bootstrap samples P were generated
to approximate the bootstrap estimate of mean squared error. Kernel density
estimates of the distributions of log hˆlocð0Þ for k ¼ 10; 30 and 50 are overlaid in Fig.
4 as the dotted, dot-and-dashed and long-dashed curves, respectively. There are
notable improvements as we move from k ¼ 10 to 50. We tried other values of k in
the range from 2 to 60, and found that the mean squared error of the bootstrap
bandwidth selector is least at k ¼ 50: The relative mean squared errors
E½fhˆlocð0Þ=hlocð0Þg  12 for k ¼ 10; 30 and 50 were 0.0166, 0.0096 and 0.0079,
respectively.
Fig. 5 shows the resulting estimates gˆlinðxÞ of the boundary gðxÞ ¼ x2 which used
the bootstrap bandwidth selector hˆlocðxÞ: We depicted the boundary estimates for ten
simulated datasets from a Poisson process with the constant intensity 100 on the
region under the boundary y ¼ x2: For each dataset, we computed hˆlocðxÞ for 20
equally spaced points x in the interval ½1; 1 in the same way as described in the
above paragraph. We calculated gˆlinðxÞ with the obtained bootstrap bandwidths for
these values of x; and depicted the whole curve on the interval ½1; 1 by linear
interpolation. The two panels of Fig. 5 correspond to the cases where k ¼ 10 and 50
are chosen. Both panels exhibit quite good performance of the resulting boundary
estimates. Comparing the two panels we see that k ¼ 50 yields better estimates than
k ¼ 10; especially in the central area around x ¼ 0:
We computed the bootstrap bandwidths using other values of h1 in the range from
h1 ¼ 0 (i.e., no pre-smoothing) to h1 ¼ 3 hlocð0Þ: Also, we investigated the case where
the Poisson process has intensity nmðÞ  50: We observed that taking large (small) h1
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Fig. 4. Mean squared error of gˆlinð0Þ as a function of log h (solid curve), and kernel density estimates of
the distributions of log hˆlocð0Þ when k ¼ 10 (dotted curve), k ¼ 30 (dot-and-dashed curve), and k ¼ 50
(long-dashed curve). The vertical line indicates the location of the optimal local bandwidth, log hð0Þ:
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decreases (increases) the variability, varfhˆlocð0Þ=hlocð0Þg; but produces large (small)
bias, E½fhˆlocð0Þ=hlocð0Þg  1; respectively. The results showed that the overall
relative mean squared error of hˆloc is least for h1Aðhlocð0Þ; 1:5 hlocð0ÞÞ:
5. Technical details
We omit the proofs of Theorems 1 and 4, since they are similar to but less involved
than those of Theorems 2 and 3.
5.1. Proof of Theorem 2
Without essential loss of generality, we may assume that the boundary is exactly
quadratic. Consider the linear transformation that takes ðXi; YiÞ to ðX 0i ; Y 0i Þ; where
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Fig. 5. Local linear boundary estimates for ten simulated datasets from a Poisson process with the
constant intensity 100 on the region under the boundary y ¼ x2: The panel ðaÞ corresponds to the case
where k ¼ 10 was used in the bootstrap bandwidth selection, and the panel (b) shows the results when
k ¼ 50 was used.
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X 0i ¼ n1=3ðXi  x0Þ and Y 0i ¼ n2=3fYi  g0  g1 ðXi  x0Þg; in which g0 ¼ gðx0Þ and
g1 ¼ g0ðx0Þ: In the new coordinate system the support of P has as its boundary the
curve C with equation y ¼ 1
2
g2x
2; and has intensity function mn say, where mn is a
bounded, continuous function in the half-plane below the boundary and, for each
sequence enk0; satisﬁes
sup0 jmnðx; yÞ  m0j-0; ð5:1Þ
where sup0 denotes the supremum over pairs ðx; yÞ such that jxjpenn1=3 and
enn2=3pyp12 g2 x2:
LetP1 denote the Poisson process with uniform intensity m0 in the region below C;
and let V1 be the version of gˆlin that is obtained using these data. Then, noting (5.1),
it may be proved from properties of Poisson processes that the distribution of V1 is
the limiting distribution of n2=3fgˆlinðx0Þ  gðx0Þg: By stretching the vertical axis by
the factor z1 ¼ 2=g2; we obtain another new Poisson process P2 with uniform
intensity k ¼ 1
2
g2 m0 under the curve given by the equation y ¼ x2: (The problem
at hand is now that of estimating ‘‘gðx0Þ ¼ 0’’ at ‘‘x0 ¼ 0’’.) Let W1 denote the
version of gˆlin that is obtained using the data P2: Then W1 has the same distribution
as V1=z: We shall complete the proof of Theorem 2 by showing that W1 has
distribution F1:
Recall that for given wo0 and zo0;Lwz denotes the straight line passing through
ðz;z2Þ and ð0; wÞ: Deﬁne
Z1 ¼maxfzo0:Lwz contains at least
one point ðXi; YiÞ satisfyingNoXio0g: ð5:2Þ
In a slight abuse of notation we shall refer to the Poisson points in P2 as ðXi; YiÞ: We
shall show that for an inﬁnitesimal change dz40;
PfW1pw; Z1Aðz; z þ dzÞg ¼ kp1ðw; zÞ expfkK1ðw; zÞg dz; ð5:3Þ
uniformly in z in compact subsets of ðN; 0: The theorem follows if we
establish (5.3).
Consider moving z in the negative direction, along the negative half-line, starting
from the origin, and stopping when the lineLwz hits (for the ﬁrst time) a data point
in P2: Then Z1 equals the value of z when this motion ceases. Thus, by deﬁnition of
Z1; that part of S1ðw; Z1Þ restricted to the half-plane H ¼ fðx; yÞ: xo0g contains
no data. Furthermore, it can be seen that W1pw if and only ifS1ðw; Z1Þ contains no
data. It may be shown from these results, using properties of Poisson processes, that
the probability on the left-hand side of (5.3) equals the probability Qðw; z; dzÞ that
there exists exactly one point in the set fS1ðw; zÞWS1ðw; z þ dzÞg-H and no other
point in S1ðw; zÞ: (Here, AWB denotes the symmetric difference of sets A and B:)
Note that p1ðw; zÞ dz and K1ðw; zÞ; deﬁned in Section 5.1, are the areas of the sets
fS1ðw; zÞWSðw; z þ dzÞg-H and S1ðw; zÞ; respectively. This shows that W1 has
distribution F1; and completes the proof of the convergence-in-distribution part of
Theorem 2.
ARTICLE IN PRESS
P. Hall, B.U. Park / Journal of Multivariate Analysis 91 (2004) 240–261 255
To establish convergence of moments we note ﬁrst that the estimator gˆlin increases
monotonically as the dataset P grows. That is, if we expand the dataset P to Pw;
where PDPw; then the respective local linear estimators gˆlin and gˆ
w
lin satisfy gˆlinpgˆwlin:
Call this the ‘‘monotonicity property’’. Observe too that, given a bandwidth h; we
may delete all data outside the box B ¼ ðx0  h; x0 þ hÞ  ðgðx0Þ  h1=2; gðx0Þ þ
h1=2Þ and, with probability converging to 1 at an exponentially fast rate, the
estimator gˆlin will remain unchanged. Since this convergence rate is so fast, and since
a ﬁnite lower bound has been placed on the value of the estimator, then if we were to
replace (the lower-bounded version of) gˆlin by an estimator constructed solely from
data within B (and reﬂecting the lower bound), its moments would differ from those
of gˆlin in terms that are of smaller order than the inverse of any polynomial in n:
Therefore it sufﬁces to prove convergence of moments in the case where gˆlin has
been constructed solely from data within B; and reﬂecting the lower bound. In a
slight abuse of notation we shall write m for the function that equals the original m on
B and which vanishes elsewhere, we shall write P for a dataset generated by a
Poisson process with intensity nm for this new m; and we shall let gˆlin denote the
corresponding local linear estimator.
Introduce superscripts L and U to denote ‘‘lower’’ and ‘‘upper’’, respectively, and
construct new boundary curves CL and CU; determined by respective quadratic
equations y ¼ gðx0Þ þ aL þ ðx  x0Þ g0ðx0Þ þ 12 ðx  x0Þ2 g00ðx0Þ and y ¼ gðx0Þ þ
aU þ ðx  x0Þ g0ðx0Þ þ 12 ðx  x0Þ2 g00ðx0Þ: Here, aL and aU are deterministic and
depend on n: They have the properties
aLo0oaU and aU  aL ¼ oðh2Þ; ð5:4Þ
and are chosen such that C is contained strictly between CL and CU within the strip
ðx0  h; x0 þ hÞ  R:
Let mL (respectively, mU) denote the function that, within that part of B below CL
(below CU), equals the inﬁmum [supremum] of m on B; and which vanishes above
the respective boundary curve and also vanishes outside B: Noting that P now
consists solely of data in B; we see that we may write P ¼ PL,QL and PU ¼
P,QU; where PL; QL and QU are datasets generated by independent Poisson
processes with respective intensities nmL; n ðm mLÞ and n ðmU  mÞ; PU is a Poisson
process with intensity nmU; and PL and PU vanish above CL and CU; respectively.
Let gˆLlin and gˆ
U
lin denote the versions gˆlin computed from P
L and PU; respectively,
instead of P: In view of the monotonicity property we have gˆLlinpgˆlinpgˆUlin:
Therefore, deﬁning dL ¼ n2=3 aL=z; dU ¼ n2=3 aU=z;
VL ¼ n2=3fgˆLlinðx0Þ  gðx0Þ  aLg=z; VU ¼ n2=3fgˆUlinðx0Þ  gðx0Þ  aUg=z;
V ¼ n2=3fgˆlinðx0Þ  gðx0Þg=z;
we have
VL þ dLpVpVU þ dU: ð5:5Þ
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Note that gˆLlin and gˆ
U
lin are computed from data generated by Poisson processes that
are perfectly homogeneous below perfectly quadratic boundaries. However, on the
present occasion the intensities are not supported outside B; and in particular are
not supported a distance Oðh1=2Þ below their respective boundaries CL and CU; see
the deﬁnition of B ﬁve paragraphs above. If instead we extend the Poisson processes
in a homogeneous manner, so that they have respective intensities nmL and nmU in the
semi-inﬁnite strips below CL and CU; leading to redeﬁnitions of VL and VU; then the
distributions of VL and VU can be written down exactly. They are in fact no more
than slight reparametrizations of the distribution of W1; which is F1: In this case it is
trivial to prove that the moments of VL and VU converge to those of W1: Returning
to the original deﬁnitions of VL and VU; for which (5.5) holds, and noting that the
strict lower bound for gðx0Þ is reﬂected in the deﬁnition of gˆlin; we see that the change
in the deﬁnitions impacts any one of the moments by an amount that is of smaller
order than the inverse of any polynomial in n: This result, (5.4) and (5.5) imply that
the moments of V converge to those of W1; as had to be shown.
5.2. Proof of Theorem 3
The ﬁrst half of the proof is similar to that of Theorem 2. Here, g2 plays the role of
g2 there, V1 is replaced by the version that is obtained now using the data in
the strip ðC1; C1Þ  R; and the horizontal and the vertical axes are stretched
by the factors C11 and ðzC21Þ1; respectively. Thus it can be seen that
n2=3fgˆlinðx0Þ  gðx0Þg=ðzC21Þ converges in distribution to W2; equal to the version
of gˆlin that is computed from Poisson data having uniform intensity kC31
within the set fðx; yÞ: ypx2; 1oxo1g: Note that PðW2X1Þ ¼ 0: The case
0owo1 can be dealt with similarly to the proof of Theorem 2, where instead of
Z1 at (5.2) we need to deﬁne Z2 to be the least value of zo0 such that the line
passing through ðz; z2Þ and ð0; wÞ; still denoted by Lwz; touches at least one point
ðXi; YiÞ for which 1oXio0:
Take wo0 and partition the region fðx; yÞ: ypx2; 1oxo0g into three
parts by the two lines with respective equations y ¼ ðz0  wz10 Þx þ w and
y ¼ ðz0  wz10 Þx þ w: Call them Ri; for i ¼ 1; 2; 3; in order from top to bottom.
Let Ei; for i ¼ 1; 2; denote the event that there exists at least one Poisson point in Ri:
Conditioning on E1; deﬁne
Z21 ¼maxfz0ozo0:Lwz contains at least
one pointðXi; YiÞ satisfying 1oXio0g:
Writing Ec for the complement of an event E; and conditioning on Ec1-E2;
deﬁne
S ¼minfðz0  wz10 Þosoz0  wz10 : the line with equation
y ¼ sx þ w contains at least one point ðXi; YiÞ satisfying 1oXio0g:
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Also, conditioning on ðE1,E2Þc; deﬁne
Z22 ¼minf0ozoz0:Lwz contains at least
one pointðXi; YiÞ satisfying 1oXio0g:
Each random variable Z21; S and Z22 is well deﬁned on the corresponding event.
It may be proved as in the derivation of Theorem 2 that the probabilities
PfW2pw; E1; Z21Aðz; z þ dzÞg for z0ozo0; and PfW2pw; ðE1,E2Þc;
Z22Aðz; z þ dzÞg for 0ozoz0; can both be expressed as kC31p2ðw; zÞ
expfkC31K2ðw; zÞg dz: Also, it can be shown that the probability PfW2pw;
Ec1-E2; SAðs; s þ dsÞg for ðz0  w z10 Þosoz0  wz10 equals ðkC31=2Þ
expfkC31ð2 3wÞ=3g ds; and does not depend on s: This completes the proof of
convergence in distribution, and convergence of moments may be derived as in the
case of Theorem 3.
5.3. Proof of Theorem 5
For simplicity we shall treat only the case p ¼ 1:
It follows from Theorems 2 and 3 that if h ¼ C1n1=3 then
n4=3 MSEðx; hÞ ¼ EfWðx; C1Þ2g þ oð1Þ; ð5:6Þ
where zWðx; C1Þ denotes a random variable with distribution (in the case x ¼ x0) F1
or F2; according as g
00ðxÞo0 or g00ðxÞ40 respectively. Furthermore, (5.6) holds
uniformly in C1A½C1; C for any C41; and in x in any compact interval K
contained in J: (Below we shall abbreviate the latter qualiﬁcation to simply
‘‘uniformly in xAK’’.) Likewise it may be proved that
lim
C-N
lim inf
n-N
inf
n1=3he½C1;C
inf
xAK
n4=3MSEðx; hÞ ¼N: ð5:7Þ
Moreover, (5.6) and (5.7) remain true if we allow the functions g and m to vary
with n; as gn and mn say, provided (a) gn has two continuous derivatives on J;
(b) g
ð jÞ
n ðxÞ ¼ gð jÞðxÞ þ oð1Þ uniformly in xAK; for j ¼ 0; 1; 2; (c) mnðx; yÞ ¼ 0 when-
ever y4gnðxÞ; and (d) mcontn ðx; yÞ ¼ mcontðx; yÞ þ oð1Þ uniformly in xAK and
gðxÞ  eoyogðxÞ þ e; for some e40: In (d), mcontn ðx; yÞ denotes the ‘‘continued’’
version of mnðx; yÞ; deﬁned to equal mnðx; yÞ if yognðxÞ and to equal mnfx; gnðxÞg
otherwise; and mcont is deﬁned analogously. Derivations in this very slightly more
general setting are virtually identical to those in the case of ﬁxed g and m:
Theorem 5 follows from the convergence of moments properties discussed in
Section 3 (see particularly the discussion surrounding (3.1)), (5.6), (5.7) and the
following stochastic analogues of those results: for h ¼ C1n1=3;
n4=3 dMSEðx; hÞ ¼ EfWðx; C1Þ2g þ opð1Þ ð5:8Þ
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uniformly in C1A½C1; C and in xAK; and
lim
C-N
lim inf
n-N
P inf
n1=3he½C1;C
inf
xAK
n4=3 dMSEðx; hÞ4B 	 ¼ 1
for each B40: For brevity we shall derive only (5.8), by contradiction.
If (5.8) fails then there exists a subsequence nc; diverging to inﬁnity, such that
along no sub-subsequence of fncg does it hold that
sup
xAK
sup
C1A½C1;C
jn4=3 dMSEðx; hÞ  EfWðx; C1Þ2gj-0 ð5:9Þ
with probability 1. (Here, h ¼ C1n1=3:) Conditional on the data P; the process P
from which gˆlin is computed is Poisson, distributed below the boundary curve #Cpil:
Let its conditional intensity be #mn; and denote gˆpil by gˆn to indicate dependence on n:
If we prove that
for j ¼ 0; 1; 2; sup
xAK
jgˆð jÞn ðxÞ  gð jÞðxÞj-0; ð5:10Þ
sup
xAK
jn1 #mcontn ðx; yÞ  mcontðx; yÞj-0; ð5:11Þ
where the mode of convergence in both cases is in probability, then it will follow that
for a sufﬁciently sparse subsequence ncðsÞ of nc; we have with probability 1,
for j ¼ 0; 1; 2; sup
xAK
jgˆð jÞncðsÞ ðxÞ  gð jÞðxÞj-0; ð5:12Þ
sup
xAK
jn1cðsÞ #mcontncðsÞ ðx; yÞ  mcontðx; yÞj-0 ð5:13Þ
as s-N: Let A be a subset of the sample space, satisfying PðAÞ ¼ 1 and such that
(5.12) and (5.13) hold for all oAA: Noting the paragraph immediately below (5.7) we
may deduce directly from (5.6) that (5.9) holds, in the sense of convergence for all
oAA; along the subsequence ncðsÞ: This contradicts the claim immediately preceding
(5.9), and so establishes (5.8). Therefore it sufﬁces to derive (5.10) and (5.11).
An elaboration of the argument used to derive Theorem 2 may be employed to
prove that gˆ0ðyÞ ¼ gðyÞ þ Opðn2=3 log nÞ uniformly in yAK: It follows from this
result and the formula
gˆ
ð jÞ
pil ðxÞ ¼
1
h
jþ1
1
Z
gˆ0ðyÞK ð jÞ x  y
h1
 
dy
that gˆpilðxÞ ¼ gðxÞ þ Opðh21 þ n2=3 log nÞ and, for j ¼ 1; 2;
gˆ
ð jÞ
pil ðxÞ ¼ gð jÞðxÞ þ oðh2j1 Þ þ Opðhj1 n2=3 log nÞ;
both results holding uniformly in xAK: Since nð1=3Þeh1-N for some e40 then
these results imply (5.10).
The ﬁrst step in deriving (5.11) is to observe that
#mðx; yÞ ¼
X
ZAZ
jjDðZÞjj1Ifðx; yÞADðZÞ; yogˆpilðxÞg; ð5:14Þ
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where jjDðZÞjj denotes the area of DðZÞ: The conditions on h0; and more
particularly on h1; as part of ðCbwÞ; i.e. nð1e1Þ=ðpþ2Þh1-N and nð1þe1Þ=2ðpþ2Þh1-0 for
some e140; ensure that for some e240 and all B40 the probability that
supxAK jgˆpilðxÞ  gðxÞjpnð1=2Þe2 equals 1 OðnBÞ: The bound nð1=2Þe2 is of
smaller order than the expected distance of a point of P from its nearest neighbour.
These properties imply the following results.
Deﬁne rðx; yÞ ¼ fnpmðx; yÞ=kg1=2: If e140 is sufﬁciently small then for all B40;
all e2Að0; 1Þ; and all e3Að0; 14Þ; the probability that the number of points ofZ that lie
within the disc centred on ðx; yÞ and of radius r; is in the range ð17e2Þnmðx; yÞpr2 for
all xAK; all yAðgðxÞ  e1; gðxÞ þ e1Þ; and all r satisfying ne3ð1=2Þprpne3 ; equals
1 OðnBÞ: Hence, for all B40 the probability that dðZÞ is in the range ð17e2Þ rðZÞ
for all Z ¼ ðX ; YÞAZ satisfying XAK and YAðgðXÞ  e1; gðXÞ þ e1Þ; equals
1 OðnBÞ: Of course, dðZÞ being in the range ð17e2ÞrðZÞ is equivalent to jjDðZÞjj
being in the range ð17e2Þ2prðZÞ2:
Combining these results we deduce the following two properties, each holding for
all e140 sufﬁciently small, all B40 and all e2Að0; 1Þ: (a) the probability that jjDðZÞjj
is in the range ð17e2Þfnmðx; yÞ=kg1 for all Z such that ðx; yÞADðZÞ for some ðx; yÞ
satisfying xAI and gðxÞ  e1oyogðxÞ þ e1; equals 1 OðnBÞ; and (b) the
probability that the number of points ZAZ such that ðx; yÞADðZÞ is in the range
ð17e2Þnmðx; yÞprðx; yÞ2; equals 1 OðnBÞ: Using property (a) we deduce that the
right-hand side of (5.14) lies between the multiples 17e2 of
fnmðx; yÞ=kg
X
ZAZ
Ifðx; yÞADðZÞ; yogˆpilðxÞg
¼ fnmðx; yÞ=kgIfyogˆpilðxÞg
X
ZAZ
Ifðx; yÞADðZÞg: ð5:15Þ
Using (b) we deduce that the series on the right-hand side of (5.15) lies between the
multiples 17e2 of nmðx; yÞprðx; yÞ2: Each of these results holds for all xAI and all
gðxÞ  e1oyogðx1Þ þ e1; with probability 1 OðnBÞ for all B40; given e140
sufﬁciently small and any e2Að0; 1Þ: Interpreting in the same sense we see, on
combining the two results, that #mðx; yÞ lies between the multiples 17e2 of
nmcontðx; yÞIfyogˆpilðxÞg: This implies (5.11).
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