Abstract -Modelling traffic generated by Internet based multiplayer computer games has attracted a great deal of attention in the past few years. In part this has been driven by a need to simulate correctly the network impact of highly interactive online game genres such as the first person shooter (FPS). Time-series models are important elements in the creation of realistic traffic generators for network simulators such as ns-2 and OMNeT++ as they account for the correlation between packets. In this paper we show that the time-series behaviour of FPS server-to-client packet lengths is well modelled by ARMA(1,1) processes. We report on data from six popular FPS games of the past 10 years including Half-Life, Half-Life CounterStrike, Half-Life 2, Half-Life 2 Counter-Strike, Quake III Arena and Wolfenstein Enemy Territory. For each of these games we analyse sessions each comprising 2 to 9 players. In all cases ARMA(1,1) is an effective model. We also show that AR models of order 1 and higher fail to capture the packet size variance as effectively as ARMA(1,1). Finally we show that higher order ARMA models are no more effective in describing the time-series behaviour than the simpler ARMA(1,1) models.
I. INTRODUCTION
The modelling of the packet traffic generated by networked multiplayer First Person Shooter (FPS) games has attracted considerable interest over the past few years [1] [2] [3] [4] [5] [6] [7] [8] . FPS games are typically based on a client-server model for network traffic. With thousands of FPS servers active on the Internet at any given time [8] , and because they are delay and jitter sensitive applications, understanding and simulating the traffic they generate has become important.
Since the initial work by Borella [4] , game traffic has been modelled by examining empirical packet traces and fitting an appropriate standard distribution to the observations [4] [5] [6] [7] . This method, however, does not account for the correlation between successive packet sizes. Some models described in the literature actually assume that there is no correlation between packets [5] [6] [7] .
A major shortcoming of this approach is that the correlation between successive packet lengths is not retained as the packet payload lengths are simply drawn from the appropriate distribution.
Of most interest in modelling FPS game traffic is the server to client packet length. Clients generate events describing a single player's activity. A typical human can trigger only a limited number of events in any given 10ms to 40ms window. Consequently packets from client to server are typically much smaller than the packets from server to client, and exhibit very limited variation in size. The distribution of packet size is independent of the number of players on a given server. In contrast, packets in the server to client direction exhibit substantial variations in length as in-game activity surrounding a given client varies with time. This variation is also dependent on the number of players on the server.
FPS games generally have different phases of play; some involve situations where players are engaged in high activity, whilst in others the players are only exploring the surroundings. Since server to client packets carry regular game-state updates, it would seem questionable to simply assume there is no correlation between the sizes of consecutive packets received by any given client. Rather, as phases of game play often span multiple server to client transmissions, we might well expect to see some level of packet size correlation.
There has been some limited work that attempts to model the correlation between server to client packet lengths in FPS games. Branch, Armitage and Cricenti [9] used a Discrete Markov Chain to model the client to server packet size distribution of a two player game. The resulting Markov model can then be used to predict the statistics of an N player game. The method does provide models that can predict the distribution of packet payload size for differing numbers of players. However, the model only produces packets whose sizes are integer multiples of the median packet length of a two player game. In practice we find that the packet length distribution is not limited in this way.
In this work we propose using a time-series approach to develop models for the client to server UDP packet payload distribution. We show that an ARMA(1,1) model successfully captures the time-series behaviour of six of the most popular FPS games of the past ten years.
This work was based on traffic traces that were obtained from controlled trials of popular FPS games played under known, documented conditions [10] . This paper is organized as follows. In Section II we present a brief review time-series modelling, with particular reference to ARMA models. In Section III we present results obtained by modelling the six games using the time-series approach. We show the effectiveness of ARMA(1,1) in modelling the timeseries behaviour of all six games. Finally we summarize the major findings and outline our future work in Section IV. 
II. TIME-SERIES MODELLING

A. Background
Most of the literature regarding the characterization of multiplayer FPS game traffic is concerned with understanding the long-term distribution of packet inter-arrival times and packet lengths. However, for a complete traffic model we must account for the way in which packet lengths and inter-arrival times change from one packet to the next. Some simulation models of FPS traffic derived from empirical data have implicitly assumed that there is no correlation between successive packets [5, 6, 7] . It is important that this assumption be investigated if realistic simulations are to be implemented. In this paper we carry out the investigation using techniques from time-series analysis.
Time-series modelling attempts to describe the underlying nature of a phenomenon, which is represented by a sequence of observations, in order to forecast future values. The theory of time-series modelling is well established and is widely used [11] .
We begin by reviewing time-series models with the aim of applying these to model the behaviour of the server to client packet length for FPS games.
B. ARMA Process
Mixed autoregressive / moving average (ARMA) models have been successfully used to model user behaviour in networked games [3] , LAN traffic [12] and ATM traffic [13] . In this paper we show that they can be very successfully used to model the behaviour of FPS game network traffic as well.
For a Stationary time-series X t , we define an ARMA(p,q) process as:
where φ(B) is the autoregressive polynomial of degree p and θ(B) is the moving average polynomial of order q
and B is the backshift operator defined as:
(4) The innovations Ζ t in (1) are assumed to be independent identically-distributed (iid) random variables with zero mean and variance σ 2 . If θ(z) = 1 we have a pure autoregressive (AR) process, whilst if φ(z) = 1 we have a pure moving average process (MA).
Traditional Box-Jenkins ARMA models describe stationary time-series [11] . Intuitively a time-series is stationary if the statistical properties such as the mean and the variance are not time dependent. Generally if the values of the time-series fluctuate about a constant mean value without a trend then the time-series is stationary.
The autocorrelation function (ACF), or autocovariance function, of a random process describes the similarity of the process with itself at different points in time (lag). Thus the ACF can be considered as a measure of the "memory" of the process. Generally speaking if the ACF dies off quickly then the process is stationary. The autocorrelation function (ACF) of an ARMA(p,q) or a pure AR(p) process is either a damped exponential or a damped sinusoid, whilst for a pure MA(q) process the ACF cuts off abruptly after lag q. The ACF is a powerful tool that helps identify if the process is stationary and if it is a pure MA(q) process.
The partial autocorrelation function (PACF) removes the effects of shorter lag autocorrelation from the correlation estimate at longer lags. The partial autocorrelation of an AR(p) process cuts off abruptly after lag p. The order p of the AR process can be estimated by looking for the point where the PACF becomes zero.
If the process is purely Markov than it can be modelled using an AR (1) model.
An AR (1) process is a special case of the ARMA(p,q) process with θ(z) = 1 and p = 1. The model is given by the equation:
Applying this to the packet length data (5) states that the current server to client packet payload size X t is related to the size of the last packet sent X t-1 and an error term Ζ t (the innovations).
C. Akaike's Information criterion (AIC)
The Akaike information criterion (AIC) [14] is a commonly used model selection criterion that is used to choose the best fit ARMA model. The AIC penalizes models with a large number of parameters, thus using the AIC can help prevent over-fitting of the model to the data set. We will use this measure later in the paper, to compare the effectiveness of different game traffic models.
III. RESULTS
We begin by using statistics obtained from real traffic traces to investigate which time-series models are suitable for modelling the time-series behaviour of FPS game traffic. Initially we investigate the use of an AR(1) model. We show that the AR(1) model is only moderately successful in describing the correlation between packet lengths. We then investigate the ARMA(1,1) model and show that it is much more successful. We also compare empirically derived server to client packet size distributions with synthetically derived AR(1) and ARMA(1,1) models and show that ARMA(1,1) is superior.
We studied the server to client packet payload size timeseries for six popular FPS games: Wolfenstein Enemy Territory (ETPRO), Quake III Arena (Quake3), Half-Life (HLDM), Half-Life 2 (HL2DM), Half-Life Counter-Strike (HLCS), HalfLife 2 Counter-Strike (HL2CS).
A. AR(1) Models For Various FPS Games
In this section we show that whilst AR(1) models capture some of the time-series behaviour of FPS games, they fail to capture the nature of the variance.
Our aim is to obtain as simple a time-series model as possible that will capture the variance and distribution of empirical packet size for the different games, whilst retaining the correlation structure. Simple models are easy to implement in a simulator and generally they will run faster than a more complex model. The simplest model that we can attempt to fit is the AR(1) or MA(1) model. Some examples of the ACF of the server to client packet size are shown Fig. 1 for various games up to lag 60. We see that the ACF dies off exponentially and does not cut off abruptly therefore we are confident that the process is AR(p) or ARMA(p,q), but not MA(q) [11] .
According to Branch et al. [9] the correlation between successive packets of FPS games can be modelled by a Markov chain. In this case the server to client packet payload size of the current packet depends only on the payload size of the last packet generated. An AR(1) process (also known as a Markov process) can also be used as a model in this situation.
We fitted AR(1) models to each game. Tables 1 and 2 show that the AR(1) model fails to capture the variance of the empirical data. Fig. 2 shows some examples of the server to client packet size distribution. We can see that the AR(1) model is a reasonable fit for some games and combinations of players, but again it fails to accurately estimate the variance. The extreme values of the synthetic distribution less than the mode are especially a problem as there is a small non-zero probability of generating negative packet lengths (refer to Fig.  2) .
We also see that the synthetic distribution is generally wider and the mode is generally less than that of the empirical distribution. As the width of the distribution is related to the variance we need to compare the variance of the two distributions. Table 2 and Table 3 present the results for the variance of the empirically obtained server to client packet size and that of the synthetic AR(1) model. The results are shown for ETPRO and HL2DM for 2 to 9 players. The results for the other games are similar, but for reasons of brevity are not presented here.
We see that the variances of the AR(1) synthetic process are consistently approximately double that of the empirical process. As the variance of the synthetic process is much higher than the empirical variance, we can conclude that the AR(1) process is not suitable to model the series.
Higher order AR models were tried, but with a similar lack of success.
A. Partial Autocovariance Function PACF
Examination of the partial autocovariance functions (PACF) reveals that a pure autoregressive model may not be suitable, since the PACF decays exponentially and does not cut off abruptly as is the case for a pure AR(p) process. This behaviour suggests that the underlying process is more likely to be ARMA [11] (See Fig. 3) .
B. ARMA Models For Various FPS Games
In this section we show that an ARMA(1,1) process is successful in modelling the client to server packet size distribution of the six FPS games.
Various ARMA models were fitted to the empirical data to determine whether the synthetic time-series model could better match the empirical data than does the AR(1) model. The simplest ARMA model that can be fitted is the ARMA (1,1) . Results for this model are presented in Table 4 and Table 5 and the plots are shown in Fig 4. From these results we see that the fit from the ARMA(1,1) is far superior to the AR(1) model. The results from Table 6 and Table 7 show that the variance of the synthetic distribution is similar to that of the empirical data.
Of particular significance is that higher order ARMA models, ARMA(1,2), ARMA(2,1) and ARMA(2,2), did not show significant improvement over the ARMA (1,1) . In Table 8 and Table 9 we show the effect of using higher order ARMA models. There is little or no advantage in doing so when compared to ARMA(1,1). The other FPS games have similar results to those in Table 8 .
The AIC was used as a measure of how good the fit of a particular model was. All of the models had a similar AIC value, thus there is no reason to choose a model other than ARMA(1,1). 
IV. CONCLUSION AND FURTHER RESEARCH
In this paper we have shown that the ARMA(1,1) is a satisfactory model for the time-series behaviour of the server to client packet size length of six popular FPS games. We have shown that it is superior to the AR(1) (Markov) models used previously by others. We have also shown that higher order ARMA models provide little or no advantage in describing the time-series behaviour compared with the simpler ARMA(1,1) models.
Further research in this area will involve better understanding the innovations of the model and in investigating techniques for extrapolating the model to games with much larger numbers of players.
Finally it is worth noting that the ultimate purpose of this work is to develop simulations to explore real world problems. That is perhaps the most important future work that we plan to carry out.
