Abstract-The development and application of various remote sensing platforms result in the production of huge amounts of satellite image data. Therefore, there is an increasing need for effective querying and browsing in these image databases. In order to take advantage and make good use of satellite images data, we must be able to extract meaningful information from the imagery.
INTRODUCTION
The synthetic aperture radar (SAR) system has been of great use in monitoring the global environment, observing land usage, investigating disaster regions [1, 2, 3, 4] as well as detecting military targets in the early days of the system [5, 6, 7] . One of the important role of SAR system is to collect the information about the ground surface through image reconstruction. Since the ground surface has diverse areas, such as rice fields, wheat fields, grassland, ponds, asphalt roads, desert, and so forth, those areas have to be segmented in the image reconstruction. Thus segmentation problem arises. Because of these, various segmentation methods have been proposed in the framework of image processing. In recent research work, a method based on computing optimal threshold by entropy maximization is derived in [8] , the combination of multilevel logistic model and EM algorithm yields an unsupervised segmentation method as proposed in [9] , Computer-assisted algorithms to segment SAR sea ice imaginary are discussed in [10] , oil spill segmentation is considered by using minimum description length and a polynomial active grid in [11] , and a segmentation method for sea ice SAR imaginary based on pulse coupled neural networks is presented in [12] . Furthermore, hybrid segmentation schemes are derived by combining Wishart segmenter and so-called H/A/alpha segmenter in [13] , and multiscale Bayesian algorithm based on hierarchical Markov random field is proposed in [14] .
High resolution sensor technique has made great progress since 1990's. High resolution image can show the object information such as structure, texture and detail clearly. Texture feature is the direct embodiment of the object structure and space arrangement in the image. Recently, resolution of remote sensing image data has been higher, and the tendency has been seen not only for visible sensor images but also for Synthetic Aperture Radar (SAR) images. Textural analysis has also been carried out for SAR images. However, it is scarcely discussed that textural features of high resolution SAR images such as river, road and residential area are extracted by texture analysis.
Texture analysis refers to acquire texture character through some image processing technology, then obtains quantitative or qualitative description of texture. It includes two aspects: inspecting basic cells of texture and acquiring the information on basic cells arrange distribution of texture. Statistics-based method, structure-based method and spectrum-based method are put forward [15] . Structural texture analysis focuses primarily on identifying periodicity in texture or on identifying their placement rules. Texture analysis has been extensively used to classify remotely sensed images. Filtering features and co-occurrence have been compared in several studies, which concluded that co occurrence features give the best performance. Cooccurrence technique use spatial grey level difference based statistics to extract texture from remote-sensed images. Rignot and Kwok [16] have analyzed SAR images using texture features computed from gray level co occurrence matrices. However, they supplement these features with knowledge about the properties of SAR images. Du [17] used texture features derived from Gabor filters to segment SAR images. He successfully segmented the SAR images into categories of water, new forming ice, older ice, and multi-year ice. Lee and Philpot (Lee et al,1990) also used spectral texture features to segment SAR images. Various segmentation techniques have been proposed based on statistically measurable features in the image [18] [19] [20] [21] [22] [23] 46] .Clustering algorithms, such as k-means and ISODATA, operate in an unsupervised mode and have been applied to a wide range of classification problems.
In order to achieve the objective of designing effective algorithms which could provide us with the properties pointed out by Haralick, we think the following ingredients are essential for a textured image segmentation system: a set of texture features having good discriminating power; a segmentation algorithm having spatial constraints; and estimation of texture features taking the non stationary nature of the feature image planes into account. We decided to choose a set of existing texture features which can provide us good discriminating power and are easy to compute to serve our need.
The rest of the paper is organized as follows. Section 2 describes proposed algorithm for image segmentation using vector quantization for entropy image. Experimental results for SAR images are in section3 and section 4 concludes the work.
II. CODEBOOK GENERATION ALGORITHMS
In proposed algorithm we use entropy for grouping pixels into regions and then we form the image of entropy and it is displayed here. To observe the details of an image here we equalized entropy images by histogram equalization method and then applied vector quantization for further segmentation.
A. Entropy
Entropy allows us to consider the neighborhood of the pixel and hence more appropriately texture is considered. Entropy concept was introduced into communications theory by Shannon [24] following the rapid development of communications. It is used to measure the efficiency of the information transferred through a noisy communication channel. The mathematical definition of the entropy given by Shannon is given in equation 1.
in which H is the entropy, Pi is the probability of the event i. It defines the average amount of information output of the source generating n symbols. As its magnitude increases, more uncertainty and thus more information is associated with the source. If the source symbols are equally probable, the entropy or uncertainty of Equation 2.1 is maximized and the source provides the greatest possible average information per source symbol. In this paper probability image is used as an input image to find entropy .Here it becomes necessary to select analyzing window size to find entropy for neighborhood of each pixel in the input image. For this paper 3x3 and 5x5 window sizes were used to find entropy. By moving analyzing window on complete image, calculating entropy for each window, new entropy image was formed by replacing the central pixel of the particular window by entropy and displayed as entropy image. Since these values are very small entropy images were histogram equalized and used for image segmentation as shown in Figure 3(d) 
B. Vector Quantization (VQ)
Here to generate two vectors v1 & v2 proportionate error is Vector Quantization (VQ) [25] [26] [27] [28] [29] [30] [31] 47] is an efficient technique for data compression and has been successfully used in various applications such as speech data compression [32] , content based image retrieval CBIR [33] . VQ has been very popular in a variety of research fields such as speaker recognition and face detection [34, 35] . VQ is also used in real time applications such as real time videobased event detection [36] and anomaly intrusion detection systems [37] , image segmentation [38] [39] [40] [41] [48] [49] [50] [51] and face recognition [42] . VQ is a technique in which a codebook is generated for each image. A codebook is a representation of the entire image containing a definite pixel pattern which is computed according to a specific VQ algorithm. The image is divided into fixed sized blocks that form the training vector. The generation of the training vector is the first step to cluster formation. On these training vectors clustering methods are applied and codebook is generated. The method most commonly used to generate codebook is the Linde Buzo Gray (LBG) algorithm [43] .
C. Kekre's Fast Codebook Genration Algorithm (KFCG)
Here the Kekre's Fast Codebook Generation algorithm [44, 45] proposed for image data compression is used. This algorithm reduces the time for code book generation. Initially we have one cluster with the entire training vectors and the codevector C1 which is centroid. In the first iteration of the algorithm, the clusters are formed by comparing first element of training vector with first element of code vector C1. The vector Xi is grouped into the cluster 1 if xi1< c11 otherwise vector Xi is grouped into cluster2 as shown in Figure 1(a) where codevector dimension space is 2. In second iteration, the cluster 1 is split into two by comparing second element xi2 of vector Xi belonging to cluster 1 with that of the second element of the codevector. Cluster 2 is split into two by comparing the second element xi2 of vector Xi belonging to cluster 2 with that of the second element of the codevector as shown in Figure 1(b) . This procedure is repeated till the codebook size is reached to the size specified by user. It is observed that this algorithm gives less error as compared to LBG and requires least time to generate codebook as compared to other algorithms, as it does not require any computation of Euclidean distance. The algorithm shown in Figure 1 In this paper initially codebook of size 128 using 4 dimensional vector space was selected. Thus the image is divided into 128 clusters which were further reduced to 8 by using requantization. The 8 clusters thus obtained were mapped onto the image generating 8 different images representing them. On all these images Canny's operator was used to obtain the edge maps. These edge maps were superimposed on the original image giving proper segmentation of image as shown in Figure 4 (a) and (b).
III. RESULTS
Here image of Vihar lake (Figure 2(a) ) is used to test proposed algorithm. First entropy was calculated from probability for original image. As proceed further with histogram equalization for probability and entropy, we can differentiate between different texture, displayed in Figure  2 (b) & (d). Images were tested for analyzing window size of 3x3 and 5x5 to find entropy. Results for window size3x3 are displayed here. In third step KFCG algorithm was used on equalized entropy image for further segmentation.
Using equalized entropy image as an input image codebook of size 128 using KFCG algorithm was generated. Further these code-vectors were clustered in 8 clusters using same algorithm. Then 8 images were constructed using one codevector at a time as shown in Figure 3 (a)-(h) for KFCG algorithm. For comparison we displayed results of Entropy and equalized entropy using GLCM as shown in Figure 5 In this paper a new segmentation method for SAR image is proposed. The proposed segmentation uses clustering algorithm Kekre's Fast Codebook Generation (KFCG) which is a vector quantization technique. Initially, entropy image is obtained and then clustering of entropy image is done using KFCG algorithm for segmentation purpose. The codebook of size 128 is generated for the Entropy image. These code vectors were further clustered to 8 clusters using same KFCG algorithm. The 8 images corresponding to each codevector is displayed in the result section. It is observed that in Figure 3 (b) corresponding to second codevector buildings gets segmented, image corresponding to forth codevector i.e. Figure 3 
