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THÉORÈMES D'ANNULATION ET LIEUX DE
DÉGÉNÉRESCENCE EN PETIT CORANG
par
Pierre-Emmanuel Chaput
Pierre-Emmanuel.Chaputmath.univ-nantes.fr
Abstrat
(1)
After giving an expliit desription of all the non vanishing Dolbeault ohomology
groups of ample line bundles on grassmannians, I give two series of vanishing theorems
for ample vetor bundles on a smooth projetive variety. They imply a part of a
onjeture by Fulton and Lazarsfeld about the onnetivity of some degeneray loi.
Introdution
Soit X une variété projetive omplexe, E un bré vetoriel sur X et L un bré
en droites. Supposons que l'on ait une forme quadratique sur E à valeurs dans L,
soit une setion de S2E∗ ⊗L. Si k est un entier, on note Dk(E) le sous-shéma de X
où ette setion est au plus de rang k. Dans [FL 81, Remark 2,p.50℄, on peut lire la
onjeture suivante (t(x) := x(x+1)2 ) :
Conjeture 1.  Soit E un bré vetoriel de rang e, sur une variété X lisse, proje-
tive, onnexe et de dimension n. Supposons que E est muni d'une forme quadratique
à valeurs dans un bré en droites L. Soit k un entier et supposons que
 dimDk(E) = ρ := n− t(e− k) ≥ 1.
 S2E∗ ⊗ L est ample.
Alors, Dk(E) est onnexe.
Dans et artile, je montre ette onjeture sous l'hypothèse supplémentaire que
e− k ≤ 4 et ρ ≥ 2. J'obtiens en fait les résultats plus préis suivants :
Théorème 3 : Sous les hypothèses de la onjeture préédante, à part que X n'est
plus supposée onnexe, et si de plus ρ ≥ 2 et e−k ≤ 4, alors l'appliation de restrition
Hq(X,OX) → Hq(Dk(E),ODk(E)) est un isomorphisme pour 0 ≤ q < ρ − 1, et est
injetive pour q = ρ− 1.
La onjeture de Fulton et Larzarsfeld a été résolue en utilisant une tehnique
diérente par Tu [Tu 89℄, dans le as où k est pair. Par ailleurs, [Tu 88℄ montre
aussi la onnexité, mais à ondition que ρ ≥ e − k. Si e − k = 3 ou 4, ma borne, 2,
(1)
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est don meilleure. J'espère aussi que e travail est un pas de plus vers une parfaite
ompréhension des phénomènes ombinatoires qui permettent d'établir les théorèmes
d'annulation. Mentionnons enn que [Lay 96, prop 2.3℄ donne en utilisant la même
tehnique que moi la onnexité d'un lieu de dimension stritement positive, mais pour
e − k ≤ 2, e qui, omme le leteur pourra le mesurer, simplie onsidérablement le
problème.
Il est bien onnu que la onjeture déoule de théorèmes d'annulation adéquats
[Man 97℄ : il sut en eet d'utiliser une résolution du faiseau strutural de Dk(E)
par des brés vetoriels qui sont des puissanes de Shur de E, et d'appliquer les
théorèmes d'annulation aux termes de ette résolution. Dans le as où e − k ≤ 2,
seuls des rohets, à savoir des partitions dont seule la première part est éventuelle-
ment supérieure à 2, interviennent, et le théorème 2.1 dans [LN 02℄ onvient. Dans
et artile, je propose une généralisation de e résultat pour des produits tensoriels
de rohets. Cette généralisation donne bien entendu un théorème d'annulation pour
toutes les partitions ; malheureusement, la borne obtenue est insusante pour établir
la onjeture. Je propose don dans et artile une méthode un peu nouvelle, de om-
paraison de suites spetrales, pour établir des théorèmes d'annulation plus puissants.
Le théorème 3 est alors onséquene des théorèmes d'annulation obtenus par ette
méthode.
L'eaité des théorèmes d'annulation obtenus dépend diretement de notre om-
préhension de la ohomologie des brés en droites homogènes amples sur une grass-
mannienne ; Snow [Sno 86℄ a donné pour la aluler une méthode diagrammatique
ommode. L'inonvénient de ette méthode est qu'il est diile d'en déduire, pour r <
e et l des entiers xés, l'entier maximal p tel qu'il existe q ave Hp,q[G(r, e),O(l)] 6= 0
(G(r, n) désigne la grassmannienne des r-plans vetoriels dans un espae vetoriel
de dimension n et O(l) est la l-ième puissane du déterminant du bré quotient).
Pourtant, omme nous allons le voir, la détermination de et entier est ruiale pour
obtenir des théorèmes d'annulation. Je propose don une desription nouvelle de la
ohomologie de O(l) sur une grassmannienne, basée sur elle de Snow, et j'en déduis
le théorème 1 qui permet de déterminer et entier.
Je remerie mon direteur de thèse Laurent Manivel pour son aide tout au long
de l'élaboration de et artile. Cet artile a été publié à Doumenta Mathematia
[C 04℄.
1. Cohomologie de Dolbeault des brés O(l) sur une grassmannienne
1.1. Desription expliite de toutes les partitions admisibles.  Rappelons
tout d'abord la desription de Snow [Sno 86℄ des groupes de ohomologie non nuls
sur une grassmannienne. Une partition est suite déroissante nie d'entiers. Je note
λi le i-ième entier de λ ; 'est par onvention la i-ième part de λ. Le poids de λ, noté
|λ|, est la somme de ses parts. Sa longueur, l(λ), est le nombre de parts non nulles.
Dans de nombreuses ironstanes, il est pratique de représenter les partitions par un
diagramme omme le suggère l'exemple qui suit :
partition (6, 4, 1).
A haque partition λ orrespond un fonteur de la atégorie des espaes vetoriels
dans elle-même que j'appelle de Shur et que je note Sλ [FH 91℄.
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Lorsque λ est une partition, on peut attribuer à haque ase de ette partition son
nombre de rohet qui est le nombre de ases de λ situées en-dessous ou à droite de
ette ase, ette ase omprise. Par exemple, les ases de la partition suivante ont été
numérotées par leurs nombres de rohets :
6 4 2 1
3 1
1
.
Convenons alors, si l est un entier, que λ sera appelée l-admissible si toutes les ases
reçoivent un numéro diérent de l.
Snow [Sno 86℄ a montré qu'il existe une bijetion, à r < e et l xés, entre les om-
posantes des groupes de ohomologie Hp,q[G(r, e),O(l)] et les partitions de longueur
inférieure ou égale à r dont toutes les parts sont inférieures ou égales à e− r (par la
suite je les appellerai simplement partitions de taille (e− r, r)) qui sont l-admissibles.
Si λ est une partition l-admissible, soit hλ− (respetivement vλ−) la suite d'entiers
telle que
hλ−i (respetivement
vλ−j ) est le nombre de ases situées sur la i-ième ligne
(respetivement sur la j-ème olonne) dont le nombre de rohet est stritement in-
férieur à l. Nous allons voir que hλ− et vλ− sont des partitions. Si p = |λ| et q est
le nombre de ases qui ont un nombre de rohets stritement supérieur à l, alors
Hp,q[G(r, e),O(l)] ontient SµCe, si µ est la partition obtenue en réordonnant toutes
les parts (l − hλ−i ) et
vλ−j .
Le seul inonvénient de ette méthode est que l'ensemble des partitions l-
admissibles n'est pas aisé à dérire. Je propose dans e paragraphe de montrer qu'il
est en bijetion ave l'ensemble de toutes les partitions de taille (l− 1, r), et d'étudier
des propriétés de ette bijetion.
Proposition 1.  L'appliation λ 7→ hλ− est une bijetion de l'ensemble des parti-
tions l-admissibles dans l'ensemble des partitions de taille (l − 1, r).
Démonstration : Tout d'abord si λ est l-admissible, alors ∀i, hλ−i < l puisque les
nombres de rohet sont stritement déroissants sur une ligne. Introduisons quelques
notations.
Dénition 1. 
 Soit hi,j le nombre de rohet de la ase située sur la i-ième ligne et la j-ème
olonne. Convenons que hi,0 = +∞.
 Pout tout i, soit (gi,j)j∈N la suite stritement roissante d'entiers dont l'image
est le omplémentaire dans N de l'ensemble des hi,j .
 Notons δi l'entier l − hλ
−
i , tel que gi,δi = l. Notons enn xi,j le numéro de
olonne de la dernière ase sur la i-ième ligne de nombre de rohet supérieur à
gi,j .
Ainsi, on a gi,0 = 0, xi,0 = λi et pour j >> 1, xi,j = 0, par nos onventions.
Alors, par la dénition des nombres de rohet, on a hi−1,j = hi,j+λi−1−λi+1. Les
nombres de rohet qui apparaissent sur la (i−1)-ième ligne sont don (1, · · · , λi−1−λi
et les hi,j + λi−1 − λi + 1. Ainsi, gi−1,j+1 = gi,j + λi−1 − λi + 1. En partiulier,
gi−1,δi+1 > l, don δi−1 ≤ δi et don
hλ− est une partition. On démontre maintenant
un résultat plus préis que la proposition 1 :
Lemme 1.  Pout toute partition ν de taille (l−1, r), il existe une unique partition
l-admissible λ telle que hλ− = ν ; pour elle-i, on a :
 λi = λi+l−νi + νi.
 xi,j = λi+j .
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Démonstration : On démontre par réurrene desendante sur i0 qu'une partition
a ses nombres de rohet diérents de l à partir de la ligne i0 et vérie
hλ−i = νi pour
i ≥ i0 si et seulement si elle vérie les deux points du lemme pour i ≥ i0.
On a λr = νr, xr,0 = λr et xr,j = 0 pour j > 0, de sorte que la propriété de
réurrene est vraie pour i0 = r. Soit maintenant i0 xé tel que ette hypothèse est
vériée pour i0+1. Alors posons δ = δi0(= l−νi0) et d = λi0−λi0+1 (d dépend de λi0
qui est pour l'instant inonnu). On a vu que gi0,0 = 0 et gi0,j+1 = gi0,j + d+ 1 pour
j ≥ 0. Les nombres de rohet de λ en-dessous et sur la i0-ième ligne sont diérents de
l si et seulement si gi0,δ = l, e qui équivaut don à d = l−1−gi0+1,δi0−1 . Il existe don
exatement une possibilité pour λi0 . De plus, on a toujours xi0,j+1 = xi0+1,j = λi0+j+1
et le fait qu'eetivement
hλ−i0 = νi0 implique que λi0 = xi0,δ + νi0 = λi0+δ + νi0 . •
Notation 2.  Si ν est une partition de taille (l − 1, r), je noterai ν̂ la partition λ
telle que
hλ− = ν. Par aileurs je noterai p(ν) et q(ν) le poids et le nombre de ases
de nombre de rohet supérieur à l de λ.
J'ai armé qu'aussi
vλ− est une partition, ela déoule du fait que λ∗ est l-
admissible et
vλ− = h(λ∗)−.
Si λ1, λ2 sont des partitions, on note λ1 ⊂ λ2 le fait que ∀i, λ1,i ≤ λ2,i. Par une
réurrene immédiate, le lemme 1 implique :
Proposition 2.  Si ν1 ⊂ ν2, alors ν̂1 ⊂ ν̂2.
Proposition 3.  Soient k et l deux entiers et λ une partition. Si λ est l-admissible,
alors elle est (kl)-admissible.
Démonstration : En eet, si Gi désigne l'ensemble des entiers naturels qui n'appa-
raissent pas parmi les nombres de rohet sur la i-ième ligne, on sait que pour tout
i, l ∈ Gi et il existe di tel que Gi−1 = (di + 1 + Gi) ∪ {0}. Une réurrene immé-
diate prouve alors que pour tout i, Gi vérie la propriété x ∈ Gi ⇒ x + l ∈ Gi. La
proposition en déoule. •
La ontraposée de ette proposition implique que pour toute partition λ exatement
insrite dans un retangle r × (e − r) ('est-à-dire que λ1 = e − r et l(λ) = r),
il existe une ase dont le nombre de rohet est d pour tout d diviseur de e − 1.
Une telle partition n'est don pas d-admissible. Si λ orrespond à une omposante
non nulle de H∗,∗[G(r,Ce),O(d)], on a don soit λ1 < e − r soit l(λ) < r. Ainsi, si
SµC
e ⊂ H∗,∗[G(r,Ce),O(d)], on a soit µe = 0, soit µ1 = d.
1.2. Partitions admissibles de poids maximal.  Comme nous le verrons au
paragraphe suivant, pour démontrer des théorèmes d'annulation pour la ohomolo-
gie de brés vetoriels amples, il est utile de bien omprendre la ohomologie des
brés homogènes sur une grassmannienne, et plus préisément quelle est, pour l, n
et r des entiers quelonques, la valeur maximale de p telle qu'il existe un entier q
ave Hp,q(G(r, n),O(l)) non nul. Si n > rl, et entier a été déterminé par Laurent
Manivel [Man 92, proposition 1.2.1, p.111℄ et ela a permis de démontrer de nom-
breux théorèmes d'annulation, dont elui de F. Laytimi et W. Nahm onernant les
partitions en forme de rohets [LN 02℄. Lorsque n, r et l ne satisfont plus ette iné-
galité, la ombinatoire des partitions l-admissibles devient nettement plus ompliquée
et auun résultat ne donne et entier p.
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Soit n, r, l des entiers xés. Si a, α, β, c, γ sont des entiers, notons µ(a, α, β, c, γ) la
partition µ dénie par :

∀ i ≤ α(l − a), µi = a
∀ α(l − a) < i ≤ α(l − a) + β(l − a+ 1), µi = a− 1
∀ α(l − a) + β(l − a+ 1) < i ≤ α(l − a) + β(l − a+ 1) + γ, µi = c
Cette partition est de longueur (α+ β)(l − a) + β + γ et un alul diret utilisant
le lemme 1 montre que µ̂1(a, α, β, c, γ) = (α+ β)a− β + c.
Notons δ(α, β) = min{α, β} si β 6= 0, et δ(α, 0) = α. Rappelons que si µ est une
partition, µ̂ a été dénie omme l'unique partition telle que hµ̂− = µ (f lemme 1).
Théorème 1.  Soient n, r et l des entiers, et λ une partition l-admissible de
longueur r et telle que λ1 ≤ n− r.
Alors, soit λ est de la forme µ̂(a, α, β, c, γ) ave γ ≤ l − a, soit il existe des en-
tiers a, α, β, c, γ ave γ ≤ l − a et tels que µ̂(a, α, β, c, γ) soit aussi l-admissible
de longueur r et de première part inférieure ou égale à n − r, et que de plus
|µ̂(a, α, β, c, γ)| ≥ |λ|+ δ(α, β). De plus, es entiers sont tels que α+ β et γ + c sont
le quotient et le reste de la division eulidienne de n par l.
Démonstration : Considérons n > r et l trois entiers, et soit λ une partition l-
admissible de longueur au plus r et telle que λ1 ≤ n − r. On va raisonner sur la
partition
hλ− : nous allons voir que dans trois as, on peut modier ette partition
pour en obtenir une de poids supérieur et enore de longueur au plus r et de même
première part. Dénissons une suite ai par{
a1 = 1
ai+1 = min{ai + l − hλ−ai , r + 1}.
Soit A le plus grand entier i tel que ai ≤ r. Le lemme 1 montre que pour i ≤ A,
λai =
∑
i≤j≤A
hλ−aj .
En partiulier, si µ est une partition telle que ∀i ≤ A, µai =
hλ−ai , alors on a µ̂1 = λ1.
Par exemple, si µ la partition dénie par ∀i ≤ A, ∀j ∈ [ai, ai+1 − 1], µj = hλ−ai , on
a, par la proposition 2, µ̂ ⊃ λ, et µ̂1 = λ1. Par exemple, pour l = 5, on remplae la
partition par .
Supposons qu'il existe des entiers i, a et b ave b ≤ a− 2 et tels que
{
∀j ∈ [i+ 1, i+ l − a], hλ−j = a
∀j ∈ [i+ l − a+ 1, i+ 2(l− a) + 1], hλ−j = b.
a l − a
b l − a
Alors, onsidérons la partition µ dénie par


∀j ∈ [i+ 1, i+ l − a], µj = a− 1
∀j ∈ [i+ l − a+ 1, i+ 2(l − a) + 1], µj = b+ 1
∀j 6∈ [i+ 1, i+ 2(l − a) + 1], µj = hλ
−
j .
a− 1 l − a
b+ 1 l − a
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Le lemme 1 implique que

∀j ∈ [i+ 1, i+ l − a], µ̂j = λj
∀j ∈ [i+ l − a+ 1, i+ 2(l − a) + 1], µ̂j ≥ λj + 1
∀j 6∈ [i+ 1, i+ 2(l− a) + 1], µ̂j = λj .
Par onséquent, on a |µ̂| ≥ |λ| + l − a + 1. Appelons transformation A le fait de
remplaer
hλ− par µ.
Supposons enn l'existene d'entiers i, a, b, β ≥ 1 tels que

∀j ∈ [i+ 1, i+ l − a− 1], hλ−j = a+ 1
∀j ∈ [i+ l − a, i+ (1 + β)(l − a)− 1], hλ−j = a
∀j ∈ [i+ (1 + β)(l − a), i+ (2 + β)(l − a)− 1], hλ−j = b.
a+ 1 l − a− 1
a β(l − a)
b l − a
Alors, onsidérons la partition µ dénie par

∀j ∈ [i+ 1, i+ (1 + β)(l − a)− 1], µj = a
∀j ∈ [i+ (1 + β)(l − a), i+ (2 + β)(l − a)− 1], µj = b+ 1
∀j 6∈ [i+ 1, i+ (2 + β)(l − a)− 1], µj = hλ
−
j .
a l − a− 1
a β(l − a)
b+1 l − a
Le lemme 1 implique que

∀j ∈ [i, i+ l − a− 1], µ̂j = λj
∀j ∈ [i+ l − a, i+ (2 + β)(l − a)− 2], µ̂j = λj + 1
∀j 6∈ [i+ 1, i+ (2 + β)(l − a)− 1], µ̂j = λj .
En partiulier, on a don |µ̂| ≥ |λ|+ 2(l− a). Appelons transformation B le fait de
remplaer
hλ− par µ.
On peut don onstruire une suite nie de partitions µi par réurrene : tout
d'abord, on pose µ0 = hλ−. Ensuite, on impose que pour passer de µi à µi+1, soit
on ajoute une ase, soit on fait l'une des deux transformations A ou B, lorsque ela
est possible de façon à e que µ̂i+1 reste dans un retangle de taille r × (n − r). A
un ertain indie N , on ne peut plus faire auune de es trois opérations. Soit (bi) les
nombres dénis omme ai pour la partition µ
N
:{
b1 = 1
bi+1 = inf{bi + l− µNbi , r + 1}.
Comme on ne peut plus ajouter de ases, on a µNj = µ
N
bi
pour bi ≤ j ≤ bi+1 − 1, et
omme auune des deux ongurations étudiées ne peut avoir lieu, µN est de type
µ(a, α, β, c, γ) ave γ ≤ l − a. De plus, puisque l'on ne peut pas ajouter une ase, on
a soit l[µ(a, α, β, c, γ)] = r, soit c = 0. Si c = 0, µ(a, α, β, c, γ) ne dépend pas de γ ; on
peut don dans tous les as supposer que
α(l − a) + β(l − a+ 1) + γ = r.
Pour montrer que |µN | ≥ |λ| + δ(α, β), il sut de montrer que |µN | ≥ |µN−1| +
δ(α, β). Or, quand on applique l'opération A, on obtient une partition qui a exate-
ment l − a parts égales à a − 1, et quand on applique l'opération B, on obtient une
partition qui a exatement 2(l − a) − 1 parts égales à a : e ne sont don pas des
partitions de type µ(a, α, β, c, γ). On en déduit don que pour passer de µN−1 à
µN = µ(a, α, β, c, γ), on a ajouté une ase. Soit ette ase se trouvait sur la r-ième
ligne, et on a |µN | − |µN−1| = α + β + 1 ; soit, si β > 0, elle se trouvait sur la
α(l − a) + β(l − a + 1)-ième ligne, et on a |µN | − |µN−1| = β ; soit, enn, elle se
trouvait sur la α(l−a)-ième ligne, et dans e as |µN |− |µN−1| = α ; on voit que dans
tous les as, |µN | − |µN−1| ≥ δ(α, β).
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Pour ahever la preuve du théorème, il ne reste plus qu'à aluler α+β et γ+c. Or,
on a vu que µ̂1(a, α, β, c, γ) = (α+ β)a− β+ c ; omme les transformations eetuées
ne hangent pas la première part, on en déduit λ1 = (α + β)a − β + c. Par ailleurs,
on a r = (α+ β)(l − a) + β + γ. On en déduit don que
(1) n = r + λ1 = (α+ β) l + (γ + c).
Or, on a vu que γ ≤ l− a et c ≤ a. Par onvention, on exlut les égalités γ = l− a et
c = a, ar µ(a, α, 0, a, l− a) = µ(a, α+ 1, 0, 0, 0) ; on a don γ + c < l. La formule (1)
exprime don la division eulidienne de n par l, onluant la preuve du théorème. •
2. Suite spetrale de Borel Le-Potier
Dans e paragraphe, je rappelle la dénition de la suite spetrale de Borel Le-Potier,
qui est à la base de mes théorèmes d'annulation.
Soit π : Y → X une bration loalement triviale propre et E un bré vetoriel sur
Y . Soit ΩiY/X le bré des i-formes sur Y relatives à π, déni par Ω
i
Y/X = Λ
iΩY/X et
la suite exate de brés sur Y suivante :
0→ π∗ΩX
pi∗
→ ΩY → ΩY/X → 0.
Soient aussi les brés Gt,p := Ωp−tY/X ⊗ π
∗ΩtX . Pour haque p, on a [LP 77℄ une suite
spetrale aboutissant sur Hp,q(Y,E) et dont les termes d'ordre 1 sont :
pEt,q−t1 = H
q(Y,Gt,p ⊗ E).
Pour aluler les groupes de ohomologie Hq(Y,Gt,p ⊗ E), on utilise une suite
spetrale de Leray. La suite spetrale de termes d'ordre 2
(2)
p,tEk,j−k2 = H
k(X,Rj−kπ∗G
t,p) = Ht,k[X,Rj−kπ∗(E ⊗ Ω
p−t
Y/X)]
aboutit sur
pEt,j1 . Introduisons enn une notation :
Notation 3.  Si π : Y → X est une bration et E un bré vetoriel sur Y , notons
Rp,qπ∗E le faiseau R
qπ∗(E ⊗ Ω
p
Y/X).
3. Théorème d'annulation pour un produit tensoriel de rohets
W. Nahm et F. Laytimi ont montré un théorème d'annulation pour la ohomologie
d'une puissane de Shur orrespondant à un rohet d'un bré ample [LN 02, th
2.1℄. Dans e paragraphe, je généralise leur résultat à un produit de rohets. Si α et
β sont des entiers, notons Zα,β le fonteur Sλ pour la partition λ de longueur α+ 1
et de poids β telle que λ1 = β − α et ∀1 < i ≤ α+ 1, λi = 1.
Proposition 4.  Soit E un bré ample de rang e sur une variété X projetive et
lisse de dimension n. Soit a ∈ N, (ki)1≤i≤a et (αi)1≤i≤a des entiers tels que αi < ki ;
soit σ =
∑
αi et k =
∑
ki ; alors,
Hp,q(X,⊗iZ
ki−αi−1,kiE) = 0 si q > n− p+ [δ(n− p) + σ][ae − k + 2σ]− σ(σ + 1).
Posons Q(p, σ) = n− p+ [δ(n− p) + σ][ae− k + 2σ]− σ(σ + 1).
Démonstration : Reprenant les idées de [LN 02℄, soit Ck2 =
k(k−1)
2 et δ la fontion
dénie par ∀n ∈ N, C
δ(n)
2 ≤ n < C
δ(n)+1
2 . On peut alors dénir un ordre sur N
2
.
Celui-i est donné par l'ordre lexiographique sur N
3
et l'injetion (x, σ) 7→ (δ(x) +
σ, x−C
δ(x)
2 , σ). Notons N l'ensemble N
2
muni de et ordre. L'intérêt prinipal de N
est qu'il vérie :
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Lemme 2.  [LN 02℄ : Pour tous (x, σ) ∈ N , µ ∈ Z − {0}, si r = δ(x) et si
x+ µr ∈ N, alors (x+ µr, σ − µ) < (x, σ).
On démontre la proposition par réurrene sur les ouples (n − p, σ) ∈ N . Cette
réurrene peut sembler peu naturelle et troubler le leteur ; aussi, je donne les 10
premiers éléments de N pour qu'il puisse suivre plus aisément les premiers pas de la
réurrene.
n− p σ δ(n− p) + σ n− p− C
δ(n−p)
2 σ
1 0 0 1 0 0
2 1 0 2 0 0
3 0 1 2 0 1
4 2 0 2 1 0
5 3 0 3 0 0
6 1 1 3 0 1
7 0 2 3 0 2
8 4 0 3 1 0
9 2 1 3 1 1
10 5 0 3 2 0
Si on plae es numéros d'apparition sur un plan repéré par n − p selon l'axe des
absisses et σ selon l'axe des ordonnées, on obtient le shéma suivant :
σ
↑
7
9 6 3
n− p ← 10 8 5 4 2 1
La méthode employée est elle maintenant lassique qui onsiste à onstater que les
groupes de ohomologie que l'on herhe à annuler apparaissent dans une suite spe-
trale qui alule la ohomologie d'un bré en droites ample sur une variété adéquate
Y elle-même brée au-dessus de X . Ce dernier groupe est nul par le théorème de Ko-
daira si q est susant ; il sut don de s'assurer que es groupes passent à travers
la suite spetrale, e qui fait intervenir une réurrene.
Soit don Xn, Ee, p, q, (ki) et σ0 vériant les hypothèses de la proposition xés.
On va montrer l'annulation de Hp,q(X,⊕αi:
∑
αi=σ0 ⊗i Z
ki−αi−1,kiE) en supposant
la proposition vraie pour tous les ouples (p′, σ) tels que (n − p′, σ) < (n − p, σ0).
Supposons la suite (ki) roissante. Soit r = δ(n − p) ; soit aussi li et si les quotients
et restes de la division de ki par r : ki = rli + si. Un premier lemme assure que l'on
peut supposer que e > r tous les li sont supérieurs ou égaux à
l0 =
{
rσ0+(n−p)
r−1 si r > 2
σ + 1 si r = 1
Lemme 3.  Soit l un entier tel que la proposition 4 soit vraie pour une ertaine
valeur de n− p et de σ, et pour toutes les variétés et tous les brés vetoriels amples,
à la ondition que tous les li soient supérieurs ou égaux à l et que e > δ(n− p). Alors
ette proposition est vraie sans restritions pour es valeurs de e et de σ.
Démonstration : Soit E un bré sur une variété X et L un bré en droites ample
sur X . On peut supposer l > δ(n−p). La proposition est vraie pour l′i = li+ l ('est-à-
dire, puisque k′i = rl
′
i+ si, pour k
′
i = ki+ rl) et les brés amples E
′
de rang supérieur
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à δ(n− p). Pour le bré ample E′ = E ⊕L⊕rl de rang e+ rl, et pour k′i = ki + rl, on
a don l'annulation de Hp,q(X,⊗iZk
′
i−αi−1,k
′
iE′) = 0 si
q > [δ(n− p) + σ][a(e+ rl)− k′ + 2σ]− σ(σ + 1)
= [δ(n− p) + σ][ae− k + 2σ]− σ(σ + 1).
Mais omme Zk
′
i−αi−1,k
′
iE′ ⊃ Zki−αi−1,kiE ⊗ L⊗rl, on en déduit que pour toute
variété X , tous brés E et L, Hp,q(X,⊗iZki−αi−1,kiE⊗L⊗arl) = 0 si q > [δ(n−p)+
σ][ae− k + 2σ]− σ(σ + 1). En vertu du lemme suivant, e résultat reste vrai si L est
trivial, et le lemme 3 est don prouvé.
•
Lemme 4.  Soient n, p, q0, e des entiers et λ une partition tels que H
p,q(X,SλE⊗
L) = 0 pour toute variété projetive lisse X de dimension n, tout bré vetoriel ample
E de rang e et tout bré en droites ample L sur X, si q > q0.
Alors Hp,q(X,SλE ⊗ L) = 0 sous les mêmes onditions, sauf que L est seulement
nef.
Démonstration : La démonstration du lemme 1.5.1 p.128 dans [Man 97℄ est valable
sous es hypothèses.
•
On suppose don dorénavant que l1 ≥ l0 et e > r. Si 0 < s < r < e sont des entiers
et V un espae vtoriel de dimension e, on notera Ms,r(V ) la variété de drapeaux
absolue onstituée de l'ensemble des ouples (Vr , Vs) de sous-espaes vetoriels de V
ave
0 ⊂ Vr ⊂ Vs ⊂ V, codim(Vr) = r, codim(Vs) = s.
Soit alors Ms,r(E) la variété de drapeaux relative à E, 'est-à-dire la variété brée
au-dessus de X dont la bre au-dessus du point x s'identie à la variété Ms,r(Ex) des
drapeaux de la forme
(0 ⊂ Er ⊂ Es ⊂ Ex), codim(Vr) = r, codim(Vs) = s.
Soit aussi Ql+1,l le bré en droites sur Ms,r(V ) dont la bre au-dessus du drapeau
préédent s'identie à (det(Ex/Es))
l+1⊗ (det(Es/Er))l = det(E/Es)⊗ (det(E/Er))l.
Considérons alors le produit au-dessus de X déni par Y := ×Msi,r(E) et le bré
en droites L au-dessus de Y égal au produit ⊗π∗iQi, si πi désigne la projetion de Y
sur Msi,ri(E) et Qi le bré Q
li+1,li
sur ette variété de drapeaux relative. Comme
e > r > si pour tout i, ette variété a bien un sens.
Laurent Manivel a étudié une partie de la ohomologie des brés en droites Ql+1,l
sur une variété de drapeaux absolue, partie susante pour établir notre proposition.
Néanmoins, j'ai besoin de généraliser ses résultats à un produit de variétés de dra-
peaux. Cette généralisation sera une onséquene faile de la formule de Kunneth.
Soit donMs,r(V ) une variété de drapeaux absolue et Q
l+1,l
omme préédemment.
Notons λ = l − 1, t(r) = r(r+1)2 et k = rl + s. Notons πr,s =
s(2r−s+1)
2 et pour π un
entier,
ns(π) = #{c ∈ {0, 1}
r, |c| = s et
∑
ici = π}
Ainsi ns(π) = 0 si π < 0 ou π > πr,s.
Alors, on a [Man 92, proposition 1.2.1, p.111 et lemme 1.3.1, p.114℄ :
Proposition 5.  Supposons p = λ.t(r) + π ave π ≥ πr,s − k + l. Alors
Hp,q(Ms,r(V ), Q
l+1,l) =
l⊕
α=0
ns(π + rα)δq,p−rλ−s+αZ
k−α−1,kV.
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Considérons maintenant un produit Y = ×Msi,r(V ) de variétés de drapeaux et le
bré en droites L = ⊗π∗iQi, ave Qi le bré Q
li+1,li
sur Msi,r(V ) et πi la projetion
naturelle de Y sur Msi,r. Je propose alors la généralisation suivante de la proposition
5, si λi désigne li − 1, λ =
∑
λi, l =
∑
li, s =
∑
si, et k =
∑
ki :
Proposition 6.  Supposons que p = λ.t(r) + π ave π ≥
∑
πr,si − k + l.
Soit σ = q + rλ + s− p. Alors
Hp,q(Y, L) = ns(π + rσ)
⊕
αi:
∑
αi=σ
⊗iZ
ki−αi−1,kiV.
Dans ette proposition, ns(π) désigne le nombre
ns(π) :=
∑
∑
pii=pi
nsi(πi) = #{ci,j ∈ {0, 1}
r2 : ∀i |ci| = si et
∑
i,j
jci,j = π}.
Cette proposition montre que le fait qu'un groupe ⊗iZki−αi−1,kiV soit ou non dans
Hp,q(Y, L) ne dépend que de la somme σ des αi, et non des valeurs de tous les αi ;
'est e qui fait que l'on obtient un théorème d'annulation où la borne ne dépend
aussi que de σ.
Démonstration : On applique tout d'abord la formule de Kunneth :
Hp,q(Y, L) =
⊕
∑
pi=p,
∑
qi=q
⊗Hpi,qi(Msi,r, Q
li,li+1).
Erivons haque pi omme λit(r)+πi. Si une telle suite d'entiers pi fournit un groupe
non nul, alors par la proposition 5, on a pour tout i la relation πi ≤ πr,si . Si don il
existe i tel que πi < πr,i−ki+li, omme π =
∑
πi, on en déduit que π <
∑
πr,i−k+l,
e qui ontredit l'hypothèse de la proposition. Ainsi, pour tout i on a πr,si − ki+ li ≤
πi ≤ πr,si , et don on peut en déduire par la proposition 5 que
Hpi,qi(Msi,r, Q
li,li+1) = ⊕αins(πi + rαi)δqi,pi−rλi−si+αiZ
ki−αi−1,kiV.
Si don ⊗iZki−αi−1,kiV apparaît dans notre groupe de ohomologie, ela implique
que qi = pi − rλi − si + αi, et par sommation que q = p − rλ − s + σ. Enn, la
multipliité de e groupe est bien la somme sur les πi des produits des multipliités
de Zki−αi−1,kiV dans Hpi,qi(Msi,r, Q
li,li+1), soit ns(π). •
Notons P
max
= λ.t(r)+
∑
πr,si etQmax = λ.t(r−1)+
∑
πr,si−S. Une onséquene
de la proposition 6 est :
Proposition 7.  Soit p et q deux entiers. Alors :
 Si p > P
max
ou q > Q
max
, alors Hp,q(Y, L) = 0.
 Si p ≥ P
max
− rσ ou q ≥ Q
max
− (r − 1)σ, alors
Hp,q(Y, L) ⊂
⊕
∑
αi≤σ
⊗iZ
ki−αi−1,kiV.
On onsidère maintenant la bration en variétés de drapeaux π : Y → X introduite
préédemment. Soit
PEi,jm la suite spetrale de Borel-Le Potier, ave P = p+Pmax−
rσ0. Le résultat souhaité va être onséquene de propriétés de ette suite spetrale.
La première exhibe un terme de la suite spetrale de Borel-Le Potier qui ontient le
groupe que l'on veut annuler :
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Lemme 5.  Soit q0 = Qmax − (r − 1)σ0. Alors
PEp,q+q0−p1 ⊃ H
p,q(X,⊕αi:
∑
αi=σ0 ⊗i Z
ki−αi−1,kiE).
Démonstration : Comme on a supposé que l1(r − 1) ≥ rσ0 + (n− p), on a
n+ P
max
− k1 + l1 = n+ Pmax − l1(r − 1)− s1
≤ n+ P
max
− rσ0 − (n− p)
= P
max
+ p− rσ0 = P.
Ainsi, si p ≤ n, alors P − p ≥ P − n ≥ P
max
− k1 + l1. Si p > n, il est lair
que
PEp,q+q0−p1 = 0. On peut don utiliser les propositions 6 et 7 pour obtenir des
renseignements sur les HP−p,q
′
(Y, L) pour tous q′. Pour tous les entiers q1 et q2, on a
(f notation 3)
P,pEq1,q22 = H
p,q1 [X,RP−p,q2π∗L].
Si fi,j sont les appliations de hangement de artes de E, on a vu que R
P−p,q2π∗L
est un bré vetoriel de bre type HP−p,q2(Y, L) (soit x ∈ X ; Y = π−1(x) et L est la
restrition du bré en droites L à Y ), et dont les hangements de arte sont induits
par fi,j . Supposons que H
P−p,q2(Y, L) = SλEx. Nous savons que |λ| =
∑
rli+ si. On
en déduit don que pour g ∈ GL(Ex), l'appliation induite par g sur H
P−p,q2(Y, L)
est Sλg. En eet, 'est vrai g ∈ SL(Ex) par le théorème de Bott et pour g une
homothétie, puisque l'appliation induite par λ.Id est λ
∑
rli+si
(l'ation de λ.Id sur
le bré tangent est triviale).
Les appliations de hangement de artes de RP−p,q2π∗L sont don les appliations
Sλfi,j , si fi,j est une appliation de hangement de artes de E. On a don que
RP−p,q2π∗L = SλE.
Or HP−p,q0(Y, L) = ⊕αi:
∑
αi=σ0 ⊗iZ
ki−αi−1,kiV . En eet, si un terme de la forme
⊕αi:
∑
αi=σ ⊗i Z
ki−αi−1,kiV est une omposante de e groupe, alors on doit avoir
σ = q0 + rL + S − (P − p) = σ0. Par ailleurs, il est lair que ns(
∑
πr,si) = 1. On en
déduit don que
P,pEq,q02 = H
p,q(X,⊕αi:
∑
αi=σ0 ⊗i Z
ki−αi−1,kiE).
Par ailleurs, si q2 > q0 et q1 est quelonque,
P,p1Eq1,q22 = 0, toujours par la propo-
sition 7. Enn, si q1 > q et q2 < q0, et que H
p,q1(X,⊕αi:
∑
αi=σ ⊗i Z
ki−αi−1,kiE) ⊂
P,p1Eq1,q22 , on a σ < σ0 et H
p,q1(X,⊕αi:
∑
αi=σ ⊗i Z
ki−αi−1,kiE) = 0 par l'hypothèse
de réurrene. Toutes les diérentielles dm issus de ou aboutissant sur
P,pEq0,qm sont
don nulles, et
P,pEq0,q∞ = H
p1,q1(X,⊕αi:
∑
αi=σ0 ⊗i Z
ki−αi−1,kiE), e qui implique
notre lemme.
•
Pour voir que notre groupe préédent passe à travers la suite spetrale de Borel-Le
Potier, il sut de montrer l'annulation des groupes
PE
p+m,q−p−m+sgn(m)+q0
1 , pour
tous les entiers m non nuls. Soit don m un tel entier et p1, q1 et q2 des entiers tels que
P,p1Eq1,q2∞ soit un élément d'une ltration de
PE
p+m,q−p−m+sgn(m)+q0
1 , 'est-à-dire
des entiers tels que :
p1 = p+m et q1 + q2 − p1 = q − p−m+ sgn(m) + q0. Remarquons que de manière
équivalente, on a p1 = p+m et q1 + q2 = q + q0 + sgn(m).
De nouveau, il sut de montrer que tous les groupes
P,p1Eq1,q22 sont nuls. Or
eux-i valent Hp1,q1 [X,HP−p1,q2(Y,L)]. Supposons que
⊕αi:
∑
αi=σ ⊗i Z
ki−αi−1,kiV ⊂ HP−p1,q2(Y, L).
Alors par la proposition 7, P − p1 ≤ Pmax − rσ = (P − p) − r(σ − σ0), don p1 ≥
p + r(σ − σ0), soit m ≥ r(σ − σ0). Par ailleurs ette même proposition assure que
q2 ≤ Qmax − (r − 1)σ = q0 − (r − 1)(σ − σ0).
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L'égalité q1 + q2 = q + q0 + sgn(m) donne alors q1 ≥ q+ sgn(m) + (r− 1)(σ − σ0).
Notons µ = σ − σ0, omme nous avons vu que m ≥ rµ, sgn(m) ≥ sgn(µ) et nous
avons don établi :
σ = σ0 + µ
p1 ≥ p+ µr
q1 ≥ q + sgn(µ) + (r − 1)µ.
Sous es hypothèses, il ne nous reste plus, en utilisant l'hypothèse de réurrene,
qu'à prouver l'annulation de Hp1,q1(X,⊕αi:
∑
αi=σ ⊗i Z
ki−αi−1,kiE). Remarquons
tout d'abord que l'on peut supposer que ae − k + σ ≤ 0, ar sinon ⊕αi:
∑
αi=σ ⊗i
Zki−αi−1,kiE = 0.
Lemme 6.  Dans l'ensemble ordonné N , on a : (n− p1, σ) < (n− p, σ0)
Démonstration : Cet ordre étant roissant selon les deux oordonnées ('est-à-dire
que si x ≤ x′, y ∈ N, alors (x, y) ≤ (x′, y) et (y, x) ≤ (y, x′)), ela déoule du lemme
2. •
Lemme 7.  Si q > Q(p, σ0) alors q1 > Q(p1, σ).
Démonstration : On peut supposer que p1 = p+ µr et q1 = q + µ(r − 1) + sgn(µ).
Calulons alors Q(p, σ0)−Q(p+µr, σ0+µ)+ sgn(µ)+ (r− 1)µ. Cette quantité vaut :
2µr+2µσ0+µ
2+sgn(µ)+(r+σ0)(ae−k+2σ0)−[δ(n−p−µr)+σ0+µ][ae−k+2σ0+2µ].
En remarquant que 2µr+2µσ0 = 2µ(r+σ0) et en fatorisant par r+σ0, on en déduit
que ette quantité égale
(ae−k+2σ0+2µ)(r+σ0)− (ae−k+2σ0− 2µ)[δ(n−p+µr)+σ0−µ]+µ2+ sgn(µ),
soit (ae− k + 2σ)[r + µ− δ(r + µr)] + µ2 + sgn(µ).
Comme ae− k + σ ≥ 0, il déoule de la dénition de δ que e nombre est positif.•
Enn, on a l'inégalité susante pour assurer que
PEp,q−p+q0∞ = 0 :
Lemme 8.  On a P + q + q0 − dimY > 0.
Démonstration : Tout d'abord,
2
∑
πr,si − S = 2rS + S −
∑
s2i − S ≥ rS et k = (L+ a)r + S.
Ainsi :
P + q + q0 − dimY
= p+ q + Lt(r) + Lt(r − 1) + 2
∑
πr,si − S − (2r − 1)σ0 − n− ar(e − r)
≥ σ0(ae− k + σ0) •
Nous avons ainsi (péniblement) ahevé la preuve de la proposition 4. Nous allons
maintenant montrer une autre proposition qui rétablit la symétrie entre p et q :
Proposition 8.  Soit E un bré ample de rang e sur une variété X projetive lisse
et de dimension n. Soit a ∈ N, (ki)1≤i≤a et (αi)1≤i≤a des entiers tels que αi < ki ;
soit σ =
∑
αi et k =
∑
ki, alors
Hp,q(X,⊗iZ
ki−αi−1,kiE) = 0 si p > n− q + [δ(n− q) + σ][ae − k + 2σ]− σ(σ + 1).
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Démonstration : Posons P (q, σ) = n− q+ [δ(n− q)+σ][ae− k+2σ]−σ(σ+1). La
démonstration est très similaire à elle de la proposition 4. En eet, soit r = δ(n− q)
et omme préédemment Y := ×Msi,r(E) et le bré en droites L au-dessus de Y égal
au produit ⊗π∗iQi , où li et si sont le quotient et le reste de la division eulidienne
de ki par r et Qi = Q
li,li+1
. Soit aussi p+ Pmax − rσ0, le lemme 5 reste vrai et pour
voir que e groupe passe à travers la suite spetrale, il sut omme préédemment
de montrer en utilisant l'hypothèse de réurrene que si
σ = σ0 + µ
p1 ≥ p+ µr
q1 ≥ q + sgn(µ) + (r − 1)µ,
alors Hp1,q1(X,⊕αi:
∑
αi=σ ⊗i Z
ki−αi−1,kiE) = 0.
Cei déoule du fait que le lemme 8 reste vrai et que l'on a l'analogue des lemmes
6 et 7 :
Lemme 9.  Dans l'ensemble ordonné N , on a : (n− q1, σ) < (n− q, σ0).
Démonstration : On peut aussi supposer que q1 = q+sgn(µ)+(r−1)µ et σ = σ0+µ.
Alors si µ < 0, q1 ≥ q + rµ et le lemme 2 s'applique. Si µ = 1, e même lemme
fontionne ar q1 = q + r. Pour µ > 1, en posant x = n − (q + r), e lemme donne
(n−(q+r)−(µ−1)δ(n−(q+r)), σ+µ) < (n−(q+r), σ+1). Comme δ(n−(q+r)) ≤
δ(n− q)− 1, on a (n− (q + r)− (µ− 1)(r − 1), σ+ µ) < (n− (q + r), σ + 1).L'égalité
n− q1 = n− q − 1− µ(r − 1) = n− (q + r)− (µ− 1)(r− 1) donne alors (n− q1, σ) <
(n− q, σ0), et le lemme est démontré. •
Lemme 10.  Si p > P (q, σ0) alors p1 > P (q1, σ).
Démonstration : On peut supposer que p1 = p+ µr et q1 = q + µ(r − 1) + sgn(µ).
Calulons alors P (q, σ0)−P (q+µ(r− 1)+ sgn(µ), σ0 +µ)+µr. Cette quantité vaut :
2µr + 2µσ0 + µ
2 + sgn(µ) + (r + σ0)(ae − k + 2σ0)
−[δ(n− q − sgn(µ)− µ(r − 1)) + σ0 + µ][ae− k + 2σ0 + 2µ].
En remarquant que 2µr+2µσ0 = 2µ(r+ σ0) et en fatorisant par r+ σ0, on voit que
ette quantité égale
µ2 + sgn(µ) + (ae− k + 2σ0 + 2µ)(r + σ0)
−(ae− k + 2σ0 + 2µ)[δ(n− q − sgn(µ)− µ(r − 1)) + σ0 + µ],
soit (ae− k + 2σ)[r − µ− δ(n− q − sgn(µ)− µ(r − 1))] + µ2 − sgn(µ).
Comme ae− k + σ ≥ 0 et que le lemme 9 implique
δ(n− q − sgn(µ)− µ(r − 1)) + µ ≤ δ(n− q) = r, e dernier nombre est don positif.•
On peut maintenant regrouper les propositions 4 et 8 sous la forme du
Théorème 2.  Soit E un bré ample de rang e sur une variété X de dimension n,
a ∈ N, (ki)1≤i≤a et (αi)1≤i≤a des entiers tels que αi < ki ; soit σ =
∑
αi et k =
∑
ki,
alors
Hp,q(X,⊗iZki−αi−1,kiE) = 0
si
p+ q > n+ [min[δ(n− p), δ(n− q)] + σ][ae− k + 2σ]− σ(σ + 1).
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4. Résultats topologiques en petit o-rang
4.1. Résultats topologiques.  L'objet de e paragraphe est la démonstration
du
Théorème 3.  Soit E un bré vetoriel de rang e, sur une variété X lisse, proje-
tive et de dimension n. Supposons que E est muni d'une forme quadratique à valeurs
dans un bré en droites L. Soit k un entier et supposons que
 dimDk(E) = ρ := n− t(e− k).
 S2E∗ ⊗ L est ample.
 e − k ≤ 4.
Alors, l'appliation de restrition Hq(X,OX) → Hq(Dk(E),ODk(E)) est un isomor-
phisme pour 0 ≤ q < ρ− 1, et est injetive pour q = ρ− 1.
Démonstration : Notons D := Dk(E). Tout d'abord, il existe une résolution du
faiseau OD sur OX par des brés vetoriels : le i-ième terme Ri d'une telle résolution
est donné par
Ri :=
⊕
λ = (2l, µ, µ∗)
|µ|+ l(2l− 1) = i
Sλ(k−1)E ⊗ L
−l(2l+k−1).
Dans ette formule, l'expression λ = (2l, µ, µ∗) signie que la partition λ est de rang 2l,
que λi = 2l+µi si 1 ≤ i ≤ 2l et λi+2l = µ∗i . Si λ est une partition, λ(k−1) est obtenue
en interalant k− 1 parts égales au rang de λ à λ : si par exemple λ = , alors
λ(2) = . Si k = 0, alors (2l, µ, µ∗)(−1) est la partition ν telle que νi = 2l+ µi
pour 1 ≤ i ≤ 2l− 1, ν2l = µ∗1 + µ2l, et ν2l−1+i = µ
∗
i pour i ≥ 2.
L'existene de ette résolution, bien onnue des spéialistes, peut se justier de la
façon suivante : soit Y l'espae total du bré S2E∗⊗L et D ⊂ Y le shéma des formes
symétriques de rang au plus k. Par [JPW 81, théorème 3.19, p.139℄ et [Nie 81℄, on
a une résolution de OD par des OY -modules loalement libres analogue à elle que
j'ai dérite. La setion s de S2E∗ ⊗ L induit un morphisme X → Y et, omme
l'explique Nielsen [Nie 81℄, on peut tirer en arrière ette résolution pour obtenir la
résolution de ODk(E) souhaitée. Pour ela, il sut en eet d'annuler les faiseaux
TorYi (OD,OX) pour i > 0, e qui résulte d'une version du orollaire 1.10 de [PS 73℄,
où l'on peut remplaer, ave leurs notations, l'hypothèse prof(Bp) ≥ prof(Aϕ−1(p))
par l'hypothèse prof(Bp) ≥ dpA(M). Pour annuler Tor
Y
i (OD,OX), on applique e
orollaire à Spec(B) un ouvert ane de X trivialisant S2E∗ ⊗ L, Spec(A) ⊂ Y
l'image réiproque de Spec(B) par la projetion Y → X etM le A-module dénissant
le faiseau OD sur Spec(A). Pour tout idéal p ⊂ B orrespondant à un point du
support de M ⊗A B, on a prof(Bp) ≥ t(e − k), puisque X est supposée lisse et
dimDk(E) = n− t(e − k). L'hypothèse prof(Bp) ≥ dpA(M) est don bien vériée.
Convenons qu'une partition λ de la forme (2l, µ, µ∗)(k − 1) sera dite (k − 1)-
symétrique (si k − 1 = 0, ei signie que λ∗ = λ). Si λ est (k − 1)-symétrique,
notons i(λ, k) l'entier tel que SλE
∗ ⊗ L−l(2l+k−1) ⊂ Ri(λ,k).
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En utilisant ette résolution, il est faile de montrer que le théorème 3 est on-
séquene de la proposition suivante (et argument est par exemple expliqué dans
[Man 97℄) :
Proposition 9.  Soit F un bré vetoriel ample de rang e sur une variété X pro-
jetive lisse de dimension n. Soit k un entier tel que 0 < e− k ≤ 4 et λ une partition
(k − 1)-symétrique. Alors, Hn,q(X,SλF ) = 0 si q > t(e− k) + 1− i(λ, k).
Démonstration : Puisque e−k ≤ 4, le rang 2l d'une partition (k− 1)-symétrique et
de longueur inférieure ou égale à e est néessairement inférieur ou égal à 4 ; on a don
l = 1 ou l = 2. Les partitions obtenues ave l = 2 ne nous posent pas de problème,
ar le théorème A' de [Man 97℄ donne la borne 10− i. Il sut don de traiter le as
l = 1.
Pour simplier les notations, j'ai supposé, dans le tableau suivant, que de plus
k = 1, et l'ai listé toutes les partitions λ à onsidérer, et indiqué, en fae, l'entier q0
tel que si q > q0, alors H
n,q(X,SλE) = 0 pour tout bré E ample de rangs 4 et 5.
La dernière olonne indique le numéro du lemme qui montre l'annulation du groupe
de ohomologie pour la borne indiquée. L'indiation A' renvoie au théorème A' de
[Man 97℄. La olonne intermédiaire indique la valeur de q0 maximale pour montrer
le théorème 3, qui vaut, omme nous venons de l'établir, t(e− k)+ 1− i. Remarquons
que lorsque k prend d'autres valeurs que 1 mais que e− k reste égal à 3 ou 4, puisque
les lemmes indiqués donnent une borne qui ne dépend que de e− k, on obtient enore
le résultat de la proposition 9.
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rang(E) = 4 rang(E) = 5
partition q0 7-i lemme
4 6 A'
5
4
5
11
12
4 4 15
2 4 A'
0 2 A'
2 3 17
partition q0 11-i lemme
0 4 A'
3 7 A'
6 10 A'
8 9 11
4
3
5
13
14
8 8 15
8 8 15
6 6 16
4 6 17
7
6
7
19
20
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4.2. Théorèmes d'annulation.  Dans e paragraphe, je montre les lemmes an-
nonés dans le préédent. Soit X une variété projetive lisse de dimension n, E un
bré ample de rang e sur X , et L un bré en droites nef.
Pour des raisons qui sont expliquées après le lemme 13, je note λ = [a, b, c, d] la
partition de rang 2 telle que λ1 = a + 2, λ2 = b + 2, λ
∗
1 = e − c, λ
∗
2 = e − d. Par
exemple, S[0,0,0,0]E = (detE)
2
. De même, je note λ = [a, b] la partition de rang 1 telle
que λ1 = a+1 et λ
∗
1 = e− b. Par la suite, a ≤ b, c ≤ d, t, q sont des entiers positifs ou
nuls.
Lemme 11.  Hn,q(X,S[1,c+1]E ⊗ S[0,d]E ⊗ L
t) = 0 si q > 2c+ d+ 2, et
Hn−1,q(X,S[0,c]E ⊗ S[0,d]E ⊗ L
t) = 0 si q > 2c+ d+ 1.
Remarque : Le théorème 2 donne la borne 2c + 2d + 2 au lieu de 2c+ d + 2 et les
autres résultats que je onnais ont une borne qui dépend de k (par exemple, [Man 97,
théorème A℄ donne la borne k+ c+ d) ; il est lair que pour démontrer le théorème 3
par ette méthode, il faut une borne indépendante de k.
Démonstration : Pour montrer e lemme, je vais appliquer la tehnique, nouvelle à
ma onnaissane, de omparaison de suites spetrales.
Tout d'abord, on peut supposer que e−c est pair. En eet, supposons que e lemme
est vrai pour e − c pair. Si e − c est impair et M est un bré en droites ample sur
X , alors on peut onsidérer le bré vetoriel E ⊕M de rang e + 1 ; omme e+ 1 − c
est alors pair, on peut appliquer le lemme, et omme pour le lemme 3, on en déduit
que Hn,q(X,S[1,c+1]E ⊗ S[0,d]E ⊗ L
t) = 0 si q > 2c + d + 2 et Hn−1,q(X,S[0,c]E ⊗
S[0,d]E ⊗ L
t) = 0 si q > 2c+ d+ 1.
Soit alors un entier l tel que e − c = 2l. Considérons d'abord la variété Y =
PE∗ ×X PE∗, notons π : Y → X la projetion naturelle, et onsidérons le bré en
droites L = O(2l, e− d)⊗ π∗Lt sur Y . Comme O(2l, e− d) est ample (en eet, E est
ample) et π∗L nef, L est ample. Soit aussi P = n+ (2l − 1) + (e − d− 1)− 1.
Déterminons les groupes
P,tEi,j2 de la suite spetrale de Leray introduite au para-
graphe 2. Ceux-i valent, par la formule (2), Ht,i[X,RP−t,jπ∗O(2l, e− d) ⊗ Lt]. Ces
groupes sont don nuls si t > n ou P − t > (2l − 1) + (e − d − 1). En eet, si V est
un espae vetoriel xé et l et m sont des entiers positifs, alors Hi,j [PV,O(l)] = 0 si
i ≥ l (onséquene direte de la proposition 1), et don Hi,j [PV × PV,O(l,m)] = 0
si i ≥ l +m (formule de Künneth). Les seules valeurs possibles sont don t = n ou
t = n− 1, et on a
P,n−1Ei,02 = H
n−1,i(X,S[0,c]E ⊗ S[0,d]E ⊗ L
t), et
P,nEi,02 = H
n,i(X,Lt ⊗R(2l−1)+(e−d−1)−1,0π∗O(2l, e− d))
= Hn,i(X,S[1,c+1]E ⊗ S[0,d]E ⊗ L
t)
⊕ Hn,i(X,S[0,c]E ⊗ S[1,d+1]E ⊗ L
t).
Ces suites spetrales sont don dégénérées, et on en déduit que
PEn−1,q−n+11 = H
n−1,q(X,S[0,c]E ⊗ S[0,d]E ⊗ L
t),
PEn,q−n1 = H
n,q(X,S[1,c+1]E ⊗ S[0,d]E ⊗ L
t)
⊕ Hn,q(X,S[0,c]E ⊗ S[1,d+1]E ⊗ L
t),
et les autres termes sont nuls. Par ailleurs,
PEp,q−p∞ est une omposante de
HP,q(X,L) ; il est don nul par le théorème de Kodaira si
P + q > n+ 2(e− 1), soit q > n+ 2(e− 1)− P = c+ d+ 1.
On en déduit don que dans e as, la êhe onnetant
PEn−1,q−n+11 et
PEn,q−n+11
est un isomorphisme, e qui onduit à :
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Hn−1,q(X,S[0,c]E ⊗ S[0,d]E ⊗ L
t)
= Hn,q+1(X,S[1,c+1]E ⊗ S[0,d]E ⊗ L
t)
⊕ Hn,q+1(X,S[0,c]E ⊗ S[1,d+1]E ⊗ L
t) si q > c+ d+ 1.
En onsidérant une autre suite spetrale, on va obtenir une autre égalité faisant
intervenir es termes ; en omparant es égalités, on prouvera qu'ils sont nuls. Soit
don maintenant Y = G2(E
∗)×XPE∗ et L = O(l, e−d) sur Y , et posons P = n+3(l−
1)+ (e− d− 1)− 1. On a alors de façon similaire PEn−1,q−n+l1 = H
n−1,q(X,S[0,c]E⊗
S[0,d]E⊗L
t), mais par ontre, PEn,q−n+l−11 = H
n,q(X,S[0,c]E⊗S[1,d+1]E⊗L
t). Cei
onduit à l'égalité
Hn−1,q(X,S[0,c]E⊗S[0,d]E⊗L
t) = Hn,q+1(X,S[0,c]E⊗S[1,d+1]E⊗L
t) si q > 2c+d+1.
En omparant es égalités, on obtient
Hn,q(X,S[1,c+1]E ⊗ S[0,d]E ⊗ L
t) = 0,
soit la première armation du lemme. En utilisant la règle de Littlewood-Rihardson,
on va montrer l'autre résultat du lemme. En eet, rappelons que c ≤ d ; si c = d, on
peut onlure ; supposons don c < d. Cette règle implique que
S[1,c+1]E ⊗ S[0,d]E =
⊕
0≤x≤c+1 S[1,0,x,d+c+1−x]E
⊕
R1
S[0,c]E ⊗ S[1,d+1]E =
⊕
0≤x≤c S[1,0,x,c+d+1−x]E
⊕
R2,
où R1 et R2 sont des sommes de omposantes de type S[0,0,x,y], que l'on sait déjà
annuler. L'annulation de la ohomologie de S[1,c+1]E ⊗ S[0,d]E ⊗ L
t
entraine don
elle de S[0,c]E ⊗ S[1,d+1]E ⊗ L
t
, et le lemme est alors onséquene d'une des égalités
démontrées.
•
Notons que e lemme montre par exemple Hn,q(X,S[1,0,c,c+1]E) = 0 si q > 3c+ 2,
ar S[1,0,c,c+1]E ⊂ S[1,c+1]E⊗S[0,c]E. Ce n'est pas la borne indiquée dans le tableau p.
16. En eet, pour ette partition partiulière, on peut un peu raner le raisonnement
préédent. Auparavant, je souhaite faire une remarque d'ordre général qui allègera les
aluls.
En généralisant le raisonnement utilisé pour le lemme préédent, on voit que l'on
obtient simultanément l'annulation de Hp1,q(X,Sλ1E) et elle de H
p2,q(X,Sλ2E) ;
supposons que p1 < p2 : la borne q1 obtenue pour le groupe H
p1,q(X,Sλ1E) est la
diérene entre la dimension de Y et la somme i + j + p1, où i et j sont les entiers
tels que si V est un espae vetoriel xé, YV la bre de la projetion Y → X , et
LV la restrition du bré en droites L sur une telle bre, alors Hi,j(YV ,LV ) = SλV .
La borne q2 pour H
p2,q(X,Sλ2E) vaut q1 + t, où t est l'entier tel que les êhes de
la suite spetrale onnetent Hp1,q(X,Sλ1E) et H
p2,q+t(X,Sλ2E). Attention, ette
reette n'est bien sûr valable que si auun autre terme de la suite spetrale ne vient
ompenser les termes que l'on veut annuler. Par ailleurs, on peut failement exprimer
ette diérene :
Remarque 4.  Une suite spetrale donnée par un bré en droites sur Gr(E
∗)×X
Gs(E
∗) peut montrer l'annulation de Hp,q(X,S[a,b]E ⊗ S[c,d]E ⊗ L
t) pour q > (r −
1)a+ rb + (s− 1)c+ sd.
Démonstration : En eet, omme je l'ai expliqué, il s'agit d'évaluer la diérene
entre dimGr(V ) et i+j, où i et j sont les entiers tels que H
i,j(Gr(V ),O(l)) = S[a,b]V .
Cette diérene vaut ra+(r−1)b, ar i = (l−1)t(r)−ar, j = (l−1)t(r−1)−a(r−1),
et dimV = rl − a+ b. •
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Dans le lemme qui suit, je traite des partitions qui sont un as partiulier de elles
traitées par le lemme 11 ; pour es partitions partiulières, je peux réduire de 1 la
borne donnée par le lemme 11.
Lemme 12.  Supposons c > 0.
Hn,q(X,S[1,0,c+1,c]E ⊗ L
t) = 0 si q > 3c+ 1, et
Hn−1,q(X,S[0,0,c,c]E ⊗ L
t) = 0 si q > 3c.
Démonstration : Tout d'abord, on peut supposer que e−c est impair et e−c >> 0.
Dans la démonstration du lemme 11, j'ai montré omment tenir ompte de Lt ; pour
alléger les notations, je suppose dorénavant que t = 0.
Soit alors l un entier tel que e − c = 2l + 1. Considérons d'abord la variété Y =
PE∗ ×X PE∗, et le bré O(2l + 1, 2l + 1) sur Y . Comme dans la démonstration du
lemme préédent, on montre que
2Hn,q+1(X,S[1,c+1]E ⊗ S[0,c]) = H
n−1,q(X,S[0,c]E ⊗ S[0,c]E) si q > 2c+ 1.
Soit maintenant O(2l, l+ 1)→ PE∗ ×X G2(E∗). On a alors de façon similaire
Hn,q+1(X,S[1,c+2]E ⊗ S[0,c−1]E) = H
n−1,q(X,S[0,c+1]E ⊗ S[0,c−1]E) si q > 3c.
Par la règle de Littlewood-Rihardson, S[1,c+1]E ⊗ S[0,c]E = S[1,c+2]E ⊗ S[0,c−1]E ⊕
S[1,0,c,c+1]E (à des termes de type S[0,0,x,y]E près), et S[0,c]E ⊗ S[0,c]E = S[0,c−1]E ⊗
S[0,c+1]E ⊕ S[0,0,c,c]E.
Je donne maintenant une dernière égalité faisant intervenirHn,q+1(X,S[1,0,c,c+1]E)
et Hn−1,q(S[0,0,c,c]E), qui permettra de onlure. Considérons O(e − c) → G2(E
∗).
Par la proposition 1, une partition λ, de taille au plus (e− 2)× 2, (e− c)-admissible,
vérie soit λ1, λ2 ≤ e − c − 2, soit λ1 = λ2 + e − c − 1. Dans le deuxième as,
|λ| = λ1 + λ2 ≤ [e − 2 − (e − c − 1)] + [e − 2] = e + c − 3. Par ontre, la partition
(e − c− 2, e− c − 2) est de poids 2(e − c − 2). Il est lair qu'à c xé, si e est grand,
le poids de ette partition est stritement supérieur à toute onstante plus le poids
d'une partition du deuxième type. Quitte à augmenter e, on peut don faire omme si
seules les partitions du premier type intervenaient. En posant P = n+2(e−c−2)−1,
on montre alors que
Hn,q+1(X,S[1,0,c,c+1]E) = H
n−1,q(X,S[0,0,c,c]E) si q > 2c+ 1.
Les trois égalités montrent que si q > 3c, alors Hn,q+1(X,S[1,c+1]E ⊗ S[0,c]E) = 0.
La première implique alors le reste du lemme. •
Lemme 13.  Hn,q(X,S[a,0]E ⊗ S[b+1,1]E ⊗ L
t) = 0 si q > a+ 2, et
Hn−1,q(X,S[a,0] ⊗ S[b,0]E ⊗ L
t) = 0 si q > a+ 1.
Remarque : Ce lemme me donne l'oasion de justier mes notations. Les partitions
les plus failes à traiter sont elles qui orrespondent à une puissane du déterminant :
en eet, puisque (detE)l est ample pour tout l, le théorème de Kodaira donne direte-
ment que Hp,q(X, (detE)l) = 0 si p+ q > n. Lorsqu'on s'éarte de ette partition, je
vais expliquer qu'il existe une symétrie entre le fait d'allonger les premières parts et
le fait de reuser le bas de la partition. Autrement dit, dans la notation λ = [a, b, c, d],
a et c, et b et d, jouent des rles symétriques. On peut d'ailleurs remarquer que le
théorème 2 n'éhappe pas à e prinipe : si l'on note r = min{δ(n − p), δ(n − q)},
alors la borne vaut q0 = n − p + (r + σ)(ae − k + 2σ) − σ(σ + 1). Or, ave mes
notations, on a Zki−αi−1,ki = [αi, e − ki + αi]. Notons βi = e − ki + αi ; on a
ae− k + σ =
∑
i(e− ki + αi) =
∑
i βi =: τ . Ainsi, on a don
(3) q0 = n− p+ (r + σ)(τ + σ)− σ(σ + 1) = n− p+ r(σ + τ) + σ(τ − 1).
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On voit bien que ette formule est symétrique en σ et τ (−1). Le leteur intrigué pourra
s'amuser de onstater que la démonstration du théorème 2 fontionne de façon tout
à fait similaire si l'on fait jouer par τ le rle joué par σ, et donne le même résultat. Il
est vraisemblable que le démonstration de théorèmes d'annulation eaes pour des
partitions de rang stritement supérieur à 1 utilise une réurrene qui fasse intervenir
de façon ombinée σ et τ .
Le lemme 13, pour ette symétrie, est le symétrique du lemme 11 ; il se démontre
de façon tout à fait similaire.
Démonstration : On se ramène omme préédemment au as e + a pair, puis on
onsidère le bré en droites O(e + a, e + b) sur PE∗ ×X PE∗, et le bré en droites
O(e+ b, e+a2 ) sur PE
∗×X G2(E
∗). On utilise aussi, omme pour démontrer le lemme
11, la règle de Littlewood-Rihardson. En tenant ompte de la remarque 4, on trouve
ainsi Hn−1,q(X,S[a,0] ⊗ S[a+1,1]E) = 0 si q > a + 1. Dans la suite spetrale, il y
a une èhe entre Hn,q+1(X,S[a,0]E ⊗ S[a+1,1]E) et H
n−1,q(X,S[a,0] ⊗ S[a+1,1]E) ;
Hn,q(X,S[a,0]E ⊗ S[a+1,1]E) s'annule don si q > a+ 2. •
Par ailleurs, on peut, omme le fait le lemme 12, raner un peu le lemme préédent
pour traiter ertains as partiuliers :
Lemme 14.  Supposons a > 0.
Hn,q(X,S[a+1,a,0,1]E ⊗ L
t) = 0 si q > a+ 1, et
Hn−1,q(X,S[a,a,0,0]E ⊗ L
t) = 0 si q > a.
Démonstration : Similaire à elle du lemme 12.
•
Lemme 15.  Hn,q(X,S[1,c+1]E ⊗ S[1,c+1]E ⊗ L
t) = Hn,q(X,S[0,c+2]E ⊗ S[0,c]E ⊗
Lt) = 0 si q > 4c+ 4, et Hn−1,q(X,S[1,c+1] ⊗ S[0,c]E ⊗ L
t) = 0 si q > 4c+ 3.
Démonstration : Comme préédemment, on peut supposer que e − c est pair et
t = 0 ; soit don l tel que e − c = 2l. Considérons le bré en droites O(2l, 2l) sur
PE∗×XPE∗, et la suite spetrale orrespondante pour P = n+2(2l−1)−2. Les termes
PEi,j1 ne peuvent être non nuls que si i vaut n, n − 1, ou n− 2. Or
PEn−2,q−n+21 =
Hn−2,q(X,S[0,c]E⊗S[0,c]E), qui est nul si q > 4c+2 par le théorème 2. On en déduit
don que si q > 4c+ 2, alors
Hn,q+2(X,S[1,c+1]E ⊗ S[1,c+1]E)⊕ 2H
n,q+2(X,S[2,c+2]E ⊗ S[0,c]E)
= 2Hn−1,q+1(X,S[1,c+1] ⊗ S[0,c]E).
De même, en onsidérant O(2l, l)→ PE∗ ×X G2(E∗), on montre que
Hn,q+2(X,S[2,c+2]E ⊗ S[0,c]E) = H
n−1,q+1(X,S[1,c+1] ⊗ S[0,c]E) si q > 4c+ 2.
Ce système donne Hn,q+2(X,S[1,c+1]E ⊗ S[1,c+1]E) = 0. Mais omme
S[1,c+1]E ⊗ S[1,c+1]E ⊃ S[2,c+2]E ⊗ S[0,c]E,
on en déduit qu'aussi Hn,q+2(X,S[2,c+2]E ⊗ S[0,c]E) = 0, et don
Hn−1,q+1(X,S[1,c+1] ⊗ S[0,c]E) = 0. •
Le symétrique du lemme préédent est :
Lemme 16.  Hn,q(X,S[a+1,1]E ⊗S[a+1,1]E⊗L
t) = Hn,q(X,S[a+2,2]E⊗S[a,0]E⊗
Lt) = 0 si q > 2a+ 4 et Hn−1,q(X,S[a+1,1] ⊗ S[a,0]E ⊗ L
t) = 0 si q > 2a+ 3.
Démonstration : Comme pour le lemme préédent, on pose 2l = a + e et t = 0,
et on ompare les suites spetrales orrespondant à O(2l, 2l) → PE∗ ×X PE∗ et
O(2l, l)→ PE∗ ×X G2(E∗). •
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Jusqu'à maintenant, nous avons onsidéré des partitions de type [a, ǫ]⊗[b, ǫ′] (ǫ, ǫ′ =
0 ou 1), ou de type [ǫ, a]⊗ [ǫ′, b]. Etudions nalement des partitions panahées, 'est-
à-dire de type [a, ǫ, b, ǫ′].
Lemme 17.  Si a et c ont même parité, alors Hn,q(X,S[a,0]E⊗S[1,c+1]E⊗L
t) = 0
si q > 2c+2, et Hn,q(X,S[a+1,1]E⊗S[0,c]E⊗L
t) = 0 si q > a+2. Si q > max(a, 2c)+1,
alors Hn−1,q(X,S[a,0]E ⊗ S[0,c]E ⊗ L
t) = 0.
Remarque : Ce lemme illustre la diulté du problème qui onsiste à obtenir des
théorèmes d'annulation optimaux : le lemme 16 ave a = 1 donne la borne 6 pour la
partition (si e = 5) ; ette borne onvient pour démontrer le théorème
3 mais n'est pas optimale, puisque le lemme 17 donne la borne 4 (a = 3, c = 1). Par
ontre, j'aurai besoin de ette bonne borne pour montrer le lemme 19. Pour démontrer
un analogue du théorème 3 en tous rangs, il faut probablement prendre en ompte e
genre de subtilités.
Démonstration : On suppose que a+ e = 2l, e− c = 2m et t = 0. Si l'on onsidère
O(2l, 2m)→ PE∗ ×X PE∗, alors on obtient
Hn−1,q(X,S[a,0]E ⊗ S[0,c]E) =
Hn,q+1(X,S[a,0]E ⊗ S[1,c+1]E)⊕H
n,q+1(X,S[a+1,1]E ⊗ S[0,c]E) si q > c+ 1.
Ave O(2l,m)→ PE∗ ×X G2(E∗), on a
Hn−1,q(X,S[a,0]E ⊗ S[0,c]E) = H
n,q+1(X,S[a+1,1]E ⊗ S[0,c]E) si q > 2c+ 2.
Enn, O(l, 2m)→ G2(E∗)×X PE∗, donne
Hn−1,q(X,S[a,0]E ⊗ S[0,c]E) = H
n,q+1(X,S[a,0]E ⊗ S[1,c+1]E) si q > a+ 2.
Le lemme déoule de es trois remarques.
•
Lemme 18.  Si a et c ont même parité, alors
Hn−2,q(X,S[a,0]E ⊗ S[0,c]E ⊗ L
t) = 0 si q > a+ 2c+ 2.
Démonstration : Si t = 0, 2l = e + a et 2m = e − c, on regarde la suite spetrale
assoiée à O(l,m)→ G2(E∗)×X G2(E∗), pour P = n+(2e− l− 3)+ (3(m− 1))− 2.
Par la remarque 4, pour q > a+2c+2, elle-i ompareHn−2,q(X,S[a,0]E⊗S[0,c]E) et
Hn,q+2(X,S[a+1,1]E⊗S[0,c]E)⊕H
n,q+2(X,S[a,0]E⊗S[1,c+1]E). Or, es deux derniers
groupes sont nuls, grâe au lemme 17, si q > max{a, 2c}. •
Lemme 19.  Si a et c ont même parité, alors
Hn,q(X,S[a+1,1]E ⊗ S[1,c+1]E ⊗ L
t) = 0 si q > a+ 2c+ 4.
Démonstration : Si t = 0, 2l = e+a et 2m = e− c, alors O(2l, 2m)→ PE∗×X PE∗
donne, pour q > a+ 2c+ 2,
Hn,q+2(X,S[a+1,1]E ⊗ S[1,c+1]E)⊕H
n,q+2(X,S[a+2,2]E ⊗ S[0,c]E)
⊕ Hn,q+2(X,S[0,a]E ⊗ S[2,c+2]E)
= Hn−1,q+1(X,S[1,a+1]E ⊗ S[0,c]E)⊕H
n−1,q(X,S[0,a]E ⊗ S[1,c+1]E).
En eet, Hn−2,q(X,S[a,0]⊗ S[0,c]E) = 0 si q > a+ 2c+ 2 par le lemme 18. De même,
O(l, 2m)→ G2(E∗)×X PE∗ et O(2l,m)→ PE∗×X G2(E∗) donnent respetivement,
pour q > 2a+ c+ 2,
Hn,q+2(X,S[a+2,2]E ⊗ S[0,c]E) = H
n−1,q+1(X,S[1,a+1]E ⊗ S[0,c]E) et
Hn,q+2(X,S[0,a]E ⊗ S[2,c+2]E) = H
n−1,q(X,S[0,a]E ⊗ S[1,c+1]E).
22PIERRE-EMMANUEL CHAPUT PIERRE-EMMANUEL.CHAPUTMATH.UNIV-NANTES.FR
•
Remarquons enn que l'on peut améliorer la borne pour S[2,1]E⊗S[1,2]E. En eet,
en généralisant la démonstration du lemme préédent, on voit que l'annulation
Hn−2,q(X,S[1,0]E ⊗ S[0,1]E) = 0 si q > q0 implique H
n,q(X,S[2,1]E ⊗ S[1,2]E) = 0 si
q > q0 + 2. Le lemme préédent utilisait la borne q0 = 5 montrée dans le lemme 18 ;
je vais montrer que Hn−2,q(X,S[1,0]E ⊗ S[0,1]E) = 0 si q > 4 par un argument qui ne
fontionne que pour S[1,0]E ⊗ S[0,1]E. La remarque spéique est que, par la règle de
Littlewood-Rihardson,
S[1,0]E ⊗ S[0,1]E = (detE)
2 ⊕ detE ⊗ S[1,1]E.
Puisque Hn−2,q(X, (detE)2) = 0 si q > 2, il sut de montrer que Hn−2,q(X, detE ⊗
S[1,1]E) = 0 si q > 4. Pour ela, on peut supposer que le rang de E est multiple de 4,
e = 4f , et on regarde la suite spetrale orrespondant à O(f, 4f) → G4(E) ×X PE.
Dans ette suite spetrale, notre groupe, Hn−2,q(X, detE⊗S[1,1]E) = 0, est onneté
à Hn−3,q−1(X, (detE)2) (qui s'annule si q−1 > 3), Hn−1,q+1(X, detE⊗S[2,2]E) (nul
pour q+1 > 5 : lemme 17), et enn Hn,q+1(X, detE⊗S[3,3]E) = 0 (nul pour q+1 > 3
par le théorème A' de [Man 97℄). On a don démontré
Lemme 20.  Hn,q(X,S[2,1]E ⊗ S[1,2]E) = 0 si q > 6.
Cei illustre à nouveau la omplexité du sujet : on obtient de meilleures bornes pour
des partitions spéiques que elles obtenues par la méthode générale. Par ailleurs,
omme nous utilisons une réurrene, le fait de ne pas obtenir le théorème d'annulation
optimal pour une partition préise se réperute sur de nombreuses autres partitions,
entrainant progressivement la atastrophe.
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