Abstract
Introduction
MANET routing protocols are of two kinds: proactive (table-driven) and reactive (on-demand). Proactive protocols always have routes to any destination in the network, while reactive protocols discover mutes as needed. Table -driven protocols suffer from excessive control overhead associated with maintaining routes to destinations even when not required, while reactive protocols experience relatively higher end-to-end packet delays.
In reactive protocols, judicious (proactive) updating of only the selected routeslinks may decrease end-to-end packet latency and possibly increase overhead efficiency. The Ad hoc On-demand Distance Vector protocol (AODV) 111 is an on-demand MANET routing protocol that offers quick adaptation to dynamic link conditions, low processing and low memory overhead. Link breakage in AODV can be determined using either link layer acknowledgements or HELLO packets. We consider only link layer detection of link breakage for our study. We have developed an algorithm to predict link (route) breakage time and use this information for route maintenance.
The modified protocol, Enhanced AODV (EAODV), differs from AODV as follows:
In each node, all the links connecting every neighboring node are periodically monitored for quality based on information available through a table maintained at the MAC layer Route entries are no longer assigned a fvted expiry time; instead, routes are deleted from the routing table (and possibly replaced by proactively discovered routes) only in case of a link breakage If a link is predicted to break soon, then all active routes using the soon-to-break next-hop are proactively repaired using the local route repair mechanism in AODV, and the newly discovered routes are cached When a link failure is detected, the proactively discovered route in the cache is proactively discovered route has expired, then normal AODV route maintenance procedures take over
Previous Work
R. Dube, et. al. 121 were some of the first to propose routing based on signal strength. They proposed routing at the MAC layer through the SSA protocol. They use signal strength only to determine the quality of routes, while in our scheme, we provide a link breakage prediction algorithm in the MAC layer for use by upper layer routing protocols. S.Aganval, et. al.
[31 first proposed link breakage prediction using rate of change of signal strength. In 131 the choice of routes is based on "affinity values" derived from rate of change of signal strength, while our scheme uses a heuristic average computation scheme to predict link-breakage time using positiodspeed estimates and uses this information for route maintenance. Tom Goff, et. al.
[4] use link state information to determine 'preemptive regions' in their preemptive routing scheme and have proved that such a prediction scheme using link state information drastically reduces the number of route breaks. Our scheme is similar to theirs but with some notable differences. In addition to differences in prediction algorithm heuristics, [41 uses ping packets to determine route stability, while our scheme does not use any special packets to assess link state. Rather, our scheme solely relies upon the RTSICTSIDATAIACK frames at the MAC layer for assessing link state. While our scheme incurs lesser control overhead, the prediction may suffer on links with low traffic. Also, I41 uses warning packets to alert the source about a possible link breakage along the route, while we use a proactive local route repair mechanism to repair routes that are closer to the destination. We decided against using warning packets to avoid unwanted control overhead generated as a result of false predictions, 
Prediction Algorithm
With any information about node mobility, one could make more intelligent decisions about choice of routes and the timing of updating link connectivity to neighbors. Hence we developed an algorithm that predicts the link-breakage time. This algorithm estimates the speed of the neighbor node based on the radial disfance that the node has traveled and the time elapsed since the last observation. The estimate is derived from the change in signal strength of the received MAC frames. From the computed value of speed, the algorithm conservatively estimates the time when the neighbor would move out of transmission range. The details of the algorithm are as follows.
Let V be the estimated speed of the mobile node updated over time, and Y be the estimated instantaneous speed of the node. estimate derived from a sample that amves after a long time gap is ve'y unreliable. In such a case, it is better to rely upon the average value and treat the instantaneous value with circumspection. This is achieved by using AI in the computation of w. However, if the transient 'persists' (i.e. if the transient is not actually a transient), the average value approaches the true average with an increasing rate at each iteration. The w computed in such a manner ensures that the protocol adapts itself quickly to changes and, at the same time, has a smoothing function in case of transients. Details are given below, where T-DEV-MAX = 4.0 and V-DEV-MAX = 4.0.
The algorithm is re-initiated if there is no activity between the two nodes for TIME-USELESS (50) seconds.
The values for T-DEV-MAX, V-DEV-MAX and TIME-USELESS were determined heuristically.
The estimate gets better in the presence of sufficient packets, especially when the time approaches to the true l i breakage time. In the absence of sufficient samples, the algorithm may make false predictions for link lifetime. The prediction may either be an overestimate (li predicted to last longer than it actually does) or an under-estimate (link predicted to break earlier than it actually does) of link lifetime. The assumption that the nodes always move radially outwards leads to an ultra-conservative estimate of link lifetime; i.e., the probability of making an overestimate is small when compared to the probability of making an under-estimate. Under-estimates can induce unwanted proactivity, while over-estimates cause delayed reactivity. In the absence of sufficient packets, we believe that an ultra-conservative estimate is required for link lifetime, so that there is a higher probability of generating a backup route (due to higher probability of under-estimates).
EAODV Details
The prediction algorithm and EAODV were implemented in the ns-2 simulator [E]. Since the table with node-link lifetime information must be accessible to both the MAC layer and the AODV, it was decided to create the tahle while constructing the Node object itself. Based on the power level of MY packet received at the MAC layer, the radial distance d between the receiving node and the sending node is computed using At the AODV layer at each node, each link connecting neighbor nodes is periodically (once every 0.5 seconds) monitored for possible breakage in the near future. Typically, only ACTIVE l i s connecting nodes that are moving OUTWARD are of particular interest. If a link is predicted to break within the next BREAK-THRESHOLD (0.15) seconds, but has at least MIN-THRESHOLD (0.03) seconds left, then EAODV switches over to proactive mute maintenance mode. This includes initiating a local route repair mechanism for all active routes using the neighbor in question as the next-hop, if the upstream node is closer to the destination than to the source, similar to AODV's local route repair mechanism. Otherwise, link breakage is allowed to happen, and normal AODV route error handling mechanisms take over. The route thus discovered is cached in the routing entry for that particular destination itself and has an expiry time of ACTIVE-ROUTE-TIMEOUT (10) seconds. If indeed the link breaks before the cached route expires, the existing routing table entry is replaced with the cached route. In the event that the link breaks in the absence of a cached route, normal AODV route error handling procedures are initiated.
Performance Analysis
Using the ns2 simulator, we ran simulations with CBR and TCP trafic using both Random Waypoint (RW) 
Mean end-toendpacker latency (eZe)
End-to-end packet latency is defmed as the time elapsed between packet generation at the sending node and packet reception at the receiving node, Control bitaper Dala bit iransmitied (cp.4 Also called control overhead fraction, this is the ratio of total control overhead measured in bits (Route Request, Route Reply and Route Emr) to the total data bits transmitted successfully. Packet delivery ratio @.dr) Packet delivery ratio is the ratio of total number of data packets delivered successfully to destinations to the total number of d&a packets generated. Packets may not be delivered to the destination mainly because of one of the following reasons: network partitions, collision at the MAC layer, routing loop and interface/ARP queue drop
The throughput at any layer in the protocol stack is the number of packets delivered per unit time at that layer. Average number of hops traversed per packer (hops) This is the average number of hops traversed by all successfully delivered packets.
The mobility models were generated using the BonnMotion Mobility generation tool 1111. Each simulation experiment consisted of 50 simulation runs and results were reported with a 90% confidence interval.
Details of Mobility Models
RW simulations were run in a 1500m by 1500m area with 50 nodes. The default maximum speed was 10 m / s and default max pause time was 0 seconds. Maximum speed and pause time were varied independently. MG simulations were run in a lOOOm by IOOOm area with 50 nodes. The simulation area in MG model was reduced when compared to the RW model to reduce network partitions. The default maximum speed was IO d s , pause time was 120 seconds, turn probability was 0.25 and pause probability was 0. Turn probability and pause probability are probabilities with which the node tuns or pauses periodically after a predetermined distance. The mobility in MG was varied by independently varying pause probability and turn probability.
CBR simulations
For each set of simulations, the CBR communication model consists of 20 CBR connections, with packet size of 512 bytes. The default data rate per source is 4 Kb/s (1 CBR packet per second) and the simulation duration is 2000 seconds. The performance metrics are eZe,cp.d, p.dr and hops. From Fig 1.1 to Fig 1.4 , it can be clearly seen that EAODV reduces mean data packet latency significantly. The reduction in mean packet latency is Throughput (9) mainly due to the proactive behavior induced in EAODV through cross-layer interactions. The link breakage estimates generate back up routes, and if the estimate is quite close to actual link breakage time, the queued data packets are forwarded without any route discovery delay using proactively discovered routes. Tables l a and Ib give c.p.d values for the various simulation experiments. It can be seen from these values that the control overhead of EAODV is slightly but consistently higher compared to AODV. The control overhead, which is a measure of cost incurred (in terms of bandwidth) to transmit data, can be taken as a direct indicator of the performance of the prediction algorithm. With perfect prediction, there should be no increase in control overhead because any inevitable (AODV) overhead will simply be generated ahead of time, whereas an erroneous prediction algorithm will certainly increase the control overhead. For EAODV, the small increase in the control overhead is primarily due to inaccuracies and approximations in the prediction algorithm. Also, as seen from the Tables la and Ib, the packet delivery ratio in case of EAODV is marginally lower than in the case of AODV for almost all scenarios. The decrease in p.d.r in EAODV may be due to the over-estimates in link breakage time, which may result in transmitting a packet over an already-broken link. Over-estimates can be avoided by using ping packets as in 141, but studying the performance gains achieved due to this increased control overhead is scope for future work. The tradeoff between performance gains and losses is quite favorable. The mean e2e across all simulations reduces by 11.95% (RW model) and 19.94% (MG model) for EAODV when compared to AODV, while correspondingly, the mean p.d.r decreases by 2.7% (RW model) and 1.45% (MG model) and the mean c.p.d increases by 3% (RW model) and 3.72% (MG model). It was also found that the average number of hops in EAODV is almost always slightly higher than in AODV (results not presented). This is because AODV routes packets using the best available route (in terms of bop count) whereas EAODV routes packets using the best available route only while a reactively discovered route exists. Once the reactively discovered route breaks, the proactively discovered route is used, which may not be the best route in terms of hop count. What is more important to note is that in spite of the increase in hop count in EAODV, a significant reduction in end-to-end packet delay is achieved.
TCP simulations
For each set of simulations, the TCP communication model consists of 20 TCP-Tahoe connections, with a default TCP packet sue of 512 bytes. The simulation duration is 1000 seconds. T h e performance metrics are c.p.4 e2e. tp and hops.
Tablelb Results for CBR simulations (MG model)
As seen from figures 2.1 to 2.4, EAODV offers better c.p.d performance than AODV because for comparable throughputs in both AODV and EAODV (Table 2a and  2b) , lesser control traffic is generated in EAODV. With TCP traffic, the prediction algorithm is fed with a much larger number of packets when compared to the CBR simulations, which increases the accuracy of the prediction algorithm. Hence, EAODV generates lesser control traffic when compared to AODV, since the number of link breaks in ucfive roufes is reduced @y effective preemptive switching of active routes). Also, from Tables 2a and 2b , it can be concluded that EAODV offers slightly better e2e performance than AODV in almost all cases, which can again be attributed to the performance of the algorithm. Both algorithms have nearly identical throughput. Some interesting results can be observed for both RW and MG simulations. The e2e value in RW simulations decreases with increasing velocities, mainly due to lower queuing delay experienced due to lower throughput at higher velocities. In MG simulations, both e2e and throughput performance degrade for highly stable networks for both AODV and EAODV.
For example, though a turn probability of 0.0 represents maximum topological stability in its class, it has the highest e2e value for all turn probabilities.
Similarly, though a pause probability of 1.0 represent maximum stability in its class, it has the highest e2e and lowest throughput values compared to other pause probabilities. In these cases of maximum network stability, though control traffic is greatly reduced, the average number of neighboring nodes is very high (as obtained using the "Statistics" package in 1111). This increases the degee of contention in the wireless physical channel because the simulation model uses only a single channel (frequency) for communication between nodes. This in turn increases the probability of collision of the control (RTS/CTS/ACK) packets at the MAC 802.1 1 (CSMNCA) layer. The collisions require the transmitting nodes to perform an exponential backoff, which greatly reduces link utilization and effective bandwidth. Hence, in such highly inter-connected networks, the e2e and tp performances experience degradation. Please refer to 1121 for further discussions on trends seen in the AODV and EAODV curves for both CBR and TCP traffic. The fallout of this rate limiting property in TCP is that whenever a link breaks, the delay experienced by a TCP packet for route discovery before delivery will increase the rff of the connection (and may cause some timeouts and retransmissions). TCP misinterprets this increase in rff (and retransmissions) as congestion, and multiplicatively decreases its window size. Even if the rff value falls subsequently, the window size is only increased additively. This behavior can cause substantial damage to TCP throughput. If TCP can distinguish between increase in rff due to link breakage and real network congestion and act accordingly, the throughput can be increased. Even if TCP is enabled to distinguish between reasons for increase in rff, TCP still needs reduction in window size during link breakages, because link breakages can cause queue build-up at the various nodes, and if TCP continues to transmit at the same rate, there is scope for congestion to occur. TCP can additively decrease window size during times of link breakage, and multiplicatively decrease during congestion, to improve throughput.
Conclusion & Future work
For CBR traffic, especially in high mobility scenarios, EAODV provides significantly better e2e performance at the cost of a small reduction in p.d.r and a small increase in c.p.d. For TCP tnffic, EAODV does not seem to offer any significant benefit over AODV. Given the better e2e performance of EAODV, the suitability of EAODV for real-time traffic needs to be studied with smaller packet sizes at higher generation rates. TCP behavior over ad hoc networks requires h t h e r research. TCP needs to be shielded from effects of rapidly changing network topologies in ad hoc networks. One way of achieving this is through crosslayer interactions between various protocol layers. Further study in this direction will be very useful. Another avenue for future research is to test EAODV by introducing effects of fading in the ns2 packet corruption model, which will test the prediction algorithm more rigorously for the effects of transients.
