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Abstract
The dynamics that govern the elevation of a coastal wetland relative to sea level are
complex, involving non-linear feedbacks among opposing processes. Changes in the balance
between these processes can result in significant alterations to vegetation communities that
are adapted to a specific range of water levels. Given that the accretion rate in Padilla Bay,
Washington, is suspected to be considerably lower than historical levels and that eustatic sea
level rise continues to accelerate, the long term sustainability of the Zostera marina
(eelgrass) meadows in the bay may be at risk to eventual submergence. I extended an
existing Relative Elevation Model that incorporates many of the non-linear feedbacks that
govern estuarine sediment dynamics by adding a spatial component. I used the model to
project changes in Padilla Bay bathymetry and Z. marina distribution and productivity over
the next century given various sea level rise scenarios. Analysis of field data collected in
Padilla Bay for calibration and validation of the model indicated a net accretion deficit of
0.463 ± 0.173 cm/yr. Model projections for 100 years showed an increase in depths within
the bay over time under all scenarios. Total annual Z. marina productivity and spatial
coverage was greater at the end of the simulations than at the initial state for most scenarios
due to shoreward expansion. In the most extreme scenarios, it reached a peak between 2052
and 2077 and began to decline as it was pushed beyond the existing shoreline. These results
suggest that Padilla Bay is not stable with respect to rising sea level. It is possible that the
increase in Z. marina productivity may be beneficial to marine organisms in the near term,
but the projections indicate that this is only a temporary state until a peak and subsequent
decline in total Z. marina productivity is reached.
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1 Introduction
1.1

Project Statement
The primary purpose of this research project was to model changes in the bathymetry

of Padilla Bay, Washington, over the next century along with corresponding changes in
Zostera marina (eelgrass) productivity and distribution. Based upon a suspected reduction in
the volume of sediment exported to the bay compared to historical levels and a continued
increase in global sea level, I hypothesized that simulated water depths within the bay would
increase over time. Because Z. marina is known to tolerate a limited range of water depths, I
also hypothesized that the Z. marina meadows would migrate shoreward with rising sea level.
1.2

Value of Estuaries and Seagrass Meadows
Estuaries are among the most valuable ecosystems in the world. An estimate of their

net worth on an ecosystem services level is $22,832 /ha/yr in 1997 dollars (Costanza et al.
1997). This estimate includes the importance of estuaries in disturbance regulation, nutrient
cycling, biological control, habitat/refuge, food production, raw material production, and
recreational and cultural significance. The estimated value is ten times greater than that of
tropical forests and is only rivaled by that of other types of wetlands, such as floodplains.
Seagrass meadows and algae beds are estimated at an additional $19,004 /ha/yr
(Costanza et al. 1997). Seagrass ecosystems are highly productive, and their global net
production is about 0.6x1015 gC/yr (Duarte 2002). Seagrass ecosystems export an average of
about 24.3% of their net production to neighboring ecosystems in both landward and seaward
directions, which makes them important trophic links. Duarte (2002) describes seagrass
meadows as offering a wide variety of ecosystem functions including:

•
•
•
•
•
•
•
•
•
•
•

provision of food for coastal food webs
provision of oxygen to waters and sediments
carbon sequestration from the atmosphere
organic carbon export to adjacent ecosystems
sediment stabilization
prevention of sediment resuspension
improvement of water transparency
wave attenuation
shoreline protection
habitat for microbes, invertebrates, and vertebrates
trapping and cycling of nutrients

Seagrass meadows support a wide variety of organisms including crabs, shrimp,
bivalve mollusks, isopods, gastropods, tanaids, cumaceans, copepods, amphipods,
polychaetes, mysids, benthic meiofauna, algae, phytoplankton, fish, and birds (Simenstad
1994). Fish densities are high in seagrass systems due to a combination of the large amount
of available food, canopy structure for concealment from predators, and reduced water
currents (Hemminga and Duarte 2000). Some waterfowl, such as the black brant and Canada
geese, consume the seagrass vegetation itself, while other waterfowl and shorebirds feast
upon the seeds, epiphytes, or associated fauna (Phillips 1984).
Seagrasses also serve as valuable indicators of overall ecosystem health. Because
external physical and chemical forcing factors result in modifications in the size, morphology,
and distribution of seagrass meadows, changes in the these characteristics over time can point
to pervasive problems in the larger system (Thom et al. 2003). These forcing factors include
turbidity, depth, current and wave energies, sea level rise, the presence of toxic chemicals,
and direct mechanical damage (Borde et al. 2003). Temperature, salinity, nutrient levels, and
substrata are also important factors governing the productivity and distribution of seagrass
meadows (Phillips 1984).
2

Approximately 42% of the population of the United States lives within a coastal
county (USEPA 2007). This suggests that human induced stresses on estuarine ecosystems,
including seagrass meadows, is large and will continue to grow. Significant anthropogenic
changes to many Pacific Northwest estuaries and coastal regions have taken place from the
late 19th century through the present day (Hedgpeth and Obrebski 1981, Thomas 1983, Boulé
et al. 1983, Coulton et al. 1996, Borde et al. 2003). Often these changes were the immediate
effects of the diking and filling of tidal areas for agricultural purposes or the dredging of
channels to aid in navigation. Other changes can be attributed to eutrophication, ship activity,
shoreline development, aquaculture, or anthropogenically altered siltation patterns (Duarte
2002).
1.3

Estuarine Sediment Dynamics
In coastal wetlands, such as estuaries, salt marshes and intertidal mud flats,

accretionary processes that act to maintain the wetland and deteriorative processes that act to
diminish it work in opposition to each other to form a dynamic equilibrium (Callaway et al.
1996). Interactions among these processes govern the long-term stability of these
ecosystems (Morris et al. 2002). As a result, these ecosystems can be very sensitive to both
naturally and anthropogenically induced climatic, geologic, hydrologic, and biologic forces
that influence this equilibrium (Cahoon and Turner 1989). Changes in the rate of some of the
processes may be enough to tip the balance toward deterioration in a previously stable system.
1.3.1

Accretionary Processes
The processes that contribute to the maintenance or building up of coastal wetlands

include mineral sedimentation and organic matter accumulation (Reed 1995). Rivers can
3

contribute a significant source of mineral matter to estuaries, and the creation of dams,
diversions, dikes and levees can significantly alter the amount and spatial distribution of
mineral sediment exported to an estuary. Pulsing events, such as major floods, hurricanes,
and coastal storms can also deliver large amounts of sediment to a coastal wetland over a
short time period (Day et al. 2002).
The primary source of organic matter is the above and below ground net primary
production (NPP) of plant species within the marsh itself (Reed 1995). Emergent seagrasses,
such as Zostera marina, help trap mineral sediment and keep it from eroding away with tidal
action (Phillips 1984, Hemminga et al. 1991, Garcia and Duarte 2001). In turn, nutrients
associated with the mineral sediment can stimulate plant growth (Phillips 1984, Hemminga et
al. 1991, Reed 1995).
Mineral and organic matter contributions to the wetland are collectively referred to as
accretion, and this accretion effectively raises the wetland surface. Marker horizons,
sediment traps, or optical backscatter sensors are often used to measure short term accretion
(Thomas and Ridd 2004). Longer term measurements are often made using 137Cs or excess
210

Pb radioactive dating of sediment cores (Callaway et al. 1996, Carpenter et al. 1985).

1.3.2

Deteriorative Processes
Conversely, processes that contribute to the deterioration of coastal wetlands include

subsidence and eustatic sea level rise (ESLR) (DeLaune et al. 1978). Total subsidence may
be classified into deep and shallow components. Deep subsidence occurs at the geologic
time scale and consists of geomorphic processes that result in vertical land movement, such
as compaction of deep sediment, crustal down-warping, growth faulting, and isostasy
4

(Penland et al. 1989, Shipman 1989). It can be quantified from long term tide gauge records.
These tide gauge records must span a minimum of approximately 20 years in order to factor
out variations due to the moon’s nodal cycle, as well as interannual and decadal fluctuations
in ocean currents and surface temperatures (Gornitz 1995). They must also be affixed to
structures that extend well past the zone of shallow subsidence, such as piers, bridges, and
pilings, such that the measurements do not include shallow subsidence.
Shallow subsidence occurs in the upper 2 to 3 meters of the sediment over a much
shorter time scale than deep subsidence. It is primarily the result of organic matter
decomposition and primary consolidation of sediments (Rybczyk and Cahoon 2002). For a
rate of shallow subsidence to be derived, measurements of accretion and surface elevation
change are required. The accretion estimate allows the rate of shallow subsidence to be
factored out of overall elevation change (Cahoon 1995).
The rate of eustatic sea level rise (ESLR) over the 20th century has been estimated at
0.17 ± 0.05 cm/yr using tide gauge analysis (Bindoff et al. 2007), while the most recent
estimate made over the period 1992-2007 using satellite altimetry is 0.336 ± 0.041 cm/yr
(Beckley et al. 2007). This rate is projected to continue to increase during the current century
due to thermal expansion and land ice changes that are the result of global warming (Meehl
et al. 2007). Projections of ESLR over the next century vary considerably and are partially
dependent upon anthropogenic responses to global climate change. As the rate of eustatic
sea level rise continues to increase, the long term sustainability of many coastal wetlands
may be threatened by submergence.

5

1.3.3

Sediment Dynamics Modeling
The non-linear feedback mechanisms that govern estuarine sediment dynamics

present challenges in projecting how the elevation of a sediment surface relative to sea level
may change over long time scales. A simple linear projection based upon observed elevation
change is not appropriate due to these feedbacks (Rybczyk et al. 1998). Changes in elevation
can affect rates of decomposition, primary production, and sediment deposition, which in
turn affect the rate of elevation change.
Various efforts have been made to model sediment dynamics in estuarine systems,
but most focus on specific processes and do not incorporate them spatially at an estuary-wide
level. For example, sediment deposition in salt marshes has been modeled by Morris and
Bowden (1986), Allen (1990), Chmura et al. (1992), French (1993), and Callaway et al.
(1996). Each of these models used a slightly different conceptual framework, and many of
them did not include a primary productivity component. The models by Morris and Bowden
(1986), Chmura et al. (1992), and Callaway et al. (1996) were notable in that they utilized a
sediment cohort approach to track changes in the sediment column with depth. This allowed
for the simulation of below-ground decomposition along with sediment deposition. A model
that focused on vegetation productivity and community structure within salt marshes was
created by Randerson (1979), but it incorporated a very simplified approach to modeling
sediment deposition.
The Relative Elevation Model (REM) developed by Rybczyk et al. (1998) is an
extension of many of these models. The main model includes a primary productivity submodel, a relative elevation sub-model, and a sediment dynamics sub-model. Like the models
6

created by Morris and Bowden (1986), Chmura et al. (1992), and Callaway et al. (1996), it
uses a cohort approach to model sediment dynamics. The sediment dynamics sub-model
contains components that simulate sediment deposition, sediment compaction, and belowground decomposition. Like the other models however, the REM is a non-spatial (zerodimensional) model that operates on a single point. It is described in more detail in Section
6: Spatial Relative Elevation Model.
1.4

Study Area – Padilla Bay, Washington
Padilla Bay is located in northwestern Washington State at the sheltered southern end

of the Strait of Georgia (Figure 1). The bay is approximately 4200 ha in size, and it is
surrounded by agricultural land, forested uplands, and edge marshes (Thom 1990). A major
oil refinery lies on the west side of the bay, but the majority of the bay is protected as Padilla
Bay National Estuarine Research Reserve (PBNERR). Most of Padilla Bay lies in the
intertidal zone, and the maximum tidal range is approximately 4 m (Bulthuis 1995). Tides
are mixed semi-diurnal (Thom 1990). The bay is comprised of extensive tidal mud flats and
seagrass meadows that are cut by numerous tidal channels. Padilla Bay is home to one of the
largest contiguous seagrass meadows on the Pacific Coast of North America, covering an
area of about 3500 ha (Thom 1990).

7

Figure 1. Aerial photo of Padilla Bay, Washington, taken in 2006. The tidal channels and extensive mudflats
are clearly visible.

8

The two seagrass species present in the bay are Zostera marina and the non-native
Zostera japonica (Thom 1990). They provide habitat for a wide range of macro-organisms
including oysters, clams, crabs, salmon, migratory waterfowl and shorebirds, and marine
mammals (Maxwell 2004). Zostera marina occupies a considerably larger area
(approximately 2900 ha) than the non-native Zostera japonica (approximately 324 ha)
(Bulthuis 1995). These two seagrass species are naturally segregated by depth with a small
zone of coexistence. Zostera marina in Padilla Bay is found at depths from subtidal to 0.3 m
above MLLW, and Zostera japonica is found from 0.3 to 0.8 m above MLLW (Thom 1990).
Both species require a muddy or mixed mud-sand substrate because they grow roots and
rhizomes that penetrate the sediment surface (Phillips 1984). Additionally, several species of
macro-algae, including Ulva sp. and Enteromorpha sp., are present to varying degree
throughout the bay (Bulthuis 1995).
Historical evidence suggests that hundreds to thousands of years ago, the main flow
of the Skagit River was directly into Padilla Bay (Collins 1998), acting as its major source of
sediment. Suspended particulate discharge from the Skagit River is approximately equal to
the combined total of that of all other major rivers flowing into Puget Sound (Carpenter et al.
1985). Over time, the Skagit naturally changed course southwards to its present mouth at
Skagit Bay. Because distributaries still linked the Skagit River to Padilla Bay, frequent
logjams on the Skagit resulted in a backwater effect, diverting floodwaters into Padilla Bay
(Collins 1998).
Logjam removal operations began in the late 1800’s to keep the river open more
reliably to navigation, levees were constructed to control the flow, and dikes and ditches
were constructed on the tide lands to protect the reclaimed farmland. Starting in the 1920’s,
9

several major dams were built on the Skagit River and on Baker River, one of its major
tributaries. It is possible that the extensive manipulation of the river resulted in a significant
reduction in sediment load, although this may have been offset by sediment influx due to
logging practices within the watershed (Collins 1998). The modification of the tide lands cut
Padilla Bay off from direct sediment deposition by the Skagit River even during periods of
flood.
The Swinomish Channel, connecting Skagit Bay to Padilla Bay, is currently the
largest freshwater source to the bay (Thom 1990). Completed in 1937 by the U.S. Army
Corp of Engineers, it is a man-made channel which was cut through a collection of shallow
tidal sloughs, salt marshes, and mud flats to provide direct passage between the two bays.
Because the water level in Skagit Bay is greater than that in Padilla Bay, some Skagit River
water mixes with estuarine water and flows north through the channel into the southern end
of Padilla Bay (Maxwell 2004). The channel is dredged periodically, but the dredged
material is now dumped outside of the vicinity. A few small agricultural sloughs also feed
into the bay at various points along the southern and eastern perimeter (Thom 1990). These
include Joe Leary, Telegraph, and Indian Sloughs.
With the possible decrease in sediment deposition relative to historic values, it is
uncertain whether or not the current rate of accretion is sufficient to offset the rates of
subsidence and eustatic sea level rise. Because seagrasses have a tolerance for a specific
range of depths, wave energies, and light penetration, an increase in relative sea level can
affect their spatial distribution and survival (Borde et al. 2003). An increase in seagrass
mortality not only increases the rate of shallow subsidence, but also decreases the rate of
sediment accretion because there is less vegetation to help trap sediment and reduce erosion
10

(Hemminga et al. 1991). The loss of large portions of the seagrass meadows in Padilla Bay
due to submergence would mean destruction of habitat for organisms that depend upon these
areas for reproduction, refuge, and food.
1.5

Project Components
Several fairly independent sub-projects needed to be completed in order to obtain the

necessary data to initialize, calibrate, and run the spatial model that would be used to project
changes in the bathymetry of Padilla Bay over time. These were:
1. Calculate an accretion estimate for the bay using 210Pb dating of sediment cores
2. Calculate a relative elevation change rate for Padilla Bay for model validation
3. Construct a bathymetric surface to serve as the model starting state
4. Analyze sediment cores from the bay to derive model configuration parameters
5. Add a spatial component to the REM and initialize, calibrate, and run the model
Because the individual sub-projects were very self-contained but fairly large, I have
chosen to completely separate them in this document to make each easier to follow. I have
included a separate section for each, which includes a short introduction as well as methods,
results, and discussion sub-sections.
Applying the Spatial Relative Elevation Model to Padilla Bay will help assess the
potential danger to the Z. marina system due to rising sea level over the next century. This
will be extremely valuable in evaluating various management scenarios and will help
elucidate some of the possible effects of global warming on a local scale. Perhaps the most
valuable aspect of the spatial model is that it will be flexible enough to be applied to other
coastal wetlands with modifications in the initialization and calibration parameters. An effort
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is already under way to incorporate it into a larger hydrodynamic model that will be applied
to Skagit Bay and Padilla Bay.
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2 Accretion
2.1

Introduction
The Spatial Relative Elevation Model requires an estimate of the rate of sediment

accretion within the modeled area to provide mineral input to the sediment dynamics submodel. The use of 210Pb as an environmental tracer is a common method of determining
sediment deposition rates in various sedimentary environments (Tanner et al. 2000). The
decay of gaseous 222Rn in the atmosphere produces 210Pb, which reaches the sea surface by
precipitation scavenging (Kirchner and Ehlers 1998). It adsorbs to suspended particles in
coastal marine waters and may be incorporated into the sediments, where it is known as
‘excess’ 210Pb because it originates outside of the sediment column. Because the annual
deposition of excess 210Pb from the atmosphere is relatively constant, it is assumed that the
flux of excess 210Pb in sea water and on suspended particles is also constant. Once deposited
on the sea floor, the excess 210Pb continues to decay as it is buried by additional layers of
sediment. The amount of excess 210Pb present at different depths within the sediment profile
can then be used to calculate a rate of accretion (Huntley et al. 1995). The 22.3 year half-life
of excess 210Pb allows it to be detectable in the sediment for about 100 years (Suckow et al.
2001).
Production of 210Pb also occurs directly within the sediment by the decay of naturallyoccurring 226Ra (Kirchner and Ehlers 1998). This is known as ‘supported’ 210Pb. Supported
210

Pb must be differentiated from total 210Pb to calculate excess 210Pb within a sediment

sample before an accretion rate can be determined.
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A gamma spectrometer can be used to simultaneously measure both total and
supported 210Pb activity in a sediment sample. Supported 210Pb is assumed to be in secular
equilibrium with 226Ra in the sediment. The activity of 226Ra can be measured via its decay
product 214Pb, so the activity of supported 210Pb can be measured by the 214Pb activity in the
sample (Kirchner and Ehlers 1998). Total 210Pb activity is measured at approximately 46
keV, and 214Pb activity is measured at approximately 351 keV using a gamma spectrometer
(Gwozdz 2006). Excess 210Pb activity is then calculated as the total 210Pb activity minus the
supported 210Pb activity.
This method of determining an accretion rate requires several assumptions about the
depositional environment and the sediment samples (Carpenter et al. 1985). First, it is
assumed that the sediment deposition rate and the initial excess 210Pb concentration have
been constant for the last 150-200 years. Secondly, it is assumed that radioactive decay must
be the sole cause of 210Pb loss from the sediment. This implies no sediment mixing within
the profile depths used to calculate accretion rates and the immobility of 210Pb after
deposition. An additional assumption is that sediment mixing only occurs in the surface
mixed layer (SML) and is constant with depth. Furthermore, the sampling interval widths
within the core must be small enough that the depositional times of the individual slices are
small relative to the overall dating period. Finally, the decay constant for 210Pb must be
accurately known.
If these assumptions are met, then the vertical distribution of excess 210Pb follows an
exponential curve within bottom sediments in and below the SML (Carpenter et al. 1985).
This curve is defined by the equation (Kirchner and Ehlers 1998):
Cx = C0 ⋅ e(-λx / S)
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where:
x
Cx
C0
λ
S
2.2

= depth below the sediment surface (cm)
= excess 210Pb activity at depth x below the sediment surface (Bq/g)
= is the excess 210Pb activity at the sediment surface (Bq/g)
= half-life of 210Pb (yr-1)
= sediment accumulation rate (cm/yr).

Methods
Four sediment cores were collected from Padilla Bay for sedimentation rate analysis

using 210Pb dating. These cores were extracted from surface elevation table (SET) field sites
12, 13, 4B, and 16B. (See Section 3: Surface Elevation Change for a map of the sites and a
description of the SET site locations selection process.) I randomly selected these four sites
from the full set of 23 SET field sites to provide a representative sample covering the entire
bay. Sites 17 and 18 were left out of the selection process however, due to their proximity to
the Swinomish Channel. I assumed that long-term sedimentation rates in areas directly
adjacent to the channel may have been artificially affected by the periodic dredging
operations in the channel.
The cores were extracted to a depth of at least 34 cm using PVC tubes of
approximately 60 cm in length and 10.5 cm in diameter. Cores 12 and 13 were collected in
the spring of 2004, core 4B was collected in the summer of 2005, and core 16B was collected
in summer of 2006. The cores were kept upright until they were brought back to the lab and
frozen. After allowing them to partially thaw, they were sliced into sections. Cores 13, 4B,
and 16B were sliced into 2 cm thick sections, and core 12 was sliced into 4 cm thick sections.
The wet volume of each section was recorded, and the sections were oven-dried at 105 °C for
at least 3 days. Bulk density for each slice was calculated as the ratio of the dry weight to the
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wet volume of the slice. The dried slices were then pulverized using a mortar and pestle and
stored in plastic bags.
I used a Canberra germanium detector (model number GL2820R) with Genie 2000
software (Canberra 2002) to analyze the sediment core sections. Approximately every other
core slice down to a depth of 28 cm was analyzed in a plastic container with a diameter of 5
cm and depth of 7 cm. Fifty grams of well-mixed sediment were placed into each container,
and the sediment surface in each was leveled to a uniform height. Gamma emissions at 46
keV and 351 keV were measured until at least 1000 counts were detected at both energy
levels, which took approximately 3-4 days per sample. Counts were divided by the total time
of detection to produce a counts per second (CPS) at each energy level.
The gamma detector has different detection efficiencies at each energy level, so it was
necessary to standardize the measurements at each using the methodology described in detail
by Gwozdz (2006). I ran one standard for each of the four cores. I created the standards
using 45.0 g of one of the sediment slices from the core and 5.0 g of a pitchblende ore-silica
mixture (CRM 103-A, New Brunswick Laboratory, USDOE). The pitchblende ore-silica
mixture had a uranium content of 0.0499 % ± 0.0007 % by weight and a radium content of
1.72x10-8 % by weight. I allowed each standard to run in the detector until at least 3000
counts were recorded at each of the two energy levels.
Once the efficiencies for each energy level were known, I calculated the excess 210Pb
activity for each sample using the equation (Gwozdz 2006):
Az = ( ( CPS46 / E46 – CPS351 / E351 ) / Msample ) ⋅ e(λ ⋅ t)
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where:
z
Az
CPS46
CPS351
E46
E351
Msample
λ
t

= depth below sediment surface (cm)
= excess 210Pb activity at depth z (Bq/g)
= counts per second at 46 keV (cps)
= counts per second at 351 keV (cps)
= efficiency at 46 keV (cps/Bq)
= efficiency at 351 keV (cps/Bq)
= mass of the sediment sample (g DW)
= half-life of 210Pb (days-1)
= time between sample collection and measurement (days)

Error was propagated quadratically as described by Gwozdz (2006), accounting for
error in the CPS measures and the efficiency measures at both energy levels.
I created plots of the natural log of excess 210Pb activity profiles with depth for each
of the four cores. Using these profiles, I visually estimated the extent of the SML and any
deeper mixing zones. Least-squares linear regression was used to fit a line through the points
in the unmixed section of the profile. Simple manipulation of the equation describing the
exponential curve of excess 210Pb activity with depth reveals that the slope of this line is
equal to λ/S. Thus, the sedimentation rate S can be easily solved for using the slope and the
known decay rate of 210Pb. I converted the sedimentation rate that was calculated for each
core from cm/yr to g/cm2/yr by dividing it by the average bulk density of the core in the
unmixed region that was used to calculate the slope.
2.3

Results
The excess 210Pb activity profiles for cores 12 and 13 appeared to exhibit exponential

decay with depth outside of a mixed layer (Figure 2). The slight spike in the plot for core 13
at a depth of 21 cm may indicate the presence of a burrowing organism however, which
would suggest bioturbation above this depth and a much larger mixed layer. The activity
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profiles for cores 4B and 16B were less clear due to what appeared to be large mixed layers.
The extent of the surface mixed layer in each core was inconsistent among the cores and
ranged to a depth of approximately 0 to 20 cm from the surface (Figure 3). Averaging the
sedimentation rates calculated for each of the four cores gave a mean accretion rate of 0.181
± 0.065 g/cm2/yr (0.255 ± 0.088 cm/yr) for the bay (Table 1). Due to the difficulty in
determining the extent of the mixed layers within the cores, these results may not be reliable.
Table 1. Sedimentation rates calculated for each core using 210Pb dating. The sedimentation rate shown in
g/cm2/yr was calculated using the mean bulk density of the unmixed portion of the core.
Core Sedimentation rate (cm/yr) Sedimentation rate (g/cm2/yr)
12
0.292
0.165
13
0.109
0.075
4B
0.488
0.367
16B
0.130
0.118
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Figure 3. Linear regressions used to calculate sediment accretion rates for each of the four cores. Points
marked by hollow circles were interpreted to fall inside a mixed layer and were not used in the regressions.

2.4
2.4.1

Discussion
Validity of the Accretion Estimates
The presence of surface mixed layers that extended fairly deep down in the some of

the cores made the analysis difficult and raised questions about how well some of the 210Pb
dating assumptions were met. If the mixed layers extended to greater depths within the cores
than I had accounted for, then the accretion rates that I measured would be invalid. This may
have been the case in some or all of the cores due to difficulty in delineating the mixed layer.
Other accretion studies in Padilla Bay that used 210Pb dating found similarly large
mixed layers. Gwozdz (2006) founding mixed layers to depths of 8 cm, 20 cm, and at least
28 cm in three sediment cores. Carpenter et al. (1985) found mixed layers to depths of 6.7
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cm, 13 cm, and 15 cm in three cores, although these cores were taken at much greater depths
in the bay.
The large mixed layers probably indicate a high level of bioturbation within the
sediment. Many burrowing organisms, including mollusks, marine worms, crabs, and shrimp,
are known to thrive in Padilla Bay and other Pacific Northwest eelgrass meadows (Phillips
1984). Some of these were discovered in my cores during the slicing process or observed at
the field sites. The tube-dwelling polychaete Axiothella rubrocinta, an important bioturbator,
has been found at intertidal areas in Padilla Bay with similar elevations to those from which
my cores were collected (Ray 1997). Other bioturbators found in intertidal regions of Padilla
Bay include Heteromastus filiformis, Arenicola pacifica, Scoloplos armiger, Owenia
fusiformis, Macoma nasuta, and Leptosynapta clarki.
Other accretion studies in Padilla Bay that used feldspar clay markers reported
difficulty in recovering the marker layers, and this also suggests mixing or erosion of surface
sediments (Ball 2004, Maxwell 2004). Gwozdz (2006) observed that burrowing mollusks
often caused irregularities in the surface elevation of areas surrounding his sediment traps
and that high wave energy often removed his collecting disks. It seems possible that in at
least some areas of the bay, erosion may be occurring at a rate greater than or equal to that of
accretion. If erosion was occurring at the sites from which I collected the cores, then the
accretion measurements that were made using them would not be accurate.
2.4.2

Comparison of Accretion Rate to Other Studies
The average sedimentation rate calculated using the four cores was less than that

reported by other studies that used 210Pb dating in Padilla Bay. Gwozdz (2006) reported
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sedimentation rates of 0.658 and 0.954 g/cm2/yr (0.51 and 0.73 cm/yr) from two intertidal
cores analyzed to a depth of 28 cm. Carpenter et al. (1985) reported rates of 0.270, 0.910,
and 0.910 g/cm2/yr (0.20, 0.99, and 1.0 cm/yr) from three cores analyzed to depths of
roughly 25 to 35 cm. These three cores were collected in deep subtidal regions of the bay at
water depths ranging from 28 to 62 m. A study that used 137Cs dating found an accretion rate
of 0.45 cm/yr for an intertidal marsh site in Padilla Bay, and an average rate of 0.36 cm/yr for
low intertidal salt marshes in Pacific Northwest estuaries (Thom 1992).
Several factors might account for the widely varying rates. One possible explanation
could be that the micro-environments from which the individual cores were collected varied
enough among these studies to result in different accretion rates. Differences in the
proximity of sampling sites to tidal channels, site depth, the density of eelgrass at the sites,
and the topographic location of the sites in a depression or on a mound could potentially
result in significantly different levels of accretion or sediment mixing among the sites. The
maximum sub-surface depth to which a core is extracted and analyzed may also affect the
estimated accretion rate because calculations made using deeper cores integrate longer-term
rates of accretion. For example, if historic accretion rates were greater than current accretion
rates, then an accretion estimate made using a deeper core would be greater than one made
using a shorter core. It is also possible that bioturbation or erosion was not adequately
accounted for when analyzing the cores.
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3 Surface Elevation Change
3.1

Introduction
A surface elevation table (SET) is an instrument used to measure change in the

elevation of an estuarine sediment surface relative to a fixed benchmark (Cahoon et al. 1995).
When used in conjunction with a measurement of accretion, the instrument can be used to
partition out the rate of shallow subsidence from total elevation change. A net accretion
deficit relative to the combined effect of ESLR and total subsidence can then be calculated. I
used this value as a means of partially validating the Spatial Relative Elevation Model.
A deep rod SET system is comprised of a benchmark rod and the SET instrument
(Figure 4). The benchmark is a stainless steel rod driven into the ground to the point of
refusal (generally 4-5 m) and cemented into place to serve as a stable point of reference
below the zone of shallow subsidence (Cahoon et al. 2002). The SET itself is a portable
device approximately 1 m in length constructed out of aluminum and stainless steel, and it
contains a built-in level and an adjustable balance. It is carried from site to site and slides on
to the top of the benchmark rod above the collar. The collar contains eight holes to allow the
SET to be positioned in eight different directions radiating out from the center of the rod.
Nine fiberglass pins drop down in a row from the arm of the SET to allow for nine surface
elevation measurements from each of the arm positions.
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Figure 4. A surface elevation table (also known as a sediment erosion table) is an instrument that can be used
to partition out the rate of shallow subsidence from the rate of relative sea level rise. Diagram taken from
Boumans et al. (2003).

3.2
3.2.1

Methods
Site Installation and Layout
As part of her Master’s thesis project, Maxwell (2004) installed a total of 18 SET

sites (sites 1-18) in Padilla Bay in 2002 (Figure 5). I installed five more SET sites (sites 4B,
5B, 12B, 14B, and 16B) during the summers of 2004 and 2005. The site installation
locations were chosen to provide a good spatial coverage of the entire bay. A truly random
site selection was not feasible given access constraints and tidal channel distribution within
the bay. Sites 1-16 were accessed by walking out into the mud flat from shore at extremely
low tide, and the remaining sites were reached by boat.
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Figure 5. Location of the 23 SET sites installed throughout Padilla Bay.

Benchmark rods were pounded into the sediment surface to the point of refusal (about
4-5 m) which was assumed to be deeper than the zone of shallow subsidence. A cement
collar that was approximately 10-20 cm deep, 16 cm in diameter, and flush with the sediment
surface was poured around each rod to anchor it in place. The rods extended roughly 0.3 m
above the surface, and a metal collar which supports the SET was affixed to the top of each
rod with metal glue and steel screws. Boardwalks were not constructed around any of the
sites, so SET measurements were limited to 4 of the 8 possible arm positions in order to
provide an access path and avoid trampling the sites. Sites accessible by land were always
approached from the shoreward side, and site accessible by boat were always approached
from the side closest to a main channel.
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An elevation survey was performed on the original 18 sites after they were installed
using Real Time Kinematic GPS survey techniques (Maxwell 2004). The top of the cement
collar was used as the survey point. Since this was flush with the sediment surface at the
time of installation, the surveyed elevation represents approximate surface elevation in 2002.
Sites 4B, 5B, 12B, 14B, and 16B were not surveyed.
3.2.2

Elevation Change Measurements
The sites were allowed to settle for a few days or weeks prior to taking the first

measurements. Two sets of measurements were taken at each site per year; one set was taken
in spring and another in summer. Measurements were made using the four arm positions
opposite the designated site approach side. At each arm position, the nine pins along the SET
arm were adjusted to just visibly touch the sediment surface. Once adjusted, the length of
each pin extending above the arm was recorded. Change in this length over time is
equivalent to change in surface elevation relative to the baseline measurements.
3.2.3

Analysis
For each sampling date, the baseline measurement for each of the nine pins from each

of the four arm positions at each SET site was subtracted from the pin length measured on
that date. These values were then averaged to create a mean value for each arm. These four
arm position means were averaged again to create a mean value for the SET site itself.
Because all arms and pins at an SET site were connected to a single benchmark rod, they
could not be treated as independent measurements. Each SET site was therefore one
experimental unit.
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At some of the sites, particularly those with little or no vegetation coverage,
significant erosional scouring around the benchmark rod was observed. For those sites at
which scouring was noticeable as far away from the rod as the closest pin (approximately 33
cm), I used only the measurements from the four pins farthest from the rod in order to avoid
bias.
I derived a rate of elevation change for each SET site using least squares linear
regression with time as the independent variable and elevation as the dependent variable.
The sampling dates were converted to a year fraction scale by dividing the number of days
since the baseline sampling date by 365. Because some of the sites were installed later than
others and therefore had fewer measurements, the number of data points in the regressions
ranged from 2 to 8.
The rate of shallow subsidence was calculated for each site as the rate of accretion
minus the rate of elevation change obtained in the regression (Cahoon et al. 1995). Standard
error was propagated quadratically using the error in the accretion estimate and the error in
the elevation change estimate. The accretion rate that I used in these calculations was 0.255
± 0.088 cm/yr, which was the mean value derived using 210Pb dating of sediment cores as
described in Section 2: Accretion.
I also calculated a net accretion deficit at each site, which is equivalent to the rate of
change in surface elevation relative to sea level over time. A negative value indicates a loss
in surface elevation relative to sea level over time. This was calculated using the following
equation (Cahoon 1995):
accretionDeficit = accretion – ESLR – deepSubsidence – shallowSubsidence
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where:
accretionDeficit
accretion
ESLR
deepSubsidence
shallowSubsidence

= net of factors contributing to an increase or decrease in
elevation (cm/yr)
= rate of sediment accretion (cm/yr)
= rate of eustatic sea level rise (cm/yr)
= rate of deep subsidence (cm/yr)
= rate of shallow subsidence (cm/yr)

Shipman (1989) reported a deep subsidence rate of -0.02 ± 0.08 cm/yr for Anacortes,
WA, based upon leveling surveys and tide gauges. This was the closest reference site to
Padilla Bay, so I used this value in the calculations. The negative value indicates uplift
related to isostatic rebound or tectonic processes rather than actual subsidence. I used an
ESLR rate of 0.336 ± 0.041 cm/yr, which was measured using satellite altimetry for the
period 1992-2007 (Beckley et al. 2007). Standard error of the accretion deficit estimate was
propagated quadratically by taking into account the error of each individual component in the
expression.
3.3

Results
The majority of sites (17 of 23) showed an elevation loss relative to the baseline

measurements (Table 2). Mean surface elevation change for all sites measured directly using
the SETs was -0.147 ± 0.147 cm/yr, and mean calculated shallow subsidence was 0.401 ±
0.173 cm/yr. The mean accretion deficit was -0.463 ± 0.173 cm/yr, which represents a
decrease in elevation relative to sea level over time. The accretion deficit was greater than
the surface elevation change measured directly using the SETs because the accretion deficit
calculations factor in both deep and shallow subsidence and ESLR. A total of 19 of the sites
showed a net accretion deficit, while the remaining five showed an increase in elevation
27

relative to sea level. Significant erosional scouring of the sediment surface from the rod out
to at least the first pin was observed at sites 1, 5, 15, 16, and 17. Only measurements taken
from the four pins furthest from the rod were used at those sites.
I observed a distinct pattern in the surface elevation measurements taken with the
SETs at almost all of the sites. At each of these sites, the mean surface elevation measured in
the spring was consistently lower than that measured in the summer of the same year. This
oscillating pattern repeated each year whether or not the site exhibited an overall upward or
downward trend in elevation. The increase in elevation between spring and summer may
have been due to an increase in Z. marina and Z. japonica NPP during the summer months,
which could help trap additional sediment.
Table 2. Rates of surface elevation change, shallow subsidence, and accretion deficit derived for each SET site.
The number of sampling dates (n) includes that of the baseline measurements, and two sets of measurements
were typically taken each year. Elevation is the surveyed elevation in 2002.
P
Shallow subsidence
Accretion deficit
Site
Elevation
n Elevation change
r2
(cm/yr)
(cm/yr)
(m MLLW)
(cm/yr)
1
0.5
8
-0.780
0.809 0.002
1.035
-1.096
2
0.2
8
-0.359
0.798 0.003
0.613
-0.675
3
0.8
8
-0.217
0.303 0.158
0.472
-0.533
4
0.3
8
-0.626
0.939 0.000
0.881
-0.942
5
0.6
8
-0.175
0.063 0.549
0.430
-0.491
6
0.2
8
-0.088
0.100 0.447
0.343
-0.404
7
0.5
8
-0.387
0.487 0.054
0.642
-0.703
8
0.2
8
0.362
0.543 0.037
-0.107
0.046
9
0.6
8
-0.129
0.262 0.195
0.384
-0.445
10
0.1
8
-0.005
0.000 0.976
0.260
-0.321
11
0.4
8
0.094
0.045 0.615
0.161
-0.222
12
-0.2
8
-0.013
0.001 0.953
0.268
-0.329
13
0.2
8
-0.535
0.810 0.002
0.790
-0.851
14
-0.1
8
-0.050
0.027 0.698
0.304
-0.366
15
1.0
8
-0.587
0.876 0.000
0.842
-0.903
16
1.0
8
0.361
0.577 0.029
-0.106
0.045
17
0.8
7
-0.357
0.136 0.417
0.612
-0.673
18
0.3
7
-0.123
0.010 0.833
0.378
-0.439
4B
NA
2
0.082
1.000
NA
0.173
-0.234
5B
NA
2
-0.112
1.000
NA
0.367
-0.428
12B
NA
3
0.895
0.785 0.307
-0.640
0.579
14B
NA
3
1.695
0.890 0.215
-1.440
1.379
16B
NA
3
-2.315
0.940 0.158
2.570
-2.631
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3.4
3.4.1

Discussion
Experimental Design
A considerably more detailed approach to analyzing the SET data could have been

taken but was beyond the scope of this modeling project. In order to validate the computer
model, I only needed an estimate of the net accretion deficit. The large number of SET sites
that are installed in Padilla Bay present many possibilities for further study, however.
For example, Maxwell (2004) used the SET measurements to look for significant
differences in the rate of elevation change between sites that were grouped by distance from
shore, elevation, or region of the bay. She found no significant differences based upon any
of these groupings, but her study was limited to only the first year of field data and had very
low statistical power. She derived a mean elevation change rate for Padilla Bay of -0.06 ±
0.05 cm/yr, but that did not include measurements from the newest sites located further out in
the bay as they were not yet installed (sites 4B, 5B, 12B, 14B, and 16B).
3.4.2

Surface Scouring
The surface scouring observed at some of the sites proved problematic. It was

probably due to localized erosion caused by the interaction between wave energy and the
SET benchmark rod or cement collar. Without taking this scouring into account by ignoring
measurements from the nearest SET pins, the elevation change rate would have been -0.188
± 0.149 cm/yr. This is a difference of 0.041 cm/yr compared to the rate of -0.147 ± 0.147
cm/yr that was derived by adjusting for scouring. The unadjusted rate showed a greater drop
in surface elevation, as would be expected. Scouring was observed primarily at sites with
little or no vegetation coverage.
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Determination of the extent of scouring at a particular site was somewhat subjective,
so it is possible that even the adjusted rate did not fully compensate for it. Care should be
taken when using SET sites in relatively unvegetated or exposed locations, as significant
scouring could make measurements from the sites meaningless. It was uncertain whether the
scouring effect was primarily due to the rod permanently extending above the sediment
surface or to the concrete collar poured around it (or both). Newer versions of the SET
system in which the mounting point of the SET on the benchmark rod is flush with the
sediment surface (i.e. no portion of the rod rises above the surface) may help alleviate the
problem.
3.4.3

Net Accretion Deficit
At first glance, the net accretion deficit suggests that the eelgrass meadows in Padilla

Bay may be at risk to submergence by rising sea level. However, the complex non-linear
feedback mechanisms that govern estuarine sediment dynamics must be taken into account
when assessing long term change. The Spatial Relative Elevation Model should provide a
better means of predicting how the bathymetry of the bay may change in the future than
simple linear extrapolation of the rate derived using the SETs. This is because the model
explicitly incorporates many of the non-linear relationships that are present in estuarine
systems.
Although difficulties in measuring an accretion rate for Padilla Bay due to
bioturbation and erosion probably led an inaccurate accretion estimate (as described in
Section 2: Accretion), the net accretion deficit values are still valid. The rate of surface
elevation change measured directly using the SETs includes both the effects of accretion and
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shallow subsidence. If the accretion estimate was either high or low, then the calculated rate
of shallow subsidence would be offset by the same amount. Because the difference between
accretion and shallow subsidence is used to calculate the net accretion deficit, the deficit
would not be affected by an equal over- or under-estimation of these values.
If erosion was occurring at the sites, its effect also would have been included within
the measured surface elevation change rate. The surface elevation change rate would be
equal to accretion minus shallow subsidence minus erosion, and erosion would be included
as a negative component in the net accretion deficit equation. Because erosion would have
resulted in an underestimate of the measured accretion rate by an amount equal to the erosion
rate, the calculated net accretion deficit would still be valid.
The large mean rate of shallow subsidence that I calculated might provide evidence
that erosion is in fact occurring at the location of many of the field sites. Analysis of
sediment cores collected in Padilla Bay shows that there is not a dramatic change in bulk
density or percent mineral matter with depth within the zone of shallow subsidence. (Profiles
of these sediment characteristics are described in Section 5: Sediment Profiles.) This
suggests that compaction of upper layers of sediment is not a very large factor in Padilla Bay
and that the shallow subsidence estimate is probably too high. If the shallow subsidence
estimate is too high, then erosion may have a greater influence than shallow subsidence on
the drop in surface elevation.
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4 Bathymetry
4.1

Introduction
The spatial component of the Relative Elevation Model requires a recent and accurate

bathymetric map as a source of initial depth values for each grid cell. Unfortunately, no such
map existed for Padilla Bay at the time of this project. Maps and Digital Elevation Models
(DEM’s) created with aerial photography are of little or no value in intertidal and subtidal
environments, and bathymetric charts do not provide enough detail to provide meaningful
input to the spatial model. Newer Light Detection and Ranging (LIDAR) technology can
penetrate the water surface and create highly accurate bathymetric maps of bays and coasts
(Wozencraft and Millar 2005), but no LIDAR survey has yet been performed for Padilla Bay.
The only bathymetric data available for Padilla Bay were sets of hydrographic
soundings from surveys performed by the National Ocean Service (NOS) and the historic
U.S. Coast and Geodetic Survey (USCGS). No single hydrographic survey covered the
entire area of the bay, so the data from a combination of several surveys were required to
build a full data set for all of Padilla Bay. Some portions of the bay had been surveyed as
recently as 1994 using modern echo sounder techniques (NOS 1994a, 1994b, 1994c), but the
most recent surveys for large portions of the bay were lead-line surveys that were performed
in the 1930’s through the 1950’s (USCGS 1939, 1940, 1955, 1956a, 1956b). I used these
hydrographic sounding data to make an interpolated bathymetric map of Padilla Bay from
which to run the Spatial REM.
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4.2
4.2.1

Methods
Data Sources
I obtained an ArcGIS shape file from PBNERR that contained the full set of sounding

data for Padilla Bay and its vicinity (Figure 6). This data set was derived by PBNERR staff
from sets of NOS survey data and was referenced to the Washington State Plane North Zone
NAD27 coordinate system. The sounding depths were stored as whole decimeters relative to
Mean Lower Low Water (MLLW), and the sounding points were tagged by survey number
and cartographic code. Some of the points in this data set had cartographic codes
representing entities other than sounding values, such as pilings, rocks, and other structures.
Using ArcMap 9.1, I removed all of these non-sounding points from the data set before
further processing. I also scanned the data set for potential outliers and removed a single
unreasonably deep point with a 48.2 m depth that was surrounded by points in the 0.6 to 3.4
m range. After this pre-processing, 37478 sounding points remained in the data set.
A shape file delineating the Padilla Bay shoreline was also obtained from PBNERR.
This shape file had been created by visually tracing the shoreline as represented on U.S.
Geological Survey 7.5 minute series topographic maps and represents the level of Mean High
Water (MHW). The islands located in the bay were also delineated in this shape file using
the same technique. Using this shape file, I created a polygon representing the boundaries of
the model area of interest (AOI).
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Figure 6. The hydrographic sounding data set contained depth values obtained from several different surveys
that were performed between 1939 and 1994.

Due to the wide range in survey dates, I could not use the hydrographic sounding data
directly to create an interpolated bathymetric map without first compensating for changes in
depth that may have occurred due to accretion, subsidence, and ESLR between the survey
dates. In order to do this, I chose to use the surveyed SET sites as benchmarks from which to
calculate rates of change in depth of the sediment surface. The majority of the SET sites (18
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out of 23) installed in the bay were surveyed for elevation to the nearest decimeter by
Maxwell (2004) in 2003, approximately one year after the sites were initially installed. The
point surveyed was the base of the concrete column that secured the SET rod in place. At the
time of installation the concrete was flush with the sediment surface, so the surveyed
elevation represents the surface elevation in 2002.
The SET sites that had been surveyed for elevation fell within regions of Padilla Bay
that were most closely covered by three hydrographic surveys. Sites 1-6 in the northern
portion of the bay fell under surveys H-8331 (referred to by field number HO-1155 in the
data set) and H-8317, both of which began in 1955. Survey H-8317 also extended into 1956.
Sounding points from these two surveys were very sparse along the eastern margin of the bay,
and coverage was poor in the direct vicinity of the SET sites. Sites 7-18 in the middle and
southern portions of the bay fell most closely under survey H-6654 which took place in 1940.
This survey covered the southern portion of the bay and the corresponding SET sites fairly
well. All of these surveys were performed using lead line techniques. I extracted the H-8331
and H-8317 survey sounding points from the full data set into a separate shape file to create a
data set for 1955, and I did the same with the H-6554 sounding points to create a data set for
1940. ArcMap 9.1 was used for all spatial processing and analysis.
4.2.2

Interpolation: Bathymetric Surfaces for 1955 and 1940
In order to calculate a rate of elevation change from 1955 to 2002 using the SET sites

as reference points, I created an interpolated bathymetric surface from the 1955 sounding
data set. I used kriging as the interpolation method because it is a geostatistical technique
that can provide an estimate of error of the interpolated values (Oliver and Webster 1990).
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Kriging differs from fully deterministic interpolation methods, such as Inverse Distance
Weighting (IDW), in that the weights used for interpolation are based not only on the
proximity between measured points, but also on the spatial arrangement of the points (spatial
autocorrelation) (Johnston et al. 2003). Kriging is considered an optimal interpolator because
the point estimates produced by it are unbiased and have minimum variances, and the
estimation variances themselves can be estimated (Oliver et al. 1989). This allows a
calculation of the estimation confidence to be made at any given point on the resulting
interpolated surface. Kriging is also an exact interpolator, meaning that the kriged value at a
measured sampling point has a variance of zero.
I used ordinary kriging, which is the most commonly used kriging method (Verfaille
et al. 2006). Ordinary kriging assumes that the mean data value is locally stationary
(Johnston et al. 2003), which is usually a safe assumption (Oliver et al. 1989). In other
words, the mean value is assumed to remain constant within the interpolation neighborhood.
An additional assumption is that the true mean of the data is an unknown constant (Johnston
et al. 2003). The various parameters that are used in the ordinary kriging operation, such as
the lag, nugget, and range, are obtained through analysis of the semivariogram, which
measures the strength of the statistical correlation as a function of distance (Johnston et al.
2003). I performed all kriging analysis and operations using ArcMap 9.1 and the ArcGIS
Geostatistical Analyst extension.
Exploratory analysis of the 1955 sounding data set revealed that the data were
positively skewed (n=16079, skewness=1.62, kurtosis=5.64). Log transformation of the data
did not appreciably improve normality, so I continued with the untransformed data set.
Ordinary kriging is robust to deviations from normality unless the creation of quantile maps
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or probability maps is desired (Johnston et al. 2003, Rurino et al. 2004, Diodato and
Ceccarelli 2005), which I did not require. Some amount of bias may be introduced with nonnormality of the underlying data however, and the prediction efficiency may be reduced
(Armstrong and Boufassa 1988, Cressie 1993, Helsel and Ryker 2002). Given that the
hydrographic sounding points were obtained using lead line techniques and likely contained a
substantial amount of measurement error to begin with (Van der Wal and Pye 2003), I did
not feel that using a more complex interpolation method in an attempt to deal with the nonnormality would have produced a significantly more accurate final map.
Examination of the semivariogram in several directions revealed a strong anisotropy
of approximately 339 degrees. In order to clarify this anisotropy prior to kriging, I removed
all points from the data set that lied outside of the AOI. I did this because this 1955 sounding
set also contained coverage of part of Samish Bay which sloped in a different direction. The
skewness of this reduced data set was greater than that of the full data set (n=6506,
skewness=3.30, kurtosis=15.39). A transformation did not make the data normal, so I
proceeded with the untransformed data for the reasons already described.
I used an iterative process to determine the optimal parameter values for the kriging
operation on the clipped data set. Starting with the suggested values calculated by ArcGIS
Geostatistical Analyst, I iteratively adjusted the model, lag size, nugget, anisotropy direction,
and neighborhood size to produce the best prediction surface possible using ordinary kriging
(Table 3). The kriging tool in ArcGIS Geostatistcial Analyst does not allow a spatial
boundary to be set for the kriging operation, so I did not use one. Rather, the kriging tool
creates a rectangular surface with dimensions that are determined by the distribution of data
points and the various kriging parameters.
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The criteria that I used to determine the optimal prediction surface were that it should
have a mean prediction error near zero, a low average standard error and root-mean-square
prediction error, a standardized mean prediction error near zero, and a root-mean-square
standardized error close to one (Johnston et al. 2003). These error values were calculated
using cross-validation on each potential surface. The cross-validation procedure in ArcGIS
Geostatistical Analyst walks through the data set one point at a time and compares the
measured value at each point to the predicted value calculated at that same point with the
measured point omitted (Johnston et al. 2003). It uses the results of these comparisons to
calculate the overall error values for the prediction surface.
Table 3. Kriging parameters used to create the optimal interpolated surfaces for 1955 and 1940 using
hydrographic survey data from those years.
Parameter
Parameter value for
Parameter value for
1955 surface
1940 surface
Kriging method
Ordinary kriging
Ordinary kriging
Model
Spherical
Exponential
Major range
5929.3 m
7684.0 m
Anisotropy minor range
2993.7 m
Not used
Anisotropy direction
338.8 degrees
Not used
Partial sill
16413 m2
516.23 m2
Nugget
0.00 m2
134.31 m2
Lag size
520.96 m
648.25 m
Number of lags
12
12
Max. neighbors included
5
5
Min. neighbors included
2
2

In addition to the cross-validation, I used ArcGIS Geostatistical Analyst to create a
prediction standard error map for each potential surface that showed the standard error of the
prediction at every point of the interpolated surface. I visually compared these prediction
standard error maps as an aid in choosing the optimal prediction surface. I also compared QQ plots of standardized prediction error for each surface, as well as plots of measured versus
predicted values of each data point.
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I repeated the same general procedure to construct a kriging-interpolated surface for
1940 that I followed in the creation of the surface for 1955. Exploratory analysis of the 1940
sounding data revealed that the data were positively skewed (n=16043, skewness=1.91,
kurtosis=6.66). I could not find a transformation that appreciably improved normality, so I
used the untransformed data for the reasons already described above. Examination of the
semivariogram in several directions did not reveal a strong anisotropy in a single direction,
so I did not specify anisotropy in the interpolation. I used the same iterative process
described above to produce the best possible prediction surface using ordinary kriging (Table
3). I also created a prediction standard error map for this surface using ArcGIS Geostatistical
Analyst.
4.2.3

Interpolation: Bathymetric Surface for 2002
Using the interpolated surface for 1940, I used ArcGIS Geostatistical Analyst to

predict depths at the locations of SET sites 7 through 18 in 1940. I then calculated a linear
rate of change in depth from 1940 to 2002 at each of those SET sites by subtracting the
measured depth in 1940 from the measured depth in 2002 and dividing by the number of
years elapsed. I repeated this procedure using the interpolated surface for 1955 to predict
depths at the locations of SET sites 1 through 6 in 1955. A linear rate of change in depth was
calculated at each site for the period 1955 to 2002. Using the rates calculated individually at
SET sites 1 through 18, I calculated a mean rate of depth change over time for the entire bay.
Standard error of the mean rate of change was calculated using quadratic error propagation of
the prediction error at each site. Because the survey measurement error was negligible
compared to the prediction error, I ignored the survey measurement error in the propagation.
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I projected each sounding point in the original full data set forward to 2002 by
adjusting the depth at each point by the amount of change between the survey year for that
point and 2002, which I calculated using the mean rate of depth change (Table 4). In doing
so, I assumed that the rate of change in depth was constant from 1939 through 2002 although
this may not have been the case in reality. I also assumed that this rate was the same
throughout all of Padilla Bay and did not vary by region.
Table 4. The depth of each sounding point in the full data set was projected forward to 2002 using an
adjustment based on the mean rate of depth change calculated for the bay. Negative depth change is equivalent
to an increase in sediment surface elevation.
Survey year Depth adjustment forward to 2002 (cm)
1939
-20.59
1940
-20.25
1955
-15.35
1956
-15.03
1994
-2.61

This full data set projected forward to 2002 was then used to create an interpolated
bathymetric surface for 2002 which would serve as the starting state of the spatial model. As
in the creation of the interpolated surfaces for 1940 and 1955, I used ordinary kriging as the
interpolation method. Exploratory analysis of the data set revealed a skew to the right
(n=37478, skewness=2.262, kurtosis=8.3257). I could not find a transformation that
appreciably improved the normality, so I continued with the untransformed data for the
reasons previously described. Examination of the semivariogram did not reveal a strong
anisotropy in a single direction, so I did not specify anisotropy in the kriging operation.
Since I did not specify anisotropy in the kriging parameters, I did not crop out sounding
points that were outside of the AOI.
I used an iterative process as described in the previous section to produce the best
prediction surface possible for 2002 (Table 5). I created a prediction standard error map for
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this interpolated surface and used it to visually assess the reliability of the predictive surface
at various regions of the bay. I also compared the measured depth values at each of the SET
sites that had been surveyed to the predicted value at the same locations.
Table 5. Kriging parameters used to create the optimal interpolated surface for 2002 using hydrographic survey
data from the original data set projected forward to 2002.
Parameter
Parameter value for 2002 surface
Kriging method
Ordinary kriging
Model
Spherical
Major range
3612.8 m
Anisotropy minor range
Not used
Anisotropy direction
Not used
Partial sill
22554 m2
Nugget
0.00 m2
Lag size
304.8 m
Number of lags
12
Max. neighbors included
5
Min. neighbors included
2

4.2.4

Conversion of the Interpolated Surface for 2002 to a Bathymetry Grid
The Spatial REM requires a bathymetry grid in ASCII format as the starting state, so

it was necessary to convert the interpolated surface as stored in ArcGIS Geostatistical
Analyst into this format. I used the Export to Raster tool on the interpolated surface to
transform it into a raster with cell dimensions of 50 m by 50 m. Each cell’s value was set to
the depth value predicted at its center by the interpolated surface. The boundaries of this
raster extended well outside of the AOI, so I clipped it close to the maximum east/west and
north/south extents of the AOI.
Using raster arithmetic and a mask created from the AOI polygon, I set the value of
all cells in this raster that were located outside of the AOI to “NoData”. I also set the value
of all cells that fell within island boundaries to “NoData” using a mask created from the
island polygons. This final bathymetry raster was then exported to an ASCII grid using the
Raster to ASCII tool provided by the ArcGIS Spatial Analyst extension.
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4.3
4.3.1

Results
Interpolation: Bathymetric Surfaces for 1955 and 1940
The interpolated bathymetric surface for 1955 that was created using ordinary kriging

covered the northern portion of Padilla Bay, including the locations of SET sites 1 through 6,
4B, and 5B (Figure 7). Although sites 8, 10, and 12 were also covered by this surface, I did
not use them to make rate change calculations with this surface because the 1940 surface had
better prediction accuracy in that area of the bay. The average prediction standard error for
the 1955 surface was approximately 1.6 m (Table 6). Examination of the prediction standard
error map and the predicted standard error at the surveyed SET sites revealed poor prediction
accuracy in the vicinity of sites 1 through 5 (Figure 8, Table 7). This was expected because
hydrographic sounding points were sparse in the northeast region of the bay and did not
extend very far shoreward. The average prediction standard error at the locations of these
particular sites was 2.8 m. The average rate of change in depth from 1955 to 2002 calculated
by comparing the predicted depths at SET sites 1 through 6 in 1955 to the surveyed depths in
2002 was -1.7 ± 20.3 mm/yr. This negative rate represents an increase in sediment surface
elevation.

Table 6. Prediction errors associated with the interpolated surfaces that were created for 1955 and 1940 using
ordinary kriging.
Prediction Errors
1955 surface 1940 surface
Mean (m)
0.00131
0.000474
Root-mean-square (m)
1.02
0.636
Average standard error (m)
1.55
1.23
Mean standardized
0.000635
0.000168
RMS standardized
0.692
0.518
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Figure 7. The interpolated surface for 1955, clipped to the AOI. The surface was created using ordinary
kriging of soundings from surveys H-8331 and H-3317.

Figure 8. Standard error of prediction for the 1955 surface. The range of the prediction standard error of the
unclipped surface was 0.2 m to 12.4 m.
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Table 7. Depth predictions at SET sites 1-6 using the 1955 surface. Rates of change in depth were calculated
by subtracting the surveyed depths in 2002 from the predicted depths in 1955 and dividing by the number of
years elapsed. Negative rates of depth change indicate increases in elevation. Depths are relative to MLLW.
SET
Predicted
Prediction
Surveyed depth
Rate of depth change
site
depth 1955 (m) standard error (m)
2002 (m)
1955-2002 (mm/yr)
1
-0.56
4.57
-0.5
1.34
2
-0.11
2.68
-0.2
-1.83
3
-0.65
4.04
-0.8
-3.28
4
-0.21
2.76
-0.3
-2.00
5
-0.41
2.07
-0.6
-4.15
6
-0.20
0.97
-0.2
0.00
4B
0.51
0.87
Not surveyed
N/A
5B
-0.06
1.32
Not surveyed
N/A

The interpolated bathymetric surface for 1940 covered the southern portion of the bay,
including the locations of SET sites 7 through 18, 12B, 14B, and 16B (Figure 9). This
prediction surface had an average prediction standard error of approximately 1.2 m (Table 6).
Average prediction standard error at the locations of SET sites 7 through 18 was 1.3 m
(Figure 10, Table 8), which was considerably better than that calculated at sites 1 through 6
using the 1955 surface. This can be accounted for by the higher density of sounding points
around the SET sites in the 1940 surface compared to that of the 1955 surface. The
variability in prediction standard error in the vicinity of the SET sites was much less in the
1940 surface than in the 1955 surface for the same reason. The average rate of change in
depth from 1940 to 2002 calculated by comparing the predicted depths at SET sites 7 through
18 in 1940 to the surveyed depths in 2002 was -4.1 ± 6.0 mm/yr.
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Figure 9. The interpolated surface for 1940, clipped to the AOI. The surface was created using ordinary
kriging of soundings from survey H-6554.

Figure 10. Standard error of prediction for the 1940 surface. The range of the prediction standard error of the
unclipped surface was 1.2 m to 2.3 m.
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Table 8. Depth predictions at SET sites 7-18 using the 1940 surface. Rates of change in depth were calculated
by subtracting the surveyed depths in 2002 from the predicted depths in 1940 and dividing by the number of
years elapsed. Negative rates of depth change indicate increases in elevation. Depths are relative to MLLW.
SET
Predicted
Prediction
Surveyed depth
Rate of depth change
site
depth 1940 (m) standard error (m)
2002 (m)
1940-2002 (mm/yr)
7
0.01
1.75
-0.5
-8.27
8
-0.08
1.22
-0.2
-1.90
9
-0.35
1.25
-0.6
-4.08
10
-0.02
1.23
-0.1
-1.32
11
-0.29
1.24
-0.4
-1.84
12
0.19
1.22
0.2
0.11
13
-0.26
1.22
-0.2
0.97
14
0.06
1.22
0.1
0.65
15
-0.79
1.25
-1.0
-3.35
16
-0.82
1.24
-1.0
-2.95
17
0.12
1.22
-0.8
-14.84
18
0.45
1.22
-0.3
-12.05
12B
0.39
1.22
Not surveyed
N/A
14B
0.01
1.23
Not surveyed
N/A
16B
-0.25
1.23
Not surveyed
N/A

4.3.2

Interpolation: Bathymetric Surface for 2002
Averaging the rates of depth change calculated at all of the surveyed SET sites from

both the 1955 and 1940 prediction surfaces produced a mean rate of change of -3.3 ± 21.2
mm/yr. The interpolated bathymetric surface created for 2002 using the depth adjustment
based on this rate covered the entire AOI (Figure 11). The average standard prediction error
for this surface was 1.8 m (Table 9), and the prediction error at any given point was
dependent largely upon the density of the sounding points in that particular area (Figure 12).
The southern portion of the bay had considerably better sounding coverage than the northern
portion, and the standard prediction error was correspondingly lower in the south than in the
north.
Table 9. Prediction errors associated with the bathymetric surface that was created for 2002 using ordinary
kriging.
Prediction Errors
2002 surface
Mean (m)
-0.0235
Root-mean-square (m)
1.37
Average standard error (m)
1.82
Mean standardized
-0.00111
RMS standardized
0.916
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Figure 11. The interpolated surface for 2002, clipped to the AOI. The surface was created using ordinary
kriging of the original soundings projected forward to 2002.

Figure 12. Standard error of prediction for the 2002 surface. The range of the prediction standard error of the
unclipped surface was 0.1 to 14.0 m.
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Examination of the predicted depth values at the location of each surveyed SET site
revealed a mean prediction standard error among those sites of approximately 2.3 m and a
mean difference in predicted versus surveyed depth of -0.01 ± 0.72 m (Table 10). Sites 17
and 18, located close to the Swinomish Channel, had the worst prediction accuracy. The
prediction surface tended to slightly under-predict depths at most of the SET sites (Figure 13).

Table 10. Comparison of predicted depths to surveyed depths at the location of each SET site using the
interpolated bathymetric surface for 2002. Depths are relative to MLLW.
SET
Predicted depth
Prediction standard error
Surveyed depth
Predicted – surveyed
Site
(m)
(m)
(m)
(m)
1
-0.39
5.59
-0.5
0.11
2
-0.35
3.26
-0.2
-0.15
3
-0.82
5.31
-0.8
-0.02
4
-0.38
3.07
-0.3
-0.08
5
-0.59
2.80
-0.6
0.01
6
-0.34
1.30
-0.2
-0.14
7
-0.70
6.80
-0.5
-0.20
8
-0.28
1.41
-0.2
-0.08
9
-0.54
2.42
-0.6
0.06
10
-0.19
1.56
-0.1
-0.09
11
-0.52
1.73
-0.4
-0.12
12
0.05
1.39
0.2
-0.15
13
-0.51
1.06
-0.2
-0.31
14
-0.13
1.57
0.1
-0.23
15
-1.00
2.39
-1.0
0.00
16
-0.99
1.96
-1.0
0.00
17
-0.04
1.38
-0.8
0.77
18
0.13
1.08
-0.3
0.43
4B
0.34
1.28
Not surveyed
N/A
5B
-0.22
1.72
Not surveyed
N/A
12B
0.04
1.44
Not surveyed
N/A
14B
-0.21
1.36
Not surveyed
N/A
16B
-0.69
1.30
Not surveyed
N/A
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Figure 13. Accuracy of the depths predicted using the 2002 interpolated surface at the locations of the 18
surveyed SET sites. The dotted line represents the slope of a perfect one-to-one prediction (prediction depth
equal to surveyed depth) at all sites. The solid line represents the least-squares linear fit of the predicted points,
and is shown only for reference.

4.3.3

Conversion of the Interpolated Surface for 2002 to a Bathymetry Grid
The final clipped bathymetry grid created for 2002 had dimensions of 157 columns

by 303 rows. Of these 47571 total cells, 19238 were marked as “NoData” because they fell
outside of the AOI or within island boundaries. The remaining 28333 cells contained depth
values and comprised a total area of 7083.25 ha (Figure 14).
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Figure 14. Final bathymetry grid for 2002, clipped to the AOI. Cell size is 50 m by 50 m.

4.4
4.4.1

Discussion
Depth Change Rate
The procedure that I followed to create the bathymetric map for 2002 used a single

calculated rate of depth change from 1939 to 2002. I did not account for any potential
differences in this rate among different regions of the bay, although it is quite possible that
there were variations. Periodic dredging of the Swinomish Channel may have altered the
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distribution of sediment in the southern portion of the bay. The projected depths for 2002 at
sites 17 and 18, the closest sites to the channel, had the greatest discrepancy between the
predicted and surveyed values and might provide some evidence for this.
I also did not account for any potential differences in the rate of depth change based
upon depth itself. It is probable that the rates of accretion and shallow subsidence vary at
different depths because of differences in the vegetation communities and sediment profiles
associated with those depths. It was for this very reason that the relative elevation model was
developed. Because the SET sites that I used as benchmarks were located within a very
narrow range of depths, I had no way of calculating separate rates for various depth contours.
The large error in sounding measurements, as well as the propagation of that error
from the development of the 1940 and 1955 surface to the development of the 2002 surface,
forces caution in the interpretation of the rate of depth change that was calculated for the bay.
It must be remembered that this rate was derived only with the intention of adjusting the
original hydrographic sounding values forward to 2002 and does not include geologic or
biologic knowledge of the estuarine system. It is not an estimate of relative sea level rise.
Quantification of long-term morphological changes using historic bathymetry data sets is
problematic. Error due to sounding measurement technique, survey sampling design, and
errors made in the construction of bathymetric charts may exceed the actual change that
could have occurred (Van der Wal and Pye 2003).
4.4.2

Sources of Error
The accuracy of the interpolated bathymetric surface for 2002 was limited to a large

extent upon the accuracy and spatial distribution of the hydrographic sounding points that
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were used to create it. Lead-line survey techniques have several potential sources of vertical
error (Van der Wal and Pye 2003). If the line is not taut or vertical at the time of
measurement, the measured depth is an overestimate of the true depth. If the line does not
come to rest upon the actual sea floor, depth is underestimated. It was common practice with
lead-line surveys to always round the measured depth downward to avoid overestimates that
might cause ships to inadvertently run aground (Bowyer 1992). The values that were
recorded in the early surveys were rounded to the nearest foot (0.3 m) (USCGS 1939).
Vertical errors in measurement using both lead-lines and echo sounders may also derive from
the measurement of the water level, computation of tidal datums, and uncertainties in the
application of tidal zoning in the survey area (Gibson and Gill 1999).
The vertical accuracy of the older surveys that were performed using lead-lines is
difficult to quantify (NOAA 2005). The more recent surveys that used echo sounders had a
maximum vertical accuracy of about 15 cm under ideal conditions (Morang et al. 1997). It
can safely be assumed that the accuracy of the lead-line surveys was much less than that of
the echo sounder surveys.
Some amount of horizontal positional error is also present in hydrographic soundings.
The earlier lead-line surveys in Padilla Bay used sextants to visually triangulate position at
various times during the survey, and the horizontal accuracy using this method was
approximately 5 to 10 meters (NOAA 2005). A position fix was not made at every sounding
point in these older surveys. Rather, a position was marked, the helmsman would attempt to
follow a straight sounding line from that point, and soundings were made at pre-defined
intervals along that line. Changes in the strength and direction of water currents, particularly
when a sudden change in depth occurred, could result in crooked sounding lines and irregular
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spacing in the sounding points (USCGS 1939). A position fix was made when a change was
evident or could be predicted. The newer surveys that used GPS to calculate position had a
horizontal accuracy of about 5 meters (NOAA 2005).
Given the large number of sounding points in the full data set however, the vertical
and horizontal measurement errors will largely cancel out as long as they are truly random
and unbiased (Van der Wal and Pye 2003). This means that the error on the scale of the
entire prediction surface is better than the measurement error at any given point. The
prediction errors associated with each of the kriged surfaces reflect this, although they do not
account for bias that may have been introduced by always rounding the depth measurements
down in the lead-line surveys.
4.4.3

Anisotropy
It was not surprising that an anisotropic trend was observed in the semivariogram of

the 1955 sounding data set that covered the northern portion of Padilla Bay. The direction of
anisotropy was approximately parallel to the shoreline in this portion of the bay, meaning
that points equidistant from shore were generally more similar in depth than points closer to
or further from shore. Including anisotropy as a parameter in the kriging operation for this
data set improved the prediction error of the resulting interpolated surface, as would be
expected.
The 1940 data set did not exhibit anisotropy in a single direction because the southern
portion of the bay included areas that sloped down towards the north as well as areas that
sloped down towards the west. Similarly, the full data set for 2002 did not exhibit anisotropy
in a single direction because it was comprised of sounding points from many different
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regions of the bay that sloped in widely varying directions. Specifying anisotropy as a
kriging parameter in the interpolation of either of these surfaces would have introduced an
unjustified bias and increased the prediction error.
4.4.4

Future Bathymetric Mapping of Padilla Bay
It may not be long before high-resolution LIDAR coverage is available for Padilla

Bay. The Puget Sound LIDAR Consortium has been developing public domain LIDARderived topography and bathymetry products for the Puget Sound region since 1999. The
extent of their available coverage keeps growing and will likely extend north to Padilla Bay
in the future.
Utilization of LIDAR data to create an interpolated bathymetric surface for the bay
would result in a considerably more accurate map than the relatively complex and errorprone method that I used to generate the 2002 surface. Vertical accuracy of LIDAR used in
near-shore surveys is ± 0.15 m, and horizontal accuracy is ± 1-3 m (Wozencraft and Millar
2005). Up to 3000 laser pulses can be sent per second. In clear waters, the maximum depth
detectable by LIDAR pulses is about 60 m. Depths throughout the majority of Padilla Bay
are less than 4 m MLLW, so the utilization of LIDAR technology would appear to be an
excellent choice for future bathymetric mapping of this region.
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5 Sediment Profiles
5.1

Introduction
Calibration of the Spatial Relative Elevation Model relies heavily upon the use of

profiles of various sediment characteristics, and many configuration parameters are based
upon characteristic values measured from real cores. Bulk density, percent mineral matter,
and percent pore space characteristics are particularly important in the calibration phase. It
seemed possible that various regions within Padilla Bay might have significantly different
sediment profiles due to variations in vegetation type, hydrodynamic influences (e.g.
proximity to the Swinomish Channel), and topographic characteristics. If differences in the
sediment profiles were present and detectable by region of the bay, the configuration
parameters that control sediment characteristics for the Spatial REM could be tailored to
individual regions. This would allow for a more precise calibration and could improve the
overall accuracy of the model results.
5.2

Methods
One sediment core was collected from each of the 23 SET field sites. The cores were

collected to sediment depths of at least 32 cm using PVC tubes approximately 60 cm in
length and 10.5 cm in diameter. Compaction of the cores during the extraction process was
minimal, and cores were kept in an upright position until frozen in the laboratory. After
partially thawing the cores, they were sliced into horizontal sections. Most of the cores that
were collected and analyzed by Maxwell (2006) were sliced into 4 cm thick sections, while
the cores that I collected (4B, 5B, 12B, 14B, and 16B) were sliced into 2 cm thick sections.
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Bulk density was calculated for each core slice as described in Section 2: Accretion.
Percent mineral matter by weight, percent organic matter by weight, and percent pore space
were also determined for each core slice. Once the slices had been oven-dried and pulverized
as described in Section 2: Accretion, approximately 15 grams of sediment from each slice
were placed into ceramic crucibles with loose-fitting lids. The crucibles were placed into a
muffle furnace and burned for 24 hours at 500 °C. Percent mineral matter by weight, percent
organic matter by weight, and percent pore space were calculated as described by Allen
(1974) based upon weight loss on ignition.
I classified the field sites into northern (sites 1-6, 4B, and 5B), middle (sites 7-12 and
12B), and southern (sites 13-18, 14B, and 16B) groups. Sites 5B and 18 were randomly
dropped to create three equally sized groups of seven sites each. As part of her Master’s
thesis, Maxwell (2004) installed the field sites specifically to facilitate this grouping. I used
this same grouping based upon the assumption that topographic differences among regions of
the bay may result in corresponding differences in sediment profile characteristics.
Comparison of sediment profiles among regions of the bay was accomplished by
visually comparing the 95% confidence intervals of the measured sediment characteristic
values at designated depths within the cores. Sediment characteristic values at a particular
depth were not considered to be significantly different between two regions if the mean value
for one of the regions fell within the confidence interval of the other. The two profile
characteristics that I compared at each depth were bulk density and percent mineral matter by
weight. Because the porosity measurements were directly dependent upon the bulk density
measurements, there was no reason to compare porosity with depth. I did not utilize a more
complex statistical approach such as ANCOVA because profile characteristic measurements
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made at different depths within the same core were not independent. The consequences of
committing a Type I or Type II error were minimal, so the simpler confidence interval
approach was sufficient.
Some of the earlier sediment cores had been sliced into 4 cm sections, while some
had been sliced into 2 cm sections. In order to account for this, I averaged the bulk density
and percent mineral matter values for every two consecutive sections of the cores that had
been sliced in 2 cm increments. This allowed for comparison of all cores at 4 cm increments
in depth. Because all of these cores were taken to a depth of at least 32 cm, I used the slices
from depths 0-32 cm for a total of 8 levels of this factor at 4 cm increments.
Based upon the analysis results, I divided Padilla Bay into distinct regions for
computer modeling purposes. Using ArcGIS, I split the polygon that delimited the study area
of interest into a polygon for each region. I used these polygons to classify the grid cells of
the final bathymetry map by region and create a separate region grid layer with the same
extent and cell size as the bathymetry grid layer.
5.3
5.3.1

Results
Bulk Density
Shapiro-Wilk tests revealed that bulk density followed a normal distribution at each

level of both depth and region. Levene’s test showed that variance was not homogenous
across all groups (F=1.895, P=0.013).
Visual comparison of the bulk density confidence intervals at each depth revealed two
probable groups (Figure 15). Bulk densities for the northern and middle regions were not
significantly different from one another at any of the eight depths. Bulk densities were
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significantly different at four of the depths when comparing the northern and southern
regions to each other and when comparing the middle and southern regions to each other.
This suggested that the northern and middle sites could be placed into one group for
calibration purposes while the southern sites could be placed into another group.
Bulk density (g/cm 3)
0.6

0.8

1

1.2

1.4

1.6

1.8

2

0
North region

Depth within core (cm)

5

Middle region
South region

10
15
20
25
30
35

Figure 15. Mean bulk density at each depth within the core by region of the bay. Error bars represent the 95%
confidence intervals.

5.3.2

Percent Mineral Matter by Weight
Shapiro-Wilk tests revealed that percent mineral matter by weight followed a non-

normal distribution at most levels of depth and region. Neither natural log nor square root
transformations improved normality, so I used the untransformed data. Levene’s test showed
that variance was not homogenous across all groups (F=2.079, P=0.005).
Visual comparison of the percent mineral matter confidence intervals at each depth
revealed two possible groups (Figure 16). Percent mineral matter values for the northern and
middle regions were not significantly different from one another at any of the eight depths.
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Percent mineral matter was significantly different at two of the depths when comparing the
northern and southern regions to each other and when comparing the middle and southern
regions to each other. Mean percent mineral matter by weight at each depth for the southern
region was also consistently less than that of the northern and middle regions. This
suggested that the northern and middle sites could be placed into one group for calibration
purposes while the southern sites could be placed into their own group. While percent
mineral matter values differed at fewer depths than the bulk density values, this grouping was
the same as that resulting from the bulk density profile analysis and collaboratively supports
the grouping.
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Figure 16. Mean percent mineral matter by weight at each depth within the core by region of the bay. Error
bars represent the 95% confidence intervals.
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5.3.3

Region Grid Layer
Based on the bulk density and percent mineral matter by weight analyses, the SET

sites could be divided into two groups based upon sediment profiles. The sites in the north
and middle of the bay comprised one group, while the southern sites comprised the other.
I separated Padilla Bay into northern and southern regions by dividing it with a
horizontal line extending from the tip of March Point on the west to a point slightly north of
Bay View on the east. The region grid layer created with this delineation was comprised of
19779 cells (4944.75 ha) in the northern region and 8554 cells (2138.50 ha) in the southern
region (Figure 17). Each region layer grid cell was set to an integer value of 1 (northern
region), 2 (southern region), or “NoData” (outside of the AOI).

Figure 17. Padilla Bay was divided into a northern region and a southern region for the computer model. This
division was based upon the analysis of sediment characteristic profiles.
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5.4
5.4.1

Discussion
Differences between Regions
The southern sites had lower mean bulk density, lower mean percent mineral matter,

and higher mean percent pore space mean values than the northern and middle sites at all
depths within the cores. The reason for this difference is unclear, and further study would be
required to pinpoint a cause. It is possible that the periodic dredging operations in the
Swinomish Channel impacted natural sediment deposition in the southern portion of the bay
in which the channel is located. Another possibility might be that the southern portion of the
bay is more directly influenced by sediment export from the channel than the rest of the bay.
It may also simply be that hydrodynamic factors are different in the southern portion of the
bay due to the geographic shape of the bay itself, and this may influence the sediment
distribution and deposition.
The SET site elevations at which the cores were taken spanned a very narrow range,
from -0.4 m to 1.0 m MLLW. This was primarily due to the maximum depth at which an
SET can be installed and monitored, as it must be exposed enough at low tide to permit
measurements to be taken from it. One might expect sediment profile characteristics to
change with elevation due to changes in vegetation communities that also take place with
elevation. Although I chose to divide the bay into two regions based upon the analysis
results, the small range of elevations at which the cores were extracted may bring into
question the appropriateness of doing so. The division was based on the sediment profiles in
that narrow range of elevations and did not take into account the possibility that profiles
outside of that range might be quite different.
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5.4.2

Statistical Approach
I had originally intended to compare sediment profiles using a two-way ANCOVA

with surveyed site elevation as the covariate and depth and region as independent variables.
This would have been a considerably more robust approach than visually comparing
confidence intervals, but two major obstacles prevented the use of this statistical method.
First, the experimental design contained an element of measurement dependence. A
single sediment core was taken at each SET site, and each 4 cm slice of the core down to 32
cm was used in the analysis. Since each sediment slice for a site was taken from the same
core, they were not truly independent samples. A better approach for a truly independent
design would have been to extract 8 separate cores at each site and use a single slice from
each core to produce the full array of slice depths from 0 to 32 cm. Practicality forbade such
an approach however, as a total of 184 cores would have been required to accomplish this.
The second obstacle was that the homogeneity of regression ANCOVA assumption
was not met for the bulk density profiles. Without homogeneity of regression, any results
would have been inconclusive (Huitema 1980). There was no way to correct the lack of
regression homogeneity.
Although less complex, the confidence interval approach was sufficient to create the
site groupings. Since the results of this analysis were simply used to divide the bay into
regions for computer modeling purposes, consequences of committing a Type I or Type II
error were minimal. In the case of a Type I error, the model would be calibrated separately
for each bay region, but the calibration parameters for each would be approximately the same
since the sediment profiles would not significantly differ. In the case of a Type II error, a
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single calibration would be used for the entire bay and the calibration parameters would
follow an “average” sediment profile.
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6 Spatial Relative Elevation Model
6.1

Introduction
The Spatial Relative Elevation Model (Spatial REM) is an extension of a non-spatial

computer model that was built by Rybczyk et al. (1998) to simulate changes in coastal
wetland relative surface elevation due to eustatic sea level rise (ESLR), accretion, and
subsidence. The original model is a mechanistic model that incorporates many of the nonlinear feedback relationships that exist in wetland elevation dynamics. A cohort approach
which tracks discrete sediment packets through depth and time is used to simulate sediment
dynamics. The model consists of three primary sub-modules that interact with each other:
primary productivity, sediment dynamics, and relative surface elevation (Figure 18). The
original model was first used to simulate a subsiding forested wetland in coastal Louisiana,
but it has since been applied to many coastal wetlands throughout the world. These include
Venice Lagoon in Italy (Day Jr. et al. 1999), Bay Islands in Honduras (Cahoon et al. 2003),
and Micronesian mangrove forests (Fullagar 2006).
The original REM was created using STELLA iconographic modeling software (High
Performance Systems, Inc. 2002), a user-friendly systems modeling application with a
graphical user interface. In STELLA, users simply drag and drop symbols representing such
entities as flows, converters, and stocks to construct a visual model. Very little text-based
programming is required. Once the model is complete and the user wishes to run a
simulation, the software automatically generates the differential equations required to run the
model based upon the visual diagram. In the case of complex models such as the REM,
hundreds of variables and equations may be created. Model results consist of variable values
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that the user has chosen to watch during the simulation and are stored in table or graph form
in the STELLA application at specified model time-steps.

Figure 18. Odum energy flow diagram of the Relative Elevation Model that was originally developed by
Rybczyk (1998) and used as the base of the spatial model.

Although STELLA is relatively easy to learn and use even when creating complex
models, it does have some disadvantages compared to other modeling environments. It is
expensive to purchase, and STELLA models cannot run outside of the software package
because they are interpreted at run-time rather than compiled to machine code. Because the
software uses its own schematic modeling language, STELLA models cannot directly be
incorporated into models that have been written in other programming languages and cannot
be extended with external tools. Furthermore, model results cannot automatically be used by
other applications without manual intervention.
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Extending the original REM by adding a spatial component could not be done within
STELLA for two main reasons. First, the output of the spatial model needed to be one or
more two-dimensional grid-based maps of Padilla Bay that could be loaded into a GIS for
viewing and spatial analysis. The model also required similar grids as input to represent the
starting state. There was no practical way within STELLA to create or read such structures
however, and it could not be extended to do so. Secondly, it was intended that the spatial
REM would eventually be incorporated into a complex hydrodynamic model that was being
constructed by Battelle Laboratories. It was therefore desirable to create a model using
source code that would be portable across different operating systems and platforms and that
could be modified to interact with other models.
For these reasons, I chose to port the REM to a standard programming language prior
to adding a spatial component. I chose C++ as the target language because it is a widely used
and popular language, its object-oriented capabilities would be ideal for encapsulating the
sub-modules, and a C++ compiler exists for all major operating systems. C++ is a compiled
language rather than an interpreted language, and the result is a faster model execution speed.
This was particularly important given the complexity of the model, the large number of grid
cells it needed to run on, and the number of simulation years that it needed to run for.
6.2
6.2.1

Methods
Porting the Original Model from STELLA to C++
Porting of the model from STELLA to C++ was performed by following a systematic

approach. I did not attempt to rewrite the model from scratch using the first principles and
differential equations upon which the model was designed. Rather, I designed the C++
66

model to mimic STELLA’s behavior in running the original model using Euler’s numerical
algorithm. This behavior is described in detail in the STELLA documentation (High
Performance Systems, Inc. 2002). I took this approach primarily because I wanted to keep
all of the components of the STELLA model (e.g. stocks, converters, and flows) as distinct
entities in the ported model. This would allow direct comparison of the STELLA and C++
versions of the model and would greatly assist in debugging and maintenance of the C++
version.
Model configuration parameters and initial values are stored in a separate file that is
loaded upon start up to avoid requiring recompilation of the model when parameters are
modified. I verified that the ported model worked correctly by comparing the model results
of the C++ version to those of the STELLA version using a test configuration. Variable
values within the C++ model matched those of the STELLA model out to six significant
figures after 100 model years of execution using a time step of 1 week and a delta time (dt)
of 0.25 week.
6.2.2

Adding a Spatial Component to the REM
Once the port of the original model was complete, I added a spatial component to it. I

designed the spatial model to load both a bathymetry grid and a region grid at start up. The
bathymetry grid contains starting state depth values (dm MLLW) for each grid cell. The
region grid indicates whether a particular cell is inside or outside of the model AOI and to
which configuration region it belongs. A separate configuration file is used for each region
so that model parameters can be adjusted independently for each. The REM can still be run
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in non-spatial mode by specifying a command line flag, which is useful for calibration and
initialization purposes.
The spatial model runs the REM on each grid cell within the AOI for a specified
number of model years, and model results are saved at a specified model year interval. The
results consist of a set of three grids created at each interval. These grids contain the depth
(dm below MLLW), annual above-ground biomass (gC/m2/yr), and standing stock (gC/m2)
values for each cell in the model at the end of that year. The grids can be loaded directly into
ArcGIS as ASCII grids for spatial analysis.
6.2.3

Sub-model Algorithms and Modifications for Padilla Bay
The algorithms that are used within the three main sub-models comprising the REM

were modified to work properly for Padilla Bay. In some cases, changes in the algorithms
reflected differences in characteristics of the Padilla Bay eelgrass ecosystem compared to
those of the forested wetlands for which the model was originally designed. In other cases,
simplifications to the model were necessary due to lack of appropriate field data from Padilla
Bay or other eelgrass ecosystems that were required to calculate parameters used by the
original algorithms. Brief descriptions of the various sub-models and the derivation of their
parameters for Padilla Bay are provided in the following sections. A full description of the
original model is provided by Rybczyk et al. (1998).
Primary Productivity Sub-model
Primary production of Zostera marina within Padilla Bay was calculated based solely
upon sediment surface elevation. Although other vegetation types were present in the bay, Z.
marina was by far the most dominant (Bulthuis 1995), so it was the only vegetation type that
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I included in the model. The elevation switching function that I created to control Z. marina
above-ground productivity was based upon the observations from two studies. A study by
Thom (1990) measured Z. marina above-ground NPP and average annual biomass at
different elevations within Padilla Bay over a period of one year. The sampling locations
used in that study spanned a range of elevations up to the maximum elevation at which Z.
marina is found, but did not go down to its lower limit. Another vegetation study in Padilla
Bay that used aerial photography to map vegetation distribution by type reported a lower
elevation limit for Z. marina of -3.0 m MLLW (Bulthuis 1995). I used that value to

Annual Z. Marina above-ground NPP
(g.d.w./m2/yr)

approximate the lower end of the productivity and biomass curves (Figure 19, Figure 20).
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Figure 19. Annual above-ground productivity curve for Z. marina derived from studies by Thom (1990) and
Bulthuis (1995). Measurement error was not reported for these values.
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Figure 20. Average annual above-ground biomass curve for Z. marina derived from studies by Thom (1990)
and Bulthuis (1995). Measurement error was not reported for these values.

Based upon the productivity curves, I derived a set of equations that I used within the
elevation switching function to calculate above-ground NPP (gC/m2/week) and above-ground
biomass (gC/m2) at a given elevation. These equations simply represent the equation of the
line between each segment of the curves (Table 11). Grams dry weight was converted to
grams carbon using the factor 0.38 gC = 1 gDW. (Westlake 1963).
Table 11. The equations used to calculate above-ground NPP and biomass of Z. marina at a given elevation.
These were based upon the productivity and biomass curves depicted in Figure 19 and Figure 20.
Above-ground biomass of
Elevation range
Above-ground NPP of
Z. marina (gC/m2)
(cm MLLW)
Z. marina (gC/m2/week)
elevation > 50
0
0
50 ≥ elevation > 30
-0.0581 · elevation + 2.9048
-0.6270 · elevation + 31.3500
30 ≥ elevation > 10
-1.1320 · elevation + 5.1212
-1.1400 · elevation + 46.7400
10 ≥ elevation > -10
-0.0651· elevation + 4.4526
-0.1710 · elevation + 37.0500
-10 ≥ elevation > -20
-0.0799 · elevation + 4.3050
-0.4940 · elevation + 33.8200
-20 ≥ elevation > -40
0.1341 · elevation + 8.5851
-0.0570 · elevation + 42.5600
-40 ≥ elevation > -300
0.0124 · elevation + 3.7151
0.1725 · elevation + 51.7385
elevation ≤ -300
0
0

Below-ground biomass was calculated as a fraction of above-ground biomass and was
therefore also a direct function of elevation. I used a below-ground/above-ground biomass
ratio of 0.503, which was the average of the reported values measured in two studies
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encompassing three Pacific Northwest eelgrass systems. Thom et al. (2003) reported a
below-ground/above-ground biomass ratio of 0.40 for Coos Bay, OR and 0.91 for Willapa
Bay, WA. The average below-ground/above-ground biomass ratio reported by Kaldy (2006)
for Yaquina Bay, OR was 0.20.
Because the model was run over large time scales, I considered the productivity and
biomass of Z. marina to remain constant throughout the year at a given elevation rather than
follow seasonal shifts. I did not desire to track within-year fluctuation in eelgrass
productivity. Since biomass was held constant at a given elevation, I considered leaf and
root sloughing to occur at a rate equal to above-ground NPP in order to maintain a steady
state. I similarly considered root sloughing to occur at a rate equal to below-ground NPP.
Sediment Dynamics Sub-model
Sediment dynamics were modeled by simulating the movement of sediment packets
down through 18 discrete sediment cohort layers. Sediment state variable values were passed
down from cohort to cohort at a time sequence of 1, 5, 5, 5, 5, 10, 10, 10, 10, 10, 10, 10, 10,
10, 20, 20, 20+ (deepest cohort) years. For example, a sediment packet would remain in the
first (upper) cohort for one year and the second cohort for five years. This allowed for the
simulation of short-term sediment processes in the upper cohorts and the simulation of
longer-term processes in the lower cohorts. It also allowed the sediment dynamics submodel to be calibrated using data from real sediment core slices taken from Padilla Bay.
The sediment dynamics sub-model can be further divided into mineral input, organic
matter decomposition, sediment compaction, and root distribution components. These are
described below.
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Sediment Dynamics Sub-model: Mineral Input Component
Mineral input into the surface cohort was considered a forcing function. It was based
upon the accretion rate that was calculated using 210Pb dating of sediment cores collected
from Padilla Bay as described in Section 2: Accretion. I did not have enough field data to
model mineral input as a function of the percent of time a given elevation was inundated by
sea water as was done in other studies (Day Jr. et al. 1999). Instead, I used the relationship
based upon tidal range and relative elevation that was utilized by Rybczyk and Cahoon
(2002). The tidal range for Padilla Bay is 1.55 m (Thom 1990). Using this relationship,
mineral input at a given elevation was calculated as:
mineralIn = maxMineralIn · minElvFunc
where:
maxMineralIn
minElvFunc

= maximum mineral input (g/cm2/week)
= 1 if tideHeight ≤ 0 else (1.0 – (min(tideHeight, 1.0)))

tideHeight

= relativeElevation / (tidalRange / 2)

relativeElevation
tidalRange

= model simulated marsh elevation (cm)
= mean tidal range (cm)

and:

where:

Mineral matter distribution in the model is defined by the following equation (Day Jr.
et al. 1999):
d(mineraln) / dt = (mineralIn) + (tranMn-1 · mineraln-1) – (tranMn · mineraln)
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where:
mineraln
mineralIn
tranMn-1
mineraln-1
tranMn

= mineral matter in cohort n (g/cm2)
= mineral input as a function of elevation (g/cm2/week)
= transfer rate of mineral matter from overlying cohort (g/cm2/yr)
= mineral matter in overlying cohort (g/cm2)
= transfer rate of mineral matter to underlying cohort (g/cm2/yr)

Sediment Dynamics Sub-model: Organic Matter Decomposition Component
Sloughed leaf litter was exported to the surface cohort of the sediment dynamics submodel from the primary productivity sub-model. It was divided into labile and refractory
pools so that the decomposition of each could be modeled separately. Division into these
pools was made using a leaf labile fraction which was derived using data from a Z. marina
decomposition study at Shannon Point, WA (Rybczyk 2005, unpublished raw data). I
visually estimated the point at which the rate of Z. marina mass loss started to slow in a plot
of mass remaining versus the number of days since the start of the experiment (Figure 21). I
assumed that by this point (approximately day 50) most of the labile material had
decomposed, leaving primarily refractory material. The leaf labile fraction was therefore set
to the fraction of material that had decomposed by this point.
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Figure 21. A leaf litter decomposition study of Z. marina was used to derive the labile fraction of leaf litter
(Rybczyk 2005, unpublished raw data). Error bars represent ± 1 S.E.

The decomposition constants of labile and refractory material were also derived using
the same decomposition data set. These constants were calculated by solving for k using the
following negative exponential decomposition equation and converting from day-1 to week-1:
k = ln(Nt/N0) / t
where:
k
Nt
N0
t

= decomposition constant (day-1)
= mass remaining at time t (g)
= mass at start (g)
= time since start (days)

The labile decomposition constant was calculated between points 1 and 2 of the curve,
and the refractory decomposition constant was calculated between points 3 and 4. No
attempt was made to determine separate decomposition constants for upper and lower regions
within the sediment profile because there was not enough available data to do so.
Root litter from each cohort within the root distribution component of the sediment
dynamics sub-model was also divided into labile and refractory pools and exported to the
organic matter decomposition component. The fraction of labile material in roots was
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derived in a similar manner to that used to calculate the leaf labile fraction. No study of Z.
marina root decomposition rates in the Pacific Northwest existed, so I used the results of a
decomposition study performed in North Carolina to derive the root labile fraction
(Kenworthy and Thayer 1984). The root labile fraction was estimated visually from their
graph of the percentage of Z. marina root mass remaining over time as described above for
the leaf labile fraction.
The decomposition of root and leaf labile organic matter in the model is described by
the following equation (Day Jr. et al 1999):
d(labBelown) / dt =

(litter · leafLabFrac) + (rLitn · rootLabFrac) +
(tranLn-1 · labBelown-1) – (labBelown · klab) –
(tranLn · labBelown)

where:
labBelown
litter
leafLabFrac
rLitn
rootLabFrac
tranLn-1
labBelown-1
klab
tranLn

= labile organic matter in cohort n (gC/cm2)
= aboveground leaf litter inputs to surface cohort (gC/cm2/week)
= labile fraction of above-ground biomass (unitless)
= root litter inputs to cohort n (gC/cm2/week)
= labile fraction of root litter (unitless)
= transfer rate of labile o.m. from overlying cohort (gC/cm2/yr)
= labile o.m. in overlying cohort (gC/cm2)
= decomposition rate of labile organic matter (week-1)
= transfer rate of labile o.m. to underlying cohort (gC/cm2/yr)

Similarly, the decomposition of root and leaf refractory organic matter is described by
the following equation (Day Jr. et al 1999):
d(refBelown) / dt =

(litter · (1 – leafLabFrac)) + (rLitn · (1 - rootLabFrac)) +
(tranRn-1 · refBelown-1) – (refBelown · kref) –
(tranRn · refBelown)
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where:
refBelown
litter
leafLabFrac
rLitn
rootLabFrac
tranRn-1
refBelown-1
kref
tranRn

= refractory organic matter in cohort n (gC/cm2)
= aboveground leaf litter inputs to surface cohort (gC/cm2/week)
= labile fraction of above-ground biomass (unitless)
= root litter inputs to cohort n (gC/cm2/week)
= labile fraction of root litter (unitless)
= transfer rate of refractory o.m. from overlying cohort (gC/cm2/yr)
= refractory o.m in overlying cohort (gC/cm2)
= decomposition rate of refractory organic matter (week-1)
= transfer rate of refractory o.m. to underlying cohort (gC/cm2/yr)

Sediment Dynamics Sub-model: Sediment Compaction Component
Simulated sediment compaction is a function of organic matter decomposition and the
reduction of sediment pore space (primary consolidation) (Penland and Ramsey 1990). A
model by Callaway et al. (1996) simulated the compaction of pore space as an asymptotic
decrease with depth within defined minimum and maximum pore space boundaries. The
REM uses a modified version of this algorithm in which the decrease in pore space for a
particular cohort is a function of the mass of material in the cohorts above it (Rybczyk et al.
1998). Pore space for a given cohort is defined as (Day Jr. et al 1999):
poreSpacen = poreMin + (poreMax – PoreMin) · compactn
where:
poreSpacen
poreMin
poreMax
compactn

= pore space of cohort n (%)
= minimum pore space for the entire sediment column (%)
= maximum pore space for the entire sediment column (%)
= 1 – (tMassi / (compK + tMassi)) (unitless)

tMassi
compK

= total mass of sediment overlying cohort n (g/cm2)
= half saturation compaction constant (g/cm2)

and:
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The compactn function models a Michaelis-Menton relationship in pore space
reduction. I derived the poreMin, poreMax, and compK values from analysis of the sediment
cores that I collected in Padilla Bay. The values were calculated independently for each of
the two regions of Padilla Bay that I had defined (north and south). I created a representative
sediment pore space profile for each region by averaging the pore space values for each core
within that region at each depth within the cores (north region, n=15; south region, n=8).
The poreMin and poreMax parameters were simply the minimum and maximum pore space
values in the representative profile.
The compK parameter was derived for each region based upon a plot of percent pore
space within each core slice versus the total mass above that slice. I performed non-linear
regression in SPSS (SPSS 2005) using the Levenberg-Marquardt algorithm to fit a curve that
asymptotically approached the minimum pore space. The equation that I used to fit the curve
was:
poreSpace = A + B · (1 / tMass + C)
where:
poreSpace
tMass
A, B, C

= pore space of core slice (%)
= total mass above (g/cm2)
= fitting parameters

I initialized all of the fitting parameters to 0.001 and ran the regression algorithm to a
sum of squares convergence of 1x10-8. The compK model parameter was set to the tMass
value at which poreSpace was half-way between the minimum pore space (maximum
reduction) and maximum pore space (minimum reduction) values. I derived this value by
solving the equation for tMass once the fitted parameter values were known.
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Sediment Dynamics Sub-model: Root Distribution Component
Total root productivity is simulated in the primary productivity sub-model of the
REM as described above. Modeling sediment cohort characteristics with depth however,
requires that the root biomass be distributed among the cohorts. This distribution was
modeled based upon an algorithm that was developed by Morris and Bowden (1986). Using
this algorithm, root biomass is greatest at the surface and decreases exponentially with depth
based upon the equation:
R = R0 · e(-rootK · D)
where:
R
R0
rootK
D

= root biomass at depth D (gC/cm2)
= root biomass at sediment surface (gC/cm2)
= root distribution constant (cm-1)
= sediment depth (cm)

I derived the rootK value using the results of a study by Vichkovitten and Holmer
(2005) which measured below-ground biomass of Z. marina at 2 cm increments within 10 cm
deep cores. I performed non-linear regression using the Levenberg-Marquardt algorithm to
fit a curve described by the root distribution equation above to their plot of average root
biomass versus depth for sandy sediments. The R0 and rootK curve fitting values were
initialized at 0.0001, and I ran the algorithm to a sum of squares convergence of 1x10-10.

I

used the fitted rootK value as the root distribution constant value in the model.
Within the REM, root biomass within each cohort was calculated using the equation
(Rybczyk et al. 1998):
rootn = surfRoot · ( e(-rootK · dBottom) – e(-rootK · dTop) ) / (-rootK)
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where:
rootn
surfRoot
rootK
dBottom
dTop

= root input to sediment cohort n (gC/cm2)
= root mass at the sediment surface (gC/cm2)
= root distribution constant (cm-1)
= depth to the bottom of cohort n (cm)
= depth to the top of cohort n (cm)

The surfRoot value is equivalent to the surface intercept of the exponential root
distribution equation and can be solved for via manipulation of the equation above (Rybcyzk
et al. 1998). It is calculated within the model as:
surfRoot = rootTotal / (-1 / -rootK)
where:
surfRoot
rootTotal
rootK

= root mass at the sediment surface (gC/cm2)
= total root biomass (gC/cm2)
= root distribution constant (cm-1)

Relative Surface Elevation Sub-model
Change in surface elevation relative to sea level was modeled by taking into account
the contributions of eustatic sea-level rise, deep subsidence, shallow subsidence, and
accretion (Rybczyk et al. 1998). Shallow subsidence was modeled within the sediment
dynamics sub-model as the decomposition of organic matter and the compaction of sediment.
Accretion was also modeled within the sediment dynamics sub-model and consists of the
input of mineral matter and sloughed plant material. The total height of the resulting
sediment column is the net balance between shallow subsidence and accretion. The rates of
ESLR and deep subsidence are considered external forcing functions. Relative elevation is
modeled as:

79

relativeEl = tHeight - eslr - deepSub + initElev
where:
relativeEl
tHeight
eslr
deepSub
initElev

= sediment surface elevation relative to sea-level (cm)
= total height of the sediment column (cm)
= cumulative eustatic sea-level rise (cm)
= cumulative deep subsidence (cm)
= initial elevation of the site relative to sea-level (cm)

Shipman (1989) reported a deep subsidence rate of -0.2 ± 0.8 mm/yr for Anacortes,
WA, based upon leveling surveys and tide gauges. This was the closest reference site to
Padilla Bay, so I used this value in the model. The negative value indicates uplift related to
isostatic rebound or tectonic processes rather than actual subsidence.
I considered the eustatic sea-level rise rate to be constant over time for the duration of
the simulation (100 years). This was a simplification, as most sea-level rise projections
indicate a probable increase in the rate of ESLR over the next century (Meehl et al. 2007).
I ran the Spatial REM using several different ESLR scenarios derived from
projections by the Intergovernmental Panel on Climate Change’s Fourth Assessment Report
(IPCC AR4) that were based upon computer models (Meehl et al. 2007). I also ran the
model using two additional ESLR scenarios that were based upon semi-empirical projections
connecting sea level rise directly to global surface temperature (Rahmstorf 2007). The IPCC
projected sea level rise from 1980-1999 to 2090-2099, and Rahmstorf projected sea level rise
from 1990 to 2100. I calculated a linear rate of ESLR for each scenario by dividing the
projected sea level rise by the number of years projected. Because the IPCC projections used
a range of beginning and ending years, I used the average of each range to calculate the
ESLR rate.
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6.2.4

Model Initialization and Calibration
The model was initialized separately for each bay region by running it in non-spatial

mode for 400 simulated years using a time step of 1 week and a dt of 0.25. This was long
enough for a sediment column approximately 40 cm deep to be generated, which was then
used as a starting state for model calibration. The configuration parameters for the two
regions were derived as described above based upon the representative sediment core for
each. I set the initial elevation for each region to the average of the SET site elevations
within the corresponding region (north: 26.9 cm; south: 51.1 cm). The ESLR rate was set to
0.15 cm/yr, which was the central value of the estimates reported for the past century in the
IPCC’s Third Assessment Report (TAR) (Church et al. 2001).
I calibrated the model for each region by running it for an additional 150 simulated
years. This was a long enough period of time for a sediment packet to fall from the top
cohort to the bottom cohort. Within the model, the relative elevation value for each region
was offset by adjusting for the total height of the starting state sediment column.
I compared the modeled bulk density, percent mineral matter, and percent pore space
values for each cohort to the measured values from the representative core for the region.
Sediment dynamics sub-model configuration parameters were adjusted and the calibrations
were repeated until the modeled values fell within approximately one standard deviation of
the measured values.
6.2.5

Spatial Model Projections
I created a separate model configuration file for each of the two regions based upon

the calibration results for each. The sediment columns produced by the calibrations were
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used as starting states for the final model runs. Within the model, the relative elevation value
for each bathymetry grid cell was offset by adjusting for the total height of the starting state
sediment column.
For each ESLR scenario, I ran the Spatial REM for 100 simulated years using a time
step of 1 week and a dt of 0.25. Because the initial elevations in the bathymetry grid were
based upon surveys of the SET site elevations that took place in 2002, the simulations
spanned the period 2002 through 2102. Bathymetry, annual above-ground NPP, and
standing stock grids were exported every 25 years. I imported them into ArcGIS as ASCII
grids, converted them into rasters, and analyzed them for trends in Z. marina productivity
and distribution over time.
I ran one additional scenario in which mineral input was shut off completely to
simulate erosive conditions. Due to the uncertainty in the measured accretion rate for Padilla
Bay and evidence that erosion may be occurring at many of the field sites, this scenario was
intended to reveal bathymetric and vegetation changes that may occur under these conditions.
The ESLR rate used for this scenario was based upon the upper limit of all IPCC AR4
scenarios (Meehl et al. 2007). This rate was approximately the mid-range rate of all of the
projection-based ESLR scenarios that I ran.
In addition to the projection-based ESLR scenarios, I ran one experimental scenario
to determine the approximate ESLR rate at which total annual Z. marina NPP decreases after
100 years. This ESLR value was derived through an iterative process by increasing the
ESLR rate, running the model, and calculating total annual NPP at 100 years. This was
repeated until the total annual NPP at model year 100 was less than that at model year 0.
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6.2.6

Validation
Two additional scenarios were run to partially validate the model. In both of these

scenarios, I compared the rate of elevation change relative to sea level that was measured
using the SETs to that projected using the computer model. Field data had been collected at
the SET sites from 2002 to 2006, so I ran the model under these scenarios for only four years
starting in 2002. I used an ESLR rate of 0.336 cm/yr, which was measured over the period
1992-2007 using satellite altimetry (Beckely et al. 2007). This was the same ESLR rate that
was used to derive the net accretion deficit for Padilla Bay using the SET measurements.
The first validation scenario included the same maximum mineral input used in most of the
ESLR scenarios that was based upon the measured accretion rate for Padilla Bay. The
second validation scenario simulated an erosional state by eliminating all mineral input.
Prior to running the model under these validation scenarios, I adjusted the initial
bathymetry grid values at the SET site locations to the actual surveyed values in 2002 instead
of the interpolated cell values. Sites 4B, 5B, 12B, 14B, and 16B were not surveyed, so I
excluded them from the validation calculations.
After running the model for four years, I calculated the projected rate of elevation
change relative to sea level at the location of each SET site. This rate was calculated as
(modeled elevation in 2006 - initial elevation in 2002) / 4. I compared the average projected
rate of change at all SET sites to the net accretion deficit that was derived using field
measurements with the SETs as described in Section 3: Surface Elevation Change. Both the
rate of change that was projected using the model and the net accretion deficit are rates of
elevation change relative to sea level, so the two can be compared directly to each other.
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I also validated the modeled starting state distribution and total above-ground
productivity of Z. marina by comparing it to values derived in other studies. Bulthuis (1995)
reported a total area of Z. marina coverage in Padilla Bay of about 2900 ha using a
combination of aerial photography and ground-truth surveys. Thom (1990) reported a total
annual above-ground NPP for Padilla Bay of 10577 mt C, 48% of which was attributed to Z.
marina production. I compared these values to the modeled started state values.
6.3
6.3.1

Results
Sediment Compaction Constant
The non-linear equation used to model a curve over the plot of percent pore space

versus total mass above for the northern region fit with an R2 value of 0.94 (Figure 22). The
A, B, and C fitting parameters were estimated at 31.90 ± 2.61, 301.23 ± 155.40, and 14.68 ±
6.34, respectively. Using the fitted equation, the compaction constant for the northern region
was calculated as 10.0 g/cm2.
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Figure 22. Porosity versus total mass above for the representative core of the northern region. The relationship
was modeled with the equation poreSpace = 31.90 + 301.23 · (1 / (tMass + 14.68)), which was fit using nonlinear regression (R2 = 0.94). Error bars represent ± 1 SE.
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The non-linear equation used to model a curve over the plot of percent pore space
versus total mass above for the southern region fit with an R2 value of 0.83 (Figure 23). The
A, B, and C fitting parameters were estimated at 47.43 ± 1.22, 34.99 ± 25.84, and 2.92 ± 2.02,
respectively. Using the fitted equation, the compaction constant for the southern region was
calculated as 3.39 g/cm2.
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Figure 23. Porosity versus total mass above for the representative core of the southern region. The relationship
was modeled with the equation poreSpace = 47.43 + 34.99 · (1 / (tMass + 2.92)), which was fit using non-linear
regression (R2 = 0.83). Error bars represent ± 1 SE.

6.3.2

Root Distribution Constant
The negative exponential equation used to model a curve over the plot of Z. marina

below-ground biomass versus depth fit with an R2 value of 0.77 (Figure 24). The fitted root
decomposition constant was 0.307 ± 0.080 cm-1, and the fitted R0 value was 0.006 ± 0.001
gC/cm2.
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Figure 24. Below-ground biomass of Z. marina as a function of depth within the sediment core. The
relationship was modeled with the equation rootBiomass = 0.006 · e(-0.307 · depth), which was fit using non-linear
regression (R2 = 0.77). Error bars represent ± 1 SE.

6.3.3

Calibration – Northern Region
As part of the calibration process for the northern region, I increased the maximum

mineral input value (maxMinIn) from 0.003484 g/cm2/week to 0.005385 g/cm2/week to
improve the fit of the mineral matter profile. I decreased the surface decomposition rate of
refractory organic matter (kRefR) from 0.07114 week-1 to 0.001 week-1 to improve the fit of
the bulk density profile. I also decreased the deep decomposition rate of refractory organic
matter (kDeep) from 0.7114 week-1 to 0.0001 week-1.
After calibration of the northern region, the modeled bulk density and pore space
values fell within approximately one standard deviation of the mean measured value at each
depth within the core (Figure 25). The modeled percent mineral matter by weight value was
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slightly higher than the mean measured value at most depths except the top cohort, which
was lower. The standard deviations of the measured percent mineral matter values were
quite small at all depths however, which made it difficult to fit the curve.
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Figure 25. Measured bulk density, mineral matter, and pore space values for the northern region compared to
the modeled values after calibration of the Spatial REM for that region. Error bars represent ± 1 standard
deviation from the mean.
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6.3.4

Calibration – Southern Region
As part of the calibration process for the southern region, I decreased the surface

decomposition rate of refractory organic matter from 0.07114 week-1 to 0.001 week-1. I also
decreased the deep decomposition rate of refractory organic matter from 0.7114 week-1 to
0.0001 week-1.
After calibration of the southern region, the modeled bulk density and pore space
values fell within approximately one standard deviation of the mean measured value at each
depth within the core (Figure 26). The modeled percent mineral matter by weight value was
slightly higher than the mean measured value at all depths, and I could not improve this fit
through manipulation of the model parameters. The standard deviations of the measured
percent mineral matter values were quite small at all depths however, which made it difficult
to fit the curve.
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Figure 26. Measured bulk density, mineral matter, and pore space values for the southern region compared to
the modeled values after calibration of the Spatial REM for that region. Error bars represent ± 1 standard
deviation from the mean.

6.3.5

Model Initialization Parameters
Initialization parameters for the northern and southern regions that were used by the

model scenario runs were derived as described in the methods section and adjusted as needed
during the calibration process (Table 12). The parameters for each of the eight ESLR
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scenarios remained the same with the exception of the ESLR rate itself and the elimination of
mineral input for the IPCC-High-NoMin scenario (Table 13).

Table 12. Initialization parameters for the Spatial REM organized by sub-model or component and region of
the bay. Values in parentheses indicate the originally derived values prior to adjustment during calibration.
Parameter
Description
Units
North
South
region
region
Productivity
rootMult
root/shoot production ratio
unitless
0.503
0.503
Mineral matter
tidalRange
maxMinIn

mean tidal range
maximum mineral input

cm
g/cm2/week

155
0.005385
(0.003484)

155
0.003484

Organic matter
leafLabFrac
kLabSurf
kLab
kRefR

labile fraction of leaf litter
decomp rate of surface labile o.m.
decomp rate of deep labile o.m.
decomp rate of surface refractory o.m.

unitless
/week
/week
/week

kDeep

decomp rate of deep refractory o.m.

/week

rLabPercent

fraction of labile root material

unitless

0.45
0.09397
0.09397
0.001
(0.07114)
0.0001
(0.07114)
0.15

0.45
0.09397
0.09397
0.001
(0.07114)
0.0001
(0.07114)
0.15

Sediment compaction
poreMax
poreMin
compK

min. fraction of pore space
max. fraction of pore space
soil compaction constant

unitless
unitless
g/cm2

0.5296
0.5325
10.0

0.5932
0.4663
3.39

Root distribution
rootK

root distribution constant

/cm

0.307

0.307

Relative elevation
suRate
eslrC
initElev

deep subsidence rate
eustatic sea level rise rate
initial relative surface elevation

cm/week
cm/week
cm MLLW

-3.84615E-5
see Table 13
bathy grid

-3.84615E-5
see Table 13
bathy grid
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Table 13. Rates of eustatic sea level rise used for each of the eight scenarios.
Scenario name
Description
Derived from
IPCC-Low
IPCC-Mid
IPCC-High
IPCC-High-NoMin
IPCC-High+Ice
Rahmstorf-Mid
Rahmstorf-High
NPP-Reduction

6.3.6

Based on the lower limit of all IPCC AR4
scenarios (from scenario B1)
Based on the average of all IPCC AR4 scenarios

(Meehl et al. 2007)

ESLR rate
(cm/year)
0.1714

(Meehl et al. 2007)

0.3267

Based on the upper limit of all IPCC AR4
scenarios (from scenario A1F1)
Equivalent to the IPCC-High scenario, but with no
mineral input (erosive conditions)
Upper limit of all IPCC AR4 scenarios with added
central value of scaled-up ice sheet discharge
Central value projected semi-empirically based
upon IPCC TAR
Upper limit projected semi-empirically based upon
IPCC TAR
ESLR large enough to cause a reduction in total
annual Z. marina NPP after 100 years

(Meehl et al. 2007)

0.5619

(Meehl et al. 2007)

0.5619

(Meehl et al. 2007)

0.6381

(Rahmstorf 2007)

0.8636

(Rahmstorf 2007)

1.2727

this study

1.8182

Model Scenario Projections
At the beginning of the simulations, total annual above-ground NPP of Z. marina

within the study AOI was approximately 5446 mt C/yr. Of the 28333 total cells in the AOI,
15194 were occupied by some amount of Z. marina (i.e. NPP in those cells was greater than
0). This represents an area of eelgrass coverage of approximately 3799 ha. The average
annual NPP of the cells in which Z. marina was present was 143 gC/m2. Total above-ground
biomass (standing stock) of Z. marina was approximately 1114 mt C.
All of the IPCC ESLR scenarios as well as the Rahmstorf-Mid scenario showed a
continual increase in total annual above-ground NPP and total biomass within the study AOI
over time due to an overall expansion of Z. marina throughout the bay (Figure 27, Figure 28).
As sea level rose in the simulations, Z. marina moved shoreward to inhabit regions that had
been above the upper end of its elevation tolerance at the start of the simulation (Figure 30Figure 36). In the Rahmstorf-Mid scenario, total NPP of Z. marina appeared to begin
leveling off by the end of the 100 year simulation.
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Total annual above-ground NPP and total biomass of Z. marina in the RahmstorfHigh and NPP-Reduction scenarios reached a peak after which it began to decline. This peak
occurred at approximately 75 simulated years for the Rahmstorf-High scenario and 50 years
for the NPP-Reduction scenario. In these scenarios, Z. marina moved shoreward with sea
level rise as it did in the previous scenarios but at a much more rapid pace. Sea level rise was
large enough to push the most productive Z. marina areas off of the shoreward side of the
AOI however, and this resulted in a decrease in total productivity by the end of the
simulations (Figure 37, Figure 38). Total annual above-ground NPP at the end of the NPPReduction scenario (5359 mt C) was slightly lower than that at the beginning of the
simulation (5446 mt C).
The total area of coverage by Z. marina within the AOI increased continually under
all scenarios except for the NPP-Reduction scenario which peaked near 2077 (Figure 29).
This increase was partially due to the shoreward movement of Z. marina as mentioned above.
Comparison of the vegetation maps over time revealed that Z. marina distribution expanded
shoreward with rising sea level faster than it shrunk on the seaward side.
A very small difference in the above-ground NPP, biomass, and total spatial coverage
trajectories was observed between the IPCC-High and IPCC-High-NoMin scenarios (Figure
34). For most model years, the above-ground NPP, biomass, and total spatial coverage
projections were slightly higher under the IPCC-High-NoMin scenario than under the IPCCHigh scenario. This was due to a slightly faster drop in surface elevation relative to sea level
resulting from the reduced mineral input under the IPCC-High-NoMin scenario.
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Figure 27. Projected total annual above-ground NPP of Z. marina within the study AOI for each ESLR
scenario.
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Figure 28. Projected total above-ground biomass of Z. marina within the study AOI for each ESLR scenario.
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Figure 29. Projected coverage area of Z. marina within the study AOI for each ESLR scenario.

Figure 30. Modeled annual above-ground NPP of Z. marina and bathymetry of Padilla Bay at the start of the
simulation in 2002 (model year 0).
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Figure 31. Projected annual above-ground NPP of Z. marina and bathymetry of Padilla Bay in 2052 and 2102
(model years 50 and 100) for the IPCC-Low ESLR scenario.
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Figure 32. Projected annual above-ground NPP of Z. marina and bathymetry of Padilla Bay in 2052 and 2102
(model years 50 and 100) for the IPCC-Mid ESLR scenario.
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Figure 33. Projected annual above-ground NPP of Z. marina and bathymetry of Padilla Bay in 2052 and 2102
(model years 50 and 100) for the IPCC-High ESLR scenario.
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Figure 34. Projected annual above-ground NPP of Z. marina and bathymetry of Padilla Bay in 2052 and 2102
(model years 50 and 100) for the IPCC-High-NoMin ESLR scenario which simulates erosive conditions.
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Figure 35. Projected annual above-ground NPP of Z. marina and bathymetry of Padilla Bay in 2052 and 2102
(model years 50 and 100) for the IPCC-High+Ice ESLR scenario.
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Figure 36. Projected annual above-ground NPP of Z. marina and bathymetry of Padilla Bay in 2052 and 2102
(model years 50 and 100) for the Rahmstorf-Mid ESLR scenario.
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Figure 37. Projected annual above-ground NPP of Z. marina and bathymetry of Padilla Bay in 2052 and 2102
(model years 50 and 100) for the Rahmstorf-High ESLR scenario.
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Figure 38. Projected annual above-ground NPP of Z. marina and bathymetry of Padilla Bay in 2052 and 2102
(model years 50 and 100) for the NPP-Reduction ESLR scenario.
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6.3.7

Validation
Using the validation ESLR scenario that included mineral input, the average projected

rate of change in elevation relative to sea level from 2002-2006 at the location of SET sites
1-18 was -1.27 ± 0.07 mm/yr. The average projected rate of change for sites 1-12 in the
northern region was -1.23 ± 0.10 mm/yr, while that for sites 13-18 in the southern region was
-1.33 ± 0.13 mm/yr.
The average net accretion deficit that was derived using field measurements from
SET sites 1-18 was -5.17 ± 1.17 mm/yr. The average rate including only the northern sites
was -5.10 ± 1.27 mm/yr, while that including only the southern sites was -5.31 ± 2.33 mm/yr.
Comparison of the rate of elevation change projected using the model to the net accretion
deficit derived using the SETs revealed that the model under-predicted elevation loss relative
to sea level at the SET sites by roughly 4 mm/yr over the 2002-2006 period.
Using the validation scenario that simulated an erosional state (no mineral input), the
average projected rate of change in elevation relative to sea level at SET sites 1-18 was -2.72
± 0.07 mm/yr. The average projected rate of change for the northern sites was -2.80 ± 0.08
mm/yr, while that for the southern sites was -2.55 ± 0.13 mm/yr. The mean rate of change
projected using this scenario was an under-estimate of about 2.5 mm/yr compared to the
measured rate of -5.17 mm/yr. This was an improvement over the validation scenario that
included mineral input, but the rate was still fairly low.
The total modeled starting state coverage of Zostera marina was approximately 3800
ha, which was greater than the 2900 ha value estimated by Bulthuis (1995). Total modeled
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starting state annual above-ground NPP of Z. marina was approximately 5400 mt C. This
value was similar to the value of approximately 5100 mt C reported by Thom (1990).
6.4
6.4.1

Discussion
Impact of Sea Level Rise on Eelgrass in Padilla Bay
The results of the Spatial REM simulations indicate that the total productivity of Z.

marina in Padilla Bay is not threatened over the next century under all but the highest ESLR
scenarios. Instead, the total productivity and spatial coverage of Z. marina is projected to
increase as relative sea level rises over that period. This is only the case because there is
currently enough of a buffer in the mud flats of Padilla Bay for the distribution of Z. marina
to move shoreward with rising sea level. As was the case in the Rahmstorf-High and NPPReduction scenarios, once the Z. marina regions of highest productivity get pushed inland
out of the bay beyond the existing shoreline, total productivity and spatial coverage will
begin to drop.
Each of the IPCC and Rahmstorf ESLR scenarios should be considered plausible to
varying degree, as they are based upon different sets of assumptions about how
anthropogenic contributions to global climate change may change in the future (Meehl et al.
2007). The IPCC-Low scenario should be considered an absolute lowest case, as the ESLR
value used in that scenario is actually less than that observed over the period 1992-2007
using satellite altimetry (Beckley et al. 2007). The IPCC-Mid scenario is essentially a “no
ESLR acceleration” scenario, as it mimics the current observed rate of ESLR. The IPCCHigh, IPCC-High+Ice, and the two Rahmstorf scenarios are the most likely scenarios if the
rates of global temperature and ESLR increase at an accelerated rate over the next century,
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which is expected. Because global sea level has followed the uppermost uncertainty of the
IPCC TAR scenarios since 1990 (Rahmstorf 2007), these higher ESLR scenarios seem to be
the most probable.
The NPP-Reduction scenario falls outside the range of plausible scenarios, as the
ESLR rate used in it is considerably higher than any that were derived from climate models
or semi-empirical projections. It is informative however, in that it shows how the
productivity and distribution of Z. marina may change in the other scenarios over a longer
time scale. Like the NPP-Reduction scenario, Z. marina productivity in the Rahmstorf-High
scenario reached a peak at which point it began to decline. Based on the productivity
trajectories in the two scenarios, it would appear that total productivity in the RahmstorfHigh scenario may become less than the starting value in roughly an additional 50 simulated
years.
6.4.2

Effect of Erosion or Low Mineral Accretion on Model Projections
A very small difference in above-ground NPP, biomass, and spatial coverage

trajectories over time was observed between the IPCC-High and IPCC-High-NoMin
scenarios. The small increase in these values under the IPCC-High-NoMin scenario was due
to an increase in the rate of elevation loss relative to sea level resulting from the lack of
mineral input. The small magnitude of the differences indicates that if the measured
accretion rate for Padilla Bay was high or the erosion rate was equal to the mineral accretion
rate, then the NPP, biomass, and spatial coverage projections for the other ESLR scenarios
should still be fairly accurate. If erosion was occurring at a rate considerably greater than
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that of mineral accretion however, then a faster drop in surface elevation relative to sea level
would be expected compared to the model projections.
The lack of large differences in the productivity and spatial coverage projections
between the IPCC-High and IPCC-High-NoMin scenarios can be explained by the relatively
small amount of mineral matter being used as input. Maximum mineral input under the
IPCC-High scenario was 0.181 g/cm2/yr. The model converts this into a mineral accretion
rate of 0.069 cm/yr by dividing it by the average particle density of mineral sediment, and
this is then used to contribute towards the height of the sediment column. Thus, the effect of
eliminating mineral input entirely can be considered similar to that of increasing the ESLR
rate by as little as 0.069 cm/yr. Unlike an increase in ESLR however, mineral input is not a
constant for the entire bay. Since grid cells in the model with elevations higher than 0 m
MLLW have a reduced mineral input that is a function of elevation, the effect of eliminating
mineral input is even less in these higher-elevation areas.
Adding this value of 0.069 cm/yr to the ESLR rate of the IPCC-High scenario gives a
rate of 0.631 cm/yr, which is slightly less than that of the IPCC-High+Ice scenario.
Therefore, the trajectories of Z. marina productivity and spatial coverage over time for the
IPCC-High-NoMin scenario would be expected to fall between those of the IPCC-High and
IPCC-High+Ice scenarios. Visual examination of the of productivity and spatial coverage
plots reveals that this is the case.
The modeled total Z. marina productivity and coverage measurements are derived
only from grid cells in which Z. marina is present, so it is also important to look at how the
bathymetry itself changed when mineral input was eliminated. Comparison of the results of
the validation that was performed with mineral input to the results of the validation that was
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performed without it shows that elevations in the bay dropped more rapidly without mineral
input. Under the validation in which mineral input was eliminated, the mean rate of
elevation change at the locations of the SET sites was -2.72 ± 0.07 mm/yr. This was a
greater rate of elevation loss relative to sea level than that of -1.27 ± 0.07 mm/yr for the
validation scenario that included mineral input.
6.4.3

Calibration
It remains unclear why the percent mineral matter values in the simulated cores for

both the north and south regions were consistently higher than those of the cores that were
obtained in the field even after extensive tweaking of calibration parameters. This is of
concern because the REM has been shown to be somewhat sensitive to mineral input
(Rybcyzk et al. 1998). It is possible however, that the higher percent mineral matter
simulated values were not due to a problem with the mineral input, but with a low organic
matter input from the productivity sub-model.
Because I did not model productivity of any vegetation except Z. marina, it may be
that the lack of organic matter contributions by other vegetation types could be responsible
for the higher mineral matter values. Many of the SET sites used to create the representative
sediment cores for each region resided at an elevation close to the upper limit of Z. marina
and the lower limit of Z. japonica or were fully within the Z. japonica zone. In these cases,
the contribution of sloughed Z. japonica would likely be a significant factor in the
composition of the sediment cores but was not included in the model. Other unmodeled
sources of organic matter deposition that may be important include benthic microphytes and
phytodetritus from the water column.
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The calibration adjustments made to improve the fit of the bulk density profiles by
reducing the decomposition rate of surface and deep refractory organic matter made logical
sense, although they contradicted the values derived from field data. Decay of plant litter,
including that of salt marsh plants, has been shown to follow a pattern of two or three stages
(Valiela et al. 1985, Harrison 1989). The first stage primarily involves the leaching of
soluble materials and occurs at a rapid rate over a short period of time. The final stage is
characterized by a slow decay of refractory materials that may extend for several years in
duration. The labile and refractory decay rates that I derived from the field data were very
similar to each other, so I felt justified in reducing the refractory rate to improve the profile
fit.
Calibration of the model may have improved had I divided the bay into regions by
elevation rather than relative location. It might be expected that sediment profiles taken at
similar elevations within the bay might be more similar to each other than those in similar
geographic areas. This is because vegetation type and productivity appear to be more closely
related to elevation than location within Padilla Bay, and they are both defining factors in the
composition of sediment profiles.
Although I considered taking this approach, I did not have the data available to do so
or the means of obtaining it. In order to accomplish this, cores would need to be taken from
random locations within defined elevation contours from salt marsh to deep sub-tidal. This
would have significantly increased the scope of the sampling effort required. Since the SET
sites at which the cores were collected were installed over a relatively small range of
elevations in the bay, I could not partition the existing cores into enough elevation contours
to make this approach meaningful.
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6.4.4

Validation
The validation exercise showed a fairly large difference in observed versus modeled

change in elevation relative to sea level at the SET site locations. This brings into question
the accuracy of the Spatial REM model results, especially when extended over a time scale as
large as one century. The rate of elevation change that was projected using the validation
scenario for which mineral input was eliminated was closer to the actual measured rate of
change than that of the validation scenario that included mineral input, but it was still fairly
low. This provides more evidence that the accretion rate in Padilla Bay is lower than the
measured value or that some amount of erosion is occurring. Several other factors may also
have contributed towards the discrepancy between the projected and measured rates of
elevation change.
It is likely that part of this difference could have been due to localized effects at the
SET sites that were not modeled within the Spatial REM. The Spatial REM operates on a
cell-by-cell basis, with no modeled interaction between cells. Proximity of an SET site to
tidal channels, location of sites relative to the center or the edge of an eelgrass patch, and
small localized depressions or mounds at sites may have a considerable impact on localized
accretion, productivity, and shallow subsidence rates. The model does not consider these
factors however. Instead, it uses a simple relationship between elevation and productivity
and a single accretion rate for large areas of the bay.
It may also be possible that the inconsistency was at least partially due to the very
small number of years used in the validation scenario. Because there were only four years of
SET data, I could not extend the validation scenario beyond those years. If the accretion
deficit during those years was abnormally high due to changes in weather patterns, climate,
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currents, or other reasons, the calculated rate would have been biased. A longer-term data set
from the SETs would help smooth out the elevation change trend and allow for a more
reliable validation procedure. Furthermore, if the scouring effect that was observed at some
of the SET sites was worse than was accounted for, then the accretion deficit calculated at the
sites would have been higher than it should have been.
The difference in total Z. marina coverage between modeled and measured values at
the start of the simulation may be attributable to the methods used to calculate each. When
counting the number of cells populated by Z. marina, I considered any cell with an NPP
greater than one to be covered by it no matter how small the NPP value was. Bulthuis (1995)
however, did not map regions with less than 5% eelgrass coverage. This would result in an
overestimate of the modeled value versus the measured value. Zostera japonica is also
present in the bay, and Bulthuis measured an additional 88 ha occupied by a mix of Z.
marina and Z. japonica which was not included in his 2900 ha Z. marina total. Thom (1990)
used an estimate of 3500 ha including both Z. marina and Z. japonica in his productivity
calculations, which may explain why his total NPP value was slightly lower than the
modeled starting state value.
6.4.5

Model Improvements
The Spatial REM could be improved in several ways. Inclusion of between-cell

interactions and spatial awareness at the grid cell level would be of great benefit. As
mentioned above, proximity of cells to such features as tidal channels, localized mounds or
depressions, or the center or edge of a dense eelgrass patch may influence rates of
productivity or accretion at that location. For example, seagrasses are known to reduce the
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velocity of water flowing through a dense bed (Peterson et al. 2004). This reduction in flow
causes fine-grained suspended particles to drop out of the water column, thereby increasing
the localized accretion rate. Incorporation of hydrodynamic modeling of estuarine currents
would allow accretion rates to be calculated individually for each cell.
The primary productivity sub-model could be improved by incorporating temperature,
irradiance, salinity, and hydrodynamic factors. Gradients in turbidity and hydrodynamic
factors have been shown to strongly affect Z. marina distribution and abundance (Thom et al.
2003). Additionally, Z. marina productivity has been shown to be correlated with
temperature and irradiance (Thom and Albright 1990). Other vegetation types that are found
in Padilla Bay, such as Zostera japonica, could also be added to the model to make it more
robust.
Finally, the model assumed that any cell that lies within Z. marina’s tolerated depth
range will in fact be populated by some density of Z. marina. A cell that once fell outside of
that depth range will be instantaneously populated if the depth of that cell moves into range
at some point in time. The incorporation of some measure of the ability of Z. marina to
propagate into new areas could improve this aspect of the model’s behavior.
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7 Conclusion
Both the elevation change measurements derived using the SETs and the long term
projections made using the Spatial REM indicate that Padilla Bay is not stable with respect to
rising sea level. As surface elevation drops over time due to the net accretion deficit, a
period of Z. marina expansion can be expected as it moves shoreward to colonize regions of
the bay that were previously above its elevation tolerance. This expansion is only temporary
however, as a continued rise in sea level will eventually push the Z. marina inland past the
existing shoreline, in effect wiping it out. Under moderate sea level rise scenarios, this
progression will likely take well over a century. The temporary Z. marina expansion may
benefit the numerous organisms that rely on seagrass meadows for food, refuge, or habitat at
some point during their life cycles.
The long term projections for Padilla Bay indicate the value of an undeveloped buffer
between Z. marina meadows and a developed or bulkheaded shoreline. As eustatic sea level
continues to rise, this buffer provides space for the vegetation to retreat shoreward in coastal
wetlands with a net accretion deficit before being wiped out. Unfortunately these buffers
may not exist in many areas, and this would make the effect of sea level rise on eelgrass
communities more immediate and dramatic. This has implications for coastal restoration
efforts because it indicates the importance of assessing projected future environmental
conditions along with current conditions when deriving a restoration strategy.
Applied to other estuaries, the Spatial REM will be an excellent tool for coastal
managers assessing potential long term effects of various management scenarios and
restoration and mitigation efforts. With the appropriate field data collected on site, the model
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can be adjusted and calibrated for the vegetation community and sedimentation regime of a
particular locale. The spatial projections of the model will be considerably more beneficial
to environmental planners than the point projections produced by the original REM,
particularly when used in regions as large as Padilla Bay. This is because rates of surface
elevation change relative to sea level are not equivalent over the area of an entire bay or
estuary, but are instead dependent upon the localized bathymetry.
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Appendix A: Statistical Tables
Accretion
Table A. 1. Regression analysis of excess 210Pb activity for site 12.
Model
1

Sum of
Squares
2.681
.361
3.042

df

Regression
Residual
Total
a Predictors: (Constant), depth
b Dependent Variable: logXsPb210

1
3
4

Mean Square
2.681
.120

F
22.309

Sig.
.018(a)

F
17.650

Sig.
.025(a)

F
23.329

Sig.
.130(a)

F

Sig.

Table A. 2. Regression analysis of excess 210Pb activity for site 13.
Model
1

Sum of
Squares
13.070
2.222
15.292

df

Regression
Residual
Total
a Predictors: (Constant), depth
b Dependent Variable: logXsPb210

1
3
4

Mean Square
13.070
.741

Table A. 3. Regression analysis of excess 210Pb activity for site 4B.
Model
1

Sum of
Squares
.205
.009
.214

df

Regression
Residual
Total
a Predictors: (Constant), depth
b Dependent Variable: logXsPb210

1
1
2

Mean Square
.205
.009

Table A. 4. Regression analysis of excess 210Pb activity for site 16B.
Model
1

Sum of
Squares
1.022
.000
1.022

df

Regression
Residual
Total
a Predictors: (Constant), depth
b Dependent Variable: logXsPb210

1
0
1

Mean Square
1.022
.

.

.(a)

F
25.359

Sig.
.002(a)

Surface Elevation Change
Table A. 5. Regression analysis of surface elevation change at SET site 1.
Model
1

Sum of
Squares
6.954
1.645
8.599

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

df
1
6
7

Mean Square
6.954
.274
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Table A. 6. Regression analysis of surface elevation change at SET site 2.
Model
1

Sum of
Squares
1.447
.366
1.813

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
6
7

Mean Square
1.447
.061

F
23.758

Sig.
.003(a)

F
2.607

Sig.
.158(a)

F
92.485

Sig.
.000(a)

F
.402

Sig.
.549(a)

.663

Sig.
.446(a)

F
5.702

Sig.
.054(a)

Table A. 7. Regression analysis of surface elevation change at SET site 3.
Model
1

Sum of
Squares
.542
1.247
1.789

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
6
7

Mean Square
.542
.208

Table A. 8. Regression analysis of surface elevation change at SET site 4.
Model
1

Sum of
Squares
4.512
.293
4.805

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
6
7

Mean Square
4.512
.049

Table A. 9. Regression analysis of surface elevation change at SET site 5.
Model
1

Sum of
Squares
.354
5.282
5.636

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
6
7

Mean Square
.354
.880

Table A. 10. Regression analysis of surface elevation change at SET site 6.
Model
1

Sum of
Squares
.090
.810
.900

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
6
7

Mean Square
.090
.135

F

Table A. 11. Regression analysis of surface elevation change at SET site 7.
Model
1

Sum of
Squares
1.715
1.805
3.520

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

df
1
6
7

Mean Square
1.715
.301
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Table A. 12. Regression analysis of surface elevation change at SET site 8.
Model
1

Sum of
Squares
1.500
1.262
2.762

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
6
7

Mean Square
1.500
.210

F
7.127

Sig.
.037(a)

Table A. 13. Regression analysis of surface elevation change at SET site 9.
Model
1

Sum of
Squares
.188
.530
.719

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
6
7

Mean Square
.188
.088

F
2.128

Sig.
.195(a)

Table A. 14. Regression analysis of surface elevation change at SET site 10.
Model
1

Sum of
Squares
.000
1.778
1.779

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
6
7

Mean Square
.000
.296

F
.001

Sig.
.976(a)

.282

Sig.
.615(a)

.004

Sig.
.952(a)

F
25.626

Sig.
.002(a)

Table A. 15. Regression analysis of surface elevation change at SET site 11.
Model
1

Sum of
Squares
.100
2.123
2.223

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
6
7

Mean Square
.100
.354

F

Table A. 16. Regression analysis of surface elevation change at SET site 12.
Model
1

Sum of
Squares
.002
3.051
3.053

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
6
7

Mean Square
.002
.509

F

Table A. 17. Regression analysis of surface elevation change at SET site 13.
Model
1

Sum of
Squares
3.243
.759
4.002

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

df
1
6
7

Mean Square
3.243
.127
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Table A. 18. Regression analysis of surface elevation change at SET site 14.
Model
1

Sum of
Squares
.028
1.004
1.032

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
6
7

Mean Square
.028
.167

F
.166

Sig.
.698(a)

F
42.175

Sig.
.001(a)

Table A. 19. Regression analysis of surface elevation change at SET site 15.
Model
1

Sum of
Squares
3.926
.558
4.484

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
6
7

Mean Square
3.926
.093

Table A. 20. Regression analysis of surface elevation change at SET site 16.
Model
1

Sum of
Squares
1.493
1.094
2.587

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
6
7

Mean Square
1.493
.182

F
8.193

Sig.
.029(a)

Table A. 21. Regression analysis of surface elevation change at SET site 17.
Model
1

Sum of
Squares
1.338
8.537
9.875

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
5
6

Mean Square
1.338
1.707

F
.784

Sig.
.417(a)

.049

Sig.
.833(a)

Table A. 22. Regression analysis of surface elevation change at SET site 18.
Model
1

Sum of
Squares
.158
16.048
16.206

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
5
6

Mean Square
.158
3.210

F

Table A. 23. Regression analysis of surface elevation change at SET site 4B.
Model
1

Sum of
Squares
.002
.000
.002

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

df
1
0
1

Mean Square
.002
.
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F

Sig.
.

.(a)

Table A. 24. Regression analysis of surface elevation change at SET site 5B.
Model
1

Sum of
Squares
.004
.000
.004

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
0
1

Mean Square
.004
.

F

Sig.
.

.(a)

F
3.655

Sig.
.307(a)

Table A. 25. Regression analysis of surface elevation change at SET site 12B.
Model
1

Sum of
Squares
1.287
.352
1.639

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
1
2

Mean Square
1.287
.352

Table A. 26. Regression analysis of surface elevation change at SET site 14B.
Model
1

Sum of
Squares
4.609
.569
5.178

df

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

1
1
2

Mean Square
4.609
.569

F
8.104

Sig.
.215(a)

Table A. 27. Regression analysis of surface elevation change at SET site 16B.
Model
1

Sum of
Squares
8.600
.548
9.148

Regression
Residual
Total
a Predictors: (Constant), days
b Dependent Variable: relLength

df
1
1
2

Mean Square
8.600
.548

F
15.682

Sediment Profiles
Table A. 28. Levene's Test of equality of variance for bulk density measurements.
F
df1
df2
Sig.
1.895
23
143
.013
Tests the null hypothesis that the error variance of the dependent variable is equal across groups.
a Design: Intercept+elev+ave_depth+region+ave_depth * region

Table A. 29. Levene's Test of equality of variance for mineral matter measurements.
F
df1
df2
Sig.
2.079
23
144
.005
Tests the null hypothesis that the error variance of the dependent variable is equal across groups.
a Design: Intercept+elev+ave_depth+region+ave_depth * region
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Sig.
.157(a)

Spatial Relative Elevation Model
Table A. 30. Non-linear regression analysis to derive the compaction constant for the north region.
Sum of
Mean
Source
Squares
df
Squares
Regression
17329.815
3
5776.605
Residual
16.269
7
2.324
Uncorrected Total
17346.084
10
Corrected Total
261.724
9
Dependent variable: porosity
a R squared = 1 - (Residual Sum of Squares) / (Corrected Sum of Squares) = .938.

Table A. 31. Non-linear regression analysis to derive the compaction constant for the south region.
Sum of
Mean
Source
Squares
df
Squares
Regression
25442.914
3
8480.971
Residual
21.637
7
3.091
Uncorrected Total
25464.551
10
Corrected Total
130.543
9
Dependent variable: porosity
a R squared = 1 - (Residual Sum of Squares) / (Corrected Sum of Squares) = .834.

Table A. 32. Non-linear regression analysis to derive the Z. marina root distribution constant.
Sum of
Mean
Source
Squares
df
Squares
Regression
.000
2
.000
Residual
.000
13
.000
Uncorrected Total
.000
15
Corrected Total
.000
14
Dependent variable: biomass
a R squared = 1 - (Residual Sum of Squares) / (Corrected Sum of Squares) = .767.
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Appendix B: CD-ROM (Field Data and Spatial REM)
Included with this document is a CD-ROM that contains several field data sets along
with the Spatial REM and its associated files.
Field Data Sets
•

accretion data

•

surface elevation table data for 2002-2006

•

original bathymetric sounding point data for Padilla Bay

•

sounding point data projected forward to 2002

•

bulk density, mineral matter and pore space data

Spatial REM and Associated Files
•

C++ source code for the Spatial Relative Elevation Model with build files for
GNU C++ and Microsoft Visual Studio .Net

•

a binary executable of the Spatial REM, compiled for x86 computers

•

instructions for using the Spatial REM

•

starting state region and bathymetry grids for Padilla Bay

•

configuration files for each model scenario

•

bathymetry and vegetation grids produced at 25 year increments for each
model scenario

•

model projection animations for each scenario
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