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A BST R A C T 
 
Using ideas of ordinary calculus, we can differentiate a function, say,  to the  
or  order. We can also establish a meaning or some potential applications of the 
results. However, can we differentiate the same function to, say, the  order? Better 
still, can we establish a meaning or some potential applications of the results? We may 
not achieve that through ordinary calculus, but we may through fractional calculus—a 
more generalized form of calculus. This thesis, consisting of five chapters, explores the 
definition and potential applications of fractional calculus. 
 
The first chapter gives a brief history and definition of fractional calculus. The second 
and third chapters, respectively, look at the Riemann-Liouville definitions of the 
fractional integral and derivative. The fourth chapter looks at some fractional differential 
equations with an emphasis on the Laplace transform of the fractional integral and 
derivative. The last chapter considers two application problems—a mortgage problem 
and a decay-growth problem.  
 
The decay-growth problem prompts the use of an extended Putzer algorithm to evaluate 
, where  is a  matrix, and  is the matrix 
Mittag-Leffler function. It is shown that when , the value of   equals that 
of the matrix exponential function, , which is essential in solving the integer order 
differential equation . The new function, , is then used in solving 
the fractional differential equation , where  Finally, a brief 
comparison is made between the fractional and integer order solutions.  
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C H APT E R 1 
IN T R O DU C T I O N 
 
 
The concept of integration and differentiation is familiar to all who have studied 
elementary calculus. We know, for instance, that if , then integrating  to 
the order results in , and integrating the same function to the 
 order results in . Similarly, , and 
. However, what if we wanted to integrate our function  to the  
order, or find its order derivative? How could we define our operations? Better still, 
would our results have a meaning or an application comparable to that of the familiar 
integer order operations?  
1.1 The Origin of Fractional Calculus 
 
Fractional calculus owes its origin to a question of whether the meaning of a derivative to 
an integer order  could be extended to still be valid when  is not an integer. This 
question was first raised by L’Hopital on September 30th, 1695. On that day, in a letter to 
Leibniz, he posed a question about , Leibniz’s notation for the  derivative of 
the linear function .  L’Hopital curiously asked what the result would be if 
 Leibniz responded that it would be “an apparent paradox, from which one day 
useful consequences will be drawn,” [5].  
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Following this unprecedented discussion, the subject of fractional calculus caught the 
attention of other great mathematicians, many of whom directly or indirectly contributed 
to its development. They included Euler, Laplace, Fourier, Lacroix, Abel, Riemann and 
Liouville.  
 
In 1819, Lacroix became the first mathematician to publish a paper that mentioned a 
fractional derivative [3].  
Starting with    where m is a positive integer, Lacroix found the nth derivative,  
 
                                       (1.1.1) 
 
And using Legendre’s symbol  , for the generalized factorial, he wrote 
 
                                                (1.1.2) 
 
Finally by letting  and  ,  he obtained 
                                                                (1.1.3) 
 
However, the first use of fractional operations was made not by Lacroix, but by Abel in 
1823 [3]. He applied fractional calculus in the solution of an integral equation that arises 
in the formulation of the tautochrone problem—the problem of determining the shape of 
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the curve such that the time of descent of an object sliding down that curve under uniform 
gravity is independent of the object’s starting point.  
 1.2 Definition of Fractional Calculus 
 
Over the years, many mathematicians, using their own notation and approach, have found 
various definitions that fit the idea of a non-integer order integral or derivative. One 
version that has been popularized in the world of fractional calculus is the Riemann-
Liouville definition. It is interesting to note that the Riemann-Liouville definition of a 
fractional derivative gives the same result as that obtained by Lacroix in equation (1.1.3). 
Since most of the other definitions of fractional calculus are largely variations of the 
Riemann-Liuoville version, it is this version that will be mostly addressed in this work. 
1.3 Useful Mathematical Functions 
 
Before looking at the definition of the Riemann-Liouville Fractional Integral or 
Derivative, we will first discuss some useful mathematical definitions that are inherently 
tied to fractional calculus and will commonly be encountered. These include the Gamma 
function, the Beta function, the Error function, the Mittag-Leffler function, and the 
Mellin-Ross function. 
 
1.3.1 The Gamma Function 
 The most basic interpretation of the Gamma function is simply the generalization of the 
factorial for all real numbers. Its definition is given by 
 
                                               (1.3.1.1) 
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The Gamma function has some unique properties. By using its recursion relations we can 
obtain formulas   
                                  (1.3.1.2a) 
                       (1.3.1.2b) 
 
From equation (1.3.1.2b) we note that 1. We now show that  .   
 
By definition (1.3.1.1) we have 
  
If we let , then  and we now have 
                                 (1.3.1.3a) 
Equivalently, we can write (1.3.1.3a) as 
                                   (1.3.1.3b) 
 
If we multiply together (1.3.1.3a) and (1.3.1.3b) we get   
 
                          (1.3.1.4a) 
Equation (1.3.1.4a) is a double integral over the first quadrant, and can be evaluated in 
polar coordinates to get 
.                  (1.3.1.4b) 
Thus, . 
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The incomplete Gamma function is a closely related function defined as 
                    (1.3.1.5) 
 
1.3.2 The Beta Function 
 Like the Gamma function, the Beta function is defined by a definite integral. Its 
definition is given by 
                    (1.3.2.1a)         
           
The Beta function can also be defined in terms of the Gamma function: 
                             (1.3.2.1b)              
        
1.3.3 The E r ror Function 
The definition of the Error function is given by 
                    (1.3.3.1) 
The complementary Error function (Erfc) is a closely related function that can be written 
in terms of the Error function as 
 
                                        (1.3.3.2) 
 
As a result of (1.3.3.1) we note that  and  
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1.3.4 The Mittag-Leffler Function 
The Mittag-Leffler function is named after a Swedish mathematician who defined and 
studied it in 1903 [7]. The function is a direct generalization of the exponential function, 
, and it plays a major role in fractional calculus. The one and two-parameter 
representations of the Mittag-Leffler function can be defined in terms of a power series as  
                                     (1.3.4.1) 
                      (1.3.4.2) 
The exponential series defined by (1.3.4.2) gives a generalization of (1.3.4.1). This more 
generalized form was introduced by R.P. Agarwal in 1953 [1].  
 
As a result of the definition given in (1.3.4.2), the following relations hold: 
 
                                 (1.3.4.3) 
and 
                    (1.3.4.4) 
 
Observe that (1.3.4.4) implies that 
 
. 
So 
.                     (1.3.4.5) 
 
7 
 
 
We now prove (1.3.4.3). 
By definition (1.3.4.2),   
                                                  
                                                   
                                                  
                                                  
 
Note that  Also, for some specific values of and , the Mittag-Leffler 
function reduces to some familiar functions. For example, 
                                   (1.3.4.6a) 
 
                           (1.3.4.6b) 
 
                        (1.3.4.6c) 
 
1.3.5 The Mellin-Ross Function 
The Mellin-Ross function, , arises when finding the fractional integral of an 
exponential, . The function is closely related to both the incomplete Gamma and 
Mittag-Leffler functions. Its definition is given by (1.3.5.1). 
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                             (1.3.5.1a) 
We can also write, 
 
                    (1.3.5.1b) 
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C H APT E R 2 
 T H E RI E M A NN-L I O U V I L L E F R A C T I O N A L IN T E G R A L 
 
We start this chapter by introducing a succinct notation that will be frequently used. From 
now on, c  will denote the fractional integration of a function  to an arbitrary 
order , along the -axis. In this notation,  is a positive real number and the subscripts  
and  are the limits of integration. In some cases, the notation will be simplified by 
dropping the subscripts  and . 
2.1 Definition of the Riemann­Liouville Fractional Integral 
 
Let  be a real nonnegative number. Let f be piecewise continuous on   and 
integrable on any finite subinterval of   Then for , we call (2.1.1) the 
Riemann-Liouville fractional integral of f of order  [5]. 
c                      (2.1.1)                   
 
Definition (2.1.1) can be obtained in several ways. We shall consider one approach that 
uses the theory of linear differential equations. 
 
Consider the   order differential equation with the given initial conditions: 
                        
                                      (2.1.2) 
     Using a form of the Cauchy function, 
                                                          (2.1.3) 
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we claim that the unique solution of (2.1.2) is given by 
                                     (2.1.4) 
We will use induction to prove our claim. 
 
For   we have 
                                                      (2.1.5) 
Solving (2.1.5) we obtain 
 
Since  we then have 
 
We now assume that (2.1.4) is true for  and show that the equation is also true for   
Consider 
 
              (2.1.6) 
 
Since    let  . Then (2.1.6) becomes 
 
                               
                              (2.1.7) 
 
Using the induction hypothesis we observe that, 
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                                                   (2.1.8) 
 
                                                 =  
Since  then 
 
So, (2.1.4) is true.  
 
Note that in (2.1.8) we have used Dirchlet’s formula (2.3.1). Since  in (2.1.2) is the 
 derivative of , we may interpret  as the  integral of  Thus, 
c                     (2.1.9) 
Finally, if we replace integer  with any positive real nuber  and change the factorial 
into a Gamma function, then (2.1.9) becomes (2.1.1), the Riemann-Liouville definition of 
a fractional integral. We should point out that the most used version is when   
2.2 Examples of Fractional Integrals 
 
Let’s evaluate  where  
By definition, 
12 
 
 
  
                                                       
                                                      ,  ( ) 
                                                      
                                                     
                                                    
 
In the above example, we have established that  
                     (2.2.1) 
We refer to (2.2.1) as the Power Rule. 
The power rule tells us that the fractional integral of a constant  of order  is  
                                            (2.2.2) 
And in particular, if  , 
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The above examples may give the reader the notion that fractional integrals are generally 
easy to evaluate. This notion is false. In fact, some fractional integrals, even of such 
elementary functions as exponentials, sines and cosines, lead to higher transcendental 
functions. We now demonstrate that fact by looking at some more examples. 
 
Suppose , where  is a constant. Then by definition (2.1.1) we have  
                     (2.2.3)                    
If we make the substitution , then (2.2.3) becomes 
                                 (2.2.4) 
Clearly, (2.2.4) is not an elementary function. If we refer back to (1.3.5.1) we observe 
that (2.2.4) can be written as  
                         (2.2.5) 
 
Similarly, a direct application of the definition of the fractional integral, followed by 
some changes in variables, results in 
 
       (2.2.6) 
 
             (2.2.7) 
 
In particular, if , 
                   (2.2.8) 
14 
 
 
 
             (2.2.9) 
 
              (2.2.10) 
where 
, , and . 
 
In some cases, we may use simple trigonometric identities to calculate fractional integrals 
of some other trigonometric functions. For instance, using the identity 
 
, 
we have that, 
                    (2.2.11) 
and 
                    (2.2.12) 
 
Figure 2.2 gives a comparison on the behavior of  
 
and  
 
for  and .  
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F igure 2.2. In this figure,  is the lower-most graph, and  is the upper-most graph. It appears that  is 
approaching as  approaches  
  
2.3 Dirichlet’s Formula 
 
We briefly used Dirichlet’s formula in section 2.1 equation (2.1.8). In this section and the 
next, we are going to exploit this important formula further. 
 
Let   be jointly continuous and let  and  be positive numbers. Then 
 
                     (2.3.1)                         
 
Certain special cases of Dirichlet’s formula are of particular interest. For example, if       
0.5 1.0 1.5 2.0
t
1
2
3
4
5
6
7
y t
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 and , 
then (2.3.1) takes the form  
 
 
 ,                   (2.3.2) 
where B is the Beta function [5]. 
 
We will use Dirichlet’s formula to prove the law of exponents for fractional integrals. 
2.4 The Law of Exponents for Fractional Integrals 
 
 Theorem 2.4.1. Let f be continuous on J and let . Then for all t, 
 
                    (2.4.1) 
Proof 
By definition of the fractional integral we have 
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and 
 
                                                      
Equation (2.3.2) now implies that (2.4.1) is true. 
2.5 Derivatives of the Fractional Integral and the Fractional Integral of 
Derivatives 
 
For fractional integrals, we showed in Section 2.4 that 
 
We now develop a similar relation involving derivatives. However, generally 
 
 
Theorem 2.5.1. Let f be continuous on J and let  If  is continuous, then for all 
, 
                    (2.5.1) 
Proof 
By definition, 
 
If we make the substitution , where , we obtain 
 
, 
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which simplifies to 
. 
Using the Leibniz’s Integral Rule which states that  
 
                  (2.5.2) 
 
we then have 
 
Now, if we reverse our substitution i.e. let , we obtain 
 
. 
 
Finally, since  and  the preceding equation simplifies to 
 
which implies that  
. 
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C H APT E R 3 
 T H E RI E M A NN-L I O U V I L L E F R A C T I O N A L D E RI V A T I V E 
 
 
In Chapter 2, we introduced the notation c  for the fractional integration of a 
function . In this chapter, we introduce a similar notation. From now on, c  
will denote the fractional derivative of a function  of an arbitrary order . 
Notice that we have merely replaced the superscript  with its opposite. This goes to 
remind us that differentiation is simply the opposite of integration. And like before, the 
notation will at times be simplified by dropping the subscripts  and . 
3.1 Definition of the Riemann­Liouville Fractional Derivative 
 
The fractional derivative can be defined using the definition of the fractional integral. To 
this end, suppose that , where  and  is the smallest integer greater 
than . Then, the fractional derivative of  of order  is 
                             (3.1.1)                                                     
3.2 Examples of Fractional Derivatives 
 
Suppose we wish to find the fractional derivative of  of order , where . 
Notice that in order to use definition (3.1.1) we just need to interchange  and  i.e. 
let  where . Then we have  and  . So, 
 
            
                            
20 
 
 
                                 
  
 
In the above example, we have established that  
                                  (3.1.2) 
Equation (3.1.2) is analogous to the power rule that we encountered in (2.2.1).  
 
In particular, we will use both definitions (3.1.1) and (3.1.2) to find the  order 
derivative of , for  See 3.2.1. Notice that the two definitions give 
exactly the same result. Also, observe that the   order derivative of a constant (using 
the Riemann-Liouville definition) is not zero. 
 
 
 
 
 
(3.2.1) 
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Now, suppose we wish to find the  order derivative of  where . In this 
case we use equation (3.1.1) because it is more fitting. So we have  
 
 
Considering (2.2.5) we then have 
 
Finally, after using (1.3.4.5) we obtain 
                                   (3.2.2) 
In particular if , and , 
. 
 
Figure 3.2 gives a comparison of the behavior of 
 
  
and 
   
 
for  and .  
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F igure 3.2. In this figure,  is the lower-most graph. It appears that  is approaching  as  
 
0.5 1.0 1.5 2.0
t
2
4
6
8
10
y t
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C H APT E R 4 
 FRACTIONAL DIFFERENTIAL EQUATIONS 
 
In this chapter, we will apply the Laplace transform to solve some fractional order 
differential equations. The procedure will be simple: We will find the Laplace transform 
of the equation, solve for the transform of the unknown function, and finally find the 
inverse Laplace to obtain our desired solution. To start off, let’s  briefly  look at the 
definition of the Laplace transform, and particularly the Laplace transform of the 
fractional integral and derivative.      
4.1 The Laplace Transform 
 
We recall that a function  defined on some domain  is said to be of exponential 
order  if there exist constants  such that  for all . If  
is of exponential order , then  exists for all . The Laplace 
transform of  is then defined as in [6]. 
                                         (4.1.1) 
We say that  is the (unique) inverse Laplace transform of   
 
We also recall that the Laplace transform is a linear operator. In particular, if  
 and  exist, then 
 ,  and                   (4.1.2) 
Some elementary calculus shows that for all , and , 
,   and                                            (4.1.3) 
24 
 
 
One of the most useful properties of the Laplace transform is found in the convolution 
theorem. This theorem states that the Laplace transform of the convolution of two 
functions is the product of their Laplace transforms. So, if  and  are the Laplace 
transforms of  and , respectively, then 
 
where 
                                                                         (4.1.4) 
4.2 Laplace Transform of the Fractional Integral 
 
The fractional integral of  of order  is 
                    (4.2.1) 
Equation (4.2.1) is actually a convolution integral. So, using (4.1.2) and (4.1.3) we find 
that 
             (4.2.2)                   
Equation (4.2.2) is the Laplace transform of the fractional integral. As examples, we see 
for  that 
  and   .            (4.2.3) 
4.3 Laplace Transform of the Fractional Derivative 
 
We recall that in the integer order operations, the Laplace transform of   is given by  
 
                                       
25 
 
 
                                                 (4.3.1) 
 
We also know from Chapter 3 that the fractional derivative of  of order  is 
                                                   (4.3.2a) 
where,  is the smallest integer greater than >0, and  
Observe that we can write equation (4.3.2a) as 
                                             (4.3.2b) 
Now, if we assume that the Laplace transform of  exists, then by the use of (4.3.1) 
we have 
                             
                                                        t=0 
                                      
                                                               (4.3.3) 
 
In particular, if  and , we respectively have 
 
                                    (4.3.4) 
and 
        (4.3.5) 
 
 
Table 4.1 gives a brief summary of some useful Laplace transform pairs. We will 
frequently refer to this Table. Notice that the Mittag-Leffler function is very prominent. 
26 
 
 
As will become more evident later on, this function plays an important role when solving 
fractional differential equations. 
 
Table 4.1. Laplace transform pairs 
  
  
  
  
  
  
  
  
  
  
 
In this table,  and  are real constants;  are arbitrary. 
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4.4 Examples of Fractional Differential Equations 
 
We are going to look at three examples of fractional differential equations.  
Example 1  
Let’s solve   where  is a constant.  
 Since  , we will use (4.3.4). Taking the Laplace transform of both sides 
of the equation we have 
 
which implies that 
                       (4.4.1) 
 
The constant   is the value of  at  If we 
assume that this value exists, and call it , then (4.4.1) becomes  
 
 
Solving for  we obtain 
 
 
Finally, using Table 4.1 we find the inverse Laplace of , and conclude that  
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In Example 1 (and other similar situations) one may wonder whether the existence of  
 implies that its value is actually  as assumed. We will show that indeed that 
is the case. 
Again, using the Laplace transform (4.2.2) we note that 
 
 
Since  
 
then 
 
So, 
 
At ,  
 
 
Example 2  
Let’s now solve    
 Since  , we will use (4.3.5). Taking the Laplace transform of both sides 
of the equation we have 
 
which implies that 
29 
 
 
                       (4.4.2) 
 
Mimicking example 1, we will assume that constants    and  
exist and call them  and , respectively. Then (4.4.2) becomes 
 
Solving for  we obtain 
 
Finally, using Table 4.1 we find the inverse Laplace of  and conclude that  
 
 
 
                                                                                   
 
Example 3 
In this example, we are going to generalize Example 1. Let’s solve the IVP 
  
where   and  is a constant.  
Using (4.3.4), and taking the Laplace transform of both sides of the equation we have, 
                                                               
which implies that 
                                         (4.4.3) 
30 
 
 
Like we did in the previous examples, we will assume that the constant   
exists and call it .  Then (4.4.3) becomes  
 
 
Solving for  we obtain 
 
 
Then, using Table 4.1 we find the inverse Laplace of  and conclude that  
 
 
 
We now would like to use the initial condition given to find the value of   We are 
given that . Interestingly, it turns out that  
                                    (4.4.4) 
So, since  
 
then 
 
In this case then, one may think of the initial value  as , which implies that 
 
 This Example 3 we have given here is important. We will refer to it again in Chapter 5.  
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C H APT E R 5 
 APPL I C A T I O NS A ND T H E PU T Z E R A L G O RI T H M 
 
By now, we know how to solve some fractional order differential equations using the 
Laplace transform. In this chapter, we will look at some application problems whose 
solutions involve the use of differential equations. We will solve these problems using 
both the integer and the fractional order operations. In the process, we will make some 
comparisons and note any apparent relations between the two order operations. 
5.1 A Mortgage Problem 
 
Suppose a customer takes out a fixed rate mortgage for  dollars at an interest rate of % 
per year, and wants to pay off the loan in  years. The immediate task is to find out what 
the annual payments should be so that the loan is indeed cleared in  years. If we let each 
annual payment be  dollars and the remaining debt at the end of   years be  ,  it is 
easy to show that  
                                 (5.1.1) 
 
At the point when    we want the remaining debt, , to be zero. So, since   and 
 are assumed to be known, we can solve for  and obtain 
                                          (5.1.2) 
However, customers are usually interested in knowing the monthly and not annual 
payments. Accordingly, we can transform equations (5.1.1) and (5.1.2) to  
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,      ,                     (5.1.3) 
 
where  is the remaining debt at the end of the  month,  is the monthly interest 
rate,  is the monthly payment, and  is the total number of months. 
 
It turns out that the mortgage problem we have been discussing can be modeled using the 
difference equation  
                                  (5.1.4) 
whose solution is (5.1.3). 
 
Our goal now is to approximate the solution of (5.1.4) using a fractional differential 
equation. To achieve this goal, we consider 
 
                                (5.1.5) 
 
We will solve (5.1.5) using the Laplace transform discussed in Chapter 4. Taking Laplace 
on both sides of the equation we obtain, 
 
So we have, 
                   (5.1.6) 
 
If we assume that   in (5.1.6) exists, and call it , then solving for  we 
get 
33 
 
 
 
 
Finally, using Table 4.1, we find the inverse Laplace of   and obtain 
 
                     (5.1.7) 
 
In Example 3, equation (4.4.4), we noted that  
 
We also know that  
 
So in this case one may think of  as the initial debt, whose value is . With this 
understanding, equation (5.1.7) can then be written as 
 
                     (5.1.8) 
 
A specific example: 
 Suppose a customer takes out a 30 year mortgage for $100,000 at 7% annual interest. 
Then using (5.1.3) we note that  
                           (5.1.9) 
 
We can now specifically write (5.1.3) and (5.1.8), respectively, as 
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               (5.1.10)            
and 
     (5.1.11) 
 
Figure 5.1 gives a comparison on the behavior of  and , for , 
and    
 
 
F igure 5.1. In this figure, is the upper-most curve, and  is the lower-most curve. Notice that  is 
approaching   as  Also, notice that the customer would pay off the loan much quicker if any of the 
approximating (fractional) models was used. In fact, it appears that the smaller the value of , the sooner it 
would take to pay off the loan. We may conclude that a smaller value of  where , is equivalent 
to shortening the intervals between payments, and thus lowering the interest rate. 
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5.2 A Decay­Growth Problem 
 
Radium decays to radon which decays to polonium. Suppose that initially a sample is 
pure radium, how much radium and radon does the sample contain at time t? 
 
Let be the initial number of radium atoms, and  and  be the 
number of radium and radon atoms at time , respectively. Let  and  be the decay 
constants for radium and radon, respectively. 
Then we have 
                                  (5.2.1) 
 
The rate at which radon is being created is the rate at which radium is decaying, i.e. 
 But the radon is also decaying at the rate  So we have 
 
                            (5.2.2) 
 
Notice that to solve (5.2.2), we would normally need to first solve (5.2.1) and then do 
some substitution. However, we can eliminate the substitution requirement and 
simultaneously solve both equations by using a matrix form that combines the two 
equations as 
 
                                           (5.2.3) 
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where 
 
 
 Since solving (5.2.3) will involve the matrix exponential function, , we will first look 
at this important function. 
5.3 The Matrix Exponential Function 
 
We begin this Section by stating (without proof) two useful theorems. 
Theorem 5.3a [8]: Let  be an  constant matrix. Then the solution of the IVP  
                                       
where   is given by 
                                                                           (5.3.1) 
 
Theorem 5.3b; Putzer A lgorithm for finding  [8] 
Let  be the (not necessarily distinct) eigenvalues of the matrix . Then 
 
                                                 (5.3.2) 
where  
 
and the vector  defined by 
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is the solution to the IVP 
 
 
As a generalization to our decay-growth problem (5.2.3), we will use the stated Putzer 
algorithm (Theorem 5.3b) to find , and then use Theorem 5.3a to find the solution of 
the IVP 
                                 (5.3.3) 
where   
 
The characteristic equation for  is  
 
So, 
 
which implies that 
 
and                                                                                                                           (5.3.4) 
 
By the Putzer algorithm,  
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Now, 
 
The vector function  given by 
 
is a solution to the IVP 
 
 
The first component   of  solves the IVP 
 
                                      (5.3.5a) 
So, it follows that 
                                                                 (5.3.5b) 
 
The second component  solves the IVP  
 
                                    (5.3.6a) 
So,  
                                               (5.3.6b) 
Finally, 
39 
 
 
 
 
 
                       (5.3.7a) 
 
By Theorem 5.3a  
                                                   (5.3.7b) 
 
In particular, we can now solve the decay-growth problem (5.2.3) by making some 
substitutions in (5.3.7a). To do so, we replace  with – ,  with ,  with , and  with –  After these substitutions, we note from (5.3.4) that  and  So we 
have 
                          (5.3.8a) 
Since we know that  
 
then again by Theorem 5.3a we finally have 
 
which implies that 
 
and 
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                           (5.3.8b) 
 
One of our main goals across the chapters is to find and note any relations between the 
integer and fractional order operations. With this understanding, we will now show that 
extended forms of Theorems 5.3a and 5.3b can be used to solve matrix fractional 
differential equations such as 
                                         (5.3.9) 
where 
 
 
Recall that  is the value of  at  Also, notice that equation 
(5.3.9) is a fractional-order form of our decay-growth problem (5.2.3). In fact, when 
 the two equations are exactly the same. 
5.4 The Matrix Mittag­Leffler Function 
 
As a generalization of (5.3.9), we will claim that we can use extended forms of Theorems 
5.3a and 5.3b to solve the IVP  
                                      (5.4.1) 
Where  
 
In our quest for an extended form of Theorem 5.3a, let’s recall example 3 in Section 4.4. 
In this example, we showed that the solution to the IVP 
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is 
                                             (5.4.2) 
 
Considering (5.4.2), and Theorems 5.3a, 5.3b, we propose the following two theorems: 
 Theorem 5.4a: If  is a  constant matrix, then the solution of the IVP 
 
                                          (5.4.3) 
where 
 
is given by 
                                             (5.4.4) 
 
where     is the matrix Mittag-Leffler function, and 
 is a  vector. 
 
Theorem 5.4b: If   and  are (not necessarily distinct) eigenvalues of the  
matrix , then 
                                      (5.4.5) 
where 
 
and the vector function  defined by 
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is the solution of the IVP 
                       (5.4.6) 
 
We will prove Theorem 5.4b. But before that, we recall (without proof) one of the most 
important results of linear algebra— the Cayley-Hamilton theorem. 
 
Theorem 5.4c; Cayley-Hamilton Theorem [2]: Let  be an  matrix, and let 
 be the characteristic polynomial of . Then   
 
We now proof Theorem 5.4b. 
Proof: Let 
 
where, 
 
 
We will show that  satisfies the IVP  
                                       (5.4.7) 
First note that 
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Hence  satisfies the correct initial condition. Also, note that since the vector function 
 is the solution to the IVP 
 
 
we get that 
   and   
Now consider 
. 
We have that 
 
                          =         
  =      
                           =     
                           
                           
                           
                          , since  by Theorem 5.4c. 
 
We will also show that  solves the IVP (5.4.7). 
By (1.3.4.2), 
 
So we have that 
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where we have used a lemma in [9] to justify term-wise differentiation. By (3.1.2), 
 
This means that  
 
 
Since , then we have that 
 
If we let , then 
 
Equivalently, 
, 
which is what we wanted to show. 
 
By the Uniqueness Theorem [4],  Consequently, we can use the 
extended Putzer algorithm (Theorem 5.4b) together with Theorem 5.4a to solve the IVP 
(5.4.1), i.e. 
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Where  
 
By the extended Putzer algorithm (Theorem 5.4b), we have that 
 
Now, 
 
The vector function  given by 
 
is a solution of the IVP 
 
 
The first component   of  solves the IVP 
 
                           (5.4.8a) 
 
Using the Laplace transform, we have that 
 
 
So, 
 
46 
 
 
From the initial conditions, we know that   So we have 
 
 
Solving for  we obtain 
 
Using Table 4.1, we obtain the Laplace inverse of   as 
 
                                          (5.4.8b) 
 
The second component  solves the IVP  
 
                                 (5.4.9a)          
                       
Using the Laplace transform we have that  
 
So, 
 
 
Since  we solve for  and get 
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The observant reader may have noticed that Table 4.1 does not contain a pair that would 
directly give us the inverse Laplace of our above, for . However, we can 
easily overcome this difficulty by using partial fractions. Notice that  
 
 
 
Assuming that   , we now can effortlessly use Table 4.1 and obtain the inverse 
Laplace of   as 
                                (5.4.9b) 
Finally we have, 
 
   
 
                                       (5.4.10) 
 
                          (5.4.11) 
where  
 
We can also write  
                                     (5.4.12) 
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where  
 
is the matrix Mittag-Leffler function. 
 
Notice that when ,   is in fact the matrix exponential function  that we 
obtained in (5.3.7a). We should also note that although the ideas that we have presented 
in this section have mainly been based on a  matrix A, these ideas can be extended 
to cover any  matrix A. 
 
As we did with the integer order case in Section 5.3, we can now solve the fractional 
order decay-growth problem (5.3.9) by making some substitutions in (5.4.11). To do so, 
we again  replace  with – ,  with ,  with , and  with –  After these substitutions, 
we note from (5.3.4) that  and  Finally, we have 
 
            (5.4.13) 
 
Again, remember that we began with a sample of pure radium where , and 
 In this case,   Now, by use of Theorem 5.4a, the solution to our 
fractional order decay-growth problem (5.3.9) is 
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which implies that 
                                    
and 
                          (5.4.14) 
 
We end our discussion of the decay-growth problem by giving a brief comparison 
(Figures 5.2a, 5.2b) between the integer and fractional order solutions, i.e.   
 
compared with     
and 
 
 compared with 
 
 
where    is the initial number of radium atoms;  , and 
 are the decay constants of radium and radon, respectively; and  
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F igure 5.2a. In this figure, the graphs show the amount of radium at time  The graph  that is initially 
decaying fastest, and then gradually decaying slowest corresponds to the fractional case where  
The dashed-line  graph corresponds to the fractional case where  Notice that this graph, and that 
of the integer order are almost indistinguishable. It appears that the fractional order solutions are 
approaching the integer order solution as  
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F igure 5.2b. In this figure, the graphs show the amount of radon at time  The graph  that is initially 
growing fastest, and then gradually growing slowest corresponds to the fractional case where  
The dashed-line  graph corresponds to the fractional case where  Notice that this graph, and that 
of the integer order are practically indistinguishable. As expected, the fractional order solutions are 
approaching the integer order solution as  
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C O N C L USI O N A ND F U T UR E SC OPE 
 
Fractional calculus is a more generalized form of calculus. Unlike the integer order 
calculus where operations are centered mainly at the integers, fractional calculus 
considers every real number, . And as it has been briefly noted in this thesis, the 
meaning and applications of this new type of calculus are quite comparable to those of 
the ordinary calculus, especially when  gets closer and closer to a certain integer. 
Take for instance the fractional matrix function  which we computed using the 
extended Putzer algorithm and defined as , where  
is the matrix Mittag-Leffler function. It was shown for a  matrix  that the value of 
 approaches that of  as , and in fact the two matrix functions are 
identical at  And again as was pointed out, this idea can be extended to any  
matrix  
 
Although the idea of fractional calculus was born more than 300 years ago, only recently 
has serious efforts been dedicated to its study. Still, ordinary calculus is much more 
familiar, and more preferred, maybe because its applications are more apparent. 
However, it is the author’s belief that in addition to opening our minds to new branches 
of thought by filling the gaps of the ordinary calculus, fractional calculus has the 
potential of presenting intriguing and useful applications in the future. 
 
One task that the author would like to consider in the future is to extend the ideas that 
were presented in Chapter 5—especially the ideas surrounding the matrix functions  
 and  and Theorems 5.4a and 5.4b. 
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APPE NDI X 
 
The following Mathematica codes were used to compute and plot the graphs in Figures 
5.1, 5.2a, and 5.2b. 
 
 
F igure 5.1 
p:=100000; r:=0.07/12; a:=(p*(1+r)^360*r)/((1+r)^360­1); 
 
y1:=p*((1+r)^t)­(a/r)*((1+r)^t­1); 
 
y98:=(p/(t^(0.01))*Sum[((r*t^(0.99))^k)/Gamma[0.99*k+0.99],
{k,0,1000}])­
(a*t^(0.99)*Sum[((r*t^(0.99))^k)/Gamma[0.99*k+1.99],{k,0,10
00}]); 
 
y99:=(p/(t^(0.02))*Sum[((r*t^(0.98))^k)/Gamma[0.98*k+0.98],
{k,0,1000}])­
(a*t^(0.98)*Sum[((r*t^(0.98))^k)/Gamma[0.98*k+1.98],{k,0,10
00}]); 
 
Plot[{y1,y99,y98},{t,0,360},AxesOrigin­>{0,0},AxesLabel­> 
{"t","y(t)"},PlotRange­>{0,100000}, 
PlotStyle­>{Black,Blue,Red}] 
 
 
F igure 5.2a 
a:=0.00043; b:=66.14;  :=10000;  
 
y1:= *E^(­a*t); 
 
y99:= *t^(0.99­
1)*Sum[((a*t^0.99)^k)/Gamma[0.99*k+0.99],{k,0,1000}]; 
 
y95:= *t^(0.95­1)*Sum[((­
a*t^0.95)^k)/Gamma[0.95*k+0.95],{k,0,1000}]; 
 
Plot[{y1,y99,y95},{t,0,10000}, AxesOrigin­>{0,0}, 
AxesLabel­>{"t","y(t)"},PlotStyle­>{Black,Dashed,Red 
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F igure 5.2b 
 
a:=0.00043; b:=66.14;  :=10000; 
 
y1:=(a* )/(b­a)*(E^(­a*t)­E^(­b*t)); 
 
y99:=(a* )/(b­a)*(Sum[((­
a*t^0.99)^k)/Gamma[0.99*k+0.99],{k,0,1000}]­Sum[((­
b*t^0.99)^k)/Gamma[0.99*k+0.99],{k,0,1000}]); 
 
y95:=(a* )/(b­a)*(Sum[((­
a*t^0.95)^k)/Gamma[0.95*k+0.95],{k,0,1000}]­Sum[((­
b*t^0.95)^k)/Gamma[0.95*k+0.95],{k,0,1000}]); 
 
Plot[{y2,y99,y95},{t,0,0.2},AxesOrigin­>{0,0}, 
AxesLabel­>{"t","y(t)"},PlotStyle­>{Black,Dashed,Red}
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