ABSTRACT. We consider diffeomorphisms of a compact manifold with a dominated splitting which is hyperbolic except for a "small" subset of points (Hausdorff dimension smaller than one, e.g. a denumerable subset) and prove the existence of physical measures and their stochastical stability. The physical measures are obtained as zero-noise limits which are shown to satisfy the Entropy Formula.
We will address the problem of the existence of physical measures on the boundary of uniformly hyperbolic diffeomorphisms. The idea is to add small random noise to a deterministic system f 0 in the boundary of uniformly hyperbolic systems and, for a large class of such maps, we prove that as the level of noise converges to zero, the stationary measures of the random system tend to equilibrium states for f 0 which are physical measures. The stationary measures exist in a very general setting, but the "zero noise" limit measures are not necessarily physical measures. The specific choice of random perturbation is important to obtain physical measures as zero noise limits. The same general idea has been used in [14] to obtain SRB measures for partially hyperbolic maps under strong asymptotic growth conditions on every point. Let 
The statement essentially means that if an attractor admits a partially hyperbolic splitting which is volume hyperbolic, does not admit mixed behavior along the central direction and the neutral points along the central direction form a small subset, then there exists a physical measure.
Cowieson-Young [14] have obtained similar results, albeit for the existence of SRB measures and not necessarily for physical ones (see Vásquez [38] where it is shown that in the setting of Theorem B physical measures will necessarily be SRB measures). Moreover Cowieson-Young obtained a strong result of existence of SRB measure for partially hyperbolic maps with onedimensional central direction using the same strategy of proof. Here we get rid of the dimensional restriction assuming a dynamical restriction.
These results will be derived from the following more technical one, but also interesting in itself. Remark 1. We note that if F 1 is denumerable, then necessarily the measures in item (2b) of Theorem C are Dirac measures concentrated on periodic orbits whose tangent map has only non-positive eigenvalues.
The restriction on the random perturbations means the following. We assume that U 0 and take a probability measure θ ε on V , which translates into a probability measure on the family
V . For more on non-degenerate random perturbation and for examples of non-degenerate isometric random perturbations, see Section 3. In particular, Theorems A, B and C apply to a bounded topological attracting set for a diffeomorphism on a domain of any Euclidean space. In Section 3 we show that this is enough to obtain Theorem A, B and C in full generality through a tubular neighborhood construction. In particular, Theorem C shows that in the setting of Theorems A and B the physical measures obtained are stochastically stable, as explained in Section 7.
This paper is organized as follows. In Section 2 we present some examples in the setting of the main theorems. We outline some general results concerning random maps in Section 3. In Section 4 we derive the main dynamical consequence of our assumptions and then, in Section 5, we prove that equilibrium states for f 0 must be either physical measures or measures with no expansion. Finally we construct equilibrium states using zero-noise limits in Section 6 and put together the results concluding stochastic stability for f 0 and proving Theorems A and B in Section 7. p 0 
EXAMPLES OF MAPS IN
of parameters in X and the probability measure θ ε can be assumed to be supported on X . We set Ω X to be the space of sequences ω ¢ ω i £ iP 0 with elements in X (here we assume that 0 q
). Then we define in Ω the standard infinite product topology, which makes Ω a compact metrizable space. The standard product probability measure θ ε θ ε makes ¢ Ω B θ ε £ a probability space. We write B B ¢ Ω£ for the σ-algebra generated by cylinder sets: the minimal σ3 algebra containing all sets of the form
We use the following skew-product map
where σ is the left shift on sequences: 
of elements of X , then we can define G to be the invertible natural extension of F to this space:
This map is invertible and 
θ ε is absolutely continuous with respect to m.
Remark 2. We note that θ ε cannot have atoms by condition ND2 above.
The following is a finiteness result for non-degenerate random perturbations. 
Moreover the interior of the supports of the physical measures are nonempty and pairwise disjoint.
Proof. See [4] , [2] or [11] .
The continuity of the map F is enough to get the forward invariance of supp
These non-degeneracy conditions are not too restrictive since we can always construct a nondegenerate random perturbation of any differentiable map of a compact manifold of finite dimension, with X the closed ball of radius 1 around the origin of a Euclidean space, see [4] and the following subsection.
3.2. Isometric random perturbations. We present below the two main types of families of maps we will be dealing with, satisfying conditions P1-P3 stated in Subsection 1.1. 
Example 6 (Global additive perturbations
In Now we show that we can construct non-degenerate isometric random perturbations in the setting of Examples 6 and 7. We define the family of mapsf as in (1.4). The local compactness of G gives a Haar measure ν on G and the isometry condition ensures that dim
Hence for every probability measure θ ε given by a probability density with respect to ν we have Thus we get conditions ND1 and ND2 choosing θ ε as a probability density in V whose support has nonempty interior, and setting X V for the definition of Ω Ω .
Isometric perturbations of maps in arbitrary manifolds
. Now we show that for any given map f 0 is the setting of Theorems A, B or C, we may define a random isometric perturbation of a particular extension of f 0 as in Example 7, which is partially hyperbolic. We may assume without loss that M is a compact submanifold of
w£ is normal to T w M at w M and uniformly contracted by DF 0 , as long as ρ 0 is close enough to zero.
We can now define a random isometric perturbation of F 0 and obtain Theorems A and B as corollaries of Theorem C. For that it is enough to prove Theorem C for non-degenerate random isometric perturbations on an strictly invariant open subset of the Euclidean space. Then given f 0 we construct F 0 as explained above and note that any F 0 -invariant measure must be concentrated on M F Û 0 , thus the results obtained for F 0 are easily translated for f 0 .
3.2.2.
The random invariant set. In this setting, letting U 0 denote the strictly forward f 0 -invariant set from the statements in Section 1.1 and Indeed we have closureU k
3.3. Metric entropy for random perturbations. We outline some definitions of metric entropy for random dynamical systems which we will use and relate them. Let µ ε be a stationary measure for the random system given by
Since we are dealing with randomly chosen invertible maps the following results relating F-and G-invariant measures will be needed. 
∞.
We will need to consider weakD accumulation points of G-invariant measures in the following sections, so we state the following property whose proof follows standard lines. 
Here is one possibility of the calculation of the metric entropy.
is finite and is called the entropy of the random dynamical system with respect to ξ and to µ ε . 
The analogous Kolmogorov-Sinai result about generating partitions is also available in this setting. We let A B ¢ M£ be the Borel σ-algebra of M. We say that a finite partition ξ of M is a random generating partition for A if¨¡ 
We note that in [23] this result is stated only for one-sided sequences. However we know that the Kolmogorov-Sinai Theorem applied to an invertible transformation like G demands that a partition ζ ofΩ M be generating in the sense that¨i
we are calculating a conditional entropy, it is enough that
if, and only if, ξ is generating for A, since
EXPANDING AND CONTRACTING DISKS
Here we derive the main local dynamical properties of the maps in the setting of Theorem C. We show that F-disks (respectively E-disks) are expanded (resp. contracted) by the action of f 0 , and that the rate of expansion (resp. contraction) is uniform for all isometrically perturbed g in a C 1 ¡ α -neighborhood of f 0 , but depend on the size of the disks. We also show that the curvature of such disks remains bounded under iteration. These are consequences of the domination condition (1.2) on the splitting together with non-mixing of expanding/contracting behavior along the E and F directions given by condition (1) in Theorem A.
We note that for g sufficiently C 1 -close to f 0 and for a small ζ ¢ 0 α£ and a slightly bigger
Moreover since closure We define a norm on T closure# U $ M more adapted to our purposes using the splitting: for every x U and w
We observe that at x
We observe that we can make the last expression as close to
as we like by choosing b very close to zero. Analogous calculations provide
Since the above calculations give approximately the same bounds if we allow small perturbations in the factors involved, then the same conclusion holds for other constants a b perhaps closer to 0 if we replace f 0 by any sufficiently C 1 -close map g. We collect this in the following lemma, which depends on the domination assumption on the splitting, on the non-contractiveness along F and non-expansiveness along E, and also on the isometric nature (specifically property (3.1)) of the perturbations we are considering. 
4.2.
Uniform bound on the curvature of E F-disks. The "curvature" of the E-and F-disks defined at the Introduction will be determined by the notion of Hölder variation of the tangent bundle as follows. Let us take δ 0 sufficiently small so that the exponential map exp 
) . The same happens locally for a F-disk exchanging the roles of the bundles E and F above. 
where dist ∆ ¢ x y£ is the distance along ∆ defined by the length of the shortest smooth curve from x to y inside ∆ calculated with respect to the Riemannian norm
The proof of the following result can be easily adapted from the arguments in [ 
υ£ is a compact family in the C 1 topology, we have that R ¢ ∆£ is assumed at some smooth curve. Now we consider the family of E-disks having strictly positive inner radius, bounded curvature and bounded inner diameter: 
0, since γ is a regular curve, a contradiction. 
Lemma 4.1 and the fact that
. This shows that for any given υ 
Proof. It is obvious that
is a F-disk after (4.5) and (4.6). Moreover
by the local expression of f 0 on the "local product coordinates" provided by ψ. The expansion on the inner radius of the domains of the graphs is a consequence of the fact that a ball in W cs
Λ. The conclusion for f ω and any ω Ω holds since f ω is taken C 1 -close to f 0 .
EQUILIBRIUM STATES AND PHYSICAL MEASURES
Here we characterize the equilibrium states µ for f 0 with respect to the potential by the Multiplicative Ergodic Theorem [30] . Indeed by condition (1) of Theorem A every Lyapunov exponent along the E direction is non-positive and every Lyapunov exponent along the F direction is non-negative. (2) Proof. Let µ be an f -invariant measure satisfying (1.3) . On the one hand, the Ergodic Decomposition Theorem (see e.g Mañé [29] ) ensures that
admitting a strictly forward invariant open set U with a dominated splitting satisfying items (1)-
On the other hand, Ruelle's inequality guarantees for a µ-generic z that (recall (5.1)) We have shown that each ergodic equilibrium state µ having positive entropy must be a physical measure. Since the ergodic basins of distinct physical measures are disjoint and have volume uniformly bounded from below away from zero, there are at most finitely many such measures. This concludes the proof of items (1) and (2) [14] a similar semicontinuity property without assuming the existence of a uniform generating partition but using either a local entropy condition or that the mapsf involved be of class C ∞ .
The absolute continuity of µ ε , the conditions on the splitting for f 0 and the isometric perturbations permit us to use a random version of the Entropy Formula 
¢ ω x£ by the Ergodic Theorem, if µ ε is ergodic. By the assumptions on f 0 and E % F this ensures that the Lyapunov exponents in the directions of F are non-negative. In the same way we get for θ ε µ ε -a.e.
and so every Lyapunov exponent in the directions of E is non-positive. Since E and F together span T U 0 M, according to the Multiplicative Ergodic Theorem (Oseledets [30] ) the sum χ ¡ of the positive Lyapunov exponents (with multiplicities) equals the following limit θ ε µ ε -almost everywhere
The identity above follows from the Ergodic Theorem, if µ ε is ergodic, since the value of the limit is F-invariant, thus constant. Finally since µ ε is absolutely continuous for random isometric perturbations, the formula in Theorem 6.3 gives the first part of the statement of Theorem 6.2. 
