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Abstract
Usage-based Phonology proposes that language users’ knowledge is
stored in the form of exemplars reflecting experience of language usage.
Exemplars encompass all visual and auditory information perceived during a
language interaction, but few studies have examined the role that visual
information plays. This dissertation addresses this question through two
experiments. Experiment 1 tested perceptions of rounding via the visual signal
(lip protrusion) in native French speakers. Participants perceived rounding in both
visual and auditory signals, suggesting they may store the visual stimulus in their
exemplars. Experiment 2 tested native American English speakers learning
French on perceptions of rounding using audio or audiovisual training.
Audiovisually trained learners performed worse than the audio trained group,
suggesting exemplars were not shaped by visual signals. These findings suggest
that complex bimodal stimuli may require a high perceptual load and that greater
fluency may be necessary before such stimuli influence one’s exemplars.
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Chapter 1 Introduction
1.1 Usage Based Phonology
Usage-based phonology, as directly hinted at by the name, views
language as grounded in how it is actually used and experienced by speakers
and learners. It is based on the idea that one’s production and perception of
language is derived from his/her language experiences. As humans acquire
language, the input they experience develops into a model of representations,
called exemplars.
1.1.1 Exemplars and Frequency Effects
Pierrehumbert (2001) describes the exemplar model as a cloud of
experiences organized into a map of memories. Similar memories are grouped
close to one another while distinct memories are spread further apart. Each
language experience, as it is processed and perceived, helps shape and redefine
the map, and the token frequency of an item affects how it is processed and how
it is likely to change over time (Pierrehumbert 2001). The idea of exemplars has
prompted research and discussion across the field of linguistics including work in
phonology (Nosofsky 1986; Johnson 2007). Bybee (2010) further explains that
each distinguishable instance of a phonetic form is stored in memory as its own
exemplar, and as more tokens are perceived to be the same, they are added to
that exemplar in turn strengthening it in language memory. Similarly, the lowfrequency items start to fade and become harder to recall and reference.
Moreover, all of those phonetic exemplars are interconnected, linking those with
similar meaning and context, as well as those with similar phonological
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properties. “Exemplar representations are rich memory representations: they
contain, at least potentially, all the information a language user can perceive in a
linguistic experience” (Bybee 2010: 14).
1.1.2 Phonological Schemas and Frequency Effects
Bybee has further theorized about the mental representations of language
by suggesting the idea of schemas. She argues that experimental evidence
points to the activation of both phonologically and semantically similar words
when listeners are prompted with an input word. For example, when prompted
with the word ‘send’, an English speaker may activate the phonological schema
of /-ɛnd/, that is, a group of phonological representations with the same rhyme as
‘send’ (Bybee 2001). The schemas can have multiple levels of generality as well.
The word ‘send’ could also activate the schema of ‘-vowel-nasal-stop’ or even ‘vowel-sonorant-obstruent’. Words with similar schemas are linked and mapped
closer together.
Instead of storing an isolated phoneme or phonologically rigid morpheme
as mental representation, exemplars may be comprised of schemas. These
schemas, or strings of phonologically similar material, may also store associated
meaning when applicable. Bybee (2001) uses the example of the string ‘-ceive’ in
words like ‘receive’ and ‘deceive’; it has no meaning associated with it, but the
string can change to ‘-cep-’ if the nominal suffix ‘-tion’ is added, as in ‘reception’
or ‘deception’. Schemas are affected by the frequency of their type. The more
words in language memory that share a similar schema and the more productive
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a schema is in the language lead to a stronger mental representation of that
schema (Bybee 2001).
1.1.3 Modifying and Shaping Exemplars
This idea that frequency has an effect on modifying and shaping exemplar
representations has been demonstrated repeatedly. For example, in a series of
experiments, Hay, Drager, and Gibson (2018) explored the perception of the
linking and intrusive rhotic in New Zealand English. They looked at three
separate populations each with a varying degree of linking and intrusive rhotic
occurrence. They found that generally the populations with a higher occurrence
and more experience with the rhotic had a higher chance of perceiving the rhotic
in contexts where it is appropriate, even in the stimuli where the rhotic was not
actually present. The exception to this finding was at the two extremes of the
spectrum. They saw that participants who categorically expected the rhotic
consistently noticed when it was missing, and on the other end, participants who
categorically did not expect the presence of the rhotic consistently noticed when
it was produced (Hay, Drager, & Gibson 2018). Relating these findings back to
the ideas proposed by Bybee (2001; 2010), the participants in Hay et al.’s study
who had a high frequency of exposure to the linking and intrusive rhotic led to a
stronger exemplar and schematic representation of the rhotic in context, so much
so that they perceived it when it was not acoustically present. These and other
results indicate that a language user’s prior experience can occasionally override
the acoustic evidence in shaping their perception.
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1.2 Impact of Visual Signal on Exemplars
When Bybee says that exemplars contain “all the information a language
user can perceive”, theoretically this would include any visual input transmitted
during face-to-face conversation. When both interlocutors are physically present,
the visual stimulus of mouth movement during speech production adds to the
perceivable information. By the definition of exemplar quoted from Bybee (2010)
above, any visual stimulus provided during communication is included in the
language user’s exemplar representation. Previous work, most famously seen in
the McGurk Effect (McGurk & MacDonald 1976), has shown that the visual
stimulus can have a large impact on the perception of language. Interest in
studying the subconscious effect of the visual stimulus has not waned as many
researchers have tried to tackle various aspects and specific questions on the
role of the visual domain in language perception (Campbell 1992; Gentilucci &
Cattaneo 2005; Fitzpatrick et al. 2015; Bicevskis et al. 2016). Furthermore,
infants as young as eighteen weeks have shown the ability to recognize and
even imitate audio-visual correspondences (Kuhl & Meltzoff 1982).
The McGurk effect is a quintessential piece of evidence that must be
addressed when discussing the impact of the visual stimulus on perception. In
their study, McGurk and MacDonald (1976) tested the response of children and
adults of various ages to mismatched audiovisual stimuli. Each stimulus
consisted of a video signal of stop consonant-vowel paired with an audio signal
of a differing place of articulation stop consonant-vowel. For example, the most
often cited stimulus from their study is composed of the video of the syllable /ga/
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paired with the audio of the syllable /ba/. McGurk and MacDonald (1976) found
that the responses for these stimuli showed that while no participants responded
according to the visual stimulus, a significant majority of them responded with a
“fused” response, namely /da/. They conclude that there is an obvious effect of
the visual stimulus on perception is preserved even if the listener becomes aware
of the illusion. The perception is not altered by awareness on the part of the
listener. McGurk and MacDonald (1976) make the case that perception theories
are missing an important aspect of perception by not taking into account the
visual signal. “Contemporary, auditory-based theories of speech perception are
inadequate to accommodate these new observations; a role for vision (that is,
perceived lip movements) in the perception of speech by normally hearing people
is clearly illustrated,” they state (McGurk & MacDonald 1976).
While there seems to be evidence that visual information from the speech
signal influences perception and should be considered as part of a speaker’s
exemplar representation, what about the visual stimulus is most salient? When it
comes to vowel production, intuitively the most noticeable parameter in the visual
stimulus is that of rounding. Goldstein (1991) took data from various sources that
measured and characterized lip gestures of vowels in multiple languages and
made a comprehensive cross-linguistic description of what constitutes rounding.
He states that the main difference in lip shape between rounded and unrounded
vowels lies in lip contact at the side of the mouth. Rounded vowels are
characterized by some degree of contact between the lips at the sides of the
mouth, while most unrounded vowels show no contact. With this contact, there
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will inevitably also be some amount of lip protrusion. The contact at the side of
the lips will also provide for a smaller lip aperture and a smaller opening in the lip
width. The precise measurements of the protrusion, aperture, and width will vary
from language to language, vowel to vowel, and even speaker to speaker
(Goldstein 1991). While variation in lip gestures for rounded vowels is expected,
Goldstein’s results demonstrate that there are visible characteristics that
distinguish rounded vowels from unrounded vowels.
Acoustically, lip rounding has proven to be difficult to describe as it has
complex and varied correlates (Ladefoged 1975). Linker (1982) tried to analyze
and predict lip protrusion from formant frequencies in various languages
including French and English. She found that using formant frequencies, English
speakers’ lip protrusion could be somewhat reliably predicted, but French
showed more variation. Overall, she concluded that acoustic correlates of lip
protrusion are highly language specific (Linker 1982).
Other work has shown that vowel rounding and lip protrusion are the most
salient feature in the visual stimulus and the least salient in the auditory stimulus
in both French and Swedish (Robert-Ribes et al. 1998; Traunmüller & Öhrström
2007; Valkenier et al. 2012). Therefore, it seems that the visual information
carries a heavy perceptual load with regard to vowel rounding, at least in French
and Swedish, two languages in which vowel rounding is contrastive and found in
several places in the vocalic inventories. This evidence suggests that the visual
cue of lip protrusion is also an important part of the exemplars for speakers of
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French and Swedish. All of this makes the parameter of rounding a good
candidate for research in the perception of visual cues in vowels.
In the exemplar model of phonology, one would expect a speaker’s
exemplar representations of sounds to reflect the phonetic aspects of his/her
native language(s). As a speaker has language experiences and stores instances
in memory, words with similar structures or phones are grouped together, and
exemplars emerge. For example, a monolingual speaker of American English
would perceive vowels according to the relevant parameters of the vocalic
inventory of American English, because those vowels are highly frequent in
language experiences. Therefore, the speaker’s exemplar representations and
schemas should reflect the acoustic and articulatory parameters of the vowels of
American English. However, if the same American English monolingual were
exposed to the vocalic inventory of French for the first time, he/she would be
expected to have some perception difficulties. Obviously, the speaker would
notice that the sounds being spoken were not American English, but he/she
would have no choice but to map those phonetic forms perceptually onto the only
exemplars available (those of American English), resulting in very different
perception than that of the French speaker uttering the sounds.
1.3 Visual Signal in French Versus English
French and English are good candidates for research in the perception of
vowel rounding because the rounding parameter is contrastive in French but not
in English. French has both front and back rounded vowels, while rounding is
only found in back vowels in English. Figure 1.1 depicts the American English

7

vowels as they are situated in the vowel space, and Figure 1.2 depicts the
Standard French oral vowels as they are situated in the vowel space. As one can
see, the vowels that the two languages have in common are prototypically
located in the same area of the vowel space. The one notable exception is the
vowel [u]. In American English, this vowel is typically produced further forward in
the vowel space compared to its French counterpart.
Figure 1.1: American English vowels (Ladefoged 1999)

Figure 1.2: Standard French oral vowels (Fougeron and Smith 1993)

The disparity in the status of rounding between the two languages is
predicted to have consequences in the exemplars of the speakers of these two
languages, particularly with regard to the visual stimulus. If the same American
English monolingual referenced above were watching a French speaker having a
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conversation, and the words nous [nu] ‘we’ and nu [ny] ‘naked’ were used, the
American English monolingual may perceive these as the same word. Not only is
the American English [u] acoustically produced in between the French [u] and [y]
in the parameter of backness, but it is also quite possible that the visual cue of lip
rounding for both [y] and [u] would lead to the perception of only [u] since that is
the only high rounded vowel the American English speaker would have
experience with. Hearing these two high rounded vowels and seeing rounded
lips, the American English speaker would most likely categorize both as the same
vowel as any language memory involving these traits were instances of the vowel
[u]. It is possible that /u/ is not truly a back rounded vowel in present-day western
American English. An older study, Fromkin (1964), did show that while the vowel /
u/ was a bit of an outsider in terms of the height and width of the lip-opening
during production, it certainly patterns much closer to the other rounded vowels
than to any other American English vowel (Fromkin 1964). Fronting of /u/ has
advanced considerably since Fromkin’s study, and is probably now more
advanced even than the vowel plot from Ladefoged (1999) above suggests.
Holland (2014), for example, shows that for some California speakers, /u/ is
almost merging with front vowel /ɪ/.
If this is the first exposure this speaker has had to French, he/she would
create a new exemplar for French [nu], but both [nu] and [ny] would be collapsed
into the one exemplar. One could even suggest that in situations such as needing
to distinguish [nu] and [ny], the visual stimulus could hinder the acquisition of a
foreign language since exemplars that are separate in the language memory of a
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native speaker might be collapsed together in the exemplars that a language
learner is building as he/she learns the language. Furthermore, with regard to the
contrastive status of vowel rounding mentioned above, any time an American
English speaker perceives rounding, then he/she automatically associates it with
the schemas and exemplars containing back rounded vowels. However, since
rounding is found in both front and back vowels in French, perception of rounding
could theoretically trigger a wider array of schemas and exemplars containing
both front and back rounded vowels. According to Bybee, schemas, like
exemplars, gain strength when more items are grouped together, and if all
instances of rounding are collapsed together among the schemas for native
American English speakers learning French, then one would expect the incorrect
acquisition to be further strengthened.
1.4 Experiment 1 and Experiment 2
This dissertation aims to fill in the gap in research by exploring the way in
which the visual signal is used in perception and stored in exemplar
representations. The two experiments focus on how the visual signal of lip
rounding in French vowels impacts perception in both native speakers and
foreign language learners.
Experiment 1 tested native French speakers on their vocalic perception in
four conditions, video-only, audio-only, audiovisual matched, and audiovisual
mismatched. Previous research studies have suggested that in the different
modalities, native French speakers rely on different aspects of the signal to drive
their perception. This experiment takes those ideas found in different studies and
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uses a comprehensive study in hopes of determining exactly how native French
speakers use the visual signal in their perception.
Experiment 2 trained and tested two groups of French learners on their
ability to distinguish front and back rounded vowels in both the audio and
audiovisual conditions. All learners were native American English speakers.
Previous research (Levy 2009; Darcy et al. 2012) has found that American
English speakers learning French are notoriously bad at differentiating between
front and back rounded vowels; they tend instead to perceive all rounded vowels
as back vowels. This experiment trained one group using audio stimuli and one
group using audiovisual stimuli and subsequently tested both groups in both
modalities. It was hoped that separating the participants into two training types
might shed some light onto how learners use the visual stimulus in their learning
of a foreign language, while simultaneously determining if one type of training
leads to better results when participants are asked to differentiate between
vowels that are likely to be difficult for them.
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Chapter 2 Perception of Native Sounds Across Modalities

2.1 Introduction
When referring to the role of the visual stimulus in audio-visual perception,
one often thinks of the famous McGurk Effect in which the mismatched audiovisual stimulus causes confusion in the perception of the place of articulation, but
not the manner of articulation in consonants. The prototypical example of the
McGurk Effect displays a video of a mouth producing the syllable [ga] paired with
the audio of a voice producing the syllable [ba]. This results in the listener often
perceiving something in between the two stimuli, usually [da] (McGurk &
MacDonald 1976).
The McGurk Effect shows that the visual stimulus can influence native
English speakers’ perception. A similar phenomenon was demonstrated in
Canadian French speakers (Werker et al. 1992). Native Canadian French
speakers of varying levels of English proficiency, from beginner to fluent, and
native Canadian English speakers were tested on their perception of various
consonants including /ð/ (which does not occur in French) in audio only, visual
only and audio-visual conditions. In the audio-visual condition the audio stimulus
was consistently the syllable /ba/, but the visual stimulus was varied, creating
mostly incongruous audio-visual stimuli. The results showed that across all
groups, of responses to the incongruous stimuli, 19% corresponded to the
auditory stimulus, 44% corresponded to the visual stimulus, and 36%
corresponded to “blends” of the two stimuli. While the authors do not define
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“blend”, one may assume they mean that the response was somewhere in
between the auditory and visual stimulus, as was found in the original McGurk
Effect. This shows that a majority of subjects were highly influenced by the visual
stimulus in the audio-visual condition (Werker et al. 1992). While this experiment
tested French speakers on non-native sounds, it still suggests that Canadian
French speakers are influenced by the visual stimulus, at least with regards to
the place of articulation features of consonants.
An exploratory study by Colin et al. (1998) looked at the McGurk Effect in
French speakers in multiple contexts such as speech rate and length of stimulus.
The results showed the fusion McGurk Effect to occur only for one of the
speakers producing the stimuli and not for the other. Overall, the results showed
the prototypical McGurk Effect only occurred in 3% of the trials. Colin and
colleagues concluded that the emergence of the McGurk Effect might be
dependent on the language (Colin et al. 1998). These findings would suggest
that French speakers may not pay attention to the visual stimulus, at least in
incongruous stimuli.
As Werker et al. (1992) and the McGurk Effect suggest, place of
articulation features can be transmitted by the visual stimulus while certain
features related to the manner of articulation and voicing of speech sounds are
perceived primarily via the audio stimulus (Massaro 1987). This seems to be a
well attested finding evidenced by many perceptual experiments, some of which
are discussed below. However, the above conclusion only concerns the
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perception of consonants and is described in terms of consonantal parameters,
like “manner of articulation” and “place of articulation”.
One experiment found that the McGurk Effect was seen in height and
roundness in Swedish vowels (Valkenier et al. 2012). Another experiment also
showed the McGurk Effect in German tense vowels. One particularly interesting
effect was that participants perceived the front rounded vowel /y/ when they
were presented with the audio of the front unrounded vowel /i/ paired with the
video of the back rounded vowel /u/ (Nowack et al. 2010). Could a similar finding
be demonstrated for the perception of French vowels?
The articulation of different vowels is determined by the placement of the
body of the tongue within the mouth, namely its height and backness within the
oral cavity. This is often hard to see when a speaker produces a vowel. However,
it has been suggested that in English, tongue height is highly correlated with
vertical separation of the lips (Fromkin 1964). Strong correlations between lip
position/protrusion and tongue height/rounding have also been found in the
production of French vowels (Abry & Boë 1986). While these parameters of
vowel production are measurably different, the question is, are these differences
perceivable enough to modify listeners’ exemplars of vowel categories? One
vocalic parameter in French that is visual, phonologically distinct, and therefore
perceivable, is the lip rounding produced in conjunction with rounded vowels. In
fact, previous research has exhibited interesting results with regard to the visual
perception of the vocalic features, particularly rounding.
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2.2 Background Research
In her dissertation, Mourand-Dornier (1980) (as cited in Tseva & Cathiard
(1990) and Aboutabit (2007)) tested the lip-reading ability of hearing native
French speakers using video-only stimuli for thirteen French vowels produced in
CVC words. The confusion matrix of her results are reproduced in Figure 2.1 with
the stimuli in the leftmost column and the responses listed across the top. One
thousand responses are shown for each stimulus.
Figure 2.1: Confusion matrix for perception of French vowels by hearing native
French speakers (from Tseva and Cathiard 1990: p. C2-508). “Autres” (at top
right) means that the response was not a vowel or was missing.

The highest score was 58.7% correct for the vowel /a/. The vowel /y/ was
perceived at an exceptionally low level of accuracy. Mourand-Dornier found that /
y/ was correctly identified just over 19% of the time, a very different result than
found by Benoit et al. (1994) in audio and audio-visual conditions, discussed in
more detail below. It is important to note that the above data show that rounding
is very salient in the visual stimulus for French speakers. One can see that in
Mourand-Dornier (1980), most of the responses for the rounded vowel stimuli,
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even the incorrect ones, still had the rounded feature. Furthermore, for the two
high front rounded vowels in the stimuli (/y/ and /ø/) the subjects often responded
with a back rounded vowel (Tseva & Cathiard (1990)). These results suggest that
rounding is visually salient for French speakers, but that they seem to associate
roundness with back vowels. Appealing to a usage-based phonology model, this
would suggest that native French speakers link the visual input of lip rounding
with their exemplars of back vowels. This strong link could theoretically be
accounted for in two ways. First, all back vowels in French are rounded, but not
all front vowels are rounded. This means that there is a strong schema
connecting rounding with back vowels while the schema connecting rounding
and front vowels is weaker since there are instances of front vowels without
rounding. This further suggests that in perception, lip rounding might tend to be
associated with back vowels.
Second, for an alternative exemplar-based hypothesis, it seems possible
that back rounded vowels occur more frequently than front rounded vowels in
natural French language use, thus affecting the French speaker’s mental
representations of rounding. This in turn would explain a strong correlation
between the visual cue of rounded lips and the perception of back vowels. Using
two corpora of French conversation, Boë and Tubach (1992) compiled frequency
counts of French phonemes. The frequency counts were based on the written
phonetic transcriptions of experts, not an automatic program. This led to more
“precise” and “rich” information. They found that the front rounded vowels were
20th ([y]), 33rd ([ø]) and 6th ([œ] combined with [ə]) most frequent of the 34
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French phonemes they tallied. This is compared to 18th, 27th, and 17th for [u],
[o], [ɔ], the back rounded vowels respectively. The differences in frequency
between two of the corresponding pairs of vowels is not drastic ([y] and [u]: 20th
versus 18th, [ø] and [o]: 33rd versus 27th). The standout pair is [œ] and [ɔ], but
as Boë and Tubach noted, the frequency count for [œ] is combined with schwa
(Boë & Tubach 1992). This most likely would have inflated the frequency count.
Words like je (1st person singular subject pronoun), le (masculine singular
definite article), and que (conjunction or relative pronoun) are all pronounced with
a schwa (Juilland 1965). These are all likely highly frequent words in
conversation and natural speech. Overall, if these calculations are representative
of natural French speech, it does not seem to give firm support to the argument
that back rounded vowels might occur more frequently than front rounded
vowels. This finding argues in favor of the first explanation, that French speakers
have a stronger association between rounding and backness in vowels than
between rounding and front vowels.
The importance of the visual cue of rounding for French speakers is even
further solidified by Ménard et al. (2009). They studied the production and
perception of vowels by sighted French speakers and congenitally blind French
speakers. Using an auditory discrimination task with a synthesized vowel
continuum, they found that blind speakers were more accurate in their perception
of /y/ versus /i/ than sighted speakers. They suggest that the difference in
accuracy may be because the blind speakers were more attuned to the acoustic
cues of rounding since they could not rely on visual cues. The difference in
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perception accuracy of /i/ versus /y/ between the sighted and blind subjects was
very close to statistically significant, enough for the authors to suggest that it is
worth analyzing further (Ménard et al. 2009). Since blind speakers do not have
visual input incorporated into their exemplar representations, their exemplars
have only been shaped by the acoustic cues they perceive. Also, considering the
fact that the sighted speakers were less accurate in their perception of the
acoustic cues of rounding, this suggests that not only does the visual input aid in
perception, but sighted speakers may somewhat rely on the visual stimulus for
accurate perception of rounded vowels. Furthermore, this provides additional
evidence that the customary visual input does in fact help shape exemplars and
affects perception, given that perception is less accurate when the visual
stimulus is not present.
In a series of experiments, Benoit et al. (1994) tested native French
listeners on their ability to perceive VCVCV sequences in both audio only and
audio-visual conditions with varying levels of white noise to distort the signal. Not
surprisingly, they found that the introduction of the visual information improved
the identification scores, especially in the stimuli with more noise. Unfortunately,
this study only investigated the three vowels /i, y, a/ instead of a larger sample of
the French vowels. However, an interesting finding relates to the intelligibility of
specific vowels used in the stimuli. Auditorily, the vowel [y] was least intelligible
(least accurately identified), whereas, visually [y] was the most intelligible. Benoit
et al. concluded that subjects used the prominent rounded lip gesture to identify
this vowel. For other vowels, such as [i], the lip position is dependent on the
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consonantal context, which would make relying on the visual stimulus much
harder (Benoit et al. 1994). Consistent with the perceptual results of this study
are the measurements of lip openings and lip positions in various vowel contexts
in French (Abry & Boë 1986). These authors found that the vowel /y/ was much
more restricted in lip position than the vowels /i/ and /e/. More specifically, the
area of lip opening cannot exceed 100 mm2 for /y/.
In a more comprehensive study of the perception of French vowels,
Robert-Ribes et al. (1998) tested the auditory, visual, and audio-visual perception
of seven French oral vowels by native French speakers. The auditory and audiovisual stimuli were presented with various levels of noise. As would be expected,
with increasing levels of noise in the stimulus, the subjects perceived the vowels
incorrectly more often. The authors claim the results of their experiment show a
hierarchy of the perception of certain vocalic parameters. When looking at the
data of the visual stimuli, rounding is the the most salient to listeners, followed by
vowel height, and then vowel backness. However, they point out that if the data
for the low vowel, namely /a/, is removed, then the effect of vowel height
disappears. That is, the listeners did not accurately distinguish between high and
mid vowels; they simply were able to perceive /a/, the only low vowel in the
stimulus set, quite accurately. With respect to auditory perception, the results
paint a very different picture. Vowel rounding was last on the perpetual hierarchy
of auditory robustness, and the parameter of tongue height was the most robust.
That is, subjects perceived vowel height more readily. In the audio-visual
condition, vowel rounding was correctly perceived consistently across all noise
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levels (higher than 90% accuracy) (Robert-Ribes et al. 1998). This supports the
idea that vowel rounding is most apparent in the visual input. If the subjects
perceive rounding based on the visual stimulus and not the auditory stimulus,
then the signal to noise ratio in the auditory signal should not matter. Overall, the
results of Robert-Ribes et al. (1998) point to the fact that French speakers seem
to have a hard time “hearing” the acoustic cues of rounding. Instead, they rely on
the visual stimulus to cue their perception of rounded vowels.
Furthermore, the results provided by Robert-Ribes et al. (1998)
corroborate the results of Mourand-Dornier (1980). Both studies showed that
rounding was perceptually salient in the visual stimulus. Additionally, as stated
before, the results found by Benoit et al. (1994) differ from those found by
Mourand-Dornier (1980). The former found that /y/ was easily identified by the
visual stimulus, while the latter found that /y/ was rarely correctly identified
through lip-reading. According to Benoit et al. (1994), there is a very simple
explanation for this difference. They only had three choices of vowels in their
study, and /y/ was the only rounded vowel in the group. However, MourandDornier (1980) tested thirteen vowels, including both /u/ and /y/, which have been
claimed to “look alike on the lips” (Benoit et al. 1994: 2000). While this is a very
good possible explanation, the authors missed another very obvious explanation
for the discrepancy in results. Benoit et al. (1994) tested their subjects on audio
and audio-visual conditions while Mourand-Dornier (1980) tested her subjects
using a visual stimulus only. Surely the presence of the audio stimulus, despite
the addition of white noise, aided the subjects in perceiving /y/ correctly.
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However, an even more interesting phenomenon arises here. According to
Mourand-Dornier (1980) French speakers do not perceive /y/ at a high level of
accuracy by visual cues alone; instead they most frequently perceive /y/ as /u/.
According to Benoit et al. (1994) French speakers do not perceive /y/ at a high
level of accuracy by acoustic cues alone (about 63%); instead they frequently
perceive it as /i/ (about 31%). However, when both the acoustic cues and visual
cues are present, French listeners’ accuracy in perceiving /y/ drastically
increases (to about 95%).
From the studies discussed above, it seems that, at least in the case of
sighted individuals, French listeners rely on the the bimodal stimulus to correctly
perceive the intended vowel in the case of rounding. The acoustic cues of
rounding seem to be insufficient for French listeners in a notable percentage of
instances, while the visual cue of rounded lips is highly salient. This would
suggest that not only does the visual stimulus form part of their stored exemplar
representation of the vowel, but it also seems that it is a highly important part of
the perception and distinction between rounded and unrounded front vowels in a
language like French, which has contrastive rounding in that area of the vocalic
inventory. The idea that the visual stimulus aids in perception is nothing novel;
however, the idea that for a group of sounds the visual stimulus plays such a
huge role in accurate perception is less explored. Furthermore, in the study of
exemplars and usage-based phonology, the role of the visual stimulus within the
exemplar representations has not been discussed much, if at all.
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In response to these previous findings, the first experiment in this
dissertation investigates the following question: When presented with three
modes of stimuli, audio, visual, and audio-visual, how will native French listeners
perceive the three front rounded vowels /y/, /ø/, and /œ/ when given a subset of
possible word choices? If previous research is a good indication, one would
expect:
! Hypothesis 1: In the auditory condition, French listeners will
perceive front rounded vowels as vowels of the same corresponding
height, but not necessarily the same corresponding roundness.
! Hypothesis 2: In the visual condition, French listeners will
perceive front rounded vowels as the back rounded vowels of the same
height.
! Hypothesis 3: In the audiovisual condition, French listeners will
perceive and identify front rounded vowels accurately.
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Chapter 3 Experiment 1
3.1 Methodology
3.1.1 Participants:
There were 20 listener participants for this experiment: 14 females and 6
males. The participants had an age range of 20 to 62 years and an average age
of 28.55. All of them were native users of French. Most were students at the
Université du Québec à Montréal. Nineteen of the twenty participants were born
and raised in the province of Québec, Canada. One male participant reported
that he was born in France in the Paris region but was currently living in
Montreal.
In addition, three native speakers of French participated as speakers for
the experiment. Two were females from metropolitan France and the third was a
male from Cameroon. None of the speakers served as listener participants in the
experiment. The use of three different speakers is intended to reduce the effect
of individual speaker idiosyncrasies in production on the results of the perception
task.
3.1.2 Stimuli:
The speakers were recorded producing monosyllabic French words. Using
the program PhotoBooth on a MacBook laptop with a frame-rate of 30.05 frames
per second, they were video recorded from the nose down. Using a Shure
Legendary cardioid microphone (model SM58) and a Zoom H5 portable recorder
with a 44,100 Hz sampling rate, the speakers were simultaneously audio
recorded. Since the stimuli included audio only, video only, audio-visual matched,
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and audio-visual mismatched clips, it was easier for manipulation and editing
purposes to record the audio and visual clips separately yet simultaneously. The
program Photo Booth provides a countdown accompanied by tones before the
video recording begins, making it possible to synchronize the audio with the
visual precisely.
The speakers produced the words listed in Table 3.1. These words have
minimal and near minimal contrasts and use the mid and high French vowels /
y/, /ø/, /œ/, /i/, /e/, /ɛ/, /u/, /o/, and /ɔ/. The test stimuli include the front rounded
vowels /y/, /ø/, and /œ/, and the control stimuli include the unrounded
counterparts /i/, /e/, and /ɛ/ and the rounded back counterparts /u/, /o/, and /ɔ/.
Table 3.1: List of stimuli vowels and the carrier words they were taken from
Stimulus vowel

Recorded word

/y/

lu [ly] ‘read (past)’

/ø/

leu [lø] ‘part of the expression à la
queue leu leu, meaning single file‘

/œ/

leur [lœʁ] ‘their’

/u/

loup [lu] ‘wolf’

/o/

l’eau [lo] ‘water’

/ɔ/

l’or [lɔʁ] ‘gold’

/i/

lit [li] ‘read (3rd person sing)’

/e/

les [le] ‘plural definite determiner’

/ɛ/

laid [lɛ] ‘ugly’
Using iMovie, the initial and final consonants were excised from the video,

leaving only the vowel. Using Praat (Boersma & Weenink 2018), the
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consonant(s) were also removed from the audio and the vowels were lengthened
to a duration of approximately 275 ms each. There was slight variation in vowel
lengths to accommodate additions of full periods of the vowel.
The original audio stimuli had an average intensity of 71.23 dB. Using
Praat, all audio clips used in the stimuli were combined with white noise at three
different signal to noise ratios, namely no noise, 6 dB, and -6 dB. This was done
according to the rationale set out in Robert-Ribes et al. (1998). As part of their
preliminary study, they found that, with a corpus of French vowels, the vowel
space shrank as the amount of noise introduced to the signal increased (RobertRibes et al. 1998).
Two sets of stimuli were created with an audio-visual mismatch with the
set of front vowels (/y/, /ø/, /œ/, /i/, /e/, /ɛ/). One set used the audio of the front
rounded vowels paired with the video of their front unrounded counterparts
(Audio:/y/—Visual:/i/, Audio:/ø/—Visual:/e/, Audio:/œ/—Visual:/ɛ/). The second
set used the audio of the front unrounded vowels paired with the video of their
front rounded counterparts (Audio:/i/—Visual:/y/, Audio:/e/—Visual:/ø/, Audio:/ɛ/—
Visual:/œ/).
3.1.3 Procedure:
The experiment was conducted at the Université du Québec à Montréal in
Montreal, Canada. Before the experiment began, each participant filled out a
questionnaire about their demographic information and past language studies.
Then, participants were tested using the recordings of the isolated vowels in four
stages, the audio condition, the visual condition, the audio-visual matched
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condition, and the audio-visual mismatched condition. In all of the stages,
subjects are presented with ten real monosyllabic word choices, one containing
each of the possible vowels they are to perceive. Nine of the ten word choices
were the same carrier words found in Table 3.1 used by the speakers to produce
the vowels. The vowel /ɛ/ was represented twice by two different words. The
words laid and l’air both contain this vowel. L’air was added due to a suggestion
during the piloting of the experiment in which a few listeners claimed to perceive
a rhotic color to the vowel /ɛ/. Since in the pilot trials the only option for this vowel
was laid, these listeners felt none of the possible word choices matched what
they perceived.
In the experimental trials, the audio and/or video clip was displayed on a
laptop computer. The stimuli were randomized and presented at the same
sampling rate as they were recorded. All participants used headphones and were
tested individually. During audio-only trials, a fixation cross was displayed on the
screen. This display was immediately followed by a display showing the ten
response word choices with the prompt “comme…” (“as in…”). Participants were
then tasked to click on the word from which they believed the vowel was taken.
In the first stage, participants were presented with video-only stimuli (the
audio was removed), and they were asked to choose among the responses to
indicate the word they were seeing, essentially testing their lip-reading ability for
these French vowels. All participants were tested on all nine vowels from all three
speakers. In the second stage, participants heard only the audio portion of the
stimuli. They were again asked to choose among the response words to indicate
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which word they had heard. The participants were tested on all nine vowels from
all three speakers with all three SNRs. In the third stage, participants saw and
heard the stimuli in the bimodal (audio-visual) matched condition. They were
asked again to choose the word that best corresponded to each stimulus. This
stage was tested, just as the first two conditions, with all vowels, speakers, and
SNRs. The final stage was a repetition of the third stage except that it used the
two sets of bimodal mismatched stimuli. Phase 1 contained 27 video-only stimuli
consisting of all 9 vowels produced by all 3 speakers. Phase 2 and Phase 3 both
contained 81 audio-only and audiovisual matched stimuli consisting of all 9
vowels produced by all 3 speakers using all three SNRs. Phase 4 contained 54
audiovisual mismatched stimuli consisting of the 6 front vowels produced by all 3
speakers using all 3 SNRs. Since the mismatched stimuli relied on pairing audio
and video signals of different rounding only, the back vowels were not eligible for
this phase as French does not have any back unrounded vowels to contrast with
the back rounded vowels.
3.1.4 Data Coding
All data was coded for three vocalic parameters of backness, roundness,
and height of both the stimulus and the response. Backness was denoted using a
binary choice of either “front” or “back”. Roundness was denoted using a binary
choice of either “yes” or “no”. Height was denoted using a ternary choice of either
“high”, “mid-high” or “mid-low”. While some French phonological literature
collapses all mid vowels into one height category, the choice to code height using
a three-way distinction in the current study stemmed from several factors. First,
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six of the nine vowels used in the stimuli represented phonologically mid height
vowels, and of those six vowels, there are three pairs that that each would share
the same values of the three parameters if height had been collapsed into a
binary distinction. For example, /ø/ and /œ/ would both be coded as round = yes,
backness = front, and height = mid. Splitting mid height into two dimensions
allows for a distinction between this vowel pair. Second, when the F1 and F2
values of the vowels of the three speakers were plotted, it became clear that the
mid-high and mid-low vowels were far enough apart in the vowel space that
making the height distinction was warranted. This can be seen in Figure 3.1
below.
Figure 3.1: Plot of the F1 and F2 values of the three speakers for each of the
nine vowels. The axes are flipped to be oriented like the traditional vowel space
and vowel chart. Each speaker is represented by a different color; The green
represents a male speaker, and the blue and red represent female speakers.

28

All of the responses were also coded using four columns denoting
different types of correctness, all of which used a binary choice of “yes” or “no”. A
response was coded “yes” for Correct if it exactly matched the stimulus. In the
case of l’air and laid, both being instances of the vowel /ɛ/, it was intended that
both responses would be considered correct if the stimuli was for the vowel /ɛ/;
however, no participant ever responded using the choice l’air. Therefore, this was
not an issue. A response was coded “yes” for Roundness Correct if the
roundness value of the response matched the roundness value of the stimulus.
Responses were coded similarly for Height Correct and Backness Correct.
Correctness with respect to different features was coded separately in order to
analyze the effect of the mode of stimulus delivery on the perception of specific
vocalic parameters. For example, since Phase 1 was comprised of video-only
stimuli, knowing if participants were able to perceive the correct roundness value
despite being incorrect in their exact response would be indicative that lip
rounding is a salient piece of the visual stimulus in the current study.
3.2 Results
3.2.1 Raw Data Results
In order to see how the participants’ perception varied across the phases
of the experiment, the data are presented graphically as well as being compiled
into confusion matrices. The following figures show the graphic representations
of the data of each phase. The x-axis depicts the vowel stimulus, and the y-axis
depicts the percentage of responses corresponding to the different vowels
chosen by the participants. The various colors in each column of the graph
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represent the responses to the stimuli.
Figure 3.2 shows Phase 1 data, and Table 3.2 shows the confusion matrix
for Phase 1 data. The different colors show the proportions of the different
responses when participants were presented with the video stimulus.
Figure 3.2: Graphic representation of Phase 1 video-only stimuli; X-axis: Video
Stimulus; Y-axis: Responses
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Table 3.2: Confusion Matrix for Phase 1 for all participants; X-axis: Video
Stimulus; Y-axis: Responses
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[e]
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1
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Since Phase 1 was comprised of video-only stimuli in which participants
were essentially asked to lip-read to determine the vowel that was being
produced, one would expect much variation in responses. That is evident in the
multiple colors depicted in each column of data in Figure 3.2. Overall accuracy in
perception in this phase was relatively low at just around 44.3%. Both Figure 3.2
and Table 3.2 show also how rounding is extremely salient in the video-only
stimulus as the roundness of the stimulus and the response matched a vast
majority of the time, approximately 96.3% of the time. Both vowel height and
vowel backness showed similar visual saliency, but the participants’ accuracy
was much lower compared to roundness, namely 64.4% and 68.5% respectively.
A deeper discussion of the details of these findings is found in the next section.
Figure 3.3 shows Phase 2 data, and Table 3.3 shows the confusion matrix
for Phase 2 data. The different colors show the proportions of the various
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responses when presented with the audio stimulus.
Figure 3.3: Graphic representation of Phase 2 audio-only stimuli; X-axis: Audio
Stimulus; Y-axis: Responses
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Table 3.3: Confusion Matrix for Phase 2 for all participants; X-axis: Audio
Stimulus all SNRs; Y-axis: Responses
[y]

[ø]

[œ]

[u]

[o]

[ɔ]

[i]

[e]

[ɛ]
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1

0

0

4

0

0

[ø]

4

159

23

0

0

0

0

2

1

[œ]

0

10

143

1

1
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0
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0

1
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0

0

0
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Phase 2 consisted of audio-only stimuli, similar to a listener’s experience
of speech in the dark, requiring participants to respond according to the vowel
they heard and perceived. As anticipated and exhibited by the graph in Figure
3.3, there was less variation in the responses to these stimuli compared to Figure
3.2 showing that accurate perception is more easily achieved using the audio
stimulus alone than the visual stimulus alone. Overall accuracy for Phase 2 was
approximately 79%. There was a slight increase in roundness accuracy from
Phase 1, up to 97.2%. Height accuracy and backness accuracy increased
dramatically to 82.8% and 96.5% respectively. A deeper discussion of the details
of these findings is found in the next section.
Figure 3.4 shows Phase 3 data, and Table 3.4 shows the confusion matrix
for Phase 3 data. The different colors show the proportions of the various
responses when presented with the matched audio-visual stimulus.
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Figure 3.4: Graphic representation of Phase 3 matched AV stimuli; X-axis: AV
Stimulus; Y-axis: Responses
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Table 3.4: Confusion Matrix for Phase 3 for all participants; X-axis: AV Stimulus
all SNRs; Y-axis: Response
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Phase 3 consisted of matched audio-visual stimuli, simulating the
language one might encounter in a face-to-face conversation, requiring
participants to respond based on what they saw and heard. With more detail
presented in the audio-visual stimuli than in either Phase 1 or Phase 2, one
would expect the accuracy in perception to increase to its highest levels. As
expected, an increase was seen as overall accuracy was approximately 85.5%.
All three vocalic parameter accuracies also increased. Roundness accuracy was
the highest at 99.8%. Height accuracy was approximately 87.7%. Backness
accuracy was approximately 97.4%. A deeper discussion of the details of these
findings is found in the next section.
Figure 3.5 shows Phase 4 data, and Table 3.5 shows the confusion matrix
for Phase 4 data. The different colors show the proportions of the various
responses when presented with the mismatched audio-visual stimulus where the
audio stimulus and video stimulus differed only in its roundness. It should be
noted that in the graph in Figure 3.5, the labeling on the X-axis corresponds to
the audio of the mismatched stimuli. However, because the purpose of the
experiment was to determine if the visual aspect of roundness would affect the
participants’ perception, in the coding of the data, Roundness Correct was based
on the response relative to the roundness of the visual stimulus.
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Figure 3.5: Graphic representation of Phase 4 mismatched AV stimuli; X-axis:
Audio Stimulus; Y-axis: Responses
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Table 3.5: Confusion Matrix for Phase 4 for all participants; X-axis: AV
mismatched Stimulus all SNRs; Y-axis: Response
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Phase 4 used stimuli in which the audio signal and video signal were not
the same vowel. One part of the signal was on a rounded vowel while the other
part was of its unrounded counterpart. As demonstrated by Figure 3.5, responses
matching the audio signal was fairly high, 68.33%, meaning most participants
focused on the audio signal when responding. However, since accuracy is lower
for Phase 4 compared to Phases 2 and 3, the mismatched video clearly played a
role in mis perception. Height and backness accuracy were quite high at
approximately 80% and 94% respectively. Roundness accuracy of the visual
stimulus was extremely low at just 18.8% showing further that the mismatched
video stimulus did cause some confusion and perception differences in some
participants. A deeper discussion of the details of these findings is found in the
next section.
3.2.2 Statistical Analysis
To determine the effect of the modality of the stimuli on the perception of
the vocalic parameters, mixed-effects logistic regression modeling was used on
the data as a whole. Statistical analyses were carried out using R 4.0.2 (R Core
Team 2021), the lmerTest (Kuznetsova et al. 2017), the tidyverse (Wickham et al.
2019), and the ggplot2 (Wickham 2016) packages.
Three different maximal models using the different levels of correctness
(Roundness Correct, Backness Correct, and Height Correct) as the dependent
variables, Phase and SNR as fixed effect independent variables, and Participant
and Stimulus as random effect independent variables were constructed. The
random effect of Participant was never removed from the model as it was part of
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the experimental design and statistical experts advise against removing random
effects from statistical modeling (Hurlbert 1984). Fixed effects independent
variables were removed from the models if they did not affect the significance of
the factors. One variable that was removed from every model as it never
produced significant results was SNR.
One model showed that there was a significant effect of the modality of
the stimuli on the accuracy of roundness across the different phases. For the
Phase 1 video-only stimuli, participants were significantly less likely to get
roundness correct compared to Phase 3, the matched AV stimuli (p < .001),
which served as the reference level for the model. For the Phase 2 audio-only
stimuli, participants were significantly less likely to get roundness correct
compared to Phase 3 (p < .001). For the Phase 4 mismatched AV stimuli where
Roundness Correct was evaluated relative to the roundness of the video portion
of the stimulus, participants were very much less likely to get roundness correct
compared to Phase 3 AV (p < .001), suggesting that they paid attention to the
roundness of the audio stimulus instead. Table 3.6 shows the complete statistical
calculations from the model.
Table 3.6: Statistical calculations from the logistic regression model for
roundness accuracy
Parameter

Log-Odds

Intercept

6.92

Phase 1

SE

95% CI

z-Value

p-Score

0.66 (5.64, 8.21)

10.57

< .001

-2.61

0.50 (-3.60, -1.63)

-5.19

< .001

Phase 2

-2.32

0.47 (-3.24, -1.40)

-4.93

< .001

Phase 4

-9.11

0.50 (-10.09, -8.14)

-18.29

< .001
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Figure 3.6 Graphic representation of roundness accuracy levels across all
phases. Accuracy was evaluated relative to the audio part of the stimulus for
Phases 1 - 3, and the video part of the stimulus for Phase 4.

Figure 3.6 shows graphically that roundness accuracy varies significantly
across phases.
Figure 3.7: Graphic representation of roundness accuracy levels for Phases 1-3.
Note the scale of the y-axis.
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Since the roundness accuracy of Phase 4 is so low, it is difficult to see the
variation in roundness accuracy for the first three phases in Figure 3.6. Figure
3.7 removes Phase 4 in order to illustrate graphically the significant variation in
accuracies. It is important to note the variation in scores within each phase as
well, illustrated by the error bars in the graph. Phase 1 was essentially a lipreading task of video-only stimuli, and the amount of variation in accuracies in
that phase suggests that the visual cues of vowel roundness are highly salient for
some and not for others. The same can be said for the acoustic cues of vowel
roundness. The variation in accuracies in Phase 2 is less than in Phase 1, but
still easily seen on the graph. Variation in accuracy for Phase 3 was much
smaller compared to Phases 1 and 2, meaning that when the participants were
given the full audio-visual stimulus, perception of vowel roundness was highly
accurate for every participant.
Another model showed that there was a significant effect of the modality of
the stimuli on the accuracy of backness, but only in some phases. For the Phase
1 video-only stimuli, participants were significantly less likely to get backness
correct compared to Phase 3 matched AV stimuli (p < .001), the reference level.
For the Phase 4 mismatched AV stimuli, participants were significantly less likely
to get backness correct compared to Phase 3 AV (p < .001). There was no
significant difference between the Phase 2 audio-only stimuli and Phase 3 AV
stimuli. Table 3.7 shows the complete statistical calculations from the model.
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Table 3.7: Statistical calculations from the logistic regression model for backness
accuracy
Parameter

Log-Odds

Intercept

4.32

Phase 1

-3.42

Phase 2
Phase 4

SE

95% CI
0.40 (3.53, 5.11)

z-Value

p-Score
10.69

< .001

0.21 (-3.83, -3.01)

-16.30

< .001

-0.32

0.21 (-0.74, 0.10)

-1.50

0.133

-1.77

0.24 (-2.23, -1.30)

-7.48

< .001

Figure 3.8: Graphic representation of backness accuracy levels across all
phases

Figure 3.8 clearly shows how backness accuracy is significantly lower in
the Phase 1 video-only stimuli than in the two stimuli which contain audio,
namely Phases 2 and 3. Phase 1 backness accuracy was approximately 68.5%
whereas Phases 2 and 3 were 96.5% and 97.4% respectively. This suggests
backness is most salient in the audio signal via acoustic cues. Also just as was
shown in Figure 3.7 with roundness accuracy, there was much variation in
backness accuracy within Phase 1. Backness accuracy also seems not to show
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as much variation within both Phases 2 and 3, meaning that most participants
performed similarly on the backness parameter.
The last of these types of models showed that there was a significant
effect of the modality of the stimuli on the accuracy of the perception of vowel
height across all phases. For the Phase 1 video-only stimuli, participants were
significantly less likely to get height correct compared to Phase 3 matched AV
stimuli (p < .001). For the Phase 2 audio-only stimuli, participants were
significantly less likely to get height correct compared to Phase 3 (p < .001). For
the Phase 4 mismatched AV stimuli, participants were significantly less likely to
get height correct compared to Phase 3 (p < .001). Table 3.8 shows the complete
statistical calculations from the model.
Table 3.8: Statistical calculations from the logistic regression model for height
accuracy
Parameter

Log-Odds

Intercept

2.44

Phase 1

-1.74

Phase 2
Phase 4

SE

95% CI
0.39 (1.67, 3.22)

z-Value

p-Score
6.21

< .001

0.13 (-2.01, -1.48)

-12.96

< .001

-0.49

0.11 (-0.71, -0.27)

-4.39

< .001

-0.44

0.13 (-0.68, -0.19)

-3.51

< .001
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Figure 3.9: Graphic representation of height accuracy levels across all phases

Figure 3.9 clearly shows how height accuracy is significantly lower in the
Phase 1 video-only stimuli than in Phase 3. Unlike backness, there is a
significant difference in height accuracy between Phases 2 and 3, suggesting
that the inclusion of the visual portion of the stimulus does have an effect on the
perception of vowel height. Phase 1 showed an overall height accuracy of 64.4%,
Phase 2 showed 82.8%, Phase 3 showed 87.7%, and Phase 4 showed 80.4%.
Just as with both roundness and backness, height accuracy showed high levels
of variation within Phase 1. However, there was much more variation in height
accuracy in Phases 2 and 3 than there was variation in backness accuracy.
To determine the effects of the vocalic parameters on the accuracy of
perception, mixed-effects logistic regression modeling was used on the data of
each phase independently. Four different maximal models, one for each phase,
using Correctness as the dependent variable, Roundness, Backness, and Height
as fixed effect independent variables, and Participant as a random effect
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independent variable were constructed. The random effect of Participant was
never removed from the model as it was part of the experimental design and
statistical experts advise against removing random effects from statistical
modeling (Hurlbert 1984). Fixed effects independent variables were removed
from the models if they did not affect the significance of the data. Reference
levels were Roundness = no, Backness = front, Height = high.
In Phase 1, it was found that participants were significantly less accurate
in their visual perception of rounded vowels compared to unrounded vowels (p <
.001), participants were significantly more accurate in their visual perception of
back vowels than front vowels (p = .016), and participants were significantly less
accurate in their visual perception of mid-high vowels (p < .001) and mid-low
vowels (p = .011) compared to high vowels. Furthermore, there were two
interactions that proved significant, one between roundness and height and one
between backness and height. Table 3.9 shows the complete statistical output
from the model.
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Table 3.9: Statistical calculations from the logistic regression model for Phase 1
Parameter
(Intercept)

Log-Odds SE

95% CI

z-Value p-Score

1.33 0.33 (0.68, 1.98)

4.01

< .001

Roundness (yes)

-1.98 0.42 (-2.81, -1.15)

-4.67

< .001

Backness (back)

0.92 0.38 (0.17, 1.68)

2.41

0.016

Height (midhigh)

-1.98 0.42 (-2.81, -1.15)

-4.67

< .001

Height (midlow)

-1.05 0.42 (-1.87, -0.24)

-2.54

0.011

Roundness (yes) * Height
(midhigh)

0.83 0.62 (-0.39, 2.05)

1.33

0.183

Roundness (yes) * Height (midlow)

1.13 0.57 (0.02, 2.24)

1.99

0.047

Backness (back) * Height
(midhigh)

0.94 0.59 (-0.22, 2.10)

1.59

0.112

-1.97

0.049

Backness (back) * Height (midlow)

-1.08 0.55 (-2.15, -3.33e-03)

Figure 3.10: Graphic representation of predicted accuracy levels for each vowel
in Phase 1 based on the final statistical model. Note that back unrounded vowels
do not exist in the French vowel inventory.
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It is readily apparent from Figure 3.10 that the three high vowels (the ones
denoted with the red lines) were most easily perceived in the video-only stimuli.
The high front rounded vowel /y/ was clearly perceived with the lowest accuracy
of the three high vowels. The high rate of accuracy for the vowel /i/ shows that it
was the easiest vowel for participants to see. The extremely low accuracy of the
front mid-high vowels, namely /e/ and /ø/ is also striking. More detailed
discussion of why these significant distinctions may have emerged will be found
in the next section.
In Phase 2, it was found that participants were significantly less accurate
in their auditory perception of back vowels than front vowels (p < .001), and
participants were significantly less accurate in their auditory perception of midhigh vowels (p < .001) and mid-low vowels (p < .001) compared to high vowels.
There was no significant difference in Phase 2 between the rounded and
unrounded vowels. Furthermore, there were two significant interactions between
roundness and height. Table 3.10 shows the complete statistical calculations
from the model.
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Table 3.10: Statistical calculations from the logistic regression model for Phase 2
Parameter
(Intercept)

Log-Odds SE

95% CI

z-Value p-Score

3.06 0.36 (2.35, 3.77)

8.46

< .001

Roundness (yes)

-0.39 0.40 (-1.18, 0.40)

-0.97

0.331

Backness (back)

-0.66 0.17 (-1.01, -0.32)

-3.80

< .001

Height (midhigh)

-3.57 0.38 (-4.31, -2.82)

-9.38

< .001

Height (midlow)

-1.94 0.39 (-2.70, -1.18)

-5.02

< .001

Roundness (yes) * Height (midhigh)

3.01 0.44 (2.14, 3.89)

6.78

< .001

Roundness (yes) * Height (midlow)

0.91 0.44 (0.04, 1.78)

2.05

0.040

Figure 3.11: Graphic representation of predicted accuracy levels for each vowel
in Phase 2 based on the final statistical model. Note that back unrounded vowels
do not exist in the French vowel inventory.
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Figure 3.11 demonstrates the high accuracy levels for the audio-only
stimuli. As expected, when comparing the accuracy levels in Figure 3.10 for the
video-only stimuli to the accuracy levels here, one can see the accuracy
improves dramatically. It is also worth noting that there is a very similar
distribution in the accuracy level patterns of the rounded vowels. For both front
and back vowels, as the vowels get lower in height, the participants’ accuracy
declines.
The statistical model for Phase 3 was identical to that of Phase 2, and the
results of the two models are quite similar as well. All of the same effects and
interactions are significant. In Phase 3, it was found that participants were
significantly less accurate in their audio-visual perception of back vowels than
front vowels (p < .001), and participants were significantly less accurate in their
audio-visual perception of mid-high vowels (p < .001) and mid-low vowels (p <
.001) compared to high vowels. There was no significant difference in Phase 3
between the rounded and unrounded vowels. Furthermore, there were two
significant interactions between roundness and height. Table 3.11 shows the
complete statistical calculations from the model.
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Table 3.11: Statistical calculations from the logistic regression model for Phase 3
Parameter
(Intercept)

Log-Odds SE

95% CI

z-Value p-Score

4.54 0.71 (3.14, 5.94)

6.35

< .001

Roundness (yes)

-0.99 0.77 (-2.50, 0.51)

-1.29

0.197

Backness (back)

-1.16 0.26 (-1.66, -0.65)

-4.49

< .001

Height (midhigh)

-4.96 0.73 (-6.38, -3.53)

-6.81

< .001

Height (midlow)

-3.29 0.73 (-4.73, -1.85)

-4.49

< .001

Roundness (yes) * Height (midhigh)

4.96 0.80 (3.40, 6.51)

6.23

< .001

Roundness (yes) * Height (midlow)

2.48 0.78 (0.94, 4.02)

3.16

0.002

Figure 3.12: Graphic representation of predicted accuracy levels for each vowel
in Phase 3 based on the final statistical model. Note that back unrounded vowels
do not exist in the French vowel inventory.
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Since the results of the statistical models of Phase 2 and Phase 3 were so
similar, obviously Figure 3.11 and Figure 3.12 reflect that similarity. Figure 3.12
shows slightly higher accuracy levels across all vowels, and several vowels show
a smaller range of variation in accuracy, meaning most participants performed
equally well.
It should be noted that a response for Phase 4 (mismatched audio-video)
was marked as correct if it matched the audio stimulus. Also, three of the
participants performed with very low accuracy, and their data was removed from
the Phase 4 model as outliers. The model for Phase 4 showed very few factors
as statistically significant. In fact, the only significant factor came in the form of an
interaction between roundness and height, specifically when vowel was mid-high
and the video stimulus was rounded. Since none of the fixed effects were
significant by themselves and the significance of the interaction is quite strong, it
seems safe to say that the participants were markedly inaccurate in their
perception of stimuli whose audio signal was /e/ and whose video signal was /ø/.
Participants instead responded as /ɛ/ approximately 47% of the time, suggesting
they were still responding to the audio signal since the conflation of /e/ and /ɛ/
has been seen consistently across all phases of the experiment. Table 3.12
shows the complete statistical calculations from the model.

50

Table 3.12: Statistical calculations from the logistic regression model for Phase 4
Parameter
(Intercept)

Log-Odds SE

95% CI

z-Value p-Score

2.36

0.30 (1.77, 2.94)

7.89

< .001

Roundness (yes)

-0.08

0.39 (-0.85, 0.69)

-0.20

0.844

Height (midhigh)

0.37

0.43 (-0.48, 1.22)

0.85

0.393

Height (midlow)

-0.29

0.38 (-1.03, 0.46)

-0.75

0.451

Roundness (yes) * Height (midhigh)

-3.25

0.54 (-4.31, -2.19)

-6.00

< .001

Roundness (yes) * Height (midlow)

-0.82

0.50 (-1.80, 0.17)

-1.62

0.106

Figure 3.13: Graphic representation of predicted accuracy levels for each vowel
in Phase 4 based on the final statistical model. These parameters correspond to
the audio signal of the stimuli.

Just as suggested by the model, Figure 3.13 shows the extremely low
accuracy level of the stimuli in which the audio signal was /e/ and the video
signal was /ø/. The other fairly high accuracy levels denote that participants paid
closer attention to the audio signal than the video signal. More detail into
individual participant results will be discussed in the next section.
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3.3 Discussion
From the statistical models on the various types of accuracy across the
phases of the experiment, a clear hierarchy of vocalic parameters has emerged.
In the three most natural types of stimuli in Phase 1, Phase 2, and Phase 3,
participants were most accurate in perceiving roundness followed by backness
followed by height. This suggests that roundness is the most salient vocalic
parameter in both the video and auditory signals. Benoit et al. (1994) and RobertRibes et al. (1998) both suggested with their findings that rounding was not as
salient in the auditory signal as other vocalic properties. The findings presented
here seem to discredit those findings. Furthermore, accuracy rates increased as
the stimuli became richer, that is in the progression from video-only to audio-only
to audio-visual.
3.3.1 Roundness Accuracy
Roundness accuracy specifically was seen to vary significantly across all
phases. When other phases were compared to Phase 3, roundness accuracy
decreased significantly. This means that removing the audio from an audiovisual
stimulus would cause a significant decrease in accurate perception of roundness.
Similarly, if the video were removed from an audiovisual stimulus, there would be
a significant decrease in roundness accuracy. This suggests again that
roundness is salient in both the auditory and video signal.
In looking at the differences in accuracy of perception of the three vowel
features across the first three phases shows that roundness is overwhelmingly
the most salient in the visual stimulus. In the Phase 1 video-only stimuli, the
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roundness accuracy was 27.8% higher than backness accuracy and 31.9%
higher than height accuracy. In Phase 2 and Phase 3, the accuracy levels of the
three parameters were much more similar. Therefore, while roundness is salient
in both types of signal, it is more salient in the visual signal. Of course this is not
surprising as the visual cue to roundness is lip protrusion, which is easier to see
than tongue position denoting backness or height.
3.3.2 Backness Accuracy
Backness accuracy was significantly lower in the video-only stimuli of
Phase 1 compared to the audio-visual stimuli of Phase 3. This suggests that
backness is not easily seen in the visual stimulus, but is much more easily heard
in the auditory stimulus. The fact that backness accuracy did not differ
significantly between the audio-only stimuli of Phase 2 and the audio-visual
stimuli of Phase 3 only strengthens this idea. Since the difference between these
two phases’ stimuli is the presence of an added visual signal, and that added
detail did not affect the participants’ accuracy, then backness perception must
come primarily from the auditory signal.
3.3.3 Height Accuracy
Just like backness, height accuracy was significantly lower in Phase 1
than Phase 3, suggesting it is difficult for participants to see vocalic height.
However, unlike backness, there was a significant increase in height accuracy
between Phase 2 and Phase 3. This leads to the notion that the visual signal
must aid in perception of height to some degree. As mentioned previously, height
accuracy exhibited the lowest accuracy levels in the first three phases. This
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would suggest that height is the hardest vocalic parameter for participants to
perceive in any type of stimulus; however, the lower accuracy levels for height
are most likely an artifact of the collapse of the vowels /e/ and /ɛ/. This apparent
collapse will be discussed below.
3.3.4 Phase 1
The overall results for Phase 1 showed a large range of accuracy levels
across almost all of the vowels. Since this task was essentially a lip reading task,
the amount of variation was expected. This suggests that some participants were
simply better at the task and are more skillful in lip reading, while others are not.
In Phase 1, participants scored significantly better on unrounded vowels
than rounded vowels. At first this result seemed odd, but in looking at the
possible choices in responses, this result became a bit more understandable.
Since participants were highly accurate in determining the rounding of the stimuli,
they clearly were able to detect the visual cues of lip rounding and protrusion.
However, there were six response choices for rounded vowels while there were
only three choices of unrounded vowels. The pattern of responses suggests that
participants knew that the stimulus was a rounded vowel, but they simply chose
the wrong rounded vowel as there were more choices and more options to be
incorrect within the set of rounded vowel responses. On the other hand, when
participants saw no lip rounding, they had half the number of options for
responses, thus giving them better odds at being correct.
Since backness accuracy was not as high for Phase 1 as roundness
accuracy, the same line of reasoning cannot be used to explain the participants’
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higher accuracy for back vowels. It is possible to appeal again to the high
roundness accuracy to explain this result, however. In looking at the confusion
matrix for Phase 1 (Table 3.2), one can see that when participants were
presented with a round stimulus, they typically responded with a back vowel. This
means that if a participant perceived the visual cues of rounding, they perceived
by default a back vowel. Having only three responses to choose from among the
back vowels then gives a higher chance of accuracy. Also, by responding with a
back vowel by default when presented with a front rounded vowel, explains the
low backness accuracy in this phase. It also explains the low overall accuracy for
front rounded vowels in general in Phase 1. A discussion of why participants may
have defaulted to back vowels when presented with visual cues to roundness is
given below.
3.3.5 Phase 2 and Phase 3
Phase 2 and Phase 3 had very similar results in their statistical models.
This may suggest that when the audio signal is present, participants relied more
on it than on the video signal. However, the slight improvement in accuracy levels
for Phase 3 suggests that the visual signal does aid in participants’ perception.
In an outcome opposite from Phase 1, these two phases show a higher
accuracy for front vowels than back vowels. There are fairly high accuracy levels
for the front rounded vowels in these two phases. When compared with Phase 1
where many of the front rounded stimuli were perceived as back rounded vowels,
the accuracy levels in these phases suggest that the acoustic cues are
necessary to rectify that misperception.
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There also seems to be a consistently accurate perception for high
vowels. In all three phases discussed so far, participants were more accurate in
their perception of high vowels than any of the mid vowels. This suggests that
both acoustic and visual cues of high vowels aid in accurate perception.
Furthermore, in Phase 2 and Phase 3, a common trend is that accuracy seems
to decrease for vowels that are lower in the vowel space, the exception being the
vowel /e/, but the perception of /e/ seems to reflect another phenomenon.
3.3.6 Phase 4
Phase 4 of the current study aimed to determine if an effect similar to the
McGurk Effect could be seen in vowel rounding by presenting participants with
incongruous audio-visual stimuli. Overall, Phase 4 was very difficult for the
participants, and as a result it was difficult to make many observations from the
data. In fact, anecdotally, many of the participants made comments after they
finished the experiment that Phase 4 was “trop bizarre” (too strange), and one
even said “je l’aimais pas du tout” (I did not like that at all).
The data from Phase 4 suggest that the participants primarily rely on the
auditory signal, but the incongruous visual stimulus does seem to have a slight
effect on perception. There were almost no significant results in the statistical
model specific to Phase 4, but in the vocalic parameter accuracy models there
were some unexpected results. Both height and backness accuracy were
significantly lower in Phase 4 than in Phase 3. This is odd because the height
and backness of the video and audio signals were phonologically the same; that
is, if the audio signal was of the high front rounded vowel /y/, then the video
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signal would have been a high front unrounded vowel /i/. The difference in
perception could be explained simply by the participants finding the stimuli to be
jarring enough to affect their perception. On the other hand, it could suggest that
the odd stimuli forced participants to be even more in tune to the minute phonetic
distinctions of the stimuli. In looking at Figure 3.1, there are obvious differences
in the precise height and backness even of the round-unround pairs. For
example, two of the three speakers produced the vowel /y/ further back and
higher than they produced the vowel /i/. It is a possibility that the nature of the
stimuli did not allow the participants to associate what they were hearing and
seeing with a particular vowel sound, and they were simply forced to pick one
they felt was the most similar.
Roundness accuracy seems to be another issue. As stated before, most
participants responded to the roundness that matched the audio signal rather
than the video signal. That can be seen clearly in Figure 3.6 where roundness
accuracy for Phase 4 was incredibly low. (Remember that for the Roundness
Correct parameter for Phase 4, the roundness of the video signal was used as
the metric of accuracy.) Comparing the results of Phase 1 where the roundness
of the visual signal was accurately perceived, and to the results of Phase 4, it is
clear that if an audio signal is present, participants chose to use that to guide
their perception of roundness rather than the visual cue of the lips.
However, that choice does seem to vary among the participants. Upon
closer inspection of the data, most participants answered strictly according to the
audio signal, but there were a few participants whose perception seemed to be
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consistently influenced by the video signal.
Figure 3.14: Mosaic plot of the roundness accuracy in Phase 4 for each
participant; RoundCorrect corresponds to the roundness of the visual signal.
‘Yes’ indicates the participant’s response had a roundness value that matched
the video signal, and ‘no’ indicates that their response’s roundness value did not
match the video signal.

Figure 3.14 shows that most participants used the audio signal to direct
their perception of roundness. In fact, five participants only chose responses
whose roundness corresponded to the audio signal. Three participants, on the
other hand seemed to base their responses almost categorically on the
roundness of the visual signal. Participant A10 is one such example, and her
responses are reproduced in Table 3.13.
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Table 3.13: Confusion matrix for Participant A10 Phase 4 X-axis: AV mismatched
Stimulus all SNRs; Y-axis: Response
A: [i] V: [y]

A: [y] V: [i]

A: [e] V: [ø] A: [ɛ] V: [œ]

A: [ø] V: [e] A: [œ] V: [ɛ]

[y]

0

0

0

0

0

0

[ø]

1

0

1

2

2

0

[œ]

1

0

0

7

0

1

[u]

7

0

6

0

0

0

[o]

0

0

0

0

0

0

[ɔ]

0

0

2

0

0

0

[i]

0

5

0

0

0

0

[e]

0

1

0

0

1

2

[ɛ]

0

3

0

0

6

6

Approximately 96% of Participant A10’s responses matched the rounding
quality of the video signal of the stimuli. The other participants who showed an
influence based on the visual signal responded similarly to Participant A10.
One major aspect of the data for this phase that stands out is in the
responses to the stimuli comprised of the audio of [i] and the video of [y].
Approximately 77% of the responses to this stimulus were consistent with the
auditory stimulus, [i]. However, the responses that seemed to be influenced by
the visual part of the stimulus were mostly the back rounded vowel [u],
specifically about 14% of the responses. Similarly, for the stimuli comprised of the
audio of the vowel [e] and the video of the vowel [ø], approximately 15% of the
responses were back rounded vowels. This reinforces what was found in Phase
1 and in Mourand-Dornier (1980): in perception, there seems to be a strong
connection between rounding and back vowels. Despite having the simultaneous
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audio of a front vowel, the participants still perceived a back vowel due to the lip
rounding. Furthermore, this is clearly not due to an inability to perceive the
acoustic cues of backness since in Phases 2 and 3, backness accuracy was
96.5% and 97.4% respectively.
3.3.7 General Discussion
It is important to note that the three speakers who produced the stimuli for
this experiment were Standard French speakers while the participants were
Canadian French speakers. There are no major differences in the phonemic
inventory of the two dialects (Walker 1984), at least with regard to the vowels
used in this experiment, but the allophonic patterns do differ. Most phonological
and phonetic differences between the two dialects emerge when the vowels are
produced in words that are multisyllabic and/or contain closed syllables (Walker
1984). In particular, the well-known vowel laxing in Canadian French is usually
restricted to closed syllables. The vowels in this experiment were produced in
isolation, and most of the word choices presented to the participants were
monosyllabic and open syllables. Therefore, the difference in dialect did not
seem to play a major role in the results of this experiment. The one exception
may be the confusion and misperceptions between [e] and [ɛ], which will be
discussed in more detail below.
The results of this experiment seem to refute the hypothesis for the most
part. The previous research suggested that vowel rounding is not highly salient in
the auditory signal, but rather that perception of rounding is almost entirely reliant
on the visual stimulus. However, the results of the current work suggest that
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rounding is the most salient vocalic property in both modalities, especially the
visual modality.
The first part of the hypothesis, informed by the findings of MourandDornier (1980), predicted that listeners would perceive front rounded vowels as
primarily back rounded vowels. Phase 1 of this experiment verifies this part of the
hypothesis. Participants perceived a rounded vowel 96.3% of the time when they
were presented with a rounded vowel in the lip-reading (video only) task. This
suggests, unsurprisingly, that lip rounding is the most salient property in the
visual stimulus when audio is removed. As previously stated, Mourand-Dornier
(1980) found that when participants were given a front rounded video-only
stimulus, they actually responded with a back rounded vowel. This finding shows
that despite the inaccurate response, the participants were nonetheless
perceiving the rounding of the stimulus. In fact, her results show that 54.1% of
the responses for front rounded vowel stimuli were back rounded vowels.
Conversely, when given back rounded vowel stimuli, participants responded with
a front rounded vowel only 7.9% of the time (Mourand-Dornier 1980).
The present results still find this trend, but with not nearly as big a
difference between the responses for front and back rounded vowels. When
presented with front rounded vowels, participants perceived back rounded
vowels 45% of the time; and when presented with back rounded vowels,
participants perceived front rounded vowels 37.8% of the time. The motivation for
this preference by French speakers to associate rounding with back vowels is still
not clear. As discussed in the previous chapter, one possible explanation would
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be frequency of occurrence; however, the data presented from Boë and Tubach
(1992) is not overly convincing. Furthermore, the participants in the present study
were Canadian French speakers, many of whom had some level of proficiency in
English. English only has back rounded vowels, meaning these participants
undoubtedly would have more occurrences of back rounded vowels than the
French speakers tested by Mourand-Dournier (1980). If frequency were driving
this phenomenon, one would expect to see a greater disparity in the present data
than in hers; however, the opposite is true.
The second hypothesis, informed by Benoit et al. (1994) and Robert-Ribes
et al. (1998), predicted that when presented with an audio stimulus, listeners
would perceive front rounded vowels as vowels of the same height, but not
necessarily the same roundness. The two previous studies suggested that
rounding was the least salient vocalic property in the auditory signal. The results
of the current study seem to refute that assessment. The results of Robert-Ribes
et al. (1998) show that with a decrease in SNR, that is, in stimuli with higher
amounts of noise, the distinction of rounding is the first aspect to be lost.
However, the present data show that rounding is robust and salient among all
SNRs in Phase 2 as there was no significant difference among the SNRs in any
of the phases. The Canadian French participants could clearly hear the acoustic
cues of rounding in these stimuli. Robert-Ribes et al. (1998) included several
more SNRs among their stimuli, and it is entirely possible that with more variation
in the noise levels, the perception of rounding cues might be lost. However, a
closer comparison of the results shows this is quite probably not true. Both

62

experiments included the SNR of -6 dB. At this SNR there is noise present that is
louder than the signal. Therefore, these are the stimuli where one would expect
perception to be the most difficult. In the audio-only part of the Robert-Ribes et
al. (1998) experiment they report the following results reproduced here in Figure
3.15.
Figure 3.15: Confusion matrix averaged over all subjects in the audio condition
with SNR of -6 dB duplicated from Robert-Ribes et al. (1998)

When one compares the results in Figure 3.15 to the results in Table 3.14,
which shows the comparable data for the present study, there is clearly much
more disparity in the responses in the data of Robert-Ribes et al. (1998).
Table 3.14: Confusion matrix for all participants for Phase 2 stimuli where SNR=
-6; X-axis: Audio Stimulus; Y-axis: Response
[y]

[ø]

[œ]

[u]

[o]

[ɔ]

[i]

[e]

[ɛ]

[y]

59

5

1

0

0

0

2

0

0

[ø]

1

49

10

0

0

0

0

1

0

[œ]

0

4

44

0

0

10

0

0

1

[u]

0

0

0

50

9

0

5

0

0

[o]

0

0

0

8

47

1

0

1

0

[ɔ]

0

0

0

0

4

46

0

0

0

[i]

0

0

1

0

0

1

53

0

0

[e]

0

2

3

1

0

1

0

24

17

[ɛ]

0

0

1

1

0

1

0

34

42
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Robert-Ribes et al. (1998) find that in this condition, when participants are
presented with the vowel [y] in the audio condition, approximately 43% of the
time they perceive [y] accurately, and they perceived the unrounded counterpart
[i] approximately 41% of the time . However, in the current study participants
accurately perceived [y] approximately 98% of the time under the same
conditions, and there were zero occurrences of participants perceiving [i]. A
possible explanation for this large difference in results could stem from the nature
of the stimuli. The stimuli used in Robert-Ribes et al. (1998) were vowels
extracted from words within longer utterances. The current study extracted the
vowels from words produced in isolation. It is likely that this led to a more
deliberate and careful pronunciation than one might find within a longer
utterance. This could facilitate perception, even when the signal is distorted by
noise. The acoustic cues within an utterance are less clear than in words
produced in isolation (as seen in Ernestus et al. 2002), and thus adding the noise
could potentially make them even more difficult to perceive.
The third hypothesis, also informed by both Benoit et al. (1994) and
Robert-Ribes et al. (1998), predicted that when presented with the audio-visual
stimulus, listeners would perceive front rounded vowels more accurately than in
the audio-only condition due to the addition of the visual stimulus. In comparing
the results from Phase 2 and Phase 3, one can see that there is a slight
improvement in accuracy, particularly for the front rounded vowels /ø/ and /œ/.
However, the accuracy levels in Phase 2 were already so high that there was
little room for improvement.
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The most likely place to find a facilitation effect for the visual stimulus is in
the comparison of the stimuli with the SNR of -6 dB in Phases 2 and 3 (Table
3.15 and Table 3.16).
Table 3.15: Confusion matrix for all participants for Phase 2 stimuli where SNR=
-6; X-axis: Audio Stimulus; Y-axis: Response
[y]

[ø]

[œ]

[u]

[o]

[ɔ]

[i]

[e]

[ɛ]

[y]

59

5

1

0

0

0

2

0

0

[ø]

1

49

10

0

0

0

0

1

0

[œ]

0

4

44

0

0

10

0

0

1

[u]

0

0

0

50

9

0

5

0

0

[o]

0

0

0

8

47

1

0

1

0

[ɔ]

0

0

0

0

4

46

0

0

0

[i]

0

0

1

0

0

1

53

0

0

[e]

0

2

3

1

0

1

0

24

17

[ɛ]

0

0

1

1

0

1

0

34

42

Table 3.16: Confusion matrix for all participants for Phase 3 stimuli where SNR=
-6; X-axis: AV Stimulus; Y-axis: Response
[y]

[ø]

[œ]

[u]

[o]

[ɔ]

[i]

[e]

[ɛ]

[y]

59

1

0

0

0

0

0

0

0

[ø]

0

55

1

2

0

0

0

0

0

[œ]

0

3

57

0

0

12

0

0

0

[u]

1

1

0

54

5

0

0

0

0

[o]

0

0

1

4

54

0

0

0

0

[ɔ]

0

0

1

0

1

46

0

0

0

[i]

0

0

0

0

0

0

59

0

0

[e]

0

0

0

0

0

1

1

26

15

[ɛ]

0

0

0

0

0

1

0

34

45
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The front rounded vowel [œ] exemplifies how the visual stimulus aids in
perception between these two conditions. In the audio-only condition (Phase 2;
Table 3.14), participants were accurate in perception 73% of the time versus 95%
of the time in the audio-visual condition (Phase 3; Table 3.15). Overall, the
rounded mid vowels saw the most facilitation from the addition of the visual
component. However, rounding was not the parameter that was most affected. In
several instances, the results show that in the audio-only condition rounded midhigh vowels were perceived as rounded high vowels; that is, [ø] was perceived
as [y] and [o] was perceived as [u]. With the addition of the visual component, the
vowel height parameter was perceived more accurately.
One final standout issue in the data is the consistent confusion of the two
vowels [e] and [ɛ]. Robert-Ribes et al. (1998) chose not to include the vowels [ɛ,
œ, ɔ] in their study due to the “questionable” nature of their phonemic status;
that is, they may be in complementary distribution if it is accurate that [ɛ, œ, ɔ]
are only found in closed syllables and their counterparts, [e, ø, o], are found in
open syllables (Tranel 1987). This open versus closed syllable issue could also
lead to variations in duration that are perceivable (Robert-Ribes et al. 1998). The
current study included the vowels [ɛ, œ, ɔ] for sake of thoroughness and
comparison with Mourand-Dournier (1980) which did test for these vowels. While
Robert-Ribes et al. (1998) make a fair point in their reasons for excluding the
vowels, it is interesting and important to point out that in the current study this
quasi-phonemic distinction only seemed to play a role in the perception of [e] and
[ɛ]. The two other pairs ([ø] versus [œ] and [o] versus [ɔ]) do not show as much
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confusion.
Across Phases 1 through 3, when presented with the stimulus [e],
participants perceived [ɛ] approximately 57.1% of the time; and when given the
stimulus [ɛ], participants perceived [e] approximately 24.5% of the time. In
comparison, when presented with [ø], participants perceived [œ] 3.8% of the
time, and vice versa 9.2%. When presented with [o], participants perceived [ɔ]
4.8% of the time, and vice versa 1.9%. These data suggest that the quality
distinctions between [ø] and[œ], [o] and [ɔ] might be phonemic in Canadian
French, since participants could readily identify them when presented in isolation
and with a semi-normalized duration. This result seems reasonable given that
vowel laxing in closed syllables is more robust in Canadian French than in
Metropolitan French (Walker 1984). The vowel pair [e] and [ɛ] exhibited a vastly
different pattern. Furthermore, there seems to be a preference for the vowel [ɛ]
considering participants perceived [ɛ] a majority of the time when presented with
either [e] or [ɛ]. It is possible these participants exhibited this preference because
they were speakers of Canadian French. Canadian French has several
phonological processes which result in the vowel [ɛ] being produced where it
would not be in Parisian French, meaning it could be a more frequently occurring
vowel than [e].
3.4 Conclusion
Overall, this experiment has shown that the vocalic parameter of
roundness is extremely easily perceived in the visual signal for these Canadian
French listeners. This suggests that lip protrusion and rounding is a good driver
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of perception, when an audio signal is not present. Furthermore, it is also the
most salient parameter in the audio signal. This suggests that French listeners do
in fact use the acoustic cues of vowel rounding in their perception, which
previous research suggested may have not been the case.
This experiment further provides evidence that the visual signal of the
stimulus seems to be part of a listener’s exemplar representations. The fact that
the order of saliency of the three vocalic parameters tested here (roundness,
backness, and height) is the same for the three modalities (video, audio, and
audiovisual) indicates that as a listener has language experiences, he/she is
forming complementary exemplar representations despite the modality of the
stimulus. The fact that the pattern of responses suggests some connection of
visual roundness to back vowels further supports the idea that listeners
encompass the visual signal into their exemplars.
This study was done using Canadian French participants, and it would be
informative to see if Parisian French participants performed similarly on the
tasks. It would also be informative to rerun the experiment using stimuli produced
not in isolation, stimuli found in natural speech that mimics a more commonplace
and everyday scenario which may contain richer information.
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Ch. 4 Audio and Audio-Visual Perception of Roundness in L2 French
Learners
4.1 Introduction
As discussed in previous chapters, there has been much work done on
the perception of the visual component of spoken language. And much of the
work suggests that there is a facilitation effect of the visual stimulus on
perception in the native language. However, what is less clear is the effect of the
visual stimulus on the perception of listeners who have never encountered
certain sounds before, or on L2 listeners who are listening in their non-native
language.
There has been extensive experimental and theoretical work investigating
the perception of non-native sounds. For example, Flege (1988) gives a
theoretical perspective on the production of sounds by those learning a foreign
language. He proposes two categories of sounds with respect to their familiarity
and closeness to the sounds of the learner’s native language: new and similar.
Flege classifies a “similar” sound as an L2 sound that might be categorized with
the same basic phonetic parameters as a sound in L1, but is produced with a
slightly different articulation, and consequently differs acoustically. For example, /
t/ in French and English are acoustically and articulatorily different (Dart 1991),
yet they are represented by the same phonetic symbol; therefore, the /t/ in these
languages are “similar” sounds. Flege classifies a “new” sound as an L2 sound
that does not bear a close resemblance to an L1 sound. Even if the L2 sounds
are different from any L1 sound, learners have been found to produce L2 words
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using L1 sounds. Adult learners opt to use a sound they have a command over
rather than a sound they are unfamiliar with. “Adult L2 learners, like some
children acquiring L1, usually adopt the procrustean solution of using a sound
they already control in place of one they can not yet produce authentically”
(Flege 1988, p. 275). Flege is suggesting that these learners are consciously
choosing to produce a sound they know is not the target because they are either
unsure of how to produce it or are uncomfortable with their ability in production.
That conscious decision would entail that the learner can perceive that the target
sound is indeed different from the sound that they have substituted for it.
However, there have been studies that contradict this assumption, such as Levy
(2009) discussed below.
In fact, Flege (1988) discusses this exact contradiction. When learners
perceive an L2 sound as equivalent to one of their L1 sounds, he labels this as
phonological filtering. For phonological filtering to occur, the learner must
simultaneously perceive the acoustic cues that would lead them to identify a L2
sound as identical to a L1 sound and ignore the acoustic information that might
help in discriminating between them (Flege 1988). It seems that sounds involved
in phonological filtering do not necessarily fit into the “similar” versus “new”
distinction that he originally proposed.
The two category distinction of “similar” versus “new” made by Flege
(1988) seems to miss some of the detail within those two categories that Best’s
Perceptual Assimilation Model accounts for. Catherine Best (1994) gives a
theoretical framework for how listeners perceive and categorize sounds not found
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in their native language. She calls her model the Perceptual Assimilation Model.
Best takes the stance that “it is primarily the evidence about articulatory gestures
in the speech signal that informs the perceiver.” (Best 1994, p. 13). She claims
that if the articulatory gesture of a non-native sound is extremely similar to that of
a native sound, then the listener will likely not perceive the minute discrepancy
and will perceive them as the same sound. However, in some cases, listeners
can perceive discrepancies when comparing a non-native sound to their native
inventory of sounds, but they also attend to the similarities as well. That is, a
listener will link a non-native sound to a native one with similar properties, but
many times he/she will know that the two sounds are not exactly the same.
Perceptual assimilation does not have to be an all or nothing process. Best lays
out four patterns of possible perceptual assimilation (Best 1991, p.14):
"# Two Categories Type: Two non-native sounds are similar enough to two
different native sounds that they assimilate to two different categories.
$# Single Category Type: Two non-native sounds are similar to only a single
native sound and both non-native sounds assimilate to the single
category.
%# Category Goodness Type: Two non-native sounds assimilate to one
category, but clearly one of the non-native sounds is closer to the native
sound than the other.
&# Non-Assimilable Type: The non-native sound is too different to assimilate
to any native sound.
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According to this model, listeners should be able to distinguish phonemes
in the Two Categories Type very well because the two non-native phonemes are
mapped to two different native phonemes. Listeners should be able to distinguish
phonemes in the Category Goodness Type fairly well also. Even though these
non-native phonemes are mapped onto a single native phoneme, they are
perceptually different enough to allow the listener to distinguish between them
reliably. However, listeners will not distinguish phonemes in this category more
proficiently than phonemes in the Two Categories Type because it should be
easier to distinguish between category (Two Categories Type) than within
category (Category Goodness Type). Discrimination performance should be
moderate to very good depending on how closely the phonemes are perceived
as the same speech sound (Best 1994).
Both Flege (1988) and Best (1994) are proposing accounts of producing
and perceiving non-native sounds with reference to how similar they are to native
sounds. These two theoretical frameworks are distinct from the exemplar theory
discussed in the introductory chapter; however, these theories seem to overlap
with exemplar theory in some of their underlying ideas. As stated previously,
humans use their language experiences to create exemplar models of words and
phonemes. They then, in turn, compare what they are perceiving to those
exemplars. It is safe to suggest that this is also the case for non-native sounds.
When exposed to non-native speech, the listener most likely will be able to
recognize that the words and phonemes being heard are not part of their native
language and do not directly correspond to their stored exemplars. However, the
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L2 listener has limited experience of that language to draw from and then must
map, or at least try to map, what he/she is hearing to the appropriate exemplar in
his/her model in the ways suggested by Flege and Best.
Best’s Perceptual Assimilation Model is intended to explain the behavior of
naïve adult listeners and how they perceive non-native sounds. In later work,
Best and her colleague Michael Tyler (2007) discuss the effect on perception of
learning a second language. They claim that when one first starts learning a
second language, one uses the Perceptual Assimilation Model and his/her native
language to perceive and map phonemes in the non-native language. Best and
Tyler posit that the individual’s model of the second language phonology can
then change as the second language learner gains experience and insight into
the phonetic and phonological nuances of the other language. The extent to
which this occurs will depend on the ability of the learner to map the phonemes
onto exemplars from their native language. Best and Tyler say that it is not
necessarily time that affects the learner’s ability to perceive phonological
distinctions, so much as “the listener’s level of accomplishment in learning to
recognize the linguistic structure and phonetic properties of their L1 and L2, and
other individual and environmental factors that co-vary with their language
development.” (Best & Tyler 2007, p. 32). Again, it seems that Best and Tyler are
referencing an idea similar to exemplar theory by suggesting that due to a variety
of factors including more and different language experiences, the structure of an
individual’s exemplar space can change.
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While the models of perception and language learning above discuss
mainly perception based on the auditory signal, surely the same can be
postulated for the visual signal. If a listener views a speaker of another language
using his/her visible articulators in a way that is similar to a sound found in the
listener’s native language, the listener will most likely map that perception onto
the native sound that uses a similar configuration of articulators. Returning to a
previous example, if a speaker of American English, a language in which the only
rounded vowels are back vowels, sees a speaker of French producing a front
rounded vowel, the visual cue of lip rounding will most likely trigger the
perception of a back rounded vowel. Therefore, while the visual stimulus has
been shown to aid in perception of a native language, it may hinder the
perception and learning of a second language in some cases.
4.2 Background Research
Wang and colleagues (2009) studied the effect of the visual stimulus on
listeners’ perception of non-native sounds. More specifically, they tested native
English speakers, and Korean and Mandarin speakers with an intermediate and
comparable background in English on the perception of labiodentals,
interdentals, and alveolars in audio, visual, congruent audio-visual, and
incongruent audio-visual conditions. Labiodentals are found in English and
Mandarin but not Korean, interdentals are found in English but not Korean or
Mandarin, and alveolars are found in all three languages. The Korean subjects
showed difficulty in perceiving the labiodentals, which do not occur in their native
language, in the visual condition, but they showed near native proficiency in the
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audio-visual and auditory conditions. Both Korean and Mandarin speakers
showed improved accuracy of perception for the interdentals in the audio-visual
condition compared to the audio only condition. In the incongruent audio-visual
condition, the authors found that for all three language groups, listeners
responded to the auditory part of the stimulus most often, rather than relying on
the visual or creating a blend of the two components of the stimuli. Overall, this
work finds that listeners are able to use the visual stimulus to inform their
perception of non-native sounds (Wang et al. 2009).
In another related study, Werker et al. (1992) looked at the perception of
English interdental fricatives by Canadian French listeners. French does not have
interdental fricatives. Canadian French speakers who were classified as having
“intermediate” English skills were prompted with an audio stimulus of the
syllable /ða/. They were significantly less accurate than the English speaking
participants in their perception of this syllable, often perceiving it as /ta/ or /da/.
The place of the English consonant /ð/ is closest to the place of articulation for
the consonants /t/ and /d/ in French. Werker et al.’s result suggests that despite
their participants having intermediate competence in English, there was a strong
influence of their native French phonology on their perception of English stimuli
(Werker et al. 1992).
In a subsequent experiment, native Canadian French speakers of varying
levels of English proficiency, from beginner to fluent, and native Canadian
English speakers were tested on their perception of various consonants including
/ð/ in audio only, visual only and audio-visual conditions. In the audio-visual
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condition the audio stimulus was consistently the syllable /ba/, but the visual
stimulus was varied, resulting in mostly incongruous audio-visual stimuli. The
results showed that across all groups, among the incongruous stimuli 19% of the
responses corresponded to the auditory stimulus, 44% of the responses
corresponded to the visual stimulus, and 36% of the responses corresponded to
blends of the two stimuli. The authors do not define “blend”, but one may assume
they mean that the response did not directly match either the audio or visual
stimulus, but rather it took aspects of both stimuli and combined them, as is often
found in the canonical McGurk Effect. This shows that, as a whole, subjects were
highly influenced by the visual component of the audio-visual condition (Werker
et al. 1992).
Upon breaking down the results by group, Werker et al. found that the
French speakers with beginning and intermediate levels of English proficiency
were less likely to use visual information in their responses to the interdental
stimulus. This is consistent with the results found in Wang et al. (2009),
suggesting that at early stages of language learning, the visual stimulus has a
smaller effect on the perception of the non-native sounds and that listeners are
paying closer attention to the audio portion of the stimulus. Overall, Werker and
colleagues found that proficiency level in English corresponded with the extent of
visual capture of the interdental fricative. When the English learners answered
incorrectly, which was the majority of the time, they most often substituted a
dental/alveolar consonant for the interdental fricative (Werker et al. 1992). That
is, when presented with the audio stimulus /ba/ at the same time as the visual
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stimulus /ða/, the English learners of beginning, intermediate, and advanced
proficiency reported perceiving /ta/ or /da/. This means that, while level of
proficiency helped improve visual perception of a non-native phoneme, a majority
of the time the second language learners fell back on their native phonology for
perception.
The articles summarized above looked at the effect in L2 of the visual
stimulus of consonants, but there seems to be a gap in the literature, such that
studies of the perception of the visual stimulus for vowels in L2 is lacking. As has
been discussed previously, a main visual cue for vowels is lip rounding. Evidence
has been presented that the difference in phonological status of rounding in
American English and French could potentially lead to difficulty in accurate
perception for native American English-speaking second language learners of
French. This could, in turn, lead to some major complications in language
learning, considering that there are minimal pairs of French vowels distinguished
only by rounding that learners might have difficulty distinguishing, as suggested
in examples found in Chapter 1.
In order to understand how English speakers might perceive the visual
stimulus of non-native vowels, it is important to understand how they perceive the
visual stimulus of their native vowels. In an experiment similar to the ones
discussed in Chapter 2 (Mourand-Dournier (1980), Robert-Ribes et al. (1998)),
Wozniak & Jackson (1979) tested native English speakers’ ability to determine
which American English vowel or diphthong was being produced in a series of
visual-only stimuli. The stimuli required subjects to lip-read both head-on and at a
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90º angle. They tested subjects on ten monophthongs and six diphthongs in
identical consonantal contexts. They found that the subjects were able to
perceive the diphthongs much more accurately than the monophthongs. They
propose that this is because the subjects could see the movement of the
articulators from one position to the other when the speaker produced a
diphthong. Furthermore, in looking at the reported percentages of accurate
answers, some of the monophthongs were perceived very accurately (e.g. /i/78%, /u/- 80%, /ɔ/- 79%), while others were perceived very poorly (e.g. /ʊ/18%, /ɛ/- 16%, /ɪ/- 36%) (Wozniak & Jackson 1979). I assume that some of the
higher accuracy scores are due to the fact that the participants in the experiment
were all trained in the IPA, which most likely also means that they knew about the
placement of articulators in the production of the vowels tested. This undoubtedly
gives the participants an advantage that would not be available to participants
without any phonetic or phonological training. More broadly, this paper has
shown that in many cases, native American English speakers have difficulty in
identifying vowels by using visual cues alone.
One exception to this seems to be the visual cue of rounding. Of particular
interest in Wozniak and Jackson’s (1979) study is what conclusions can be
drawn from their results regarding vowel rounding and how it is perceived in the
visual stimulus. The confusion matrix of the the responses to visual-only stimuli is
reproduced below in Figure 4.1.
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Figure 4.1: Reproduced from Wozniak and Jackson (1979: 359), this confusion
matrix shows the raw number of responses based on the visual-only stimuli
produced at an angle of 0º.

Among the vowels tested in Wozniak & Jackson (1979), there were three
monophthongal round vowels:/u/, /ʊ/, and /ɔ/. As one can see in Figure 4.1
above, both /u/ and /ɔ/ were perceived at a highly accurate rate, 80% and 79%
respectively. However, /ʊ/ was perceived at an extremely low accuracy, 18%. In
looking at the responses when the stimulus /ʊ/ was presented, the most common
incorrect responses were /u/, another rounded vowel, and /ɝ/, a vowel that is also
produced with some lip protrusion, as noted by Wozniak & Jackson (1979). It
should also be noted that Fromkin (1964) found that the lip protrusion
measurements for the rhotacized vowel /ɝ/ in American English patterned
similarly to protrusion in the other rounded vowels of American English. It seems
that Wozniak and Jackson's (1979) study shows that the protrusion of the lips
during the production of round vowels is actually a salient visual cue to English
speakers, especially when the audio part of the signal is absent. This would imply
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that the visual cue of lip rounding should be an important part of the exemplar
representations of these vowels for speakers of American English. Since the only
rounded vowels in American English are categorized as back vowels and the
majority of back vowels are rounded, one would assume there is a strong
connection between the visual input of lip rounding and the exemplars of the
back vowels for these speakers. One would further postulate that this might
cause an issue when these speakers are learning or exposed to a language with
front rounded vowels.
In fact, previous studies have tested the acquisition of front rounded
vowels by second language learners of French. Levy (2009) focused on the
perception and mastery of the contrast between /y/ and /u/ using audio stimuli.
She tested native English-speaking learners of French with various proficiency
levels using groups of three non-words in an AXB paradigm. It was found that the
advanced learners of French performed no better than subjects with no formal
training in French when it came to distinguishing between /y/ and /u/. Levy
concludes that this distinction “is particularly resistant to improvement” (Levy
2009: 2675). Another study using a similar task also tested native Englishspeaking learners of French with varying levels of proficiency on their auditory
perception of /y/ versus /u/ and /œ/ versus /ɔ/ (Darcy et al. 2012). The results
showed that both advanced and intermediate learners performed better at the
task than monolingual English speakers, but the two groups of learners did not
significantly differ (Darcy et al. 2012). In other words, more advanced learners
had not improved their perception relative to intermediate learners. It seems that

80

mastering the perceptual difference between rounded front and back vowels is
challenging for L2 English learners of French.
In this discussion of previous work, it has been shown, as one might
expect, that in both English and French the visual stimulus of speech has an
effect on perception. It has also been shown that using only an audio stimulus,
L2 learners of French at various levels of proficiency often perceive the vowel /y/
as /u/. However, this latter result could be due to the fact that the L2 French
learners are biased by orthography. Orthographically, in French /y/ is most often
represented by the letter “u”, whereas /u/ is often represented by “ou". Since the
learners would tend to have limited experience with grapheme-to-phoneme
mapping in French, they may base their expectations on English orthography,
where the letter "u" often represents the sound /u/. Another possible explanation
is a lack of explicit phonetic instruction. For example, if an American English
speaker learning French, or another language with front rounded vowels, is not
taught outright that there is a difference between /y/ and /u/, then how can he/she
be expected to learn to perceive the difference? His/her phonological exemplars
only include rounded vowels that are back. The Perceptual Assimilation Model
(Best 1994) suggests that these two sounds would be collapsed into a Single
Category Type.
This suggests the question: Can learners be trained to detect the acoustic
difference between front and back rounded vowels? Furthermore, if they can,
would the introduction of the visual stimulus disrupt their perception and change
what they have just learned? Or is it possible that training learners using audio-
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visual stimuli is a more effective way of teaching the difference between front and
back rounded vowels? If the learners are trained using the audio-only stimuli, it is
hypothesized that they can become sensitive to the acoustic differences between
front and back rounded vowels; however, when the visual stimulus is introduced,
the visual cue of lip rounding could trigger the perception of back rounded
vowels. Therefore, the visual stimulus would be hindering the learning of the
phonemic distinction. On the other hand, if the learners are trained using the
bimodal stimuli, it is hypothesized that they will become sensitive to both audio
and visual cues, and thus when they are tested via the audio and audio-visual
stimuli, they will perform equally well. If this prediction is supported, it would
suggest that bimodal training might be more effective in foreign language
instruction.
If the learners are able to learn to perceive the difference between the
front and back rounded vowels based on the acoustic signal, this would suggest
that they can pay attention to differences in the frequency of F2, which is the
primary acoustic cue to backness., and that they are not completely reliant on the
acoustic cues of vowel rounding, which include both F2 and F3. That is, the
acoustic cues of rounding are not the most salient acoustic information in their
exemplar model of back rounded vowels. On the other hand, if the subjects are
unable to distinguish between the vowels after a training session, that might
suggest that the acoustic cues of rounding are strongly linked to back vowels for
these learners. Since back vowels have a low F2 and rounding causes an even
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lower F2, this latter scenario of conflating backness and rounding acoustic cues
seems quite probable.
Furthermore, if the subjects are not attuned to the acoustic cues for
rounding, then adding the visual stimulus where rounding is clearly visible should
make the rounding more perceptually salient and therefore interfere with the front
versus back roundness distinction that has just been learned. That is, when the
visual stimulus is introduced, the lip rounding cues the mapping of the vowel
sound to exemplars of back rounded vowels. However, if the subjects are able to
perceive the difference between the front and back rounded vowels with the
addition of the visual stimulus, that would suggest that the acoustic signal is more
salient for them than the visual stimulus. Or possibly, the subjects have learned
that the rounding cues are present in both sets of vowels, so the visual cue of
rounded lips is simply expected to be present consistently. The experiment
described in the next chapter is proposed to test this hypothesis.
In summary, the hypothesis for Experiment 2 states:
1. If the learners are trained using the audio-only stimuli, it is
hypothesized that they can become sensitive to the acoustic
differences between front and back rounded vowels
2. When the visual stimulus is introduced, the visual cue of lip
rounding could trigger the perception of back rounded vowels.
3. If the learners are trained using the bimodal stimuli, it is
hypothesized that they will become sensitive to both audio and visual
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cues, and thus when they are tested via the audio and audio-visual
stimuli, they will perform equally well.
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Chapter 5 Experiment 2
5.1 Methodology
5.1.1 Participants:
The participants of this experiment include monolingual American English
speakers who are currently enrolled in a French course at the University of New
Mexico. The amount of formal French instruction that they had experienced
ranged from less than one semester to more than eight years. Table 5.1 gives the
amount of formal French instruction and amount of time spent in a French
speaking country for each participant.
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Table 5.1 Participants’ formal French instruction and time in French speaking
country
Participant

Formal French
Instruction

Time in French speaking
country

B1

1-2 years

> 1 month

B2

> 4 years

1 week - 1 month

B3

< 1 year

none

B4

> 4 years

> 1 month

B5

> 4 years

1 week - 1 month

B6

1-2 years

none

B7

3-4 years

none

B8

1-2 years

1 day - 1 week

B9

< 1 year

none

B10

1-2 years

1 day - 1 week

B11

< 1 year

1 day - 1 week

B12

3-4 years

none

B13

3-4 years

1 week - 1 month

B14

< 1 year

none

B15

3-4 years

none

B16

< 1 year

none

B17

> 4 years

> 1 month

B18

3-4 years

> 1 month

B19

> 4 years

1 week - 1 month

B20

3-4 years

1 week - 1 month

Twenty participants were tested ranging in ages from 18 to 66 with a mean
age of 27.1 years. Each participant was given a Cloze proficiency test (taken
from Tremblay (2011)) at the beginning of the experiment using printed test and
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an individual answer sheet filled in by each participant. Research on the use of
Cloze tests as a measure of second-language proficiency supports their use as a
valid measure of learners’ abilities in a second language (Aitken 1977; Tremblay
2011).
Participants were randomly divided into two groups. One group was given
an audio-only training session and then was tested using both audio and audiovisual sessions. The other group was given an audio-visual training session and
then was tested using both audio-visual and audio sessions. This procedure is
explained further below.
5.1.2 Stimuli:
Using a Shure Legendary cardioid microphone (model SM58) and a Zoom
H5 portable recorder with a sampling rate of 44,100 Hz, a native French speaker
was audio recorded producing words individually from the list found in Table 5.1
for the first phase of the experiment. The speaker was a female from a
metropolitan area of France. Using the PhotoBooth application on a MacBook
laptop with a frame-rate of 30.05 frames per second, along with the same Shure
Legendary cardioid microphone (model SM58), the same speaker was video
recorded from the nose down producing a list of 80 monosyllabic CV and CVC
French words. Each word was recorded once, each in a separate file. The audio
and video wee recorded separately due to the inferior sound recording quality
produced by the built-in microphone in the laptop. 40 stimuli contained minimal
pairs for the vowel pair /y/ and /u/; the 20 training stimuli are listed in Table 5.2,
and the 20 test stimuli are listed in Table 5.4. Another 40 stimuli contained
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minimal pairs for the vowel pair /ø/ and /o/; the 20 training stimuli are listed in
Table 5.3, and the 20 test stimuli are listed in Table 5.5.
5.1.3 Procedure:
The experiment was conducted at the University of New Mexico in a
sound attenuation booth, and all participants used headphones to listen to the
stimuli. The experiment was conducted in four phases. The stimuli were
randomized in all training and testing phases. The stimuli were presented at the
same sampling rate as they were recorded. All participants used headphones
and were tested individually.
In the first phase, the participants were tested on their auditory
discrimination of the vowel pairs in order to obtain a baseline estimate of their
abilities. They were presented with a series of words in the format AXB, and they
were asked if word X resembled word A or word B. This AXB task was used in a
similar way by Levy (2009) and Darcy et al. (2012). For the sake of comparison
and continuity, this experiment also used the AXB methodology. All of the stimuli
in Table 5.2 were presented twice and randomized.
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Table 5.2: Stimuli used in Phase 1; the words were presented in the order they
are listed in the rows.
A

X

B

lu /ly/ ‘read (past)’

lu /ly/ ‘read (past)’

loup /lu/ ‘wolf’

leu /lø/ ‘part of the
expression à la queue
leu leu, meaning single
file‘

leu /lø/ ‘part of the
expression à la queue
leu leu, meaning single
file‘

l’eau /lo/ ‘water

lu /ly/ ‘read (past)’

loup /lu/ ‘wolf’

loup /lu/ ‘wolf'

leu /lø/ ‘part of the
expression à la queue
leu leu, meaning single
file‘

l’eau /lo/ ‘water’

l’eau /lo/ ‘water'

ceux /sø/ ‘these/those’

ceux /sø/ ‘these/those’

sot /so/ ‘fool’

su /sy/ ‘know (past)’

su /sy/ ‘know (past)’

sous /su/ ‘under’

ceux /sø/ ‘these/those'

sot /so/ ‘fool’

sot /so/ ‘fool'

su /sy/ ‘know (past)’

sous /su/ ‘under’

sous /su/ ‘under'

bu /by/ ‘drink (past)’

bu /by/ ‘drink (past)’

bout /bu/ ‘end’

bœufs /bø/ ‘beef’

bœufs /bø/ ‘beef’

beau /bo/ ‘handsome’

bu /by/ 'drink (past)’

bout /bu/ ‘end’

bout /bu/ ‘end'

bœufs /bø/ ‘beef'

beau /bo/ ‘handsome’

beau /bo/ ‘handsome'

nu /ny/ ‘naked'

nu /ny/ ‘naked’

nous /nu/ ‘we/us’

neuds /nø/ ‘nodes'

neuds /nø/ ‘nodes’

nos /no/ ‘our’

nu /ny/ ‘naked’

nous /nu/ ‘we/us’

nous /nu/ ‘we/us’

neuds /nø/ ‘nodes’

nos /no/ ‘our’

nos /no/ ‘our'

The second, third, and fourth phases of the experiment used a ConceptFormation Technique (adopted from Jaeger (1986)). The second phase of the
experiment was a training phase. One group of participants was given a training
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session of audio-only stimuli . These were recorded by the native French speaker
as described above in section 5.1.2. These stimuli are listed in Tables 5.3 and
5.4. The participants were instructed to listen carefully to the list of words read
aloud, and that some words would contain a certain vowel, while others would
not. After the words that contained the target vowel (which was always a front
rounded vowel), the subjects heard oui, ‘yes’, and after the words that contained
the conflicting vowel (back rounded vowel), the subjects heard non, ‘no’. The
second group of participants were given a similar training session; however, they
were trained using the same stimuli but in bimodal audio-visual format. These
participants were instructed to watch carefully the video clips of the words
presented to them. Each training session consisted of the twenty training stimuli,
each presented only once. The stimuli used in the training sessions are given in
the Table 5.3 (/y/ and /u/) and Table 5.4 (/ø/ and /o/).
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Table 5.3: Stimuli used in the training phase (Phase 2) for the vowel pair /y/ and /
u/
Word

yes/no

Word

yes/no

nu /ny/ ‘naked’

oui ‘yes’

cul /ky/ ‘butthole’

oui ‘yes’

nous /nu/ ‘we/us’

non ‘no’

cou /ku/ ‘neck’

non ‘no’

bu /by/ ‘drink
(past)’

oui ‘yes’

pu /py/ ‘could’

oui ‘yes’

bout /bu/ ‘end’

non ‘no’

pou /pu/ ‘louse’

non ‘no’

vu /vy/ ‘see (past)’ oui ‘yes’

eu /y/ ‘have (past)’ oui ‘yes’

vous /vu/ ‘you (pl)’ non ‘no’

ou /u/ ‘or’

non ‘no’

su /sy/ ‘know
(past)’

oui ‘yes’

chu /ʃy/ ‘shh’

oui ‘yes’

sous /su/ ‘under’

non ‘no’

choux /ʃu/
‘cabbage’

non ‘no’

tu /ty/ ‘you (sing)’

oui ‘yes’

lu /ly/ “read (past)’ oui ‘yes’

tout /tu/ ‘all’

non ‘no’

loup /lu/ ‘wolf’

91

non ‘no’

Table 5.4: Stimuli used in the training phase (Phase 2) for the vowel pair /ø/ and /
o/
Word

yes/no

Word

yes/no

nœuds /nø/
‘nodes’

oui ‘yes’

deux /dø/ ‘two’

oui ‘yes’

nos /no/ ‘our’

non ‘no’

dos /do/ ‘back’

non ‘no’

leu /lø/ ‘part of the oui ‘yes’
expression à la
queue leu leu,
meaning single
file‘

feu /fø/ ‘fire’

oui ‘yes’

l’eau /lo/ ‘water’

faux /fo/ ‘false’

non ‘no’

peux /pø/ ‘can (1st oui ‘yes’
person sing)’

veux /vø/ ‘want
(1st person sing)’

oui ‘yes’

peau /po/ ‘skin’

non ‘no’

vos /vo/ ‘your (pl)’

non ‘no’

bœufs /bø/ ‘beef’

oui ‘yes’

pleut /plø/ ‘rain’

oui ‘yes’

beau /bo/
‘handsome’

non ‘no’

plot /plo/ ‘plot’

non ‘no’

ceux /sø/ ‘these/
those’

oui ‘yes’

œufs /ø/ ‘eggs’

oui ‘yes’

sot /so/ ‘fool’

non ‘no’

haut /o/ ‘high’

non ‘no’

non ‘no’

The third phase of the experiment consisted of a test phase to determine if
the participants had successfully learned to distinguish between the front and
back rounded vowels during the training phase. As in the training phase (Phase
2), the first group was tested using audio-only stimuli, while the second group
was tested using bimodal stimuli. They were instructed to choose oui “yes” if the
word they heard had the target vowel or non “no” if the word they heard did not
have the target vowel. The fourth phase was similar to the third phase, but this
time the stimuli for the two groups were reversed: the first group was tested using
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the bimodal stimuli and the second group was tested using the audio-only stimuli.
None of the words used in the training session were used in the testing sessions.
The stimuli used in the testing phases (Phase 3 and Phase 4) are found in Table
5.5 (/y/ and /u/) and Table 5.6 (/ø/ and /o/).
Table 5.5: Stimuli used in the testing phases for the vowel pair /y/ and /u/
Word

yes/no

Word

yes/no

du /dy/ ‘should
(past)’

oui ‘yes’

brut /bʁy/ ‘raw’

oui ‘yes’

doux /du/ ‘soft’

non ‘no’

brou /bʁu/ ‘husk’

non ‘no’

fut /fy/ ‘be (past)’

oui ‘yes’

cru /kχy/ ‘believe
(past)’

oui ‘yes’

fou /fu/ ‘crazy’

non ‘no’

crou /kχu/ ‘nut’

non ‘no’

jus /ʒy/ ‘juice’

oui ‘yes’

glu /gly/ ‘glue’

oui ‘yes’

joue /ʒu/ ‘play (1st
person sing)’

non ‘no’

glout /glu/ ‘glutton’

non ‘no’

mue /my/ ‘molt
(1st person sing)’

oui ‘yes’

bulle /byl/ ‘bubble’

oui ‘yes’

mou /mu/ ‘soft’

non ‘no’

boulle /bul/ ‘ball’

non ‘no’

rue /ʁy/ ‘street’

oui ‘yes’

fur /fyχ/ ‘furious’

oui ‘yes’

roue /ʁu/ ‘wheel’

non ‘no’

four /fuχ/ ‘oven’

non ‘no’
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Table 5.6: Stimuli used in the testing phases for the vowel pair /ø/ and /o/
Word

yes/no

Word

yes/no

meuh /mø/ ‘moo’

oui ‘yes’

meuse /møz/
‘muse’

oui ‘yes’

mot /mo/ ‘word’

non ‘no’

m’ose /moz/ ‘dare
me (3rd person
sing)’

non ‘no’

bleu /blø/ ‘blue’

oui ‘yes’

Leuse /løz/ proper
name

oui ‘yes’

blot /blo/ ‘blot’

non ‘no’

lauze /loz/ ‘slate’

non ‘no’

reu /ʁø/ ‘received’

oui ‘yes’

Greux /gʁø/ name
of a French village

oui ‘yes’

rot /ʁo/ ‘belch’

non ‘no’

gros /gʁo/ ‘fat’

non ‘no’

teux /tø/ ‘all’

oui ‘yes’

creux /kχø/
‘hollow’

oui ‘yes’

taux /to/ ‘rate’

non ‘no’

Kro /kχo/ brand of
beer

non ‘no’

euse /øz/ ‘would
have’

oui ‘yes’

preux /pχø/
‘valiant’

oui ‘yes’

ose /oz/ ‘dare (1st
person sing)’

non ‘no’

pro /pχo/
‘professional’

non ‘no’

The point of the Concept-Formation Technique methodology is to
determine if the participants are able to learn the intended grouping without the
experimenter explicitly telling them what they are listening for (Jaeger 1986). In
this case, the training session aimed to teach the participants to differentiate
acoustically or audiovisually between the front rounded vowels /y/ and /ø/ from
their back rounded counterparts /u/ and /o/. Then the testing phase was used to
determine if the training was successful or not and which type of training leads to

94

more accurate differentiation. In the present study, each pair of vowels was
trained and tested separately.
It must be noted that due to technical error, participant B7 is missing one
data point. During the experimental audio-testing phase, when the word “Kro”
(mid back rounded vowel) was presented there was a computer glitch, and the
participant was presented with an error message. For this reason, this data point
was discarded.
5.2 Results
5.2.1 Raw Data Results
In order to see how the different training styles affected the accuracy of
perception across the various conditions of the testing phases and stimuli, the
correctly identified vowels from the different test phases of the experiment were
tabulated and converted to accuracy scores for all participants.
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Figure 5.1: Accuracy scores broken down by groups of stimuli and training
groups. The labels on the x-axis refer to the type of stimuli. Green bars show the
scores of participants who received audio-only training; blue bars show the
scores of those who received audiovisual training.
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Figure 5.1 shows the accuracy scores in percentages of the two groups of
participants. As the graph clearly illustrates, the audio-trained group of
participants achieved a higher accuracy score across all conditions. In particular,
the three columns showing the mean accuracies of mid vowels (Mid Vs Audio,
Mid Vs AV, Mid Vs) depicts a drastic difference between the two groups. The
audio trained participants showed mid vowel accuracies of near or at 90%, while
the participants trained in the audiovisual modality showed accuracy levels
hovering around 70%.
5.2.2 Statistical Analysis: Proficiency
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Proficiency tests were graded manually using the answer key provided in
Tremblay (2011). In a Cloze test, words are systematically removed from a
passage, and participants are given the task of filling in the removed words.
Some blanks in the passage may accommodate a multitude of possible
responses. All responses listed by Tremblay (2011) were accepted. Incorrectly
spelled responses were counted as incorrect.
Overall, the proficiency scores were quite low with an average of 34.67%.
However, there is a positive significant correlation between the proficiency scores
on the Cloze test and the amount of formal French instruction that the
participants reported r(18) = .689, p = .001. There is also a positive significant
correlation between the proficiency scores and the amount of time spent in a
French speaking country r(18) = .448, p = .047. These regressions were
calculated using the categorical groupings presented in Table 5.1 and the
continuous variable of proficiency scores. These results suggest that the Cloze
test gives an accurate portrayal of the participants’ relative proficiency in the
French language compared to each other.
There was also a positive significant correlation between proficiency and
total accuracy score r(18) = .59, p = .006. Even broken down between the two
testing styles, there were positive significant correlations: audio testing r(18) =
.614, p = .004 and audiovisual testing r(18) = .493, p = .027. This means that as
a participant’s proficiency score rose, their accuracy in discriminating between
the two vowel pairs also increased. This suggests that proficiency in French
might be a good indicator of a participant’s perception and ability to distinguish
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front and back rounded vowels.
5.2.3 Statistical Analysis: Phase 1
All accurate answers from Phase 1 (AXB Phase) were tabulated and
converted into percentages for all participants. The average score across all
participants in this phase was approximately 93%. In fact, 11 out of 20
participants scored a perfect 100% while only 2 participants scored below 90%.
Because of these ceiling effects, there was no significant correlation between the
participants’ scores on the AXB task and their accuracy in the audio and AV test
phases.
5.2.4 Statistical Analysis: Perception Accuracy
To determine which experimental factors had an effect on the accuracy of
perception of the vowel pairs after training, a mixed-effect logistic regression
model was used on the data as a whole. Statistical analyses were carried out
using R 4.0.2 (R Core Team 2021), the lmerTest (Kuznetsova et al. 2017), the
tidyverse (Wickham et al. 2019), and the ggplot2 (Wickham 2016) packages.
Training style, testing style, vowel height, and vowel backness were all fixed
effects, while participant and stimulus were random effects. Fixed effects were
removed from the model if they did not affect the significance of the factors.
During the testing phases of the experiment, participants who were trained
in the audiovisual modality were significantly less accurate in distinguishing
between the vowel pairs than the participants trained in the audio modality (p =
.043). Participants were also significantly more accurate in distinguishing
between the mid vowel pair /ø/ and /o/ than the high vowel pair (p = .005). Lastly,
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there was a significant interaction between vowel height and vowel backness,
suggesting that participants were particularly accurate in their perception of the
vowel /o/ (p = .045). Table 5.7 shows the complete statistical output from the
model.
Table 5.7: Statistical calculations from the logistic regression model for
perception accuracy
Parameter

Log-Odds

(Intercept)
TrainingStyle (AV Training)
Height (mid)
Backness (back)
Height (mid) * Backness (back)

1.22
-0.76

SE

95% CI

0.31 (0.61, 1.83)
0.38 (-1.50, -0.02)

z-Value

p-Score

3.90

< .001

-2.02

0.043

0.71

0.25 (0.22, 1.21)

2.81

0.005

-0.02

0.25 (-0.51, 0.46)

-0.10

0.921

0.74

0.37 (0.02, 1.46)

2.01

0.045

Figure 5.2: Graphic representation of predicted accuracy levels for both groups of
participants for both vowel pairs
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Figure 5.2 clearly illustrates that based on the model’s predictions, the
participants who received AV training were lower in accuracy across all factors
than participants who received audio training. It is also interesting to note that the
confidence intervals for the AV trained participants seem larger than the audio
trained participants. This suggests that there was a wider range of accuracy
scores for the AV trained participants. This figure also illustrates the higher
accuracy levels for the pair of mid vowels, particularly the back mid vowel /o/,
which is seen in the bottom right panel of the figure.
5.2.5 Statistical Analysis: Reaction Time
To determine which experimental factors had an effect on the reaction
times during the testing phases, a mixed-effect linear regression model was used
on the data as a whole. Statistical analyses were carried out using R 4.0.2 (R
Core Team 2021), the lmerTest (Kuznetsova et al. 2017), the tidyverse (Wickham
et al. 2019), and the ggplot2 (Wickham 2016) packages. Training style, testing
style, vowel height, and vowel backness were all fixed effects, while participant
and stimulus were random effects. Fixed effects were removed from the model if
they did not affect the significance of the factors.
During the testing phases, participants exhibited a significantly lower
reaction time when responding to the mid vowel pair /ø/ and /o/ than the high
vowel pair; that is, participants were quicker to respond to mid vowels (p < .001).
Interestingly, unlike with accuracy, there was no significance difference in
reaction times between participants of the two training groups. There was also
not a significant difference in reaction times between the two testing styles.
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However, there was a highly significant interaction of training style and testing
style (p < .001). Participants had significantly higher reaction times during the
audiovisual testing stimuli if they were trained in the audiovisual modality. In other
words, if a participant was trained using audiovisual stimuli, they were slower to
respond to an audiovisual test stimulus. Table 5.8 shows the complete statistical
output from the model.
Table 5.8: Statistical calculations from the linear regression model for reaction
times
Parameter

Coefficient

SE

95% CI

(Intercept)

7.75

0.06 (7.63, 7.86)

TrainingStyle (AV
Training)

0.02

TestStyle (AV)

t-Value

p-Score

131.98

< .001

0.08 (-0.14, 0.18)

0.22

0.827

0.03

0.02 (-0.01, 0.07)

1.32

0.186

Height (mid)

-0.11

0.02 (-0.14, -0.08)

-6.79

< .001

TrainingStyle (AV
Training) * TestStyle (AV)

0.14

0.03 (0.09, 0.19)

5.27

< .001
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Figure 5.3: Graphic representation of predicted reaction times for both groups of
participants for both vowel pairs; the width of the shapes in the figure denotes the
number of instances of a reaction time

Figure 5.3 illustrates the model’s predictions of reaction times across the
different parameters of the experiment. The width of the shapes denotes the
number of instances that a reaction time occurred. The wider portions of the
shapes means there were more instances of a similar reaction time. For all of the
mid vowels, the blue shapes located on the right of each frame, a large
proportion of the reaction times are grouped at the lower end of the range.
However, the high vowels, the red shapes located at the left of each frame,
illustrated more variation with some of the shapes having multiple large clusters
of reaction times. In the frame that denotes the AV trained participants’ reaction
times for the AV testing phase (the bottom right frame), the figure illustrates that
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the mean reaction times were significantly higher than in the other frames;
furthermore, there seems to be more variation in reaction times.
5.3 Discussion
5.3.1 Proficiency
As mentioned in 5.2.2, overall the proficiency scores on the Cloze test
were very low. This is not incredibly surprising since the passage that the
participants were reading dealt with carbon dioxide levels and greenhouse
gases. Therefore, the passage used some very specialized vocabulary that even
proficient French learners may have never come across before. Despite these
low scores, however, the significant positive correlation between the proficiency
scores and the amount of formal education in French the participants reported
signifies that while they may have had trouble, the proficiency test was indicative
of their level of learning.
The significant positive correlation between the proficiency scores and the
participants’ accuracy in discriminating the pairs of vowels indicates that as
proficiency scores increased, accuracy scores also increased. This suggests that
the participants’ level of proficiency is a good indicator of their ability to
discriminate between front and back rounded vowels. Even broken down into the
two types of stimuli, audio and audiovisual, the data showed a significant positive
correlation. This possibly suggests that with a higher level of proficiency alone,
participants become sensitive to both audio and visual cues of the differences
between front and back rounded French vowels.
5.3.2 Phase 1: AXB
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As mentioned in section 5.2.3, Phase 1 showed very high accuracy scores
across all participants for the AXB task. Because the accuracy was so high, it is
not surprising that there was no statistical correlation with proficiency or amount
of time spent studying French. These results are surprising when viewed against
those found in Levy and Strange (2007). In their experiment, they found that
“inexperienced” French learners had an error rate of approximately 25% while
“experienced” French learners had an error rate of approximately 30% for the
vowel pair /y-u/, higher than that of the inexperienced learners. However, the
present study showed across all participants that there was an error rate of only
3.6% for the vowel pair /y-u/.The difference in findings undoubtedly lies in the
methodologies of the two studies. Levy and Strange (2007) presented the vowel
pairs in nonsense words within carrier sentences. This means that the target
vowels were separate by other linguistic content and not produced consecutively.
On the other hand, the present study presented real French words differing only
in the target vowel that were presented one right after another. One would expect
this presentation format to be an easier task for participants, and as is evidenced
by the higher accuracy scores, that is the case. Furthermore, it is important to
note that what the results of the present study suggest is that French learners
can detect the acoustic differences between front and back rounded vowels
when they are presented consecutively. The challenge comes when other, more
complex, linguistic information is introduced or if the target vowels are not
adjacent. This is exhibited by the results of the other phases of the present study.
5.3.3 Accuracy Scores
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The results of the testing phases of the experiment (Phases 3 and 4)
showed that overall accuracy of the AV-trained participants was significantly
lower than the accuracy of the audio-trained participants. This suggests that the
presence of the visual stimulus in the training phases actually hindered the
participants in learning to distinguish between the front and back rounded vowel
pairs.
It was hypothesized that if the learners were trained using the audio-only
stimuli, they can become sensitive to the acoustic differences between front and
back rounded vowels; however, when the visual stimulus is introduced, the visual
cue of lip rounding will trigger the perception of back rounded vowels. Part of this
hypothesis seems to be verified. The learners trained in the audio condition did in
fact learn to distinguish the acoustic cues of the front versus back rounded
vowels. However, it seems that adding the visual component did not disrupt that
training for the audio-trained participants as they performed equally well on the
AV testing phase.
There are two possible reasons for this finding. First, with the high
accuracy scores in the AXB phase of the experiment, it is possible that the
learners had already learned to distinguish the acoustic cues of the front and
back rounded vowels and then the training sessions only solidified that ability.
When the visual stimulus was introduced, it did not disrupt their perception due to
the solid acoustic foundation. A second possibility is that the learners were able
to learn to perceive the acoustic differences between the front and back rounded
vowels during the training sessions, and then when the visual stimulus was
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introduced, they simply did not pay attention to it, choosing instead to focus on
the auditory signal. Since it is not possible to determine which of these scenarios
is at play here, it is not certain what effect the visual stimulus has on this group of
participants. However, it is obvious that these participants were able to learn to
perceive the acoustic differences between front and back rounded vowels at a
fairly high level of accuracy.
It was also hypothesized that if the learners were trained using the
bimodal AV stimuli, they would become sensitive to both audio and visual cues,
and thus when they were tested via the audio and audio-visual stimuli, they
would perform equally well. The AV-trained group had an accuracy score of
66.75% in the audio condition and 66.5% in the audiovisual condition. Clearly,
this portion of the hypothesis was correct. It is possible that the participants in
this group were equally attentive to both the acoustic and visual cues.
However, it was also previously hypothesized that these results would
suggest that bimodal training might be more effective in foreign language
instruction. The results seem to suggest that this assertion is false. While the
group of participants trained using AV stimuli performed almost as accurately
between the two conditions, they were significantly less accurate than the group
trained using the audio-only stimuli overall.
The original hypothesis was based on the idea that more detailed input
from the bimodal stimuli might lead to ease in learning and perception, but it
seems the bimodal stimuli may have actually hindered the learning. Certainly
bimodal stimuli would increase the cognitive load required in perception, and it is
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probable that this increased cognitive load led to more difficulty in perception.
This is not a novel concept, and in fact a phenomenon termed sustained
inattentional deafness has been found in tasks that were similar to the present
study. Recalling from the methodology, the participants were asked to pay
attention and “watch carefully” the training stimuli. In a series of experiments,
Macdonald and Lavie (2011) looked at both low-load and high-load discrimination
tasks during which a brief pure tone was introduced. They found that a large
number of participants did not perceive the tone in the high-load condition,
significantly more than in the low-load condition (Macdonald & Lavie 2011). It is
not certain whether the visual stimuli in the present study introduced a low or
high cognitive load, and certainly this may have varied between participants.
However, it does seem that visual stimuli introduced enough of a deterrent that it
detracted from the participants’ ability to detect as much of the acoustic cues as
the participants who were trained solely with the audio stimuli.
The results of the present study also showed a significant effect of height
on accuracy. Participants in both groups showed higher accuracy in
discrimination of mid vowels than high vowels. This suggests that the acoustic
cues differentiating the high front vowel /y/ versus the high back vowel /u/ are
more salient than the acoustic cues differentiating the mid vowels. Of course, this
is logical as the distance between F1 and F2 in the high vowel pair is much
greater than the distance in the mid vowel pair. This can be seen in Figure 5.4
and Figure 5.5, which show spectrograms of actual training stimuli used in the
experiment. The difference between F1 and F2 in the word “bout” [bu] is 640 Hz
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while the difference between F1 and F2 of the word “bu” [by] is 1566 Hz, as seen
in Figure 5.4. The difference between F1 and F2 in the word “beau” [bo] is 563
Hz while the difference between F1 and F2 of the word “bœufs” [bø] is 986 Hz,
as seen in Figure 5.5. Between the high vowels in these samples the difference
in the formant spacing averages 925 Hz, while the difference in formant spacing
is 423 Hz between the mid vowels. The difference seen in the high vowels is
more than double the difference in the mid vowels. Such a large difference in the
high vowels would more likely be salient to the participants especially after
hearing it repeated so many times during the training session.
Figure 5.4: Spectrogram of “bout” [bu] (F1: 352, F2: 992) and “bu” [by] (F1: 348,
F2: 1914)
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Figure 5.5: Spectrogram of “beau” [bo] (F1: 499, F2: 1061) and “bœufs” [bø] (F1:
508, F2: 1494)

Lastly the results showed a significant interaction of height and backness
on accuracy. Particularly, participants were most accurate in their perception of
the mid back vowel /o/. Of course, this is logical since the phoneme /o/ is very
similar to the diphthong /oʊ/ traditionally found in American English and the
participants were all native speakers of American English. As such, the
participants’ recognition of the phoneme should be high. While the French
version of this vowel is assuredly acoustically different than the American English
one, it is clearly not so different as to be unrecognizable to the learners. In fact
these results give fairly convincing evidence that the vowel /o/ in American
English and Parisian French should be considered similar sounds in Flege’s
terms. The non-native sound, French /o/, is similar enough to the native sound,
American English /oʊ/, that the two sounds are collapsed into one.
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Now this might raise the question: Why was the accuracy of the vowel /u/
so low when it is also a phoneme of American English? To answer this question,
the nature of the task must be considered. In the testing phases, the participants
were asked to answer “yes” or “no” if they thought the vowel they heard matched
the “yes” group or “no” group from the training session. Therefore, the task was
50-50 and depended on the participant being able to distinguish between the
pairs of vowels. Since the participants had such difficulty distinguishing /y/ and /
u/, then the accurate perception of the vowel /u/ will obviously be lower as it
depends on the accurate perception of /y/. With that being said, it seems that the
French vowels /y/ and /u/ represent a good example of the Single Category Type
from Best’s Perceptual Assimilation Model. The two non-native sounds, French /
y/ and /u/ are similar to only a single native sound, American English /u/, and
both non-native sounds assimilate to the single category.
5.3.4 Reaction Times
The results showed that reaction times were significantly lower for mid
vowels than high vowels. This means that participants were quicker at
responding to mid vowels than high vowels. As just discussed, participants were
also more accurate in their perception of mid vowels. This means that overall
when participants were tested using a mid vowels stimulus, they were both
quicker to respond and more often correct in their response. Since there is no
speed-accuracy tradeoff in this set of stimuli, this suggests there is a true effect
of vowel height on accuracy of perception (Wicklegren 1977).
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The only other significant result for reaction times was in the interaction of
training style and testing style. The AV-trained group of participants showed
significantly higher reaction times when responding to AV stimuli. This means that
the group trained using AV stimuli answered more slowly when tested on AV
stimuli. This has some interesting possible implications. As mentioned before, the
AV stimuli carry a higher cognitive load since they are bimodal. A slower reaction
time for AV test stimuli suggests that this group is taking extra time to process
that bimodal information. This further suggests that those participants in the AVtrained group truly did pay attention to the full stimulus and not just the audio
signal during the training sessions. This makes the previously discussed
sustained inattentional deafness theory even more plausible. Conversely, the
audio-trained participants were quicker at responding to AV test stimuli,
suggesting that they may have ignored the visual portion of the stimulus and
focused solely on the acoustic cues, just as they were trained to do. This further
sheds light on why part of the hypothesis appeared to be false. The hypothesis
stated that visual component of the AV test stimuli would interfere with the
acoustic training of the audio-trained participants. If the participants were not
paying attention to the visual component in those AV test stimuli, then they would
rely solely on the audio resulting in fairly high accuracy of perception and quicker
reaction times, which is exactly what the data show.
5.3.5 General Discussion
The Concept Formation technique that the present study used involved
training and testing participants on words in isolation, and all of those words were
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monosyllabic. The nature of the experiment required the use of some very
uncommon French words that more than likely many of the participants had
never heard before. Since these words were novel to the participants and not
used within any context, there was no semantic value associated with them, and
these words could be viewed as extra-linguistic. If there is no meaning attached
to these words for the participants, then they are really nothing more than a
series of sounds. This point is discussed at length in Chapter 6 with comparison
to some of the results from Chapter 3. If that is how the participants processed
and interpreted these stimuli, they may have had a slight advantage in attuning
specifically to the acoustic cues possibly leading to better accuracy in
discrimination between the front and back rounded vowels. This may explain why
there was a higher than expected mean accuracy.
It is also necessary to clarify that the training portion of the Concept
Formation technique used in the present study was fairly limited. Participants
were only trained using 20 instances of each vowel pair, and they only received
one training session. Other experimental work involving training sessions to
teach an unfamiliar phonemic contrast have shown that more extensive training
is required for participants to show results. Bradlow et al. (1997) taught Japanese
speakers to differentiate between /ɹ/ and /l/. They conducted 45 training sessions
using 68 minimal pairs in their experimental work, and they found that
participants were able to retain a fair amount of identifiability of the two
phonemes even after a three month period (Bradlow et al. 1997). Native
Japanese speakers notoriously collapse /ɹ/ and /l/ together in perception just as
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American English speakers often collapse French /y/ and /u/ together, making the
two scenarios are at least somewhat comparable. Therefore, the results of the
present study, with relatively limited training, are truly preliminary, and perhaps a
longitudinal study with multiple training sessions using more tokens would show
more robust results.
5.4 Conclusion
In all, the current study has given some interesting results with important
implications on the topic of the use of the visual stimulus in language perception
of L2 learners. The original questions posed at the beginning of this research
were:
"# Can learners be trained to detect the acoustic difference between front
and back rounded vowels?
$# Furthermore, if they can, would the introduction of the visual stimulus
disrupt their perception and change what they have just been trained to
perceive?
%# Or is it possible that training learners using audio-visual stimuli is a
more effective way of teaching the difference between front and back rounded
vowels?
In response to the first question, it seems that L2 French learners can be
trained to detect the acoustic differences between front and back rounded
vowels. The results of previous research using fairly different methodology (Levy
and Strange 2007) showed that L2 French learners had great difficulty; however,
the results of the present study have shown greater accuracy in perception. The
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average accuracy scores across all conditions were well above chance, thus
proving that the training helped participants learn enough of the acoustic cues to
give them the ability to differentiate the pairs of vowels.
In response to the second question, it appears that the introduction of the
visual stimulus does not disrupt the ability of learners to accurately perceive
acoustic distinctions between front and back rounded vowels. When looking at
the audio-trained participants in the current study, the average accuracy score
went down slightly from the audio-testing to the AV-testing phases, but not
enough to make a statistically significant difference, or to be able to say
definitively that the visual stimulus caused a difference in perception. The results
actually suggest that the audio-trained participants may have even ignored the
visual part of the AV stimuli.
Finally in response to the third question, the results of the current study
show that training learners using audio-visual stimuli may not be a more effective
way to learn the difference between front and back rounded vowels. The AVtrained participants were significantly less accurate in their perception of the
French vowels after training. This could be due to the inattentional deafness
phenomenon in which the cognitive load of the visual stimulus proved to inhibit a
more accurate training of the acoustic cues.
Overall, the results of the present study suggest that American English
speakers can form and reshape their exemplars to correspond to French inputs,
at least temporarily. As mentioned in Chapter 1, any language memory for an
American English speaker involving a rounded vowel most likely also involved a
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back vowel. The high cooccurrence of those two traits would mean that they
were strongly linked in exemplar representations of native American English
speakers. However, any formal instruction the participants had in French, along
with the minimal training involved in this experiment, seemed to provide enough
examples for the participants to become attuned to the differences between
words containing front and back rounded vowels. They, therefore, no longer
categorize them together as part of the same exemplar cloud.
The results also seem to suggest that the visual stimulus is not a part of
the French exemplars of the learners. Of course, one cannot say this definitively
as no information is available about the methods of teaching that were
experienced by the participants of the study. A more longitudinal study focusing
on students learning using audio-visual stimuli over a longer period of time would
give a more robust finding. The results further seem to suggest that the visual
stimulus of the learners’ native language is strongly attached to their exemplars.
It is clear that all of the participants could detect the acoustic differences between
the front and back rounded vowels; however, the fact that the participants trained
with the audio-visual stimuli showed lower accuracy in perception, suggests that
the visual part of the stimulus caused both inattentional deafness as well as
some misperceptions. More thorough and specific experimental work is needed
to verify this preliminary finding.
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Chapter 6 Conclusion
In everyday face-to-face communication, the visual stimulus can shape
and impact people’s perception. This is perhaps most famously exhibited by the
McGurk Effect that was described in Chapter 1. If one adopts a usage-based
approach to phonology, it is certainly reasonable to suggest that the visual
stimulus is encompassed within exemplar representations since the visual
stimulus is often part of people’s language experiences. It seems that very little
research has been done on the effect of the visual stimulus in perception using a
usage-based approach to phonology. This dissertation aimed at filling in at least
a portion of that gap in the literature.
When discussing visual cues of speech sounds, one of the most obvious
and easily recognizable cues is lip protrusion and rounding. French is a language
in which vowel rounding is phonologically contrastive as it is found in both front
and back vowels, making French a good candidate language for research on the
visual stimulus. This dissertation used French as a vehicle to investigate the
effect of the visual stimulus on the perception of vowels both in native speakers
and foreign language learners.
6.1 Critical Findings from Experiment 1
Experiment 1 examined the use of the visual stimulus in vocalic perception
of native French speakers under four conditions; video, audio, audiovisual
matched, and audiovisual mismatched. The audiovisual mismatched condition
was comprised of stimuli in which the audio and video signals differed in
roundness; that is, if the video signal was a rounded vowel, the audio signal
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would be its unrounded counterpart and vice-versa. While the experiment tested
the vast majority of the oral vowels in French, the research question was
motivated by interesting and surprising findings from previous studies focused on
front rounded vowels. Therefore, the research question Experiment 1 aimed to
answer was: When presented with three modes of stimuli, audio, visual, and
audio-visual, how will native French listeners perceive the three front rounded
vowels /y/, /ø/, and /œ/ when given a limited set of possible word choices?
Previous experiments have shown disparate results as to which vocalic
parameters are perceived most accurately by French listeners. The present
study, however, has shown in one comprehensive experiment that among the
three most natural modalities (video, audio, and audiovisual matched), there
seems to be a hierarchy of vocalic parameters in the perception of native French
speakers, namely roundness is most accurate followed by backness and then
height. Specifically in the video condition, previous research (Mourand-Dornier
1980) found that French speakers were sensitive to the visual cues of rounding,
yet they often confused front rounded vowels with back rounded vowels. The
present study corroborated these findings. Participants exhibited a high accuracy
in the roundness parameter when given video-only stimuli, and they often
associated roundness with back vowels. Previous research (Benoit et al. 1994)
also suggested that French listeners might have difficulty detecting acoustic cues
of rounding, particularly in high vowels. The data from the present study suggests
this is assuredly not the case. Participants showed high accuracy in almost all
vowels in the audio condition. As stated before, roundness was the most
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accurate parameter. Furthermore, in the audiovisual mismatched condition, there
was strong propensity for participants to focus on and perceive the rounding of
the audio signal only, seemingly ignoring the incongruent visual signal. The
present finding that the order of saliency of the three vocalic parameters of
roundness, height, and backness is the same in the video, audio, and audiovisual
matched modalities suggests that the visual stimulus is most likely encompassed
within the exemplar representations of native French speakers. The finding that
the visual cues of rounding in video-only stimuli seem to trigger perception of a
back vowel, the area of the vocal space that is heavily dominated by rounded
vowels, further gives credence to this theory.
6.2 Critical Findings from Experiment 2
All rounded vowels in American English are back vowels and all back
vowels in American English are rounded. Because French has both front and
back rounded vowels, native American English speakers who learn French
notoriously have difficulty in distinguishing front and back rounded vowels, as
previous research has shown (Levy 2009; Darcy et al. 2012). Experiment 2
aimed to determine if training participants using a more robust audiovisual
stimulus rather than audio only might aid in perception and their ability to
distinguish within vowel pairs. Using an adaptation of the Concept-Formation
Technique, the participants were split into two different groups and trained to
distinguish between two pairs of front and back rounded vowels (/y/ versus /u/
and /ø/ versus /o/). One group was trained using audio stimuli while the other
was trained using audiovisual stimuli. The two groups were then tested on both
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modalities of stimuli in order to ascertain if the training worked. This experiment
specifically aimed at answering the following three research questions:
"# Can learners be trained to detect the acoustic difference between front
and back rounded vowels?
$# Furthermore, if they can, would the introduction of the visual stimulus
disrupt their perception and change what they have just been trained to
perceive?
%# Or is it possible that training learners using audio-visual stimuli is a
more effective way of teaching the difference between front and back rounded
vowels?
The study found that the group of participants trained using audiovisual
stimuli were significantly less accurate in their perception than a group trained
using audio stimuli. The audiovisual group was less accurate when tested on
both audio and audiovisual stimuli. This suggests that the cognitive load of a
bimodal stimulus might be too much when trying to train a learner to distinguish
phonological and phonetic details, a phenomenon that has been called sustained
inattentional deafness (Macdonald & Lavie 2011). Focusing on a complex
audiovisual signal may have taken away the participants’ ability to retain some of
the acoustic and visual cues this leading to poorer accuracy in the testing
phases. The fact that the audio-trained participants preformed better on the tasks
suggests that the more simple training stimuli allowed the participants to retain
the acoustic cues needed to distinguish between front and back rounded vowels
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even when the visual cue of rounding should have forced the perception of a
back rounded vowel.
6.3 General Conclusions
The two experiments of this dissertation were different in many aspects.
The two experiments targeted two distinct populations asking very different
research questions and using distinct methodologies, making it difficult to make
too many meaningful generalized conclusions. However, both experiments
spoke, at least partially, to the status of the visual stimulus on the exemplar
representations of the two populations, namely native speakers of French and
native American English speakers learning French. As such, there are a few
broader over-arching implications that the results of these two experiments have
for exemplar theory.
With the identical hierarchical order of perception of the vocalic
parameters despite the modality of the stimuli, the results of Experiment 1
suggest that native French speakers store the visual stimulus as part of their
exemplars. However, the very minimal training in Experiment 2 did not seem to
provide enough input to change what is already stored in the language memories
of the learners of French. Since the audio-trained participants in Experiment 2
outperformed the audiovisual-trained participants in both audio and audiovisual
testing, it seems that the audio signal is what shaped the participants’ exemplars
the most.
Further support for this notion comes from considering the status of
rounding in these two languages and how the two populations responded to the
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stimuli. While it is contrastive in French and not in American English, roundness
has a strong connection to backness in both languages as the vast majority of
back vowels in both French and American English are rounded. The large
majority of the back vowels in both languages are rounded. This would suggest a
visual cue of lip rounding might have a strong propensity to trigger the perception
of a back vowel. If the visual stimulus is stored as part of the language memory,
the fact that almost all inputs with a back vowel is also accompanied with lip
rounding, suggests a strong intrinsic connection between those traits in exemplar
representations. This was seen in Experiment 1 in the video-only stimuli of Phase
1 in which participants perceived many of the front rounded vowels as back
rounded vowels, and they made these mistakes despite the fact that, as native
speakers of French, they must have exemplars of front rounded vowels.
However, the native American English speaking French learners did not perceive
back vowels by default when lip rounding was present; that is, they did not make
the mistake that was expected. Participants in the audio trained group particularly
were expected to be able to learn to distinguish between front and back rounded
vowels through training, but once the visual signal was introduced in the testing
stimuli, the presence of lip rounding was expected to possibly override the
training and force the perception of the back vowel. This was overwhelmingly not
the case, which suggests that the learners were either ignoring the visual
stimulus, or they were not incorporating it as part of their language memory, and
it was not shaping their exemplar representations. Another interesting
comparison between the two experiments lies in the complexity of the stimulus.
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Overall, the native French speakers in Experiment 1 were more accurate in their
perception as the signal became more complex; their comprehensive accuracy
improved from the video-only to the audio-only to the audiovisual matched
conditions. The native American English speakers in Experiment 2, on the other
hand, performed worse in their perception of the French vowels when trained
with the more complex audiovisual signal. This again suggests that the French
speakers do encompass the visual stimulus in their exemplar representations
since by adding the visual to the audio yields significantly higher accuracy in
perception, while the French learners are not incorporating the visual signal in
their exemplars.
One final unintentional yet interesting point of comparison between the
two experiments involves perhaps the least useful part of Experiment 1. Phase 4
of Experiment 1 used audiovisual stimuli where the rounding of the audio signal
contrasted with the rounding of the visual signal. These were undoubtedly novel
stimuli to the native French speakers who assuredly did not have exemplar
representations that matched the stimuli. This was evidenced by many of the
participants’ informal comments reacting to the strangeness of this phase of the
experiment. As detailed in section 3.3.6, not knowing how to categorize these
strange stimuli, most participants seemed to ignore the visual signal and focus
solely on the audio signal when responding to the stimuli. Similarly, participants
in Experiment 2 were more accurate when they were forced to rely more heavily
on the audio signal. This is arguably because the stimuli were not of their native
language and did not completely correspond to their exemplars. This suggests
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that sounds that one might label as “foreign” are categorized and perceived in a
different manner. In this case, the attention is placed on the audio signal which
delivers a more distinguishable representation of the stimulus the listener is
supposed to perceive. McGurk and MacDonald (1976) had a finding that is
comparable to this idea. In their testing of audiovisual mismatched stimuli, they
found that many of the younger participants, aged 7 to 8 years, were not swayed
by the illusion that the stimuli evoked in the adult participants. These younger
participants reportedly perceived the part of the stimulus that corresponded to the
audio signal, suggesting that they were not being influenced by the video signal.
This further suggests that until a certain stage of development is reached in the
exemplar representations, the visual signal is not as persuasive or entrenched in
the exemplars. In other words, it is quite possible that until a certain point of
fluency one focuses primarily on the audio signal to drive perception and the
shaping of exemplars. Until that point, the visual stimulus has little effect on
perception and is therefore not a formative part of the learner’s exemplars.
It is unclear exactly how the listeners are categorizing these “foreign”
sounds. One theory is that these novel sounds are treated as extra-linguistic
sounds. The term “extra-linguistic” is used loosely here; there is no doubt the
listeners realize they are supposed to be hearing vowel sounds from an actual
language, but those sounds are either extremely unnatural, in the case of the
native French speakers, or they are encompassed within unknown French words
that are devoid of meaning for the listener, in the case of the French learners.
Experimental work on the perception of sounds that do not form part of a
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listener’s phonological system has shown that perceptual patterns differ
depending on how a listener categorizes the sounds being presented. In a series
of experiments, Best and colleagues (1988) found that American English
speaking participants could easily distinguish between Zulu clicks despite having
no experience with them. The click consonants could not be assimilated to any
phoneme in American English. Best et al. suggest that this failure to assimilate
allowed the participants to narrow their perceptual focus onto the acoustic
properties of the clicks facilitating the discrimination task (Best et al. 1988). Many
participants of the current studies could have succumbed to a similar
phenomenon in which they failed to assimilate the incongruous stimuli or the
unfamiliar and obscure words to any previously formed mental representation.
Due to the various levels of proficiency, from native speakers in Experiment 1 to
some almost naive listeners in Experiment 2, it would be extremely difficult to
distinguish the effect of this extra-linguistic perception from the effect of the
listeners’ varying proficiency in French. However, it is important to note this
possible phenomenon when interpreting the data.
This has interesting implications in terms of the the work of Flege (1988)
and Best (1991) that were discussed in section 4.1. Flege categorized a “new”
sound as one that does not have any closely corresponding sound in the native
language. In the case of the audiovisual mismatched stimuli of Experiment 1,
neither the visual nor the audio components of the stimuli were “new” for the
native French speakers; however, the strange and unnatural combination in the
synthesized bimodal stimuli seemed to push it into that category. In the case of
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the French learners, the target vowels realistically should not be classified as
“new” sounds; there are certainly sounds in English that are close enough to be
classified as “similar” sounds, using Flege’s terminology. Best’s Perceptual
Assimilation Model labels these “novel” sounds as Non-Assimilable Type,
meaning that the target sound is so dissimilar from a native sound that the
listener cannot assimilate it to anything already known. Best’s quintessential
example of this is her work on English listeners’ perception of African clicks. She
found that participants consciously perceived the clicks as something akin to
making a sound effect, using descriptors like “water drip” to describe the sounds
(Best 1988). Again, while not exactly like the African click example, the
audiovisual mismatched stimuli of Experiment 1 could theoretically fall into the
Non-Assimilable Type. However, the same cannot be said for the sounds
perceived by French learners in Experiment 2.
This might be where the usage-based exemplar theory is preferable in
describing the phenomenon exhibited by the French learners. It is not the
individual sound that is unfamiliar to the listeners in this case. It is the entire
monosyllabic word. Not having enough knowledge of French to be able to map
meaning onto these words, the words are being perceived as a string of sounds
that might be unfamiliar to them. They have never experienced this string of
sounds before. While Best and Flege are describing type or phoneme
unfamiliarity, these learners seem to be unfamiliar with the tokens. These stimuli
are words that have extremely low token frequency in their exemplar models. In
the case of the French native speakers, the audiovisual mismatched stimuli were
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comprised only of singular novel sounds, which would have low type and token
frequency for the listeners. This leads one to postulate that a low token frequency
for the listener might force them to focus primarily on the audio while ignoring the
visual part of the stimulus.
6.4 Future Research
All of the implications above suggest a few new questions for future
research. Since it seems that the two populations in the two experiments of this
dissertation differ in their strategies of using the visual signal in perception, there
are two possible avenues to discover why that is.
The first is to question the population differences. Do native American
English speakers not incorporate the visual signal of vowels into their perception
as native speakers of French do? While it is possible these two populations differ
greatly in their strategies of perception, this seems a bit less probable
considering that previous research (Wozniak & Jackson 1979) has shown that
American English speakers were sensitive to lip rounding in a lip-reading task.
However, that research only tested participants on video-only stimuli where they
were forced to focus on the visual signal. Testing participants across all three
conditions similar to those found in Experiment 1 might give more convincing
findings.
The second avenue to investigate the discrepancies in the strategies of
the two populations is to question the status of the language that participants
were perceiving. Participants of Experiment 2 were learners of French, and as
part of the experiment, they were aware that they were being tested on French
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stimuli. Therefore, do learners of a foreign language separate languages in their
exemplar representations making a new set of language memories for each
language that they learn? Or rather do learners subconsciously ignore the visual
signal since formal instruction is not directly focused on incorporating visual
components into teaching? Designing an experiment to tackle the former
question might prove to be difficult; however, the latter question might be
answerable with a longitudinal study in which learners are explicitly taught using
solely audiovisual stimuli. This is not far fetched. A French textbook from 1938
(Cheydleur 1938) begins with a chapter on Pronunciation. This chapter delves
deep into the phonetic aspects of pronunciation so much so that it even dictates
lip shape in vowels like [y]. “In forming the sound [y], the lips are puckered as in
whistling,” the book states (Cheydleur 1938).
This dissertation focused on vowel perception in tandem with the visual
signal. Other important avenues of research might look more closely at the
impact of the visual signal amongst the consonant inventories both in native
speakers as well as language learners. When researching the impact of the
visual stimulus on perception, the obvious consonants to target are labial sounds
that are easily visible in their production. Since it was determined that native
French speakers were able to detect rounding from the visual signal only, might
they also be able to determine place and manner of articulation of labial
consonants at a comparable accuracy in a lip-reading task? In the case of
French learners, if Experiment 2 were replicated for the two French labial glides, /
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w/ which is found in both languages and /ɥ/ which is only found in French, would
the participants perform comparably to the current study’s findings?
This dissertation has opened the door on the discussion of how people
use the visual stimulus in their perception and what impact it has on their
language memories and exemplar representations. The results have led to some
interesting findings that also lead to more intriguing questions for future research.
Overall, much research still must be done to paint a clearer picture of how native
speakers and language learners use and categorize the visual elements of
language production in their perception.
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