In this paper, a combined neural network and an evolutionary programming scheme is proposed to improve the quality of wound core distribution transformers in an industrial environment by exploiting information derived from both the construction and transformer design phase. In particular, the neural network architecture is responsible for predicting transformer iron losses prior to their assembly, based on several actual core measurements, transformer design parameters and the specific core assembling. A genetic algorithm is applied to estimate the optimal core arrangement, (i.e. the way of core assembling) that yields a set of three-phase transformers of minimal iron losses. The minimization is performed by exploiting information derived from the neural network model resulting in a synergetic neural network-genetic algorithm scheme. After the transformer construction, the prediction accuracy of the neural network model is evaluated. If accuracy is poor, a weight adaptation algorithm is applied to improve the prediction performance. For the weight updating, both the current and the previous network knowledge are taken into account. Application of the proposed neural network-genetic algorithm scheme to our industrial environment indicates a significant reduction in the variation between the actual and the designed transformer iron losses.
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Introduction
Construction of three-phase distribution transformers of high quality at a minimum possible cost is an important key for any transformer manufacturing industry to face today's market competition [28] . As one measure of transformer quality, the iron losses (core losses) are used. In particular, the higher the transformer quality is, the less the transformer losses become [20] , [5] . Usually, the electric power suppliers, (i.e. the customers), determine the transformer quality by specifying an upper iron loss limit. In case that the transformer iron losses violate this limit, the manufacturer is forced to pay loss penalties. This, however, apart from reducing the manufacturer's profit, it also ruins the good reputation of the industry. In order to satisfy the customers' requirements, the transformers are first designed and several parameters are selected so that the transformer iron losses are equal to or slightly smaller than those specified by the customers (guaranteed losses).
Core losses consist of eddy current losses and hysteresis losses [1] . For a given volume of core, the eddy current losses are nearly proportional to the square of the product of power frequency, flux density and lamination thickness. Regarding the hysteresis losses, they are associated with the magnetization and demagnetization cycle of the core [22] . Thus, eddy current losses can be reduced using, for example, thin laminations of high-resistivity material, while reduction of hysteresis losses is achieved using a magnetic material of smaller hysteresis loop [22] . Although, in theory, this is a sufficient condition to meet customer's requirements, in practice, additional parameters, such as the quality of cores that assemble the transformer, are involved during the construction process, which deviate the actual losses from the designed ones.
Consequently, it is possible for the transformer iron losses to exceed the guaranteed losses.
Most works, reported in the literature, have been concentrated on the estimation of transformer losses in a theoretical basis. These techniques are mainly focused on the analysis of the core electromagnetic field. In particular, in [18] the 3D-leakage fields are estimated, while in [11] 3D magnetic-field calculations are used to evaluate the performance of several parameters on power transformers. Other approaches are based on the method of finite elements either to compute the core loss currents [6] or to estimate the loss distribution in case of stacked transformers [21] . Apart from the above mentioned works, which are mainly based on the arithmetic analysis of the core electromagnetic field, modeling of three-phase transformers has been also proposed based on the analysis of their magnetic circuits [26] . 4 losses). Finally, the prediction accuracy of the neural network model is evaluated, after the transformer construction. In case that the prediction accuracy is poor, a weight adaptation is activated to improve the network performance. For the weight updating, a novel algorithm is proposed in this paper so that (i) the network output is approximately equal to the current iron losses and (ii) a minimal degradation over the previous network knowledge is provided. The proposed scheme has been implemented to a transformer manufacturing industry for increasing the quality of the produced transformers. This paper is organized as follows: Section 2 presents the problem formulation and describes the techniques used in the current practice for transformer design as well as core assembling. The neural network architecture used to predict transformer iron losses is presented in section 3, while section 4 explains the weight adaptation mechanism. The genetic algorithm-based grouping method is discussed in section 5 to estimate the optimal core arrangement that generates transformers of minimal losses. Application of the proposed neural network-genetic algorithm scheme to our industrial environment is described in section 6, while section 7 concludes the paper.
Problem Description
A three-phase wound core distribution transformer consists of two small and two large individual cores.
The difference between small and large cores is the width. In general, the width of a small core is the half of the width of a large core. The order that these four cores are arranged to construct a three-phase transformer is shown in Figure 1 . Particularly, the order is; a small core, followed by two large cores, followed by another small core [2] . Given a fixed number of possible small and large cores, we can determine the total number of the transformers that may be constructed. In particular, given 2*M small cores and 2*M large cores, we can construct exactly M different transformers at the same time. Let (2) where 0 P are the iron losses specified by the customers, while 0<γ<1 a safety margin. A typical value for safety margin γ is 0.05. It should be mentioned that all transformers of the same design present the same theoretical iron losses.
Based on equation (2) and using the transformer geometry and the typical loss curve, the theoretical iron losses of the individual cores as well as the losses of the assembled transformer are estimated [9] , [12] .
However, the actual core losses deviate from the theoretical ones due to constructional defects, producing cores of lower or higher quality than the designed one. Therefore if a random core arrangement is adopted, it is probable to assemble four low-quality cores together, generating transformers of low quality. To avoid this, we use a core grouping process, so that cores of low-quality are combined with cores of high-quality to produce three-phase transformers of iron losses close to the designed ones.
The Current Core Grouping Methods
Two different approaches are used in the current practice to perform the core grouping. In the first approach, the cores are classified into "quality classes" according to the deviation of their actual iron losses from the theoretical ones (quality class method). For example, let us assume that three quality classes are available, named as A, B and C respectively. The class A contains all small or large cores whose the quality (iron losses) is around the designed one. On the contrary, cores of lower quality than the cores of the class A are classified into class B, while cores of higher quality into class C. Then, a transformer is constructed by assembling either a) one small core and one large core of class B and one small core and one large core of class C or b) four cores of class A.
However, such an approach assigns the same quality grades to all cores belonging to the same quality class. For this reason, another grouping process is also used in the current practice based on the minimal deviation of the core losses (minimal deviation method) [8] . In both approaches as a measure of the transformer quality the sum of the losses of the four individual cores is used, that is arrangement of all available 2*M small and 2*M large cores so that transformers of minimal losses are constructed. To overcome the aforementioned difficulties, a novel synergetic neural network-genetic algorithm scheme is adopted in this paper.
The Proposed Scheme
The block diagram of the proposed scheme is illustrated in Figure 2 . Initially, the transformers are designed to satisfy, at least theoretically, the customers' requirements (with perhaps a safety margin) and then, the individual cores are constructed and several measurements are taken for each core to determine its quality. These measurements and several transformer design parameters along with the specified core arrangement are fed as inputs in a neural network structure, responsible for predicting the actual transformer losses. In the following, the optimal core arrangement is estimated, which produces transformers of the best quality using a genetic algorithm grouping scheme. After the transformer construction, the prediction accuracy of the network model is monitored (evaluation phase). If the prediction accuracy is poor, a weight adaptation algorithm is activated to estimate new network weights which are then used to predict future samples (transformers) of the process. Otherwise, the same weights are used as shown in Figure 2. 
Transformer Iron Loss Modeling
The neural network architecture used for predicting the transformer iron losses is described in this section. Let However, under different production conditions, (i.e. different thickness, grade and/or supplier of the magnetic material), different non-linear relationship exists. This is due to the fact that different type of magnetic material has a different effect on the transformer iron losses, while different suppliers usually follow a specific technology for producing the magnetic material. Assuming that L different production conditions are available, then, L different neural networks are used, each of which corresponds to a specific condition. Selection of the most appropriate condition is performed during the design phase, where both the type of the magnetic material and the respective supplier are determined. In the following analysis, the iron loss modeling is performed for a given production condition, since similar conclusions can be drawn for the other conditions too.
A feedforward neural network architecture is adopted in this paper to approximate the unknown function ) (⋅ g [13] . Figure 3 illustrates such a network, consisting of one hidden layer of l neurons, one output neuron and p input elements. Let us denote by
the weights, which connect the ith hidden neuron to the kth input element and as 1 ,
the bias of the ith hidden neuron. These weights and biases are also illustrated in Figure 3 for clarity. Then, we form the
= containing all the weights and biases of the ith hidden neuron. In this case, the output of all hidden neurons can be written in a matrix form as follows 
where, in this case, a linear activation function has been used for the output neuron, since the network output approximates a continuous valued signal, (i.e. the specific iron losses of a transformer).
A training set of N samples (transformers), say T, is used to estimate the network weights w. The training
, contains the actual specific iron losses of N transformers, which have been constructed under the same production condition, along with the respective network features. The network is trained to minimize the mean squared value of the error over all samples of set T
In our approach, a second order method has been selected to train the network based on a modification of the Marquardt-Levenberg algorithm, as presented in [17] . This algorithm has been selected due to its efficiency and fast convergence. Furthermore, a cross validation method has been incorporated in the proposed scheme to improve the generalization performance of the network [13] .
A principal component analysis (PCA) has been also included to appropriately select the input features.
Since most of the measurements obtained are highly correlated, it is useful for improving the network training and generalization performance to discard the redundant information. Principal component analysis eliminates those input components, which contribute the least to the network output, while retains the most important (principal) ones. To implement the PCA, a neural network architecture similar to that proposed in [25] has been adopted in this paper. The number of the principal components extracted is estimated through the amount of energy that those components can retain. In particular, in our case, the components, which correspond to 85% of the total energy (8 in our case), are selected as the most significant.
In Table I , we summarize the features, which are closer to that specified by the PCA to provide a physical explanation of the most important feature used. More specifically, feature x 1 is the rated magnetic induction, which is also used in order to calculate iron losses at the design phase by using the loss curve (design parameters). This is also denoted as B in this table. Features x 2 and x 3 express the average specific losses (W/Kg at 15000 Gauss, and 17000 Gauss, respectively) of magnetic material of the four individual cores used for transformer construction. These parameters are also denoted as U and V respectively in the table.
The subscripts of these variables refer to one of the four cores that assemble the transformer i t similarly to equation (1 the feature x 5 is that the iron losses of the three-phase transformer depend on the iron losses of its individual cores. In the industrial environment considered, it is observed that the arrangement of cores influences the assembled transformer core losses. This is reflected through the selection of features x 6 , x 7 , and x 8 (see Table I ). In all cases, the notation for the four cores is similar to equation (1 
Network Weight Adaptation
The weight adaptation training algorithm modifies the network weights so that the network output appropriately responses to the new data, while simultaneously provides a minimal degradation over the old information [4] . Particularly, let us denote by b w the network weights before the weight adaptation. Let us assume that these weights have been estimated using data of set T . Let us also assume that during the evaluation phase, m transformers have been examined and that their actual specific iron losses significantly deviate from the predicted ones. These transformers are denoted as i z , i=1,…,m, where vector z has the same form as vector t (equation (1)). In this case, a new training set, Assuming that a small weight perturbation is sufficient to perform the weight modification, we can relate the weights before and after the adaptation as follows (10) where w ∆ represents small increments of the network weights. 11 The effect of w ∆ in equation (9) can be expressed by estimating the sensitivity of errors i D with respect to the network weights and by linearizing (9b) using a first order Taylor series expansion. In this case, (9) yields to the following constraint minimization The gradient projection method is used in our case to minimize (11a) subject to (11b) [19] . In particular, the algorithm starts from an initial feasible point [i.e. a point which satisfies equation (11b)], say ) 0 ( w ∆ and then the weight increments are updated as follows
where ) (n γ is a scalar that determines the convergence rate, while h(n) indicates the negative gradient of (11a) onto the subspace that is tangent to the surface defined by the constraint at the nth iteration of the algorithm, 
After the weight adaptation, the old information, (i.e. the training set T), is updated by inserting in it all pairs of set c T . However, in this case, the size of T continuously increases, since more and more pairs are included. For a more efficient implementation, the number of pairs of T can be considered constant and thus each time new pairs get into the set T, the oldest ones are removed from it.
Optimal Core Arrangement
The aforementioned neural network architecture predicts the transformer iron losses, for a given production condition, based on several core measurements, transformer design parameters and taking into account a given core arrangement and core assembling. This means that for different cores and/or different core arrangement, the network provides different predicted iron losses. Exploiting this information, we can estimate, for the given 2*M small and 2*M large available cores, that core arrangement which produces M transformers of the highest quality (minimum losses).
Let us denote as c a vector containing all the M possible constructed transformers
where } { vec T presents a vector formed by stacking up all rows of matrix T.
As observed from equation (16a), the dimension of c is 1 4 × M since each transformer i t is represented by a 4x1 vector as equation (1) 
where opt c is the vector corresponding to the optimal core arrangement.
In equation (17), the actual transformer iron losses, For a typical number of small / large cores, direct minimization of (17) is practically infeasible since the computational complexity for an exhaustive search is very high. For example, assuming that 100 small and 100 large individual cores are available, about 5.35*10 22 combinations of core arrangements should be considered! For this reason, the minimization process is performed, in the following, using a genetic algorithm (GA) [23] , resulting in synergetic neural network-genetic algorithm scheme for optimal transformer construction.
Genetic Algorithm
In the GA approach, the vector c is considered as one chromosome, while its elements, (i.e. the serial numbers of individual cores), as genetic material of the respective chromosome. The performance of each chromosome, which actually represents a particular core arrangement, is evaluated as the sum of the predicted actual iron losses, (provided by the neural network model) over all transformers that can be constructed by this particular chromosome (vector c). Since this measure is inverse proportional to the transformer quality, the fitness function of the genetic algorithm, which is responsible for measuring the chromosome quality, is given by following equation. 
, i=1,2,…,L of the current population ) (n P , appropriate "parents" are selected so that a fitter chromosome has a higher chance of survival in next generation. In particular, in our case, a probability is assigned to each chromosome, equal to A set of new chromosomes (offspring) is then produced by mating the genetic material of the parents using a crossover operator, which defines how the genes should be exchanged to produce the next generation. Several crossover mechanisms have been reported in the literature. In our approach, a modification of the uniform crossover operator [23] , [10] has been adopted. This is due to the fact that it is possible for an individual core to appear more than once in the genetic material of each new generated chromosome. This means that one individual core is placed to more than one transformer or to more than one position of the same transformer, which corresponds to an unacceptable core arrangement. For this reason, the following modification of the uniform crossover operator is adopted explained using a simple example of six small and six large cores ( Figure 5 ). In this example, it is assumed that the two parents exchange their genes between the crossover points 2, 3 and 4. As observed, the genes {10, The next step of the algorithm is to apply mutation to the newly created chromosomes, introducing random gene variations that are useful for restoring lost genetic material, or for producing new material that corresponds to new search areas. In our case, the genetic material of a chromosome is randomly mutated with a probability m p . In particular, for each gene, a random number is generated uniformly distributed in the interval [0 1] and if this number is smaller than the mutation rate m p , then this gene undergoes mutation.
To avoid the appearance of an individual core more than once in the genetic string after mutation, (i.e. to preserve valid core arrangement), we swap each mutated gene for other randomly selected of the same category, (i.e. large or small core). This is illustrated in Figure 6 . In this figure, we assume that the large core with label '12', (the third gene) undergoes mutation. Thus, it is swapped for another randomly selected gene of the same category, for example the large core with label '7' in our case.
After that, the next population P(n+1) is created by inserting the new chromosomes and deleting the older ones. Several GA cycles take place by repeating the procedures of fitness evaluation, parent selection, crossover and mutation, until the population converges to an optimal solution.
Explanation of the GA convergence
As can be seen in the following section of the experimental results, the proposed genetic algorithm scheme sufficiently estimates the optimal core arrangement so that transformers of minimal losses (best quality) are constructed, even in case that a large number of cores (variables) are involved in the minimization process. This is due to the fact that the variables (individual cores) do not take any arbitrary value. Instead, the cores are designed so that equation (2) is satisfied and thus they present the same theoretical losses. Divergence from this requirement is due to constructional defects during the core production phase. Assuming that the industry follows specified constructional standards, this divergence is not so large. Consequently, the form of equation (17) is not so complex as is expected from the number of variables (large/small cores) involved in the process. Another issue towards this direction is that individual cores are usually produced in groups. Therefore, it is expected that for cores belonging to the same group to present similar characteristics (losses) since they undergo almost the same constructional effects.
In addition, as initial population of the genetic algorithm, chromosomes obtained from the current grouping method are used. This selection further improves the GA convergence since the algorithm starts from chromosomes of somehow good quality. This selection also leads to construction of transformers of better quality (i.e. less losses) than those obtained from the current grouping method. The GA improves the performance of the initial chromosomes, which represent the core arrangements of the current grouping.
Experimental Results
In our industrial environment, three different production conditions have been examined. The first corresponds to a magnetic steel of grade M3, according to the USA AISI 1983, thickness of 0.23 mm, while the supplier of the material is the Supplier A. For the second condition, a magnetic steel of grade M4, thickness of 0.27 mm and the Supplier B are selected. Finally, in the third condition, the grade is Hi-B, the thickness 0.23 mm and the Supplier A.
Neural Network Modeling
A set consisting of N=1680 actual industrial measurements is used to train the network in case of the first production condition. The 10% of the training data are selected as validation set, while 560 test data have been used to evaluate the prediction accuracy of the network. Similar number of data has been also used for the training, testing, and validation sets of the other two conditions. The network configurations, which have been used for predicting the transformer iron losses, are presented in Table II for the three aforementioned production conditions.
Figures 7(a) and 7(b) present the Q-Q (Quantile-Quantile) plots [16] of the specific iron losses, using the typical loss curve (current practice) and the proposed neural network method respectively, for the first production condition. According to this method, the real specific iron losses are plotted versus the predicted ones and as a result, perfect prediction lies on a line of 45 0 slope. As is observed, the neural network-based prediction scheme provides, on average, more accurate results than the typical loss curve method. In particular, the current method (loss curve) shows a maximum absolute relative error of 9.9%, while the respective error of the neural network scheme is 4.8%. As far as the average error is concerned, the proposed method yields 1.5% error instead of 2.9% of the current practice. Similar results are also obtained for the other two production conditions and these results are summarized in Table III .
Weight Adaptation
The weight adaptation algorithm described in section 4 has been applied to our industrial environment to improve the prediction accuracy of the network in future production batches. This means that the network is able to adapt its performance in slight changes of the production condition. In particular, the network performance is monitored during the evaluation phase, and in case that the prediction error exceeds a predetermined threshold, for a given production batch, the weight adaptation algorithm is activated. Figure 8(a) illustrates the average prediction error for several production batches, all consisting of 50 transformers, along with the specified threshold. In the experiments considered, this threshold is defined to be 10% higher than the average prediction error. As is observed, at the 19 th production batch the prediction error exceeds this threshold and the weight adaptation is activated. To avoid large number of equations [equation (11b)], only 10% (i.e. 5 transformers) of the 19 th batch are included in the set c T , selected using a principal component analysis. The remaining transformers are used as test set in order to evaluate the network prediction performance. After the weight updating, the prediction accuracy has been improved as depicted in Figure   8 (b), where the prediction error for the batches 20 to 30 is shown.
Genetic Algorithm Performance
In the following experiments, the genetic algorithm has been applied to group 100 small and 100 large cores of the same production batch of 50 transformers, 100 kVA, 50 Hz of the second production condition. Figure 9 presents the effect of the initial population selection on the convergence rate of the GA. In this figure, three different approaches have been examined. The first is based on a random selection of the initial population ) 0 ( P , the second, on the quality class method of the current grouping process, while the third, on the minimal deviation method (see section 2). For the quality class method L possible solutions can be used as the initial population, while for the minimal deviation method, the L best core arrangements have been selected. In all cases, a mutation rate equal to 5% has been used, the population was 25 chromosomes while at each iteration 30% of the total population (i.e. 8) parents have been adopted. As is observed, the worst performance appears to be the random selection, while the minimal deviation method presents the fastest convergence.
The total transformer losses over all 50 examined transformers versus mutation rate is presented in Figure   10 (a), for the three different approaches used for initial population selection. As can be seen, in case of high mutation rates, the performance of the class quality and the minimal deviation methods are almost similar, while the random initial population selection provides the slowest convergence for all mutation rates. In this case the number Q is equal to 30% of the total population, while 100 GA cycles have been used to terminate the iteration process. Furthermore, it seems that in all cases the minimal losses fall in the range of 4-6% mutation rate. This is due to the fact that small mutation probability may trap the solution to a local minimum. Instead, large probability leads to random search, which deteriorates the GA performance.
However, the minimal deviation method outperforms compared to the other two ones. Figure 10 (b) presents the mutation rate versus total transformer losses for different values of Q (10%, 30% and 50% of the total population), in case that the minimal deviation method is used as the initial population selection and for 100 GA cycles. Mutation probabilities around 4-6% provide the best results in this case too. It can be seen, from this figure, that, as the number of Q increases, the algorithm reaches the optimal solution in fewer GA cycles. However, large values of Q also increase the cycle computational load, which may affect the total GA complexity. Table IV presents the average computational load per GA cycle for different values of Q along with the average number of iterations (cycles) required to achieve total iron loss less than 10900 W. In this case, the results have been obtained on a P-II 350 MHz PC and a mutation rate equal to 5% has been used. It can be seen that Q=30% of the total population provides the fastest convergence although it requires greater number of cycles than other Q. The effect of the mutation probability on the average computational load is also shown in Table V . The best number of parents, (i.e. Q=30%), has been used in this case. This table indicates the average computational load per GA cycle, along with the GA cycles required to achieve a minimum loss less than 10900 W. It is observed that mutation probability around 6% yields the best results as far as the computational cost is concerned.
As a result, the values of the GA parameters, which are involved in the process and optimize the GA convergence, are the minimal deviation grouping method as the initial population, mutation rate around 6%, number of parents undergone crossover 30% of the total population, and constant population size equal to 25 chromosomes. These values are used in the following results. The computational complexity of the proposed neural network-genetic algorithm scheme depends on a) the cost required for the GA convergence and b) on the testing time that the neural network takes for predicting the transformer actual losses for a give core arrangement. For the GA, 8 different runs have been conducted and the core arrangement which yields the minimal losses over all runs is selected as the most appropriate. At each run, the GA terminates when the best core arrangement remains constant for 30 number of generations, indicating that further optimization is unlikely. Using this termination criterion, the average number of GA cycles over all 8 runs is 168. Since the cost of each cycle is 517 ms (see Table V for Q=30% and mutation rate 6%), the total complexity of the GA over all cycles and runs is 8*168*517 ms=11.58 min.
At each GA cycle, the neural network is activated to predict the actual transformer losses. Since in our case, 50 transformers are constructed (100 large/small cores) and the GA population consists of 25 chromosomes, the neural network is applied 50*25=1250 times for every GA cycle. The average time that the neural network requires to predict the actual losses of all 50 transformers and 25 chromosomes has been measured to be 358 ms. As a result, the total cost over the average 168 GA cycles and 8 runs is 8.02 min.
Thus, the total cost of the proposed neural-genetic algorithm grouping scheme is 11.58+8.02=19.6 min.
In this cost, it should be added the time that the network requires to adapt its weights (network weight adaptation). However, this is performed only in case that the network prediction accuracy is considered poor.
In our experiments, where 30 different production batches have been examined, the weight adaptation mechanism has been activated only once and the total cost for this weight perturbation was 1s if m=8. For the above results, a P-II (~350 MHz) PC has been used with a C implementation of the proposed neural-genetic grouping scheme.
It should be mentioned that the execution time of the proposed algorithm is small compared to other times that involved in the transformer construction process. For example, only the annealing of the individual cores takes about 11.5 h to be completed. Furthermore, the proposed scheme can be applied "in parallel" with the transformer construction. For example, it can be conducted, while the individual core-department produces the cores of the following batch and the transformer-department constructs the transformers of the previous batch.
Iron Loss Reduction
In this subsection, the proposed neural network-genetic algorithm scheme is compared with the minimal deviation grouping process and the quality class method, both used in the current practice for a production batch of 50 transformers of 160 kVA.
Initially, the 100 small and 100 large individual cores (producing 50 transformers) have been grouped using the quality class method (see section 2), and the distribution of the transformer iron losses is depicted in Figure 12 . In this experiment, the desired (guaranteed) losses, which are related to 0 P , are 315 W, while the designed losses are 296 W, (i.e. about 6% lower than the guaranteed losses). Similarly, in Figure 13 the distribution of iron losses is depicted if the grouping method of the minimal deviation (presented in [8] ) is used for the core arrangement. In this experiment, the same guaranteed losses are used, while the designed iron losses are 4.8% lower the guaranteed ones, since it is expected that this method provides better results than the quality class approach. As is observed, in Figure 12 , the average losses are 307.31 W, (i.e. 3.82%
higher than the designed ones), while a loss fluctuation of 48.5 W is encountered. On the contrary, in Figure   13 , the average losses are 310.6 W, (i.e. 3.53% higher than the designed losses), while the loss fluctuation has been restricted to 39.4 W. 20 Finally, Figure 14 presents the iron loss distribution when the proposed neural network-genetic algorithm scheme is used for transformer construction. In this case, a much smaller safety margin has been selected and the designed losses are 311 W, (i.e. only 1.3% lower than the guaranteed ones). However, as can be seen from Figure 14 , the average losses are very close to the designed ones (313.15 W or 0.69% higher than the designed losses), while the smallest loss fluctuation is encountered (23.6 W) . Furthermore, the maximum (minimum) losses in this case is lower (higher) than those obtained from the other two cases.
Usually, transformers, whose iron losses are about 10% higher than the guaranteed losses (in our case 346W), are considered as unacceptable by the customers [15] , [3] . Consequently, as depicted in Figures 12-14 , all grouping methods yield transformers of acceptable quality. However, in the proposed neural-genetic scheme, the width of loss distribution was narrower than the other two grouping methods. Thus, it is less probable to generate transformers whose iron losses violates the upper limit of 346W. Furthermore, the proposed scheme also yields a significant reduction of the production cost. This is due to the fact that smaller safety margin is used in this case which saves magnetic material. The latter also leads to transformers of smaller dimensions and further results in a reduction of the weight of the material of the windings (copper), insulating materials and transformer oil or equivalently to an overall reduction of the required cost. The reduction of the material cost is presented in Figure 15 in case of 50 transformers of 50 kVA (first condition). In this figure, all costs have been depicted with respect to the cost of the quality class method, the cost of which is assumed to be 100.
Conclusion
In this paper, a synergetic neural network and genetic algorithm scheme has been proposed to reduce transformer iron losses by exploiting information derived from both the design and the transformer construction phase. More specifically, for a given number of small and large individual cores, our target is to estimate the optimal core arrangement so that transformers of minimal iron losses are assembled. This is accomplished by minimizing a cost function, which expresses the aggregate iron losses over all possible constructed transformers, using an evolutionary programming scheme. Since, however, the actual iron losses of a three-transformer are in fact unknown before the transformer construction, a neural network architecture is adopted in this paper to provide an accurate estimate of the transformer losses prior to their assembly.
Several actual core measurements, transformer design parameters along with the way of core arrangement are used as inputs to the network. Furthermore, the prediction accuracy of the neural network model is monitored after the transformer construction (evaluation phase). In case that a poor prediction accuracy is encountered, a weight adaptation mechanism is activated to estimate new network weights taking into account both the current and the previous network knowledge.
The proposed scheme has been applied in our industrial environment and has been compared with the current grouping techniques as they are discussed in section 2. In particular, it has been observed that the neural network-genetic algorithm approach yields a significant reduction between the deviation of the designed and the actual iron losses. With such a reduction, the transformers can be designed with a smaller safety margin, which saves magnetic material and reduces the total production cost.
[27] D. Paparigas, D. Spiliopoulos , S. Elefsiniotis and J. Thus, equation (6) can be written as for a given transformer i z
where subscript b and a refer to before and after the weight adaptation respectively.
Application of a first order Taylor series expansion to (A3) yields to
where Q is the gradient of ) (⋅ f and can be expressed by the following diagonal matrix,
indicate the gradient of the hidden neuron output, assuming that the activation function of the hidden neurons is the sigmoid.
Thus, equation (11b) can be written as for a given transformer i z θ θ
Combining, (A7) and (A4), and ignoring the second order terms we can find that
where
is the prediction error before weight adaptation, while vector ) ( i z a is produced by reordering the right term of (A8) for all network weights. In the previous equations, we have added the dependence on the transformer i z .
Equation (A10) is a linear equation with respect to the weights increment w ∆ and vector ) ( i z a can be estimated by simply identifying the terms of the right and left hand of (A10). In particular, Let us also recall that
is the derivative of the ith hidden neuron output when the transformer i t is fed as input to the network using the old weights, b w .
Differentiating equation (11a) with respect to the network weights k j w , , we have 
Consequently, the sensitivity of the error i D to all network weights can be expressed as
Therefore, for all elements in T . That is for all i=2,…,L the previous equation can be written in a matrix
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