Abstract-Multi
INTRODUCTION
James Kennedy and Russell C. Eberhart have contributed to the introduction of Particle Swarm Optimization (PSO) algorithm [1] , which is a population-based stochastic optimisation algorithm inspired by the computer simulation based on choreography of bird flocking. The pseudo code of PSO algorithm is shown in Fig. 1 . In PSO, each particle collaborates with the others during the search process by comparing its current position with personal best, pBest, and global best, gBest. By considering each iteration as a unit step time (t), each i-th particles update their velocity at n-th dimension with the simplified velocity equation as defined in Eq. 1.
(1) where C 1 and C 2 are the cognitive and social constant respectively. Meanwhile, R 1 and R 2 are random variables between 0.0 and 1.0. Once the velocity of each particle is updated, each particle moves to new position using Eq. 2. For solving MOO problems, researchers have extended and one of these extensions is Vector Evaluated Particle Swarm Optimization (VEPSO) [2] . Consider a MOO problem with M-numbers of objective functions. If the indexes of objective function is m = {1, 2, ..., M}, then the gBest for the m-th swarm is the pBest i that has the best fitness with respect to the m-th objective function from the m-th swarm, as given in Eq. 3.
(3) PSO and VEPSO algorithms have similar process flows, except that all initialization and updates process are repeated for M-number of swarms for the case of M-numbers of objective functions. The VEPSO algorithm is shown in Fig.  2 . Since each swarm performs optimisation process using gBest from another swarm, in VEPSO, the velocity update equation should be modified, as shown in Eq. 4 and Eq. 5. 
II. IMPROVED VECTOR EVALUATED PARTICLE SWARM OPTIMIZATION

A. VEPSO Incorporating Non-dominated Solution
In conventional VEPSO, each particle of a swarm is updated by considering the gBest from the other swarm. However, the gBest of the first swarm is only updated when a new solution has better fitness with respect to the first objective. This is the limitation of the conventional VEPSO algorithm.
However, this limitation has been overcome by updating the gBest with the better solution, which has dominated the gBest [3] . Hence, the gBest is now the non-dominated solution that has equal fitness with respect to the optimised objective function and better fitness with respect to the other objective. Thus, each particle from the second swarm will be guided by its own pBest and the gBest, which is a nondominated solution. The VEPSO algorithm incorporating non-dominated solution (VEPSOnds) is shown in Fig. 3 . Update archive procedure is shown in Fig. 4 . In VEPSOnds, the gBest of the m-th swarm is given as below: where is a non-dominated solution and is the set of non-dominated solutions in the archive.
B. VEPSOnds with Multi Leaders
The use of non-dominated solutions to enhance the VEPSO algorithm has been further improved by the use of multi-leader concept [4] . This version of VEPSO algorithm is called VEPSOnds with Multi Leaders (VEPSOml). The VEPSOml includes the gBest from the second swarm as additional guidance to optimise both objective functions. The VEPSOml algorithm is shown in Fig. 6 and the modified velocity update is represented in Eq. 7. (7) III. EXPERIMENTS
A. Performance Measure
Four quantitative performance measures were used to compare the performance of different VEPSO algorithms. Briefly, the number of solution (NS) calculates the total number of non-dominated solutions obtained by the algorithm at the end of the iteration. The generational distance (GD) [5] is a popular measure for convergence performance. This measure represents the average distance between the true Pareto front and the one obtained by the algorithm. The spread (SP) is commonly used to measure the diversity or the distribution of non-dominated solutions [6] . This measure calculates the uniformity of the non-dominated solutions. Finally, the hypervolume (HV) [7] measure is used to evaluate the area (in a two-objective problem) or the volume between a reference point, R HV and the Pareto front with respect to the non-dominated solutions obtained by the algorithm.
B. Test Problem and Experimental Setup
Previously [3] [4] , the original and enhanced VEPSO algorithms have been subjected to numerical experiments based on ZDT benchmark datasets. In this study, a more complex benchmark datasets called WFG [8] , is considered for the evaluation of VEPSO, VEPSOnds, and VEPSOml algorithms. Experimental setup is kept similar to the previous studies [4] .
IV. RESULT AND DISCUSSION
The results based on complex test problems, which are WFG, are collected in Table 1 . Both improved VEPSO algorithms have outperformed the conventional VEPSO algorithm for all measures in all test problems, except WFG1 and WFG9 for VEPSOnds, and WFG5 and WFG9 for VEPSOml. In WFG1, the VEPSO performed better than the VEPSOnds in terms of GD but the difference is small. Additionally, in WFG5 problem, VEPSO is better than the VEPSOml in the SP measure but it does obtained more solutions and are closer to the actual solutions. Even though VEPSO has better performance than VEPSOnds in GD and SP measures for WFG9 problem, VEPSOnds outperformed other algorithms in terms of NS measures. Meanwhile, the VEPSO also has better performance than VEPSOml in NS and GD measures but VEPSOml was the best in terms of SP and HV measures. Thus, the results have shown that both VEPSOnds and VEPSOml have improved performance than the conventional VEPSO algorithm in most of the measures and test problems.
V. CONCLUSION
In the previous work, while the experiments were extensive, but based on conventional ZDT test problems. This paper further analyses the performance of enhanced VEPSO algorithms, namely VEPSOnds and VEPSOml against the original VEPSO algorithm. Similar observation is obtained, which is the overall best performed algorithm is the VEPSOml.
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