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SOMMARIO 
Il continuo scaling delle tecnologie CMOS pone numerose sfide ai progettisti, 
relativi alla crescente sensibilità delle grandezze elettriche alle variazioni di 
processo. Questa problematica riguarda sia la progettazione analogica che quella 
digitale, e si traduce nel fatto che le prestazioni tipiche dei circuiti non traggono 
pieno vantaggio dai miglioramenti nominali offerti dalle tecnologie molto scalate. 
Un’atra importante sfida per i progettisti circuitali è relativa alla progettazione di 
sistemi per le emergenti applicazioni portatili e impiantabili, come transponder 
RFID passivi o dispositivi medici impiantabili. Per queste applicazioni sono 
necessari un consumo di potenza estremamente basso e una ridotta sensibilità 
delle grandezze di uscita alle variazioni di processo. 
Gli approcci proposti per affrontare il problema della variabilità spesso fanno uso 
sistemi in reazione di complessi e dispendiosi. Per quanto riguarda i circuiti 
analogici, in alcuni casi vengono utilizzate procedure di trimming ad hoc, che 
comunque possono essere costose per le applicazioni portatili e impiantabili sopra 
menzionate. Più recentemente, è stato presentato un metodo basato su una 
compensazione “interna”, la cui efficacia è abbastanza limitata. 
Per questi motivi proponiamo la progettazione di generatori di quantità di 
riferimento molto precise, basati sull’uso di dispositivi che sono disponibili anche in 
tecnologia CMOS standard e che sono “intrinsecamente” più robuste rispetto alle 
variazioni di processo. Seguiamo quindi un approccio “variability-aware”, ottenendo 
una bassa sensibilità al processo insieme ad un consumo di potenza veramente 
basso, con il principale svantaggio di una elevata occupazione di area. Tutti i 
risultati sono stati ottenuti in una tecnologia UMC 0.18µm CMOS: 
In particolare, abbiamo applicato questo approccio al progetto di un riferimento di 
tensione basato sulla classica architettura “bandgap” con l’uso di bipolari di 
substrato, ottenendo una deviazione standard relativa della tensione di riferimento 
dello 0.18% e un consumo di potenza inferiore a 70 nW. Questi risultati sono basati 
su misure su un set di 20 campioni di un singolo batch. Sono anche disponibili 
risultati relativi alla variabilità inter batch, che mostrano una deviazione standard 
relativa cumulativa della tensione di riferimento dello 0.35%. 
Questo approccio è stato applicato anche alla progettazione di un riferimento di 
corrente, basato sull’uso della classica architettura bandgap a bipolari e di resistori 
di diffusione, ottenendo anche in questo caso una sensibilità al processo della 
corrente di riferimento dell’1.4% con un consumo di potenza inferiore a 300 nW. 
Questi sono risultati sperimentali ottenuti dalle misure su 20 campioni di un singolo 
batch. 
I riferimenti di tensione e di corrente proposti sono stati quindi utilizzati per la 
progettazione di un oscillatore a rilassamento a bassa frequenza, che unisce una 
ridotta sensibilità al processo, inferiore al 2%, con un basso consumo di potenza, 
circa 300 nW, ottenuto sulla base di simulazioni. 
Infine, nella progettazione dei blocchi sopra menzionati, abbiamo applicato un 
metodo per la determinazione e la stabilità dei punti di riposo, basato sull’uso dei 
CAD standard utilizzati per la progettazione microelettronica. Questo approccio ci 
ha permesso di determinare la stabilità dei punti di riposo desiderati, e ci ha anche 
permesso di stabilire che i circuiti di start up spesso non sono necessari. 
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ABSTRACT 
The continuous scaling of CMOS technologies poses several challenges to circuit 
designers, related to the growing sensitivity of electrical quantities to process 
variations. This issue involves both digital and analog design, and translates in the 
fact that circuit performance is typically not able to take full advantage of the 
nominal improvements offered by aggressively scaled technologies. Another 
important challenge for circuit designers is related to the design of systems for the 
emerging portable or implantable applications, such as passive RFID transponders 
or implantable medical devices. For such applications, extremely low power 
consumption and low process sensitivity of output quantities are an essential 
requirement. 
Proposed approaches to tackle variability often involve complex and power hungry 
feedback systems. For what concerns analog circuits, in some cases ad-hoc 
trimming procedures are envisaged, which however can be very expensive for the 
above mentioned portable and implantable applications. More recently, a method 
has been presented based on an "internal" compensation, whose effectiveness is 
quite limited.  
This is why we propose the design of very precise reference quantities generators 
based on the use of devices that are available also in standard CMOS technology 
and are "intrinsically" more robust with respect to process variations. We therefore 
follow a "variability-aware" approach, obtaining a low process sensitivity together 
with a very low power consumption, with the main drawback of a sizeable increase 
in chip area. All results are obtained in a UMC 0.18 µm CMOS technology.     
In particular, we apply this approach to the design of a reference voltage generator 
based on a "classical" bandgap architecture with the use of substrate bipolar 
transistors, obtaining a relative standard deviation of the reference voltage of 
0.18% and a very low power consumption smaller than 70 nW. These results are 
based on measurements performed on a set of 20 samples from a single batch. 
Results related to inter-batch variations are also available, and show a cumulative 
relative standard deviation of the reference voltage of 0.35%. 
This approach is also applied to the design of a current generator, based on the 
use of a "classical" bipolar-based bandgap architecture and of diffusion resistors, 
obtaining also in this case a very low process sensitivity of the reference current of 
1.4% with a low power consumption smaller than 300 nW. These are experimental 
results obtained from measurements on 20 samples from a single batch. 
The proposed voltage and current generators are then used for the design of a 
relaxation low-frequency oscillator, which couples a low process sensitivity smaller 
than 2% with a low power consumption of about 300 nW, as obtained by circuit 
simulations. 
Finally, for the design of the above mentioned blocks, we apply a method for the 
determination and stability of circuit operating points, based on the use of the 
standard CAD tools used for circuit design. This approach allows us to determine 
the stability of the desired operating points, and it also allows us to establish the 
start up circuits are often not needed.    
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1. PROCESS VARIABILITY IN LOW POWER SCALED CMOS 
TECHNOLOGIES 
In the last ten years, MOSFETs have reached deep decananometer dimensions: 
from 2010 Intel and AMD have started producing commercial chips using a 32 nm 
process (for example Intel processors Core i3, Core i5 and the dual core mobile 
Core i7). From 2012 a commercial 22 nm technology is used in the Intel Ivy Bridge 
family of processors. The use of 10-nm MOSFETs with conventional architecture 
has also been demonstrated in a research environment [1].  
The continuous downscaling poses several problems to integrated circuit design, 
because the advantages of scaling, especially in terms of speed, area occupation 
(for digital circuits) and costs, come at the cost of a significant increase in power 
consumption, especially for complex digital systems like processors, and of very 
large sensitivity of transistor operation to process variations. Challenges are also 
posed by new emerging applications for integrated circuits in scaled technologies, 
like portable applications or medical implantable devices. For these kind of systems 
a low power consumption is necessary, but generally it is obtained with an increase 
of sensitivity to process variability, as we will see. 
Therefore the challenge of the "portable devices era" is to obtain the desired 
performance, in terms of performance per watt, notwithstanding  the increasing 
relevance of process variability 
For digital systems like processors and memories, the main design trade-off is 
between speed and power consumption. While it can be difficult to obtain a good 
nominal trade off between these two requirements, process variability can change 
the operating point of the devices so that the final circuit does not comply with the 
specifications..  
Process variability is usually taken into account in the design phase by performing 
corner analysis or Monte Carlo simulations, but the increased process variability 
can lead to an excessive reduction of the design space and to an unacceptable 
relaxation of other requirements. The problem stems from the fact that both corner 
and Monte Carlo analysis assume no correlation between different parameters, 
which is unrealistic and leads to overestimating the process variation and mismatch 
effects. Moreover, with technologies scaling there is a growth of the number of 
corners and a widening of their distribution.  
These problems require new design techniques and approaches, beyond the 
traditional tools, in order to meet the nominal requirements in the presence of a 
large process variability. In digital systems, due to the high computational capability 
and resources, stability towards process is usually obtained with complex feedback 
systems which use run-time configurability and adaptive bias, as we will see. In 
analog circuits, the challenge posed by lowering of power consumption and 
increasing of process variability is very difficult to solve especially if we consider 
portable battery-operated devices with limited digital capabilities, for examples 
implantable medical devices or short-range low frequency communication systems 
like passive RFID transponders and wireless sensors networks. For these systems 
reducing power consumption implies an increased sensitivity to process variability, 
which, should be solved with simple and cheap solutions, so complex 
  
8 
compensation feedback or the classical post-processing trimming are not feasible. 
This is the challenging problem addressed in our thesis. 
In what follows we will analyze the effect of scaling for digital and analog circuits, 
highlighting the growing process variability and the need and the effects of power 
consumption reduction.  
 
For what concerns process variability, it is important to distinguish between inter-
die and intra-die variability. The first one includes lot-to-lot, wafer-to-wafer and a 
portion of the within wafer variations: it equally affects every element on a chip. 
Intra-die variability, instead, is related to random and systematic components which 
produce a non-uniformity of electrical characteristics across the chip. Examples of 
the lot-to-lot and wafer-to-wafer variations include processing temperatures, 
equipment properties, wafer polishing and wafer placement [2]. The within-wafer 
variations are important both for inter-die and intra-die variability. For example, the 
resist thickness across the wafer is random from wafer to wafer, but deterministic 
within the wafer, while aberrations in the stepper lens are a cause of (systematic) 
intra-die variability. An example of random intra-die variability cause is the 
placement of dopant atoms in the device channel region, which varies randomly 
and independently from device to device. In the literature, a test chip has been 
proposed [3] capable of characterizing spatial variations in digital circuits: results 
from measurements data show that low-voltage domains lead to increased 
variability, that intra-die variations are uncorrelated and that die-to-die variations 
are strongly correlated but exhibit decreased correlation as the power supply 
voltage is lowered.  
 
1.1 Variability-aware low power digital circuits in scaled 
technologies 
1.1.1 Scaling of technologies and digital circuits 
The continuous scaling of technologies poses several challenges to digital 
integrated circuit design. Indeed, down to the 90 nm node, scaling was 
accompanied by performance improvements and reduction of power consumption 
for a given functionality [1]. Scaling also implied a reduction of the intrinsic gate 
switching delay and an increased integrated circuit density, with consequent cost 
reduction for the same circuit complexity. The main drawback was the reduction of 
power supply voltage, which was usually accompanied by a reduction of the 
MOSFET threshold voltage that resulted in an overall decrease of switching times. 
If all voltages and all geometrical parameters were scaled by a factor 1/S, this 
implied an ideal S2 density increase, an ideal 1/S decrease of the intrinsic delay 
and an ideal 1/S2 decrease in power consumption at a constant power per unit 
area [4].  
However, from 65 nm and below, some physical and quantum mechanical effects, 
that were previously negligible, become very important and affect devices and 
circuits performances. The most important consequences of these effects are [4]:  
 
• larger leakage currents;  
• large increase of intra-die variability;  
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• increased influence of interconnect delay on circuit performance ; 
• larger gate leakage currents  
 
For what concerns subthreshold leakage current, the current Isub of a MOSFET with 
VGS=0 is given by: 
 





 −
=
T
th
sub V
VII
η
exp0 ,   (1.1) 
 
where I0 is inversely proportional to the MOSFET length L. This shows that a lower 
threshold voltage and lower sizes implies a larger subthreshold current, also 
because the threshold voltage reduces for very short transistors lengths.  
For what concerns process variability, there are two main effects that increase 
intra-die variability:  
 
• random dopant distribution [5], [6]; 
• line edge roughness [7] [8].   
 
Random dopant distribution is related to the intrinsic spread of the number of 
dopants in the active area [1][9]: the decrease of the channel length and width  
implies a smaller number of dopants in the space charge regions, and therefore a 
larger impact of random variations on the total number of dopants. For example the 
number of dopant atoms in the channel inversion layer for a 0.1 µm feature size 
MOSFET is on the order of ten, hence, its standard deviation , in the case of a 
Poissonian process, reaches about 30% [6]. The variation in the number of 
dopants affects, heavily, MOSFETs threshold voltage [10]. In addition to random 
discrete dopants in the active region of transistors, it is important to consider also 
random dopants and grain boundaries in the polysilicon gate [11]. 
 
Line edge roughness is caused by tolerances inherent to materials and tools used 
in the lithography processes. Its importance is related to the fact that, as MOSFET 
length decreases, the same roughness at the edge of poly lines becomes more 
relevant, leading to a larger variation in the effective gate length.  
In conclusion, digital design in scaled technologies must take into account the 
increase of power consumption due to the leakage currents and the increase of 
intra-die process variability.   
 
1.1.2 Low power consumption in digital circuits 
Reduction of power consumption is very important for digital systems like 
processors, because all improvements given by continuously scaled technologies, 
in terms of speed, devices density and cost, are limited by the continuous increase 
in power consumption per unit area, which poses problems related to heat removal 
and cooling and which can prevent circuits from reaching the high performance 
allowed by scaling. 
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Power consumption in digital circuits can be divided in three main parts: switching 
power, short circuit power (these two powers constitute the dynamic circuit power) 
and static leakage power. The total power consumption can be expresses as: 
 
DDleakDDSCDDL VIVIVfCP ++= 2α ,               (1.2) 
 
where α is the switching activity (related to the number of commutations during 
which energy is absorbed from power supply), f is the switching frequency, CL is 
the load capacitance, VDD is the supply voltage, ISC is the short circuit current and 
Ileak is the static leakage current. From this expression we can easily understand 
that an increase of the operating frequency f, allowed by scaling, also implies an 
increased switching power. Thus far, the most commonly used approach to reduce 
power consumption is related to the scaling of power supply voltage [13] because 
this has a quadratic effect on power consumption reduction. However, a reduction 
in power supply voltage also implies a reduction of speed, so we can use multiple 
power supply voltages (for example in memories) in order to obtain a good trade-
off between these two requirements.  
The MOSFETs threshold voltage reduction is useful in order to sustain 
performance with power supply voltage reduction because it allows to preserve 
overdrive voltages and MOSFET current drives; however, threshold voltage 
reduction implies a larger impact of leakage currents on the total power 
consumption. 
In the literature, several techniques have been proposed in order to face the trade 
off between dynamic power (which can be reduced without performance reduction  
by lowering power supply voltage and MOSFETs threshold voltages) and leakage 
power consumption (which increases with the decrease of threshold voltage): we 
can use subthreshold devices [14], or multi-threshold devices [15]. The latter 
method can be applied in multiple-threshold technologies and it is based on the 
use of larger threshold-voltage MOSFETs in non-critical timing paths in order to 
reduce power consumption. 
We can also use adaptive body bias [16] to control threshold voltages for the 
subthreshold leakage reduction: indeed reverse body bias (an increase of the 
pMOS n-well voltage with respect to the supply voltage or a substrate voltage 
reduction related to ground) is an effective technique for reducing the leakage 
power of a standby mode design [16]. We will better define the adaptive body bias 
in the next paragraph. It is important to note, however, that as technologies scale 
down, the bulk factor becomes smaller [4], and this implies that the adaptive bias is 
not effective in the reduction of power consumption.     
In microprocessors we can control power supply voltage in order to reduce power 
consumption (switching power depends on the third power of Vdd) and we can 
control the substrate voltage in order to reach a faster speed, for a given power 
consumption requirement. 
 
1.1.3 Variability-aware low-power digital circuits 
Very common requirements for digital circuits such as memories and 
microprocessors are related to speed and power consumption. Due to process 
variability, the operating points of the implemented circuits form a "cloud" around 
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the nominal ones, so some dies cannot achieve the desired speed requirement, 
while others may fail the maximum leakage power specification [2]. Memories are 
among the most variability-sensitive components of a system, because most of the 
transistors in a memory are of minimum size and thus are more prone to variability. 
Additionally, memories are dominated by parallel paths (wordlines and bitlines) 
hence timing can be severely degraded by variability due to the dominance of a 
worst-case path over the rest. Finally, if we consider periodic multimedia 
applications, memories occupy the majority of the chip area and contribute to the 
majority of the digital chip energy consumption.  
Classical worst case corner analysis is overly pessimistic and adds up to a high 
total safety margin, which may not ensure compliance with all requirements. For 
this reason, new techniques [17] have been developed to address the process 
variability problem with no  degradation of circuit performance. They are based on 
a run-time configurability, because they monitor the configuration and/or system 
clock, detecting timing violations due to process variability, and they tune some 
circuit parts at run-time with the use of closed-loop control systems, in order to 
meet the system-level real-time requirements (in this sense they are “self-adaptive” 
systems). It is important to note that this approach is effective for the reduction of 
process variability not only related to technology (layers, atomic variations, 
lithography) or to electrical parameters (threshold voltage, mobility, leakage), but 
also to time (temperature drift, degradation, aging), because correction is at run-
time.  
In Fig. 1.1 an example of process variability effects on SoC is shown. Similar 
considerations are also true for memories [18], related to the requirements of 
energy and delay for read/write operations, and for microprocessors. Two 
operating points are considered: a nominal one, with the desired speed and power 
requirements, and a faster but more power-hungry one. As already said, due to 
process variability, the nominal operating point becomes a "cloud",  so some dies 
cannot achieve the desired speed requirement. This cloud can also shift due to 
temperature or aging degradation. Moreover, if we consider temperature effects, 
some chips may fail the maximum leakage power specification [2]. Speed and 
power consumption of each circuit are measured and if the actual operating point 
does not satisfy speed requirements, a run-time knob is used to reconfigure it 
towards the faster operating point, by increasing power consumption, in such a way  
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Fig. 1.1: SoC with two design points under variability, reliability and temperature 
effects, a knob is used to drift the clouds from one design point to another 
 
that also considering the cloud due to variability, the desired speed requirement is 
met [17], [19]. In this process compensation approach circuits are designed for the 
nominal requirements of speed and power and they are optimized for the typical 
case, so no overly pessimistic design is considered: the reconfiguration is applied 
only for troublesome chips and only for the needed time, reaching gains in power 
consumption of up to 30% or gains in performance of up to 64% [18], according to 
targeted specification constraints. Alternatively, we can employ a clock frequency 
control, based on the use of PLLs, which can adjust the clock period to the delay of 
the slowest component in the system. This relaxing of the clock period requirement 
is a solution in order not to increase total power consumption, but has a negative 
impact on the application execution time, due to the slower clock. We can also 
combine the two techniques in order to obtain the desired functionality minimizing 
power consumption [19].  
The self-adaptive systems approach is based on the use of process monitors in 
critical sections of the circuits, on the use of a control algorithm and of actuation 
knobs, which change circuit operating point obtaining a system reconfiguration so 
as to regain specifications. This implies the presence of tunable circuit parts. 
In what follows we will discuss in more details the typical monitors, knobs and 
reconfiguration systems for digital circuits. Process monitors are used in order to 
detect quantities and parameters affected by process variations and critical from 
this point of view: since the important requirement for digital circuits, is speed, 
digital delay timing monitors are typical for these circuits are [17] [20], and are used 
to measure and predict setup time violations or to detect any significant shift in 
combinatorial logic delay.   
Monitors are usually implemented as replicas of the monitored circuit critical paths 
[16], [21]. Delay chains, composed of multiple cascaded copies of the same cell, 
are used to amplify the propagation delay of interest. Alternatively, ring oscillators 
can be used [22][23]: they are closed-loop delay chains used to provide a periodic 
signal whose period is proportional to the propagation delay.  
Delay chains and ring oscillators measure an average propagation delay, so they 
can be used in order to detect inter-die and inter-wafer variability, while they are 
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not useful for mismatch measurements. A mismatch detector for MOSFETs 
threshold voltage has been presented in [24], based on the comparison of the 
voltage drops on MOSFETs biased with a constant current source. These voltages 
are converted into a digital signal by means of a VCO followed by digital counters, 
in order to post process or scan out the threshold voltage measurement. 
Some examples of leakage monitors have been proposed [25] [26], [27] [23], which 
measure on-chip leakage current. This is obtained by properly biasing the 
MOSFET under test. Indeed the basic principle of leakage sensing is based on the 
drain-induced barrier lowering (DIBL) [23]: when a high drain voltage is applied to a 
short-channel device, the barrier height between the drain and the source is 
lowered, resulting in a decreased threshold voltage and an increased leakage 
current. Inversely, when a constant bias current flows through a short-channel 
device, a smaller drain voltage is obtained on a device having a lower threshold 
voltage. On the basis of these considerations, a MOSFET biased in subthreshold 
region can be biased with a constant current source, and the leakage can be 
determined by measuring the drain voltage of the MOSFET itself. This can also be 
used to measure slew rate [28]. However, leakage-based sensing methods can 
suffer from on-chip temperature variations, especially in high-performance 
applications. 
Some examples of knobs are: 
 
• the circuit power supply voltage (this technique is called “dynamic voltage 
scaling” (DVS)); 
• the MOSFET transistor substrate voltage (this technique is called “adaptive 
body bias” (ABB)); 
• the power supply voltage together with the substrate bias (it has been 
shown that this control is more effective than the two previous individual 
controls for low-power high-performance microprocessors [29]); 
• the control voltage of a PLL system which adaptively changes the system 
clock frequency [19]. 
 
The control of the power supply voltage Vdd can be efficiently used for the reduction 
of power consumption, as already said, but a low Vdd implies a significant 
performance degradation. In microprocessors, for example,  frequency can be 
controlled through an adaptive change of the supply voltage, so can be also used 
to compensate process-induced frequency variations. However, since both 
switching and leakage components of power consumption have a super-linear 
dependence on power supply voltage, the change of Vdd can have a significant 
impact on the total power consumption [29]. 
For what concerns adaptive body bias, which has been presented as a technique 
for the reduction of power consumption, it is also an important way to control and to 
reduce process variability effects. The substrate voltage can be controlled in two 
ways: 
 
• “Reverse body bias” (RBB): we use a pMOS well voltage larger than the 
power supply voltage or an nMOS substrate voltage smaller that the 
ground (or the negative power supply) voltage, with a consequent 
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increase of the MOSFET threshold voltage. It is used to reduce the circuit 
power consumption even at the cost of a lower speed. 
• “Forward body bias” (FBB): we use a pMOS well voltage smaller than the 
power supply voltage or an nMOS substrate voltage larger that the 
ground (or the negative power supply) voltage. It is used to increase 
speed because it reduces the threshold voltage, at the cost of a larger 
power consumption. 
 
We can also apply a bidirectional adaptive body bias (ABB), which means that we 
can lower the MOSFET threshold voltage for slow MOSFETS (FBB) and we can 
increase the threshold voltage for MOSFETs with a large leakage (RBB). In fact, if 
we consider digital circuits like microprocessors, while reverse body bias can be an 
effective way to reduce the maximum power consumption, however  it does not 
affect the maximum circuit delay and so its minimum speed. On the other hand, 
forward body bias is effective in improving the  minimum circuit speed [30]. The 
substrate voltage control poses some problems, for example the clusterization of 
MOSFETs with the same threshold voltage. 
Monitors and knobs are used in closed-loops reconfigurable systems: for example 
in [30] a speed-adaptive threshold voltage CMOS scheme is presented, in which 
substrate bias is controlled so that critical paths delay in a circuit remains constant. 
The simplified view of this scheme, which can be considered an example of typical 
adaptive systems for digital delay control, is shown in Fig. 1.2. 
 
 
Fig.1.2: adaptive system for digital delay control 
 
The feedback system is composed by a delay line, a comparator, a decoder and 
the body bias generators, which also control the propagation delay of the delay 
line. The comparator measures propagation delays between an external clock 
signal and the output signal from the delay line. The amount of delay is encoded 
and converted in an analog value which controls the bias generators, in such a way 
as to maintain a constant delay of the delay line, corresponding to the external 
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clock frequency at equilibrium. This delay line is usually a replica of the circuit with 
the most critical path. 
The approach based on the use of replica circuits in a feedback loop is useful for 
the compensation of inter-die and inter batch variability, as already said [31].  
However, scaling implies increased intra-die process variability, which limits the 
effectiveness of a global voltage control. For this reason several techniques [32], 
[33] have been proposed for an in-situ characterization of circuit blocks with 
small hardware overhead. For example [32] proposes local supply voltage 
adjustment for systems sub-blocks which are made over-critical: indeed a flip-flop 
with increased setup time is inserted in parallel to a regular flip flop (see Fig. 1.3), 
at the end of sub-block critical paths. Outputs of both flip flops are compared: when 
there is a timing failure for the increased setup time flip-flop (where it occurs first), 
an error prediction signal (ErrPre in Fig. 1.3) is triggered, which is used by a control 
logic in order to change the power supply voltage of the sub-block. An in-situ 
characterization is capable of taking all kinds of process variations, random, within 
die and die-to-die, as well as environmental and transient variations, into account. 
There is obviously a trade-off between the advantages in terms of process 
variability reduction, and the area and power consumption overhead due to the 
presence of over-critical flip flops. 
  
 
Fig. 1.3: basic structure of a flip flop for critical timing detection 
 
1.2 Variability-aware low power analog circuits in scaled 
technologies 
 
1.2.1 Scaling of technologies and analog circuits 
We already said that scaling is advantageous for digital circuits, even if in sub nm 
technologies new problems arise which must be addressed by means of new 
techniques. For analog circuits, advantages and disadvantages of scaling are not 
so evident: scaled technologies are used in mixed-signal systems, where they offer 
advantages especially for the digital section. Also for analog circuits, however, an 
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advantage of scaling is the availability of transistors with higher speed, which can 
be used in RF circuits and high-speed analog blocks like data converters.  
For analog circuits, scaling does not imply an area occupation reduction, because 
the area of transistors is chosen for noise, linearity or mismatch constraints. A 
decade-old work presents a detailed analysis of scaling effects for analog circuits 
[34]: it shows that MOSFET transistors improve with technologies scaling, and this 
implies also a low power consumption. On the other hand, the supply voltage 
decreases, and this implies a significant increase in power consumption in order to 
obtain the same signal to noise and distortion ratio over a certain signal bandwidth. 
The overall effect is that power consumption decreases with newer CMOS 
processes down to about 0.25 µm. In sub nm CMOS, either circuit performance 
decreases or power consumption increases.   
 
1.2.2 Low power consumption in analog circuits 
We already said that in digital circuits power consumption is related to the power 
supply voltage, so we can obtain a low power consumption by properly reducing 
line voltage. For analog circuits the reduction of power consumption is obtained 
with different techniques because it is not related to power supply voltage, but to 
SNR (Signal to Noise Ratio) requirements. In the following, we will derive an 
expression useful to underline the relation between power consumption and SNR 
of a circuit. We will consider linear circuits, so the main source of distortion is due 
to either voltage or current limitations, which produce slewing and/or clipping of the 
output signal. In a class A system, we start considering the expression for the 
minimum bias current Ibias in order to prevent slewing, which must be equal to the 
maximum signal current required to drive the output capacitance C. It can be 
expressed as [34]: 
 
fCVIbias pi2= ,                  (1.3)
          
where f is the signal frequency and V is its magnitude. The thermal noise related to 
the output node can be expressed as 
 
C
KT
v = ,                            (1.4)
           
where K is the Boltzmann constant and v is the root mean square noise associated 
with the node voltage. So, if we consider relations (3) and (4), the required load 
capacitance for a specified SNR is: 
 
2/2 VkTSNRC ⋅= .                     (1.5) 
 
If the supply voltage is equal to the peak-to-peak value of the signal, the minimum 
power consumption P for class A systems is: 
 
fSNRkTVIP bias ⋅⋅== pi82 .               (1.6) 
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For class B systems, the absolute minimum power consumption is a factor π lower 
than the limit given by (6) for class A systems. From expression (6) we can note 
that the minimum power consumption for an analog circuit is only related to the 
signal frequency and to the desired SNR, while it is not dependent on power supply 
voltage, if the input signal is rail-to rail. However, if the peak-to-peak value of the 
input signal is smaller than the line voltage, and if we call ∆V the part of the supply 
voltage not used for signal swing, we can express the minimum power 
consumption P as: 
 
VV
VfSNRkTVIP
dd
dd
bias ∆−
⋅⋅⋅== pi82  .              (1.7) 
 
From (1.7) we can note that in this case the minimum power consumption is larger 
than in the case of a rail-to-rail input signal. In every case, the minimum power 
consumption is directly proportional to the desired SNR, so analog circuits become 
less power efficient when the desired SNR increases, independently of technology 
and of the power supply voltage. 
The power consumption indicated by (1.6) and (1.7) is a theoretical value, which is 
increased considering: 
- the power consumption of the bias circuit, which also adds to the output noise; 
- the presence of additional noise sources, related to internal circuit components or 
to the power supply voltage, which imply an increase in power consumption in 
order to maintain the same SNR; 
- the use of large devices (in order to reduce their mismatch), which adds to the 
total parasitic capacitance. 
We already said that for systems that are not rail-to-rail there is a slight 
dependence of power consumption on the power supply voltage. Also the 
presence of a power consumption related to the bias circuit implies that a line 
voltage reduction can be helpful for in a power consumption reduction. These are 
the reasons why also in analog circuits the trend is toward a power supply voltage 
reduction. This reduction, together with the power consumption reduction, can be 
successfully obtained with the use of MOSFETs operated in subthreshold or weak 
inversion. 
In subthreshold (or weak inversion) the relation between MOSFET drain current ID 
and its gate-to-source voltage VGS is exponential and it is expressed as: 
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where VT is the thermal voltage, Vth is the MOSFET threshold voltage, η is the 
subthreshold slope and β is the product between carrier mobility µ, gate oxide 
capacitance for unit area COX and MOSFET width W divided by MOSFET length L. 
In weak inversion the minimum drain-to-source voltage in order to ensure 
saturation is lower than in strong inversion, because it is equal to the a small 
multiple of the thermal voltage. In addition,  in weak inversion the 
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transconductance-to-current ratio of a transistor reaches its maximum value. This 
implies a maximum gain-bandwidth product for a given load capacitance when the 
current is limited or a minimum input-equivalent noise for a given output noise. In a 
differential pair, it implies the maximum gain per device and the minimum input-
referred offset. However, the maximum value of the transconductance-to-current 
ratio of a MOSFET implies also a maximum mismatch of current mirrors, which is 
directly proportional to the MOSFET transconductance, for a given current, and a 
higher noise, because the drain current noise spectral density is proportional to the 
drain-source conductance, and proportional to the MOSFET transconductance. 
Finally, the transition frequency in weak inversion is lower than a few hundred MHz 
also for 0.18 µm CMOS, so it can not be used in high frequency analog 
applications.   
 
1.2.3 Low power applications for analog circuits 
Low power requirements are extremely demanding for emerging classes of 
applications, such as short-range low frequency communications systems, like 
RFID or wireless sensors networks, and biomedical implantable devices. These 
applications require small size and small weight, and require battery-operated 
systems with extremely low power consumption to minimize battery replacing or 
recharging, which can be very expensive or not practical, for example in the case 
of medical devices 
 
1.2.3.1 Wireless sensor networks  
A wireless sensor network consists [35] [36] of one or more base stations and a 
number of autonomous sensor nodes, from ten to thousands. These nodes are 
distributed in a physical space in order to monitor physical or environmental 
parameters. A wide variety of mechanical, thermal, biological, chemical, optical, 
acoustic and magnetic sensors may be attached to the sensor node. Each node is 
composed by one or more low-power sensing device, a limited memory and an 
embedded processor which is interfaced with the sensor, a power module and a 
radio transceiver, so it has capabilities of sensing, data processing and wireless 
communication. Wireless communication is used to minimize the infrastructure and 
to access otherwise inconvenient locations. The measured physical data are 
processed and transmitted through the network to the base station with the use of 
a wireless communication channel, so each node can share the collected and 
processed information through the series of wireless links between nodes, and the 
end-user can extract the collection of data gathered by several nodes. Depending 
on the application, actuators may be incorporated in the sensors [37].  
One of the first applications for wireless sensor networks was in military 
environment, for example for the military target tracking and surveillance, because 
they can help in intrusion detection and identification [38].They can also monitor 
friendly forces, equipment and ammunition, they can be used for battlefield 
surveillance and nuclear, biological or chemical attack detection and 
reconnaissance [37]. Sensor nodes can also be used in environmental 
applications, for example for chemical or biological detection, for agriculture, or for 
the forest fire detection. Some applications in the context of seismic sensing have 
been proposed [39]. They are very useful in industrial application and especially in 
logistics, asset tracking and supply chain management [40][41].  
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With technology advances, sensor nodes can also be used for domotic 
applications, allowing the development of a smart environment self-adapting to the 
needs of the end user [42]. The concept of "ambient intelligence" [43], which is an 
environment sensitive and adaptive to people needs, can be applied in the 
contexts of homes, cars, and offices. 
An important and emerging application of WSN is also biomedical and health 
monitoring [44]. In this field, they are also called  body sensor networks (BSN) [45], 
and they are used for a continuous and non-invasive monitoring of health body 
parameters and physiological signals, such as temperature, heart rate, 
electrocardiogram (EKG/ECG), physical activity and respiration. Some examples of 
SoC platforms for the ubiquitous medical monitoring have been proposed, with very 
low power consumption [46] [47]. 
The data rate requirements of WSN are quite low because, especially if we 
consider environmental or health monitoring, changes are slow and so data rate is 
low.   
A sensor node, as already said, is made up of four basic components [37]: a 
sensing unit, a processing unit, a transceiver unit and a power unit. The first unit 
consists of sensors and an analog front end interface with the internal blocks. 
Usually the first stage consists of an LNA with proper gain and high SNR, and 
analog-to-digital converters. The low output rates of sensors allow ultra low power 
amplifier design with devices operating in weak inversion. The processing unit, 
which is generally associated with a small storage unit, executes data processing 
and manages the communication protocol. The transceiver unit connects the node 
to the network. For what concerns communication, even the most energy efficient 
transceiver standards in commerce, for example those associated with the IEEE 
802.15.4 and IEEE 802.11 physical layers, have power consumption of the order of 
tens of mW. 
Wireless sensors networks nodes must have low sizes, in such a way to be 
embedded in the environment. They must also be low-cost to enable the realization 
of sensor networks with a large number of nodes, and this implies that the single 
node, the communication protocol and the network design must have low 
complexity to satisfy the low cost requirement. Finally they must have a very low 
power consumption, of the order of 100 µW, because nodes, which are typically 
battery operated, are in large number and they can be inserted in difficult to access 
location, so they must be energetically autonomous, because the battery replacing 
or recharging can be very difficult. Low power consumption must be obtained at 
each level of the system design, from the physical layer to the communication 
protocol (for example the operating range of each node is limited to a few meters 
and the data rate is limited to a few kbps). 
 
1.2.3.2 Implantable medical devices  
Implantable medical devices [48] monitor and treat physiological conditions within 
the body. Some example are hearing aids [49], pacemakers, implantable cardiac 
defibrillators, glucose meters, drug delivery systems and neurostimulators, which 
can help the treatment of hearing loss, cardiac arrhythmia, diabetes, Parkinson's 
disease. 
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The sensors of body area networks are also an example of implantable medical 
devices [50] for medical diagnostics. They are used in order to continuously 
measure internal health status and physiological signals. 
These applications require wireless devices with small size and weight, and with 
low power consumption. Security and safety are also very important requirements. 
In fact, if we consider BSN, it is important for the communication to be reliable, 
secure and energy-efficient, and the network must be protected against injection or 
modification of measurements transmitted to the external devices.                 
 
1.2.3.3 RFID 
Radio Frequency Identification (RFID) is a contactless technology for automatic 
identification and tracking which uses radio frequency communication. An RFID 
system is composed by a reader and a tag (or transponder) located on the object 
to be identified. RFIDs are relatively small and cheap and they are widely used [51] 
in asset tracking, real time supply chain management [52] and telemetry-based 
remote monitoring. They are also used for access control to buildings, parking [53], 
public transportation and open-air events, airport baggage, animal identification, 
express parcel logistic. The need for high volume, low cost, small size and large 
data rate is increasing, while stringent regulation of transmit power and bandwidth 
have to be met. 
RFID systems are closely related to smart cards, because data (the identification 
information) is stored on an electronic device (the transponder), but their 
advantages with respect to smart cards are the fact that power supply to the 
transponder and data exchange with the reader is contactless: this circumvents all 
the disadvantages related to faulty contacting, so sabotage, dirt, unidirectional 
insertion, time consuming insertion, etc...  
The RFID reader typically contains a radio frequency transceiver, a control unit and 
a coupling element to the transponder, while the latter is generally composed of a 
coupling element and an electronic microchip. An important classification of 
transponders is based on the type of power supply:  
- active transponders have an on board battery which provides the power supply 
voltage; 
- semi-passive transponders have an on board battery which however only 
supplies the logic and the memory management unit, while the reader radiated field 
is used for transmission, with the modulated backscattered radiation technique; 
- passive transponders receive all power needed from field radiated from the 
reader. A fraction of such power is used by the transponder to communicate with 
the reader by modulating the backscattered radiation.  
Both active and passive transponders benefit from a low power supply voltage: for 
the first ones, this implies longer battery lifetimes or smaller batteries sizes; for the 
second ones, this implies a longer communication distance (which can be up to a 
few meters). 
Passive transponders with electromagnetic coupling operate in the UHF (868 MHz 
in Europe and 915 MHz in USA) or microwave range (2.45 GHz or 5.8 GHz). UHF 
transponders commercially available need to have about 150 µW input power, and 
reach a reading distance of 2-8 m, depending on the antenna and operating 
frequency. If we consider active transponders, the operating range can reach 15 m. 
The simplified view of a passive RFID transponder is shown in Fig. 1.4 [54]. 
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Fig. 1.4: simplified view of a passive RFID transponder 
 
The system is composed by an external antenna (for example a printed loop 
antenna), which is power matched with the average input impedance of the voltage 
multiplier. The voltage multiplier is used in order to convert a part of the incoming 
RF signal into a dc power supply voltage for the internal transceiver blocks. The 
demodulator converts the pulse-width modulated input signal to digital data and 
generates a synchronous system clock. The transmission from transponder to 
reader (uplink) is based on modulating the backscatter of the continuous wave 
carrier transmitted by the base station. The changes in the IC input impedance are 
related to data from the control logic. The logic circuit handles the protocol, 
including anti-collision features, cycling redundancy checksums, error handling, 
enabling and disabling of analog circuits. A charge pump converts the dc supply 
voltage into the higher voltage needed for programming the EEPROM; it works at a 
frequency of approximately 300 kHz generated by an on-chip RC oscillator. The 
EEPROM contains the transceiver information, for example the identifier.  
Further improvements in RFID systems in order to increase the operating range 
and/or the battery lifetime are related to a proper choice of the modulation 
technique or to the use of extremely low voltage and low power circuits.   
 
1.2.4 Variability-aware low power analog circuits 
The problem of process variability is relevant and challenging also for analog 
circuits. For example,  [55] analyzes the distribution of the MOSFET drain current 
considering three different batches for the same 90 nm CMOS technology, showing 
a broad distribution of the current considering the same batch (mainly due to intra 
die variability), and a very different mean value from batch to batch. 
This problem becomes more relevant if we consider subthreshold circuits, given 
the exponential relation between voltage and current. 
Different techniques can be used in order to reduce process variability in analog 
circuits: 
 
• trimming; 
• digital calibration (we speak about digitally enhanced analog design); 
  
22 
• analog compensation circuits. 
 
Trimming is a very common technique used in order to obtain high-precision 
output quantities, for example in reference voltage generators. It is a post-
processing technique, which is based on the measurement of the error between 
the actual output quantity and the desired value, and on subsequent error 
correction through the tuning of a dedicated correction circuit. For example, if the 
output quantity is a current, the current mirror can be composed of additional 
branches which can be properly activated or deactivated in order to adjust the 
output quantity to minimize the error. The activation can be done with the help of a 
digital section including programmable fuses or memories. Another alternative is 
the use of laser [56] to adjust resistances. Another post-processing technique [57] 
in order to reduce the effects of process variations is based on the use of 
configurable transistors, which are composed by a certain number of parallel 
MOSFETs with switch-connected gates. The configuration of these switches, 
achieved through digital signals, provides a mechanism to adjust the overall device 
size. Configurability is used for transistors which are the most sensitive to process 
variations. In present day industrial design, however, the tendency is to avoid 
trimming, except for very precise blocks, such as reference generators, since post-
processing is usually quite expensive. 
Similar to digital trimming is the digitally enhanced analog design [58], whose 
aim is to leverage digital correction and calibration techniques to improve analog 
performance. The difference with respect to trimming is that in this case the 
calibration is at run time and is implemented with a digital section that controls the 
analog quantities and acts on the analog circuit in order to improve precision and 
stability towards process. It is a technique similar to the one applied in digital 
adaptive systems, previously described. Indeed digital calibration is obtained [59] 
with systems composed by an error-revealing node, an error configuration, and a 
compensation node. In the error-revealing node a signal is measured that is only 
function of the error we have to compensate. The error configuration is the 
condition with which we reveal the error and the compensation node is the node in 
which we insert a compensation signal, which reduced the error. For example, 
MOSFET bias currents can be digitally controlled and programmed [60] [61] using 
current mode ladder structures in order to compensate for process variations and 
components mismatch. The digital signal processing is used also to overcome 
shortcomings of analog design [62], for example in order to obtain digital calibration 
of A/D converters [63], [64], [65]. Digital enhancement techniques can be 
successfully applied also to power amplifiers [66], because they allow an 
improvement in linearity with a gain in power efficiency of the system. For example, 
in [67] it was shown that replacing opamps with open-loop gain stages and 
nonlinear digital correction can reduce amplifier power dissipation by 3-4 times.  
Digitally enhanced analog design, however, is useful if a digital section is present, 
while it can be a very expensive solution for applications such as passive RFID 
transponders, sensors networks or biomedical devices, where the digital section is 
not present or it is very simple. For these applications, an analog compensation 
technique is more convenient. 
In the recent literature [55], an alternative technique to trimming or to digitally 
enhanced circuits has been proposed. It only uses analog circuits with a proper 
compensation technique, based on the use of reverse correlated quantities. For 
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example in [55] the design has been proposed of current sources whose reference 
current is obtained as the sum of two reverse-correlated currents. The principle of 
operation is illustrated by the circuit in Fig. 1.5. 
 
 
Fig. 1.5: addition-based current generator 
 
The reference current is the sum of the saturation currents of MOSFETs M1 and 
M2 (I1 and I2, respectively). If current I1 increases, also the voltage drop across R 
increases, reducing the gate-to-source voltage of M2, and therefore reducing 
current I2. In this way the sum current I remains almost constant. 
In order to obtain a process-invariant reference current, we must have: 
 
2
1
2
2
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IVgs
∆
−=∆           (9) 
 
which requires that resistance R is equal to 2/gm2. With this approach, authors 
obtain with experiments a reduction of the relative standard deviation of the 
reference current from 11% to 6.5%, but still high in absolute value. Better results 
have been obtained with the same approach applied to the design of ring 
oscillators [68], where authors obtain a reduction of the oscillation frequency 
relative standard deviation of more than 65%, even if it is still of about 6%. 
Another interesting example of process compensation analog loop is presented in 
[69], where a MOSFET threshold monitor is used in an adaptive biasing circuit in 
order to obtain a process-dependent control voltage for a process and temperature 
compensation of a clock oscillator. With this approach authors obtained an 
oscillation frequency very stable towards process, with a worst-case variation, 
considering process and temperature, of 2.64%. However the compensation 
mechanism is quite complex and it can add too much to total power consumption, 
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especially if we consider the previously mentioned RFID transponders and 
implantable devices. 
 
1.3 Organization of the thesis 
 
The problem of process variability in analog circuits becomes more and more 
important with the continuous scaling of technologies. Proposed solutions to 
mitigate it involve the use of digitally enhanced circuits or trimming, which however 
may be very expensive, considering systems with a limited or almost absent digital 
section, such as passive RFID transponders and implantable devices. For such 
kind of applications, a completely analog solution is preferable. The use of complex 
feedback systems is not effective, since they imply increased power consumption, 
while low power is an important requirement for these applications. The use of 
simple circuits which implement a compensation technique, such as the ones 
proposed by [55][68], may not be so effective, if very precise quantities are 
necessary. 
This is why we propose an alternative approach, based on the use of devices 
which are intrinsically more stable towards process and which are available also in 
standard CMOS technologies, such as lateral bipolar pnp transistors and diffusion 
resistors. We apply this approach to the design of reference quantities (voltage, 
current and frequency) generators. With a proper design, we will show that we are 
able to obtain both extremely low sensitivities to process and a very low power 
consumption, with the main drawback of a large area occupation.  
In Chapter 2 we propose the design of a reference voltage generator with 
extremely low process sensitivity and very low power consumption. The voltage 
generator uses substrate bipolar pnp transistors in a "classical" bandgap 
architecture, that as we will demonstrate is the best solution to obtain stability 
towards process. With a proper design, we meet this requirement together with the 
lowest power consumption when compared with bandgap generators proposed in 
literature. The main drawback is a large increase in area occupation. We made 
intensive statistical analysis on the reference voltage, considering two Silicon 
batches. 
In Chapter 3 we propose the design of a reference current generator with very low 
process sensitivity. It is based on a bandgap architecture with the use of diffusion 
resistors, that represent one of the best options to minimize sensitivity to process 
variations. This requirement is coupled to very low power consumption, obtained 
with a proper design. Also in this case, the main drawback is a large increase in 
area occupation. We made statistical analysis on the reference current, considering 
a single silicon batch. 
In Chapter 4 we propose the design of a relaxation oscillator, which uses the 
proposed voltage and current generators to obtain stability towards process. This is 
obtained together with low power consumption. The performance of the proposed 
oscillator is verified by simulations, because a silicon run is currently under 
fabrication.  
In Chapter 5 we will propose a technique for the analysis of non linear loop circuits, 
which is useful also for the design of the previously mentioned blocks. This 
technique is very fast, simple and accurate, because it uses DC analysis of 
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commercial circuit simulators, and allows us to determine the number and the 
stability of circuit DC operating points. It also allows us to assess when it is 
necessary to include start up circuits. This technique has been successfully applied 
to the design of a current generator with the use of native transistors. Experimental 
results validate the usefulness of the method. 
Finally in Chapter 6 we will present our conclusion.  
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2. DESIGN OF A LOW POWER, LOW PROCESS SENSITIVE 
REFERENCE VOLTAGE GENERATOR 
2.1 Introduction 
The reference voltage generator is an important building block for a wide range of 
analog and mixed signal circuits, such as A/D converters, DRAMs, flash memories, 
low dropout regulators and oscillators. It generates a reference voltage which has 
to be stable against process, temperature and line variations. The new kind of 
applications discussed in Chapter 1, such as implantable systems or passive and 
semi-passive transponders, also demand for a very low power consumption, 
because the reference voltage can be considered as a bias circuit, so its power 
consumption does not contribute to bandwidth or SNR of an analog system. 
Until ten years ago, most reference voltage generators were based on a bipolar 
bandgap architecture proposed by Widlar in 1974 in [70], that achieves a very 
robust voltage against process, temperature and line variations, and is based on 
the principle illustrated in Fig. 2.1.  
The reference voltage is obtained as the sum of two terms: 
 
PTATBEref RIVV += ,                              (2.1) 
 
 
Fig. 2.1. Scheme of a bandgap voltage reference: a) Voltage mode. b) Current 
mode. 
 
where VBE is the base-emitter voltage of the bipolar transistor Q1. The temperature 
compensation is obtained by adding to VBE, which has a negative temperature 
coefficient, a term RIPTAT proportional to temperature: with the proper choice of 
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design parameters, Vref can have a very low temperature sensitivity (as low as 11 
ppm/°C [71]). In the standard bipolar bandgap voltage reference, the term RIPTAT is 
obtained from the difference between the base-emitter voltages of two bipolar 
transistors operating with different current densities [70]. This architecture is also 
very useful in order to obtain a reference voltage with low process sensitivity (the 
typical relative standard deviation of the reference voltage is close to 1% [72][73]). 
The main drawback is represented by the difficulty to use a low power supply 
voltage. Indeed, to achieve temperature compensation, Vref must be close to 
Egap/q ~ 1.2 V, where Egap is the silicon gap and q is the elementary charge [70]. 
This however implies that the reference voltage is "anchored" to the silicon energy 
gap, which is a physical property very stable towards process, and therefore 
enables to achieve a reference voltage with very low process sensitivity.     
However, modern low-power low-voltage circuits need reference voltages well 
below 1 V. Several techniques have been proposed in order to design sub-1 V 
CMOS bandgap references [74]. Among them, a remarkable one is based on the 
bandgap principle but with a proper topology, in which compensation occurs by 
summing two currents, instead of two voltages, with opposite temperature 
coefficients. The drawback is a noisier reference voltage because of the 
contribution of noise due the current mirrors [71]. The principle is shown in Fig. 2.2, 
where IVBE indicates a current proportional to the base-emitter voltage of a bipolar 
transistor, and was proposed by Banba et al. [75].  
 
 
Fig. 2.2. Scheme of a bandgap voltage reference current mode. 
 
It is based on the observation that even if the voltages in the bandgap generator 
are relatively large, currents can be made very small by properly choosing high 
resistance values, and can be effectively used for temperature compensation (the 
obtained temperature sensitivity is of about 120 ppm/°C). This however implies a 
trade off between power consumption and area occupation. In particular authors 
obtained a current consumption greater than 1 µA with a large area occupation of 
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0.1 mm2. Another important technique is based on the reverse bandgap principle 
[71], which obtains the reference voltage as the sum of a PTAT voltage and a 
fraction of the bipolar transistor VBE voltage. 
However, in order to meet the requirements of low power consumption and 
reduced area occupation, in recent years voltage reference generators have also 
been proposed [76][77][78][79][80][81][82] based on the use of MOSFETs with 
standard CMOS process. In fact bipolar transistors can be replaced with MOSFETs 
biased in subthreshold region, and temperature compensation can be again 
obtained by properly summing two terms with opposite temperature coefficient.  
A term proportional to temperature can be obtained as the difference between the 
gate-source voltages of two subthreshold MOSFETs. Indeed, in subthreshold, as 
already said, we can express the gate-source voltage VGS of a MOSFET (biased 
with a current Id) as: 
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where Vth is the MOSFET threshold voltage, L and W are the channel length and 
width, η is the subthreshold slope factor, VT is the thermal voltage, µ is the carrier 
mobility and COX is the gate oxide capacitance per unit area. By neglecting the 
mismatch between the threshold voltages of two MOSFETs M1 and M2 biased with 
the same current Id, the difference between their gate-source voltages ∆VGS is 
proportional to temperature: 
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The term with the negative temperature coefficient can obtained starting from the 
expression of the gate-source voltage of a subthreshold MOSFET biased with a 
constant current, since in (2.2) Vth is predominant and decreases with temperature.  
Generators based on the use of only MOSFETs with standard CMOS process can 
have a very small power consumption (down to 2.2 pW in [82]), due to the 
MOSFETs bias in the subthreshold region, however they are intrinsically prone to 
large process variability, as in all cases the expression of the reference voltage 
contains as an addendum the MOSFET threshold voltage, which is subject to 
significant process variations. For example [77] estimates for Vth a tolerance of 
±20%, which is confirmed by the fast and low corners of typical design kits.  
If we accept as our priority a robust reference voltage with respect to process 
variability, the BJT-based bandgap topology is the most effective, because it is 
based on the use of quantities which are "intrinsically" more stable towards 
process. Actually, the BJT-based topology continues to be very popular, also in 
standard CMOS technologies, and it allows to obtain good results also in terms of 
area occupation [73][83], low supply voltage and low power consumption [83]. For 
example [83], which uses a reverse bandgap principle with a switch-capacitor 
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voltage sampling scheme, obtains a low power consumption of less than 200 nW 
with a process sensitivity of the reference voltage still of the order of 1%. A better 
result has been obtained by [73] (σ=0.8%), but with a current consumption of 1.4 
µA at 1.1 V. 
The power consumption of [73][83] can be however too large if we consider the low 
power applications above mentioned: a sub 100 nW total power consumption could 
be more useful. This is why we propose the design of a BJT-based topology which 
couples low power consumption (smaller than 100 nW) with a record-low 
dispersion of the reference voltage (0.18%). The main drawback is a sizeable 
increase in area occupation. 
2.2 Description of the chosen topology 
In order to operate with a low power consumption and a low power supply voltage, 
we consider the topology proposed by Banba [75], which was implemented in a 
standard CMOS process using substrate pnp transistors. This topology, (and in 
particular bipolar transistors), as already said, has also been chosen on the basis 
of our variability-aware approach, because the bipolar bandgap architecture is 
"intrinsically" more stable towards process.  
In Fig. 2.3 the bandgap core is shown, which provides the current proportional to 
temperature. We call m the current mirror ratio of M1-M2 ( 21 mII = , where I1 and 
I2 are the emitter currents of Q1 and Q2, respectively), and n the ratio of the 
inverse saturation currents of Q2 and Q1, Is2 and Is1 ( 12 ss nII = ): for example, Q2 
consists of n copies of transistor Q1 connected in parallel. Furthermore, we call α1 
the current mirror ratio of M2 and M3 ( 211 IIout α= ) and 21 III += . With these 
assumptions we can write (neglecting the base currents of Q1 and Q2 and the 
operational amplifier offset): 
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where V∆  is the voltage drop across R1. 
Furthermore: 
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1
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This current is proportional to the absolute temperature, as required. 
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Fig. 2.3.  Proposed bandgap core 
 
Diode connected MOSFETs Md1 and Md2 constitute a voltage divider which will be 
explained later. 
The complete bandgap voltage generator is shown in Fig. 2.4.  
 
 
Fig. 2.4. Bandgap reference voltage generator 
 
The second operational amplifier is used in order to impose on R2 a fraction α of 
the base-emitter voltage of Q1, obtained from a voltage divider (Fig. 2.3), 
consisting of two diode-connected pMOSFETs in series, each realized in a different 
well in order to suppress the body effect. The divider itself has a negligible power 
consumption and it is used in order to reduce the voltage drop on - and the current 
through - R2. The current in R2 is mirrored to R3 and added to Iout1 in order to 
implement the current mode bandgap architecture. The reference voltage Vref can 
be expressed the voltage drop across R3, as: 
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where α2 is the current mirror ratio of M5 and M4 ( 425 II α= ). We note from (2.6) 
that we can minimize temperature sensitivity by properly choosing the coefficients 
of the two terms.  
Expression (2.6) does not consider the effect of inter die and intra die variability 
(which affects operational amplifiers offset and current mirror ratios, for example). 
While our purpose is a very stable voltage towards process, in what follows we will 
present an accurate description of the various sources of variability in the reference 
voltage expression, in order to opportunely reduce their effect on the reference 
voltage itself. 
For what concerns inter die and inter batch variability, from relation (2.6) we can 
note that it affects more heavily the reference voltage through the variation of the 
bipolar transistor Q1 base emitter voltage and through the resistances variations. 
Intra-die variability, instead, is the responsible of mismatch effects which can 
heavily affect the operational amplifier offsets and the current mirror ratios.   
 
2.3 Analysis of variability sources 
2.3.1 Bipolar transistors base-emitter voltage variation 
The process sensitivity of the reference voltage (in terms of inter-die and inter-
batch variability) mainly arises from the second term, in which the base-emitter 
voltage of Q1 appears. The base emitter voltage Vbe1 or the bipolar transistor Q1 
can be expressed as: 
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and we have considered unity ideality factor of the pn junction. In this expression 
NC (NV) is the effective density of states of silicon conduction (valence) band, and 
is proportional to T3/2 [84] through a constant K1 (K2). In addition, A is the junction 
area, Qb is the base charge for area unit, µh is the carrier mobility [84].  
Substituting (2.8) into (2.7) we have: 
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where ( )1/ += mmδ . From this expression we can observe that the base-emitter 
voltage is the sum of Eg/q, which is a property of silicon (independent of process for 
medium-low doping), and of a second process-sensitive term, where the terms R1, 
A, µh and Qb can have a dispersion of up to 10-20%. In order to reduce the process 
sensitivity of Vbe1 it is important to reduce the weight of the second term. This 
requires large n, large m and small A and R1. We can note, however, that the effect 
of m, n, A and R1 in (9) is attenuated by their being arguments of a logarithm.  
From this expression we can highlight the expected trade-off between the bandgap 
core current consumption I and the process sensitivity of Vbe1.  
2.3.2 Resistors variation 
In (2.6) only resistance ratios appear explicitly, and can be made very precise with 
a proper layout. However, also Vbe1 depends on R1, as can be seen in (2.9), and 
this introduce a source of variability in terms of inter-die and inter-batch variations 
(which produce correlated variations between resistor parameters). In order to 
mitigate the latter issue, we propose a method which is based on the fact that the 
relative process sensitivity of poly resistance increases in a predictable way with 
decreasing resistor width W. For example, Fig. 2.5 shows the relative process 
variation of the high-resistivity non-salicide poly resistors in the UMC 0.18 µm 
process as a function of their width W, considering the maximum resistors variation 
as predicted by corner analysis. We can note that this relative variation rapidly 
increases if W is reduced below 2 µm. This property can be successfully used in 
order to reduce the effect of resistor process sensitivity on the reference voltage. 
Indeed, we can write the second term of reference voltage expression in (6) as 
V'=V(R1)R3/R2, where V is a function of R1, resistance Ri (i=1, 2, 3) is a function r of 
its width Wi, i.e. Ri=r(Wi), and ∂Ri/Ri=g(Wi).  
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Fig. 2.5: Relative process variation of resistors as a function of their width W 
 
We can express the relative variation of V' (∂V'/V') as:  
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From this expression we can note that by properly choosing resistor widths we can 
reduce the process sensitivity of Vref in (2.6). The effectiveness of this method is 
based on the hypothesis that uncorrelated variations of resistor geometries are 
negligible with respect to the correlated ones. 
In summary, since the two terms of (2.6) contain the resistance ratio as a 
multiplying factor, by properly selecting resistor widths we can adjust the process 
sensitivity of resistance ratios as to compensate the process sensitivity of other 
resistance-dependent terms (in this case Vbe1).  
2.3.3 Mismatch analysis 
The main mismatch sources which affect the reference voltage stability towards 
process are: 
- the input offset voltage of the two operational amplifiers; 
- the mismatch in current mirrors; 
- the mismatch in bipolar transistors 
- the mismatch in the voltage divider. 
 
2.3.3.1 Input offset voltage of the operational amplifier 
The two operational amplifiers have a single stage, as shown in Fig. 6, and 
MOSFETs are biased in subthreshold in order to reduce the total power 
consumption.  
We evaluate the effect of mismatch between Ma-Mb and Mc-Md on the input offset 
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voltage Vos. 
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Fig. 2.6: single stage operational amplifier 
 
By considering Ma-Mb as a subthreshold current mirror, we can express the ratio 
of the current in Mc, Ic, to the one in Md, Id, as: 
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If we consider dccd ,βββ ∆+=  and dthcthcthd VVV ,∆−=  (due to mismatch), we obtain: 
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We call Ia=Ic=I, Ib=Id=I+∆I, and we consider the parameters of Ma as the nominal 
ones and those of Mb (nominally identical) as affected by a variation due to 
mismatch, so ββ =a , βββ ∆+=b , thbthath VVV −=∆ . 
We have: 
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and, as a first order approximation: 
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From this expression we can conclude that the input offset voltage mainly depends 
on the mismatch of MOSFET threshold voltages. Since the input offset voltage of 
the core operational amplifier directly adds to the voltage drop across R1, as 
indicated by relation (2.15), 
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it is important to reduce the standard deviation of threshold voltage mismatch with 
the use of large size MOSFETs. Furthermore, considering (4), the voltage drop 
across R1 can be increased (until reaching the desired error in the reference 
voltage due to the operational amplifier offset voltage, for example less than 0.5%) 
by increasing n and R1 and by decreasing m. This allows us to obtain a large 
voltage drop across R1 without increasing I too much, and so providing a good 
trade off between process sensitivity of the reference voltage and low power 
consumption of the core.  
This choice of n, m and R1 is in contrast with what needed in order to reduce the 
process variability of Vbe1, which however was less sensitive to those parameters, 
since they were arguments of a logarithm.  
The offset voltage of the second operational amplifier is directly added to Vbe1/α, so 
- through coefficient 232 / RRα - adds to the dispersion of the reference voltage. 
2.3.3.2 Mismatch in current mirrors 
We consider the current mirror M1-M2 (Fig. 3), with source resistors R' and R'', and 
assume a mismatch ∆I between the two currents I1 and I2 ( I
m
II ∆+= 12 ), with 
''' mRR = . We consider the M1 parameters as the nominal ones and the M2 
parameters as affected by a variation due to mismatch: βββ ∆+=
m
1
2
 and 
ththth VVV ∆+= 12 . 
Starting from: 
 
2211 ''' GSGS VIRVIR +=+                   (2.16) 
 
we obtain, at the first order: 
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From this expression we can note the importance of the insertion of the source 
resistors in order to reduce ∆I. The ratio of the two currents can be expressed as: 
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Similar considerations can be made for the other current mirror (M4-M5 of Fig. 2.5) 
and enable to dimension MOSFET areas and source resistors to achieve desired 
mismatch in current mirror. 
 
2.3.3.3 Mismatch in bipolar transistors 
The effect of mismatch between Q1 and Q2 can be important, especially by 
considering the large value of n and hence the very different current densities for 
transistor Q1 and each of the individual transistors in Q2. This could imply a 
difference in their inverse saturation current value and temperature and/or process 
dependence. The accurate model provided by the design kit allows us to evaluate 
these effects by means of corners analysis and Monte Carlo simulations. 
 
2.3.3.4 Mismatch in the voltage divider 
We consider the divider composed by two diode-connected pMOSFETs in series 
with short-circuited source and well (see Fig. 3). We consider thdthdthd VVV ∆+= 12  
(so we neglect the difference in the beta value of the two nominally identical 
MOSFETs and we consider only a difference in the threshold voltage with respect 
to the one of Md1). We can express the VBE1/α voltage as: 
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So, in order to reduce the effect of voltage divider mismatch, it is important to 
reduce the MOSFETs threshold voltage standard deviation.   
     
 
All these relations and considerations support our choice of the design parameters 
and enable us to assess the effect of mismatch sources on the reference voltage.   
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2.4 Circuit design 
The design of the proposed reference voltage generator [85] in a UMC 0.18µm 
CMOS process is based on the above discussion. In particular, we obtain a very 
good trade-off between power consumption and process sensitivity of the reference 
voltage. Obviously the choice of the design parameters not involved in this trade-off 
(as for example the current mirror ratios α1 and α2) has been done in order to 
obtain a low temperature sensitivity of the reference voltage. 
 We reduced the process sensitivity of VBE1 mainly with the use of pnp transistors 
with the minimum emitter area provided by the design kit. Their area (5 µm x 5 µm) 
is not the minimum area achievable on the basis of layout rules, but for transistors 
with a very small emitter area, due to three-dimensional edge effects, the current 
component proportional to the perimeter becomes predominant, limiting the 
advantages achievable with area reduction.  
Our variability aware approach leads us to an accurate evaluation of all mismatch 
sources and to an accurate design. We estimate a standard deviation of the input 
offset voltage of the operational amplifier VOScore of 0.72 mV using a single stage 
with M11-M22 width W=60 µm, length L=50 µm and M33-M44 W=10 µm, L=50 µm.  
On the basis of (1), in order to increase ∆V to make it insensitive to VOScore without 
a large increase of the total current drawn from the power supply, it is important to 
have a small m (we choose m=3), large n (we choose n=50), and a large R1 
(R1=20.94 MΩ). With this choice we obtain a ∆V=134.5 mV with a core current 
consumption of 26.16 nA. The main price to pay for this choice is the obvious large 
increase of the total area occupation due to large resistors and large n.  
We also choose α1=1, α=2, α2=1/3, R2=16.31 MΩ, R3=19.5 MΩ, obtaining VBE1/α 
=286.6 mV. The effect of the offset voltage on the reference voltage (in terms of 
relative standard deviation) has been assessed in 0.21% for the core operational 
amplifier and 0.12% for the second one. 
 The current mirrors have been realized with pMOS of width larger than 100 µm 
and length of 50 µm, and with source resistance R'=2 MΩ and R4=4 MΩ. This gives 
I1=19.7 nA and I4=17.6 nA. With this choice we obtain a relative variation of the 
reference voltage (σ/µ) of 0.12% due to the core current mirror mismatch, and of 
0.08% due to the other current mirror (composed by M4-M5). The main drawback 
of the use of large source resistors is the large area occupation, but they are very 
effective in the reduction of the mismatch impact on the reference voltage: without 
these resistors, the effect of core current mirror mismatch on the reference voltage 
is 0.33% (M1-M2) and 0.32% (M4-M5). 
The mismatch in the voltage divider has been assessed in a negligible 0.09% 
relative variation of the reference voltage. 
The effect of process variation of bipolar transistors and resistors on the reference 
voltage is respectively 0.25% and 0.19%, as obtained from Monte Carlo analysis. 
The effects of the various sources of mismatch on the reference voltage are 
summarized in Table I. 
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Source of mismatch RSD (Relative Standard Deviation) on 
the reference voltage 
 
Core operational amplifier offset 
 
0.21% 
Second operational amplifier offset 
 
0.12% 
Core current mirror mismatch 
 
0.12% 
M4-M5 current mirror mismatch 
 
0.08% 
Voltage divider mismatch 
 
0.09% 
Bipolar transistors mismatch 
 
0.25% (Monte Carlo) 
Resistors mismatch 
 
0.19% (Monte Carlo) 
Table I: effect of the various sources of mismatch on the reference voltage RSD 
 
 Start up circuitry is not used because we verify with simulation that the circuit has 
no stability or start up problems. The problem of the number and the stability of the 
circuit operating points will be discussed in more details in Chapter 5. The stability 
and the absence of start up problems was also verified by experimental results. 
The start up time is of a few hundred ms, due to the presence of high impedance 
nodes in the circuit. 
2.5 Experimental results 
The chip layout is shown in Fig. 2.7: chip photo is not shown because dies are 
passivated with dummy layers which prevent us to see the circuit geometry. We 
can note the large area occupation (~0.28 mm2) due to large resistors and the 
large number of BJTs in parallel. Measurements were performed on 20 packaged 
samples from a single batch, with the use of an Agilent E3631A DC Power Supply 
and an HP3478A digital multimeter. The input impedance of this multimeter, in the 
considered voltage range, is larger than 10 GΩ, and therefore much larger than the 
output resistance of the voltage generator (~20 MΩ). The average reference 
voltage is 240.9 mV (with respect to the 241.7 mV predicted by simulations), with a 
nominal supply voltage of 1 V at room temperature (27 °C). In these nominal 
conditions the current consumption is 68.34 nA.  
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Fig. 2.7: chip layout (700 µm x 400 µm)  
 
For what concerns line sensitivity, Figs. 2.8(a)-(b) show that the circuit properly 
operates for a supply voltage between 0.8 V and 1.4 V, with a mean line sensitivity 
of 0.12 %/V at room temperature. The PSRR of the proposed generator, which has 
been measured with the SR785 Dynamic Signal Analyzer, is of -68 dB at 100 Hz 
and it is lower than -50 dB at frequencies up to 100 kHz. At higher frequencies, 
also the pad and the input instrument capacitance contribute to maintain a low 
PSRR.  
For a bandgap reference voltage it is also important the temperature stability, as 
already said. Fig. 2.8(c) shows the reference voltage as a function of supply 
voltage at different temperatures. The temperature sensitivity of the reference 
voltage is 97.7 ppm/°C from -25 °C to 80 °C, with the nominal supply voltage of 1 
V. This temperature coefficient is not of the order of a few ppm/°C because we only 
apply a first-order temperature compensation, so second order effects, especially 
related to VBE voltage, are not compensated.  
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Fig. 2.8. a) and b) Reference voltage as a function of supply voltage. c) Reference 
voltage as a function of supply voltage for five different temperatures. d) Circuit 
current consumption as a function of supply voltage. 
 
Current consumption at room temperature, which has a nominal value of 68.34 nA 
when the power supply voltage is 1 V, varies between 54.5 nA for a line voltage of 
0.8 V, and 155.4 nA for a line voltage of 1.4 V, as shown in Fig. 2.6(d). From 1 Hz 
to 100 kHz, the noise power spectrum is flat and close to 2µV/√Hz.  
Since our work is focused on the reduction of process variability, we show 
extensive statistical analysis of experiments on a single batch and compare them 
with results from Monte Carlo simulation to assess inter-batch variability. In 
particular we measure the statistical distribution of the reference voltage in nominal 
conditions (a power supply voltage of 1 V at 25 °C), which is shown in Fig. 2.9a, 
the statistical distribution of the current consumption (which is shown in Fig. 2.9b), 
and the statistical distribution of the line and  temperature sensitivities (showed 
respectively in Fig. 9c and Fig. 9d). We can note the extremely low dispersion of 
the reference voltage value: in fact the maximum measured reference voltage 
variation is 0.67%, while the relative standard deviation is 0.18%. Also the total 
power consumption of the proposed bandgap has a low relative standard deviation 
of 1.6%, while line and temperature sensitivities have a greater dispersion between 
the 20 samples. 
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Fig. 2.9. Distribution over 20 samples at nominal conditions (Vdd=1 V, T=25 °C) of: 
a) Reference voltage. b) Supply current. c) Line sensitivity of the reference voltage. 
d) Temperature sensitivity of the reference voltage in the interval -25 °C÷ 80 °C.  
 
These very good results in terms of process variability are also confirmed by Monte 
Carlo simulations considering MOSFETs, BJTs and resistors parameters, which 
show a reference voltage process sensitivity (in terms of σ/µ) of only 0.48%. As we 
can see from Fig. 2.10, the relative standard deviation of the reference voltage is 
very good also for power supply voltages and temperatures far from the nominal 
values. In particular, σ/µ= 0.17% when the line voltage is 0.8 V at room 
temperature and σ/µ = 0.19% when the line voltage is 1.4 V at room temperature. 
With the nominal line voltage (1 V), the σ/µ of the reference voltage value is 0.18% 
at -25 °C and 0.19% at 80 °C.  
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Fig. 2.10. Distribution of the reference voltage over 20 samples: a) At Vdd=0.8 V, 
T=25 °C. b) At Vdd=1.4 V, T=25 °C.  c) At T=-25 °C, Vdd=1 V.  d) at T=80 °C, Vdd=1 
V. 
 
Finally, we provide information on inter-batch variability by considering two batches 
of a slightly different voltage reference circuit. It is identical to the described circuit, 
except for the larger area occupation (due to the choice of n = 200), and lower-
current voltage divider (leading to higher TC). The distribution of the reference 
voltage in the two batches is illustrated in Fig. 2.11: The relative standard deviation 
of the reference voltage is of 0.13% for the first  batch, 0.19% for the second, and 
0.35% in total.  
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Fig. 2.11. Distribution over 40 samples from two batches of the reference voltage 
value in nominal conditions. 
 
2.6 Comparison with literature 
Table II compares performance figures of the proposed bandgap with those of 
voltage generators presented in literature with a power consumption smaller than 1 
µW, which can be useful for ultra-low-power applications. Refs [83] and [86] are 
based on the bipolar bandgap architecture, while the other designs are based on 
subthreshold MOSFETs. Our solution exhibits - by far - the lowest relative standard 
deviation of the reference voltage, even if it was obtained considering only one 
batch. 
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 This 
work 
[83] 
(2012) 
BJT 
[86] 
(2010) 
BJT 
[77] 
(2009) 
[78] 
(2007) 
[81] 
(2011) 
[82] 
(2012) 
Tecn. 
(µm CMOS) 
0.18  0.13  0.35  0.35  0.35  0.18  0.13  
Vref  (mV) 240.9 256 553  745  670  263.5  176  
Vdd (V) 0.8÷1.4  0.75  1.1÷3.3 1.4÷3  0.9÷4  0.45÷ 1.8  0.5÷3 
Power or Idd 68.34nA 170 nW 110nW 300 
nW 
40÷55n
A 
7÷8nA 4.4÷81 
pA 
Vdd sens. 
(%/V) 
0.12 0.005 0.11  0.002 0.27  0.44  0.033 
Temp. Sens. 
(ppm/°C) 
(°C) 
97.7  
(-25 ÷ 
80) 
40  
(-20 ÷ 
85) 
394  
(-20 ÷ 
80) 
15  
(-20 ÷ 
80) 
10  
(0 ÷ 80) 
142  
(0 ÷ 125) 
62 
(-20÷ 80) 
Process. 
sens. 
(σ/µ) 
0.18% 
(meas.) 
0.48% 
(MC) 
 
1% 
(five 
batches
) 
 
1.63% 
 
0.87% 
 
3.1% 
 
3.9% 
(three 
batches) 
 
0.72% 
(cumulati
ve on two 
batches) 
Area (mm2) 0.28 0.07 0.22  0.055 0.045  0.043  0.00135 
TableII: comparison between the proposed voltage generator and results from 
literature 
 
However, as already said, both Monte Carlo simulations and measurements on two 
batches on a previous version, based on the same principle, show very low 
dispersion even considering inter-batch variations. This is because we eliminated 
in the initial design phase any reliance on quantities - such as Vth - too sensitive to 
process variations.  
BJT-based voltage references exhibit a power consumption comparable to our 
solution, but a higher process sensitivity, which for [86] is due to the use of 
MOSFET source-coupled pairs. Among the MOSFET-based generators, Ref [82] 
shows an extremely low power consumption with a very small area occupation. 
This reference voltage rely on the Vth difference of two different MOSFETs (thick 
oxide and native), and if we can assume some correlation between these threshold 
voltages, the impact of Vth process variability on the reference voltage is reduced 
with respect to a standard MOSFETs based solution. Results of [82] can be 
furtherly improved with digital trimming. 
The choice of a circuit solution intrinsically less sensitive to process variability 
allowed us to obtain a manifold suppression of the relative standard deviation. It is 
more effective than both "internal" process compensation, which provides limited 
improvement since variability makes cancellation less effective, and "explicit" 
compensation due to feedback loops, which typically implies larger power 
consumption [87]. It is also an effective alternative to trimming if we consider 
applications, such as passive transponders and implantable applications, where 
trimming can be too costly. 
In literature there is an example [71] of a BiCMOS reference voltage generator with 
a relative standard deviation of 0.19%, but with an extremely large current 
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consumption of 20 µA and with comparable area occupation with respect to our 
solution. Ref. [88] proposes a generator which, by using DTMOSTs, obtains a 
reference voltage relative variation of 0.3% with a power consumption of 2.5 µA. 
However this generator is based on a voltage-sum bandgap topology (the 
reference voltage value is 1.23 V), so it is not suitable for low power and low 
voltage applications.    
It is also useful to compare in Table III our solution with voltage references using 
digitally controlled trimming. 
 
 This 
work 
[90] [91] [89] [83] [82] 
Tecn. 0.18 um 0.16 um 0.35 um 0.6 um 130 nm 0.13 um 
Vref (V) 0.2409 1.0875 0.858 1.14205 0.256 0.1761 
Vdd (V) 0.8÷1.4 1.8 1.4 2 >0.75 0.5÷3 
Power/ 
Current 
68.34 
nW 
55 µA 162 µW 23 µA 170 nW 59 pA 
TC 
(ppm/°C) 
(°C) 
97.7 
(-25÷80) 
5÷12 
(-40÷125) 
12.4 
(-20÷100) 
5.3 
(0÷100) 
40 
(-20÷85) 
5.3÷47.4 
(-20÷80) 
Process 
(σ/µ) 
0.18% 0.05% 0.3% 0.08% 0.17% 0.16% 
Area 
(mm2) 
0.28 0.12 1.2 0.057 0.07 0.0093 
Table III: comparison between the proposed voltage generator and literature 
results using trimming 
 
 We can note that Vref standard deviation is comparable at the price of larger power 
consumption of [90][91][89][83]]) and/or comparable (or larger) area occupation of 
[90][91]. Only [82] obtains a similar process sensitivity of the reference voltage with 
a much smaller power consumption and area occupation, but this solution is useful 
if a digital section is easy to implement. 
We can note the proposed solution is in a middle position between the graph 
portions occupied by solutions respectively with and without trimming. It is 
important to underline that trimming can help us in achieving a stable reference 
voltage without excessive cost if a digital section is already available in the 
complete chip and if the trimming procedure does not increase cost too much. The 
proposed solution is a strong alternative, especially for systems with a very simple 
digital section (implantable systems, sensor interfaces), for which the 
implementation of a trimming procedure would be really expensive and not easy. 
 
2.7 Conclusion 
We apply a variability-aware approach on the design of a nanopower reference 
voltage generator, obtaining a record-low dispersion due to process variability and 
with a low power consumption. We have shown that a BJT-based bandgap 
topology is the most appropriate to the first aim, since the reference voltage is 
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anchored to a silicon physical property such as the energy bandgap, and does not 
rely on quantities sensitive to process variability as the threshold voltage.  
We have derived design criteria that enabled us to obtain  low power consumption 
of 68.3 nW and low relative standard deviation of the reference voltage of 0.18%, 
which is much smaller than all designs presented in the literature with sub-
microwatt power consumption.  
The main cost of our choices in the design space is a much higher area 
occupation, mainly due to the large resistances, needed to reduce the power 
consumption of the circuit, and the large n. Such cost is particularly acceptable in 
the case that most interests us, i.e. when one uses aggressively scaled CMOS 
technologies, which provide abundant margins in terms of die area. 
A precise reference voltage generator such as the one proposed here, can be 
effectively used as a basic building block to provide robustness with respect to 
process variability to more complex circuits and systems, where one prefers not to 
use alternative reference circuits (such as quartz oscillators, for example) or 
expensive trimming procedures.  
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3. DESIGN OF A LOW POWER, LOW PROCESS SENSITIVE 
REFERENCE CURRENT GENERATOR 
3.1 Introduction 
The reference current generator is an important block for a broad variety of analog 
and digital systems. For example, it is used as a bias source for oscillators, 
amplifiers and it is very important for A/D and D/A converters. Its requirements are 
a very low reference-current sensitivity to supply voltage, temperature and 
especially to process. Also low power consumption is needed, if we consider 
portable and implantable systems.  
Stability towards process can be effectively obtained by “anchoring” the reference 
quantity to an intrinsically stable physical quantity: for example, a reference voltage 
can be anchored to the silicon bandgap if we choose a bipolar bandgap topology, 
that was proposed by Widlar in [70] and is one of most popular architectures to 
realize a voltage generator. The typical obtained RSD of the reference voltage is of 
the order of 1% [93]. Better results can be obtained with the use of trimming.  
While this approach is useful for voltage references, it is not as effective for the 
design of reference current generators. A reference current is usually obtained 
starting from a reference voltage [94], so the expression of the current consists of a 
voltage multiplied by a transconductive factor. This factor is usually much more 
sensitive to the process than the voltage term, and is therefore responsible for the 
large process variability of the reference current. Our approach is based on the 
consideration that even if we cannot "anchor" the transconductive factor to a 
reference quantity, we can reduce its process sensitivity by using devices that are 
intrinsically less sensitive to process and available also in standard CMOS 
technologies.  
In the following subsections we will evaluate the available options, considering that 
the transconductive factor can be based on a resistance or on a MOSFET beta. 
 
3.1.1 Transconductive factor based on a resistance  
The transconductive factor can be obtained using a resistor, if we choose a 
bandgap architecture based on the sum of two currents with opposite temperature 
coefficients [95][96][97]. It can also more generally be obtained by imposing a 
reference voltage on a resistor [98].  In this case, if we want to obtain a reference 
current with low power consumption, we must use large resistances, which require 
a large area. For example [96] has an area occupation of 0.3 mm2, while [99], 
which uses only MOSFETs, has the much smaller area of 0.035 mm2 and also 
much smaller power consumption. Resistors-based current references generally 
have lower process sensitivity with respect to MOSFET-based ones: for example, 
the RSD of [98] is only 1.5%. This is because resistance variability depends on 
dopant activation and on geometry, and does not depend on the properties at the 
silicon-dielectric interface. Furthermore, we can use diffusion resistors instead of 
poly resistors. Indeed, polycrystalline silicon is more challenging from the point of 
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view of controlling dopant activation and mobility. Diffusion resistors usually have 
lower doping, larger volume and they are constituted by monocrystalline material. 
Lower doping implies that impurity activation is more complete and reproducible. 
Larger volume and monocrystalline material imply a reduced impact of localized 
defects and grain borders [100]. 
We use diffusion resistors in the implementation of a bipolar bandgap current 
generator. We use this very "classic" architecture because it is the most promising 
in order to obtain a reference voltage with low process sensitivity. In recent years 
several architectures for voltage references have been proposed based on the use 
of only MOSFETs biased in subthreshold region, in order to reduce power 
consumption [101]. Indeed, MOSFET-based generators are very effective for this 
purpose, but they are not optimized in order to obtain a low process sensitivity of 
the reference voltage. Indeed, the reference voltage expression includes as a 
dominant term the MOSFET threshold voltage, that exhibits a large spread of 
roughly 20%. The base emitter voltage of a bipolar transistor, instead, is 
“anchored” to the silicon energy gap, which is an intrinsic property of the material. 
This implies a lower process sensitivity of the reference voltage. Our objective is to 
obtain a variability-aware reference voltage with very low power consumption. We 
will see that we can satisfy both requirements with the drawback of a large 
increase in area occupation.  
 
3.1.2 Transconductive factor based on the MOSFET beta  
The transconductive factor can also be related to the MOSFET beta β= µCoxW/L, 
where µ is the carrier mobility, Cox is the gate oxide capacitance for unit area, W 
and L are the MOSFET width and length, respectively. Different architectures can 
be used for this purpose: for example [102] imposes a bandgap reference voltage 
as the gate-to-source voltage of a load MOSFET biased in saturation region. 
Variations of the threshold voltage of the load MOSFET can be partially 
compensated by using a reference voltage also depending on the threshold 
voltage. Compensation is not perfect, so the reference current can still have high 
process sensitivity (for example an RSD of 2.3% in [102]).  
A reference current depending on the MOSFET beta can also be obtained by 
imposing a reference voltage as the drain-to-source voltage of a MOSFET biased 
in the triode region [103][104]. This solution is very effective if we want to reduce 
power consumption (the power consumption is 2 nW in [103]), but the obtained 
process sensitivity of the reference current is quite high (RSD of 3.3% [103]). 
The self-biased architecture [105] is the typical choice in order to obtain a 
reference current depending on the MOSFET beta. Its simplified schematic is 
shown in Fig. 3.1.  
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M3 M4
M1 M2
Vdd
R
 
Fig. 3.1 self biased current generator 
 
Current of M4 is mirrored in M3. Transistors M1, M2 and resistor R form a non-
linear mirror that is connected back to back to the upper mirror in a positive 
feedback loop. Therefore the current of M1 is bootstrapped to the current of M4. 
This architecture can be implemented with MOSFETs and resistors, by using a 
circuit schematic similar to the one of Fig. 3.1 [106][107]: in this case the 
transconductive factor is also related to the resistance R. It can also be 
implemented by using only MOSFETs, replacing resistor R with a MOSFET biased 
in the triode region [108], or with MOSFETs having their gate and drain voltages 
controlled by diode-connected MOSFETs [99]. This architecture is useful in order 
to obtain a reference current with low power consumption (for example 54.84 nW in 
[99]) and low supply voltage.  
The transconductive factor contains mobility, whose process variability depends on 
partial dopant activation and on the properties at the interface between Si and Si 
oxide. We generally obtain a process sensitivity of the reference current larger than 
2% (see [99]), by considering only a single batch.  
Following a variability-aware approach for the design of a MOSFET-based current 
generator, we can consider a transconductive factor based on native MOSFETs 
instead of the standard ones, which have been successfully used for the design of 
an integrated time reference [109]. Native transistors have a lower doping in their 
active area that should lead to reduced mobility spread. In addition, transport is 
less concentrated at the Si-SiO2 interface, because of their lower threshold voltage, 
therefore mobility should be less sensitive to interface roughness than in the case 
of standard transistors. The self-biased architecture can be used, with required 
architectural changes in order to ensure that native transistors are biased in 
saturation. In fact, since native MOSFETs have negative threshold voltage, a 
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constant positive drain-to-gate voltage must be applied.  
However, in our design kit native transistors were poorly characterized, therefore 
this approach was not successful. We still consider the general concept to be 
applicable, but for the scope of the present paper we focus on the solution based 
on diffusion resistors. 
 
3.2 Design of the reference current generator 
The proposed bandgap core, which generates a current proportional to 
temperature, is shown in Fig. 3.2, whereas the complete current generator is 
shown in Fig. 3.3.  
 
 
 
Fig. 3.2 bandgap core 
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Fig. 3.3 bandgap reference current generator 
 
The temperature stability of the reference current is obtained by properly summing 
two currents with opposite temperature coefficients. Neglecting the offset voltages 
of operational amplifiers and the other sources of mismatch, the reference current 
can be expressed as:  
 
( )
b
be
a
T
ref R
V
R
nmVI
α
αα 121
ln
+=                 (3.1) 
 
where α1 is the current mirror ratio of M2 and M3, m is the current mirror ratio of 
M1-M2 (I1=mI2, where I1 and I2 are the emitter currents of Q1 and Q2, respectively), 
n is the ratio of the inverse saturation currents of Q2 and Q1, Is2 and Is1 (Is2=nIs1), α2 
is the current mirror ratio of M4 and M5 and α is a resistive partition. The first term 
of (1) is the PTAT current IPTAT, whose expression is obtained considering a nearly 
zero input differential voltage for the core operational amplifier of Fig. 2. The 
negative TC current is obtained by imposing a fraction 1/α of the Vbe1 voltage on 
resistor Rb, as can be seen in Fig. 3.3. 
From Eq. (3.1) we can see that Ra and Rb represent the main sources of variability 
for the reference current (in terms of inter-die and inter-batch variations). This is the 
reason we implement them with components that are intrinsically more robust 
towards process. Poly resistors, available in standard CMOS technologies, are 
heavily used for their low sensitivity to substrate noise, however their resistance 
exhibits a large process spread. For example, we have performed a corner 
analysis on the poly resistance in a standard UMC 0.18 µm technology by varying 
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resistor width W, obtaining both a high resistance sensitivity to W, especially for 
very low W, as shown in Fig. 3.4, and a high process sensitivity of the resistance 
itself, whose minimum relative process spread is about 25%.  
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Fig. 3.4 relative process spread of resistors as a function of their width W 
 
We also made a Monte Carlo analysis on the poly resistance, considering a 
nominal value of 1.42 MΩ. We obtained a relative standard deviation for the 
resistance of 8.76%. The design kit does not provide information on process 
variability of diffusion resistors, therefore we performed statistical analysis on a 
nominal resistance of 0.39 MΩ by measuring it over 23 samples from a single 
batch, obtaining  a 2% RSD. 
The base emitter voltage of Q1 is another source of variability for the reference 
current, but it can be anchored to the silicon energy gap, so it can be very stable 
versus process. Indeed we can express Vbe1 as:  
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where K1 (K2) are the proportionality constants of the effective states density of 
silicon conduction (valence) band NC (NV), and T3/2 [23]. In addition A is the junction 
area, Qb is the base charge for area unit, µh is the carrier mobility [23]. From this 
expression we can observe that the base-emitter voltage is the sum of Eg/q, which 
is a property of silicon (independent of process for medium-low doping), and of a 
second process-sensitive term, where the terms R1, A, µh and Qb have a large 
dispersion of up to 10-20%, but they are argument of a logarithmic function. 
In the variability-aware design of the current generator it is important also to reduce 
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the effect of the offset and of mismatch sources. Referring to the core circuit of 
Fig. 2, we can note that the voltage drop ∆VRa across Ra can be heavily affected by 
the input offset voltage Vio of the core operational amplifier, as shown below: 
 
( ) ( )( ) io
a
ioTRa V
m
RIIVnmVV +
+
+
=+=∆
1
ln 21               (3.3) 
 
We reduced the standard deviation of Vio, obtaining 59.0=
ioVσ  mV, with the use of 
large input nMOSFETs of width W=120 µm and length L=50 µm for the operational 
amplifier. Furthermore, on the basis of (3), in order to increase ∆VRa to make it 
insensitive to Vio without a large increase of the total current drawn from the power 
supply, it is important to consider a small m (we choose m=2), large n (we choose 
n=20), and large Ra (Ra=2.9 MΩ). The use of a large Ra and large n (transistor Q2 
is constituted by n transistors like Q1 connected in parallel) implies an obvious 
increase in area occupation.  
We also choose α1=1, α=4, α2=1/6, Rb= 1.45 MΩ, obtaining ∆VRa=99.31 mV and 
Vbe1/α=151.6 mV. With theses large voltage values the effect of the core and the 
second operational amplifiers offsets have been estimated in a 0.39% and 0.12% 
relative standard deviation of the reference current, respectively.  
For the reduction of power consumption, apart from the trade off with process 
sensitivity indicated by relation (3), we use large resistances, even if this implies a 
large area occupation, we use single-stage operational amplifiers biased with a 
current of few nA, and we use a pMOS voltage divider to impose on Rb only a 
fraction 1/α of the Vbe1 voltage. The voltage divider, shown in Fig. 3.5, consists of 
diode-connected pMOSFETs in series, with each well at source potential, in order 
not to have body effect. Its current consumption is of only about a hundred pA, 
negligible with respect to the bandgap core current.  
 
 
Fig. 3.5 voltage divider 
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It is important to consider and suppress also the effect of mismatch in current 
mirrors, which adds to the intra-die process variability. This is obtained with the use 
of large MOSFETs and with the use of source degeneration resistors. The last 
ones are really effective for this purpose (even if they increase total layout area), 
because the current mismatch, in absolute value, is inversely proportional to 
source resistance. We used mirror pMOSFETs with minimum W=100 µm (the 
effective width of each mirror transistor also depends on current mirror ratio) and 
L= 50 µm:  this implies σVth=0.25 mV. We also use source resistors of order 
100 kΩ. We estimate a reference current RSD of 0.31%. Also the mismatch in the 
voltage divider MOSFETs can be neglected: simulations predict a RSD of Vbe1/α of 
0.066%, by considering pMOSFETs with W=60 µm and L=20 µm, which implies 
σVth=0.32 mV. We evaluate the effect of pnp transistors mismatch with Monte Carlo 
analysis, obtaining a 0.2% RSD of the reference current. The results obtained from 
the mismatch analysis are summarized in Table I. 
 
Variability source Corresponding RSD (Relative Standard 
Deviation) on the reference current 
 
Core operational amplifier offset 0.39% 
 
Second operational amplifier offset 
 
0.12% 
Current mirrors mismatch 
 
0.31% 
Voltage divider mismatch 
 
0.066% 
pnp transistors mismatch 
 
0.2% (Monte Carlo) 
Table I: analysis of the effect of the various sources of mismatch on the reference 
current RSD 
 
 Start up circuitry is not used because we verify with simulation that the circuit has 
no stability or start up problems. The problem of the number and the stability of the 
circuit operating points will be discussed in more details in Chapter 5. The stability 
and the absence of start up problems was also verified by experimental results. 
The start up time is of a few hundred ms, due to the presence of high impedance 
nodes in the circuit. 
3.3 Experimental results 
We realized the current generator in the UMC 0.18 µm CMOS technology with 
the use of substrate pnp transistors and performed measurements on 23 packaged 
samples from a single batch. Chip layout is shown in Fig. 3.6. The chip photo is not 
shown because dies are passivated with dummy layers that prevent us to see 
circuit geometries. Measurements have been performed with the use of an Agilent 
E3631A DC Power Supply and an HP3478A digital multimeter: the output node of 
the current generator has been closed on a known external output resistor and the 
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output voltage has been measured instead of the output current. Different values of 
output resistances have also been used, in order to verify the impact of the load on 
the reference current. The average reference current value is 54.08 nA at a 
nominal supply voltage of 1 V, with a standard deviation of 0.76 nA, so the RSD is 
1.4%. The mean line sensitivity of the reference current is 0.21%/V by varying the 
power supply voltage from 0.8 V to 1.4 V, while the temperature sensitivity is 
66 ppm/°C from -25 to 80 °C. The current consumption is 288.84 nA when the 
power supply is 1 V. 
 
 
Fig. 3.6 chip layout (approx. 700 µm x 350 µm) 
 
The performance of the proposed current reference by varying power supply 
voltage and temperature are summarized in Fig. 3.7, where also the power 
consumption as a function of power supply voltage is shown. The load sensitivity is 
0.5%/V by varying the output voltage between 0 V and 0.8 V. The PSRR of the 
proposed generator is measured by using a SR785 Dynamic Signal Analyzer 
(DSA): we obtain a PSRR of -50 dB at low frequencies, -65 dB at 100 Hz and lower 
than -40 dB at higher frequencies. At these frequencies also pad and input 
instrument cross-capacitances contribute to reduce the PSRR. Flat band noise has 
been evaluated with the use of the DSA: it results in 0.3 pA/√Hz. 
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Fig. 3.7 a) and b) reference current Iref  as a function of supply voltage Vdd. c) Iref as 
a function of Vdd for four different temperatures. d) circuit current consumption as a 
function of supply voltage. 
 
Table II compares our results with the most relevant ones available in the literature.  
 
 This work [111][90] [99][91] [96] [98] 
Tecn. 0.18 µm 3 µm 0.35 µm 2 µm 
SIMOX 
0.18 µm 
Iref  54.08 nA 
 
774 nA 9.14 nA 19.5 µA 7.81 µA 
Vdd (V) 0.8÷2 
 
3.5 1.5 5 1.2 
Idd  288.8 nA 
@1 V 
 
2 µA@5 V 36.6 nA 
@1.5 V 
300 µA 
@5 V 
27.2 µA 
@1.2 V 
TC 
(ppm/°C) 
(°C) 
63 
(0÷80) 
375 
(0÷80) 
44 
(0÷80) 
12 
(-15÷90) 
24.9 
(0÷100) 
Line Sens. 
(%/V) 
0.21 0.013-
0.015 
 
0.0569 - 0.13 
Process 
(σ/µ) 
1.4% 2.58% 2.17% 1.67% 15% 
Area 
(mm2) 
0.245 0.2 0.035 0.3% 0.123 
Variability 
factor 
P+ 
resistors 
β std 
MOSFET 
β std 
MOSFET 
P+ 
resistors 
Poly 
resistors 
Table II: current generator performance figures and comparison with literature 
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References [99] and [111] present MOSFET-based architectures, while [96] and 
[98] use resistors. The process sensitivity of the proposed generator is comparable 
with the one of other current generators using resistors, but with a much lower 
power consumption and reference current. Generators using MOSFETs beta in 
their transconductive factor allow to obtain a low power consumption with a very 
low area occupation (see [99]), because MOSFETs can be biased in subthreshold, 
but with a larger process sensitivity of the reference current, as we can see from 
Table II. Better results in terms of process sensitivity can be obtained introducing 
programmability [111], or with digital trimming [97], but this implies an additional 
phase of calibration after chip fabrication, which can be expensive.  
We made statistical analysis on a small but significant set of 23 samples from the 
same batch (the relative root mean square error on the standard deviation is 
therefore ( ) %74.14232/1 =⋅ ). The obtained results are reported in Fig. 3.8 and 
Fig. 3.9: we can note that the relative standard deviation of the reference current is 
very good also for line voltages and temperatures far from the nominal ones.  
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Fig. 3.8 distribution over 23 samples of: a) reference current value. b) total current 
consumption. c) line sensitivity of the reference current. d) temperature sensitivity 
of the reference current. 
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Fig. 3.9 distribution over 23 samples of the reference current value: a) at Vdd=0.8 V 
T=25 °C. b) at Vdd=1.4 V, T=25 °C. c) at Vdd=1 V, T=-25 °C. d) at Vdd=1 V, T=80 °C. 
 
We do not have results from multiple batches, and also all results in the literature 
are from a single batch. However, while our scheme is based on intrinsically more 
robust quantities, we expect advantages in accuracy even if multiple batches were 
considered. The main drawback is the very large area occupation. 
3.4 Conclusion 
We propose a variability-aware reference current generator with low power 
consumption. In order to obtain low process sensitivity, we use devices which are 
intrinsically more stable towards process and which are available also in standard 
CMOS technologies, such as diffusion resistors, better than poly resistors or 
MOSFETs for this purpose. We also consider a "classic" bipolar-based bandgap 
architecture, which allows to obtain a reference voltage "anchored" to the silicon 
energy gap. An accurate analysis for the reduction of offset and mismatch has 
been considered together with a careful design for power consumption reduction, 
allowing the achievement of a very good trade off between robustness to process 
variability and power consumption. The main drawback of our design is a large 
area occupation, mainly due to the large resistances, needed to reduce the power 
consumption of the circuit. 
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4. DESIGN OF A LOW POWER, LOW PROCESS SENSITIVE 
RELAXATION OSCILLATOR 
4.1 Introduction 
The development of biomedical applications for electronic circuits poses several 
problems, related to reproducibility of electrical quantities and low power 
consumption. For these applications, a clock source is usually required for the use 
of clock-based signal-processing techniques. Furthermore, an on-chip clock 
generator is also important for portable applications such as passive transponders. 
In the latter case a low frequency is required, with reasonable accuracy and very 
low power consumption. A clock reference is also important for wireless sensor 
networks: networks nodes can be put in a sleep mode when they are not used in 
the communication, in order to reduce power consumption, but this requires a clock 
for synchronization to ensure the simultaneous sleep and wake-up times for all 
nodes [113].  Also for this application it is important to obtain a precise clock 
frequency (with accuracy of few percent) with a low power consumption. 
Crystal oscillators are the most accurate clock generators, because they provide a 
very stable oscillation frequency against supply voltage, temperature and process 
variations, but the lack of on-chip integration increases area and cost of the 
system. In recent years, several architectures have been proposed in order to 
obtain a completely integrated frequency reference, because the presence of 
external (eventually trimmable) components adds to area and cost. LC oscillators 
can provide reasonable accuracy [114], but with a high power consumption of more 
than 100 µW due to the limited Q of integrated inductors. Therefore the most 
common architecture in order to realize an on-chip (low frequency) oscillator is the 
one which bases the oscillation frequency on a RC product and which can be 
implemented with the use of a ring oscillator or with the use of a relaxation 
oscillator architecture. Ring oscillators are constituted by a loop of an even number 
of inverters, whose bias current (inversely proportional to a resistance R) and 
output capacitance C determine the oscillation frequency. Relaxation oscillators are 
based on the charging and discharging of a capacitance C between two reference 
voltages by means of a (usually constant) current source inversely proportional to a 
resistance R. The typical performance of the two kinds of RC oscillators is 
presented in [70]: relaxation oscillators usually allow to obtain a lower frequency 
with respect to ring oscillators (in the range 1-100 kHz instead of 10-1000 MHz), 
with better precision (±1% instead of ±5%) and a lower power consumption (in the 
range 1-100 µA instead of 10 µA - 100 mA). However relaxation oscillators are 
usually one order of magnitude larger than ring oscillators. Furthermore, a lower 
power consumption implies a larger jitter, and in literature some architectures [116] 
have been presented in order to combine a low jitter with a high control linearity. 
However, jitter is not an issue if the clock is used as a wake-up timing source only. 
We can conclude that the relaxation oscillator seems the most useful architecture 
in order to obtain precise low frequency clock generators with low power 
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consumption. We should consider that the applications we are dealing with may 
require a better accuracy and lower power consumption with respect to what is 
typically obtained.  
In order to improve the precision of clock generators, various techniques have 
been proposed: we can use feedback compensation circuits, or trimming, or we 
can use components which are intrinsically more stable towards process. 
Concerning feedback compensation circuits, several examples have been 
presented of compensated ring-oscillators, which obtain high accuracy at the 
expense of a mW power consumption. For example, [117] stabilizes the bias 
current of a ring oscillator towards process and temperature with the use of a 
control voltage. This is generated using a threshold voltage sensing scheme and a 
temperature compensation circuit. Authors obtain a 7.03 MHz oscillation frequency 
with large power consumption (1.5 mW) and a large area occupation (1.6 mm2), 
but with a high accuracy of the so obtained frequency: its relative standard 
deviation (RSD) is 0.13%. A feedback loop can also be used to lock the output 
frequency of a VCO to an external time constant RC [118], [119], [120]: this implies 
good frequency accuracy with large power consumption. In [118], authors obtained 
an accuracy of 0.7%, including power supply, temperature and chip-to-chip 
variations, for a power consumption of 100 µW. In [119] they obtain an accuracy of 
1.67% with a power consumption of 20 µW for [119]. Moreover these solutions are 
obviously not completely integrated.  
An alternative way to obtain accuracy of the clock frequency is with the use of 
trimming, for example by using a trimmed RC oscillator [118], [121]. In [121] 
trimming is required only in order to compensate for inter die and inter wafer 
variability, while the effect of intra die variability is low, with the proper choice of 
components (for example long poly resistors and MIM capacitors). Also ref. [122] 
proposes a relaxation oscillator frequency based on an RC product with integrated 
resistors and capacitors, and uses trimming on these components in order to 
obtain a good precision. The use of feedback loops in order to lock the frequency 
to an external RC product can also be combined with the possibility of internal 
trimming and programmability, as in [120].  
The third approach to improve accuracy is with the use of components intrinsically 
more stable towards process. For example, Ref. [113] proposes a MOSFET-
mobility based clock generator in order to obtain high accuracy with a low 
oscillation frequency (100 kHz), because mobility is less sensitive to process 
variations than other parameters, such as polysilicon resistances and oxide 
capacitances. The problem of this solution is the high power consumption of about 
40 µW and the high temperature sensitivity of the reference frequency, which can 
be reduced only with a corresponding reduction of the accuracy. In addition, the 
obtained frequency RSD is 2.3% and is futher improved with single-trim calibration 
(which also reduced the temperature sensitivity of the oscillation frequency). Ref. 
[123] proposes a relaxation oscillator which bases the time reference on MOSFET 
mobility, reaching a very low power consumption (11 nW), but again with a high 
temperature sensitivity, due to the large temperature sensitivity of mobility.  
In conclusion, in order to generate a low clock frequency for implantable 
applications and passive transponders, the relaxation architecture is the most 
convenient choice, because it allows to obtain both high accuracy and low power 
consumption. We aim to reach this result without trimming, that can be a very 
expensive operation, and without the use of complex compensation loops, but with 
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the use of devices which are intrinsically more stable towards process and which 
are available also in standard CMOS technologies. 
4.2 Description of the relaxation oscillator topology  
The operating principle of relaxation oscillators is based on the continuous 
application of disturbances: each one starts a transient in the system which 
dissipates energy to return to the equilibrium state, until a threshold near the 
equilibrium point is reached and a new disturbance (with additional energy) is 
applied. The oscillation period is determined by the time span between two 
consecutive disturbances. The oscillator behavior is characterized by long periods 
of dissipation followed by short impulses. A very common way to implement it is 
with the use of capacitances, which can store energy and then dissipate it to set up 
the oscillations. In particular, we used the topology shown in Fig. 1. Two capacitors 
are alternatively charged to a reference voltage value Vref and completely 
discharged. The charge is made with the use of a constant current generator Iref, 
while the discharging is obtained by activating an nMOSFET switch Mb connected 
in parallel to each of the capacitors themselves in such a way to short them to 
ground. Two comparators compare the voltage across the two capacitors with the 
reference voltage; their outputs are connected to the input of an SR latch that 
controls the switches Ma and Mb for charging and discharging the capacitors. 
 
 
Fig. 4.1: schematic of the proposed relaxation oscillator 
 
The two NOR gates are used in order to prevent the status S=R=1 at the input of 
the SR latch in the transient when the circuit is powered on. Indeed in this 
transient, before the start up time of the reference voltage generator, the outputs of 
both comparators could be high, with the consequent bias of the SR latch in a 
metastable state and its incorrect behavior.  
The oscillator operation is as follows: when voltage Va is larger than Vref, the latch 
is set and Vout goes high, thus turning on the MOSFET Mb that discharges 
capacitor C1, while / Vout is low and this enables the charge of C2, until Vb reaches 
Vref. When this condition occurs, the latch is reset, Vout goes low, thus enabling the 
charge of C1, and / Vout goes high, with the consequent discharge of C2. 
  
62 
The oscillation frequency can be determined starting from the relation for the 
charge and discharge of a capacitance C: 
t
VCI ref ∂
∂
= .                 (4.1) 
 
If we apply this relation to the circuit of Fig. 4.1, neglecting the effect of mismatch 
and the delay introduced by comparators and latch, we obtain the following 
expression for the oscillation frequency (considering C1=C2=C): 
 
ref
ref
CV
If
2
= .                              (4.2) 
 
From this expression we can note that if Iref and Vref are stable with respect to 
process variations, therefore the spread of the frequency depends on variations of 
C. In order to implement C we consider the capacitance between gate and source-
drain (which are connected together to ground) of two native nMOSFET transistors. 
We use transistors instead of integrated capacitors in order to reduce the area 
occupation and in order to reduce the sensitivity of capacitance to the process (the 
gate oxide capacitance has a lower process sensitivity with respect to integrated 
MIM capacitance: for example in the used UMC 0.18 µm technology the native 
MOSFETs Cox variation between fast and slow corners is of about 12%, while MIM 
capacitance variation between the two corners is of about 30%). Moreover we use 
native transistors to have a stable capacitance for all the voltage drops (between 
zero and Vref), across the capacitor itself: in fact a native transistor is biased in the 
same region (saturation) for all these voltage drops, so its capacitance is stable 
during all the oscillation period.  
We can note that in order to have a stable frequency, it is important to have a 
precise ratio of the reference current to the reference voltage, while the individual 
precision of each of the two quantities is not necessary. In this case, however, we 
could not compensate the temperature and process variations of R, if we did not 
use external or trimmable components. This is why we choose to start from two 
reference quantities, that are intrinsically robust towards process in such a way as 
to obtain also a stable ratio and with some degree of freedom to adjust temperature 
sensitivity.  
We must also consider that the relaxation architecture can be implemented with 
two topologies: 
 
• by using only a capacitor which is charged and discharged between two 
reference voltage values; 
• by using two capacitors which are alternatively charged to a reference 
voltage value and discharged to ground (this is the implemented topology). 
 
In both topologies we must consider the delay introduced by the comparator with 
the upper threshold voltage, which can be an important source of inaccuracy for 
the oscillation frequency. Furthermore, if we use the first topology we must also 
consider the delay of the comparator with the lower threshold voltage (which is not 
present in the second topology). In the second topology, instead, we must consider 
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the mismatch between the two capacitances, which adds to the frequency process 
variability. If we can assume a 1% mismatch between the two capacitances, its 
effect on the oscillation period is half the effect of the delay of the lower threshold 
comparator, used in the first topology. This delay has been approximately 
evaluated considering the typical comparator output capacitance and resistance 
and considering the time constant RC. Moreover if we use the first topology, we 
must have two threshold voltages available. This can be a problem if, for example, 
we use the proposed voltage generator, which has a reference voltage smaller 
than 250 mV. In fact low reference voltages pose problems to the design of 
comparator, which is slower and less accurate. Finally the second topology is more 
symmetric, because we have two nominally identical capacitances and 
comparators. 
4.3 Design of the oscillator blocks 
4.3.1 Voltage reference  
The reference voltage is obtained with the circuit previously described in Chapter 2, 
based on the use of a bipolar bandgap topology, with a careful design in order to 
obtain a good trade off between power consumption and process sensitivity of the 
reference voltage. In particular, from simulation, we obtain a reference voltage of 
241.7 mV at 1 V, with a power consumption of 68.3 nW, a temperature sensitivity 
of 66.9 ppm/°C (from 0 °C to 100 °C) a line sensitivity of 0.25 %/V varying line 
voltage between 0.8 V and 1.4 V, and an area occupation of 0.28 mm2.         
4.3.2 Current reference  
The reference current is obtained with the circuit previously described in Chapter 3, 
based on the use of devices which are intrinsically more stable towards process, 
such as bipolar transistor in a "classical" bandgap topology and diffusion resistors 
for the transconductive factor. The reference current value is 55 nA at 1 V, with a 
power consumption of less than 290 nW, a temperature sensitivity of 63 ppm/°C 
(from 0 °C to 100 °C), a line sensitivity of 0.21 %/V (varying line voltage between 
0.8 V and 1.4 V) and an area occupation of 0.245 mm2. 
4.3.3 Comparators  
Comparators are based on a very simple topology [122] which is shown in Fig. 4.2. 
This topology reduces to minimum the number of stacked transistors between Vdd 
and ground. The reference voltage is very low (about 242 mV), so MOSFETs M1 
and M2 are biased in subthreshold region, which helps reduce the total power 
consumption (when both comparator input voltages are equal to Vref, the current 
consumption for each comparator branch is about 105 nA in nominal conditions).  
The comparator operation is as follows: if V+ is larger than V-, the current mirrored 
by M4 to M3 is larger than the quiescent current of M1 and M3, so the output node 
voltage rises in order to reduce the mirrored current. On the contrary, if V+ is 
smaller than V-, the current mirrored by M4 to M3 is lower than the quiescent 
current of M1 and M3 and so the output node voltage decreases in order to 
increase the mirrored current. We choose M1 equal to M2, and a consequent 
unitary current mirror ratio between M3 and M4. We also consider V-=Vref and 
V+=Vcap=Vin, where Vcap is the voltage drop across capacitor C.  
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Fig. 4.2: schematic of the proposed comparator 
 
The design of this block has been made in such a way as to obtain fast transitions 
of the output node voltage  Vout, because this implies a smaller effect of the 
comparator delay on the oscillation period. For this purpose we must take into 
account the trade off between the current charging the output node (which is 
increased by increasing MOSFETs W) and the parasitic capacitance associated 
with output node, which also increases with larger MOSFET W. A small L, instead, 
is useful both for the increase of the charge/discharge current and for the reduction 
of the load capacitance. However, it is important to choose a larger-than-minimum 
length for pMOSFETs M3 and M4, in such a way as to reduce the channel length 
modulation effect. On the basis of these considerations, and on the basis of 
parametric simulations in order to obtain the optimum sizes for speed 
requirements, we choose the MOSFETs sizes summarized in Table I.  
 
MOSFET parameter Value (µm) 
Wp 2 
Lp 10 
Wn 15 
Ln 5 
Table I: comparators MOSFETs sizes 
 
With these sizes and considering a comparator bias point with both inputs equal to 
the reference voltage, we obtain an output capacitance of 5.83 fF and an output 
resistance of 71.12 MΩ. 
Fig. 4.3 shows the typical waveforms for the comparator inputs and output when 
capacitor voltage linearly increases and exceeds the reference voltage (we 
consider a constant charging current equal to Iref). The black line represents the 
reference voltage, the red line represents the capacitor voltage and the blue line 
represents the comparator output voltage. 
 
  
65 
40.0µ 42.0µ 44.0µ 46.0µ 48.0µ 50.0µ0.0
0.2
0.4
0.6
0.8
1.0
 Vin
 Vout
 Vref
 
 
V 
(V
)
Time (s)
 
Fig. 3: comparator input and output waveforms 
 
The typical delay introduced by the comparator and its variations considering 
MOSFETs process corners are shown in Table II. 
 
Process Corner Comparator Delay 
Typical 0.9 µs 
Fast 0.6 µs 
Slow 1.4 µs 
Table II: delay introduced by comparator 
 
The comparator delay variation with corners is very large (nearly 90%), so it is 
important to obtain a small nominal delay with respect to the oscillation period. In 
this case the impact of the comparator delay on the oscillation period is of 2% in 
nominal conditions, and it varies between 1.36% and 3.2% considering fast and 
slow corners respectively. The time difference between fast and slow corner is 0.8 
µs, which is quite negligible with respect to the nominal semi-period of 44 µs: its 
impact on the oscillation frequency is of 1.8%.  
 
4.3.3.1 Effect of comparators offset 
If we consider an offset Vos at the two comparators’ input, the relative error for the 
oscillation period, ∆T/T, is equal to: 
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This can be reduced by reducing in turn the input offset voltage of the two 
comparators (or by increasing the reference voltage Vref). We must however 
consider that the use of large sizes in order to reduce the offset voltage implies a 
larger capacitance associated with the node and so a slower commutation, which 
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also affects the oscillation period. With the chosen sizes, we obtain a standard 
deviation for the nMOSFETs threshold voltage of 1.08 mV, based on the empirical 
relation provided by the UMC 0.18 µm design kit. This implies a relative standard 
deviation of the oscillation period of 0.45%. 
If we consider also a mismatch ∆C between the two capacitors C1 and C2 and if we 
consider a mismatch ∆I between the two currents charging the two capacitances, 
the relative error for the oscillation period can be approximated as: 
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This relation implies that it is important to reduce the mismatch between 
capacitances (with the use of a common centroid layout) and between charging 
currents. This is obtained by connecting the current generator output branch to 
both capacitances. In the literature, in order to reduce the effect of comparators 
offset, some offset-cancellation schemes have been proposed, for example the 
self-clocked scheme proposed by [124], applied to the design of a relaxation 
oscillator with a few tenth of µW power consumption. 
 
4.3.4 Latch SR  
The SR latch has the classical architecture shown in Fig. 4.4. 
 
Fig. 4.4: SR latch 
 
All transistors are of minimum size, except for M1 and M4, which are critical in 
order to have a fast output node transient and therefore require a larger beta. This 
must be obtained without increasing too much area in order not to increase too 
much the parasitic capacitance associated with the output node itself. We choose 
W1,4=20 µm and L1,4=1.45 µm on the basis of parametric simulations. We also 
need the logic gates indicated in Fig. 1 because at the power on there is a start up 
time for the reference voltage generator and for the reference current generator to 
reach the static condition. Before this condition is reached, the inputs of the SR 
latch could be both high, which is not allowed, so the two NOR gates prevent the 
input voltages of the latch to be simultaneously high when the output of the two 
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comparators are both high (for example because the reference voltage has not 
reached the static value). The NOR gates and the inverters are CMOS and their 
MOSFETs are of minimum size. 
The typical waveforms for the set transient are shown in Fig. 4.5. 
9.5µ 10.0µ 10.5µ 11.0µ 11.5µ0.0
0.2
0.4
0.6
0.8
1.0
 Vout
 S
 
 
V 
(V
)
Time (s)
 
Fig. 4.5: set transient for the SR latch 
 
4.3.5 Switches and capacitors 
The two switches are constituted by two MOSFETs, a pMOSFET and a nMOSFET, 
as shown in Fig. 4.6.       
 
 
Fig. 4.6: schematic of the switches 
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The source of the two pMOSFETs Ma is connected to the output of the same 
current generator, because alternatively only one of the two is shorted and it allows 
the bias current to flow through the gate-substrate capacitance of only one native 
MOSFET Mc. When MOSFET Mb is active, it shorts the capacitance voltage to 
ground. The native MOSFET Mc is constituted by three transistors in parallel with 
W=L=20 µm: the equivalent gate-substrate capacitance is 10 pF. Transistors Ma 
have W=1 µm and L=20 µm, while transistors Mb have W=2 µm and L=190 nm. It 
is important for the discharging transient to be faster than the charging transient, 
this is why we chose Mb length lower than Ma length. 
4.4 Simulation results 
The proposed oscillator has been designed in a UMC 0.18 µm CMOS technology 
and simulations have been performed with CADENCE Spectre. We obtain a 
nominal oscillation frequency of 10.11 kHz at 1 V, with a power consumption of 
about 318 nW at 1 V. The temperature sensitivity of the reference frequency is 
144 ppm/°C in a temperature range from 0°C to 100 °C, while the line sensitivity is 
1.35 %/V by varying line voltage from 0.8 V to 1.4 V. The area occupation is of 
about 0.5 mm2. The circuit layout is shown in Fig. 4.7. 
 
 
 
Fig. 4.7: oscillator layout 
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The obtained results are compared with the ones of other relaxation oscillators 
proposed in the literature with an oscillation frequency lower than 1 MHz (see 
Table III). 
 
Ref. Proposed 
work 
[125] 
 
[123]  [122]  
 
[113] 
 
Techn. (CMOS) 0.18 µm 0.35 µm 0.35 µm 0.13 µm 65 nm 
Freq. 10.11 kHz 50 kHz 3.3 kHz 1.52 MHz 100 kHz 
Vdd (V) 1 0.8 1 0.8 1.2 
Power 318 nW 616 nW 11 nW 320 nW 41 µW 
TC (ppm/°C) 
(°C) 
144 
(0÷100) 
3000 500 
(-20÷80) 
  
LS (%/V) 1.35 - 3.5 2.5 0.37 
Process sens. 
(σ/µ) 
1.8% 10% 6.9%  2.3% 
Area (mm2) 0.5 0.24 0.1 0.0134 0.11 
Table III: comparison between the proposed oscillator performance and results 
from literature 
 
Ref [123] obtains a very low power relaxation oscillator: it uses only one capacitor 
and one comparator in order to reduce power consumption and it employs also a 
digital section in order to obtain the 50% duty cycle clock signal. It tries to obtain a 
low process sensitivity of the oscillation frequency with the use of a current source 
which contains in its expression the same type of capacitor which is charged and 
discharged, and with the use of a PTAT process insensitive reference voltage, in 
such a way that the oscillation frequency process sensitivity is only related to 
MOSFET mobility process variability. The main drawback of this solution is the high 
temperature sensitivity. Ref [122] uses the same architecture of the proposed 
oscillator, based on the alternative charging and discharging of two capacitors 
between ground and a reference voltage. In this case, however, the reference 
voltage is proportional to the reference current through a factor R, in such a way 
that the oscillation frequency is only dependent on the product RC. This choice 
allows to reduce power consumption and to significantly reduce area occupation, 
but the process variability is not compensated and can be adjusted, until reaching 
the desired performance, with the use of trimming, which can be expensive. Ref 
[113], already discussed, proposes an oscillation frequency based on intrinsically 
more stable devices, in particular MOSFET mobility, which has a standard 
deviation smaller than 2% in the used process. Authors proposed a current-
controlled relaxation oscillator, in which the current is proportional to mobility. 
However the current consumption of the proposed architecture is very high, of the 
order of some tenth of µW. Moreover the temperature sensitivity of the clock 
frequency is high. The proposed oscillator (on the basis of simulation results), has 
the lowest process sensitivity of the clock frequency because it is based on devices 
which are intrinsically more stable than standard MOSFETs and which however are 
available also in standard CMOS technologies. 
Similar results in terms of process variability of the oscillation frequency have also 
been obtained by considering the design approach proposed in [55], based on the 
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generation of process insensitive reference currents based on the sum of two 
reverse correlated currents. These currents stable towards process have been 
used in the design of a process-insensitive 3 GHz ring oscillator [68], [129], which 
obtains a 2.7% process variation but with a power consumption greater than 1 mW, 
because it uses a control loop for the oscillation frequency similar to the one of a 
PLL. 
In conclusion the proposed oscillator provides the best trade off between power 
consumption and process sensitivity of the oscillation frequency, as indicated by 
simulations. A silicon batch of the proposed circuit is under fabrication.  
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5. A METHOD FOR THE ANALYSIS OF THE NUMBERS AND 
STABILITY OF NONLINEAR LOOP CIRCUITS OPERATING 
POINTS 
5.1 Introduction 
If we consider electronic circuits containing active devices, the determination of the 
operating point is the first and fundamental step of the design process. A non-linear 
time-independent circuit (i.e., without capacitors and inductors) can be described 
with a system of equations F(x)=0, where the vector x is composed by node 
voltages and/or branch currents. The system can have an unknown number of 
solutions xi. This problem usually requires the solution of an inherently non-linear 
physical system, and, since non-linear systems cannot generally be solved in 
closed form, the electronic designer must approximate solutions with numerical 
analysis tools or, sometimes, clever ad hoc tricks. In fact, this intrinsic non-linearity 
can be a problem, since most circuits are designed to have an operating point that 
can be easily determined.  
However, some applications demand the use of circuits for which the computation 
of the operating point is non trivial. Moreover, many circuits have only one solution, 
but circuits with more than one solution are well known. Eccles-Jordan flip flops are 
positive feedback circuits which generally have three solutions, one of which is 
"unstable". We must note that even the "stability" of the solution is not a well-
defined concept. Solutions of time-independent circuits cannot be "stable" or 
"unstable". Indeed, unstable solution are not solutions at all. A formal definition of 
"stable solution" can be found in [130]: a solution of  F(x)=0 is potentially stable if it 
is possible to build (adding capacitors between nodes and inductors in series to the 
branches of the given circuit) an augmented circuit which is robustly stable in the 
time domain. Robustly stable means that the stability is not compromised by the 
addition of another set of sufficiently small capacitors and inductors to the given 
circuits (i.e. the values of the first set of capacitors and inductors must not be 
critical). Solutions which are not potentially stable are unstable. In most practical 
cases, the stability of a solution can be assessed by examining the impedances 
seen from circuit nodes to ground. If they are positive, the examined solution is 
stable (with regard to the above definition, the solution is potentially stable with a 
set of null capacitors and inductors). The analysis of these positive feedback non 
linear circuits can be challenging; furthermore, commonly used circuit simulators 
may provide unreliable information, since they can converge to an "unstable" 
solution. 
General methods have been developed for the non-linear analysis of active circuits 
[131], but they are generally too abstract, they do not provide information about the 
circuit operation, and so  they are not useful for the circuit designer. Such methods 
can be implemented in a circuit simulator [132] [133], but are not widely used. As a 
consequence, non-linear circuits are often analyzed with simple pencil and paper 
methods [134]. These calculations are performed with crude first-level device 
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models, which can lead to grossly approximated solutions, missed solutions and 
sometimes even to spurious solutions. Another common way to investigate the 
stability properties of circuits is with the use of transient simulations, but these are 
time consuming and can also provide unreliable information in case of circuits with 
widely separated time constants. In order to overcome these shortcomings, we 
propose a method [135] that is able to find the operating points and the stability 
properties of many commonly used non-linear feedback circuits and which was 
also applied to the designed generators in order to verify their correct design in 
terms of stability. We will show that this technique is also able to determine if a 
start up circuit is necessary, and we will show that it allows us to obtain results with 
high accuracy and easiness because it makes use of the standard EDA tools used 
for the circuit design. This also implies that accurate device models provided by 
design kits are available.  
The proposed method was successfully applied also for the design of a self-biased 
current generator [136], for which MOSFETs size are critical for the determination 
and the stability of the circuit operating point. This circuit can be represented in a 
simplified view as indicated in Fig.5.1. In practical implementations, the reference 
voltages can be replaced by resistors [137] or triode MOSFETs [138]. Referring to 
Fig. 5.1, the self-biased current generator is composed by two current-controlled 
current generators connected back-to-back in a positive-feedback loop. Transistors 
M3 and M4  form a linear current mirror, duplicating the drain current of M4 in M3. 
This current mirror provides a linear relationship between its input and output, 
which can be indicated by relation (5.1):  
 
uminumumout IkI __ = ,                 (5.1) 
 
where kum is a linear proportionality constant which depends on the geometry of M3 
and M4.  
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Fig.5.1: self biased current generator 
 
The lower mirror, instead, (which is composed by transistors M1 M2, and by 
voltage sources V1 and V2) provides a nonlinear relationship between the input 
current and the output, which can be represented by relation (2) where f is a non 
linear function of its input Iin_um: 
 ( )uminumout IfI __ =                  (5.2) 
This implies that he ratio of the input to the output current kim depends on the input 
current. At equilibrium, however, we must have: 
 
imum kk /1=                   (5.3) 
 
If kim is a monotonic function of the input, relation (5.3) can be satisfied for a single 
set of currents. However, as [134] points out, both mirrors of the circuit provide 
zero current when fed with a zero input and hence another equilibrium point exists, 
with all null currents (where kim is undefined). For this reason most designers of 
self-biased current generators include a startup circuit which forces the circuit to 
the desired non-zero solution.  
However, the above discussion is oversimplified. We simulate the circuit with a 
UMC 0.18µm CMOS technology, and with identically sized M3 and M4: we indicate 
with βi=µCOXW i/Li, where Wi and Li are respectively transistors width and length, µ 
is the carrier mobility and COX is the gate oxide capacitance per unit area, the beta 
of transistors Mi. We find that if β1>β2 and V1>V2, the circuit always settles to non-
zero currents. Hence, no startup circuit seems to be required. Instead, if  β1<β2 and 
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V1<V2 the circuit never settles in the equilibrium point suggested by relation (3), and 
no startup circuit helps. For the other possible configurations, relation (3) is never 
verified and no equilibrium point exists. This simple circuit shows that MOSFETs 
size are really important for the position and the stability of the circuit operating 
point, and that a simple but effective method for the study of this problem is very 
important for the circuit designer.  
5.2 The proposed method for the determination of the number 
and stability of circuit operating points 
To solve this problem we developed a technique that provides valuable information 
on the equilibrium points of nonlinear circuit. We describe this technique in a 
general way, and then we will show the provided results in the case of the self-
biased current generator.  
We consider a nonlinear circuit as a closed loop of nonlinear blocks, as shown in 
Fig. 5.2a. Starting from this simplified view, we can cut open the loop and insert the 
circuitry shown in Fig. 5.2b. The independent current source sends a test current It 
in the circuit which gives rise to a voltage Vp across its terminals. The voltage-
controlled generator imposes the same voltage Vp to node B, the other end of the 
cut loop. Obviously, when the current Iv sinked by the voltage generator is equal to 
It, the circuit is in equilibrium. The two sides of the cut could be directly connected 
without altering the branch currents and the node voltages. Hence if we plot Iv vs. 
It, equilibrium points can be identified as the intersections between the Iv(It) curve 
and the Iv=It line. In addition, the derivative ∂Iv /∂It = λ at the equilibrium point 
enables us to determine the stability of the equilibrium point. 
Let us call Rt the differential resistance seen by the It generator: if the test current 
increases by ∆It, the voltage Vp increases by ∆Vp= Rt ∆It. The current Iv, instead, 
increases by ∆Iv = λ∆It. Since the nodes A and B are at the same voltage, we 
connect them  and redraw the circuit as in Fig. 2c. The total differential resistance 
seen between nodes A=B and ground (as shown in Fig. 5.2c) can be written as: 
 
λλ −=∆−∆
∆
=
∆
∆
=
1
t
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p
d
R
II
IR
I
V
R                (5.4) 
 
where ∆Itot is indicated in Fig. 5.2c.  
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Fig.5.2: principle of the proposed method 
 
Considering relation (5.4) we can conclude that, if λ>1, the solution is unstable. Let 
us underline that we assumed  Rt>0, as is typical in practical circuits, but the 
method can  be generalized to any initial sign of Rt. 
Furthermore, λ is the small-signal DC loop gain, and hence the fact that values in 
excess of 1 lead to instability is well known.  
Hence, the practical application of the method consists of cutting open a loop, 
inserting the proper generators and performing a DC simulation of the circuit with 
an input current sweep. This implies that the proposed method is very easy and 
familiar for the circuit designer, and also accurate, because it is based on the 
accurate devices models used for the circuit simulation.  
This method was successfully applied to the circuit of Fig. 5.1. We made a cut on 
the drain of M3 and we inserted the current generator on the gate drain of M1 and 
the voltage generator on the M3 drain. We then plot the current of the current 
generator and the current which flows in the voltage generator. The graph of 
Fig. 5.3 and Fig. 5.4 are related to the case of β1>β2 and V1>V2.The black line 
represent the current of the current generator, while the red line represents the 
current of the voltage generator. These results show that a single and stable 
operating point is obtained. It is worth noticing that in this case no equilibrium point 
exist at It=0 (it is clearly evident from Fig. 5.4) and hence no startup circuitry is 
needed.  
 
  
76 
0 20n 40n 60n 80n 100n
0
20n
40n
60n
80n
100n
  a)
 
 
Iv
 
(A
)
It (A)
 
Fig.5.3: SPECTRE dc sweep of circuit of Fig. 5.1 in the case β1>β2 and V1>V2 
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Fig.5.4: particular of the SPECTRE dc sweep of circuit of Fig .5.1 in the case β1>β2 
and V1>V2 
 
If we consider, instead, the case β1<β2 and V1<V2, we obtain the results shown in 
Fig. 5.5 and Fig. 5.6, which indicates that the desired solution is unstable, and 
another stable solution is present for very small currents (this solution is evident 
from Fig. 5.6).  
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Fig.5. 5: SPECTRE dc sweep of circuit of Fig.5.1 in the case β1<β2 and V1<V2 
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Fig.5.6: particular of the SPECTRE dc sweep of circuit of Fig.5.1 in the case β1>β2 
and V1>V2 
 
Therefore, with the use of a circuit simulator equipped with accurate device models 
we can learn that often some pencil-and-paper results, such as the zero-current 
stable solution, can indeed be artifacts due to the use of too simplistic device 
models. Furthermore, differently from other methods based on the insertion of test 
generators [139], this approach provides valuable physical insights on the circuit. 
Since the Iv(It) relationship provided by the simulations can be interpreted as the 
input-output characteristic of an amplifier, a designer can usually devise 
modifications to the circuit which can modify it in a foreseeable manner.  
Hence, the above analysis not only can provide evidence of bias or stability 
problems, but is also a valuable tool for their solution.  
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This method was successfully applied also for the design of the reference voltage 
generator, the reference current generator and the low frequency oscillator. It 
allows us to verify the stability of the desired operating points and the absence of 
other operating points (in particular we verify that the zero currents operating point 
is not a solution of our circuits). This is why we do not insert start up circuits in our 
generators. This method was also applied to the design of a self biased native 
MOSFETs based current generator, whose design will be described in more details 
in the next paragraph. 
5.3 Design of a self-biased native-MOSFETs based current 
generator 
The current generator has been designed based on the circuit schematic of 
Fig. 5.1, where we consider V2=0 and where we consider V1 as a reference voltage 
stable with power supply, temperature and process variations, obtained with the 
principle shown in Chapter 2. With these considerations, we can write: 
 
211 GSGS VVV =+                 (5.5) 
 
Neglecting the difference between the threshold voltages of M1 and M2, if we 
consider M1 and M2 biased in saturation and we consider a current mirror ratio α 
between M3 and M4 (so 21 II α= ), we obtain: 
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β VI                  (5.6) 
 
From this expression we can note that the major source of variability for the current 
is the variability of MOSFET beta, which is mainly related to the variability of 
carriers mobility and oxide thickness. Applying our approach for the reduction of 
process variability we considered the beta of native MOSFET instead of the one of 
standard MOSFETs, because we thought that the mobility of native transistors 
should have a lower process sensitivity due to the lower doping of native 
transistors with respect to the standard ones. In reality, we already showed in 
Chapter 3 that the mobility of native transistors is not less process sensitive than 
the one of standard transistors. Moreover, we verified from experimental results 
that the native MOSFETs models are not accurate and so the measured operating 
point is different from the simulated point. We characterize some native MOSFETs 
and we correct their models, in such a way to obtain results more adherent to 
measurements. Even if the design of this block presents these problems, it will be 
presented as an example of a native MOSFETs self-biased generator design and 
as an application example of the proposed method. In fact the use of native 
MOSFETs for the implementation of M1 and M2 poses some problems related to 
the bias circuit, because the diode connection for M1 implies that it is not biased in 
the saturation region, but in the linear region, so the scheme of Fig. 5.1 can not be 
used if we want M1 and M2 to be native MOSFETs biased in saturation. The circuit 
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has so been modified as in Fig. 5.7, in which the circuit  M1 was not diode-
connected and a proper bias circuit (M6 M7 M8) was added in order to bias M1 in 
saturation.  
 
 
Fig.5.7: proposed current generator with native MOSFETs 
 
We consider the relation which must be satisfied by M1 in order to be in saturation: 
 
111 thGSDS VVV −>                  (5.7) 
 
where Vth1 is equal to -190 mV in the nominal condition (as indicated by the 
provided design kit) and varies between -90 mV and -290 mV by considering fast 
and slow corners for native transistors. While:  
 
711 GSGD VVV +=                  (5.8) 
 
the saturation condition for M1 is verified if  
 
17 thGS VV > .                  (5.9) 
 
In order for this relation to be verified in all corners, we choose VGS7 equal to 370 
mV. Transistors M6 and M8 are necessary for the biasing of M7, so they provide its 
current in such a way that the gate to source voltage of M7 reaches the desired 
value. In order to reduce power consumption, transistor M6 is replaced by five 
diode connected native diode-connected transistors in series, in such a way that 
the total gate-to-source voltage of M1 is distributed to the five gate-to-source 
voltages of the five transistors.  
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For what concerns the choice of M1 and M2 sizes, for both we choose a large L in 
order to reduce power consumption and the effect of mismatch between the two 
transistors. This is obtained by connecting a certain number (in this case, 30) of 
transistors of the maximum length (50 µm) in series, with common gate terminals. 
For what concerns the choice of M1 and M2 width W, we choose small values in 
order to reduce power consumption and also in such a way to reduce process 
variability of the reference current. In fact, considering relation (6), the use of small 
W implies a dependence of the relative beta process sensitivity to width W, so by 
properly choosing W1 and W2 (with the aid of simulations) we can obtain a partial 
compensation effect of the numerator 2β  process variability with the beta ratio 
12 / βαβ process variability. In particular we made simulations considering various 
values of α and W1 and finding the W2 value which minimize process sensitivity of 
the reference current (by considering corners). We choose α=16, W1=4.6 µm e 
W2= 1 µm. A larger α "amplifies" the effect of beta ratio compensation on the 
numerator beta variability, but it also implies a larger power consumption. The 
current mirror MOSFETs are constituted by MOSFETs of W=30 µm and L=50 µm, 
with the proper ratio (so M4 is constituted by 16 transistors like M3 connected in 
parallel). In order to reduce current mirror mismatch, MOSFETs have large sizes 
and we also add source degeneration resistors of 4.746 MΩ for M3 and 0.297 MΩ 
for M4. The reference current is mirrored to an output pMOSFET M5 with a current 
mirror ratio 1:4 between M3 and M5.   
We choose a high value of V1, V1=335 mV, in order to reduce the effect of 
mismatch between M1 and M2, which directly adds to voltage V1. 
The voltage Vref is imposed on a standard nMOSFET with W=30 µm  and L=49 µm 
with the use of a single stage operational amplifier. 
We applied the proposed method to the designed current generator, with the 
modified native MOSFETs models on the basis of an experimental 
characterization, obtaining the results of Fig. 5.8. The current in M1 is about 7 nA, 
and the operating point is stable. This was confirmed by measurements on 20 
samples realized in a 0.18 um UMC CMOS technology, from which we obtained a 
mean current value of 6 nA and no problem of start up. 
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Fig. 5.8: Iv versus It for the complete circuit of Fig. 5.1 
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CONCLUSION 
This work proposes a series of solutions for the problem of process variability, 
whose effectiveness is especially related to analog basic building blocks for very 
low power applications such as passive RFID transponders and implantable 
medical devices. 
Very precise reference quantities, such as voltages, currents, or frequencies, are 
important because they are used in a broad variety of analog and digital systems 
and they constitute the basis for the implementation of more complex feedback 
process compensation systems. The coupling of very low process sensitivity 
together with very low power consumption is an essential need for the mentioned 
applications, where the standard solutions to the process variability problem 
(trimming or compensation loop with external components) can become very 
expensive and not feasible. 
After a brief description of the techniques proposed in the literature for the 
reduction of process variability, both in digital and in analog systems, we focused 
on our "variability-aware" approach, whose effectiveness has been proven by 
experimental results on two reference generators. 
This approach is related to the use of devices which are "intrinsically" more stable 
towards process and which are available also in standard CMOS technologies. It is 
extremely useful especially for the design of low process sensitive, low power 
analog basic building blocks such as reference generators. 
We applied this approach to the design of a 70 nW, 0.18% reference voltage 
generator based on the use of a "classical" bandgap architecture with the use of 
substrate bipolar transistors. We made an accurate statistical characterization of 
this generator by considering 20 samples from a single batch in a UMC 0.18 µm 
technology. We also obtain statistical results related to inter-batch variability (a 
0.35% cumulative relative standard deviation of the reference voltage by 
considering two batches), even if on a slightly different voltage generator, with a 
larger temperature sensitivity. This result confirms the effectiveness of the 
proposed approach also for the reduction of inter-batch variability, because it is 
based on the use of "intrinsically" robust quantities with respect to process 
variations. 
We have also shown that the good trade-off between process sensitivity of the 
reference voltage and low power consumption is not achievable with conventional 
solutions such as trimming, which has a large power consumption, and which 
implies the presence of a digital section, which can be very expensive especially 
considering very simple analog systems like passive RFID transponders and 
implantable medical devices. 
We have also proposed the design of a current generator based on this approach 
in a UMC 0.18 µm CMOS technology, showing the difficulty in the design of a 
stable reference current because of the presence of a transconductive factor very 
sensitive to process variations. We showed that the use of a bipolar bandgap 
architecture and of diffusion resistors is a very effective solution in order to obtain a 
current with a small process sensitivity (0.14% based on measurements on 20 
samples from a single batch) with a very low power consumption (less than 300 
nW). 
The proposed current and voltage generators are then used in the implementation 
of a low-frequency, low-power oscillator with a very stable frequency towards 
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process. We do not have experimental results related to this oscillator because it is 
currently under fabrication, but simulation results show a very low power 
consumption of about 300 nW with a process sensitivity of the oscillation frequency 
of 1.8%. 
The main drawback of generators based on this approach is a large increase in 
area occupation, which however can be acceptable when one uses aggressively 
scaled CMOS technologies, which provide abundant margins in terms of die area. 
Finally, we show the effectiveness of our proposed method for the determination of 
the number and stability of circuit operating points by successfully applying it in the 
design of our reference generators. We also used this method in order to establish 
that start up circuits are very often not needed in our generators, with possible 
savings in terms of die area and power consumption. 
We can conclude that our study proposes important considerations on analog 
design and on the problem of process variability in analog basic building blocks.   
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