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Abstract. We study a system of interacting reinforced random walks defined on polygons.
At each stage, each particle chooses an edge to traverse which is incident to its position.
We allow the probability of choosing a given edge to depend on the sum of, the number of
times that particle traversed that edge, a quantity which depends on the behaviour of the
other particles, and possibly external factors. We study localization properties of this system
and our main tool is a new result we establish for a very general class of urn models. More
specifically, we study attraction properties of urns composed of balls with two distinct colors
which evolve as follows. At each stage a ball is extracted. The probability of picking a ball
of a certain color evolves in time. This evolution may depend not only on the composition
of the urn but also on external factors or internal ones depending on the history of the urn.
A particular example of the latter is when the reinforcement is a function of the composition
of the urn and the biggest run of consecutive picks with the same color. The model that
we introduce and study is very general, and we prove that under mild conditions, one of the
colors in the urn is picked only finitely often.
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1 Introduction
1.1 Description of the main models and results
This paper contains two main results concerning an interacting particle system and a general
urn model. The results are connected, as the latter concerns the main tool we use in our
study of the former. We do however emphasize that the main result on the class of general
urns is also of independent interest.
For the first result, we study a system of interacting particles defined on a polygon. Each
particle reinforces an edge when passing through it, and can be affected by the behaviour of
all other particles as well. More precisely, given that a particle is located on a given vertex, its
next transition would be towards a neighbor of that vertex. The probability that it traverses
a given edge is proportional to a quantity which depends on how many times that particle
has previously traversed that edge, how many other particles traversed that edge, and other
factors. In order to study this system we need to keep track not only of the position of the
particles but also of the transition probabilities which evolve randomly in time. We are able
to understand the main features of the behaviour of each single particle by keeping track of
its position and an auxiliary Markov chain on a larger space. Under general assumptions we
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infer that if the reinforcement is strong enough, each of the particles gets ‘stuck’ on exactly
one edge. To understand the impact on applications of this model see, for example, [16].
In fact, many biological systems can be modeled by random walkers that deposit a non-
diffusible signal that modifies the local environment for succeeding passages. The response to
the environment frequently involves movement toward or away from an external stimulus (see
[16]). In these systems, one example of which is the motion of myxobacteria, the question
arises as to whether aggregation happens.
Our results are, to the best of our knowledge, the first involving interacting random walks
with strong reinforcement. We focus on the case when the underlying graph is a polygon. A
lot of effort has been devoted to the study of single strongly reinforced particles on polygons,
resulting in a long-standing open problem to establish localization (see [22], [15], [5], and
Section 1.5 for a literature review). Moreover, we believe that our method can, in principle,
be pushed to describe the behaviour of many reinforced interacting particles on more general
graphs.
For our second main result we consider a very general urn model where the probability to
pick a ball of a given colour depends on intrinsic features of the colour, the past behavior of
the urn process as well as external factors. In particular, at each stage the composition of
the urn changes by adding exactly one ball and the probability to pick a ball of a particular
colour is determined by an underlying Markov process defined on a general space. This is a
significant generalization of Po´lya urns, as the transition probabilities not only may depend
on the actual composition of the urn but also on the whole past and even other external
factors.
Urn models have been used successfully to describe the evolution of systems composed of
elements which interact among each other. Such systems are of great interest in several areas
of application: in medicine, clinical trials and the evolution of a system of interacting cells,
in the social sciences, networks and preferential attachment (see for example [3]), in physics
and chemistry, the evolution over time of the concentration of certain molecules within cells
(see for example [19]).
For a literature review on reinforced random walks and urns see Section 1.5. In the next
section we introduce a toy model that will shed some light on the general structure we are
considering in this paper.
1.2 Example of a reinforced random walks system on a triangle with two
particles
Consider a system of reinforced random walks defined as follows. The system consists of
exactly two particles that take values on the vertices of a triangle labeled 0, 1 and 2. Each
particle jumps at each stage to one of the other two vertices (the two nearest neighbors). We
label the edges using the same set {0, 1, 2}, where edge j is the one connecting j to j + 1.
All labels are understood modulo 3 so that a label of 3 equates to a label of 0. Initially, each
3
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1
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1 1
1
1 1
1
t = 0 −→X 0 = (0, 1). Each possible transition for each particle
is 1/2; Ti,j(0) = 1.
0
1
2 0
1
2
9 1
1
9 1
1
t = 1 −→X 1 = (1, 0). Because the second particle also just tra-
versed the same edge, T1,0(1) = (2 + 1)
2.
0
1
2 0
1
2
δ21 1
4
δ22 1
4
t = 2 −→X 2 = (0, 2). With δ1 = 3 + e−β1 and δ2 = 1 + 2 + e−β2 ,
we have T1,0(2) = δ
2
1 and T2,0(2) = δ
2
2.
Figure 1: Three steps of a system of reinforced random walks; Particle 1 is on the left and
Particle 2 is on the right.
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particle assigns a weight of one to each edge. These weights will change in time.
Starting from an initial configuration ~X0 = (X
(1)
0 , X
(2)
0 ), we recursively define the stochastic
process ~X = { ~Xt : t ∈ N ∪ {0}} in the following way. Let
Ni,j(s) := 1 +
s∑
t=1
1l{X(i)t ,X(i)t−1}={j,j+1}
,
be the number of times particle i traverses edge j in either direction (plus one), and
Ti,j(s) =
(
Ni,j(s) +
s∑
t=1
e−βu(s−t)1lNu,j(t)−Nu,j(t−1)=1
)2
, where u ∈ {1, 2} \ i.
Ti,j(s) represents the reinforcement function for particle i on edge j. It takes into account
the times the other particle traversed edge j, discounted in time with rate βu > 0.
Conditional on the “present”, ~Xs together with {Ti,j(s), i ∈ {1, 2}, j ∈ {0, 1, 2}}, the
probability that particle i jumps to vertex j + 1 mod 3 is given by
T1,j(s)
T1,j(s) + T1,j−1(s)
,
where j − 1 is mod 3.
In this system of particles, each particle remembers its past, and detects the chemicals,
e.g. slime for myxobacteria or pheromones for ants, that the other particles leave in their
trails. We suppose that this chemical evaporates in time, and this explains the discount factor
included in the reinforcement functions.
A particular evolution of this system up to time two is depicted in Figure 1 where the
two particles were decoupled and their movements represented on separate triangles. We
anticipate that each particle will visit one of the vertices only finitely often. In other words,
each of the particle gets stuck on one of the edges, possibly different edges for different
particles.
A more general example, one with K particles on a general polygon, will be described in
Example 1.3. It forms part of a more general setting which is introduced in the next Section.
1.3 Interacting reinforced random walks on finite polygons.
Consider a polygon with exactly v vertices, and label them using the set of integers V :=
{0, 1, . . . , v− 1}. We assume that j ∈ V is connected exactly to j + 1 and j − 1. Here + and
− are understood modulo v and we shall simply write j ⊕ 1 and j 	 1.
We denote this graph by G = (V,E), where V is the set of vertices and E is the set of
edges. We call j the edge connecting vertex j to j ⊕ 1. By this labelling, we can identify E
with {0, 1, . . . , v − 1}.
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We consider, on a filtered probability space (Ω,W, {Ws}s∈N∪{0},P), a system of K re-
inforced random walks that interact through reinforcement. More specifically, with N0 :=
N∪{0}, denote the `-th random walk by X(`) := {X(`)s : s ∈ N0}, for ` ∈ [K] := {1, 2, . . . ,K}
and set
~X :=
(
X(1),X(2), . . .X(K)
)
, and ~Xs :=
(
X(1)s , X
(2)
s , . . . X
(K)
s
)
.
Reinforcement occurs through the number of traverses of a particular edge, augmented
by an initial weight, but can also be affected by other factors, be it environmental or path-
dependent. To this end, we suppose that, for each edge j ∈ E and each process index
` ∈ [K], we are given a W0-measurable random variable N`,j(0), the initial weight, as well
as a Ws-adapted process Ξ`,j(s), representing the other factors. Together, they form the
reinforcement functions
T`,j(s) :=
(
N`,j(s) + Ξ`,j(s)
)α
(1.1)
for some α > 1, where
N`,j(s) := N`,j(0) + #
{
t : t ∈ [s], {X(`)t−1, X(`)t } = {j, j ⊕ 1}
}
. (1.2)
Finally, each walk takes values on the vertices of G and jumps, at each step, to one of two
neighbors according to the rule
P(X(`)s+1 = j ⊕ 1 | X(`)s = j,Ws) =
T`,j(s)
T`,j(s) + T`,j	1(s)
= 1− P(X(`)s+1 = j 	 1 | X(`)s = j, Ws).
Further, we assume that given Ws, the transitions of the K particles at time s + 1 are
conditionally independent.
It is natural, and mathematical convenient, to restrict the choices of processes {Ξ`,j(s)}s∈N0
as to ensure that the process
Ms := ( ~Xs, ~Ns, ~Ts), for s ∈ N0, (1.3)
evolves as a strong Markov chain on a countable subset Σ of V K × NKv × (0,∞)Kv.
The quantities appearing in (1.3) are defined as follows. For each j ∈ V and s ∈ N0 let
~Nj(s) := (N1,j(s), N2,j(s), . . . , NK,j(s)), and ~Ns :=
(
~N0(s), ~N1(s), . . . , ~Nv−1(s)
)
;
~Tj(s) := (T1,j(s), T2,j(s), . . . , TK,j(s)), and ~Ts :=
(
~T0(s), ~T1(s), . . . , ~Tv−1(s)
)
.
Given m ∈ Σ, we denote by Pm the probability measure on (Ω,W) that sets the initial
states of the chain to m: Pm(M0 = m) = 1.
Definition 1.1. With a slight abuse of notation, set Sys(m) :=
(~X,Pm, {Ws}s∈N0 , {Ξ`,j(s)}s∈N0), which is the system of particles just described with
starting point m ∈ Σ. We denote by Sys = {Sys(m) : m ∈ Σ}.
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Theorem 1.2. Consider Sys(m) with a fixed m ∈ Σ. Assume that sup`,j,s Ξ`,j(s) ≤ R, a.s.,
for some constant R. Then each X(`), with ` ∈ [K], will localize on one edge, i.e. for each
` ∈ [K], there exists a vertex j` ∈ V such that for all large k we have that X(`)k ∈ {j`, j` ⊕ 1}.
Notice that the model is only well defined for a finite number of particles. This circumvents
the difficulty of dealing with infinite products.
Example 1.3. Define Ξ`,j(s) as follows.
Ξ`,j(s) =
∑
κ∈[K]
κ 6=`
s∑
t=1
e−β(s−t)1lNκ,j(t)−Nκ,j(t−1)=1,
for a fixed β > 0, ` ∈ [K], j ∈ E and s ∈ N0. In this case, the process X(`) is influenced by
the number of times the other particles passed a given edge, discounted in time. To see why
{Ms}s∈N0 is a Markov chain in this case, notice that
Ξ`,j(s+ 1) = e
−βΞ`,j(s) +
∑
κ∈[K]
κ 6=`
1lNκ,j(s+1)−Nκ,j(s)=1.
Moreover,
Ξ`,j(s) ≤ e
βK
eβ − 1 .
In the case of K = 2, we can allow different discount factors βκ, as described in the Sec-
tion 1.2. In fact, the markovian structure is preserved.
In this example, particles enjoy a support system with diminishing memory. Each time a
particle traverses an edge, the likelihood that it is traversed by other particles is increased.
However, this effect diminishes (exponentially) over time. An example of such behaviour could
be found in ants. As they travel along a path, they deposit pheromone, a behaviour-altering
chemical agent that encourages other ants to take the same path. This chemical evaporates
over time reducing its ability to reinforces the path. The system reinforces recently visited
edges.
Example 1.4. For ` ∈ [K], j ∈ E and s ∈ N, set τ`,j(s) = 0 on the event N`,j(s−1) = N`,j(0)
and
τ`,j(s) := sup{t ∈ [s− 1] : N`,j(t) > N`,j(t− 1)} (1.4)
otherwise. Set
Ξ`,j(s) =
∑
κ∈[K]
κ 6=`
1lτκ,j(s)≥τ`,j(s).
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1.4 Definition of Generalized Urn Processes (GUP).
Before we introduce the definition of Generalized Urn Processes (GUP), we analyze a key ex-
ample, where the transition probabilities of the urn depend not only on its actual composition
but also on other factors.
Example 1.5. Consider an urn which initially contains exactly two balls, one white and one
red. At each stage, a ball is added according to a certain random rule described below. Fix
an increasing function Ψ: (0,∞) 7→ (0,∞) with the following properties. Either
• limx→∞Ψ(x)/Ψ(x− 1) =∞, or
• Ψ is twice continuosly differentiable, ∫∞1 (1/Ψ(u))du < ∞, lim infx→∞Ψ′(x) > 0,
limx→∞Ψ(x)/Ψ(x− 1) exists in [1,∞), and
lim
x→∞
Ψ′′(x)Ψ(x)
Ψ′(x)2
exists in (0,∞].
Let {Zn}n∈N0 be a homogeneous Markov chain taking values in a countable state space and
adapted to a given filtration {Gn}n. Denote the composition of the urn at time n as follows.
Set Nw(n) (resp. Nr(n)) the number of white (resp. red) balls in the urn at time n, with
Nw(n) +Nr(n) = n+ 2. Then, conditional on Gn, the probability to pick a white ball at stage
n+ 1 is
Ψ(Nw(n) + g1(Zn))
Ψ(Nw(n) + g1(Zn)) + Ψ(Nr(n) + g2(Zn))
,
where g1 and g2 are two given positive functions. Note that {Gn}n is possibly larger than the
natural filtration of the urn process. We assume that gi(Zn) ≤ θ(n+ 2), a.s. for all large n,
for i ∈ {1, 2}, and some positive increasing function θ satisfying
Ψ(z + a ln z)
Ψ
(
z + θ(z)
) ≥ 1 + 1
2z
, for some a ∈ (0, 1/2) and for all large z. (1.5)
We prove (see Theorem 1.10 below) that, under the above assumptions the urn localizes on
one of the two colours. More precisely one of the colors will be picked only finitely often.
This a by-product of a more general result, i.e. Theorem 1.9. Examples of functions which
satisfy the properties above are Ψ1(x) = x
α, with α > 1, Ψ2(x) = x
α(lnx)β for α > 1, β > 0,
and Ψ3(x) = e
γx, for some γ > 0. For these choices of Ψ, we can choose θ(x) = a′ lnn for
any a′ ∈ (0, 1/2).
Define a generalized urn process, called GUP(M,M0 = m, f1, f2), as follows. Informally,
the key in this definition is that there is a driving Markov process, defined on a larger abstract
space, which carries the information about the transition probabilities and the composition
of the urn.
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Formally, consider an urn which initially contains a fixed number of balls, φ1(0) white and
φ2(0) red, where φ1(0), φ2(0) ∈ N. Suppose that at each step a ball is picked, its colour
observed, and returned to the urn together with another ball of the same colour. Given the
history of the process up to time k − 1, the probability of picking a white ball is
f1(k)
f1(k) + f2(k)
, (1.6)
where f1(k) and f2(k) are positive, random and depend on the history of the process up to
time k − 1. We set ~f(k) = (f1(k), f2(k)), for k ∈ N. Denote by ~φ(k) = (φ1(k), φ2(k)), the
composition of the urn at time k; φ1(k) white balls and φ2(k) red balls. We assume that the
urn process satisfies the following properties.
A) There exists a countable space Σ, such that for each m ∈ Σ there exists a probability
space (Ω,F ,Pm) and a homogeneous Markov chain M := {Mk, k ≥ 0} on Σ, which
satisfies the following. For each m ∈ Σ, we have Pm(M0 = m) = 1. Moreover ~f(k+1) =
G1(Mk) and ~φ(k) = G2(Mk) for some functions G1 and G2, with k ∈ N0.
B) There exists ε > 0 such that Pm(fi(k) > ε) = 1 for all m ∈ Σ, i ∈ {1, 2} and k ∈ N.
The process GUP(M,M0 = m, f1, f2), described above, is a strong generalization of Po´lya
urns. Our aim is to understand the behaviour of the urn based on the behaviour of each of
the fi(k), with i ∈ {1, 2}, k ∈ N. The processes fi(·) are called the reinforcement functions
associated to the GUP. We emphasize that our results below only assume the existence of
general quantities such as the process Mk and not their knowledge.
In what follows (xn) denotes a sequence, whereas {xn} denote a set. The difference is that the
sequence allows repetitions. We denote by x∧ y the minimum between x and y and by x∨ y
the maximum between x and y. For any countable set A ⊂ [ε,∞) define 〈A〉 := ∑t∈A 1t ,
with the usual convention that the sum over the empy set is zero. For each m ∈ Σ, define
the sequence of random times where we pick the ‘i-th colour’, as follows. For i ∈ {1, 2},
let ui(1) := min{` ≥ 1: φi(` + 1) − φi(`) > 0}. Suppose we defined ui(k), then let
ui(k + 1) := min{` > ui(k) : φi(`+ 1)− φi(`) > 0}. Let
di(k,m) := sup{c : Pm
(
fi(ui(k)) < c
)
= 0} = essinffi(ui(k)),
and set Bi(m) = (di(k,m) : k ∈ N). Recall that Bi(m) can list the same element more than
once. Note that the quantities di(k,m) and 〈Bi(m)〉, with i ∈ {1, 2}, k ∈ N and m ∈ Σ, are
deterministic.
Assumption I. There exists i ∈ {1, 2} such that 〈Bi(m)〉 <∞, for all m ∈ Σ.
Remark 1.6. Assumption I becomes a familiar condition in reinforced random walks and
generalized Po´lya urns when the reinforcement functions only depend on the actual composi-
tion of the urn; more specifically when (1.6) holds for fi(n) = gi(φi(n)), with i ∈ {1, 2}, for a
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pair of deterministic functions gi : N 7→ (0,∞). In this case, 〈Bi(m)〉 =
∑∞
k=φi(0)+1
(1/gi(k))
(as φi(ui(k)) = φi(0) + k) and Assumption I is necessary and sufficient, according to the
celebrated Rubin’s Theorem (see [7]), for one colour to be picked finitely often, a.s..
Denote by A∞ the event that limk→∞ φ1(k) = limk→∞ φ2(k) =∞. For n ∈ N and m ∈ Σ,
set α(m) = Pm
(
A∞
)
. The following Proposition is a corollary of Proposition 4.1 which can
be found in the Appendix.
Proposition 1.7. supm∈Σ α(m) ∈ {0, 1}.
Definition 1.8. For any fixed sequence mn ∈ Σ, with n ∈ N, consider independent
GUP(M(n),M (n)0 = mn, f1, f2), where (M
(n), with n ≥ 1) denotes a sequence of independent
copies of M with different starting points. The process M(n) starts from mn. Let
⊗
n Pmn
be the corresponding product measure. For fixed n ∈ N, define (fi(k, n) : k ∈ N, i ∈ {1, 2})
(resp. (~φ(k, n) = (φ1(k, n), φ2(k, n)) : k ∈ N)), to be the sequence of reinforcement functions
determined by M(n) (resp. the sequence of composition of the n-th urn by time k). Let A∞(n)
be the event that limk→∞ φ1(k, n) = limk→∞ φ2(k, n) =∞. Set
UP(i, n) = (k : φi(k + 1, n)− φi(k, n) > 0). (1.7)
Let
Ti(n) =
(
f2i (k, n) : k ∈ UP(i, n)
)
.
The sequences Ti(n), with i ∈ {1, 2}, can be finite.
Assumption II. Suppose α(m0) > 0 and there exists a sequence mn that satisfies the
following conditions
i)
∑∞
n=1
(
1− α(mn)
)
<∞;
ii) Either limn→∞〈T1(mn)〉 ∨ 〈T2(mn)〉 =∞, a.s., or
lim inf
n→∞ ηn
〈T1(mn)〉 ∨ 〈T2(mn)〉
〈B1(mn)〉 ∨ 〈B2(mn)〉 > 0,
⊗
n
Pmn − a.s.., (1.8)
where ηn := inf{B1(mn) ∪B2(mn)}.
iii) There exist two families of random sequences an(k) = a(k,mn) and bn(k) = b(k,mn)
which satisfy the following.
– For k, n ∈ N, an(k) is measurable with respect to σ(M (n)0 ,M (n)1 , . . . ,M (n)k−1), an(k) ∈
{1, 2}, bn(k) := {1, 2} \ an(k), and
– Define U (n)a := {k ≥ 1: φan(k)(k + 1, n) > φan(k)(k, n)}, and U (n)b := N \ U (n)a .
For all n larger than an a.s. finite random time (not necessarily stopping time),
we have ∑
i∈U(n)a
1
fan(i)(i, n)
−
∑
j∈U(n)b
1
fbn(j)(j, n)
 1lA∞(n) ≤ 0, ⊗
n
Pmn − a.s.. (1.9)
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Our main result is the following.
Theorem 1.9. Consider GUP(M,M0 = m, f1, f2), for some m ∈ Σ. Assumptions I and II
cannot simultaneously hold.
Theorem 1.10. The urn described in Example 1.5 is GUP and one of the colours is picked
only finitely often.
Theorem 1.9 is a very general and powerful tool to decide whether supm∈Σ α(m) = 0 for
urns where the reinforcement depends not only on the composition of the urn but also on
external factors (e.g. interacting urns) or internal ones depending on the history of the urn.
A very particular example is when the reinforcement is a function of the composition of the
urn and the biggest run of consecutive picks with same colour. To the authors’ knowledge
very little is found in the literature about urns with strong dependence on the past. In general
the reinforcement only depends on the composition of the urn at a given stage, revealing still
a Markovian structure. This is of course quite a constraint for the applications. Think of
a consumer that has to choose between two products. He will not only observe how many
times in the past one of the products has been chosen over the other by other consumers, but
also the actual trend. In fact it is possible that one of the products might have been chosen
less times than the other but was quite successful in recent times, attracting the preference
of the consumer.
Urn processes have a variety of applications and are very important tools in statistics,
medicine and network theory (see preferential attachment models). We emphasize that we
cannot recover these results from the standard general techniques already available for gener-
alized Po´lya urns. In particular we were not able to apply the decoupling method introduced
by Rubin (see [7]) in our setting to prove attraction properties of one colour over the other.
A review of the existing results and applications of urn models is given in Section 1.5.
1.5 Literature review
Reinforced random walks were introduced by D. Coppersmith and P. Diaconis in an un-
published manuscript ([4]). The case of a single particle which moves to nearest neighbors
vertices of a graph is considered. The probability to traverse a given edge incidental to the
actual position is proportional to the weight of that edge, which in turn evolves in time as
follows. Each time is traversed the edge’s weight is increased by a fixed constant δ > 0. This
is the linear case. A more general case was studied by B. Davis [7]. He studied the case
where the probability to pass an edge is proportional to a reinforcement function f of the
times that edge has been traversed in the past. T. Sellke (see [17]) conjectured that if the re-
inforcement function f(i) is strong, i.e. satisfies
∑
j 1/(f(j)) <∞, then RRW on the triangle
visits exactly two adjacent vertices infinitely often; that is oscillates on one edge at all large
times. V. Limic proved the result when f(i) = iα for α > 1. Limic and P. Tarre´s (see [14])
extended this result on general graphs for a large class of reinforcement functions, including
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all the monotone increasing functions. C. Cotar and D. Thacker have recently announced
(see [5]) a complete solution of the problem on any bounded degree graph. They also include
in their paper complete results for the superlinear vertex reinforced random walk. As for the
latter properties, it is curious that it shows localization even in the linear case, where each
vertex is reinforced by one each time it is visited. It was proved by Ta´rres (see [20]) that
when defined on Z it localizes on exactly 5 consecutive vertices. See also [23] for the study of
this process on general graph. For a survey on reinforcement, including discussion on linear
and sublinear reinforced random walk see [19] and [12]. The results listed above only describe
the behaviour of a single particle. In [11] it is considered a system of two particles with linear
reinforcement, defined on Z. In that paper Y. Kovchegov proved that the two particles meet
infinitely often. Yilei Hu studied the case with K ≥ 2 particles in his Phd thesis (see [9]).
To the best of our knowledge, the result contained in our paper is the first concerning a
system of particles which interact through strong reinforcement. We also emphasize the fact
that our results on urn and system of reinforced particles go beyond the simple composition of
the urn or the number of times an edge has been visited. It actually covers more sophisticated
transition probabilities.
1.6 Brief description of the proof of Theorem 1.9
We reason by contradiction. We suppose that both Assumptions I and II hold. From now
on mn is used to denote a sequence which satisfies Assumption II. Later, we will work with
subsequences of this sequence. We embed infinitely many urns using the same Brownian
motion, sequentially. Each embedding can be briefly described as follows. Suppose we defined
Mk, then the composition of the urn at time k+1, i.e. ~φ(k+1) is determined by the Brownian
motion. We then use an external randomization to get Mk+1 using the fact that given Mk
and ~φ(k+ 1) the support of Mk+1 is countable and conditionally independent of the past Mj
with j < k. Recall that we denoted by M(n) = {M (n)k , k ≥ 0} the Markov processes associated
to the n-th urn. The n-th urn has initial condition M (n)0 = mn. Time Sn, properly defined
later, will denote the time when the first n urns are embedded. We prove that Sn < ∞
a.s.. In fact, this stopping time is smaller than the hitting time of a the set {−Cn, Cn} for
some finite Cn. Hence the process WSn , with n ∈ N, is a martingale. We prove that there
exists a random time N such that WSn −WSn−1 ≤ 0 for all n ≥ N . We also prove that
under Assumptions I and II the stopping time S∞ = limn Sn has infinite first moment. At
this point we distinguish two cases.
• If WS∞ > −∞, using the Kolmogorov three series Theorem and Burkholder-Davis-
Gundy (BDG) inequality, we prove that E[S∞] <∞ which yields a contradiction with
the above statement.
• WS∞ = −∞ then we use BDG inequality to argue that the martingale WSn , with n ∈ N,
is bounded in L1. This contradicts, using the Doob martingale convergence Theorem,
its convergence to −∞.
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Throughout the embedding, we make use of the following fact.
Remark 1.11. For any function f , and any positive constant λ, denote by λf the function
which maps j ∈ N 7→ λf(j). Fix m ∈ Σ. It is immediate to realize that GUP(M,M0 =
m,λf1, λf2), where λ is a positive constant, has the same distribution as GUP(M,M0 =
m, f1, f2). In fact, the transition probabilities described in (1.6) remain unchanged.
1.7 Embedding of the GUP into Brownian motion
Let (mn, n ∈ N) be a sequence in Σ satisfying the conditions in Assumption II. We embed
GUP(M,M0 = m1, f1, f2) into Brownian motion. Recall that we denote the reinforcement
processes for this urn using fi(k) = fi(k, 1), with i ∈ {1, 2}. To simplify the notation, we
drop the index 1 in the remaining part of this subsection. Fix m1 ∈ Σ. Set ~φ(0) = ~φ(0, 1) =
(φ1(0), φ2(0)), i.e. the initial configuration of the urn, which is determined by M0 = m1.
Recall that the reinforcement functions at time 1, i.e., f1(1) and f2(1) are also determined by
M0 = m1. Set e1 = (1, 0) and e2 = (0, 1). Recall the definition of the sequences a(k) = a1(k)
and b(k) = b1(k), with k ∈ N, from Assumption II. Let the process W := {Wt, t ≥ 0} be a
standard Brownian motion, which starts at 0. Denote by {Ft : t ≥ 0} the natural filtration
of this Brownian motion. We use this process to generate GUP(M,M0 = m1, f1, f2). Set
T0(1) = 0, a.s.. Let
T1(1) := inf
{
t ≥ 0 : Wt hits either 1/fa(1)(1) or − 1/fb(1)(1)
}
. (1.10)
If WT1(1)−WT0(1) = 1/fa(1)(1) then set ~φ(1) = ea(1) + ~φ(0), otherwise set ~φ(1) = eb(1) + ~φ(0).
Given ~φ(1) = d, with d ∈ N2, we define M1 by generating a random variable R1 independent
of FT1(1), with distribution
Pm1(M1 ∈ · | ~φ(1) = d),
and setting M1 = R1. Suppose we defined Tk(1) and Mk. Set φs(k) to be the s-th coordinate
of ~φ(k), with s ∈ {1, 2}. Set
Tk+1(1) = inf
{
t ≥ Tk(1) : Wt −WTk(1) hits either
1
fa(k+1)(k + 1)
or − 1
fb(k+1)(k + 1)
}
.
If WTk+1(1) −WTk(1) = 1/fa(k+1)(k + 1) then set ~φ(k + 1) = ~φ(k) + ea(k+1), otherwise set
~φ(k+1) = ~φ(k)+eb(k+1). Next, given the events {Mk = c}∩{~φ(k+1) = d}, with c ∈ Σ, d ∈ N2,
we define Mk+1 by generating a random variable Rk+1, independent from both FTk+1(1) and
σ(R1, R2, . . . , Rk), and with distribution
Pm1(Mk+1 ∈ · |Mk = c, ~φ(k + 1) = d),
and setting Mk+1 = Rk+1. We assume that Brownian motion and the random variables Rk,
k ∈ N, are defined on the same probability space (Ω,F ,P).
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By the ruin problem for Brownian motion, we have that
P
(
~φ(k + 1) = ~φ(k) + e1 |Mk
)
=
1/f2(k + 1)
(1/f1(k + 1)) + (1/f2(k + 1))
=
f1(k + 1)
f1(k + 1) + f2(k + 1)
, P− a.s.,
which is exactly the urn transition probability.
Remark 1.12. It is convenient for us to embed the process ~φ(k) into the Brownian motion,
because we use the well known results regarding this process to get a contradiction.
Define
T∞(1) := lim
k→∞
Tk(1). (1.11)
This limit exists because the sequence of stopping times {Tk(1)} is increasing. For this reason
T∞(1) is itself a stopping time, possibly infinite.
1.8 Proof of Theorem 1.9 in the case 〈B1(mn)〉∨〈B2(mn)〉 <∞, for infinitely
many n ∈ N.
We reason by contradiction and assume that both Assumptions I and II hold. We further
assume in this part of the proof that 〈B1(mn)〉 ∨ 〈B2(mn)〉 < ∞ for infinitely many n ∈ N.
By taking a subsequence, we assume that 〈B1(mn)〉 ∨ 〈B2(mn)〉 <∞ holds for all n ∈ N. In
virtue of Proposition 1.7, we have that limn→∞ α(mn) = 1. Recall the definition of ηn from
Section 1.1. Set
cn =
√
2
ηn
(〈B1(mn)〉 ∨ 〈B2(mn)〉). (1.12)
The sequence cn is deterministic, this will play a major role in what follows. Notice that we are
going to repeat the procedure of taking subsequences few more times in the remaining part of
the proof. Consider the infinite sequence of independent copies of M, say M(1),M(2) . . . with
starting points m1,m2, . . .. Set S1 = T∞(1). Next, we use the process {WS1+t −WS1 , t ≥ 0}
to embed GUP(M(1), M (1)0 = m2, c2f1(·, 2), c2f2(·, 2)) defining the hitting times T0(2) = S1
and Ti(2) to be times when the i-th ball is generated (similarly to what we have described
above) and let S2 to be its ending stopping time, i.e. S2 = T∞(2). We repeat this procedure,
to define the stopping times S3, . . . Sk . . ., each time using a new reinforcement scheme, as
follows. For k ≥ 2. we have that time Sk is the ending time of the embedding of GUP(M(1),
M (1)0 = m1, f1(·, 1), f2(·, 1)) and all the GUP(M(n), M (n)0 = mn, cnf1(·, n), cnf2(·, n)), with
2 ≤ n ≤ k.
Remark 1.13. The GUPs embedded are independent of each other. As before, we as-
sume that the Brownian motion and the variables used in the embedding are defined on
the same probability space (Ω,F ,P). Finally, notice that by the fact that (cn, n ∈ N) is
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a deterministic sequence, combined with remark 1.11, we have that GUP(M(n), M (n)0 =
mn, cnf1(·, n), cnf2(·, n)) has same distribution as GUP(M(n), M (n)0 = mn, f1(·, n), f2(·, n)).
We use cn because it changes the time needed to embed. In this way the total time needed to
embed all the GUP’s has infinite expectation, as we prove below.
Definition 1.14. Set A∞(n) to be the event that infinitely many balls of each colour are
picked in the GUP(M(n),M (n)0 = mn, cnf1(·, n), cnf2(·, n)).
Proposition 1.15. There exists an a.s. finite random time N1 such that for all n ≥ N1, we
have (
WSn −WSn−1
)
1lA∞(n) ≤ 0, eventually P− a.s..
Proof. Recall the definitions of U (n)a and U
(n)
b from the introduction.
As U (n)a and U
(n)
b form a partition of N, we have that
(WSn −WSn−1)1lA∞(n) = 1lA∞(n)
∞∑
j=1
(WTj(n) −WTj−1(n))
=
 ∑
w∈U(n)a
(WTw+1(n) −WTw(n)) +
∑
r∈U(n)b
(WTr+1(n) −WTr(n))
 1lA∞(n)
=
1
cn
 ∑
w∈U(n)a
1
fan(w)(w, n)
−
∑
r∈U(n)b
1
fbn(r)(r, n)
 1lA∞(n) ≤ 0,
eventually, P− a.s.. The last inequality is due to Assumption II.
The next Proposition is a well known result from Brownian motion. For completeness, we
include its proof in the Appendix of this paper. Denote by Hu the hitting time of the point
u by the one dimensional Brownian motion.
Proposition 1.16. Denote by Px the probability measure associated to a Brownian motion
which starts from x. Denote by Ex the corresponding expectation. For 0 < x < a, we have
Ex
[
Ha | Ha < H0
]
=
1
3
(a2 − x2), (1.13)
Ex
[
H2a | Ha < H0
]
=
1
45
(
7a4 − 10a2x2 + 3x4
)
(1.14)
Remark 1.17. It is convenient, for us, to rewrite the right-hand side of equation (1.13) as
L1(a− x, x) := 1
3
(a− x)2 + 2
3
(a− x)x, (1.15)
and equation (1.14) as follows
L2(a− x, x) := 1
45
(
7(a− x)4 + 28(a− x)3x+ 32(a− x)2x2 + 8(a− x)x3). (1.16)
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Notice that if both a− x and x are non-negative then
L1(a− x, x) ≥ 1
3
(a− x)2. (1.17)
Recall that ~φ(k, n) denotes the composition at time k in the GUP(M(n), M (n)0 = mn, cnf1,
cnf2) embedded into Brownian motion. Notice that ‘time’ k for the GUP(M
(n), M (n)n = mn,
cnf1(·, n), cnf2(·, n)) translates into time Tk(n) for the Brownian motion.
Definition 1.18. Let e(s) = e(s, n) ∈ {1, 2} be the index i such that φi(s+ 1, n) > φi(s, n).
Let v(s) = v(s, n) = {1, 2} \ e(s, n). We define ui(s) = ui(s, n) to be the s-th element of
UP(i, n), which was defined in (1.7). More precisely, let ui(1) = ui(1, n) := inf{k ≥
0: φi(k + 1, n) > φi(k, n)}, and let
ui(s) = u(s, n) := inf{k > ui(s− 1, n) : φi(k + 1, n) > φi(k, n)}.
Define Cn = σ{Sn−1,M (n)k : k ≥ 0}.
Lemma 1.19. Denote by E the expected value associated to the measure P. For p ∈ {1, 2},
we have that for all s ∈ N,
E[(Ts+1(n)−Ts(n))p | Cn] = Lp
(
1
cnfe(s)(s, n)
,
1
cnfv(s)(s, n)
)
. (1.18)
Proof. Given (M (n)s ,M
(n)
s+1) the variable (WTs+1(n) −WTs(n), Ts+1(n)− Ts(n)) is independent
of
i) FTs(n), where recall that (Ft) is the natural filtration of Brownian motion W;
ii) WTs+1(n)+t−WTs+1(n), with t ≥ 0, as this process is a Brownian motion independent of
FTs+1(n);
iii) (M (n)k : k ∈ N, k /∈ {s, s+ 1}). This is a consequence of points i) and ii) above.
This together with (1.13), (1.14) and the structure of our embedding scheme proves (1.18).
Remark 1.20. Using (1.17), we have
L1
(
1
cnfe(s)(s, n)
,
1
cnfv(s)(s, n)
)
≥ 1
3
1
c2nf
2
e(s)(s, n)
(1.19)
Lemma 1.21. We have
E[Sn − Sn−1 | Cn] ≥ 1
3
c−2n (〈T1(mn)〉 ∨ 〈T2(mn)〉)
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Proof. Using (1.13), the fact that
Sn − Sn−1 =
∞∑
s=1
(
Ts(n)− Ts−1(n)
)
,
and lemma 1.19, we have
E[Sn − Sn−1 | Cn] =
∞∑
s=1
E[Ts(n)− Ts−1(n) | Cn] ≥ 1
3
c−2n 〈T1(mn)〉+
1
3
c−2n 〈T2(mn)〉, P− a.s.,
(1.20)
where in the last inequality we used (1.19) combined with
∞∑
s=1
1
f2e(s)(s, n)
= 〈T1(mn)〉+ 〈T2(mn)〉.
Definition 1.22. Let N2 = inf{k ∈ N : A∞(n) holds for all n ≥ k}. By Assumption II i),
combined with Borel-Cantelli Lemma, N1 < ∞, a.s.. Define N = N1 ∨ N2, where N1 was
defined in the statement of Proposition 1.15. By taking a subsequence of (mn) we may and
do assume that P(N ≥ n) < e−n.
Proposition 1.23. If Assumptions I and II hold then E[S∞] =∞.
Proof. Notice that Assumption II can be rewritten as
lim inf
n→∞ c
−2
n (〈T1(mn)〉 ∨ 〈T2(mn)〉) > 0, P− a.s.
This implies that no matter which subsequence of the mn we are considering, we have
∞∑
n=1
c−2n (〈T1(mn)〉 ∨ 〈T2(mn)〉) =∞, P− a.s..
This implies, using Lemma 1.21,
E[S∞] ≥ 1
3
E
[ ∞∑
n=1
c−2n 〈T1(mn)〉+ c−2n 〈T2(mn)〉
]
=∞.
Lemma 1.24. We have
c−2n (〈T1(mn)〉 ∨ 〈T2(mn)〉) ≤ 1, P− a.s.. (1.21)
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Proof. Recall the definition of ηn given in Assumption II and cn from (1.12). In order to
prove (1.21) it is enough to prove
ηn〈Ti(mn)〉 ≤ 〈Bi(mn)〉.
The latter is proved once we prove that
ηn〈Ti(mn)〉 = ηn
∑
t∈N
1
f2i (ui(t), n)
≤
∑
t∈N
1
fi(ui(t), n)
≤ 〈Bi(mn)〉, (1.22)
where the random sequence ui(t) = ui(t, n) was introduced in definition 1.18. The first
inequality in (1.22) comes from the fact that P(fi(k, n) ≥ ηn) = 1, for all k ≥ n, due to the
definition of ηn. The last inequality is a consequence of the definition of 〈Bi(mn)〉, because
the t-th term in 〈Bi(mn)〉 is larger than 1/fi(ui(t), n). We used the convention fi(∞, n) =∞,
and 1/∞ = 0.
Definition 1.25. Recall e(s) = e(s, n) and v(s) = v(s, n) from definition 1.18. For γ, θ ∈ N,
set
Θn(γ, θ) := c
−(γ+θ)
n
∑
s∈N
1
fγe(s)(s, n)f
θ
v(s)(s, n)
.
Lemma 1.26. Θn(1, 1) ≤ 1, a.s..
Proof. As exactly one of the two quantities φ1(j + 1, n)− φ1(j, n) and φ2(j + 1, n)− φ2(j, n)
equals one while the other is zero, we have∑
s∈N
1
fe(s)(s, n)fv(s)(s, n)
=
∑
s∈N
1
f1(s, n)f2(s, n)
≤ 2η−1n max
i
〈Bi(mn)〉 = c2n,
where we used again the fact that P(fi(k, n) ≥ ηn) = 1, for all k ≥ n.
Lemma 1.27. Let s ∈ {1, 2, 3, 4}. We have
Θn(s, 4− s) ≤ 1, a.s.. (1.23)
Proof. Notice that for any positive function h : N 7→ (0,∞), we have that for any p > 1,
∞∑
j
h(j)−p ≤
 ∞∑
j
1
h(j)
p . (1.24)
For s ∈ {2, 3, 4}, using fe(j)(j, n) ∧ fv(j)(j, n) ≥ ηn, for all j ∈ N, we have∑
j∈N
1
fse(j)(j, n)f
4−s
v(j) (j, n)
≤ η−2n
∑
j∈N
1
f2e(j)(j, n)
≤ η−2n (〈B1(mn)〉+ 〈B2(mn)〉)2 ≤ c4n, (1.25)
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where in the second inequality we used (1.24) with p = 2 and the definition of 〈Bi(mn)〉.
(1.25) proves the Lemma for the case s ≥ 2. The remaining case, i.e. s = 1 is dealt as
follows.∑
j∈N
1
fe(j)(j, n)f
3
v(j)(j, n)
≤ η−3n
∑
j∈N
1
fe(j)(j, n)
≤ η−2n (〈B1(mn)〉+ 〈B2(mn)〉)2 ≤ c4n,
where in the last step we used both∑
j∈N
1
fe(j)(j, n)
≤
(
〈B1(mn)〉+ 〈B2(mn)〉
)
,
and η−1n ≤ (〈B1(mn)〉+ 〈B2(mn)〉).
Proposition 1.28. There exists a constant C such that for all n ≥ 1, we have
E[(Sn − Sn−1)2 | Cn] ≤ C, a.s.. (1.26)
Proof. It is a consequence of (1.13) and the following reasoning. Using conditional indepen-
dence (see proof of Lemma 1.19), we have that for s 6= k,
E[(Ts+1(n)− Ts(n))(Tk+1(n)− Tk(n)) | Cn]
= E [Ts+1(n)− Ts(n) | Cn]E [Tk+1(n)− Tk(n) | Cn] .
(1.27)
We have
E[(Sn − Sn−1)2 | Cn] =
∞∑
i=1
∞∑
k=1
E[(Ti+1(n)− Ti(n))(Tk+1(n)− Tk(n)) | Cn]
=
∞∑
i=1
∑
k 6=i
E[(Ti+1(n)− Ti(n)) | Cn]E [Tk+1(n)− Tk(n) | Cn] +
∞∑
i=1
E[(Ti+1(n)− Ti(n))2 | Cn]
= I + II.
First we prove that I is P-a.s. bounded by a constant. Using (1.27), (1.18), (1.13), (1.16),
and the non-negativity of fi(k, n), we have
∞∑
s=1
∑
k 6=i
E[(Ts+1(n)− Ts(n))(Tk+1(n)− Tk(n)) | Cn]
=
∞∑
s=1
E [(Ts+1(n)− Ts(n)) | Cn]
∑
k 6=s
E [Tk+1(n)− Tk(n) | Cn]
≤ (E[Sn − Sn−1 | Cn])2 =
(
1
3c2n
〈T1(mn)〉+ 1
3c2n
〈T2(mn)〉+ 2
3
Θn(1, 1)
)2
, P− a.s..
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In virtue of Lemmas 1.24 and 1.26, each of the terms appearing in the previous equation are
bounded by a constant which is independent of n. Next we prove that II is a.s. bounded by
a constant. Notice that from corollary 1.20 with p = 2, we have
∞∑
s=1
L2
(
1
cnfe(s)(s, n)
,
1
cnfv(s)(s, n)
)
=
7
45
Θn(4, 0) +
3∑
s=1
hsΘn(s, 4− s),
where h1 = 28/45, h2 = 32/45, and h3 = 8/45. Hence, using corollary 1.20, we have
∞∑
s=1
E[(Ts+1(n)− Ts(n))2 | Cn] = 7
45
Θn(4, 0) +
3∑
s=1
hsΘn(s, 4− s), (1.28)
In virtue of Lemma 1.27, each of the terms appearing in the previous equation are bounded
by a constant which is independent of n, ending the proof.
Lemma 1.29. E[supn≤N W 2Sn ] <∞.
Proof. Using Jensen’s inequality, and setting S0 = 0, we have
E[S2j ] = E
( j∑
`=1
(S` − S`−1)
)2 ≤ j j∑
i=1
E[(Si − Si−1)2] = O(j2),
where in the last step we used Lemma 1.27. Notice that using Burkholder-Davis-Gundy
(BDG) inequality, we have
E[sup
`≤j
W 4S` ] ≤ CE[S2j ] = O(j2),
for some constant C. Hence
E[ sup
n≤N
W 2Sn ] ≤
∞∑
j=1
E[sup
`≤j
W 2S`1l{N=j}] ≤
∞∑
j=1
E[sup
`≤j
W 4S` ]
1/2P (N = j)1/2
≤ C
∞∑
j=1
(
E[S2j ]
)1/2
P (N = j)1/2 ≤ C ′
∞∑
j=1
je−j/2 <∞.
Define W∞ = lim infn→∞WSn . The random variable W∞ can be seen as an infinite sum
of independent random variables WSn −WSn−1 . Moreover, in virtue of Proposition 1.15, we
have that WSn is non-increasing for n ≥ N . This implies that W∞ = limn→∞WSn . Hence,
by Kolmogorov 0-1 law, W∞ is either a.s. finite or it equals −∞ a.s.. We distinguish the two
cases.
Case I. In this case, we assume that
W∞ > −∞, P− a.s.. (1.29)
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Lemma 1.30. If we assume (1.29) then we can choose a subsequence mn, with n ≥ 1, such
that E[W 2∞] <∞.
Proof. As W∞ can be represented as the sum of independent variables Yn = WSn+1 −WSn
we have, using the Kolmogorov Three Series Theorem (see for example page 115 of [18]), that
∞∑
n=1
Var(Yn1l|Yn|≤1) <∞. (1.30)
On the other hand
Var(Yn1l|Yn|>1) ≤ E[Y 2n 1l|Yn|>1] ≤ E[Y 4n ]1/2P(|Yn| > 1)1/2
≤ CE[(Sn+1 − Sn)2]1/2P(|Yn| > 1)1/2 ≤ C1P(|Yn| > 1)1/2.
(1.31)
The inequality before the last one is an application of BDG inequality, and the last inequality
is a consequence of Proposition 1.28. By the three-series Theorem, we have that∑
n
P(|Yn| > 1) <∞.
The latter implies that limn P(|Yn| > 1) = 0. Hence we can choose a subsequence m′n of mn
such that ∑
n
P(|Yn| > 1)1/2 <∞. (1.32)
Notice that the embedding times Sn obtained using m
′
n satisfy (1.29). Next we work with
the embedding obtained using the sequence m′n. Combining (1.32) with (1.31), we have that
∞∑
n=1
Var(Yn1l|Yn|>1) <∞. (1.33)
Using the trivial inequality (a+ b)2 ≤ 2a2 + 2b2, we have
Var(Yn) ≤ 2E
[(
Yn1l|Yn|≤1 − E[Yn1l|Yn|≤1]
)2]
+ 2E
[(
Yn1l|Yn|>1 − E[Yn1l|Yn|>1]
)2]
= 2Var(Yn1l|Yn|≤1) + 2Var(Yn1l|Yn|>1)
Combining this with (1.30) and (1.33), we get
∞∑
n=1
Var(Yn) ≤ 2
∞∑
n=1
Var(Yn1l|Yn|≤1) + 2
∞∑
n=1
Var(Yn1l|Yn|>1) <∞.
Recall that Yn is a zero-mean random variable. Hence Var(Yn) = E[Y 2n ]. Using Fatou’s
Lemma, we have
E[W 2∞] ≤ lim infn→∞ E[W
2
Sn ] = limn→∞E[W
2
Sn ] =
∞∑
i=1
Var(Yi) <∞.
This implies our result.
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Recall that from Lemma 1.29 we have E[supn≤N W 2Sn ] <∞. Notice that for any sequence
an∈ R which has the property that there exists an integer M such that an+1 ≤ an for all
n ≥M , we have
|an| ≤ ( sup
j≤M
|aj |) + aM − a∞, (1.34)
where a∞ = limn→∞ an. In fact, the inequality is trivial for n ≤ M . For n > M notice that
the sequence |aM − an| = aM − an is non-decreasing in n. Hence |aM − an| ≤ aM − a∞.
Hence, for n > M we have
|an| ≤ |aM |+ |an − aM | ≤ |aM |+ (aM − a∞) ≤ ( sup
j≤M
|aj |) + (aM − a∞),
proving (1.34). Using (a+ b)2 ≤ 2a2 + 2b2, we have
a2n ≤ 2( sup
j≤M
|aj |)2 + 2(a∞ − aM )2. (1.35)
By the Optional Sampling Theorem, we have that E[W 2Sn ] = E[Sn], for all n ≥ 1. Hence,
for n ≥ 1,
E[Sn] = E[W 2Sn ] ≤ 2E[sup
i≤N
W 2Si ] + 2E[(W∞ −WSN )2] (using (1.35))
≤ 2E[sup
i≤N
W 2Si ] + 4E[W
2
∞] + 4E[W 2SN ] <∞,
(1.36)
where we used Lemmas 1.29 and 1.30 to establish that the latter quantity is finite. Equation
(1.36) yields, by sending n→∞ and using monotone convergence Theorem, that E[S∞] <∞
which contradicts Proposition 1.23.
Case II. Assume that W∞ = −∞, a.s.. The process Zn = WSn , with n ≥ 0, is a martingale.
In this case we have that
lim
n→∞Zn = −∞. (1.37)
For n > N we have Zn − Zn−1 ≤ 0, a.s.. This implies that for all n ≥ 1, we have
E[sup
n
Z+n ] = E
[
sup
n≤N
(
Z+n
)]
≤ 1 + E
[
sup
n≤N
(
Z+n
)2]
= 1 + E[ sup
n≤N
(WSn)
2] <∞, (1.38)
where in the last step we used Lemma 1.29. Notice that, as Zn is a zero mean martingale,
we have
sup
n
E[|Zn|] = 2 sup
n
E[Z+n ] <∞.
Hence, the martingale convergence theorem implies that limn→∞ Zn = Z∞ exists and is
integrable. This contradicts (1.37).
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1.9 Proof of Theorem 1.9 in the case 〈B1(mn)〉 ∨ 〈B2(mn)〉 =∞, eventually.
Recall that we are assuming that both Assumption I and II hold and again reason by
contradiction. In this case, to complete the proof of Theorem 1.9 we suppose that
〈B1(mn)〉∨〈B2(mn)〉 =∞ for all but finitely many n ∈ N, where mn is the sequence described
in Assumption II. By taking a subsequence, we assume that 〈B1(mn)〉 ∨ 〈B2(mn)〉 = ∞ for
all n ∈ N. Hence, in virtue of Assumption 1, there exists an index j ∈ {1, 2} such that
〈Bj(mn)〉 =∞ for all n ∈ N. Without loss of generality, we suppose that 〈B2(m1)〉 =∞ for
all n ∈ N while 〈B1(mn)〉 <∞ for all n ∈ N. In order for Assumption II to hold, we have
〈T2(mn)〉 =∞, P− a.s., (1.39)
for all n ∈ N. Fix n such that (1.39) holds and 〈B2(mn)〉 =∞. This implies that
∞∑
k=1
1
f2(u2(k), n)
=∞, P− a.s.,
where the sequence ui(t) = ui(t, n) was introduced in definition 1.18. We embed the
GUP(M,M0 = mn, f1(·, n), f2(·, n)) into Brownian motion starting at 0, in the way we de-
scribed in Section 2.3. Notice that we embed just one GUP. In this embedding we choose
a(k) = 1 and b(k) = 2 for all k ∈ N. In this case, on A∞, the Brownian motion would hit
−∞ before hitting 〈B1(mn)〉 < ∞, which gives a contradiction, as the Brownian motion is
recurrent in one dimension.
2 Proof of Theorem 1.2
From now on we fix ` ∈ [K] and assume that the assumptions of Theorem 1.2 hold. Recall the
Markov process Mk = ( ~Xk, ~Nk, ~Tk), with k ∈ N0, which takes values in the space Σ defined
in Section 1.3.
The next result establishes that the jumps from each vertex j ∈ V of the `-process can be
modelled using a suitable GUP. In order to simplify the notation, as ` ∈ [K] = {1, 2, . . . ,K} is
fixed, we remove it from most of the notation used throughout this section, with the exception
of the process X(`) itself.
Lemma 2.1. Fix j ∈ V . Consider Sys(m). Suppose that each time the process X(`) jumps
from j to j 	 1 (resp. to j ⊕ 1) we add one white ball (resp. one red ball) to a given urn.
This urn evolves like a GUP(M˜, M˜0, f1, f2), for some choice of reinforcement processes fi(·),
i ∈ {1, 2} and Markov process M˜ on Σ. This representation is true up to the random time,
possibly infinite, of the last visit of the process X(`) to vertex j.
Proof. Set t(1, j) = inf{u : u ∈ N, X(`)u = j}. Throughout this paper, the infimum over an
empty set is +∞. Define recursively, for k ≥ 2,
t(k, j) = inf{u : u > t(k − 1, j), X(`)u = j}.
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In the remaining part of the proof of this lemma, we simplify the notation into t(k), removing
the reference to the vertex j, which is fixed. Set M˜k = Mt(k+1). Define the processes
f1(k + 1) = T`,t(k+1)(j), f2(k + 1) = T`,t(k+1)(j 	 1).
Next we show that these processes satisfy the conditions listed in the definition of GUP. In
fact, referring to the definition of GUP, given in Section 1.11, we have the following.
A) It is satisfied. The processes fi(k + 1) and φi(k + 1) (the latter is the composition of
the urn described above, at time k + 1), with i ∈ {1, 2}, are determined by M˜k.
B) Σ is countable. This is a consequence of our assumption on the family of random
variables Ξ`,j(s).
The resulting GUP models the jumps of X(`) from vertex j to its neighbors, up to the last
visit of this process to j.
Definition 2.2. We denote the GUP described in Lemma 2.1 by GUP(j,m), where m is
the initial configuration of M. Define A∞(j) to be the event that GUP(j,m) picks infinitely
many balls of each colour. We emphasize the fact that these objects depend on `. However,
in our reasoning below, we decouple the behaviour of X(`) from the other processes.
For m ∈ Σ and j ∈ E, N`,j(0) under the measure Pm is deterministic. We denote using
pij(m) = pi
(`)
j (m) the value of N`,j(0) under Pm. Define the event
I = I(`) :=
{
∃V ′ ⊂ V : X(`)n ∈ V ′ for all large n
}
.
Notice that V ′ ⊂ V implies that V ′ 6= V . As X(`) jumps to nearest neighbors, we can assume
that V ′ is a connected set. Our aim is to prove that I holds with probability 1, no matter
what is the initial configuration in Σ. More precisely we prove that V ′ can be taken as the
set of two adjacent vertices. Of course this pair of vertices is random.
Set R1 to be the smallest even number larger than both R + 2 and v. Define the set
Π = Π(`) as follows.
Π :=
{
m˜ : ∃j ∈ E such that pij(m˜) +R1 ≤ pij	1(m˜) ∧ pij⊕1(m˜) and pij⊕1(m˜) 6= pij	1(m˜)
}
.
Lemma 2.3. Consider Sys(m), for m ∈ Σ. We have
Pm
(
I ∪ {Mt ∈ Π, i.o.}) = 1. (2.1)
Proof. Consider Sys(m). Throughout this proof, the constant ”c” stands for a generic positive
constant which depends on R1 but does not depend on the initial state m˜ of the Markov chain
M, with m˜ /∈ Π.
Next, for each configuration m˜ /∈ Π, we distinguish two main cases.
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1. Suppose M0 = m˜ satisfies
|pij(m˜)− pij	1(m˜)| ≤ R1, for all j ∈ E. (2.2)
We prove, for this case, that
Pm˜
(
M5R1+4 ∈ Π
)
> c, (2.3)
where recall that c > 0 is a constant independent of m˜. Our strategy to prove (2.3) is
to prove the existence of a path of length 5R1 + 4, with probability at least c, which
makes M5R1+4 ∈ Π. We describe the path as follows. Consider the largest between
pi
X
(`)
0 	1
(m˜) and pi
X
(`)
0
(m˜). Suppose the latter is the largest. It is easy to adapt the
following argument to the other case. Define the event
B1 := {X(`)s ∈ {X(`)0 , X(`)0 ⊕ 1} for all s ∈ 1, 2, . . . , 3R1 + 2}.
Notice, that as R1 is even, on the event B1 we have that X
(`)
3R1+2
= X(`)0 . Define
B2 = {X(`)3R1+3 = X
(`)
0 	 1}. Finally let
B3 := {X(`)s ∈ {X(`)0 	 2, X(`)0 	 1} for all s ∈ 3R1 + 3, 3R1 + 4, . . . , 5R1 + 4}.
Notice that on B1 ∩ B2 ∩ B3 we have that M5R1+4 ∈ Π, and that we use 3R1 + 2 in
the definition of B1 in such a way that the condition pij⊕1(m˜) 6= pij	1(m˜), appearing in
the definition of Π, is satisfied. Next, we bound from below Pm˜(B1 ∩ B2 ∩ B3) when
m˜ satisfies (2.2). As we already pointed out, the event B1 ∩ B2 ∩ B3 depends on the
first 5R1 + 4 consecutive jumps of X
(`). During the first 5R1 + 4 steps, the difference
between adjacent weights can be at most 6R1 + 4, which is a rough upper bound. This
is because m˜ satisfies (2.2). Hence, each path of length 5R1 + 4 has a probability of at
least (
1
1 + (1 + 6R1 + 4 +R)α
)5R1+4
. (2.4)
It follows from the fact that the function
x 7→ x
α
xα + (x+ 6R1 + 4 +R)α
is monotone increasing, for x ∈ [1,∞).
2. Suppose that m˜ /∈ Π satisfies
max
j∈E
|pij(m˜)− pij	1(m˜) ∨ pij⊕1(m˜)| > R1. (2.5)
Notice that (2.5), together with m˜ /∈ Π and the fact the underlying graph is a polygon,
implies that {
j ∈ E : |pij(m˜)− pij⊕1(m˜)| ≤ R1
}
6= ∅. (2.6)
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To prove (2.6), it is enough to reason by contradiction. If (2.6) does not hold, then the
minimizer j∗ of j 7→ pij(m˜) would satisfy pij∗(m˜) + R1 ≤ pij∗⊕1(m˜) ∨ pij∗	1(m˜), which
contradicts m˜ /∈ Π.
Consider A∗ ⊂ V to be one among the largest non-empty set of consecutive edges with
the following property. If j ∈ A∗, then
|pij(m˜)− pij⊕1(m˜)| ≤ R1.
In virtue of (2.5), we have A∗ 6= V . Denote byD the second largest subset of consecutive
edges, disjoint from A∗, with the properties described above. Notice that D could be
an empty set. On the opposite, D could have the same size as A∗.
Suppose that A∗ consists of exactly h < v edges, with h ≥ 1, say A∗ = {a, a ⊕ 1, a ⊕
2, . . . , a⊕(h−1)}. To simplify the notation, we assume that A∗ = {0, 1, 2, . . . , h−1} and
leave to the reader the simple task to adapt the following reasoning to the general A∗.
Notice that in what follows, to simplify the reasoning, we ignore the second condition
appearing in the definition of Π, i.e. piκ⊕1(m˜) 6= piκ	1(m˜). This would affect the path
by just one step (stop either one step earlier or one step later).
First, suppose that h ≥ 2. We first deal with the case where the probability of the
event
Pm({X(`) hits 1 before h−1} ∪ I) ≥ 1/2, (2.7)
Set B4 := {X(`) hits vertex 1 before h− 1} ∪ I. Recall that t1 = t(1, 1) is the hitting
time of vertex 1 by the process X(`). We have
Pm˜({X(`)k ∈ {1, 2} for all t1 ≤ k ≤ t1 + 2R1 + 1} ∩B4) ≥
1
2
(
1
2 + 3R1 + 1 +R
)2R1+1
,
(2.8)
yielding the result for this case. In fact, on the event appearing in the probability in
the right-hand side of (2.8), we have
pi0(Ms) +R1 ≤ pim−1(Ms) ∧ pi1(Ms),
for s ∈ {t1 + 2R1, t1 + 2R1 + 1}. As for the requirement pim−1(Ms) 6= pi1(Ms), as
discussed above, it holds for at least one element of the set {Mt1+2R1 ,Mt1+2R1+1}.
When (2.7) does not hold, replace {1, 2} with {h − 2, h − 1} in the left-hand side of
(2.8).
Next, suppose that h = 1. We distinguish two further subcases. The number of edges
in D can be either 0 or 1. First consider the case when D has exactly one edge, which
we denote by d. Assume that under the initial configuration m˜ we have 1 ≤ X(`)0 ≤ d.
We can adapt easily the following argument to the other case. Let U = {1, d + 1}.
Let s1 = inf{t ≥ 0: X(`)t ∈ U}. Define recursively sk = inf{t > sk−1 : X(`)t ∈ U}. Set
U˜ = {2, d}. Notice that
Pm˜({sk <∞ and X(`)sk+1 ∈ U˜ for all k ≤ 4R1} ∪ I) ≥
(
1
1 + (1 +R)α
)4R1
. (2.9)
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Notice that on the event inside the previous probability, we have that either I holds or
M hits Π.
Finally consider the case when D is empty, and A∗ consists of exactly one edge . Set
X := {m ∈ Σ: A∗ consists of exactly one edge and D is empty}
Again, we distinguish two cases. Define
Y := {m : ∃j ∈ E such that j ∈ A∗ and either pij	1(m) ≤ K(pij(m) ∨R1) or
pij⊕2(m) ≤ K(pij⊕1(m) ∨R1), or both},
(2.10)
where the constant K is chosen to be large enough, as specified later. Suppose that
m ∈ X ∪ Y. Suppose that pij	1(m) ≤ K(pij(m) ∨R1). Then,
Pm
(
I∪
{
{tj <∞}∩
{
Xk ∈ {j, j⊕1} for all k ∈ [tj , tj+2R1+1]
}}) ≥ ( 1
1 + (K + 2R1 +R)α
)2R1+1
.
(2.11)
If the event appearing inside the probability in (2.11) holds, either I holds or the process
M hits Π. A similar result holds when pij⊕2(m) ≤ K(pij⊕1(m) ∨R1).
Next, we consider the case when the initial state m ∈ X ∩ Yc. We show that either I
holds, or there exists an a.s. finite time t, under Pm, such that Mt ∈ X c ∪ Y. It means
that either I holds or we can use results from other cases to infer that M hits Π. We
reason by contradiction. For each j ∈ E, define the following event
A(j) =
∞⋂
k=0
{Nj	1(k) > K(Nj(k)∨R1)}∩{Nj⊕2(k) > K(Nj⊕1(k)∨R1)}∩{|Nj(k)−Nj⊕1(k)| ≤ R1}.
We have that {Mk ∈ X ∩ Yc,∀k ∈ N0} ⊂
⋃
j∈E A(j). Suppose Pm(A(j)) > 0 for some
j ∈ E. Consider the following urn. Suppose that each time that X(`) jumps from vertex
j to j 	 1 or from j ⊕ 2 to j ⊕ 3 we add one red ball and each time it jumps either
from vertex j to j ⊕ 1 or from j ⊕ 2 to j ⊕ 1 we add one white ball. We show that this
urn evolves like a GUP(M′,M ′0 = m, f1, f2), for some choice of reinforcement processes
fi(·), i ∈ {1, 2} and Markov process M′ on Σ. To see this, define
s1 := inf{u : u ≥ 0, either X(`)u = j or X(`)u = j ⊕ 2}.
Define recursively, for k ≥ 2,
sk := inf{u : u > sk−1, either X(`)u = j or X(`)u = j ⊕ 2}.
Define the stochastic processes
f1(k + 1) := Tj(sk)1lX(`)sk =j
+ Tj⊕1(sk)1lX(`)sk =j⊕2
,
f2(k + 1) := Tj	1(sk)1lX(`)sk =j
+ Tj⊕2(sk)1lX(`)sk =j⊕2
.
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where Tj = T`,j . Let M
′
k := Msk+1 , for k ∈ N0. It is trivial to check that A) and B)
from the definition of GUP are both satisfied. For A(j) to hold, either I must hold or
infinitely many balls of each color must be picked. Suppose that Pm(A(j) ∩ A∞) > 0,
where, as before, A∞ is the event that infinitely many balls of each color are picked
in this urn. In virtue of the proof of Proposition 4.1, we can find a sequence m∗n of
configurations in Σ, such that
{pij	1(m∗n) > K(pij(m∗n) ∨R1)} ∩ {pij⊕2(m∗n) > K(pij⊕1(m∗n) ∨R1)}
∩ {|pij(m∗n)− pij⊕1(m∗n)| ≤ R1},
(2.12)
and limn Pm∗n(A∞) = 1. Next we prove that this GUP would satisfy both Assumption
I and II, yielding a contraddiction. As for Assumption I), it is simple to check, using
(1.1), that
〈Bi(m∗n)〉 ≤
∞∑
k=1
k−α <∞,
for i ∈ {1, 2}.
As for Assumption II) i), we can definitely choose m∗n (by considering subsequences) in
such a way that it satisfies
∞∑
n=1
1− Pm∗n(A(j) ∩A∞) <∞.
There exists random time N∗ such that if n ≥ N∗ then A(j) ∩A∞ holds Pm∗n-a.s.. We
turn to Assumption II ii). We have
〈B1(m∗n)〉 ≤
∞∑
s=pij(m∗n)∧pij⊕1(m∗n)
1
sα
≤ 1
α− 1(pij(m
∗
n) ∧ pij⊕1(m∗n)− 1)1−α.
Whenever a red ball is picked from GUP(M′,M ′1 = m∗n, f1, f2), the following happens.
The process X(`) either jumps from j to j	1 or from j⊕2 to j⊕3. Before returning to
vertex j or j⊕2, it must cross again either edge j⊕2 or edge j	1. In the evaluation of
〈T2(m∗n)〉 and 〈B2(m∗n)〉 we don’t count the transition weights used to jump from j ⊕ 3
to j ⊕ 2 and the ones used to jump from j 	 1 to j. In the evaluation of 〈T1(m∗n)〉 and
〈B1(m∗n)〉 we don’t count the transition weights used to jump from either j ⊕ 1 to j or
from j ⊕ 1 to j ⊕ 2. Recall that for this GUP we have that the initial state satisfies
pij	1(m∗n) ∧ pij⊕2(m∗n) ≥ (K − 1)(pij(m∗n) ∨ pij⊕1(m∗n) ∨ R1), due to (2.12). Recall that
α > 1. We have
〈B2(m∗n)〉 ≤
∑
s=pij	1(m∗n)∧pij⊕2(m∗n)
1
sα
≤ 1
α− 1(pij(m
∗
n) ∧ pij⊕1(m∗n)− 1)1−α,
notice that on Ic,
〈T1(m∗n)〉 ≥
∑
s=pij(m∗n)∨pij⊕1(m∗n)+1
1
(2s+ 1 +R)2α
≥ 1
2(2α− 1)(2pij(m
∗
n)∨pij⊕1(m∗n)+R+2)1−2α.
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Finally ηn = (pij(m
∗
n) ∧ pij⊕1(m∗n) + 1)α. Hence Assumption II ii) is satisfied on Ic. We
turn to Assumption II iii). Denote by f (n)i (k), with i ∈ {1, 2}, the reinforcement process
for this GUP with initial condition m∗n. We associate f
(n)
1 to the edges j and j ⊕ 1,
while f (n)2 is associated to edges j 	 1 and j ⊕ 2. For n ≥ N∗, we have
∞∑
k=1
1
f (n)1 (k)
1lA∞(n) ≥
∑
s=pij(m∗n)∨pij⊕1(m∗n)+1
1
(2s+ 1 +R)α
1lA∞(n)
≥ 1
2(α− 1)(2pij(m
∗
n) ∨ pij⊕1(m∗n) +R+ 1)1−α1lA∞(n)
whereas
∞∑
k=1
1
f (n)2 (k)
1lA∞(n) ≤
∑
s=pij	1(m∗n)∧pij⊕2(m∗n)
1
sα
1lA∞(n) ≤
1
α− 1(pij	1(m
∗
n) ∧ pij⊕2(m∗n)− 1)1−α1lA∞(n)
≤ 1
α− 1((K − 1)pij(m
∗
n) ∨ pij⊕1(m∗n)− 1)1−α1lA∞(n)
≤ 1
2(α− 1)(pij(m
∗
n) ∨ pij⊕1(m∗n) +R+ 1)1−α1lA∞(n),
where the last inequality holds for K large enough. Hence, Assumption II iii) holds
with the choice bn(k) = 1 for all k, n ∈ N. Using Theorem 1.9, we infer that only finite
many red or white balls are picked. This contradicts Pm(Ic ∩ A(j)) > 0.
Next we combine the two cases described above, to get our result. Notice that in each of the
cases we considered, there is a positive probability that either M hits a configuration in Π
within an a.s. finite time on Ic or the event I holds. Denote by t∗ the hitting time X c ∪Y by
the process M. In the reasoning above, we sometimes simplified the notation and fixed A∗ to
be a particular set of edges. For this reason time t1 appeared in one of the estimates. More
generally, maxi∈V t(1, i) + v + 5R + 4 is an apper bound for each of the times listed above,
with the exception of the case when the initial configuration is in X ∩ Yc. Set E0 = 0 and
Ek := (max
i∈V
t(1, i) ◦ t∗ ◦ Ek−1) + v + 5R+ 4,
where t(1, i) ◦ t∗ ◦ Ek−1 is the hitting time of i after the first hitting time of X c ∪ Y which
happens by time Ek−1 on. Notice that {Ek =∞} ⊂ I. Finally, notice that as m˜ /∈ Π in our
reasoning above was arbitrary, we have
Pm ({∃s ∈ [Ek−1 + 1, Ek] : Ms ∈ Π} ∪ I |Ms /∈ Π ∀s ≤ Ek−1) ≥ c,
where c > 0. Using the strong Markov property and the Borel Cantelli Lemma, we have our
result.
For m ∈ Π, define ι(m) one of the indices k, chosen uniformly at random among the ones
which satisfy
pik(m) +R1 ≤ pik	1(m)∧pik⊕1(m), and pij⊕1(m˜) 6= pij	1(m˜). (2.13)
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If m /∈ Π, set ι(m) =∞. Let the event
U := {ι(M0) <∞} ∩ {X(`)k = ι(M0), X(`)k+1 = ι(M0)⊕ 1 i.o.}∩
∩ {X(`)k = ι(M0), X(`)k+1 = ι(M0)	 1 i.o.}.
Lemma 2.4. supm∈Π Pm(U) ∈ {0, 1}.
Proof. The following is a consequence of Proposition 4.1 in the Appendix,
sup
m∈Σ
Pm(U) ∈ {0, 1}.
As Pm(U) = 0 if m /∈ Π, we are done.
Lemma 2.5. For any m ∈ Σ we have Pm(U) = 0.
Proof. For any vector m ∈ Σ, define the following shift operator, which means that we change
the labels of the vertices mapping j 7→ j 	 1. More formally, we denote the shift operator by
θ : m 7→ m′ ∈ Σ, where under Pm′ we have ~X0 7→ ~X0 	 1, N`,j(0) 7→ N`,j	1(0) and finally
T`,j(0) 7→ T`,j	1(0). For s ∈ N, define θ1 = θ and recursively θs = θθs−1. We have
Pm(U) = Pθsm(U). (2.14)
This is because the event U does not depend on the actual label of the index chosen uniformly
at random from the set of indices satisfying (2.13). It is enough to prove that Pm(U) = 0 for
m ∈ Π. In virtue of (2.14), for each m ∈ Π, we can set, using a proper rotation, ι(m) = 1.
Consider Sys(m). Suppose that each time that X(`) jumps from 1 to 0 or 2 to 3 we add one
red ball and each time it jumps either from 1 to 2 or from 2 to 1 we add one white ball. We
show that this urn evolves like a GUP(M∗,M∗0 = m, f1, f2), for some choice of reinforcement
processes fi(·), i ∈ {1, 2} and Markov process M∗ on Σ. To see this, define
τ1 := inf{u : u ≥ 0, X(`)u = 1 or X(`)u = 2}.
Define recursively, for k ≥ 2,
τk := inf{u : u > τk−1, X(`)u = 1 or X(`)u = 2}.
Define the stochastic processes
f1(k) := T1(τk), f2(k) := T0(τk)1lXτk=1 + T2(τk)1lXτk=2,
where recall that Ts = T`,s. Let M
∗
k := Mτk+1 , for k ∈ N0. It is trivial to check that A)
and B) from the definition of GUP are both satisfied. In this context U is a subset of the
event, that in the urn described above, both white and red balls are picked infinitely often.
Suppose that
sup
m∈Π
Pm(U) > 0,
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and reason by contraddiction. Recall that we can find a sequence m′n ∈ Π such that
lim
n→∞Pm′n(U) = 1.
Consider GUP(M∗,M∗1 = m′n, f1, f2), as defined in the proof of Lemma 2.4. By tak-
ing subsequences, we assume that pi1(m
′
n) < pi1(m
′
n+1). Next we prove that this GUP, if
supm∈Σ Pm(U) > 0, would satisfy both Assumption I and II, yielding a contraddiction. As
for Assumption I), it is simple to check, using (1.1), that
〈Bi(m′n)〉 ≤
∞∑
k=1
k−α <∞,
for i ∈ {1, 2}.
As for Assumption II) i), we can definitely choose, by considering subsequences, m′n satisfying
∞∑
n=1
1− Pm′n(A∞) <∞.
We turn to Assumption II ii). We have
〈B1(m′n)〉 ≤
∞∑
s=pi1(m′n)
1
sα
≤ 1
α− 1(pi1(m
′
n)− 1)1−α.
Whenever a red ball is picked from GUP(M∗,M∗1 = m′n, f1, f2), the following happens. The
process X(`) either jumps from 1 to 0 or from 2 to 3. Before returning to vertex 1 or 2,
it must cross again either edge 0 or edge 2. In the evaluation of 〈T2(m′n)〉 and 〈B2(m′n)〉
we don’t count the transition weights used to jump from 3 to 2 or the ones used to jump
from 0 to 1. Recall that for this GUP we have that the initial state is in Π. Hence
pi0(m
′
n) ∧ pi2(m′n) ≥ pi1(m′n) +R1, and pi0(m′n) 6= pi2(m′n), and this implies
〈B2(m′n)〉 ≤
∑
s=pi0(m′n)∧pi2(m′n)
1
sα
≤ 1
α− 1(pi1(m
′
n)− 1)1−α,
notice that on Ic,
〈T1(m′n)〉 ≥
∑
s=pi1(m′n)+1
1
(s+R)2α
≥ 1
2α− 1(pi1(m
′
n) +R+ 1)
1−2α.
Finally ηn = (pi1(m
′
n))
α. Hence Assumption II ii) is satisfied. We turn to Assumption II
iii). Denote by f (n)i (k), with i ∈ {1, 2}, the reinforcement process for this GUP with initial
condition m′n. We associate f
(n)
1 to the edge 1. As on m
′
n we have that pi0(m
′
n) 6= pi2(m′n)
this implies that
∞∑
k=1
1
f (n)2 (k)
≤
∑
s=pi0(m′n)∧pi2(m′n)
1
sα
≤ 1
α− 1(pi1(m
′
n) +R1 − 1)1−α,
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where in the last inequality, we used
pi1(m
′
n) +R1 ≤ pi0(m′n)∧pi2(m′n).
On the other hand, we have that
∞∑
k=1
1
f (n)1 (k)
1lA∞(n) ≥
∑
s=pi1(m′n)+1
1
(s+R)α
1lA∞(n) ≥
1
α− 1(pi1(m
′
n) +R+ 1)
1−α1lA∞(n),
Then, as R1≥R+ 2, we have
∞∑
k=1
1
f (n)1 (k)
1lA∞(n) ≥
∞∑
k=1
1
f (n)2 (k)
1lA∞(n). (2.15)
Hence, Assumption II iii) holds with the choice bn(k) = 1 for all k, n ∈ N,.
Hence, if supm∈Π Pm(U) > 0 we have that Assumption I and II hold for this particular GUP.
In virtue of Theorem 1.9 and Lemma 2.4, we have a contradiction.
We denote by H∗ the minimum time satisfying the following. For u ∈ {ι(M0), ι(M0)⊕ 1},
the condition H∗ < t(k, u), t(s, u) <∞, implies that
X(`)t(k,u)+1 = X
(`)
t(s,u)+1.
In words, the process X(`) after each visit to either ι(M0) or ι(M0)⊕ 1 made after time H∗,
it steps always in the same direction. If the direction taken is from ι(M0) to ι(M0)⊕ 1 and
from ι(M0)⊕1 to ι(M0), then I holds, as either the process visits only two vertices at all large
times or the set {ι(M0), ι(M0)⊕ 1} is visited only finitely often. The alternative, in virtue of
Lemma 2.5, is that from ι(M0) it always jumps to ι(M0) 	 1 and from ι(M0) ⊕ 1 it always
jumps to ι(M0) ⊕ 2. Notice that H∗ is not stopping time, and that H∗ can be infinite. On
the other hand, if M0 ∈ Π, H∗ <∞ on Ic, due to Lemma 2.5.
For j ∈ E, denote by
Π′j := {m ∈ Σ: pij(m) ∨ pij	1(m)−R1 ≥ pij(m) ∧ pij	1(m)}.
Lemma 2.6. Fix m ∈ Π, and j ∈ E. We have
Pm
(
I ∪ {Mt ∈ Π′j , i.o.}) = 1. (2.16)
Proof. To prove (2.16) we reason as follows. Recall that t(k, j) is the k-th visit to vertex j.
Define J+(t) ∈ {j 	 1, j} as the maximiser of u 7→ T`,u(t), with u ∈ {j 	 1, j}. In case of
equality, we pick edge j. Define
Dk(j) :=
k+R1+R⋂
s=k
{
Xt(s,j)+1 = J
+(t(s, k)), t(s, j) <∞} ∪ {t(s, j) =∞}.
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Our goal is to prove that
Pm
(
Dk(j) holds for infinitely many k
)
= 1. (2.17)
In fact, if t(s, j) =∞ then t(u, j) =∞ for all u ≥ s. The probability, that after time t(s, j),
k ≤ s ≤ k +R1 +R, the process will traverse the edge J+(t(s, k)), conditionally to the past,
is at least
1
1 + (1 +R1 + 2R)α
.
This is because edge J+(t(s, k)) has an advantage at time t(s, k), in terms of transition prob-
abilities. This, together with Borel-Cantelli Lemma, proves (2.17). The extra R appearing
in the definition of Dk(j) is due to the gap between Tj(n) and Nj(n).
Lemma 2.7. Fix m ∈ Π and u ∈ {1, 2, . . . , v − 1}. Set j = ι(M0)⊕ u. Then
Pm
(
{M0 ∈ Π′j}∩{X(`)k = j,X(`)k+1 = j⊕1 i.o.}∩{X(`)k = j,X(`)k+1 = j	1 i.o.}∩{H∗ = 0}
)
= 0.
(2.18)
Proof. Denote by U ′ the event appearing in the left-hand side of (2.18). Suppose that
supm∈Π′ Pm(U ′) > 0. This implies that there exists a sequence m′′n ∈ Π′, such that
lim
n→∞Pm′′n
(
U ′
)
= 1. (2.19)
By the proof of Proposition 4.1, we can choose m′′n in such a way that the state m′′n com-
municates with m′′n+1, i.e. there exists s such that Pm′′n(Ms = m
′′
n+1) > 0. This implies
that limn→∞minj∈E pij(m′′n) = ∞. Consider a sequence of independent Sys(m′′n), where m′′n
satisfies (2.19). Denote by jn = ι(m
′′
n) ⊕ u, where u ∈ [v − 1]. In order to model the jumps
from vertex jn we have to consider an independent sequence of GUP(jn,m
′′
n).
We check that this sequence of GUP satisfies Assumptions I and II on {H∗ = 0}. Assump-
tion I is quite simple. As for Assumption II, choose any sequence which satisfies Assumption
II i). Next we use the fact that on the event {H∗ = 0} we have that each time the process
X(`) jumps from vertex jn it goes back to that vertex using the same edge, on I
c. We have,
on Ic,
〈T1(m′′n)〉 ≥
∑
k=pij−1(m′′n)+1
1
(2k + 1 +R)2α
≥ 1
(2α− 1)(2pij−1(m
′′
n) + 2 +R)
1−2α,
whereas
〈T2(m′′n)〉 ≥
∑
k=pij(m′′n)+1
1
(2k + 1 +R)2α
≥ 1
(2α− 1)(2pij(m
′′
n) + 2 +R)
1−2α.
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This is due to the fact that after time H∗, roughly speaking, the cycle structure is broken,
as explained above. Moreover,
〈B1(m′′n)〉 ≤
∞∑
k=pij−1(m′′n)
1
kα
≤ C1(pij−1(m′′n))1−α,
〈B2(m′′n)〉 ≤
∞∑
k=pij(m′′n)
1
kα
≤ C1(pij(m′′n))1−α.
Hence Assumption II ii) holds.
As for Assumption II iii), we pick bn(k) as follows. It equals 1 if pij(m
′′
n) ≥ pij	1(m′′n) + R1
and equals 2 otherwise. Recall that 1 is associated to white balls (move to the left) white 2
with red ones (move to the right). In fact, if pij(m
′′
n) ≥ pij	1(m′′n) +R1, we have
∞∑
k=1
1
f (n)2 (k)
1lA∞(n) ≥
∑
s=pij	1(m′′n)+1
1
(2s+R)α
1lA∞(n) ≥
1
α− 1(2pij	1(m
′′
n) +R+ 1)
1−α1lA∞(n)
≥ 1
α− 1(2pij	1(m
′′
n) + 2R1 − 1)1−α1lA∞(n)
≥
∑
s=pij(m′′n)
1
(2s)α
1lA∞(n) ≥
∞∑
k=1
1
f (n)1 (k)
1lA∞(n).
Similar reasoning, applies for the case pij	1(m′′n) ≥ pij(m′′n) +R1.
Hence if we reason by contradiction and assume that both colours (directions) are picked
infinitely often with positive probability, then GUP satisfies both Assumption I and II and
Theorem 1.9 yields a contradiction.
Proof of Theorem 1.2. Suppose that m is a configuration such that Pm(Ic) > 0. Lemma
2.3 implies that on Ic the process M hits a configuration in Π. Moreover on Ic, U c holds (via
Lemma (2.5)) and the process M hits a configuration in Π′j after H
∗, in virtue of 2.6. In virtue
of Lemma 2.7, for each j ∈ V there exists a random time Hj and a vertex vj ∈ {j 	 1, j ⊕ 1}
such that X(`)t(k,j)+1 = vj for all finite t(k, j) ≥ Hj . This proves that
Pm
(
Ic \ (G0 ∪G1 ∪G2)
)
= 0 for all m ∈ Σ, (2.20)
where
G0 := {X(`)k+2 = X(`)k , for all large enough k ∈ N}
G1 := {X(`)k+s = X(`)k ⊕ s, for s ∈ N and for all large enough k ∈ N}
G2 := {X(`)k+s = X(`)k 	 s, for s ∈ N and for all large enough k ∈ N}.
Next, we prove that
Pm(G1 ∪G2) = 0, for all m ∈ Σ. (2.21)
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Denote by H = maxHj . Notice that there exist j such that pij(MH) ≤ pij	1(MH). We have
T`,j(t(k, j))
T`,j(t(k, j)) + T`,j	1(t(k, j))
≤ 2/3,
for all large k, such that t(k, j) > H. This implies that for all sufficiently large s, we have
Pm(G1 ∩ {H ≤ t(s, j)}) ≤
∞∏
k=s
T`,j(t(k, j))
T`,j(t(k, j)) + T`,j	1(t(k, j))
≤
∞∏
k=s
2
3
= 0, (2.22)
for all m ∈ Σ, and s ∈ N. By sending s → ∞, (2.22) implies that Pm(G1) = 0. With a
very similar argument we infer Pm(G2) = 0. Hence, (2.20) combined with (2.21) implies that
Pm(Ic \G0) = 0. This gives a contraddiction, as G0 ⊂ I and we assumed Pm(Ic) > 0.
Hence, we proved that Pm(Ic) = 0, for all m ∈ Σ. Next, we prove that V ′ can be taken to
contain exactly two adjacent vertices. We reason again by contradiction. Fix a vertex j such
that 1 < j + 1 < v − 1.
sup
m∈Σ
Pm
(
{X(`)n = 0, i.o.} ∩ {X(`)n = j + 1, i.o.}
)
> 0. (2.23)
Consider GUP(j). We proved that after a random time, each time the process X(`) makes
a jump from j, if it returns to j it does it through the same edge used in the jump. Hence
after a random time, the GUP behaves like an urn. Using the similar estimates appearing in
the proof of Lemma 2.7 we obtain that supm∈Σ Pm∈Π′j (Aj(∞)) = 0. After a certain random
time, each jump from j− 1 would either always go towards j	 2 or always towards j. In the
former case, j is visited finitely often, which yields a contradiction. In the other case, the
walk we have that the event{
{X(`)n , X(`)n+1} ∈ {j − 1, j} eventually
}
,
holds, yielding another contradiction. The particular choice of the set {0, 1, 2, . . . , j+1} does
not affect the generality of the result. We just use a relabelling of the vertices and a union
bound to get a contradiction. We conclude that the process X(`) oscillates between exactly
two vertices at all large times.
3 Proof of Theorem 1.10
We consider the urn defined in Example 1.5, but with general initial conditions. Denote by
(N1(0), N2(0)) ∈ N2 the initial composition of the urn, i.e. N1(0) (resp. N2(0)) white (resp.
red) balls. In Example 1.5 the initial composition was assumed to be (1, 1). The evolution
of the urn is the same as described in the Example, and the constraint on g1(Zn) and g2(Zn)
becomes
gi(Zn) ≤ θ (N1(n) +N2(n)) ,
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a.s., for all large n, i ∈ {1, 2}, where the properties of θ are described in Example 1.5. Notice
that in virtue of (1.5), combined with the monotonicity of Ψ, we have θ(n + 2) ≤ (1/2) lnn
for all large n.
The process Mn = (N1(n), N2(n), Zn) evolves as an homogeneous markov chain on a count-
able state space. Set fi(n) = Ψ(N1(n) + gi(Zn)), for i ∈ {1, 2}. Both f1(n) and f2(n) are
functions of Mn. With this representation, it is trivial to see that the urn in Example 1.5
evolves as GUP(Mn,M0, f1, f2).
Proposition 3.1. Consider an urn with arbitrary initial conditions. The event
{|N1(n)−N2(n)| ≥ (1/2) blnnc+ 1, i.o.}
holds a.s..
Proof. Let v(n) ∈ {1, 2} the index which maximizes i 7→ Ni(n) + gi(Zn). In case of equality
we choose an index uniformly at random. Define
Cn :=
{
Nv(n)
(
n+ blnnc+ 1
)
−Nv(n)(n) = blnnc+ 1
}
.
Notice that
P(Cn |Mn−1) ≥ (1 + o(1/ lnn))blnnc+1
(
1
2
)blnnc+1
.
Using blnnc+ 1 ≤ log2 n for all large n combined with the second Borel Cantelli lemma, over
disjoint and hence independent blocks, we have
P(Cn i.o.) = 1.
On the other hand,
Cn ⊂
{∣∣∣N1(n+ blnnc )−N2(n+ blnnc+ 1)∣∣∣ ≥ blnnc+ 1} ,
as gi(Zn) ≤ θ(n+ 2) ≤ (1/2) lnn, for all large n, ending the proof.
Proof of Theorem 1.10. As Ψ satisfies
∫∞
1 (1/Ψ(u))du < ∞, it is immediate to see that
the GUP associated to the urn satisfies Assumption I. Next, we reason by contradiction and
suppose that for this GUP, we have that there exists m such that α(m) > 0. Then we prove
that also Assumption II hold, yielding a contradiction (via Theorem(1.9)). Using the proof
of Proposition 4.1, we can argue the existence of a sequence (mn) of comunicating states in
Σ, i.e. for all n ∈ N0,
Pmn(Mj = mn+1) > 0, for some j ∈ N,
which satisfies Assumption II i). We consider a sequence of independent urns. The urns have
different initial conditions. The Markov chain associated with the n-th urn is denoted by
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M(n) and satisfies M (n)0 = mn. Denote by (N
(n)
1 (0), N
(n)
2 (0)) ∈ N2 the initial composition of
the urn when M (n)0 = mn. Using Proposition 3.1, we can assume that the initial composition
of the urn satisfies
|N (n)1 (0)−N (n)2 (0)| ≥
⌊
ln
(
N (n)1 (0) +N
(n)
2 (0)
)⌋
+ 1. (3.1)
In fact, for any initial state mn, in virtue of Proposition 3.1, there exists an a.s. finite stopping
time S∗n when
|N (n)1 (S∗n)−N (n)2 (S∗n)| ≥
⌊
ln
(
N (n)1 (0) +N
(n)
2 (0) + S
∗
n
)⌋
+ 1.
Define m′n one of the elements in the support of MS∗n , such that Pm′n(A∞) ≥ Pmn(A∞). The
existence of such m′n is a consequence of the markov property and law of total probability.
We use m′n instead of mn, so we drop ′ and assume (3.1) to hold. Moreover, we can assume
that both sequences N (n)1 (0), N
(n)
2 (0) are strictly increasing in n. Using Proposition 4.2, we
can easily argue that Assumption II ii) holds. Set
tn = max
(
N (n)1 (0), N
(n)
2 (0)
)
.
We have tn ∈ N and limn→∞ tn =∞. Notice that using (3.1), we have
max
i
〈Bi(mn)〉 ≥
∑
k=tn−bln tnc)−1
1
Ψ(k + θ(k))
,
whereas
min
i
∞∑
k=1
1
f (n)i (k)
≤
∑
k=tn
1
Ψ(k)
.
In virtue of Proposition 4.3 we conclude that Assumption II iii) holds by choosing an(k) con-
stantly equal to the index in {1, 2} corresponding to the color corresponding to the maximizer
i 7→ 〈Bi(mn)〉.
4 Appendix
Proposition 4.1. Consider a Markov chain M on a countable state space Σ. Let Pm the
measure under which M0 = m ∈ Σ, a.s.. For any event A ∈ σ(M), we have supm∈Σ Pm(A) ∈
{0, 1}.
Proof. Suppose that there exists m0 ∈ Σ such that Pm0(A) > 0. Under this assumption we
prove that supm∈Σ Pm(A) = 1. Let Fn = σ(Ms, s ≤ n). There exists a sequence of events
An, such that An ∈ Fn, Pm0(An∆A) = o(1). For any fixed ε′ > 0, choose n large enough
that Pm0(An∆A) < ε′ and Pm0(An) ≥ (1/2)Pm0(A) > 0. Choose m, such that
Pm0
(
A |An ∩ {Mn = m}
)
> sup
j
Pm0
(
A |An ∩ {Mn = j}
)− ε′,
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where the supremum in the right-hand side is taken over the integers j such that {Mn =
j} ∩ An 6= ∅. Recall that Mn is a Markov chain, and the future of the GUP given Mn is
independent of Fn−1. Hence as An ∈ Fn, we have
Pm0
(
A |An ∩ {Mn = m}
)
= Pm
(
A
)
.
Moreover,
Pm0(A ∩An) = Pm0(An)− Pm0(An \A) ≥ Pm0(An)− ε′,
where ε′ was defined above. Fix ε > 0. By our choice of m, we have
Pm
(
A
)
= Pm0
(
A |An ∩ {Mn = m}
) ≥∑
j∈Σ
Pm0
(
A |An ∩ {Mn = j}
)
Pm0(Mn = j |An)− ε′
= Pm0
(
A |An
)− ε′ = Pm0(A ∩An)
Pm0(An)
− ε′ ≥ 1− ε
′
Pm0(An)
− ε′
≥ 1− 2ε
′
Pm0(A)
− ε′ ≥ 1− ε,
if we choose ε′ small enough. In the inequality before the last one, we used the fact that
Pm0(An) ≥ (1/2)Pm0(A) > 0.
Proof of Proposition 1.16 We first compute
Ex
[
Ha ∧H01lHa<H0
]
=
1
3
x
a
(a2 − x2). (4.1)
We start with
Ex
[
e−θHa1lHa<H0
]
=
sinh(x
√
2θ)
sinh(a
√
2θ)
. (4.2)
A reference for the previous formula is, for example, Karatzas-Shreve (second edition) page
100 formula 8.28. By taking the derivative of the right-hand side of (4.3) we obtain
1
sinh2(a
√
2θ)
[
cosh(x
√
2θ) sinh(a
√
2θ)
x√
2θ
− sinh(x
√
2θ) cosh(a
√
2θ)
a√
2θ
]
=
a22θ
sinh2(a
√
2θ)
(
1
a2(2θ)3/2
[
cosh(x
√
2θ) sinh(a
√
2θ)x− sinh(x
√
2θ) cosh(a
√
2θ)a
])
.
(4.3)
Use the fact that the expression in the first parenthesis approaches 0 as θ → 0 and apply De
L’Hopital to evaluate the limit in the second parenthesis, which turns out to be the right-hand
side of (4.1). By taking a second derivative, we get (1.14).
Proposition 4.2. Suppose that the function Ψ: (0,∞) 7→ (0,∞) is increasing and either
a) limx→∞Ψ(x)/Ψ(x− 1) =∞, or
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b) Ψ is twice continuously differentiable, with
∫∞
1 (1/Ψ(u))du < ∞, lim infx→∞Ψ′(x) =
∞, limx→∞Ψ(x)/Ψ(x− 1) exists in [1,∞), and
lim
x→∞
Ψ′′(x)Ψ(x)
Ψ′(x)2
> 0. (4.4)
We have
lim inf
n→∞ Ψ(n)
∑∞
k=n(1/Ψ(k)
2)∑∞
k=n(1/Ψ(k))
> 0. (4.5)
Proof. We distinguish the two cases. First assume that limx→∞Ψ(x)/Ψ(x− 1) =∞. In this
case, we prove that
lim sup
n→∞
Ψ(n)
∞∑
k=n
1
Ψ(k)
≤ 2. (4.6)
The first step to prove (4.6) is to prove that
lim sup
n→∞
Ψ(n)
∞∑
k=n+1
(1/Ψ(k)) ≤ 1. (4.7)
To this end, notice that
lim sup
n→∞
Ψ(n)
∞∑
k=n+1
(1/Ψ(k)) ≤ lim sup
n→∞
∫∞
n (1/Ψ(u))du∫ n+1
n (1/Ψ(u))du
. (4.8)
Hence, (4.7) is a consequence of De L’Hopital applied to the right hand side of (4.8) (with a
continuous variable x instead of the discrete n) and the assumption limx→∞Ψ(x)/Ψ(x−1) =
∞, which yield
lim
n→∞
∫∞
n (1/Ψ(u))du∫ n+1
n (1/Ψ(u))du
= 1.
Hence
lim sup
n→∞
Ψ(n)
∞∑
k=n
1
Ψ(k)
= 1 + lim sup
n→∞
Ψ(n)
∞∑
k=n+1
1
Ψ(k)
≤ 2,
proving (4.6). Finally
lim inf
n→∞
Ψ(n)
∑∞
k=n(1/Ψ(k)
2)∑∞
k=n(1/Ψ(k))
= lim inf
n→∞
Ψ(n)2
∑∞
k=n(1/Ψ(k)
2)
Ψ(n)
∑∞
k=n(1/Ψ(k))
≥
(
lim sup
n→∞
Ψ(n)
∞∑
k=n
1
Ψ(k)
)−1
≥ 1/2,
proving (4.5) when (4.6) holds.
Next, we move to case b). Our assumptions imply that
lim
x→∞
∫∞
x−1(1/Ψ(u))du∫∞
x (1/Ψ(u))du
(4.9)
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exists in [1,∞). Notice that
lim inf
n→∞ Ψ(n)
∑∞
k=n(1/Ψ(k)
2)∑∞
k=n(1/Ψ(k))
≥ lim inf
n→∞ Ψ(n)
∑∞
k=n(1/Ψ(k)
2)∫∞
n−1(1/Ψ(u))du
.
Hence, using (4.9), we infer that a sufficient condition for (4.5) to hold, is that
Ψ(n)
∞∑
k=n
(1/Ψ(k)2) > η
∫ ∞
n
(1/Ψ(u))du (4.10)
for some η > 0, which is specified below, and for all n ∈ N. A sufficient condition for (4.10)
to hold is that
lim
x→∞
Ψ(x)
∫∞
x
1
Ψ(u)2
du∫∞
x
1
Ψ(u)du
exists and is positive. (4.11)
Using De L’Hopital in (4.11) we require that
lim
x→∞−
Ψ′(x)
∫∞
x
1
Ψ(u)2
du− (1/Ψ(x))
1/(Ψ(x))
> 0. (4.12)
(4.12) holds if and only if
lim
x→∞
∫∞
x
1
Ψ(u)2
du
1/(Ψ′(x)Ψ(x))
∈ [0, 1)
Using the De L’Hopital one more time,
lim
x→∞
Ψ′(x)2
Ψ′′(x)Ψ(x) + Ψ′(x)2
∈ [0, 1),
which is a consequence of (4.4).
Proposition 4.3. Suppose that the function Ψ: (0,∞) 7→ (0,∞) is differentiable, with
Ψ′(x) > 0 for all x. If θ(x) is a positive increasing function for which there exists a ∈ (0, 1/2)
such that
Ψ(z + a ln z)
Ψ
(
z + θ(z)
) ≥ 1 + 1
2z
, for all large z, (4.13)
then ∞∑
k=n−(1/2)blnnc−1
1
Ψ(k + θ(k))
≥
∑
k=n
1
Ψ(k)
, for all large n.
Proof. It is enough to prove∫ ∞
x−(1/2) lnx
1
Ψ(u+ θ(u))
du ≥
∫ ∞
x−1
1
Ψ(u)
du, for all large x. (4.14)
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In order to prove (4.14), we apply a suitable change of variable. Let h(u) = V −1(u) − 1,
where V (x) = x − (1/2) lnx is smooth and one-to-one on [1,∞). Since by definition h(x −
(1/2) lnx) = x− 1, a simple change of variables yields∫ ∞
x−(1/2) lnx
1
Ψ(u+ θ(u))
du =
∫ ∞
x−1
1
h′
(
h−1(w)
)
Ψ(h−1(w) + θ(h−1(w))
dw. (4.15)
Hence, a sufficient condition for (4.14) to hold is
1
h′
(
h−1(w)
)
Ψ
(
h−1(w) + θ(h−1(w))
) ≥ 1
Ψ(w)
, for all large w (4.16)
or equivalently
Ψ(h(u))
Ψ
(
u+ θ(u)
) ≥ h′(u), for all large u.
To this end we show that for all large w we have, for a ∈ (0, 1/2),
h(w) ≥ w + a lnw := Va(w), (4.17)
or equivalently that
x− 1 ≤ Va(V (x)) = x− (1/2) lnx+ a ln(x− (1/2) lnx)
or that
a ln
x
x− (1/2) lnx + ((1/2)− a) lnx ≥ 1,
which is clearly true for x large enough.
In the same way we have that, for x large enough,
h′(V (x)) =
1
1− 12x
≤ 1 + 1
2V (x)
, i.e. for u large enough, h′(u) ≤ 1 + 1
2u
.
It is now clear that (4.13) implies that
Ψ(h(u))
Ψ
(
u+ θ(u)
) ≥ Ψ(u+ a lnu)
Ψ
(
u+ θ(u)
) ≥ 1 + 1
2u
≥ h′(u), for all large u.
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