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Povzetek
Naslov: Avtomatsko postavljanje locˇil v surovem tekstu
Razpoznava govora je sistem, ki omogocˇa avtomatsko pretvorbo govora
v besedilo. Izhod taksˇnega sistema je surovo besedilo brez velikih zacˇetnic,
locˇil in ostalih oblikovnih lastnosti. Ker je taksˇno besedilo nepregledno, rocˇno
urejanje pa zahteva veliko dela, so se uveljavile razlicˇne metode, ki omenjene
tezˇave resˇujejo avtomatsko.
Taksˇni sistemi lahko temeljijo na razlicˇnih metodah, vendar so se v za-
dnjem cˇasu predvsem zaradi dobrih rezultatov uveljavili razlicˇni tipi nevron-
skih mrezˇ. Tako smo v sklopu magistrskega dela implementirali sistem, ki za
svoje delovanje uporablja rekurencˇne nevronske mrezˇe. Preizkusili smo ga z
razlicˇnimi vektorskimi vlozˇitvami, kot so GloVe, ELMO in BERT. Implemen-
tirali smo tudi spletno storitev, ki omogocˇa, da sistem enostavno integriramo
v razlicˇne storitve, kot je npr. zˇe prej omenjena avtomatska razpoznava
govora.
Kljucˇne besede
strojno ucˇenje, nevronske mrezˇe, postavljanje locˇil

Abstract
Title: Automatic puctuation in raw word sequences
Speech recognition is a system that allows for automatic conversion of
speech into written text. Such systems typicaly return raw text without any
formatting such as capital letters or punctuation symbols. Because such text
is unreadable and it also requires a lot of work to edit manually, various
methods have been introduced that solve these problems automatically.
Such systems can be based on a variety of methods. However, due to
good results they provide, different types of neural networks are mainly used
nowdays. As part of the master’s thesis, we have implemented a system
that uses recurrent neural network to predict punctuation symbols in raw
unpunctuated text. We have tried it with different word embeddings such
as GloVe, ELMO and BERT. We have also implemented a web service that
allows us to easily integrate the system into various other services, such as
automatic speech recognition.
Keywords
machine learning, neural networks, punctuation restoration

Poglavje 1
Uvod
Locˇila predstavljajo zelo pomembno lastnost besedila. Brez teh je besedilo
nepregledno, v nekaterih primerih pa se lahko spremeni tudi pomen:
A woman, without her man, is nothing.
A woman: without her, man is nothing.
Cˇeprav zgornji dve povedi vsebujeta enako zaporedje besed, je njun pomen
ravno nasproten.
Zaradi tehnolosˇkega napredka in vse sˇirsˇe uporabe sistemov za pretvorbo
govora v besedilo imamo na voljo velike kolicˇine avtomatsko generiranega
besedila. Taksˇna besedila so brez locˇil, velikih zacˇetnic in ostalih oblikovnih
lastnosti, kar pomembno vpliva na njihovo uporabnost. Ker je rocˇno urejanje
taksˇnih besedil zamudno, so se pojavili razlicˇni sistemi, ki to delo opravljajo
avtomatsko.
Cilj nasˇega dela je izdelati sistem, ki v dano besedilo avtomatsko postavi
locˇila. Ker se je s taksˇnimi sistemi ukvarjalo zˇe veliko raziskovalcev, smo v
poglavju 2 najprej preucˇili razlicˇne pristope in ugotovili, da najboljˇse rezul-
tate dosegajo sistemi, ki temeljijo na uporabi globokih nevronskih mrezˇ. Na
podlagi tega smo se odlocˇili, da bomo model zasnovali na globoki dvosmerni
rekurencˇni nevronski mrezˇi tako kot avtorji cˇlanka [1]. V prvem koraku smo
implementirali predlagan model brez mehanizma osredotocˇenja, pri cˇemer
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smo uporabili knjizˇnico TensorFlow. Za predstavitev besed smo tako kot
avtorji cˇlanka uporabili vektorske vlozˇitve GloVe. Pri ucˇenju modela na kor-
pusu Gigafida [2] smo dosegli relativno dobre rezultate. Povprecˇna tocˇnost
postavljanja locˇil je bila 83.1-odstotna. Cˇeprav so rezultati videti boljˇsi,
kot porocˇajo avtorji izvirnega modela, pa neposredna primerjava seveda ni
mogocˇa, saj je izvirni model naucˇen na anglesˇkem besedilu, nasˇ pa na slo-
venskem. To potrjujejo tudi rezultati, ki jih porocˇajo avtorji cˇlanka [3], ki so
model predstavljen v [1] naucˇili na slovenskem jeziku. Povprecˇna tocˇnost, ki
so jo dosegli, je bila 88.1-odstotna, kar je vecˇ kot v nasˇem primeru.
Namesto spreminjanja same arhitekture nevronske mrezˇe predlaganega
modela smo le-tega poskusili nadgraditi z razlicˇnimi vektorskimi vlozˇitvami.
Vektorske vlozˇitve GloVe imajo namrecˇ pomanjkljivost, saj je vrednost vek-
torske vlozˇitve za dano besedo enaka ne glede na kontekst, v katerem se
beseda pojavlja. Tako ima na primer beseda prst eno vektorsko vlozˇitev,
cˇeprav ima ta vecˇ pomenov: prst kot del roke ali prst kot zemlja. Pomanj-
kljivost smo poskusili odpraviti z uporabo kontekstualnih vektorskih vlozˇitev,
kot sta BERT in ELMO. Obe metodi predstavitve besed pri izracˇunu vek-
torskih vlozˇitev uposˇtevata kontekst in razlikujeta med takimi primeri, ki
smo ga omenili zgoraj. Z uporabo vektorskih vlozˇitev ELMO smo rezultate,
dosezˇene v prvi fazi, izboljˇsali za 6.9 odstotkov.
Na koncu smo implementirali tudi spletno storitev, ki omogocˇa enostavno
uporabo nasˇega modela in mozˇnost integracije v druge sisteme. Pri tem
imamo v mislih predvsem sisteme za avtomatsko razpoznavo govora. Taksˇni
sistemi se uporabljajo na razlicˇnih podrocˇjih, kot so: prepisovanje govorov,
glasovni ukazi, podnaslavljanje televizijskih programov itd. Za vecˇino ome-
njenih podrocˇij se uporabnost transkriptov bistveno povecˇa, cˇe besedilo vse-
buje locˇila.
Kot zˇe omenjeno smo v poglavju 2 raziskali sorodna dela, ki obravnavajo
razlicˇne pristope za postavljanje locˇil. Ker smo se pri izdelavi modela odlocˇili
za globoke nevronske mrezˇe, bomo v poglavju 3.1.1 najprej predstavili osnove,
ki so koristne za razumevanje delovanja le-teh. Sledil bo pregled razlicˇnih
3tipov nevronskih mrezˇ s poudarkom na rekurencˇnih nevronskih mrezˇah (po-
glavje: 3.1.4), ki smo jih uporabili v nasˇem modelu. V poglavju 3.1.6 sledi
pregled razlicˇnih nacˇinov predstavitve besed. V poglavju 4.1 je predstavljen
model iz cˇlanka [1], na katerem smo zasnovali nasˇo resˇitev. Temu sledi opis
nasˇega modela v poglavju 4.2, priprave podatkov v poglavju 4.3 in postopka
ucˇenja v poglavju 4.5. Delo bomo zakljucˇili z opisom postopka evaluacije in
prikazom rezultatov v poglavju 5.
4 POGLAVJE 1. UVOD
Poglavje 2
Sorodno delo
Z avtomatskim postavljanjem locˇil se je do sedaj ukvarjalo zˇe vecˇ raziskoval-
cev. Uporabljene pristope lahko v splosˇnem razvrstimo v tri razlicˇne katego-
rije [3]. Prva kategorija problem resˇuje z uporabo n-gram jezikovnih modelov.
Tukaj omenimo cˇlanek [4], v katerem so avtorji omenjen pristop uporabili za
postavljanje locˇil in dolocˇanje velikih zacˇetnic. Z uporabljenim modelom so
dosegli 57-odstotno tocˇnost pri napovedovanju vejic in 65-odstotno tocˇnost
pri napovedovanju pik za anglesˇki jezik.
V drugo skupino spadajo pristopi, ki postavljanje locˇil obravnavajo kot
problem oznacˇevanja sekvenc. Sem spadajo modeli, kot sta skriti model
Markova (ang. hidden Markov model) in pogojna nakljucˇna polja (ang. con-
ditional random field). Slednjega uporabljajo tudi avtorji cˇlanka [5]. Pri
ucˇenju modela so uporabili kombinacijo razlicˇnih znacˇilnic, kot so ocena je-
zikovnega modela, n-grami, dolzˇina povedi in sintakticˇne informacije. Pri
ucˇenju na anglesˇkih besedilih njihov model dosega 67-odstotno tocˇnost pri
postavljanju pik in 72-odstotno tocˇnost pri postavljanju vejic.
V tretji skupini se nahajajo pristopi, ki uporabljajo umetne nevronske
mrezˇe. Najprej naj omenimo cˇlanek Bidirectional Recurrent Neural Network
with Attention Mechanism for Punctuation Restoration [1], ki nam je sluzˇil
kot osnova pri razvoju nasˇega sistema. Avtorji so podobno kot mi zˇeleli
razviti sistem za postavljanje locˇil v besedilih, pridobljenih z avtomatskim
5
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razpoznavalnikom govora. Posebnost njihovega sistema je, da lahko za ucˇenje
modela poleg samega besedila uporablja tudi informacijo o pavzah, ki jih je
govorec naredil med posameznimi besedami. Model so zasnovali okoli dvo-
smerne rekurencˇne nevronske mrezˇe. Poleg tega so avtorji uporabili tudi
mehanizem osredotocˇenja (ang. attention mechanism), s katerim so sˇe neko-
liko izboljˇsali delovanje. Model so ucˇili na dveh jezikih; in sicer estonsˇcˇini in
anglesˇcˇini. V prvem primeru so pri testiranju na referencˇnih transkriptih v
povprecˇju dosegli 78.6-odstotno tocˇnost. Pri testiranju na dejanskem izhodu
sistema za avtomatsko razpoznavo govora pa se je model odrezal nekoliko
slabsˇe. V povprecˇju so dosegli 61.3-odstotno tocˇnost. Za anglesˇcˇino je nji-
hov model pri testiranju na referencˇnih transkriptih dosegel nekoliko slabsˇo
tocˇnost; in sicer 68.9-odstotno. Pri testiranju na izhodu avtomatskega razpo-
znavalnika pa so dosegli 65.5-odstotno tocˇnost napovedi. Omeniti velja, da
so pri ucˇenju modela za estonsˇcˇino poleg besedila uporabili tudi informacijo
o pavzah, cˇesar pri anglesˇcˇini niso storili.
Zgoraj omenjeni cˇlanek je sluzˇil tudi kot osnova avtorjem cˇlanka [6]. V
njem so se osredotocˇili predvsem na vkljucˇevanje dodatnih govornih lastno-
sti. Poleg premorov med besedami, ki so jih uposˇtevali zˇe avtorji izvirnega
cˇlanka, njihov model uposˇteva tudi osnovno frekvenco in intenziteto govora.
Poleg tega je njihov model v primerjavi z izvirnim zasnovan tako, da do-
datne informacije vkljucˇi vzporedno z leksikalnimi informacijami. V izvir-
nem modelu je bilo namrecˇ ucˇenje potrebno izvesti v dveh stopnjah; najprej
z leksikalnimi informacijami, nato sˇe z informacijami o premorih. Avtorji
porocˇajo o 5.8-odstotni izboljˇsavi F1 ocene v primerjavi z izvirnim mode-
lom pri ucˇenju z enakimi lastnostmi, ki zajemajo besede in premore. Ob
vkljucˇitvi osnovne frekvence se ocena v povprecˇju izboljˇsa sˇe za nadaljnjih
3.3 odstotka. Ugotovili so, da razlicˇne lastnosti razlicˇno vplivajo na kvaliteto
napovedi za posamezna locˇila. Pri pikah in vprasˇajih je vkljucˇevanje osnovne
frekvence in intenzitete izboljˇsalo rezultate, medtem ko so za vejice najboljˇse
rezultate dobili z modelom, ki uposˇteva le besede in premore.
Na tem mestu velja omeniti sˇe cˇlanek [7], v katerem avtorji predstavijo
7model, ki uporablja vecˇje sˇtevilo rekurencˇnih slojev, pri cˇemer na vsakem
sloju uporabljajo tudi mehanizem osredotocˇenja. S predlaganim modelom sˇe
nekoliko izboljˇsajo rezultate iz [1]. Za postavljanje vejic dosezˇejo tocˇnost 62.9
odstotkov, za pike 77.3 odstotkov in za vprasˇaje 69.6 odstotkov. Povprecˇna
tocˇnost njihovega modela je 70-odstotna, kar je za 1.1 odstotek bolje kot v
primeru modela iz [1].
Vsekakor pa rekurencˇne nevronske mrezˇe niso edina arhitektua, ki se upo-
rablja pri resˇevanju tovrstnih problemov. Avtorji cˇlanka [8] za postavljanje
locˇil uporabljajo model, ki temelji na konvolucijski nevronski mrezˇi in dosega
60.7-odstotno tocˇnost napovedi za pike in 53.4-odstotno za vejice pri testira-
nju na referencˇnih transkriptih. Zanimivo je, da z nobenim od predlaganih
modelov niso uspeli pravilno postaviti niti enega vprasˇaja. Kot navajajo v
cˇlanku, za to obstajata dva razloga. Prvi razlog je relativno majhna po-
gostost vprasˇajev v ucˇni mnozˇici, drugi pa je majhna dolzˇina sekvence (5
besed), ki jo model uposˇteva. Beseda, ki dolocˇa, ali se na koncu povedi
pojavi vprasˇaj, je namrecˇ najvecˇkrat na zacˇetku povedi, kar pomeni, da se
v primeru povedi, ki je daljˇsa od petih besed, zacˇetne besede pri napovedi
preprosto ignorirajo.
Po pregledu razlicˇnih pristopov lahko zakljucˇimo, da se v zadnjem cˇasu za
resˇevanje problema, ki ga obravnavamo, uporabljajo predvsem razlicˇne vrste
nevronskih mrezˇ, ki v splosˇnem ponujajo boljˇse rezultate kot drugi pristopi.
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Poglavje 3
Metode
Kot je razvidno iz poglavja 2 obstaja veliko razlicˇnih pristopov, ki jih lahko
uporabimo pri izdelavi sistema za avtomatsko postavljanje locˇil. Med vsemi
pristopi v zadnjem cˇasu prevladujejo modeli, ki temeljijo na umetnih ne-
vronskih mrezˇah. Razlog je predvsem v dobrih rezultatih, ki jih dosezˇejo.
Nasˇtejmo sˇe nekaj razlogov, zakaj se je uporaba nevronskih mrezˇ predvsem
v zadnjem cˇasu mocˇno povecˇala. [9]
• Dandanes je na voljo velika kolicˇina ucˇnih podatkov, ki jih lahko upo-
rabimo za ucˇenje nevronskih mrezˇ. Poleg tega nevronske mrezˇe za
kompleksne probleme v vecˇini primerov ponujajo boljˇse rezultate kot
druge metode strojnega ucˇenja.
• Napredki na tehnolosˇkem podrocˇju omogocˇajo, da lahko sorazmerno
velike nevronske mrezˇe naucˇimo v sprejemljivem cˇasu. Zahvala gre
predvsem igricˇarski industriji, zaradi katere imamo danes na voljo zmo-
gljive graficˇne procesorje, s katerimi lahko vecˇkratno pohitrimo ucˇenje
nevronskih mrezˇ.
• Napredek v algoritmih, uporabljenih za ucˇenje nevronskih mrezˇ. Poleg
stohasticˇnega gradientnega spusta so se pojavili novi algoritmi, kot so
na primer: ADAM, AdaGrad itd., ki omogocˇajo hitrejˇse ucˇenje nevron-
skih mrezˇ.
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Slika 3.1: Na levi vidimo predstavitev biolosˇkega nevrona, na desni pa
njegovo umetno razlicˇico. 1
Ker smo tudi nasˇ model zasnovali na nevronskih mrezˇah, bomo v nada-
ljevanju poglavja predstavili njihovo zgradbo ter osnovno delovanje. Sledil
bo pregled razlicˇnih tipov nevronskih mrezˇ, ki so pomembni za razumevanje
delovanja nasˇega modela. Na koncu poglavja bomo predstavili sˇe, kaj so
vektorske vlozˇitve in zakaj se uporabljajo.
3.1 Nevronske mrezˇe
3.1.1 Zgradba in delovanje
Umetne nevronske mrezˇe se pri svojem delovanju zgledujejo po biolosˇkih ne-
vronskih mrezˇah, ki se nahajajo v mozˇganih zˇivih bitij. Osnovni gradniki
nevronskih mrezˇ so nevroni (slika: 3.1), ki jim v primeru umetnih nevron-
skih mrezˇ recˇemo enote (ang. units). Vsak nevron ima vecˇ vhodov, preko
katerih sprejema vhodne signale, ter en izhod, ki se aktivira glede na aktiva-
cijsko funkcijo. Kljub temu da je delovanje posameznega nevrona preprosto,
pa lahko z njihovim povezovanjem v vecˇje mrezˇe naredimo zelo kompleksne
operacije.
Aktivacijska funkcija na podlagi vhodnih signalov aktivira izhodni signal.
Primer taksˇne funkcije je preprosta stopnicˇasta funkcija (slika: 3.2 ), ki deluje
1https://hackernoon.com/how-do-artificial-neural-network-recognize-
images-c3699af0f553 (Dostopano: 21. 6. 2020)
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Slika 3.2: Stopnicˇasta funkcija. 2
po pravilu: dokler sesˇtevek vhodnih signalov ne doesezˇe praga dolocˇenega s
funkcijo, je njen izhod enak 0. Ko sesˇtevek vhodnih signalov dosezˇe prag, se
njen izhod postavi v visoko stanje. Recˇemo tudi, da se nevron sprozˇi (ang.
fire). Formalno funkcijo zapiˇsemo z naslednjo enacˇbo:
f(x) =
⎧⎨⎩1 x ≥ prag0 x < prag (3.1)
Stopnicˇasto funkcijo lahko uporabimo le za klasifikacijo linearno dolocˇljivih
vzorcev, zato v praksi vecˇkrat posezˇemo po drugih aktivacijskih funkcijah.
[10]
Drugi primer aktivacijske funkcije je sigmoidna oziroma logisticˇna funk-
cija. Le-ta ima obliko cˇrke S (slika 3.3) in je matematicˇno definirana z na-
slednjo enacˇbo:
f(x) =
1
1 + ϵ−x
(3.2)
2https://upload.wikimedia.org/wikipedia/commons/d/d9/
Dirac distribution CDF.svg (Dostopano: 21. 6. 2020)
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Funkcija ima zaloge vrednosti na intervalu (0, 1), kar jo naredi posebej pri-
merno za ocenjevanje verjetnosti. Verjetnost ima namrecˇ zelo podoben in-
terval vrednosti, ki jih lahko zajame; in sicer [0, 1]. [11] [12]
Naslednja velikokrat uporabljena funkcija je tanh (slika: 3.3). Po svoji
obliki je podobna logisticˇni funkciji. Razlikuje se po tem, da ima zalogo
vrednosti na intervalu (-1, 1) namesto (0, 1). Ker je funkcija simetricˇna okoli
vrednosti 0, se v praksi izkazˇe, da je optimizacija modela hitrejˇsa, kot pri
uporabi logisticˇne funkcije [12] [13]. Zapiˇsemo jo z enacˇbo:
tanh(x) =
2
1 + ϵ−2x
− 1 (3.3)
Omenimo sˇe funkcijo ReLU (ang. Rectified Linear Unit), ki je definirana
z naslednjo enacˇbo:
RELU(x) =
⎧⎨⎩0 x < 0x n ≥ 0 (3.4)
Funkcija ima zalogo vrednosti na intervalu [0, ∞), je zelo enostavna za
izracˇun in omogocˇa hitro konvergenco modela k optimalni resˇitvi. Zaradi
nasˇtetih lastnosti je funkcija med najpogosteje uporabljenimi funkcijami pri
ucˇenju nevronskih mrezˇ. Ima pa seveda tudi nekaj pomanjkljivosti, zaradi
katerih so nastale razlicˇne izpeljanke, kot so na primer: LReLU, PReLU
in ELU [12].
3.1.2 Perceptron
Najpreprostejˇsi tip nevronske mrezˇe, ki ga lahko dobimo s povezovanjem ne-
vronov, je tako imenovani perceptron. Temelji na mnozˇici umetnih nevronov,
ki jih imenujemo LTU (ang. linear treshold unit). Vsak LTU je preko svojih
vhodov povezan z vsako od vhodnih spremeljivk, ki so sˇtevilcˇne vrednosti,
3https://towardsdatascience.com/activation-functions-neural-networks-
1cbd9f8d91d6, (Dostopano: 25. 6. 2020)
4https://deeplearninguniversity.com/wp-content/uploads/2020/01/
Screenshot-2020-01-24-at-6.18.50-AM.png (Dostopano: 25. 6. 2020)
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Slika 3.3: Slika prikazuje primerjavo sigmoidne aktivacijske funkcije in funk-
cije tanh. 3
Slika 3.4: ReLU aktivacijska funkcija. 4
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posamezni nevroni znotraj enega sloja pa nimajo medsebojnih povezav. Vsak
nevron najprej izracˇuna utezˇeno vsoto svojih vhodov (3.5) in svoj izhod ak-
tivira glede na izbrano linearno aktivacijsko funkcijo (3.6).
z = w1 ∗ x1 + w2 ∗ x2 + ...+ wi ∗ xi (3.5)
hw(x) = step(z) (3.6)
Za ucˇenje perceptrona se uporablja prilagojeno Hebbianovo pravilo [14],
ki pravi, da se utezˇ na povezavi med dvema nevronoma povecˇa, cˇe imata
oba enako izhodno stanje. Pri ucˇenju se uposˇteva tudi napaka, ki jo naredi
nevronska mrezˇa, kar pomeni, da pravilo povecˇa le utezˇi na povezavah, ki so
pripomogle k pravilnim napovedim, ne pa tudi na povezavah, ki so pripomo-
gle k napacˇnim. Pravilo je definirano z naslednjo enacˇbo:
wi,j = wi,j + η(yjˆ − yj)xi (3.7)
• wi,j je povezava med vhodno spremenljivko i in nevronom j;
• xi je vrednost vhodne spremenljivke i;
• yjˆ je izhodna vrednost nevrona j;
• yj je dejanska (zˇeljena) izhodna vrednost nevrona j za trenutni ucˇni
primer;
• η je stopnja ucˇenja.
Poleg enoslojnega perceptrona poznamo tudi vecˇslojne. Namesto enega
sloja nevronov imamo vecˇ zaporednih slojev, imenovanih tudi skriti sloji
(ang. hidden layers), kjer je vsak nevron znotraj enega sloja povezan z
vsakim nevronom naslednjega. Znotraj posameznega sloja nevroni sˇe vedno
nimajo medsebojnih povezav. Shema vecˇslojnega perceptrona je prikazana
na sliki 3.5.
5https://deepai.org/machine-learning-glossary-and-terms/multilayer-perceptron, do-
stopano: 29.6.2020
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Slika 3.5: Shema vecˇslojnega perceptrona z enim skritim slojem. 5
Ucˇenje vecˇslojnega perceptrona zahteva drugacˇen algoritem, ki je bil prvicˇ
opisan v delu Learning Internal Representations by Error Propagation [15].
Algoritem deluje tako, da za vsak ucˇni primer v prvem koraku naredi napo-
ved in izmeri napako, ki jo naredi nevronska mrezˇa. Nato za vsak nevron, ki
pripada izhodnemu sloju, izracˇuna, koliko je prispeval k napaki. V drugem
koraku, ki ga imenujemo vzvratna propagacija (ang. backpropagation), algo-
ritem za vsak nevron zadnjega sloja izracˇuna, koliko je na napako vplivala
posamezna povezava. Opisan postopek se nato ponavlja, dokler algoritem
ne dosezˇe vhodnega sloja in s tem izracˇuna gradient napake. Zadnji korak
algoritma je tako imenovan gradientni spust (ang. gradient descent), kjer
se posamezne utezˇi na povezavah popravijo glede na predhodno izracˇunan
gradient napake. [16]
Za delovanje zgoraj opisanega postopka je potrebna kljucˇna sprememba.
Aktivacijska funkcija, ki jo uporabljamo pri enoslojnem perceptonu, je pona-
vadi stopnicˇaste oblike, kar pomeni, da je njen odvod na posameznih odsekih
enak 0. Le-to pa algoritmu onemogocˇa izracˇun gradientnega spusta. Tezˇavo
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so avtorji algoritma resˇili tako, da so stopnicˇasto funkcijo zamenjali z logi-
sticˇno funkcijo, katere odvod je v vsaki tocˇki razlicˇen od 0. Algoritem lahko
uporabljamo tudi z drugimi funkcijami, kot sta na primer tanh in ReLU ,
ki smo ju zˇe omenili. Cˇeprav je odvod funkcije ReLU za vhodne vredno-
sti <= 0 enak 0, v praksi deluje dobro in se velikokrat uporablja predvsem
zaradi hitrosti izracˇuna. [9] [10]
3.1.3 Konvolucijske nevronske mrezˇe
Konvolucijske nevronske mrezˇe (ang. convolutional neural networks) so se
razvile na podlagi raziskovanja delovanja vidnega korteksa. Uporabljajo se
predvsem na podrocˇju obdelave slik, kjer dosegajo zelo dobre rezultate. Ni-
kakor pa to ni edino podrocˇje uporabe, saj se uporabljajo tudi na podrocˇjih,
kot so obdelava govora, obdelava naravnega jezika in drugih. Na splosˇno so
konvolucijske mrezˇe vse nevronske mrezˇe, ki vsaj na enem sloju uporabljajo
konvolucijo.
Glavni sestavni del konvolucijske nevronske mrezˇe je torej konvolucijski
sloj (ang. convolutional layer). Nasprotno kot pri perceptronih, kjer so
nevroni dveh zaporednih slojev med seboj povezani vsak z vsakim, so pri
konvolucijskem sloju nevroni povezani le z majhnim lokalnim podrocˇjem ne-
vronov prejˇsnjega sloja, ki mu recˇemo sprejemno polje (ang. receptive field).
Za primer vzemimo nevronsko mrezˇo za klasifikacijo slik na podlagi vizualne
vsebine (slika 3.6). Prvi sloj nevronske mrezˇe je konvolucijski sloj. Iz slike
vidimo, da je posamezni nevron sloja povezan z lokalnim podrocˇjem slikov-
nih pik. Nevron konvolucijskega sloja, ki se nahaja v vrstici i in stolpcu
j, je povezan s slikovnimi pikami, ki se nahajajo v vrsticah od i do i + fh
in v stolpcih od j do j + fw, kjer sta fh in fw viˇsina in sˇirina sprejemnega
polja. Zgornje velja v primeru, da je velikost koraka (ang. stride) enaka 1. V
splosˇnem pa velja, da je vsak nevron v vrstici i in stolpcu j povezan z izhodi
nevronov, ki se nahajajo znotraj sprejemnega polja prejˇsnjega sloja; torej od
vrstice i × sv do i × sv + fh in od stolpa od j × sh do j × sh + fw, kjer sta
fh in fw zopet viˇsina in sˇirina sprejemnega polja, sv in sh pa sta velikosti
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Slika 3.6: Shema konvolucijske nevronske mrezˇe za klasifikacijo slik na pod-
lagi vizualne vsebine. 6
vertikalnega in horizontalnega koraka. [9] [16]
Utezˇi na povezavah do posameznih nevronov znotraj konvolucijskega sloja
si lahko predstavljamo kot jedro konvolucije (ang. convolution kernel), ki ga
imenujemo tudi filter. Za primer si poglejmo dva preprosta filtra:
A =
⃓⃓⃓⃓
⃓⃓⃓⃓
⃓⃓⃓⃓
⃓⃓⃓⃓
⃓⃓
0 0 0 1 0 0 0
0 0 0 1 0 0 0
0 0 0 1 0 0 0
0 0 0 1 0 0 0
0 0 0 1 0 0 0
0 0 0 1 0 0 0
0 0 0 1 0 0 0
⃓⃓⃓⃓
⃓⃓⃓⃓
⃓⃓⃓⃓
⃓⃓⃓⃓
⃓⃓
B =
⃓⃓⃓⃓
⃓⃓⃓⃓
⃓⃓⃓⃓
⃓⃓⃓⃓
⃓⃓
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
1 1 1 1 1 1 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
⃓⃓⃓⃓
⃓⃓⃓⃓
⃓⃓⃓⃓
⃓⃓⃓⃓
⃓⃓
(3.8)
Filter A je matrika s samimi nicˇlami z izjemo sredinskega stolpca, kar pomeni,
da so vse utezˇi na povezavah med izhodi sprejemnega polja in konvolucijskim
slojem enake 0, z izjemo nevronov, ki so povezani na sredinski stolpec spre-
jemnega polja. To pomeni, da se vse vrednosti znotraj sprejemnega polja
razen sredinskega stolpca ignorirajo. Cˇe je vhod v nevronsko mrezˇo slika, bo
filter zaznaval vertikalne robove (slika 3.7 levo). Podobno se dogaja v pri-
meru filtra B, le da je tokrat rezultat zaznavanje horizontalnih robov (slika
3.7 desno). Rezultat konvolucijskega sloja so torej vektorji znacˇilnic (ang.
6https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-
neural-networks-the-eli5-way-3bd2b1164a53 (Dostopano: 30. 6. 2020)
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feature maps). V praksi ponavadi uporabimo vecˇje sˇtevilo filtrov, kar je ena-
kovredno kot vecˇje sˇtevilo vzporednih konvolucijskih slojev, ki so povezani z
istim sprejemnim poljem, vendar imajo vsak svoj nabor nevronov in utezˇi. V
primeru procesiranja slik izhod taksˇnega sloja ni vecˇ 2-dimenzionalen, ampak
3-dimenzionalen, pri cˇemer tretja dimenzija predstavlja razlicˇne znacˇilnice.
Izracˇun izhodnega stanja posameznega nevrona lahko zapiˇsemo z naslednjo
enacˇbo:
zi,j,k = bk +
fh∑︂
u=1
fw∑︂
v=1
f
n′∑︂
k′=1
xi′,j′,k′ × wu,v,k′,k,
⎧⎨⎩i′ = u× sh + fh − 1j′ = v × sw + fw − 1 (3.9)
• zi,j,k je izhod nevrona, ki se nahaja v vrstici i, stolpcu j in vektorju
znacˇilnic k;
• sh in sw sta vertikalni in horizontalni korak;
• fh in fw sta viˇsina in sˇirina sprejemnega polja;
• fn′ je sˇtevilo vektorjev zancˇilnic na prejˇsnjem sloju;
• xi′,j′,k′ je izhodno stanje nevrona, ki se nahaja v vrstici i, stolpcu j in
vektorju znacˇilnic k′ prejˇsnjega sloja;
• bk je bias cˇlen za vektor znacˇilnic k;
• wu,v,k′,k je utezˇ na povezavi med posamezno vrednostjo vektorja znacˇilnic
k in nevronom v vrstici u, stolpcu v in vektorju znacˇilnic k′ prejˇsnjega
sloja.
Pogosto se poleg konvolucijskih slojev uporabljajo tudi drugi konstrukti,
znacˇilni za konvolucijske nevronske mrezˇe, kot je na primer zdruzˇevalni sloj
7Vir: [9]
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Slika 3.7: Slika prikazuje rezultat konvolucije originalne slike na vrhu s fil-
trom, ki zaznava vertikalne robove (levo), in filtrom, ki zaznava horizontalne
robove (desno). 7
(ang. pooling layer). Namen zdruzˇevalnega sloja je zmanjˇsati racˇunsko zah-
tevnost, kar dosezˇemo s podvzorcˇenjem vhodov. Podobno kot klasicˇni konvo-
lucijski sloj je tudi zdruzˇevalni sloj povezan s sprejemnim poljem prejˇsnjega
sloja. Prav tako ima definirane lastnosti, kot so na primer velikost spreje-
mnega polja, vertikalni in horizontalni korak. Razlika je v tem, da na vho-
dnih povezavah nima utezˇi. Namesto tega vhodne signale agregira s pomocˇjo
agregacijskih funkcij, kot sta na primer povprecˇje in maximum. V praksi
se najvecˇkrat uporablja slednja predvsem zaradi hitrosti izracˇuna. Na sliki
3.8 vidimo primer zdruzˇevalnega sloja, ki kot agregacijsko funkcijo uporablja
maximum. Velikost sprejemnega polja, vertikalnega in horizontalnega koraka
je 2. Tako dosezˇemo dvakratno podvzorcˇenje vsake dimenzije, kar pomeni,
da zavrzˇemo 75 odstotkov vrednosti.
8https://computersciencewiki.org/index.php/File:MaxpoolSample2.png (Dosto-
pano: 30 6. 2020)
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Slika 3.8: Prikaz zdruzˇevalnega sloja (max pooling) z velikostjo vidnega
polja 2× 2 in korakom 2. 8
3.1.4 Rekurencˇne nevronske mrezˇe
V tem poglavju bomo predstavili posebno vrsto nevronskih mrezˇ, ki jim
recˇemo rekurencˇne nevronske mrezˇe (ang. recurrent neural netwrks). Od
nevronskih mrezˇ, ki smo jih spoznali v prejˇsnjih poglavjih, se razlikujejo
predvsem po tem, da povezave med nevroni niso usmerjene le od vhodnega
proti izhodnemu sloju. Namesto tega izhod nevrona dodatno povezˇemo z
vhodom istega nevrona, kar mu omogocˇa, da pri izracˇunu novega stanja
uposˇteva tudi svoja prejˇsnja stanja.
Opisana arhitektura rekurencˇnim nevronskim mrezˇam omogocˇa obdelavo
razlicˇno dolgih sekvenc vhodnih podatkov, kot so na primer: cˇasovne se-
rije, govor, zapisano besedilo ipd. Predvsem pri obdelavi naravnega jezika
v zadnjem cˇasu prevladujejo rekurencˇne nevronske mrezˇe, ki se uporabljajo
za resˇevanje razlicˇnih problemov, kot so na primer: strojno prevajanje, kla-
sifikacija besedil, pretvorba govora v besedilo in analiza sentimenta. Tudi
problem postavljanja locˇil v surovem besedilu, kar je osrednja tema nasˇega
dela, se uspesˇno resˇuje z rekurencˇnimi nevronskimi mrezˇami. Zato se bomo
v nadaljevanju tem bolj podrobno posvetili.
Za primer si poglejmo najpreprostejˇso izvedbo rekurencˇne nevronske mrezˇe
z enim samim rekurencˇnim nevronom (slika 3.9 levo). Vidimo, da ima nevron
eno vhodno in eno izhodno povezavo, poleg tega pa je njegov izhod povezan
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Slika 3.9: Prikaz preprostega rekurencˇnega nevrona (levo) in istega nevrona
razvitega po cˇasovnih korakih (desno). 9
nazaj na vhod istega nevrona. Za lazˇjo predstavo delovanja taksˇnega ne-
vrona je na sliki 3.9 desno prikazan isti nevron, razvit po cˇasovnih korakih.
V vsakem cˇasovnem koraku t nevron sprejme vhod x(t) in svoj lastni izhod
prejˇsnjega cˇasovnega koraka y(t−1). Izhod je dolocˇen z naslednjo enacˇbo:
y(t) = Φ(x(t)
T · wx + y(t−1)T · wy + b) (3.10)
• y(t) je izhod nevrona v cˇasovnem koraku t in pri vhodu x;
• Φ je aktivacijska funkcija;
• x(t) je vhodna vrednost v cˇasovnem koraku t;
• wx je utezˇ na vhodni povezavi;
• y(t−1) je izhodna vrednost nevrona v cˇasovnem koraku t− 1;
• wy je utezˇ na povratni povezavi;
• b je bias cˇlen.
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Sloje, sestavljene iz rekurencˇnih nevronov, lahko uporabljamo na razlicˇne
nacˇine in dobimo razlicˇne nacˇine delovanja [9]:
• sekvenca → sekvenca. V tem nacˇinu na vhod nevronske mrezˇe
posˇiljamo sekvenco vhodnih podatkov in na izhodu dobimo sekvenco
izhodnih podatkov. Tovrsten nacˇin delovanja uporabljamo tudi pri pro-
blemu, ki ga obravnavamo v tem delu. Pri postavljanju locˇil v surovo
besedilo nas zanima, katero locˇilo je potrebno postaviti za posamezno
besedo v besedilu. Na vhod nevronske mrezˇe tako posˇiljamo sekvenco
besed, na izhodu pa pricˇakujemo napoved, katero locˇilo stoji za po-
samezno vhodno besedo. Razlog, da locˇila niso odvisna le od besede,
za katero stojijo, ampak tudi od predhodnih besed, ki smo jih poslali
nevronski mrezˇi, naredi problem, primeren za resˇevanje z rekurencˇnimi
nevronskimi mrezˇami.
• sekvenca → vektor. Pri tem nacˇinu na vhod nevronske mrezˇe, tako
kot v prvem primeru, posˇiljamo sekvenco vhodnih podatkov. Razlika je
ta, da tokrat ignoriramo vse vmesne izhode in uposˇtevamo le izhodno
stanje nevronov ob zadnjem cˇasovnem koraku. Ker se vmesna stanja
prenasˇajo med cˇasovnimi koraki, na zadnje izhodno stanje vplivajo vsi
pretekli vhodni podatki, ki smo jih poslali nevronski mrezˇi. Taksˇna ne-
vronska mrezˇa se imenuje kodirnik (ang. encoder), saj vhodno sekvenco
zakodira v vektor. Kodirnike uporabljamo denimo pri klasifikaciji be-
sedil, ko zˇelimo besedilo glede na njegovo vsebino razvrstiti v razlicˇne
razrede.
• vektor → sekvenca. Obratno kot pri zgornjem primeru tokrat zˇelimo
iz vektorja, ki ga postavimo na vhod nevronske mrezˇe, kot rezultat do-
biti sekvenco izhodnih podatkov. To storimo tako, da nevronski mrezˇi
ob prvem cˇasovnem koraku na vhod posˇljemo vhodni vektor. Z dru-
gimi besedami recˇemo, da inicializiramo zacˇetno stanje. V vseh nadalj-
nih cˇasovnih korakih nevronski mrezˇi na vhod posˇiljamo vrednosti 0,
9Vir [9]
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pri cˇemer mrezˇa vsakicˇ generira izhodno stanje, ki je odvisno od vseh
predhodnih cˇasovnih stanj vkljucˇno s prvim, ko smo na vhod postavili
vhodni vektor. Taksˇni arhitekturi nevronske mrezˇe recˇemo dekodir-
nik (ang. decoder), saj se vhodni vektor dekodira v sekvenco izhodnih
stanj.
• kodirnik → dekodirnik. Cˇe zdruzˇimo zgornja dva pristopa, dobimo
nevronsko mrezˇo, ki se uporablja predvsem za strojno prevajanje bese-
dila med razlicˇnimi jeziki. Besedilo v izvornem jeziku najprej posˇljemo
na vhod kodirnika, ki celotno sekvenco besed zakodira v vektor. Z do-
bljenim vektorjem, ki vsebuje strnjeno informacijo o vhodni sekvenci
besed, inicializiramo zacˇetno stanje dekodirnika, ki mu v naslednjih
cˇasovnih korakih na vhod posˇiljamo vrednosti prejˇsnjega cˇasovnega ko-
raka. Izhod dekodirnika so besede v ciljnem jeziku.
Rekurencˇne nevronske mrezˇe imajo v taksˇni obliki, ki smo jo predsta-
vili, predvsem pri daljˇsih vhodnih sekvancah dolocˇene pomanjkljivosti. Pri
ucˇenju nevronske mrezˇe z vecˇjim sˇtevilom cˇasovnih korakov (daljˇse vhodne
sekvence) se tako kot pri globokih nevronskih mrezˇah pojavita tako imeno-
vana problema izginjajocˇega gradienta (ang. vanishing gradient problem) in
rastocˇega gradienta (ang. exploding gradient problem). Pri izginjajocˇem gra-
dientu med ucˇenjem nevronske mrezˇe na nizˇjih slojih gradienti postanejo tako
majhni, da ucˇni algoritem med korakom gradientnega spusta utezˇi na pove-
zavah spremeni zelo malo ali pa v skranjnem primeru sploh ne. Le-to privede
do zelo pocˇasnega ucˇenja nevronske mrezˇe; v skrajnem primeru pa ucˇenje po-
polnoma obstane, preden ucˇni algoritem najde optimalno resˇitev. Nasprotno
pri rastocˇem gradientu gradienti postajajo vedno vecˇji, kar privede do tega,
da nevronska mrezˇa divergira od optimalne resˇitve. Problema lahko delno
resˇimo z razlicˇnimi tehnikami. Izginjajocˇi gradient lahko odpravimo z upo-
rabo aktivacijskih funkcij, ki nimajo problemov z izginjajocˇim gradientom;
na primer ReLU, rastocˇi gradient, pa z omejitvijo gradienta na neko maksi-
malno vrednost. Obstajajo tudi drugi nacˇini, s katerimi si lahko pomagamo,
vendar v primeru daljˇsih vhodnih sekvenc tudi to ni dovolj. Najpreprostejˇsi
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nacˇin za odpravo omenjenih problemov je uporaba krajˇsih vhodnih sekvenc.
To lahko storimo tako, da daljˇse sekvence razbijemo na krajˇse in jih zapore-
doma predstavimo nevronski mrezˇi. To seveda pripelje do novega problema,
saj se v tem primeru nevronska mrezˇa ne bo naucˇila medsebojnih odvisnosti
med elementi, ki pripadajo razlicˇnim krajˇsim sekvencam.
Drugi problem, ki ga srecˇamo pri ucˇenju nevronske mrezˇe na daljˇsih se-
kvencah, pa je dejstvo, da se stanje prvega cˇasovnega koraka scˇasoma izgubi.
To pomeni, da pri daljˇsih vhodnih sekvencah zacˇetni elementi sekvence ni-
majo toliksˇne tezˇe kot koncˇni elementi. V skrajnem primeru pa je njihov
vpliv na koncˇno izhodno stanje zanemarljiv. Problem se resˇuje z uporabo
LSTM in GRU celic, ki nadomestita enostavne nevrone s povratno povezavo.
Omenjene celice poleg izboljˇsanja dolgorocˇnega spomina nevronske mrezˇe od-
pravljata tudi problem izginjajocˇega gradienta, zato sta skorajda popolnoma
izpodrinila uporabo konvencionalnih rekurencˇnih nevronov. Poznamo tudi
druge tehnike, s katerimi lahko sˇe izboljˇsamo dolgorocˇni spomin rekurencˇne
nevronske mrezˇe, kot je na primer mehanizem osredotocˇenja (ang. attention
mechanism) [17].
LSTM
Prva celica, ki se je pojavila za resˇevanje problema z dolgorocˇnim spominom,
je celica LSTM (ang. long short-term memory). Slika 3.10 kazˇe, da ima
celica tri vhode in dva izhoda:
• xt je vhodni signal v cˇasovnem koraku t,
• ct−1 je vhodni signal, ki predstavlja dolgorocˇni spomin,
• ht−1 je vhodni signal, ki predstavlja kratkorocˇni spomin,
• ct je izhodni signal, ki predstavlja dolgorocˇni spomin,
• ht je izhodni signal, ki predstavlja kratkorocˇni spomin.
Vektor c predstavlja dolgorocˇni spomin, ki se prenasˇa skozi cˇasovne korake
t. V vsakem cˇasovnem koraku se del dolgorocˇnega spomina izbriˇse, za kar
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poskrbijo prva vrata ft (ang. forget gate). Nato se dolgorocˇnemu spominu v
vsakem cˇasovnem koraku doda nekaj novih podatkov, ki jih izberejo druga
vrata it (ang. input gate). Na koncu se spremenjeno stanje posˇlje na izhod,
kjer ga uporabimo v naslednjem cˇasovnem koraku. Trenutni vhodni signal
xt ter predhodno stanje celice ht−1 se posredujeta na vhod sˇtirim razlicˇnim
polno povezanim nevronskim mrezˇam.
• Ct analizira trenutni vhod xt in prejˇsnje izhodno stanje celice ht−1. Iz-
hod se preko vhodnih vrat Ct doda k stanju ct, ki predstavlja dolgorocˇni
spomin.
• ft kontrolira vrata, ki skrbijo za izbris dela dolgorocˇnega spomina,
prenesˇenega iz prejˇsnjega cˇasovnega koraka. Nevronska mrezˇa upo-
rablja logisticˇno aktivacijsko funkcijo, ki vrne vrednosti med 0 in 1, kar
ponazarja zaprta ali odprta vrata.
• it kontrolira vrata, ki dolocˇajo, kateri del vektorja, ki je izhod nevronske
mrezˇe Ct, se bo dodal v dolgorocˇni spomin ct. Tako kot pri vratih ft je
tudi tokrat uporabljena logisticˇna aktivacijska funkcija.
• ot kontrolira vrata, ki dolocˇajo, kateri del dolgorocˇnega spomina se
bo uporabil kot trenutni izhod celice. Znova je uporabljena logisticˇna
aktivacijska funkcija.
Zgoraj opisano delovanje lahko definiramo z naslednjimi enacˇbami:
i(t) = σ(Wxi
T · x(t) +WhiT · h(t−1) + bi) (3.11)
t(t) = σ(Wxf
T · x(t) +WhfT · h(t−1) + bf ) (3.12)
o(t) = σ(Wxo
T · x(t) +WhoT · h(t−1) + bo) (3.13)
C(t) = tanh(WxC
T · x(t) +WhCT · h(t−1) + bC) (3.14)
c(t) = f(t) ⊗ c(t−1) + i(t) ⊗ C(t) (3.15)
h(t) = o(t) ⊗ tanh(c(t)) (3.16)
• Wxf , Wxi, WxC , Wxo so utezˇi na povezavah med vhodnim vektorjem
x(t) in posameznim slojem: ft, it, Ct, ot.
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• Whf , Whi, WhC , Who so utezˇi na povezavah med vektorjem prejˇsnjega
stanja h(t−1) in posameznim slojem: ft, it, Ct, ot.
• bf , bi, bC , bo so bias cˇleni za posamezni sloj: ft, it, Ct, ot.
GRU
Naslednja vrsta celic, ki se je pojavila, je tako imenovana GRU celica. Gre
za poenostavitev LSTM celice, ki ob manjˇsi porabi procesorske mocˇi deluje
primerljivo z LSTM celico [18]. Glavne poenostavitve so predstavljene v
nadaljevanju.
• Namesto locˇenih stanj, ki predstavljata dolgorocˇni in kratkorocˇni spo-
min, imamo sedaj le eno stanje ht.
• Za brisanje in dodajanje dolgorocˇnega spomina sedaj skrbijo le ena
vrata.
• Izhodnih vrat ni vecˇ. Namesto tega je izhod celice celotno stanje ht.
Delovanje GRU celice lahko zapiˇsemo z naslednjimi enacˇbami:
z(t) = σ(Wxz
T · x(t) +WhzT · h(t−1)) (3.17)
r(t) = σ(Wxr
T · x(t) +WhrT · h(t−1)) (3.18)
g(t) = tanh(Wxg
T · x(t) +WhgT · (r(t) ⊗ h(t−1))) (3.19)
h(t) = (1− z(t))⊗ tanh(WxgT · h(t−1)) + z(t))⊗ g(t))) (3.20)
• Wxz, Wxr, Wxg so utezˇi na povezavah med vhodnim vektorjem x(t) in
posameznim slojem: zt, rt, gt;
• Whz, Whr, Whg so utezˇi na povezavah med vektorjem prejˇsnjega stanja
h(t−1) in posameznim slojem: zt, rt, gt;
10https://towardsdatascience.com/grus-and-lstm-s-741709a9b9b1 (Dostopano:
15 6. 2020)
11https://towardsdatascience.com/grus-and-lstm-s-741709a9b9b1 (Dostopano:
15 6. 2020)
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Slika 3.10: Shema LSTM ( long short-term memory ) celice 10
Slika 3.11: Shema GRU (gated recurrent unit) celice. 11
28 POGLAVJE 3. METODE
3.1.5 Tehnike regularizacije
Globoke nevronske mrezˇe imajo navadno zelo veliko parametrov; v nekaterih
primerih tudi vecˇ milijonov. Veliko sˇtevilo parametrov po eni strani omogocˇa,
da nevronske mrezˇe resˇujejo zelo kompleksne probleme, po drugi strani pa se
zaradi tega nevronska mrezˇa lahko med ucˇenjem prekomerno prilagodi ucˇni
mnozˇici (ang. overfitting). Posledica tega je, da nevronska mrezˇa na ucˇni
mnozˇici dosega zelo dobre rezultate, ko pa jo preizkusimo na neodvisni testni
mnozˇici, pa so rezultati slabsˇi. Zakaj je tako? Globoke nevronske mrezˇe so
z velikim sˇtevilom parametrov sposobne iz ucˇnih podatkov prepoznati zelo
zapletene vzorce. Veliko teh vzorcev pa je zaradi razlicˇnih razlogov, kot so
na primer sˇum v podatkih, premajhna ucˇna mnozˇica, statisticˇno slabo po-
razdeljena mnozˇica itd., specificˇnih za ucˇno mnozˇico in jih zato ni mogocˇe
generalizirati. Poleg vecˇje in boljˇse ucˇne mnozˇice obstaja nekaj tehnik, s ka-
terimi si lahko pomagamo pri zmanjˇsanju prekomernega prilagajanja ucˇnim
podatkom. V nadaljevanju so predstavljeni tisti najpogosteje uporabljeni.
[9]
Zgodnja ustavitev ucˇenja
Med postopkom ucˇenja v dolocˇenih intervalih izvajamo validacijo modela na
testnih podatkih. Ko opazimo, da natancˇnost na testni mnozˇici zacˇne padati,
ucˇenje ustavimo. Cˇe bi ucˇenje nadaljevali preko te tocˇke, bi se zgodilo, kar
smo opisali zgoraj: natancˇnost modela na ucˇni oziroma validacijski mnozˇici bi
se sˇe naprej izboljˇsevala, vendar bi zaradi prekomernega prilagajanja ucˇnim
podatkom na testni mnozˇici zacˇela padati.
L1 in L2 regularizacija
Nevronska mrezˇa z utezˇmi, ki imajo velike vrednosti, velja za nestabilno, saj
zˇe majhna sprememba vhodnih podatkov povzrocˇi veliko spremembo izho-
dnih vrednosti. Hkrati je to lahko znak, da se nevronska mrezˇa prekomerno
prilagaja ucˇnim podatkom. Problem se resˇuje z nadgradnjo ucˇnega algoritma
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tako, da med optimizacijo kaznuje velike utezˇi. To stori tako, da vse utezˇi
nevronske mrezˇe sesˇteje in vsoto na koncu uposˇteva pri izracˇunu funkcije
izgube (ang. loss function). Ker so utezˇi na povezavah realna sˇtevila in so
zato lahko tudi negativna, preprosto sesˇtevanje ne zadosˇcˇa. Uporabljata se
dva pristopa; in sicer v primeru L1 regularizacije sesˇtejemo absolutne vre-
dnosti posameznih utezˇi, v primeru L2 regularizacije pa sesˇtevamo njihove
kvadratne vrednosti.
Max-Norm
Tako kot pri L1 in L2 regularizaciji je tudi pri Max-Norm ideja v omejevanju
velikosti utezˇi na povezavah med nevroni. Za vsak nevron izracˇunamo L2 vre-
dnost (vsota kvadratov utezˇi na vhodnih povezavah) in cˇe presega vrednost r,
ki je hiperparameter, utezˇi ustrezno zmanjˇsamo. Z drugimi besedami: utezˇi
na vhodnih povezavah nevrona morajo zadostiti pogoju || W ||2≤ r.
Izpusˇcˇanje nevronov
Izpusˇcˇanje nevronov (ang. dropout) je najpogosteje uporabljena tehnika za
preprecˇevanje prevelikega prilagajanja pri globokih nevronskih mrezˇah. De-
luje tako, da nevronom dolocˇimo parameter p, ki dolocˇa, s koliksˇno verjetno-
stjo bomo med postopkom ucˇenja v posameznem koraku nevron ignorirali.
Tehnika je zelo preprosta in daje dobre rezultate.
Povecˇanje podatkov
Povecˇanje podatkov (ang. data augmentation) je tehnika, kjer iz obstojecˇih
ucˇnih primerov tvorimo nove. Za primer vzamimo problem klasifikacije slik,
kjer lahko ucˇno mnozˇico povecˇamo tako, da posamezne slike transformiramo
z razlicˇnimi postopki, kot so rotacija, translacija, skaliranje, spreminjanje
osvetlitve itd. Z opisanim postopkom povecˇamo sˇtevilo ucˇnih primerov in
zmanjˇsamo prekomerno prilagajanje modela.
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3.1.6 Predstavitev vhodnih podatkov
Nevronske mrezˇe zahtevajo, da so vhodni podatki v obliki numericˇnih vre-
dnosti oziroma numericˇnih vektorjev. Cˇe zˇelimo vkljucˇiti tudi podatke, ki
niso numericˇne narave (kategorije, besede), jih moramo ustrezno predstaviti.
V nadaljevanju se bomo osredotocˇili na taksˇen nacˇin predstavitve besed, ki
je primeren za uporabo z nevronskimi mrezˇami.
Kodiranje one-hot
Najpreprostejˇsi nacˇin kodiranja podatkov, ki niso numericˇne narave, je tako
imenovano kodiranje one-hot (ang. one-hot encoding). Pri tem kodiranju
vhodne podatke predstavimo v obliki vektorja s samimi nicˇlami in eno enico.
Poglejmo si, kako predstavimo vhodni podatek s tremi kategorijami: hladno,
toplo, vrocˇe. Potrebujemo vektor dolzˇine 3, kjer vsak element predstavlja
posamezno kategorijo:
hladno =
⃓⃓⃓⃓
⃓⃓⃓⃓10
0
⃓⃓⃓⃓
⃓⃓⃓⃓ , toplo =
⃓⃓⃓⃓
⃓⃓⃓⃓01
0
⃓⃓⃓⃓
⃓⃓⃓⃓ , vrocˇe =
⃓⃓⃓⃓
⃓⃓⃓⃓00
1
⃓⃓⃓⃓
⃓⃓⃓⃓ (3.21)
Predstavljen nacˇin je primeren predvsem za predstavitev kategorialnih po-
datkov. Uporabimo ga lahko tudi za kodiranje besed, vendar ima v tem
primeru vektor toliko elementov, kolikor unikatnih besed se pojavlja v bese-
dilu. V nadaljevanju bomo zato predstavili nekaj ucˇinkovitejˇsih pristopov, ki
besede prav tako predstavijo z vektorji, vendar je predstavitev bolj zgosˇcˇena,
poleg tega pa ponujajo tudi druge prednosti.
Word2vec
Word2vec je metoda za izracˇun vektorskih vlozˇitev besed (ang. word embed-
dings), ki temelji na plitvi nevronski mrezˇi. Vektorske vlozˇitve so ucˇinkovite
vektorske predstavitve besed, kjer imajo besede s podobnim pomenom po-
dobne vektorske predstavitve. Word2vec lahko uporablja enega izmed dveh
modelov: Common Bag Of Words in Skip Gram. Prvi model na vhod sprejme
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kontekst besede in na izhodu poskusˇa napovedati, za katero besedo je bil kon-
tekst podan. Pri modelu skip gram pa je postopek ravno obraten. Model
na vhodu sprejme besedo in na izhodu napove kontekst. Prvi postopek je
za izracˇun hitrejˇsi, vendar pa predvsem v primeru redkih besed z drugim
postopkom dobimo boljˇse rezultate. [19] [20]
GloVe
Podobno kot word2vec je tudi GloVe metoda za izracˇun vektorskih vlozˇitev
besed [21] [22]. Temelji na izracˇunu sopojavitvene matrike X, kjer vsak ele-
ment Xij pove, kolikokrat se beseda j pojavlja v kontekstu besede i. Velikost
konteksta je dolocˇena s parametrom programa, ki ga imenujemo velikost okna
(ang. window size). Pri izracˇunu matrike algoritem uposˇteva besede znotraj
okna trenutne besede, pri cˇemer jih dodatno utezˇi po enacˇbi:
utezˇ =
1
oddaljenost
(3.22)
Za vsak par besed, ki se nahaja v matriki, dolocˇimo naslednjo omejitev:
wi
Twj + bi + bj = log(Xij) (3.23)
• wi, wj sta vektorja besed;
• bi, bj sta skalarna bias cˇlena.
Nato lahko definiramo cenovno funkcijo (ang. cost function), ki jo algoritem
poskusˇa zmanjˇsati pri postopku ucˇenja:
cost =
V∑︂
i=1
V∑︂
j=1
f(Xij)(wi
Twj + bi + bj − log(Xij))2 (3.24)
pri cˇemer je f(Xij) utezˇitvena funkcija (ang. weighting finctiom) oblike:
f(Xij) =
⎧⎨⎩
Xij
XXMAX
Xij < XMAX
1 drugacˇe
(3.25)
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ELMO
Cˇeprav pri obeh omenjenih algoritmih pri izracˇunu vektorskih vlozˇitev uposˇte-
vamo tudi kontekst okoli besede, pa se vektorji po zakljucˇenem ucˇenju ne
spreminjajo vecˇ. Pri uporabi taksˇnih vektorskih vlozˇitev je vektor enak, ne
glede na to v kaksˇnem kontekstu se beseda pojavi. Za primer si poglejmo
naslednjo poved: Gori na gori hiˇsa gori. Beseda gori ima po zakljucˇenem
ucˇenju enako vektorsko vlozˇitev za vse tri pojavitve, cˇeprav je njen pomen v
vsaki pojavitvi drugacˇen. V nadaljevanju si bomo ogledali algoritem ELMO
[23], ki omenjen problem uspesˇno resˇuje.
ELMO (ang. Embeddings from Language Models) je jezikovni model,
ki temelji na globoki nevronski mrezˇi. Jezikovni model je model, ki zna
na podlagi vhodne sekvence besed napovedati, katera beseda najverjetneje
sledi podanim besedam oziroma se nahaja pred njimi. V primeru modela
ELMO osrednji del nevronske mrezˇe predstavlja dvosmerni rekurencˇni sloj,
sestavljen iz LSTM celic (slika: 3.12), kar pomeni, da model pri napovedi
uposˇteva tako kontekst, ki se nahaja pred, kot kontekst, ki se nahaja za
trenutno besedo. Vektorske vlozˇitve so dejansko sestavljene iz notranjih stanj
posameznega rekurencˇnega sloja (
←−
h ,
−→
h ) in vhodnega vektorja x, ki ni
odvisen od konteksta. Vektorsko vlozˇitev za besedo k lahko zapiˇsemo:
Rk = {xkLM ,
←−
h kj
LM ,
−→
h kj
LM} (3.26)
Kot vektorske vlozˇitve lahko uporabimo stanja posameznega sloja, lahko pa
definiramo utezˇeno vsoto vseh treh slojev, kjer utezˇi naucˇimo na ciljnih po-
datkih skupaj z modelom, v katerem uporabimo ELMO vektorske vlozˇitve.
Cˇeprav ELMO vracˇa vektorske vlozˇitve na ravni besed, je vhod v model
na ravni posameznih znakov. Prednost taksˇnega pristopa je, da model ne
potrebuje besediˇscˇa, kot je to potrebno pri metodah word2vec in GloVe, saj
neznanih besed ni potrebno obravnavati nicˇ drugacˇe kot tiste, ki so modelu
poznane.
12https://sl.sciencewal.com/98430-elmo-embeddings-in-keras-with-
tensorflow-hub-7eb6f0145440-52 (Dostopano: 5. 7. 2020)
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Slika 3.12: Prikaz dvosmerne rekurencˇne nevronske mrezˇe, ki je glavni del
modela ELMO. 12
BERT
BERT (ang. Bidirectional Encoder Representations from Transformers) [24]
je jezikovni model, ki temelji na tako imenovani transformer arhitekturi ne-
vronskih mrezˇ. Modeli, ki temeljijo na arhitekturi transformer, so name-
njeni procesiranju sekvencˇnih podatkov in v nekaterih primerih zamenjujejo
rekurencˇne nevronske mrezˇe, sestavljene iz LSTM ali GRU celic. Prednost
modelov, ki temeljijo na transformer arhitekturi, je predvsem v boljˇsi parale-
lizaciji, saj za razliko od rekurencˇnih nevronskih mrezˇ sekvence ni potrebno
procesirati zaporedno. Boljˇsa paralelizacija je pomembna, saj v primeru
uporabe graficˇnih procesorjev pri ucˇenju modela ponuja veliko pospesˇitev in
omogocˇa, da modele ucˇimo na vecˇjih ucˇnih mnozˇicah.
V osnovi je BERT jezikovni model, katerega ucˇenje poteka v dveh korakih
pre-training in fine-tuning. V prvem koraku se model ucˇi na dveh razlicˇnih
nalogah; in sicer:
• Masked LM. Ideja je, da med ucˇenjem modela vhodnim sekvencam
nakljucˇno maskiramo dolocˇen odstotek besed in nato poskusˇamo maski-
34 POGLAVJE 3. METODE
rane besede napovedati. Tako pridobimo dvosmerni model, kar pomeni,
da na napoved maskirane besede vplivajo tako besede, ki so v sekvenci
razvrsˇcˇene pred besedo, ki jo iˇscˇemo, in besede za njo.
• Next Sentence Prediction. Mnogo nalog, za katere lahko upora-
bimo jezikovni model, je osnovanih na razumevanju medsebojnega od-
nosa dveh razlicˇnih povedi. Zato se model v tem koraku ucˇi na podlagi
podane povedi napovedovati naslednjo. To je realizirano tako, da se
modelu na vhod poda povedi A in B, kjer v 50 odstotkih primerov
beseda B dejansko sledi povedi, v drugih primerih pa je poved B na-
kljucˇno izbrana. Poved B mora biti seveda ustrezno oznacˇena z eno od
oznak IsNext oziroma NotNext.
Naucˇen model iz prvega koraka sluzˇi kot osnova pri specializaciji modela
za razlicˇne potrebe, kar dosezˇemo z drugim korakom (fine-tuning). V tem
koraku se model ucˇi na oznacˇenih podatkih, specificˇnih za namen uporabe,
kot je na primer klasifikacija besedila, odgovarjanje na vprasˇanja itd.
Za pripravo vhodnih podatkov je kot del paketa transformers na voljo
orodje, s katerim povedi razbijemo na posamezne dele, imenovane zˇetone
(ang. tokens). Za razliko od metod, kot sta word2vec in GloVe, pri BERT
posamezni zˇetoni niso nujno cele besede. Algoritem uporablja besediˇscˇe,
v katerem shranjuje vse poznane besede. V prvem koraku algoritem razbije
vhodno poved na posamezne besede, ki jih nato poskusˇa najti v besediˇscˇu. Cˇe
se beseda ne nahaja v besediˇscˇu, jo naprej razbije na manjˇse dele. Postopek
se ponavlja toliko cˇasa, dokler vsi deli besede niso del znanega besediˇscˇa, kar
pomeni, da se v skrajnem primeru beseda razbije na posamezne znake, ki so v
besediˇscˇu vedno prisotni. Za primer si poglejmo vhodno poved: Danes je lep
dan. Cˇe predpostavimo, da je vsebina besediˇscˇa enaka: { je, lep, dan, a, b, c
... }, potem iz zgornje povedi dobimo naslednje zˇetone: { dan, ##e, ##s,
je, lep, dan,}. Opazimo, da se beseda danes ne nahaja v besediˇscˇu, zato jo je
program razbil na tri dele: dan, ##e, ##s. Posledica opisanega postopka je,
da BERT ne potrebuje posebnega zˇetona (npr. UNK) za nepoznane besede.
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Vektorske vlozˇitve vhodnih besed lahko iz zgoraj opisanega modela pri-
dobimo iz skritih stanj posameznih slojev modela. Uporabimo lahko le posa-
mezni sloj ali pa za predstavitev besed izberemo razlicˇne kombinacije slojev,
ki jih med seboj zdruzˇimo z eno od operacij, kot so na primer sesˇtevanje,
povprecˇenje itd.
36 POGLAVJE 3. METODE
Poglavje 4
Implementacija
V nadaljevanju si bomo najprej ogledali odprtokodno orodje za postavljanje
locˇil [1], ki smo ga uporabili kot osnovo pri implementaciji nasˇe resˇitve. Temu
bo sledil razdelek, v katerem bomo podrobneje predstavili implementacijo
modela in razlicˇne variacije, ki smo jih preizkusili. Na koncu bomo naredili
pregled razlicˇnih vektorskih vlozˇitev, ki smo jih uporabili, ter opis postopka
za pripravo ucˇne in testne mnozˇice.
4.1 Punctuator2
Kot zˇe omenjeno smo resˇitev zasnovali na odprtokodnemu orodju za posta-
vljanje locˇil [1], ki je prosto dostopen na spletni strani GitHub1. Orodje je
napisano v programskem jeziku Python in uporablja knjizˇnico Theano. Te-
melji na dvosmerni rekurencˇni nevronski mrezˇi (slika 4.1), kar mu omogocˇa,
da pri ucˇenju uposˇteva kontekst pred trenutnim polozˇajem v besedilu in za
njim. Znotraj rekurencˇnih slojev so uporabljene GRU celice, ki so v primer-
javi z LSTM celicami enostavnejˇse in posledicˇno hitrejˇse za izracˇun.
Model uporablja tudi mehanizem osredotocˇanja (ang. attention mecha-
nism), ki mu omogocˇa, da se med ucˇenjem bolj osredotocˇi na besede, ki imajo
1https://github.com/ottokart/punctuator2 (Dostopano: 15. 6. 2020)
2Vir: [1]
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Slika 4.1: Visokonivojska shema modela, iz katere so razvidni posamezni
sloji nevronske mrezˇe. 2
vecˇji vpliv za postavitev posameznega locˇila. Kot smo omenili zˇe v poglavju
3.1.4, se pri daljˇsih vhodnih sekvencah informacija prvih oziroma zacˇetnih
cˇasovnih korakov scˇasoma izgubi. Mehanizem osredotocˇenja omogocˇa, da
se model kljub omenjenim lastnostim GRU oziroma LSTM celic lahko osre-
dotocˇi na posamezne besede, cˇeprav so bile modelu podane na zacˇetku dolge
sekvence. Omenjena lastnost pride prav predvsem pri nekaterih locˇilih; na
primer vprasˇaju. V primeru le-tega je beseda, ki odlocˇa, ali se poved koncˇa
s piko ali vprasˇajem dostikrat na zacˇetku. Primer:
Poved je pomenska enota, ki je sestavljena iz enega ali vecˇ stavkov in je v
besedilu najpogosteje zakljucˇena s piko.
Ali je poved pomenska enota, ki je sestavljena iz enega ali vecˇ stavkov in je
v besedilu najpogosteje zakljucˇena s piko?
Vhodni podatki so v obliki vektorjev kodiranih z metodo one-hot, kar po-
meni, da so vsi elementi razen enega, ki predstavlja trenutno besedo, enaki
0. Sekvenca vhodnih podatkov se preko sloja, imenovanega embedding layer,
preslika v vektorske vlozˇitve, ki se nato podajo na vhod dvosmernemu reku-
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rencˇnemu sloju. Dvosmerni rekurencˇni sloj je sestavljen iz dveh posameznih
slojev. Prvi sloj procesira sekvenco od zacˇetka proti koncu, drugi pa od konca
proti zacˇetku. Stanje prvega sloja lahko zapiˇsemo z naslednjo enacˇbo:
−→
ht = GRU(xtWe,
−−→
ht−1) (4.1)
• −→ht je stanje rekurencˇnega sloja v cˇasovnem koraku t;
• GRU je aktivacijska funkcija GRU sloja;
• xtWe so utezˇi na sloju za izracˇun vektorskih vlozˇitev;
• ht−1 je stanje sloja predhodnega cˇasovnega koraka: t− 1.
Stanji obeh slojev se na koncu zdruzˇita po enacˇbi:
ht = [
−→
ht ,
←−
ht ] (4.2)
S pomocˇjo zgoraj omenjenih slojev se model poskusˇa naucˇiti predstavitve
besed, ki so odvisne tako od konteksta pred kot od konteksta za trenutno
besedo.
Dvosmernemu sloju sledi enosmerni rekurencˇni sloj, ki sekvencˇno proce-
sira posamezna stanja dvosmernega sloja. Namen sloja je sledenje trenutni
poziciji znotraj sekvence. Izhodno stanje lahko zapiˇsemo z enacˇbo:
st = GRU(ht, st−1) (4.3)
• st je izhodno stanje v cˇasovnem koraku t;
• GRU je aktivacijska funkcija enosmernega sloja;
• ht je izhodno stanje dvosmernega rekurencˇnega sloja v cˇasovnem ko-
raku t;
• st−1 je stanje sloja v predhodnem cˇasovnem koraku: t− 1.
Izhodno stanje enosmernega sloja se nato po naslednji enacˇbi zdruzˇi z
rezultatom mehanizma osredotocˇenja:
ft = atWfa ⊗ σ(atWfaWff + htWfh + bf ) + ht (4.4)
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• ft je izhodno stanje po zdruzˇitvi izhodnega stanja GRU sloja z rezul-
tatom mehanizma osredotocˇenja;
• at je rezultat mehanizma osredotocˇenja;
• Wfa,Waff ,Wfh so utezˇi med posameznimi vhodi in izhodnim stanjem;
• bf so bias cˇleni;
• ht je izhodno stanje dvosmernega sloja v cˇasovnem koraku t.
Na koncu sledi sˇe polno povezan sloj z aktivacijsko funkcijo softmax,
katerega izhod so verjetnosti za posamezna locˇila. Izhodno stanje modela
zapiˇsemo z enacˇbo:
yt = Softmax(ftWy + by) (4.5)
• yt so izhodne verjetnosti za posamezna locˇila;
• ft je izhodno stanje predhodnega sloja;
• Wy so utezˇi polno povezanega sloja;
• by so bias cˇleni.
4.2 Opis modela
Strukturo modela smo povzeli po izvirnem cˇlanku [1], ki pa smo jo nekoliko
spremenili, da je bila primerna za ucˇenje z razlicˇnimi vektorskimi vlozˇitvami.
Na sliki 4.2 je prikazana visokonivojska shema modela pri uporabi vektorskih
vlozˇitev GloVe. V primeru uporabe vektorskih vlozˇitev BERT se vlozˇitveni
sloj zamenja s slojem, ki predstavlja model BERT. Tako se izhodni vek-
torji vhodnega sloja podajo na vhod modelu BERT, izhod modela pa se na-
prej poda na vhod dvosmernega GRU sloja. V primeru uporabe vektorskih
vlozˇitev ELMO smo bili primorani, da jih izracˇunamo vnaprej. V tem pri-
meru vlozˇitvenega sloja ne potrebujemo, saj so besede v vhodnih sekvencah
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zˇe zamenjane s pripadajocˇimi vektorskimi vlozˇitvami. Dimenzije izhodnega
vektorja vhodnega sloja so tako enake [B, S, V], kjer je B velikost paketa
(ang. batch size), S je dolzˇina sekvence, V je velikost vektorskih vlozˇitev
ELMO, ki je 1024.
Naslednji sloj modela je dvosmerni rekurencˇni sloj, sestavljen iz GRU ce-
lic. To sta dva enosmerna sloja, ki procesirata iste vhodne podatke, le da jih
prvi procesira od zacˇetka proti koncu sekvence (ang. forward GRU layer),
drugi pa v obratnem vrstnem redu (ang. backward GRU layer). Na koncu
izhodne vektorje obeh stanj zdruzˇimo s konkatenacijo. Naloga rekurencˇnega
sloja je, da zajame medsebojne odvisnosti med posameznimi besedami zno-
traj celotne sekvence, kajti locˇila niso odvisna le od besed, na katere mejijo.
Ker uporabljamo dvosmerni rekurencˇni sloj, model lahko za napoved locˇila,
ki stoji za trenutno besedo, uporabi tako predhodne besede znotraj sekvence
kot tiste, ki sledijo. Razlog za izbiro GRU celic namesto LSTM celic je, da
so prve enostavnejˇse in je ucˇenje modela hitrejˇse. Aktivacijska funkcija, ki
smo jo uporabili, je tanh in je opisana v poglavju 3.1.1.
Zlepljene izhodne vrednosti obeh slojev, ki sestavljata dvosmerni reku-
rencˇni sloj, nato podamo na vhod enosmernemu sloju. Tudi ta je sestavljen
iz GRU celic in kot aktivacijsko funkcijo uporablja funkcijo tanh. Privzeto
delovanje rekurencˇnih slojev je, da se skrita stanja prenasˇajo le med posa-
meznimi cˇasovnimi koraki in navzven niso vidna. Izhod taksˇnega sloja je
vektor, ki predstavlja skrito stanje v zadnjem cˇasovnem koraku. Taksˇno de-
lovanje je primerno, ko zˇelimo celotno vhodno sekvenco povzeti v vektor,
katerega lahko nato uporabimo na primer za klasifikacijo besedila. V nasˇem
primeru pa zˇelimo, da model deluje na nivoju posameznih besed, kar pomeni,
da potrebujemo dostop do vseh skritih stanj rekurencˇnih slojev. Iz slike 4.2
lahko vidimo, da se med dvosmernim rekurencˇnim slojem in enosmernim re-
kurencˇnim slojem prenasˇajo vsa skrita stanja. Prav tako izhod enosmernega
sloja vsebuje vsa skrita stanja, kar pomeni, da se skozi vse rekurencˇne sloje
prenasˇajo celotne sekvence.
2Vir: [1]
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Slika 4.2: Visokonivojska shema modela, iz katere so razvidni posamezni
sloji nevronske mrezˇe. Vrednosti na povezavah predstavljajo dimenzije vek-
torjev, ki se prenasˇajo med sloji. B: velikost paketa (ang. batch size), S:
dolzˇina sekvence, BG1, BG2: sˇtevilo enot (skritih stanj) posameznega dela
dvosmernega GRU sloja, UG: sˇtevilo enot (skritih stanj) enosmernega GRU
sloja, FC: sˇtevilo enot (nevronov) polno povezanega sloja.
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Na koncu sledi sˇe polno povezan sloj. Njegova naloga je, da vhodne
vektorje preslika v izhodno porazdelitev, iz katere lahko razberemo, katero
locˇilo se nahaja med posameznimi elementi sekvence.
4.3 Priprava podatkov
Tudi najboljˇsi model se brez kvalitetne ucˇne mnozˇice ne bo uspel veliko
naucˇiti in ne bo dosegal pricˇakovanih rezultatov. Zato je pomembno, da za
ucˇenje pripravimo kvalitetno ucˇno mnozˇico, ki je dovolj raznolika in vsebuje
zadostno kolicˇino ucˇnih primerov. V nadaljevanju bomo predstavili postopek,
po katerem smo dan korpus besedil obdelali in ga transformirali v obliko,
primerno za ucˇenje modela.
Ucˇno in testno mnozˇico za ucˇenje in testiranje modela smo pripravili na
podlagi korpusa Gigafida [2]. Gigafida je obsezˇna zbirka slovenskih besedil
razlicˇnih zvrsti, kot so dnevni cˇasopisi, revije, knjizˇne publikacije, spletna
besedila, prepisi parlamentarnih govorov in podobno, ter vsebuje skoraj 1.2
milijarde besed. Da bi bila zbirka primerna za ucˇenje modela, jo je bilo
potrebno pred uporabo precˇistiti in transformirati. To smo storili s postopki
predstavljenimi v nadaljevanju.
• Vse velike cˇrke smo spremenili v male. Ker je glavni namen uporabe
nasˇega modela postavljanje locˇil na izhodu sistema za pretvorbo govora
v besedilo, bi velike cˇrke lahko model zmedle. Ta namrecˇ na izhodu
vracˇa le besedilo brez locˇil in velikih zacˇetnic, kar pomeni, da je po-
sledicˇno tudi model najbolje ucˇiti na taksˇnem besedilu.
• Vsa locˇila smo zamenjali s posebnimi znaki, kot je razvidno iz tabele 4.1.
Poleg tega smo pred in za znak, ki predstavlja locˇilo, vrinili presledek,
da bomo kasneje besedilo lazˇje razbili na posamezne zˇetone. Kot vidimo
iz tabele, tudi presledek obravnavamo kot obicˇajno locˇilo in smo mu
zato dolocˇili poseben znak.
• Odstranili smo vse povedi, ki vsebujejo sˇtevilke in posebne znake. Al-
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vrsta locˇila originalni simbol zamenjan simbol
presledek < >
vejica , <,>
pika . <,>
vprasˇaj ? <,>
klicaj ! <,>
dvopicˇje : <,>
podpicˇje ; <,>
Tabela 4.1: Prikaz zamenjave locˇil s posebnimi znaki.
ternativa temu pristopu bi lahko bila zamenjava znakov in sˇtevilk s
posebnimi simboli.
V drugem koraku je bilo potrebno podatke transformirati v format, ki je
primeren za ucˇenje modela. Ta na vhodu pricˇakuje sekvence fiksne dolzˇine,
kar pomeni, da je potrebno podatke iz prejˇsnjega koraka predelati tako, da
daljˇse povedi skrajˇsamo, krajˇse povedi pa zdruzˇimo. Pripravljeni podatki so
v obliki seznama sekvenc, kjer je vsaka sekvenca sestavljena iz dveh gnezde-
nih seznamov. Prvi gnezden seznam vsebuje posamezne besede, ki sestavljajo
sekvenco, drugi gnezden seznam pa posamezna locˇila, ki se nahajajo za isto
lezˇecˇimi besedami prvega seznama. Za primer poglejmo transformacijo po-
vedi Danes je lep dan, saj zunaj sije sonce., ki je prikazana v tabeli 4.2.
Danes je lep dan saj zunaj sije sonce
< > < > < > <,> < > < > < > <.>
Tabela 4.2: Primer transformacije povedi: Danes je lep dan, saj zunaj sije
sonce.
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4.4 Uporabljene vektorske vlozˇitve
Kot smo predhodno zˇe omenili, nevronske mrezˇe ne znajo delati s podatki,
ki niso numericˇne narave. Avtorji izvirnega modela so uporabili vektor-
ske vlozˇitve GloVe [21], zato smo v prvi fazi tudi v nasˇem modelu upora-
bili enako. Kasneje smo v modelu zˇeleli uporabiti kontekstualne vektorske
vlozˇitve, zato smo naknadno implementirali sˇe uporabo vektorskih vlozˇitev
BERT in ELMO. V nadaljevanju predstavljamo, kako smo v model vkljucˇili
posamezne vektorske vlozˇitve.
4.4.1 GloVe
Za izracˇun vektorskih vlozˇitev po metodi GloVe je na voljo vecˇ razlicˇnih
mozˇnosti. Avtorji metode so pripravili orodje, napisano v programskem je-
ziku c, ki je dosegljivo na spletni strani projekta [22]. Poleg tega obstajajo
tudi implementacije algoritma tako za PyTorch 3 kot za TensorFlow 4 5. Pred-
nost uporabe implementacije, ki uporablja eno izmed omenjenih knjizˇnic, je
predvsem mozˇnost ucˇenja modela z uporabo graficˇnih kartic.
V nasˇem primeru smo se odlocˇili za uporabo izvirnega orodja, saj ucˇenje
vektorskih vlozˇitev na korpusu Gigafida ni trajalo predolgo tudi brez uporabe
graficˇnih kartic. Orodje je namenjeno izvajanju v ukazni vrstici in pred
zagonom zahteva nastavitev naslednjih kljucˇnih parametrov:
• VOCAB MIN COUNT – Med ucˇenjem vektorskih vlozˇitev program
vodi seznam besed, ki se pojavijo v besedilu. Nekatere besede se po-
javijo zelo redko in v tem primeru dostikrat za njih ni smiselno imeti
posebne vektorske vlozˇitve. S tem parametrom lahko nastavimo, ko-
likokrat se mora posamezna beseda pojaviti v besedilu, da se za njo
izracˇuna vektorska vlozˇitev. Cˇe se pojavi manj kot tolikokrat, jo algori-
tem obravnava kot neznano besedo in jo ponavadi oznacˇimo s posebnim
3https://github.com/kefirski/pytorch GloVe (Dostopano: 7. 7. 2020)
4https://github.com/GradySimon/tensorflow-glove (Dostopano: 7. 7. 2020)
5https://github.com/yxtay/glove-tensorflow (Dostopano: 7. 7. 2020)
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zˇetonom UNK, ki ima tudi svojo vektorsko vlozˇitev.
• VECTOR SIZE – Parameter dolocˇa velikost vektorja, s katerim pred-
stavimo besede. Optimalna velikost vektorja je odvisna od kolicˇine
ucˇnih podatkov oziroma sˇtevila razlicˇnih besed, ki jih zˇelimo predsta-
viti, ter tudi od tega za kaksˇen namen bodo vektorske vlozˇitve upora-
bljene.
• WINDOW SIZE – Velikost konteksta, ki ga algoritem uposˇteva pri
izracˇunu vektorske vlozˇitve za posamezno besedo. Parameter je lahko
zavajujocˇ, saj se kontekst v tem primeru nanasˇa le na kontekst med
ucˇenjem vektorskih vlozˇitev. Po zakljucˇku ucˇenja se vektorske vlozˇitve
ne spreminjajo vecˇ, ne glede na to v kaksˇnem kontekstu se besede po-
javijo med uporabo v koncˇnem modelu.
Izhod programa sta dve datoteki. Prva je besediˇscˇe (ang. vocabulary)
in vsebuje seznam besed, za katere je program izracˇunal vektorske vlozˇitve.
Sˇtevilo besed, ki jih vsebuje, je odvisno predvsem od zgoraj omenjenega
parametra VOCAB MIN COUNT. Druga datoteka pa vsebuje vrednosti
vektorskih vlozˇitev, kjer je za vsako besedo v svoji vrstici zapisan vektor, ki
jo predstavlja.
Vektorske vlozˇitve lahko v model vkljucˇimo na razlicˇne nacˇine. Vho-
dne sekvence besed lahko predhodno transformiramo v sekvence vektorskih
vlozˇitev, kar storimo tako, da vsako besedo v sekvenci zamenjamo z vektorsko
vlozˇitvijo. Tako transformirano ucˇno mnozˇico lahko med ucˇenjem enostavno
preberemo z diska in jo primer za primerom podajamo na vhod modelu. Ne-
gativna plat taksˇnega pristopa je prostorska zahtevnost, saj vsako besedo
nadomestimo z vektorjem dolzˇine, ki smo jo izbrali pri izracˇunu vektorskih
vlozˇitev. Poleg tega je potrebno tudi sklepanju v vsaki vhodni sekvenci,
v kateri zˇelimo postaviti locˇila, najprej vse besede zamenjati z vektorskimi
vlozˇitvami, kar pa privede do vecˇjih zakasnitev.
Zaradi zgoraj omenjenih slabosti smo v nasˇem modelu uporabili drugi
pristop, v katerem se posluzˇujemo vlozˇitvenega sloja (ang. embedding layer)
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znotraj nevronske mrezˇe, ki deluje kot nekaksˇna preslikovalna tabela. Na
vhodni strani sprejema indekse, s katerimi je posamezna beseda predstavljena
v besediˇscˇu, na izhodni strani pa vracˇa vektorske vlozˇitve. Prvotni namen
omenjenega sloja je, da se preslikovalne funkcije naucˇi sam med postopkom
ucˇenja. Ker pa smo zˇeleli uporabiti vektorske vlozˇitve GloVe, ki smo jih
predhodno izracˇunali s pomocˇjo programa, smo preslikovalno funkcijo dolocˇili
tako, da smo utezˇi inicializirali z matriko, ki smo jo pridobili iz izracˇunanih
vektorskih vlozˇitev. Na koncu smo utezˇi zamrznili, kar pomeni, da jih med
postopkom ucˇenja optimizacijski algoritem ne bo poskusˇal optimizirati.
4.4.2 BERT
V primeru uporabe kontekstualnih vektorskih vlozˇitev kot je BERT, moramo
uporabiti nekoliko drugacˇen pristop. Ker posamezna beseda po koncu ucˇenja
nima enolicˇne vektorske vlozˇitve in je ta odvisna tudi od konteksta, v katerem
vektorsko vlozˇitev uporabimo, jih ni mogocˇe izracˇunati vnaprej in shraniti
v datoteko, kot smo to storili pri metodi GloVe. Namesto tega je potrebno
vektorske vlozˇitve racˇunati sproti, ko jih potrebujemo. Za ta namen je model
BERT implementiran v razlicˇnih okoljih za strojno ucˇenje, med drugim tudi
za PyTorch in TensorFlow.
Kot smo zˇe omenili, model BERT temelji na nevronski mrezˇi in ga je
zato pred uporabo potrebno optimizirati oziroma naucˇiti na ucˇnih podatkih.
Ucˇenje zahteva veliko ucˇno mnozˇico in posledicˇno traja dolgo cˇasa, zato se v
primeru, da za zˇeleni jezik obstaja predhodno naucˇen model, raje odlocˇimo
zanj. V nasˇem primeru smo uporabili predhodno naucˇen slovensko-hrvasˇki
BERT model [25], ki smo utezˇi zamrznili in ga uporabili zgolj za izracˇun
vektorskih vlozˇitev.
Kot smo zˇe omenili v poglavju 3.1.6, model BERT vhodne podatke pro-
cesira nekoliko drugacˇe. Cˇe se vhodna beseda ne nahaja v znanem besediˇscˇu
modela, le-to razbije na manjˇse dele. Omenjena lastnost je dobrodosˇla, saj
model dobro deluje tudi pri besedah, ki jih ne pozna. Ker se model ucˇi nadzo-
rovano, morajo biti vhodne sekvence oznacˇene, kar v nasˇem primeru pomeni,
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da je vsaka beseda v vhodni sekvenci oznacˇena z locˇilom, ki ji sledi. Ker
med izracˇunom vektorskih vlozˇitev z metodo BERT ne vemo, katere besede
bo model razbil na manjˇse dele, ni mogocˇe pripraviti poravnanih seznamov
besed in pripadajocˇih locˇil.
Vektorske vlozˇitve lahko za vhodne podatke izracˇunamo vnaprej ali pa
model integriramo z modelom, kjer jih potrebujemo. V prvem primeru mo-
del BERT zazˇenemo locˇeno od nasˇega modela. Vsako vhodno sekvenco be-
sed med ucˇenjem in sklepanjem najprej damo skozi model BERT, da prido-
bimo vektorske vlozˇitve za posamezne besede in rezultat podamo na vhod
nasˇega modela. V tem primeru modela ne rabita biti implementirana z isto
knjizˇnico in se lahko izvajata popolnoma neodvisno drug od drugega. Paziti
je potrebno na problem, ki smo ga omenili v prejˇsnjem odstavku. Sˇtevilo
izhodnih vektorjev, ki jih model vrne, je lahko drugacˇno od sˇtevila vhodnih
besed. Obstaja vecˇ razlicˇnih mozˇnosti, kako problem resˇujemo, vendar se
najvecˇkrat uporabljata dve metodi; in sicer lahko za posamezno besedo upo-
rabimo prvo vektorsko vlozˇitev ali pa vektorske vlozˇitve povprecˇimo. Tako
zagotovimo, da bosta vhodna sekvenca besed in izhodna sekvenca vektorskih
vlozˇitev vedno enako dolgi. V primeru nasˇega modela smo uporabili prvo
metodo, kjer smo ne glede na sˇtevilo vrnjenih delov besede vedno uporabili
le prvega.
Drugi pristop temelji na integraciji modela BERT s ciljnim modelom. V
tem primeru je model BERT del ciljnega modela in je zato seveda potrebno,
da implementacija uporablja enako knjizˇnico kot ciljni model. Cˇe uporabimo
ta pristop, potem vektorskih vlozˇitev ne rabimo izracˇunati vnaprej, kar je
pomembno predvsem pri ucˇenju. Cˇe zˇelimo vektorske vlozˇitve za celotno
ucˇno mnozˇico izracˇunati vnaprej, lahko to zasede ogromno prostora tako
na disku kot v pomnilniku. Vsaka beseda se namrecˇ preslika v enega ali
vecˇ vektorjev, dolzˇine 768 oziroma 1024, odvisno od sˇtevila nevronov, ki jih
vsebuje skriti sloj modela BERT, iz katerega izracˇunamo vektorske vlozˇitve.
Tudi med sklepanjem integracija v ciljni model ponuja boljˇse rezultate, saj
je v nasprotnem primeru podatke naprej potrebno podati modelu BERT in
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rezultat nato prenesti na vhod modela, kjer uporabljamo vektorske vlozˇitve.
Cˇe si predstavljamo, da vsak model tecˇe na svoji graficˇni kartici, potem
je podatke potrebno fizicˇno prekopirati iz sistemskega pomnilnika na prvo
graficˇno kartico, nato rezultat na drugo graficˇno kartico in na koncu koncˇni
rezultat nazaj v sistemski pomnilnik.
Zaradi navedenih razlogov smo se odlocˇili, da v nasˇem primeru uporabimo
drugi pristop. Model BERT smo torej vkljucˇili v nasˇ model na mesto, kjer
je bil v primeru uporabe vektorskih vlozˇitev GloVe pred tem postavljen sloj,
ki je skrbel za preslikavo iz besed v vektorske vlozˇitve (ang. embedding
layer ). Pri tem smo uporabili implementacijo modela BERT za TensorFlow
iz paketa transformers 6 [26]. Ker je model BERT sedaj del nasˇega modela,
lahko tako kot v primeru uporabe vektorskih vlozˇitev GloVe modelu na vhod
posˇiljamo kar sekvence besed.
Omenimo sˇe, da je v primeru uporabe BERT vektorskih vlozˇitev potrebno
ucˇno mnozˇico pripraviti nekoliko drugacˇe. Pri uporabi vektorskih vlozˇitev
GloVe smo posamezne besede iz vhodnih povedi dobili z delitvijo glede na
presledke. Pri modelu BERT pa je potrebno posamezne besede obdelati sˇe s
prilozˇenim orodjem, ki posamezno besedo razbije na manjˇse dele, cˇe se ta ne
nahaja v besediˇscˇu poznanih besed.
4.4.3 ELMO
Tretja metoda vektorskih vlozˇitev, ki smo jih uporabili v nasˇem modelu,
pa je ELMO. Kot pri vektorskih vlozˇitvah BERT tudi tokrat vektorjev ni
mogocˇe izracˇunati vnaprej, saj so odvisni od konteksta, v katerem se beseda
pojavi med ucˇenjem ali pa sklepanjem. Obstaja vecˇ razlicˇnih implementacij
modela ELMO, ki so na voljo za okolji PyTorch in TensorFlow. V nasˇem
primeru smo bili z izbiro omejeni na implementacijo, kompatibilno z utezˇmi
vnaprej naucˇenega modela, ki smo ga uporabili 7 [27]. Za okolje TensorFlow
6https://github.com/huggingface/transformers (Dostopano: 7. 7. 2020)
7https://www.clarin.si/repository/xmlui/handle/11356/1277 (Dostopano: 7. 7.
2020)
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je to pomenilo uporabo ELMO implementacije bilm-tf 8. Na voljo pa je tudi
implementacija v okolju PyTorch; in sicer kot del knjizˇnice AllenNlp 9.
Vektorske vlozˇitve, izracˇunane s pomocˇjo modela ELMO, lahko v model
vkljucˇimo na enake nacˇine, kot smo to storili v primeru uporabe modela
BERT. Zaradi zˇe omenjenih prednosti smo se najprej odlocˇili za integracijo
modela ELMO v nasˇ model, vendar pa smo naleteli na problem, ker v cˇasu
nastajanja magistrske naloge ni bilo kompatibilne implementacije z verzijo
knjizˇnice TensorFlow, ki smo jo uporabili. Posledicˇno smo uporabili metodo
z vnaprejˇsnjim izracˇunom vektorskih vlozˇitev, za kar pa smo uporabili im-
plementacijo modela ELMO v PyTorchu. Tako smo se odlocˇili zaradi lazˇje
uporabe utezˇi zˇe naucˇenega modela, saj so bile le-te podane v formatu, ki ga
je lazˇje uporabiti s Pytorch implementacijo.
Ker model ELMO na vhodni strani besede procesira znak za znakom,
ne potrebuje besediˇscˇa poznanih besed. Poleg tega za posamezno besedo
vedno vrne eno vektorsko vlozˇitev, kar pomeni, da nimamo problema s po-
ravnavo besed in locˇil, kot smo ga imeli v primeru uporabe modela BERT.
Kar potrebujemo, je, da vse besede v ucˇni mnozˇici zamenjamo z njeno vek-
torsko vlozˇitvijo. To pa je prostorsko zelo potratno. Velikost vektorja je v
primeru vektorskih vlozˇitev ELMO enaka 1024 elementov, kar bi za celotno
ucˇno mnozˇico, ki smo jo uporabili, vecˇkrat preseglo velikost sistemskega po-
mnilnika, ki smo ga imeli na voljo. Kot bomo podrobneje predstavili kasneje
v poglavju o ucˇenju modela, smo problem resˇili z uporabo generatorja, ki
sproti pripravlja ucˇne podatke za ucˇenje. Pri sklepanju tega problema ni-
mamo, saj so vhodni podatki v obliki posameznih sekvenc, za katere najprej
izracˇunamo vektorske vlozˇitve, nato pa le-te podamo modelu na vhod.
8https://github.com/allenai/bilm-tf (Dostopano: 7. 7. 2020)
9https://github.com/allenai/allennlp (Dostopano: 7. 7. 2020)
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4.5 Postopek ucˇenja
V poglavju predstavimo, kako je potekalo ucˇenje opisanega modela. Ker
smo uporabljali razlicˇne vektorske vlozˇitve, je bilo tudi ucˇenje modela za
vsak primer nekoliko drugacˇno, zato si bomo postopek ucˇenja pogledali za
vsakega posebej.
Prvi model, ki smo ga naucˇili, je uporabljal vektorske vlozˇitve GloVe. V
tem primeru ucˇenje poleg izracˇuna vektorskih vlozˇitev ne zahteva posebnih
priprav. Pri izracˇunu GloVe vektorskih vlozˇitev smo uporabili orodje, opisano
v poglavju 4.4.1, pri cˇemer smo hiperparametre nastavili, kot je prikazano
v tabeli 4.3. Izvajanje programa smo omejili na 30 iteracij, pri cˇemer se
napaka proti koncu optimizacije prakticˇno ni vecˇ spreminjala, kar pomeni,
da se je program naucˇil optimalne vektorske vlozˇitve na danem korpusu. Ker
Hiperparameter Vrednost
VOCAB MIN COUNT 2
VECTOR SIZE 250
WINDOW SIZE 15
Tabela 4.3: Parametri za izracˇun vektorskih vlozˇitev GloVe.
model v primeru uporabe vektorskih vlozˇitev GloVe uporablja vlozˇitveni sloj,
vhod v model predstavljajo sekvence besed oziroma sekvence indeksov, kjer
posamezni indeks predstavlja besedo v besediˇscˇu. Tovrsten pristop je nujen,
saj nevronska mrezˇa ne zna delati z ne-numericˇnimi tipi podatkov. Naloga
vlozˇitvenega sloja je, da na podlagi indeksa posamezni element sekvence
zamenja z njegovo vektorsko vlozˇitvijo.
Optimizacijski algoritem, ki smo ga uporabili pri ucˇenju, je Adam[28].
Gre za algoritem s prilagodljivo stopnjo ucˇenja, namenjen za ucˇenje globokih
nevronskih mrezˇ. Izhodiˇscˇna stopnja ucˇenja, ki smo jo uporabili, je 0.0001.
Vecˇje vrednosti so v praksi pripeljale do slabsˇih resˇitev, saj je natancˇnost
napovedi locˇil na neki tocˇki zacˇela divergirati od optimalne resˇitve.
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Ucˇno mnozˇico smo pred zacˇetkom ucˇenja v celoti nalozˇili v sistemski
pomnilnik. Tako smo se odlocˇili predvsem zaradi lazˇje izvedbe ucˇenja in
mozˇnosti, da ucˇno mnozˇico med vsako iteracijo premesˇamo. Ucˇno mnozˇico
smo dolocˇili tako, da smo vrstice znotraj korpusa Gigafida med seboj najprej
premesˇali, nato pa smo prvih 90 odstotkov vrstic uporabili kot ucˇno mnozˇico,
ostalih 10 odstotkov pa kot testno. Podatke smo nato pripravili na nacˇin,
kot smo opisali v poglavju 4.4.1.
Ucˇenje smo izvedli na racˇunalniku, ki je imel na voljo graficˇno kartico s
16 GB pomnilnika. Hiperparametri, ki smo jih uporabili, so strnjeni v tabeli
4.4.
Hiperparameter Vrednost
Velikost paketa (ang. batch) 64
Dolzˇina sekvence 50
Sˇtevilo celic dvosmernega RNN sloja 1024
Sˇtevilo celic enosmernega RNN sloja 1024
Sˇtevilo celic polno povezanega sloja 512
Stopnja ucˇenja 0.0001
Tabela 4.4: Vrednosti hiperparametrov pri ucˇenju modela.
4.6 Spletna storitev
Poleg samega modela smo implementirali tudi spletno storitev, ki omogocˇa
enostavno uporabo modela. Uporabili smo knjizˇnico Flask 10, ki omogocˇa
enostavno implementacijo spletnih vmesnikov neposredno v jeziku Python.
Storitev smo implementirali kot REST vmesnik, ki izpostavlja eno koncˇno
tocˇko na relativnem naslovu /api/punctuate-text. Podatke v obdelavo posˇljemo
kot objekt JSON, ki vsebuje polje text. V ozadju program uporablja naucˇeni
10https://palletsprojects.com/p/flask/ (Dostopano: 12. 7. 2020)
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Algorithm 1 Psevdokoda generatorja za pripravo ucˇnih podatkov v primeru
uporabe vektorskih vlozˇitev ELMO
1: dataset← ucˇna mnozˇica
2: datasetLength← velikost ucˇne mnozˇice
3: repeat
4: currentPosition← 0
5: dataset← shuffle(dataset)
6: repeat
7: endPosition← currentPosition+ batchSize
8: currentBatch← dataset[currentPosition : endPosition]
9: batchEmbeddings← createElmoEmbeddings(currentBatch[0])
10: batchLabels← currentBatch[1]
11: currentPosition← currentPosition+ batchSize
12: yield([batchEmbeddings, batchLabels])
13: until currentPosition < datasetLength
14: until true
model in v odgovoru prav tako vrne objekt JSON s poljem text, ki sedaj
vsebuje besedilo z vstavljenimi locˇili. Model v ozadju je s parametri mogocˇe
nastaviti tako, da uporablja procesor ali pa graficˇno kartico, odvisno od tega
kaj imamo na voljo. Cˇe imamo na voljo vecˇ graficˇnih kartic, lahko program
nastavimo tako, da se v primeru uporabe vektorskih vlozˇitev ELMO le-te
izracˇunajo na locˇeni graficˇni kartici.
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Poglavje 5
Rezultati
V nadaljevanju najprej predstavimo metodo, ki smo jo uporabili pri testiranju
modela. Pogledali bomo, kako smo dolocˇili testno mnozˇico, katera locˇila so
nas zanimala in katere lastnosti smo ocenjevali.
Kot smo zˇe omenili, smo pri ucˇenju in testiranju uporabljali korpus Giga-
fida. Zˇe pri pripravi podatkov za ucˇenje smo celotno mnozˇico razdelili na dve
podmnozˇici: ucˇno in testno. Dolocˇili smo ju tako, da je njun presek prazna
mnozˇica. To smo storili tako, da smo posamezne vrstice celotnega korpusa
najprej med seboj premesˇali, nato pa smo prvih 90 odstotkov vrstic uporabili
kot ucˇno mnozˇico, preostalih 10 odstotkov pa kot testno. Testno mnozˇico smo
nato pripravili na enak nacˇin kot ucˇno. Vecˇ podrobnosti o pripravi mnozˇice
glede na uporabljene vektorske vlozˇitve je predstavljenih v poglavjih 4.4.1,
4.4.2 in 4.4.3. Omenimo le, da smo tako kot pri ucˇni mnozˇici vhodne povedi
razdelili na posamezne besede, pri cˇemer smo v primeru uporabe vektorskih
vlozˇitev BERT namesto deljenja po presledkih uporabili prilozˇeno orodje, ki
posamezne besede po potrebi sˇe naprej razdeli na manjˇse dele. Poleg tega smo
pri vektorskih vlozˇitvah ELMO uporabili generator, ki za vsak paket vnaprej
izracˇuna vektorske vlozˇitve. V vseh primerih smo oblikovali sekvence dolzˇine
50 elementov tako kot pri ucˇenju.
Za testiranje smo si pripravili skripto, ki za vsako poved iz testne pod-
mnozˇice preveri, koliko locˇil model napove pravilno in koliko narobe. Na
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podlagi tega se nato izracˇuna zˇeljene ocene. Pri testiranju smo preverjali
vsa locˇila, ki jih model zna napovedovati, kar pomeni vejico, piko, vprasˇaj,
klicaj, dvopicˇje in podpicˇje. Psevdokoda skripte za testiranje je prikazana
na algoritmu 2. Iz psevdokode je razvidno, da skripta v prvem koraku za
vsako sekvenco testne mnozˇice preveri, koliko locˇil model napove pravilno.
Izracˇunajo se naslednji parametri:
• TP (ang. true positives) so primeri, v katerih je program locˇilo postavil
na pravo mesto;
• FP (ang. false positives) so primeri, v katerih je program locˇilo postavil
na napacˇno mesto. Primer: program je postavil piko, kjer bi morala
biti vejica, ali pa je postavil katerokoli locˇilo na mesto, kjer bi moral
biti presledek.
• FN (ang. false negatives) so primeri, v katerih program ni postavil
danega locˇila, cˇeprav bi na tem mestu moralo biti. Primer: program je
postavil piko, kjer bi moral biti presledek.
Iz zgornjih parametrov se nato v drugem koraku izracˇunajo naslednje
ocene:
• tocˇnost (ang. precision) je ocena, ki nam pove, koliksˇen delezˇ
vseh napovedanih locˇil je tudi pravilno postavljenih in se izracˇuna
po enacˇbi 5.1;
• priklic (ang. recal) je ocena, ki nam pove, koliksˇen delezˇ vseh locˇil
je program pravilno postavil in se izracˇuna po enacˇbi 5.2;
• F-ocena (ang. F-score) je harmonicˇna sredina tocˇnosti in priklica,
izracˇuna se po enacˇbi 5.3.
57
tocnost =
TP
TP + FP
(5.1)
priklic =
TP
FN
(5.2)
f1 =
2× tocnost× priklic
tocnost+ priklic
(5.3)
Algorithm 2 Psevdokoda skripte za testiranje modela
1: testnaMnozica← testna mnozˇica
2: loop
3: trenutnaSekvenca← naslednja sekvenca besed iz testne mnozˇice brez locˇil
4: trenutnaLocila← pripadajocˇa locˇila za sekvenco trenutnaSekvenca
5: napovedanaLocila← napovedana locˇila za sekvenco trenutnaSekvenca
6: loop
7: originalnoLocilo← naslednjii element seznama trenutnaLocila
8: NapovedanoLocilo← naslednjii element seznama napovedanaLocila
9: isCorrent← originalnoLocilo == napovedanoLocilo
10: totalCorrect← totalCorrent+ 1
11: truePositives[originalnoLocilo]+ = isCorrect
12: falsePositives[napovedanoLocilo]+ =!isCorrect
13: falseNegatives[originalnoLocilo]+ =!isCorrect
14: end loop
15: loop
16: locilo← element iz seznama razpolozˇljivih locˇil
17: precision[locilo] ← truePositives[locilo]/(truePositives[locilo] +
falsePositives[locilo])
18: recall[locilo] ← truePositives[locilo]/(truePositives[locilo] +
falseNegatives[locilo])
19: fscore[locilo] ← 2 ∗ precision[locilo] ∗ recal[locilo]/(precision[locilo] +
recal[locilo])
20: end loop
21: end loop
V nadaljevanju predstavljamo rezultate, ki smo jih dosegli z uporabo
posameznih vektorskih vlozˇitev. Podatki za zgoraj opisane ocene so podani
v tabeli 5.1 za model, ki uporablja vektorske vlozˇitve GloVe; 5.2 za model,
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locˇilo tocˇnost priklic F-ocena
, 86.20 86.40 86.30
. 80.40 81.50 80.90
? 61.90 58.50 60.20
! 6.80 6.10 6.40
: 40.40 35.10 37.60
; 4.80 3.40 4.00
povprecˇno 83.10 83.40 83.20
Tabela 5.1: Tabela prikazuje tocˇnost, priklic in F-oceno modela z uporabo
vektorskih vlozˇitev GloVe. Postopek ucˇenja modela in uporabljeni hiperpa-
rametri so opisani v poglavju 4.5. Vse vrednosti so v odstotkih.
ki uporablja vektorske vlozˇitve BERT; 5.3 za model, ki uporablja vektorske
vlozˇitve ELMO.
Iz zgornjih rezultatov opazimo, da je program v vseh primerih najboljˇse
rezultate dosegel za postavljanje vejic in pik, ki so jim nato sledili vprasˇaji,
mnogo slabsˇe pa je napovedal klicaje, dvopicˇja in podpicˇja. Na splosˇno smo
za vsa locˇila najboljˇse rezultate dosegli z uporabo vektorskih vlozˇitev ELMO.
Opazimo tudi, da je v tem primeru model najboljˇse rezultate dosegel za
postavljanje pik in ne vejic kot pri drugih dveh modelih.
Rezultati z uporabo vektorskih vlozˇitev ELMO so bili v skladu s pricˇakova-
nji boljˇsi od uporabe vektorskih vlozˇitev GloVe, saj slednji ne uposˇtevajo
konteksta, v katerem se beseda pojavi. V nasprotju s pricˇakovanji pa se je
izkazal model, ki uporablja vektorske vlozˇitve BERT. V tem primeru smo do-
bili slabsˇe rezultate kot v drugih dveh primerih. Predvidevamo, da je razlog
v sami uporabi vektorskih vlozˇitev BERT. Kot smo zˇe omenili v poglavju
4.4.2, smo nekatere vektorske vlozˇitve, cˇe je bila beseda razdeljena na vecˇ
delov, preprosto zavrgli. Predvidevamo, da bi dosegli boljˇse rezultate s pov-
precˇenjem vektorskih vlozˇitev, najboljˇse pa bi bilo, da bi model in postopek
ucˇenja prilagodili vektorskim vlozˇitvam BERT, tako da povprecˇenje sploh ne
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locˇilo tocˇnost priklic F-ocena
, 76.90 78.90 77.90
. 68.10 65.30 66.70
? 37.30 31.20 34.00
! 2.40 1.50 1.80
: 18.6 15.30 16.80
; 1.40 1.70 1.50
povprecˇno 72.80 72.70 72.70
Tabela 5.2: Tabela prikazuje tocˇnost, priklic in F-oceno modela z uporabo
vektorskih vlozˇitev BERT. Postopek ucˇenja modela in uporabljeni hiperpa-
rametri so opisani v poglavju 4.5. Vse vrednosti so v odstotkih.
locˇilo tocˇnost priklic F-ocena
, 90.7 91.3 91.0
. 92.0 91.1 91.6
? 71.6 72.5 72.0
! 7.1 7.6 7.30
: 43.2 40.6 41.9
; 10.2 8.7 9.40
povprecˇno 90.0 89.9 89.9
Tabela 5.3: Tabela prikazuje tocˇnost, priklic in F-oceno modela z uporabo
vektorskih vlozˇitev ELMO. Postopek ucˇenja modela in uporabljeni hiperpa-
rametri so opisani v poglavju 4.5. Vse vrednosti so v odstotkih.
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bi bilo potrebno.
Opazimo tudi, da je program slabsˇe rezultate dosegel pri napovedovanju
klicajev, dvopicˇij in podpicˇij. Sˇe posebej v primeru klicajev in podpicˇij so re-
zultati izredno slabi. Predvidevamo, da je razlog v relativno majhnem sˇtevilu
omenjenih locˇil v primerjavi z drugimi locˇili, za katere model daje boljˇse re-
zultate. Predvidevamo, da bi problem lahko resˇili z uporabo ucˇne mnozˇice,
ki bi vsebovala vecˇje sˇtevilo ucˇnih primerov, ki vsebujejo omenjena locˇila.
Alternativno bi lahko poskusili tudi s tehniko povecˇanja ucˇnih podatkov, ki
je opisana v poglavju 3.1.5.
Rezultatov nasˇega modela ne moramo neposredno primerjati z modelom
iz [1], saj bi morali zagotoviti enake ucˇne in testne podatke. Rezultati, ki
so jih dobili avtorji izvirnega modela, so bili predstavljeni za anglesˇcˇino in
estonsˇcˇino, kar onemogocˇa neposredno primerjavo. Lahko pa primerjamo,
kaksˇne rezultate so v izvirnem modelu avtorji cˇlanka dobili za dolocˇeno locˇilo
relativno glede na druga locˇila. Opazimo, da so v posameznih primerih za
postavljanje vprasˇajev dobili celo viˇsjo tocˇnost (70.7-odstotno) kot za ostala
locˇila, kot je na primer vejica, za katero so dobili 65.5-odstotno tocˇnost, pri
testiranju na referencˇnih transkriptih v anglesˇkem jeziku. Tudi za druga
locˇila, kot so klicaji, dvopicˇja in podpicˇja, njihov model deluje bolje kot nasˇ,
cˇe jih primerjamo relativno glede na vejice in pike, za katere v splosˇnem
oba modela delujeta najbolje. Primerjavo omenjamo bolj kot zanimivost,
saj lahko do taksˇnih razlik prihaja tudi zaradi razlicˇnih lastnosti jezikov, na
podlagi katerih so bili posamezni modeli naucˇeni. Omeniti pa velja, da je
prednost njihovega modela pred nasˇim uporaba mehanizma osredotocˇenja, ki
lahko prav tako prispeva k boljˇsim rezultatom za dolocˇena locˇila. Predvsem
pri vprasˇajih je beseda, ki ga dolocˇa, navadno uporabljena na zacˇetku povedi,
kar pomeni, da je mehanizem osredotocˇenja v tem primeru lahko razlog za
boljˇse rezultate.
Lahko pa rezultate primerjamo z ugotovitvami, predstavljenimi v cˇlanku
[3], v katerem so avtorji uporabili enak model kot v [1], vendar so ga ucˇili na
slovenskem jeziku. Za ucˇenje in evalvacijo modela so tako kot mi uporabili
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nasˇ model z ELMO model iz [3]
locˇilo tocˇnost priklic F-ocena tocˇnost priklic F-ocena
, 90.7 91.3 91.0 90.5 87.2 88.8
. 92.0 91.1 91.6 86.2 86.9 86.5
? 71.6 72.5 72.0 72.2 52.7 60.9
! 7.1 7.6 7.30 52.0 3.0 7.0
: 43.2 40.6 41.9 - - -
; 10.2 8.7 9.40 - - -
povprecˇno 90.0 89.9 89.9 88.1 85.9 87.0
Tabela 5.4: Tabela prikazuje primerjavo tocˇnosti, priklica in F-ocene nasˇega
modela, ki uporablja vektorske vlozˇitve ELMO in modela iz [3].
korpus Gigafida. Primerjava obeh modelov je prikazana v tabeli 5.4, iz ka-
tere je razvidno, da nasˇ model z izjemo klicajev konsistentno dosega boljˇso
tocˇnost. Tudi primerjava priklica in F-ocene pokazˇe, da nasˇ model z uporabo
vektorskih vlozˇitev ELMO v vseh primerih izboljˇsa rezultate iz [3].
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Poglavje 6
Zakljucˇek
Med nastajanjem magistrske naloge smo implementirali sistem za avtomatsko
postavljanje locˇil. Ker so se tudi na podrocˇju obdelave besedila v zadnjem
cˇasu uveljavile nevronske mrezˇe, smo jih uporabili tudi v nasˇem primeru.
Zgledovali smo se po modelu, ki uporablja globoko rekurencˇno nevronsko
mrezˇo in za anglesˇki jezik dosega boljˇse rezultate kot nekateri drugi modeli,
ki temeljijo na drugacˇnih arhitekturah nevronskih mrezˇ. Model smo imple-
mentirali z uporabo knjizˇnice TensorFlow, ki je popularna med razvijalci in
se sˇe vedno razvija. Knjizˇnica nam je omogocˇila, da smo model z uporabo
graficˇne kartice naucˇili v relativno kratkem cˇasu.
Poleg implementacije samega modela smo le-taga preizkusili z razlicˇnimi
vektorskimi vlozˇitvami. Najprej smo uporabili vektorske vlozˇitve GloVe, kot
so jih avtorji izvirnega modela, pri cˇemer smo dobili relativno dobre rezultate.
Nato smo rezultate poskusili izboljˇsati z uporabo kontekstualnih vektorskih
vlozˇitev, kot sta BERT in ELMO. To nam je tudi uspelo, saj smo z uporabo
vektorskih vlozˇitev ELMO tocˇnost napovedovanja locˇil v povprecˇju izboljˇsali
za 6.9 odstotkov glede na model, ki uporablja vektorske vlozˇitve GloVe. Pri
vektorski vlozˇitvah BERT smo sicer opazili poslabsˇanje rezultatov, vendar
predvidevamo, da je razlog v samem nacˇinu uporabe vektorskih vlozˇitev.
Poleg modela smo razvili tudi spletno aplikacijo, ki omogocˇa lazˇjo uporabo
programa in mozˇnost integracije v druge sisteme. Kot smo zˇe nekajkrat
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omenili, je potencialno zanimivo podrocˇje uporaba skupaj z avtomatskim
razpoznavalnikom govora, ki na izhodu vracˇa surovo besedilo brez locˇil. Z
uporabo sistema za avtomatsko postavljanje locˇil lahko povecˇamo uporabnost
sistema in zmanjˇsamo potrebo po kasnejˇsem rocˇnem urejanju.
Predvidevamo, da bi lahko z uporabo mehanizma osredotocˇanja rezultate
sˇe nekoliko izboljˇsali, kot so to storili avtorji izvirnega modela. Poleg tega
bi lahko uporabili sˇe nekatere druge podatke, kot so na primer pavze med
besedami in razlicˇne znacˇilnice glasu, kar bi priˇslo prav predvsem pri uporabi
nasˇega sistema na izhodu avtomatskega razpoznavalnika govora, saj so ti
podaki vedno na voljo.
Literatura
[1] O. Tilk, T. Aluma¨e, Bidirectional recurrent neural network with atten-
tion mechanism for punctuation restoration, in: Interspeech 2016, 2016.
[2] Gigafida, http://www.gigafida.net/, dostopano: 10. 7. 2020.
[3] M. Bajec, M. Jankovic, S. Zitnik, I. Lebar Bajec, Punctuation Resto-
ration System for Slovene Language, 2020, pp. 509–514. doi:10.1007/
978-3-030-50316-1 31.
[4] A. Gravano, M. Jansche, M. Bacchiani, Restoring punctuation and ca-
pitalization in transcribed speech, 2009, pp. 4741–4744. doi:10.1109/
ICASSP.2009.4960690.
[5] N. Ueffing, M. Bisani, P. Vozila, Improved models for automatic punc-
tuation prediction for spoken and written text, in: INTERSPEECH,
2013.
[6] A. O¨ktem, M. Farru´s, L. Wanner, Attentional parallel rnns for genera-
ting punctuation in transcribed speech, in: SLSP, 2017.
[7] S. Kim, Deep recurrent neural networks with layer-wise multi-head at-
tentions for punctuation restoration, in: ICASSP 2019 - 2019 IEEE
International Conference on Acoustics, Speech and Signal Processing
(ICASSP), 2019, pp. 7280–7284.
[8] X. Che, C. Wang, H. Yang, C. Meinel, Punctuation prediction for unse-
gmented transcript based on word vector, LREC (2016).
65
66 LITERATURA
[9] A. Gron, Hands-On Machine Learning with Scikit-Learn and Tensor-
Flow: Concepts, Tools, and Techniques to Build Intelligent Systems,
1st Edition, O’Reilly Media, Inc., 2017.
[10] T. Rashid, Make Your Own Neural Network, 1st Edition, CreateSpace
Independent Publishing Platform, North Charleston, SC, USA, 2016.
[11] Activation functions in neural networks, https://
towardsdatascience.com/activation-functions-neural-
networks-1cbd9f8d91d6, dostopano: 25. 6. 2020.
[12] Complete guide of activation functions, https://
towardsdatascience.com/complete-guide-of-activation-
functions-34076e95d044, dostopano: 25. 6. 2020.
[13] Relu sigmoid and tanh: todays most used activation func-
tions, https://www.machinecurve.com/index.php/2019/09/04/relu-
sigmoid-and-tanh-todays-most-used-activation-functions/, do-
stopano: 25. 6. 2020.
[14] What is hebbian learning?, https://medium.com/
datadriveninvestor/what-is-hebbian-learning-3a027e8e4bbb,
dostopano: 13. 7. 2020.
[15] D. E. Rumelhart, G. E. Hinton, R. J. Williams, Learning Internal Re-
presentations by Error Propagation, MIT Press, Cambridge, MA, USA,
1986, p. 318–362.
[16] H. B. Demuth, M. H. Beale, O. De Jess, M. T. Hagan, Neural Network
Design, 2nd Edition, Martin Hagan, Stillwater, OK, USA, 2014.
[17] D. Bahdanau, K. Cho, Y. Bengio, Neural machine translation by jointly
learning to align and translate, cite arxiv:1409.0473Comment: Accepted
at ICLR 2015 as oral presentation (2014).
URL http://arxiv.org/abs/1409.0473
LITERATURA 67
[18] K. Greff, R. K. Srivastava, J. Koutn´ık, B. R. Steunebrink, J. Schmid-
huber, LSTM: A search space odyssey, CoRR abs/1503.04069 (2015).
arXiv:1503.04069.
URL http://arxiv.org/abs/1503.04069
[19] T. Mikolov, G. Corrado, K. Chen, J. Dean, Efficient estimation of word
representations in vector space, 2013, pp. 1–12.
[20] Introduction to word embedding and word2vec, https:
//towardsdatascience.com/introduction-to-word-embedding-
and-word2vec-652d0c2060fa, dostopano: 4. 7. 2020.
[21] J. Pennington, R. Socher, C. D. Manning, Glove: Global vectors for
word representation, in: Empirical Methods in Natural Language Pro-
cessing (EMNLP), 2014, pp. 1532–1543.
URL http://www.aclweb.org/anthology/D14-1162
[22] Glove: Global vectors for word representation, https:
//nlp.stanford.edu/projects/glove/, dostopano: 4. 7. 2020.
[23] M. E. Peters, M. Neumann, M. Iyyer, M. Gardner, C. Clark, K. Lee,
L. Zettlemoyer, Deep contextualized word representations, CoRR
abs/1802.05365 (2018). arXiv:1802.05365.
URL http://arxiv.org/abs/1802.05365
[24] J. Devlin, M. Chang, K. Lee, K. Toutanova, BERT: pre-training
of deep bidirectional transformers for language understanding, CoRR
abs/1810.04805 (2018). arXiv:1810.04805.
URL http://arxiv.org/abs/1810.04805
[25] M. Ulcˇar, M. Robnik-Sikonja, Finest bert and crosloengual bert: less is
more in multilingual models, 2020.
[26] Transformers, https://huggingface.co/transformers/index.html,
dostopano: 11. 7. 2020.
68 LITERATURA
[27] M. Ulcˇar, ELMo embeddings models for seven languages, slovenian lan-
guage resource repository CLARIN.SI (2019).
URL http://hdl.handle.net/11356/1277
[28] D. P. Kingma, J. Ba, Adam: A method for stochastic optimization, cite
arxiv:1412.6980Comment: Published as a conference paper at the 3rd
International Conference for Learning Representations, San Diego, 2015
(2014).
URL http://arxiv.org/abs/1412.6980
