ABSTRACT Multiple-input-multiple-output (MIMO) radar has received significant attention because it offers broad design freedom and superior performance. Polyphase code sets with low autocorrelation sidelobe peaks and low cross-correlation peaks, also known as orthogonal polyphase code sets, can be used as transmission signals by MIMO radar. We present an effective algorithm named the greedy code search-based memetic algorithm (MA-GCS) to design such code sets. MA-GCS is a novel variation of the new evolutionary search, which can be used to design only a single binary sequence with low autocorrelation peaks. MA-GCS integrates an evolutionary search for global searches and a GCS for local searches to improve the accuracy of solutions. Moreover, an accelerating algorithm is designed to reduce the computational complexity of the GCS-based local search. The computational complexity of our algorithm is derived and compared with other algorithms. It is demonstrated by the experimental results that our algorithm is truly effective. On one hand, the code sets designed using our proposed algorithm have better autocorrelation and cross-correlation properties than other methods. On the other hand, the time consumed is acceptable. In addition, the influence of the code set parameters on the performance of the design results is also investigated.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) radar is a new type of radar system that employs multiple spatially distributed transmitters and receivers [1] . This capability was demonstrated in multiple studies that showed that MIMO radar had great potential to overcome fluctuations of the target radar cross section (RCS) [2] and to improve the resolution and interference rejection performance [3] . Fully exploiting this potential can significantly improve the performance of target detection, tracking, identification and parameter estimation of radar systems [1] , [4] . However, the disadvantages of MIMO radar are that it is considered too complex and requires a high cost to implement [5] . MIMO radar remains an attractive choice, however, because of recent breakthroughs in electronics, digital computing and information fusion [6] , [7] . According to the location of the antennas, MIMO radar can be broadly classified into statistic MIMO radar [8] , also known as netted radar [6] , and colocated MIMO radar [1] , [9] .
A colocated MIMO radar can transmit orthogonal waveforms and process the reflected signals with matched filters. Consider a colocated MIMO radar that has L transmitters, each of which transmits a distinct signal from an orthogonal signal set S = {s l (t) , l = 1, 2, 3, . . . , L}. Certain correlation properties of the signal set S are required. For the sake of high range resolution, the aperiodic autocorrelation function of any signal s l (t) in the signal set S should be approximately an impulse function [10] . To separate distinct signals by matched filters, any two signals in the signal set S should be mutually uncorrelated. Note that although the term ''orthogonal'' has been widely used, this term is actually a misnomer for MIMO radar because no assumption of synchronicity of radar echoes can be made [11] . The term ''strong orthogonal'' is more accurate. Here, however, we continue to use the former term for the sake of consistency.
Phase-coded signals have received significant attention because they offer high design freedom. The pulse width T of a phase-coded signal is temporally subdivided into a set of constant-amplitude chips, with each chip being modulated by a fixed phase value θ [11] . The phase-coded signals can be broadly classified into two classes as the phase value θ is drawn from a continuous set (random phase) or a discrete set (discrete phase). Some algorithms, such as the modified Fletcher-Reeves algorithm [12] , sequential quadratic programming (SQP) [13] , bee algorithm and artificial bee colony [14] , tabu search [15] , and particle swarm optimization [16] , have been developed for the design of orthogonal code sets with random phases. Recently Chaotic signals are also becoming an attractive scheme [17] . Moreover, relatively short polyphase Barker codes have been designed using constrained optimization [18] . When designing code sets with random phases, one can use the gradient information because of the continuity of the phase values. Note that when applied to MIMO radar, the performance of code sets with random phases is degraded owing to the quantification. In other literature devoted to generating orthogonal phase code sets, some groups have focused on discrete phases. Among the reported algorithms are a hybrid optimization algorithm based on simulated annealing (SA) [10] , [19] , an algebraic method [20] , a hybrid optimization algorithm based on the genetic algorithm (GA) [21] , [22] , and particle swarm optimization (PSO) [23] . The design of code sets with discrete phases is an NP-complete problem because the number of solutions grows exponentially with the problem size. In fact, the performance of the code sets designed by the existing methods, particularly the autocorrelation function, must be improved. In this study, we are concerned with the design of orthogonal code sets with discrete phases (i.e., orthogonal polyphase code sets, OPPCSs).
In this paper, we present an effective algorithm for the design of OPPCSs that can be used in a colocated MIMO radar. The paper is organized as follows. In Section II, we formulate the problem of designing OPPCSs. Section III provides the details to our proposed memetic algorithm (MA). Section IV presents design results of our proposed algorithm and comparisons with other existing methods. Section V concludes the paper.
II. PROBLEM STATEMENT
Consider a polyphase code signal that can be expressed mathematically as
where T is the pulse duration and T C is the chip duration. rect represents the rectangular function. N is the code length, and θ (n) is the phase value of the n th chip, which is drawn from the phase constellation defined in (2):
where M is the distinct phase number. For a colocated MIMO radar with L antenna elements, one must design the OPPCS S(L, N , M ):
The autocorrelation and cross-correlation properties of OPPCSs satisfy or nearly satisfy the following conditions in (4) and (5) [10] :
and
where A (s l , k) is the aperiodic autocorrelation function of polyphase signal s l and C s p , s q , k is the cross-correlation function of s p and s q . The asterisk denotes the complex conjugate, and k is the discrete time index. Note that A (s l , k) and C s p , s q , k can be normalized by adding the multiplicative coefficient 1/N to transform these terms into the normalized autocorrelation and cross-correlation function, which are used more widely. To assess the OPPCSs, multiple metrics are available depending on the radar operating environment [20] , [21] . If the radar is operating in a scenario dominated by distributed clutters, then the integrated sidelobe level (ISL), which represents the total power of the side lobes, is useful. Another widely used metric is the peak sidelobe level (PSL) metric. This metric indicates the largest degree of interference that clutters can add to the targets at a variety of range offsets. If the radar is operating in a scenario with large clutters, then the PSL metric is a better choice. In this study, the PSL metric is considered. Therefore, the cost function is
CP s p , s q (6) where ASP and CP are the autocorrelation sidelobe peaks in (7) and the cross-correlation peaks in (8) , respectively. λ is the weighting factor between autocorrelation and crosscorrelation functions in the cost function.
The minimization of (6) is a multivariable optimization problem with NL parameters. The solution space is on the order of O M LN , with notably large local optima. An effective algorithm has yet to be developed to solve this optimization problem and therefore generate OPPCSs in (3).
III. MA FOR DESIGN OF ORTHOGONAL POLYPHASE WAVEFORMS
In this section, we first present an introduction to MAs. Then, the details of our proposed method, MA-GCS, are given. The latter part also discusses the design of the local search and the accelerating algorithm of the local search. Moreover, the time complexity of MA-GCS is derived at the end of this section.
A. INTRODUCTION TO MA
The MA is a combination of evolutionary algorithms (EAs) and local search operators known as hybrid algorithms [26] . EAs are a class of general-purpose stochastic optimization algorithms implemented under the neoDarwinian paradigm [27] . The MA has powerful exploration and exploitation ability. The exploration ability refers to the ability of investigating various unknown regions in the solution space to discover the global optimum, whereas the exploitation ability indicates the capability of the algorithms to refine a candidate solution to a local optimum, having already identified a region of interest [26] . In general, an EA, such as a genetic algorithm, has exploration ability, and the local search has exploitation ability.
1) MA PROCEDURE
The procedure of a typical MA is given by Algorithm-MA, as shown below. In the pseudocode Algorithm-MA, i gen denotes the generation or iteration times. P(i gen ) presents the whole population in the i gen generation. P par and P os represent the parents and offspring, respectively, which both include many individuals.
The initial population can be created randomly or according to a certain initialization procedure [28] . A heuristic can be chosen to initialize the population. Moreover, some orthogonal matrixes like Hadamard-Walsh orthogonal codes can be used to initialize the population [29] . Afterwards, each individual makes a local search. The aim of performing a local search can be to reach a local optima or to improve up to a predetermined level. After initialization, the competition or cooperation and local searches are repeated until a stopping criterion is satisfied. Cooperation can be understood as an interchange of information, whereas competition indicates the process of selection of better individuals with higher fitness or lower cost function. The stopping criterion can be considered a predefined number of iterations or a threshold of the value of the cost function.
2) APPLICATION
MAs have been successfully applied to solve a variety of problems involving combinatorial optimization, such as the traveling salesman problem (TSP) [30] - [34] , quadratic
Initial population P(0) is created. Each individual of P(0) makes a local search.
Repeat:
Competition (selection of better individuals)
Evaluate the fitness of each individual of P(0), and select individuals as parents P par from P(i gen ) based on fitness. Cooperation (mating and interchange of information)
Apply cooperation operators to parents P par to generate the next population P i gen + 1 . Local search Each individual of P i gen + 1 makes an local search. Until a stopping criterion is satisfied assignment [35] - [37] , graph partition [38] , [39] , and graph coloring [40] .
B. OUR PROPOSED ALGORITHM, MA-GCS
We now present our proposed MA, namely, MA-GCS. MA-GCS is a combination of EA and greedy code search (GCS)-based local search. EA has powerful exploration ability and can search a wide range of solution space efficiently. However, this kind of algorithm lacks exploitation ability. In contrast, a local search has powerful exploitation ability and can improve the accuracy of solutions. However, a local search always becomes trapped in local optima during the search process. The MA can be implemented as a modified EA by incorporating an efficient local search. Therefore, MA-GCS has a powerful exploration ability to implement a global search and can be suitably accurate in the local search.
Our method is a novel variation or extension of the new evolutionary search in [27] . The actual extensions are listed as follows.
1) This paper extends the new evolutionary search, which is intended for the design of a single binary sequence with low autocorrelation peaks, to the MA-GCS, which can be used to design the orthogonal polyphase code sets with low autocorrelation and cross-correlation peaks. Actually, the evolutionary search can be used to tackle various kinds of optimizing problems including the design of OPPCSs with some modifications. The modifications that we have done to extend the evolutionary search to MA-GCS are to choose a proper cost function and to design a local search which can effectively refine the OPPCSs. More importantly, some detailed features are designed to improve the correlation properties of designed OPPCSs and reduce the computational complexity. 2) A greedy code search (GCS) is incorporated as a local search to refine the candidate solutions in an interested area. Actually we implement one-iteration GCS instead of the whole GCS as the local search. The recalculation of the cost functions in GCS is extremely time-consuming. An accelerating algorithm is designed to reduce the computational complexity of recalculation of the cost functions from O LN 2 to O (LN ). Moreover, the computational complexity of MA-GCS is derived. The pseudocode of algorithm MA-GCS is shown at the end of this part. To successfully implement MA-GCS, one must obtain more information regarding the following steps.
1) INITIALIZATION
Individuals of initial population are created randomly and are optimized using the GCS-based local search. The number of individuals N init can be calculated using (9) N init = N par + N os (9) where N par and N os are the number of individuals selected as parents and offspring, respectively.
2) GENERATION OF OFFSPRING
Offspring P os are created by mutating individuals of parents P par . The mutating operator changes N mut bits at N mut randomly specified positions of the code set [27] , where N mut is the number of mutating bits. The number N mut can be proportional to the problem size R in (10)
The number of mutating bits is analogous to the step size in simulated annealing [41] . An adaptive technique is to use a larger number of mutating bits in the early search process to improve the search efficiency and to reduce the number in the later search process to achieve sufficient accuracy [28] . The number N mut cannot be less than 2 due to the implementation of the one-iteration GCS-based local search. The one-iteration GCS-based local search can possibly reset the mutating bit if only one bit is mutated. If the number N mut is too large, then the search may degenerate into a random search [27] . N mut is automatically adjusted during the search process as follows:
where η is the mutating rate and N mut_max is the upper bound of mutating bits. G max represents the maximal number of iterations.
[·] denotes the rounding function.
3) PARTIAL RESTART
Partial restart is implemented in EAs to improve the genetic diversity of the population and can be implemented by a fixed number of generations. Here, we adopt a modified partial restart, which is adaptive to the iteration generation i gen and problem size R. Partial restart introduces randomly generated individuals into the current population. The partial restart is less effective in the later search process because it is challenging for randomly generated individuals to compete with individuals optimized over many iterations. Moreover, the simulation results show that the partial restart is useless when the problem size is relatively large. Therefore, the partial restart is implemented only in the early search process when the problem size is small. A modified partial restart is controlled by a key parameter G rs_max , the maximal number of generations to implement the partial restart. G rs_max is calculated as shown in (12):
where R rs_max is the upper bound of problem size and R rs_min is the lower bound. In particular, partial restart plays a part during the whole search process when the problem size is less than the lower bound R rs_min . On the contrary, when the problem size R is greater than the upper bound R rs_max , partial restart does not work at all. The values of R rs_max and R rs_min are determined by the performance of OPPCSs you expect and the limitation of your computational sources. The better performance you expect and the more computational sources you have, the larger the values of R rs_max and R rs_min can be. In fact, this flexible tradeoff is one of the key advantages of our proposed algorithm.
4) GCS-BASED LOCAL SEARCH
The pseudocode of the GCS-based local search is shown at the end of this part (namely, func_gcs). Our proposed GCSbased local search borrows ideas from the second step of the SA-based hybrid optimization algorithm [10] . The GCSbased local search is a greedy search algorithm. Consider a polyphase code set S to be optimized with the cost function E(S). If a code element in the polyphase code set S is s l (n), whose phase value is selected from in (2), then this element is sequentially replaced with other eligible values from , and the new cost function E (S new ) is evaluated. If the value of the cost function is reduced via substitution, then the new polyphase code set S new is accepted; otherwise, the original code set S is retained. The same substitution procedure is performed for all elements of S. To improve efficiency, this process is performed only once in the GCS-based local search, whereas in [10] , it was performed recursively until no code element changes could be made. The GCS-based local search greatly enhances the MA's exploitation ability and thus improves the solution accuracy. 
5) ACCELERATION OF THE GCS-BASED LOCAL SEARCH
The computational complexity of the MA depends heavily on that of the local searches. Computation of the GCSbased local search consists mainly of reevaluation of the cost function in (6) after substitution of a certain code element.
To recalculate the cost function, one must recalculate the autocorrelation functions A (s l , k) and cross-correlation functions C s p , s q , k . If the code element s x (i) , x = 1, . . . , L is substituted by a new element s xnew (i), then the new autocorrelation function A new (s x , k) and the cross-correlation function C new (s x , s z , k) can be quickly calculated from the corresponding precious value A (s x , k) and C (s x , s z , k). A new (s x , k) and C new (s x , s z , k) can be calculated using (13) and (14), as shown at the top of this page, instead of (4) and (5), respectively. For more details about reducing computational complexity, one can refer to the following part in this section.
6) PSEUDOCODE OF ALGORITHM MA-GCS
To avoid misunderstanding, two points are noted before the pseudocode of algorithm MA-GCS is given. The first point is that mod denotes the module function. The second point is that M −1 denotes the code set that can be generated by removing one element q · 2π M , q = 0, 1, . . . , M − 1 from the set in (2). The M −1 can be expressed as
where denotes the difference of sets. In general, the elements in one set have no specific order. However, we adopt a new definition here that M −1 (k) in (16) denotes the k th element in M −1 .
C. TIME COMPLEXITY OF MA-GCS
In this part, the time complexity taken to run MA-GCS is investigated. MA-GCS consists of four parts: initialization, the generation of offspring, the generation of parents, and the partial restart. Table 1 displays the time complexity of each part and the total time complexity of MA-GCS. The detailed derivation of time complexity consists of two steps. The first step is to derive the time complexity of MA-GCS without the partial restart. The second step is to take the partial restart into consideration, and obtain the time complexity of the whole algorithm. Moreover, the efficiency of the acceleration of GCS-based local search is demonstrated during the derivation.
1) PARTIAL RESTART EXCLUDED
The time complexity of MA-GCS without the partial restart is
The details are as follows. G max . The maximal number of iteration times is G max .
N os . It takes most of the computational time to generate the offspring (more details will be given to prove this point later). Here, T genonechild denotes the time complexity taken to generate one child, and the time complexity taken to generate the offspring in one iteration is O (N os ) · T genonechild .
T genonechild = O ML 2 N 2 . The time complexity T genonechild depends mainly on the GCS-based local search since the remaining part only takes linear time, or O (N mut ) time. Due to sequential substitution of the element s x (i) , x = 1, 2, . . . , L, i = 1, 2 (12) Mutating rate η. The number of mutating bits N mut can be calculated using (11) with N mut_max and η given 
. . , N par + N rs P par = P par P rs end if for i := 1 to N os randomly select S k from P par mutate S k with N mut bits to generate a new one S i S i = func_gcs(S i ), with cost function E S i end for P os := S i , E S i i = 1, . . . , N os P i gen + 1 = P par P os Rank P i gen + 1 in ascending order of cost functions Take the first N par individuals as P par end for end Main Procedure function func_gcs Input: an individual S with cost function E (S) Output: an optimized individual S with cost function E (S) with other eligible phase values from , the time complexity of the GCS-based local search is considered to be O (MLN ) · T subst . T subst represents the time taken to recalculate the cost function in (6) after the substitution of s x (i). T subst can be expressed as follow: (18) where T ASP and T CP represent the time complexity taken to calculate the ASP and CP, respectively. After the substitution of s x (i), only the values in (19) associated with x must be recalculated to update the cost function.
To obtain the new ASP(s xnew ), one must recalculate the autocorrelation functions in (20) .
calculated by the definition in (4), then the computational complexity T ASP required to obtain the new ASP (s xnew ) is O N 2 , whereas T ASP is reduced to linear time, or O (N ) time, if (13) is adopted. Similarly, the computational complexity required to obtain the new CP (s xnew , s z ) with a specific z can be O (N ) instead of O N 2 if equation (14) is adopted instead of the definition in (5) . Considering z = 1, . . . , x − 1, x + 1, . . . , L, the computational complexity T CP taken to recalculate the new CP (s xnew , s z ) in (19) will be O (LN ). In a word, T subst is reduced from O LN 2 to O (LN ) due to the accelerated computation of the GCS-based local search in (13) and (14) . Therefore, one can obtain the computational complexity to generate one child:
As mentioned above, the time complexity of the whole algorithm mainly depends on the generation of offspring during iteration. Except for partial restart, the MA-GCS consists of three parts: initialization, the generation of offspring, and the generation of parents. The time complexity taken to generate the offspring is
The time complexity taken to generate the parents is T genpar = O G max · N par + N os log N par + N os which mainly depends on the computation of ranking the cost function values. In our experiments, N init is usually far less than (G max N o ) , and T init is therefore far less than T genos . Moreover, T genpar is also far less than T genos . Therefore, the time complexity of MA-GCS without partial restart is
2) PARTIAL RESTART INCLUDED
Since the operating times of the partial restart may vary among different problem sizes R, one commonly considers the worst-case time complexity. The partial restart should be operated during the whole search process only when the problem size R is less than the lower bound R rs_min . In this case, the time complexity of the partial restart is T rs = O G max G rs · N rs · ML 2 N 2 , which is at the same order as that of generating offspring T genos = O G max · N os · ML 2 N 2 . Therefore, the time complexity of MA-GCS with the partial restart included is
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IV. RESULTS
When evaluating the performance of OPPCSs, the ASP and the CP are the most relevant properties to be examined. To compare the code sets with various lengths, the normalized autocorrelation sidelobe peak (nASP) and the normalized cross-correlation peak (nCP), defined in (23) and (24), respectively, are considered instead of the ASP and CP.
Moreover, the normalized average nASP and average nCP can be overall criteria to assess the code sets. For N = 8 to 256, we set N par = 4N , N os = 20N , G rs = 3, G max = 100, N rs = 10N , R rs_min = 64, R rs_max = 200, η = 0.02 and N mut_max = 5. For larger parameters, to balance the design performance and the search complexity, one can decrease the number of optimization individuals.
A. PERFORMANCE OF DESIGN RESULTS
Using the proposed MA-GCS, one can design a range of OPPCSs with various N , L and M values. An OPPCS with N = 40, L = 4, and M = 4 was designed with our proposed algorithm, MA-GCS. Table 10 shows the designed code set. The eligible phase values for the code set are {0, π/2, π, 3π/2}. Table 2 shows the nASPs (diagonal terms) and nCPs (off-diagonal terms) of the designed code set.
The normalized average nASP is approximately 0.1135 or −18.90 dB, and the normalized average nCP is approximately 0.1925 or −14.31 dB. Table 3 lists the average nASPs and nCPs of the design results using various algorithms. With the parameters fixed as N = 40, L = 4, and M = 4, the average nASPs of the design results using MA-GCS are 1.74-2.40 dB lower than those of other algorithms. Moreover, the average nCPs of design results using MA-GCS are slightly better than those of other algorithms. Table 3 shows a comparison of the performance of design results with various parameters using various algorithms. The results indicate that the code sets obtained by MA-GCS have extremely better ASPs and slightly better or equivalent CPs compared with those obtained by other algorithms. Some of the actual code sets are given in Table 8 to Table 12 .
B. TIME COMPLEXITY AND RUNNING ENVIRONMENT Table 3 demonstrates the design results obtained with MA-GCS have better performance than others. However, it is not appropriate to compare the result performance without considering the computational load. In this part, first of all, the time complexity of other algorithms such as GA, SA, and PSO is derived and compared with MA-GCS theoretically. Moreover, some experimental results with different algorithms running for comparable time are given to further illustrate the performance of MA-GCS. In addition, more details are given about the running environment and the running time of MA-GCS. Firstly, the time complexity of MA-GCS and other algorithms is listed in Table 4 . In Table 4 , A 1 , B 1 , and B 2 are uncertain integers, and can be from 1 to positive infinity. Our experimental results indicate that A 1 and B 2 are usually small and not more than 100. However, B 1 is usually at a very high order. As we know, the results of these heuristic algorithms are hugely dependent on the parameter setting. The time complexity also differs with different parameters. Therefore, we can not reach a persuasive conclusion only based on Table 4 . Moreover, some experimental results are given to compare their performance more reasonably.
We set N = 128, L = 2, and M = 4, and adjust the parameters to make all the algorithms run for comparable time. Table 5 displays the experimental results. Among these algorithms, MA-GCS obtains the design results with the best performance in least time. We can conclude, therefore, that MA-GCS is superior to other algorithms such as GA, SA, and PSO.
Although one can obtain better results by using the algorithms for a longer time or repeatedly, all design code sets shown in this paper are the best of three-time optimization results obtained within hours on Intel Xeon processors (Intel(R) Xeon(R) CPU E5-1603 v3 @ 2.80 GHz). The running time of designing the code sets given in this paper is listed in Table 6 . In particular, the parameters can be adjusted Table 3 demonstrate that MA-GCS is still effective even with such small parameters.
Note that in our code, the individuals of each generation are optimized one by one. However, in each iteration, each individual can be optimized independently. In other words, all the individuals can be optimized simultaneously in parallel, thereby significantly reducing the computing time. whereas for a large code length (N > 64), the curve of the average nASP approaches O 1/ √ N . What's more, the curves of other algorithms like GA, SA, and PSO are also depicted in Fig. 1 . As can be seen from Fig. 1 , the OPPCSs designed with MA-GCS have both better average nASP and nCP than others.
2) SET SIZE Fig. 1 and Fig. 2 , the results in Fig. 3 demonstrate that the OPPCSs designed using MA-GCS have better performance than others, further verifying the effectiveness of MA-GCS. Fig. 4 and Table 7 display the average nASP and nCP values of the designed OPPCSs with cross-correlation weighting factor λ changing from 0 to 1, N fixed as 40, L fixed as 4, and M fixed as 4. With the weighting factor λ increasing, the average nCP decreases while the average nASP improves, which is reasonable since a larger λ indicates that the cross-correlation peaks weight more in the cost function and lead to lower cross-correlation peaks. In particular, when λ equals 0, only the autocorrelation peaks are relevant while the cross-correlation peaks are totally ignored, resulting in the best autocorrelation performance. On the contrary, when λ equals 1, one can obtain the lowest cross-correlation peaks. Compared with other algorithms, the performance of OPPCSs obtained with MA-GCS is more sensitive to the weighting factor λ, and thus one can easily maintain a balance between the performance of autocorrelations and cross-correlations by adjusting the weighting factor.
4) CROSS-CORRELATION WEIGHTING FACTOR

V. CONCLUSIONS
To design OPPCSs, we have proposed an effective algorithm, MA-GCS, which combines the evolutionary search and the GCS-based local search. This algorithm offers powerful exploration and exploitation capability and thus searches the solution space effectively. To refine the solution in a local area and improve the accuracy of design results, the GCSbased local search was proposed. An accelerating algorithm using equations (13) and (14) is designed to reduce the computational complexity of the recalculation of the cost functions from O LN 2 to O (LN ). Moreover, the computational complexity of MA-GCS is derived and compared with other algorithms.
Experimental results on various code lengths, set sizes, and distinct phase numbers demonstrate that MA-GCS is a powerful tool for the design of OPPCSs. The code sets generated from MA-GCS perform favorably against those from the state-of-the-art algorithms, particularly in terms of the autocorrelation property. In addition, this paper presents the effects of code length, set size, distinct phase number, and the cross-correlation weighting factor on the performance of the design results.
VI. APPENDIX
The appendix lists several actual code sets used in this paper. Here, we adopt nonnegative integers to represent the phase values in (2) . For example, if the figure is q, then the corresponding phase value is θ = q · 2π M , q = 0, . . . , M − 1. VOLUME 7, 2019 
