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Abstract 
In the past, Low Dimensional Materials by Design group at ORNL in collaboration with 
students from the University of Tennessee, have successfully tailored and studied magnetic 
nanostructures in 2D, 1D and 0D spatial confinement on Cu(111) substrates. They observed a 
striking collective ferromagnetic long-range order in Fe-nanodots on Cu(111) surface which can 
be stabilized through the indirect exchange interaction mediated by the substrate. This type of 
magnetic interaction was expected to have little effect on promoting a global ferromagnetic order 
in a randomly distributed dot assembly. It is for certain that we need a better understanding of the 
relative roles of magnetic anisotropy and magnetic interaction in the magnetism of reduced 
dimensionality, in general, and nanodot assemblies, in particular. With this accomplishment in 
mind, I’m trying to study the collective behavior of interacting magnetic nanoparticles.  
We proposed the following experiments to quantify the relative roles of magnetic 
anisotropy, dipolar interaction and indirect exchange interaction on the collective magnetic 
behavior of nanodot assemblies.  They consist of two main projects: 
a) study how the indirect exchange interaction is affected by modifying the surface states. The 
interaction is observed through the changes in the critical temperature (Tc) of Fe dots as a 
function of miscut angle Cu curved substrate. Depending on the buffer layer (Xe) coverage, we 
observed a critical terrace width above which the Tc slightly increases and below which the Tc 
decreases rapidly. In other words, the (Tc) depends largely on the Cu(111) miscut angle. 
b) study the role of magnetic anisotropy and dipolar interaction. We used Co dots on TiO2(110) 
substrate as a prototype. We observed significant perpendicular magnetic anisotropy with 
perpendicular easy axis for both large and small dot densities with no sign of hysteresis observed 
down to 2 K.  
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Chapter 1 Introduction 
 
“There is plenty of room at the bottom” 
                  Feynman, 1959 
 
1.1      Characteristic length effect 
In his 1959 talk entitled “There is plenty of room at the bottom”, Feynman speculated 
that striking new phenomena would arise as the size of a solid is reduced. The question is: How 
fine does a solid need to be structured so that its size will have an impact on its electronic and 
magnetic properties? The wavefunction of electrons changes when they are confined to 
dimensions comparable with their wavelength. This wavelength, related to the kinetic energy of 
the electrons, is called the de Broglie wavelength. At low temperatures the contribution to the 
current is mainly dominated by the electrons having energy close to the Fermi energy. Therefore, 
the Fermi wavelength is the relevant wavelength. The contribution from the electrons far away 
from the Fermi level is usually neglected. The Fermi wavelength is given by 
sFF nk ππλ 22 == , where kF is the Fermi wave vector which is proportional to the square 
root of the electron density ns for a two dimensional electron gas (2DEG). Hence the wavelength 
is inversely proportional to the square root of the electron density and decreases with increasing 
carrier density. Therefore, confinement and quantization phenomena are visible in 
semiconductors already at dimensions greater than 200 nm [1], whereas in metals they typically 
are seen at 1 nm [2]. Confining electrons to small structures causes the continuous bulk bands to 
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split up into discrete levels, for example quantum well states in a slab. For N atomic layers in the 
slab there are N levels. In order to exhibit two dimensional behavior, there should be only a 
single level within ±kT of the Fermi level. Several levels within the Fermi cut off would already 
approach a three dimensional continuum. The estimation of the de Broglie wavelength at room 
temperature is about 8 nm [2], which is comparable with the spatial extent of the lowest quantum 
state. Thus, both the high electron density in magnetic metals and the requirement of room 
temperature operation for quantum devices point to dimensions of a few nanometers.  
There are two features one encounters as one or more linear dimensions of a sample are 
reduced. First, when one enters the nanometer regime, a large fraction of the magnetic moment 
bearing species resides in the surface of interface sites. For instance, if we have an ultrathin 
magnetic film five atomic layers in thickness, 40 percent of the magnetic ions reside in such 
sites. The key aspects of magnetism are very sensitive to local site symmetry, and thus the 
magnetism in such a film will differ qualitatively from a bulk crystal made with the same atomic 
constituents. One may vary magnetic properties of the ions that reside in such sites by varying 
the substrate or crystal face on which the film is grown and by chemisorbing material on the 
outer surface. One can thus create new “designer materials” with properties and response 
characteristics controlled by such features. We then have spin engineering, an analog to the 
bandgap engineering of the semiconductor realm. In addition, an ultrathin film grown epitaxially 
on a substrate will have a lattice constant controlled by that of the underlying substrate and hence 
different from the corresponding bulk material. Also, the spacing between parallel atomic planes 
will differ as well, by virtue of expansion or contraction of the lattice constant parallel to the 
substrate surface. Hence, the site symmetries in the center of the film differ from the bulk 
material as well as from those on the surface or at an interface. We know very well that the 
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fundamental interactions that control the nature of the ordered state are highly sensitive to both 
local geometry and interior spacing. New crystal structures not found in bulk matter are also 
realized in magnetic nanostructures. One may grow stable, thick epitaxial films of fcc cobalt on 
suitable substrates, for example, while the bulk form of this element is hcp. 
Second, when one of more sample dimensions are small or comparable to one of these 
fundamental lengths, we again enter a domain where the response characteristics, 
thermodynamic properties and other key aspects of the magnetism differ qualitatively from that 
found in bulk materials.  
One such length is the wavelength λT of thermally excited spin waves. Perhaps it is more 
relevant to discuss their wavevector kT = 2π/λT. If L is any linear dimension of the sample of 
interest, then when kTL ≤ 1, we are in a regime where the fundamental magnetic properties of the 
material differ from those in the bulk and are affected by sample size. For ferromagnetic Fe at 
room temperature, we have a critical crossover length LT = 1/kT ≈ 0.3 nm, whereas if we cool 
down to liquid helium (He) temperature, LT ≈ 3 nm. If, then, we have an ultrathin film some two 
or three atomic layers in thickness, and we cool from room temperature to liquid He temperature, 
we cross over from a regime where the thermodynamics is three dimensional (room temperature) 
to a quasi-two-dimensional regime (He temperature). Similarly, if at He temperatures, we 
increase the thickness of the film, we can study the crossover from two to three-dimensional 
physics. Thus, ultrathin films (and other nanomagnetic structures) offer us the possibility of 
studying statistical mechanics as we make the transition from three-dimensional physics to the 
physics of a lower dimensional world. 
Another fundamental length is the exchange length, Lex = (D/μBHA)1/2, where μB is the 
Bohr magneton, the parameter D is the exchange stiffness, and HA is a measure of the anisotropy 
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field in the material. This may range from roughly 1 to 10 kG, or equivalently from 0.1 to 1 T in 
typical materials. The exchange length is the thickness of a domain wall of Bloch character in a 
bulk ferromagnet; for a Néel wall, one replaces HA by 4πMS where MS is the saturation 
magnetization. The magnitude of 4πMS is comparable to that of the anisotropy field. Typically, 
then the exchange length lies in the range of 5-10 nm. In a ferromagnet, the cost in energy to 
create a non-uniform state characterized by a length scale small compared to Lex is very large. 
Thus in ferromagnetic films whose thickness is small compared to this length, the magnetization 
is uniform in the direction normal to the surfaces. Such a film’s domain structure and hysteresis 
loop differ qualitatively from a bulk ferromagnet with its complex domain structure in the form 
of a three-dimensional network. 
 
1.2 Introduction to nanomagnetism 
 Two dimensional systems, such as ultrathin epitaxial films and superlattices, display 
magnetic properties distinct from bulk materials. We conclude from the section above that as 
surface-to-volume ratio increases, material properties are increasingly dominated by surface and 
interface effects, for instance a 5 nm cube of bcc Fe contains ~12,000 atoms while ~2000 of 
which are on the surface. A challenging aim of current research in magnetism is to explore 
structures of still lower dimensionality.  
As the dimensionality of a physical system is reduced, magnetic ordering tends to 
decrease as fluctuations become relatively more important. In the bulk single crystals, the crystal 
anisotropy solely determines the magnetization easy axis; however in the thin films, besides the 
crystal anisotropy, the shape anisotropy is also needed to stabilize the magnetic ordering. 
Surprisingly in the 1D chain, despite the spin lattice model prediction that there should be no 
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magnetic ordering, Gambardella et al [5] were able to demonstrate the existence of both short 
and long range ferromagnetic order for quasi-one-dimensional monoatomic chains of Co 
constructed on a Pt(997) surface.  
Spin lattice models [3,4] predict that an infinite one dimensional linear chain with short 
range magnetic interactions spontaneously breaks up into segments with different orientation of 
the magnetization, thereby prohibiting long range ferromagnetic order at a finite temperature. 
These models, however, do not take into account kinetic barriers to reaching equilibrium or 
interactions with the substrates that support the one dimensional nanostructures. So they can only 
be applied to truly Heisenberg systems where the symmetry is not broken. Experimentally, the 
magnetic system has to be supported by a substrate, which makes the theorem no longer 
applicable since now the translational symmetry in the surface normal direction is broken. 
  In the last decade, we have witnessed the emergence of a totally new field, so called 
spintronics, where both electron’s charge and spin are taken into account. Progress in spintronic 
cannot be separated from the development of nanomagetism. This rapid development in 
spintronic stems from the discovery of Giant Magneto Resistance (GMR). The engineering of 
magnetic properties at atomic level in multilayers has helped the discovery of Giant Magneto-
Resistance (GMR). Progress in atomic engineering makes it possible today to build even lower 
dimensional magnetic materials, e.g. 1D chains [5,6,7] or 0D nanodots [8], by self assembly 
epitaxial techniques on suitable substrates.  
Fert’s group in 1988 [14] and Grunberg’s group in 1989 [15] observed a sudden drop in a 
resistance of an order of magnitude in an antiferromagnetically coupled Fe(001)/Cr(001) 
superlattice system after aligning all the magnetic moment of the Fe layer with an external 
magnetic field. This GMR effect is attributed to the spin dependent scattering at the interface of 
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successive magnetic layers. In a ferromagnetic metal, the electronic current is carried by the spin 
↑ (majority) and spin ↓ (minority) electrons that have different matching potentials; electrons of 
one spin direction can pass through the first interface and reach the second interface easily while 
the other spin direction will be scattered back at the first interface. In a zero field, the magnetic 
moments in different magnetic layers align antiparallelly leading to high resistivity. But when a 
sufficiently high external magnetic field is applied, the magnetic moments in different magnetic 
layers will all align in the same direction which reduces the resistance significantly (figure 1.1). 
So we can easily conclude that in order for the GMR effect to be observed, an antiferromagnetic 
coupling between the magnetic layers that have different spin orientation has to be satisfied. The 
discovery of GMR effect has led to the production of the low power, ultrahigh density 
nonvolatile Magnetoresistive Random Access Memory (MRAM) which is now available in 
market. Scientists all over the world try to discover and study new materials in the reduced 
dimensionality that shows interesting properties.  
 
1.3 Motivation 
Nanoscale physics is a crossover from classical physics to quantum physics where new 
physics will arise. We have discussed in section 1.1 that the physics in this regime is 
qualitatively different from that realized in bulk magnetic materials. 
In the past, scientists in the Low Dimensional Materials by Design group at ORNL in 
collaboration with students from the University of Tennessee have successfully tailored and 
studied magnetic nanostructures in 2D (films), 1D (stripes) and 0D (dots) spatial confinement 
[5,6,7,8,9,10,11] on Cu(111) substrates. They were stunned by the fact that the collective 




Figure 1.1: Magnetoresistance of (Fe 30 Å/Cr 9 Å)40 at 4.2 K. Current is applied along a certain 
direction in the film plane with the applied field parallel to the current (curve a), applied field in 
the layer plane and perpendicular to the current (curve b) and applied field perpendicular to the 
layer plane (curve c). At low applied magnetic field, the magnetic Fe layers are not aligned, and 
scattering results in high resistance. At high field, magnetic layers are aligned and lower 




the indirect exchange interaction between the nanodots mediated by the substrate [8,12,13]. This 
type of magnetic interaction was expected to have little effect on promoting a global 
ferromagnetic order in a randomly distributed dot assembly. It is our goal to have a better 
understanding and more complete picture of the relative roles of magnetic anisotropy and 
magnetic interaction (dipolar and indirect exchange interaction, tunneling induced interaction) in 
the magnetism of reduced dimensionality, in general, and nanodot assemblies, in particular.  
 
1.4 Outline of the thesis  
Triggered by the facts that collective ferromagnetic order can exist in the low 
dimensionality system, we want to have a better understanding about the relative role of 
magnetic anisotropy and magnetic interaction (dipolar and indirect exchange interaction, 
tunneling induced interaction) to stabilize the magnetic ordering in reduced dimensionality 
system. In this dissertation, I will focus mainly on how the interaction between the magnetic 
nanodots, the magnetic anisotropy and the surface state electrons influence the overall magnetic 
behavior of the system. 
 Chapter 2 provides the necessary foundation in nanomagnetism so that readers are better 
equipped with some of the terms and concepts used in this dissertation. Some results obtained by 
the previous group members are also presented as a background of this dissertation’s work.  
 Chapter 3 gives the insight about the experimental tools that are used in this thesis 
research, as well as the details on how we prepare the sample and do the measurement. 
In chapter 4, we modify the surface states by introducing miscut angle and study the 
impact of modifying vicinal surface states on the ferromagnetic behavior of Fe dots. We 
introduce a novel way, curved Cu(111) substrate, to smoothly changed the surface states. We 
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grow Fe-dots on a Cu(111)-curved substrate where the miscut angle changes from 0° (very large 
terrace width) to 8° (15 Å terrace width). With this curved substrate, the same growth parameter 
can be ensured in the whole miscut angle studied. We observe competition between the terrace 
width and the Fe-nanodots diameter. We also show that the importance of surface state on 
ferromagnetism in this low dimensional system is very robust. The vicinal surface strongly 
affects the coupling between Fe-nanodots. 
Chapter 5 studies the interplay between the magnetic anisotropy, dipolar interaction and 
tunneling induced coupling in nanodot assemblies. For this purpose, cobalt magnetic dot 
assemblies grown on rutile TiO2(110),  which is a semiconducting templates, are used to rule out 
indirect exchange interaction. Meanwhile, the rather short-ranged tunneling induced coupling 
can be conveniently ruled in or out by changing the dot-dot spacing. Our results show significant 
perpendicular magnetic anisotropy (PMA) with perpendicular easy axis for both large and small 
dot’s density with no sign of hysteresis observed down to 2 K.  











Chapter 2 Theory 
 
2.1 Magnetism in magnetic materials 
Magnetism reflects the underlying band structure of the magnetic materials [1]. The 
electronic structure of materials consists of two electronic states which correspond to the two 
different spin states of the electrons, i.e. spin up and spin down electrons. In non magnetic 
materials, they have equal density of states (DOS) meaning that they have the same number of 
spin up and spin down electrons. On the other hand, the origin of the magnetization of the 
material is the imbalance density of states of spin up and spin down states in magnetic materials. 
Figure 2.1 gives a better insight of the DOS in the magnetic and non-magnetic materials. 
There is much more to magnetism than the spin split band structure [1]. Magnetic 
domains provide a large scale texture that adds enormous complexity. As a consequence, there 
are many more magnetic properties than band structure parameters, and a large number of 
techniques to measure them. The variability of an H(M) hysteresis loop reflects a complex 
domain structure. Interestingly, the situation becomes simpler in nanostructures, which are 
smaller than the typical extension of a domain wall (0.1 – 1 μm). They often exhibit a square 
hysteresis loop. Magnetic anisotropy and magnetostriction in thin films demonstrate that 
magnetic ordering is sensitive to small energy changes induced by the presence of an interface 
and by strain.  
Magnetic coupling and magnetic moment are sensitive to the interatomic spacing and the 
atomic volume respectively. Both are dominated by the coulomb and/ or exchange interactions at 
small distances. In a somewhat oversimplified atomic orbital picture, the moment is created by 
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Figure 2.1: (a) Schematic representation of the spin- dependent DOS of the d-bands in a 









interaction between electrons on the same atom and the coupling between electrons on different 
atoms. Spins are aligned antiparallel at the smallest distances or volumes, since Pauli’s exclusion 
principle prevents parallel spins from occupying the same spot. This reduces the moment of an 
individual atom and produces antiferromagnetic coupling between atoms. The interaction 
changes its sign as soon as the wavefunctions cease to overlap strongly. The moment increases 
and the coupling become ferromagnetic. At even larger distances the magnetic coupling becomes 
indirect, using conduction electrons as mediators. It oscillates with a period determined by Fermi 
wave vectors, thereby bringing orientation dependent Fermi surface parameters into the picture.   
 
2.1.1 Rare earth magnets 
Lanthanides or rare earths (La-Lu) are 4f elements with partially filled 4f-shells, which 
can lead to a variety of magnetic effects. The typical rare earth atomic configuration is 
[Xe]4fn5d(1 or 0)6s2. Electrons in such orbitals are strongly localized and therefore easily retain 
their magnetic moments and function as paramagnetic centers. The rare earths have large 
magnetic moments. The f-shell can contain up to 7 unpaired electrons, therefore enhancing the 
size of the magnetic moment. Rare earths also have strong ferromagnetic coupling between the 
magnetic moments. 
The 4f-shells, responsible for paramagnetism in the rare earth ions, lie deep inside the 
ions, within the 5s and 5p shells; thus will not experience the intense inhomogeneous electric 
field called the crystal field. The crystal field is an electric field derived from neighboring atoms 
in the crystal. Due to strong spin-orbit interaction and negligible crystal field in rare earths, 
Hund’s third rule is obeyed and the orbital moment is not quenched. 
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2.1.2 Itinerant ferromagnetism 
Contrary to the 4f rare earths, the partially filled 3d-shells of transition metal (Sc-Zn) ions 
are the outermost shells, therefore they will experience much stronger crystal field interaction 
than the spin-orbit interaction. Hence, Hund’s third rule, which is based upon the fact that the 
spin-orbit interaction is the next most significant energy term after Coulomb interaction, is 
violated in 3d ions. The 3d systems choose a ground state such that L = 0 and the orbital moment 
is said to be quenched. This effect is known as orbital quenching. 
The magnetic moment per atom in 3d transition metals, i.e. Fe, Co, and Ni, is about 2.2 
μB, 1.7 μB, and 0.6 μB respectively at 0 K (see table 2.1). This non-integral value is not possible 
to understand on the basis of localized moments on atoms. It is therefore a strong evidence for 
itinerant ferromagnetism in which the magnetization is due to spontaneously split spin bands. 
The conduction electrons in itinerant ferromagnetism are delocalized and can wander freely 
through the sample. The magnetism of itinerant electrons follows the free electron model where 
the periodic potential due to the lattice is ignored. However if it is included as a perturbation (the 
nearly free electron model), energy gaps will open up at the Brillouin zone boundary. 
The Stoner model can be used to understand how bands in some materials can become 
spontaneously spin split. The basic assumption in this model is that spin sub-bands are shifted 
with respect to each other due to the presence of the exchange interaction. It can be best 
described by figure 2.2 where in the absence of an external magnetic field, energy bands for spin 
up and spin down electrons at the Fermi energy are separated by 2δE. Specifically we take spin 
down electrons with energies from EF - δE up to EF and flip their spins, placing them in the spin 
up band with energies from EF up to EF + δE. The number of electrons moved is g(EF) δE/2 and 
they increase in energy by δE, where g(EF) is the density of states at the Fermi energy and δE is  
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Table 2.1: Properties of some common ferromagnetic. Tc is the Curie temperature of the material 
below which non-zero magnetization occurs hence the material is ferromagnetic at T < Tc. μB is 




Figure 2.2: Density of states showing spontaneous splitting of energy bands without an applied 
magnetic field. [after reference 1]. 
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the increase in energy. The total energy change is EEEg F δδ ×2/)( . The total kinetic energy 
change ΔEK.E is therefore, 
2
. ))((2
1 EEgE FEK δ=Δ                                                         (2.1) 
This is an energy cost so this process looks unfavorable. However, the interaction of the 
magnetization with the Weiss molecular field (mean field) gives an energy reduction which can 
outweigh this cost. In mean field theory we say that all spins feel an identical average exchange 
field λM produced by all their neighbors, where λ is a constant that parametrizes the strength of 
the mean field as a function of the magnetization. In ferromagnets due to large Coulomb energy 
involved in the exchange interaction, the mean field is often found to be extremely large. In a 
metal, the mean field can magnetize the electron gas M which in turn be responsible for the mean 
field (chicken-egg scenario). 
 The number density of spin up is ( )EEgnn F δ)(2
1
+=↑  and the number density of spin 
down is ( )EEgnn F δ)(2
1
−=↓ . Hence the magnetization is )( ↓↑ −= nnM Bμ , assuming each 
electron has a magnetic moment of 1 μB. The mean field energy is 












1d)( λμμλμλμ       (2.2) 
Writing λμμ 20 BU = , where U is a measure of the coulomb energy, we have 
2
P.E ))((2
1 EEgUE F δ−=Δ         (2.3) 






EgUEEgEEE −=Δ+Δ=Δ δ       (2.4) 
Thus spontaneous ferromagnetism is possible if ΔE < 0 which implies that 
1)( ≥
F
EgU          (2.5) 
which is known as the Stoner criterion. This condition for the ferromagnetic instability requires 
that the coulomb effects are strong and the density of states at the Fermi energy is large. If there 
is spontaneous ferromagnetism, the spin up and spin down bands will be split by an energy Δ. If 
the Stoner criterion is not satisfied, then spontaneous ferromagnetism will not occur [1].  
It is important to keep the characteristic energy scales for band structure and magnetism 
in mind; the width of the s, p bands is given by the kinetic energy at the Fermi level, which is on 
the order of 10 eV. The magnetic band splitting δEex of about 1 eV derives from the coulomb 
and/ or exchange interactions. The spin orbit coupling, which gives rise to crystalline anisotropy, 
is on the order of 0.1 eV for the 3d electrons in ferromagnets. The magnetic exchange coupling J 
is of the order of 0.01 eV/ atom. The crystalline magnetic anisotropy is only about 10-5 eV/ atom 
in the bulk but can increase to 10-4 eV/ atom in the lower symmetry of a surface. Then it matches 
the shape anisotropy, which reflects the magnetic dipole-dipole interaction [1].  
 
2.2 The Mermin-Wagner-Berezinskii theorem 
 A solid is ordered at T = 0 but at non-zero temperature, the order is disrupted by 
thermally excited lattice vibrations, which are quantized as phonons. In a similar manner, a 
ferromagnet is perfectly ordered at T = 0 but at non-zero temperature the order is disrupted by 
spin waves which are quantized as magnons.  
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Magnons have a spin of one. As we learned from Statistical Mechanics, all spin one 













         (2.6) 
The integral converges in three dimensions; however it diverges in one and two dimensions. As a 
result, spontaneous ferromagnetism is not possible in the isotropic 1D and 2D Heisenberg 
models for all T > 0 because M → 0. The absence of long range order in two-dimensional 
systems (with a continuous symmetry) is often referred to as the Mermin-Wagner-Berezinskii 
theorem [1].  
 This result only applies to an isotropic Heisenberg ferromagnet which possesses 
rotational symmetry so that all of the spin directions can be globally rotated without any 
additional energy cost. However, if there is a significant anisotropy, there will be an energy cost 
associated with rotating the spins from their ground state value that suppresses the growth of 
fluctuations. It turns out that it is the presence of such anisotropy that can stabilize long range 
order in 2D systems.  
 
2.3 Magnetic Domain 
 Weiss first proposed that a ferromagnet contains a number of small regions called 
domains which are separated from each other by domain walls. It costs energy to make a domain 
wall but if it outweighs the dipolar energy (demagnetization energy or magnetostatic energy), 
then the formation of a domain wall is favorable. So the formation of domains is a balance 
between the cost of dipolar energy and the cost of a domain wall formation, while the size of a 
domain wall is determined by a balance between the exchange and anisotropy energies.  
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 In many ferromagnetic samples, the lowest energy state at zero applied field is the 
demagnetized state, so that the overall magnetic moment is zero. If the sample size is reduced, 
the energy cost for the domain wall formation become progressively more costly in comparison 
with the demagnetizing energy. Thus a critical dimension may be reached below which it is 




If ferromagnetic particles are small enough, they will be single domain because the 
energy cost of domain wall formation does not outweigh any saving in demagnetizing energy. 
The magnetization of a small, single domain ferromagnetic particle is often constrained to lie 
parallel or antiparallel to a particular direction. This can be due to magnetocrystalline anisotropy 
or shape anisotropy (associated with the demagnetizing energy and the shape of the particle). A 
particle of volume V needs activation energy of KVE ≈Δ  to flip its moments 180°. For very 
small particles, such that KV is small compared to kBT, the magnetization can be easily flipped 
by thermal fluctuations.  
Consider a distribution of these small ferromagnetic particles in a non-magnetic matrix 
and assume that the particles are separated far enough apart so that interparticle interactions can 
be neglected. For kBT  >> KV the system will therefore behave like a paramagnet and is called a 
superparamagnetic system. At high temperatures the moments on the particles are able to 
fluctuate rapidly. The fluctuations will slow down as the sample is cooled. We can define a 
temperature, so called blocking temperature TB, above which the thermal energy, which causes 
fluctuations in the magnetic moment of the dots, becomes significant enough to overcome the 
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anisotropy energy barrier and randomize the orientation of the ferromagnetic moment. If we 
consider only the existence of the thermal energy without any interactions, there are at least two 
consequences:  
(1) The magnetization should decay exponentially with time according to the exponential law 
)/exp()(
0
τtMtM −= , with time constant τ: )exp(/1
0
ατ −= f , and TkE
B
/Δ=α . 
(2) The enhanced anisotropy energy will only increase the blocking temperature but the system 
will remain in the superparamagnetic state.  
However, if we increase the density of the dots so that the spacing between the magnetic 
particles is not too large, the influence of the dipolar magnetic interaction on the 
superparamagnetic behavior usually can not be neglected, because not only will it modify the 
superparamagnetic relaxation but also change the ground state of the system. Magnetic 
anisotropies are covered in depth in section 2.4, while magnetic interactions are covered in depth 
in section 2.5. 
Blocking temperature (TB) can be measured by a zero field cooling-field cooling (ZFC-
FC) process [see figure 2.3]. To measure signals via ZFC-FC, the sample containing single 
domain particles is first brought to liquid helium temperature in zero applied magnetic field. 
During this cooling, the particles tend to magnetize along energetically preferred directions in the 
lattice; since the orientations of the particles vary, the net moment of the system will be zero 
when approaching the lowest temperature. Even when a small external field is applied, the 
moments will remain locked into the preferred orientations. A ZFC magnetization vs. 
temperature curve is measured while heating the sample at a constant rate in the presence of 
small applied magnetic field. As the temperature increases, more thermal energy is available to  
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Figure 2.3: Example of the ZFC-FC curves with nanometer scale Co clustering in Co ion 
implanted epitaxial TiO2 films. (a) Hysteresis loops at 5 K and 300 K show drastically 
decreasing HC to almost zero as temperature is increased [single curve without hysteresis loop at 
300 K, clear hysteresis loop at 5 K]. (b) The ZFC-FC curves show features of superparamagnetic 
behavior with the observation of TB ~ 80 K. ZFC-FC curves show substantial divergence at low 








disturb the system, and more moments will align with the external field direction. This peak 
temperature is TB. As temperature rises above TB, thermal energy is strong enough to overcome 
the Zeeman energy, and thus randomize the moments, resulting in a decrease of total moment. A 
FC magnetization vs. temperature curve is obtained and measured with the same small applied 
magnetic field while temperature decreases or the sample is cooled. The FC curve will diverge 
from the ZFC curve at temperatures lower than the blocking temperature. This divergence occurs 
because during field cooling the spins from each particle will tend to align with the easy 
crystalline axis that is closest to the applied field direction and remain frozen in that direction at 
low temperature. Thus the divergence of the ZFC-FC curves indicates that single domain 
particles dominate the magnetic signal.  
 
2.4 Magnetic Anisotropy 
 Ferromagnetic single crystals exhibit ‘easy’ and ‘hard’ directions of the magnetization; 
i.e. the energy required to magnetize a crystal depends on the direction of the applied field 
relative to the crystal axes. The role of this magnetic anisotropy is crucial in the magnetism study 
to explain the existence of magnetic curve, hysteresis loop, and magnetic easy and hard axis; it 
requires a smaller field to saturate the electron spins along the easy axis than the hard axis. 
Several magnetic phenomena that occur in the surface study can also be understood by grasping 
the idea of magnetic anisotropy, such as 2D spin reorientation transition, 2D magnetic long range 
ordering, step induced magnetic behavior. One has to keep in mind that the anisotropy energy is 
larger in low symmetry lattices than in high symmetry lattices [3]. 
 The simplest form of magnetic anisotropy is the uniaxial anisotropy that exists if there is 
a broken translational symmetry. This type of anisotropy can also exist in the bulk materials with 
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a non-cubic symmetry. To the lowest order, the anisotropy energy of a ferromagnetic layer can 
be written as    
   θ2sinKEan =                    (2.7)  
where θ is the angle  between the magnetization and the surface normal and K (J/m3) is the 
effective anisotropy energy density, which could be separated in a volume contribution Kv (J/m3) 
and a contribution from the interfaces Ks (J/m2) and approximately obeyed the relation: 
tKKKK sveff 2+==             (2.8) 
This relation represents a weighted average of the magnetic anisotropy energy (MAE) of 
the interface atoms and the inner atoms of a magnetic layer of thickness t. The relation is 
presented under the convention that dK s  (with d the thickness of a monolayer) represents the 
difference between the anisotropy of the interface atoms with respect to the inner or bulk atoms. 
Also the layer is assumed to be bounded by two identical interfaces accounting for the prefactor 
2. A positive Keff means the system favors magnetization perpendicular to the layer plane. The 
negative Keff means the system favors in-plane magnetization. The interface anisotropy, initially 
proposed by Neél, is generated because of the broken translational symmetry along the surface 
normal direction and able to overcome the shape anisotropy and induce a stable perpendicular 
magnetization in ultrathin films and multilayers. The strength of the magnetic surface anisotropy 
is inversely proportional to the layer thickness t. Below a certain thickness vsc KKt 2−=  the 
interface anisotropy contribution outweighs the volume contribution, resulting in a 
perpendicularly magnetized system. Above this critical limit, the magnetization will become in-
plane. This directional switching of the magnetization is called a spin reorientation transition 
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(SRT). As will be shown later on, the volume energy corresponding to these demagnetizing 
fields form the major contribution to Kv in most cases. 
Basically, the two main sources of the magnetic anisotropy are the magnetic dipolar 
interaction and the spin-orbit interaction. In the absence of spin-orbit and dipolar interaction, the 
total energy of the electron-spin system does not depend on the direction of the magnetization. 
 
2.4.1 Magnetic dipolar anisotropy (shape anisotropy) 
Among the most important sources of the magnetic anisotropy in thin films is the long 
range magnetic dipolar interaction, which senses the outer boundaries of the sample. Due to its 
long range character, the dipolar interaction generally results in a contribution to the anisotropy, 
which depends on the shape of the specimen and is largely responsible for the in-plane 
magnetization usually observed. Neglecting the discrete nature of matter, the shape effect of the 
dipolar interaction in ellipsoidal ferromagnetic samples can be described, via an anisotropic 
demagnetizing field, Hd given by NMH d −=  . Here M is the magnetization vector and N is the 
shape dependent demagnetizing tensor. For a thin film, all tensor elements are zero except for the 
direction perpendicular to the layer: 1=⊥N . The magnetostatic energy can be expressed as  
∫ •−= dvHMVE dd 2
0μ       (2.9) 
where 0μ  is the permeability of vacuum. The results of an anisotropy energy contribution per 
unit volume V of a film is: 
    θμ 220 cos2
1
sd ME =        (2.10) 
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Here the magnetization is assumed to be uniform with a magnitude equal to the saturation 
magnetization Ms and subtends an angle with the film normal. According to this expression, the 
contribution favors an in plane preferential orientation for the magnetization. Because the 
thickness of the film does not enter into the continuum approach employed above, it contributes 
only to Kv.  
 However when the thickness of the ferromagnetic layer is reduced to only a few 
monolayers (ML), the film should not, in principle, be considered as a magnetic continuum, but 
has to be treated as a collection of discrete magnetic dipoles on a regular lattice. Depending on 
the symmetry of the interface, the outer layers experience a dipolar anisotropy which can be 
appreciably lower than the inner layers. For the inner layers, the dipolar anisotropy is rather close 
to the value based on the continuum approach. Consequently, the average dipolar anisotropy can 
be phenomenologically expressed by a volume and an interface contribution. The magnitude of 
the dipolar interface contribution, however, is of minor importance, and other sources of 
interface anisotropy, such as spin orbit coupling, appear to be dominant. 
 
2.4.2 Magnetocrystalline anisotropy 
In a localized picture, the spins are coupled via the spin-orbit interaction to the orbits 
which, in turn, are influenced by the crystal lattice. For itinerant materials, the spin-orbit 
interaction induces a small orbital momentum, which then couples the total (spin plus orbital) 
magnetic moment to the crystal axes. This result is a total energy which depends on the 
orientation of the magnetization relative to the crystalline axes, and which reflects the symmetry 
of the crystal. This is known as the magnetocrystalline contribution to the anisotropy. As a 
conclusion, the magnetocrystalline anisotropy originates from the spin-orbit interaction, which 
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transfer the lattice symmetry from the electron wave functions to the electron spins to break the 
spin isotropy. Thus, magnetocrystalline anisotropy gives special directions for the electron spins.  
 
2.4.3 Magneto-elastic anisotropy 
 Strain in a ferromagnet changes the magnetocrystalline anisotropy and may thereby alter 
the direction of the magnetization. This effect is the inverse of magnetostriction, the 
phenomenon that the sample dimensions change if the direction of the magnetization is altered. 
The energy per unit volume associated with this effect can, for an elastically isotropic medium 
with isotropic magnetostriction, be written as 
θ2cosmeme KE −=                                            (2.11) 





Here σ  is the stress which is related to the strain, ε , via the elastic modulus E by εσ E= . The 
magnetostriction constant λ  depends on the orientation and can be positive or negative. The 
angle θ  measures the direction of the magnetization relative to the direction of uniform stress. If 
the strain in the film is non zero, the magneto-elastic coupling contributes in principle to the 
effective anisotropy. When the parameters are constant (not depending on the magnetic layer 
thickness, t) this contribution can be identified with a volume contribution Kv. 
 Strain in films can be induced by various sources. Among them are thermal strain 
associated with differences in thermal expansion coefficients, intrinsic strain brought about by 
the nature of the deposition process and strain due to non matching lattice parameters of adjacent 
layers. 
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Of particular interest in the present context, is the strain due to lattice mismatch η of a 
material A deposited on material B: 
ABA aaa /)( −=η                                              (2.12) 
where a is the lattice parameter of material A or B. If the lattice mismatch between the lattice 
parameters is not too large, minimizing the total energy leads to a situation whereby, below a 
critical thickness tc, the misfit can be accommodated by introducing a tensile strain in one layer 
and a compressive strain in the other such that ultimately the two materials A and B adopt the 
same in plane lattice parameter. This regime is called the coherent regime, the lateral planes are 
in full lattice registry.  
 The elastic energy associated with the coherent situation is proportional to the strained 
volume. Increasing the thickness of layer A will therefore increase the elastic energy. This 
energy increase will not persist. At a certain critical thickness tc, it becomes energetically more 
favorable to introduce misfit dislocations which partially accommodate the lattice misfit, 
allowing the uniform strain to be reduced. The lattice registry is then partially lost and the layers 
become partially coherent or incoherent. 
 A separate interpretation of the magnetic anisotropy must be made in the regions above 
and below tc. In the coherent region below tc, the volume anisotropy Kv incoporates shape 
anisotropy, magnetocrystalline anisotropy (Kmc) and strain anisotropy (Kme,v) with interface 
anisotropy being solely Néel type. 












, =   [3]. In this region, the influence of misfit strain thus appears as a volume 
contribution to the anisotropy. In the incoherent region above tc, the magneto-elastic interface 
anisotropy has been shown to lead to an apparent interface contribution: 











−= , G is the shear modulus and b is the Burgers vector of the dislocation [3]. 
 
2.4.4 Step anisotropy 
 In this section the subject of magnetic anisotropies arising from steps will be addressed 
briefly. It is clear that in practice magnetic films are never perfectly flat but exhibit steps in the 
layer thickness resulting from the particular growth mode or from the surface topology of the 
substrate on which the film has been deposited. Atoms located at such steps are obviously in a 
different environment than those located at the flat portions of the surface or within the interior 
of the film. They are therefore expected to give rise to an additional contribution to the magnetic 
anisotropy. A quantitative determination of the latter therefore requires control and knowledge of 
the number of step atoms in the film. One convenient way to manipulate the number of step 
atoms is to deliberately polish the substrate at a non-zero angle with respect to a crystal axis. 
Such a procedure yields a terraced surface with known terrace widths and consequently a known 
number of steps per unit length. This procedure is employed to make a curved substrate. This 
terraced surface is covered in depth in chapter 4 of this dissertation. 
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2.4.5 Surface versus interface anisotropy 
The distinction between surface and interface is based on the presence, at the boundary of 
a material, of either vacuum or another material. If the boundary of a material is with another 
material, then we call it interface anisotropy. And if the boundary of a material is with vacuum, 
for example a free standing Co monolayer, then we call it surface anisotropy. Such a free 
standing monolayer cannot be realized experimentally as some means of support is required. One 
surface can be made but one needs to be equipped for in situ characterization of the magnetic 
anisotropy to avoid contamination.  
 The surface anisotropy is usually obtained in a study of the dependence of the magnetic 
anisotropy on the thickness of a non-magnetic overlayer. After subtracting the contribution of the 
interface with the supporting substrate found in the same study or obtained from the literature, 
the contribution of the surface remains. This interface anisotropy is covered in depth in chapter 5 
of this dissertation. 
 
2.5 Magnetic Interaction 
In general, three types of magnetic interactions exist: (1) dipole-dipole magnetostatic 
interaction, (2) direct exchange interaction, and (3) electron mediated indirect exchange 
interaction. The importance of the dipolar interaction is most evident in high density recording 
media because not only it affects the barrier height for flipping the spin of each individual dot, 
but also gives a significant contribution to the collective behavior of the dot assemblies. 
However, it is not clear yet at this moment, whether the dipolar interaction results in faster or 
slower spin flipping in dot assemblies. But Morup [4] pointed out that in the strong interaction 
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limit, a transition from a superparamagnetic state to an ordered state might occur. Several years 
later, Morup’s prediction was confirmed both experimentally [5] and theoretically [6] in a 
coalescence of Co islands on Cu(001) where a long range ferromagnetic order with a Curie 
temperature of about 200 K was observed. 
The other type of magnetic interaction is direct exchange where the electrons on 
neighboring magnetic atoms interact via an exchange interaction. This is because the exchange 
interaction proceeds directly without the need for an intermediary. Though this seems the most 
obvious route for the exchange interaction to take, the reality in physical situations is rarely that 
simple.  
Very often direct exchange cannot be an important mechanism in controlling the 
magnetic properties because there is insufficient direct overlap between neighboring magnetic 
orbitals. For example, in rare earth the 4f electrons are strongly localized and lie very close to the 
nucleus, with little probability density extending significantly further than about a tenth of the 
interatomic spacing. This means that the direct exchange interaction is unlikely to be very 
effective in rare earths. Even in transition metals, such as Fe, Co, and Ni, where the 3d orbitals 
extend further from the nucleus, direct exchange does not necessarily lead to the observed 
magnetic properties. These materials are metals which mean that the role of the conduction 
electrons should not be neglected, and a correct description needs to take account of both the 
localized and band character of the electrons.  
 In metals, the exchange interaction between magnetic ions can be mediated by the 
conduction electrons. A localized magnetic moment spin polarized the conduction electrons and 
this polarization in turn couples to a neighboring localized magnetic moment a distance r away. 
The exchange interaction is thus indirect because it does not involve direct coupling between 
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magnetic moments. It is known as the RKKY (Ruderman, Kittel, Kasuya, and Yosida) 
interaction (it does not present in insulators). The coupling takes the form of 1/rn, where r is the 
distance between the magnetic moments and n is the dimensionality of a system. The interaction 
is long range and has an oscillatory dependence on the distance between the magnetic moments. 
Hence depending on the separation it may be either ferromagnetic of antiferromagnetic. The 
coupling is oscillatory with a period of Fk/π , kF is a wave vector of a Fermi surface and thus 
depends on the orientation of the Fermi surface.  
The indirect exchange interaction, which explains very well the occurrence of the 
oscillatory behavior in the coupling between two ferromagnetic layers separated by a 
nonmagnetic layer, has been considered to have little effect on promoting a global ferromagnetic 
order in a randomly distributed dot assembly because the origin of the oscillatory behavior is a 
spin dependent quantum size effect. This belief needs to be modified because, as we will discuss 
soon, Pierce et al [7] observed ferromagnetic stability in Fe nanodot assemblies on Cu(111) 
induced by indirect coupling through the substrate. The ferromagnetic ordering temperature 
appears to be strongly dependent on the average spacing between the dots. As will be shown 
later in the section 2.6, for relatively dense nanodot assemblies, the exchange interaction is 
strong enough to allow the ferromagnetic order persists above room temperature.  
Besides the dipolar interaction and indirect exchange interaction, other non-classical 
ferromagnetic interactions between nanodots include (1) the weak magnetic Casimir force [8] 
that arises from zero-point quantum fluctuation when the magnetic order changes, and (2) 
magnetic coupling by tunneling electrons [9] which exists only if the insulating substrate is used 
where the tunneling barrier is small. In a specific case, the tunneling induced coupling was 
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reported to be the origin for the room temperature ferromagnetism in Fe dots on insulating 
CaF2/Si(111) substrate [10]. 
Competing with thermal fluctuations, the dipolar magnetic interaction, indirect exchange 
interaction, Casimir force, tunneling induced coupling, along with the size dependent magnetic 
anisotropy should have strong influences on the overall magnetic behavior of a magnetic dot 
assembly. Therefore, to understand the magnetism of a nanodot assembly, it is essential to 
distinguish the relative roles of magnetic anisotropy and the magnetic interactions (dipolar 
interaction, indirect exchange interaction, and tunneling induced interaction). To tackle these 
challenging issues, we consider the following points: 
• Magnetic anisotropy is generally related to the properties such as crystallographic structure, 
size and shape of each individual particle; while the dot-dot interactions are strongly 
dependent on both the size and the spacing between the dots. 
• Dipolar interaction is much less affected by the electronic structure of the host matrix as 
compared to the indirect exchange interaction; while the tunneling induced interaction occurs 
only when the hosting template is an insulator. 
Each interaction has its own characteristic dependence on the dot-dot spacing, D. Dipolar 
interaction decays as 1/D3, indirect exchange interaction decays as 1/D2 if it is mediated by 
surface states, and tunneling induced interaction decays exponentially as e-D. 
 
2.6   Results from prior studies: Tailored magnetic nanostructures on surfaces 
If the surface free energy of the materials being grown is higher than that of the substrate, 
then the dots can grow directly on the substrate; otherwise a growth technique, so called BLAG 
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(Buffer Layer Assisted Growth), needs to be employed to assist the indirect growth of the dots. 
In the BLAG method, an inert gas buffer layer (Xe, for example) is adsorbed on a substrate with 
very low  adsorption temperature (~30 K), for example 240 L [1 L = 10-6 Torr-sec], to allow a 
solid phase of Xe to form on top of the substrate; then the magnetic nanodots are formed on top 
of that frozen buffer layer. The low surface free energy and the high mobility of adatoms on Xe 
should allow nanodots to form easily on the buffer layer. After that, the buffer layer is 
evaporated away by gently warming the system up to room temperature to allow the dots to land 
on the substrate.  
Surprisingly, even though the surface free energy of Fe is higher than Cu, direct 
deposition of Fe on Cu(111) does not result in the growth of Fe nanodot; and buffer layer 
assisted growth method was employed to grow Fe dot on Cu(111). Unlike Fe/Cu(111) films 
which exhibit perpendicular magnetization at low thickness, the easy magnetization axis of the 
Fe/Cu(111) dots lies in the plane of the Cu(111) surface. 
In situ MOKE measurements reveal collective ferromagnetic stability behavior in these 
two-dimensional Fe dot assemblies supported by single crystal Cu(111) surface. Due to the 
superparamagnetic nature of the nanodot assembly [see section 2.3.1], the occurrence of 
ferromagnetism in this low dimensional system is very remarkable. Even more intriguing is the 
unusually high blocking temperature ~120 K, contrary to the theoretical calculation ~2 K. The 
Monte Carlo simulation, performed on this system, rules out the dipolar interaction as the major 
driving force for the observance of such ferromagnetic behavior. Without dipolar interaction, the 
critical temperature would be 100 K, which is still significantly higher than 2 K [see figure 2.4]. 
In order to find the major driving force behind the collective ferromagnetic ordering in 
this Fe/Cu(111) low dimensional assemblies, Pierce et al [7] systematically study the roles of  
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Figure 2.4: Result of the Monte Carlo simulation, performed on the Fe-dot assemblies on 
Cu(111) substrate. Without dipolar interaction, the critical temperature would be ~100 K which 
is still significantly higher than ~2 K. Dipolar interaction is not the major driving force for the 
ferromagnetism in Fe-dots/Cu(111). [after reference 15] 











interactions and magnetic anisotropies in stabilizing the ferromagnetic behavior. They control the 
density and the size of the dots by changing the Xe exposure as well as the Fe dosage. Figure 2.5 
(a) shows the size and density of Fe dots for a 200 L exposure of Xe as a function of the Fe 
dosage; while figure 2.5(b) the size and density dependence on the Xe exposure for 1 ML Fe. 
The results are quite surprising: the Xe exposure has more dramatic effect in changing the size of 
the dots than the Fe dosage. Figure 2.6 shows that by fixing the dot’s size and changing the dot’s 
density by a factor of 5 (0.3 x104/μm2 to 1.5x104/μm2), the remanent magnetization as a function 
of temperature changes dramatically. The repeated experiment on different pair of dot assemblies 
shows the same result. Since the dots’ sizes are equal, the contribution of the magnetic 
anisotropy to the thermal stability of Mr in each case should be identical. The discrepancy of Tc 
allows us to rule out the enhanced magnetic anisotropy as the root of the high Tc ferromagnetism 
and infer the existence of strong dot-dot interactions for stabilizing the ferromagnetic order in 
this system, although the anisotropy energy and the dipolar contributions can not be neglected. 
To further investigate the origin of the dot-dot interactions, Torija et al [7] performed a 
series of experiments to manipulate the density of states of the substrate in several ways:  
(1) Growing Fe dots on different substrates. They prepared 1 ML of Fe nominal thickness on 
Cu(111), Cu(100), and Ge(111); the plot of critical temperature of Fe dot assemblies as a 
function of Xe exposure exhibit that Fe dots grown on Cu(111) has the highest Tc while the dots 
grown on the semiconducting Ge(111) has the lowest Tc [see figure 2.7]. Cu(111) has the most 
pronounced surface states. 
(2) Capping the Fe dots with the substrate material (copper) to change the coupling between 
Fe dots from the surface states to bulk states. It is shown in figure 2.8(a) that capped Fe-dots 




Figure 2.5: Average size and density of Fe/Cu(111) dots assemblies as a function of (a) Fe 












Figure 2.6: Morphology of two Fe/Cu(111) nanodot assemblies with the same average size but 
different density. The denser dot assembly exhibits a considerably higher Curie temperature 
[after reference 7]. Magnetic anisotropies unimportant but the dot-dot interactions are the major 

















Figure 2.7: Tc of 1 ML Fe-dot assemblies on various substrates: Cu(111), Cu(100), Ge(111) as a 
function of Xe exposure. The arrow for the Fe/Ge(111) dots (200 L Xe) indicates that the Tc is 
below 40 K. [after reference 7] 
 
                
Figure 2.8: Fe-dots grown on (a) Cu(111) {bare: red line} has considerable higher Tc than when 
the Fe-dots are capped with Cu {capped: green line}. (b) annealed/ smooth Cu(111) {bare: red 
line} has higher Tc than when the dots are grown on rough Cu(111) surface {sputtered: green 
line}. [after reference12 ] 
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(3) Growing the Fe dots on annealed and non-annealed substrates. Figure 2.8(b) shows that 
the Fe dots grown on the smooth/ annealed Cu(111) substrate have higher Tc than when they are 
grown on the rough/ non-annealed substrate. 
These results show that the substrate-mediated indirect exchange interaction stabilizes the 
ferromagnetism in Fe/Cu(111) dot assemblies. 
Torija et al [11] also designed a new experiment to study the crossover from 2D to 3D 
surface states by stacking the 2D Fe nanodot assemblies with Cu spacer layers to allow the 
formation of multilayer Fe nanodots. They observed a striking ferromagnetic to spin glass 
transition where the topmost layer of the Fe dots remains to be ferromagnetic throughout the 
phase transition creating a live surface ferromagnetism, while all the layers underneath behave 
like a spin-glass system. This interesting scenario is likely caused by the fact that the surface 
state-mediated coupling is stronger than the coupling in bulk layers. Figure 2.9 shows the 
schematic view of multilayer dot assembly. Figure 2.10 (a) shows the N (number of multilayer 
Fe-dot) dependence of saturation magnetization, MS, and (b) the relative critical temperatures, Tc.  
All results from the previous studies show the importance of the surface state electrons in 
stabilizing the collective ferromagnetic behavior on Fe/Cu(111) nanodot assemblies. 
 
2.7 One-dimensional quantum wells in metal-on-metal systems 
2.7.1 Bound states in finite potential wells 
Let’s recall the undergraduate physics problem of a particle in a one-dimensional box 
which is a representative problem of a one-dimensional well with infinite barriers. Although this 
is a very crude model, it serves to illustrate the basic ideas and provides a good starting point.  
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Figure 2.10: (a) (top) The N (number of multilayer Fe-dot) dependence of saturation 
magnetization, MS, and (bottom) the relative critical temperatures, Tc. Saturation magnetization 
increases linearly with increasing N, which is expected since all the Fe-dot layers contribute to 
the measured of MS under the saturation field. In contrast, Tc vs. N shows dramatically different 
behavior, which strongly suggests that the surface and bulk Fe-dot layers have distinctly different 
magnetic behavior. (b) Schematic picture of the speculated spin structures of the Fe dots 
multilayer in regions I, II, and III. [after reference 11] 
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The key result is that the particle or an electron must be represented by a standing wave 
having nodes at the walls of the well. The allowed wave vectors k for stationary states, or 
quantum well states, are determined by the requirement that standing wave patterns fit into the 
geometry:  
                
L
nk π=                                                              (2.17) 
where n is an integer quantum number and L is the film thickness or box dimension. The energy 
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Figure 2.11(a) shows the associated wavefunctions for the lowest lying states. Notice that in this 
rectangular well, the quantized energy levels have energy proportional to n2, and thus become 
more widely spaces as the energy increases. By contrast, the quantized energy level in the 
hydrogen atom is proportional to 1/n2, thus becoming more and more closely spaced with 
increasing n. 
A somewhat more realistic model of the particle-in-a-box problem is to take a rectangular 
well with finite potential walls. In this case the solutions are very similar to those of the infinite 
barrier walls, but the wavefunctions at the well walls inside the well walls inside the well now 
match the exponential tails outside the well (see figure 2.11(b)). The proper solution is already 




Figure 2.11: Schematic representations (not normalized) of the wavefunctions of the first few 
solutions for electron states in a one-dimensional square potential well, U(x), of width a with (a) 











leads to a slight increase in the wavelength relative to the infinite barrier case and thus a slight 
lowering of the energies. A rather direct practical illustration of this problem, which has been 
observed using STM, is the case of electron states localized at metal surfaces which may also be 
constrained in their motion parallel to the surface by being trapped between two (single-atom 
height) atomic steps. Figure 2.12 shows an example of results from such an experiment. The 
surface under study is Ag(111), which is known to show a surface-localized (Shockley) state 
which is free-electron-like in its movement parallel to the surface. The state is localized at the 
surface because it has a binding energy which lies in a gap in the projection of the bulk band 
structure onto this surface. Two parallel surface steps then provide scattering barriers which 
effectively form a one-dimensional well. In STM one measures the electron current which 
tunnels through the vacuum gap between the surface and a fine conducting tip brought to within 
atomic dimensions of the surface. By varying the bias voltage between these, one detects 
changes in the current as the bias makes new bound states accessible for tunneling, and the 
spatial variation of this change, as one scans the tip along the line between the two steps, 
provides a rather direct way of observing the spatial variation of the charge-density standing 
wave. At different bias voltages, corresponding to the bound state energies of these quantized 
energy states, one can map out the different charge densities. Figure 2.12 shows rather 
graphically that these variations are very similar to those predicted for the simple finite 
rectangular well of figure 2.11(b). 
 
2.7.2 Particle in a flat box 
Quantum well states are usually associated with discrete quantized electronic states in 
small artificial structures with adjustable physical dimensions. The interesting questions are:   
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Figure 2.12: (a) STM constant-current line scan of the relative tip height above the surface over a 
104 Å wide Ag(111) terrace confined by two single-atom-height steps that act as electron mirrors 
(broken lines). (b) Grey scale representation of the corresponding differential conductance as a 
function of sample-tip voltage showing the spatial variations in the electron density at different 
energies due to the confinement of the s-p surface state electrons [after reference 14]. 
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(1) Do the quantum well states exist in magnetic nanostructures? (2) How do the quantum well 
states behave in metallic systems? There are no absolute gaps at the Fermi level in metals, and 
electrical conduction through a metal-to-metal junction is an everyday experience. There are no 
such things as threshold voltages or rectifying junctions as in semiconductors. For these reasons, 
one might have the impression that confinement in a metallic system would be impossible/ rare. 
It is not. For epitaxial films, all that is required is a ‘relative gap’ in the substrate. Namely, if 
there is a gap for a particular direction (usually perpendicular to the film), electrons propagating 
along that particular direction can be confined. Relative gaps are actually fairly common in 
metals. Electrical conduction through a metal-to-metal junction is not a direction-specific probe 
of the junction properties. It involves a wide range in k space, and therefore the gap effect is 
generally not apparent.  
 In the case of metallic films deposited on metal surfaces, the natures of the two barriers 
which create the QW at the substrate/film interface and at the film/vacuum interface are quite 
different. At the surface/vacuum interface, the barrier arises because we are concerned with 
bound states which lie between the bottom of the conduction band of the film and the vacuum 
level. At the film/substrate interface, on the other hand, an electron can only be confined in the 
film if its energy lies in a band gap of the substrate. Of course, a metal does not have a total gap 
in the occupied part of the conduction band; however, the electronic bands of a real metal depend 
on the direction, and the Fermi surface is far from spherical for many metals, so gaps do appear 
around the Fermi level in specific directions. Moreover, even in directions in which the metal 
does have band states around the Fermi level, the fact that these states have a well-defined 
symmetry may mean that there is a ‘symmetry gap’ relative to states in the film of a different 
symmetry which cannot then couple to the bulk states. In practice, there are many metal surfaces 
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for which, relative to propagation perpendicular to the surface, the solid has a band gap (or a 
symmetry gap) which may have a width of a few eV and is centered within a few eV of the 
Fermi level. Under these circumstances an electron in the overlayer film moving perpendicular to 
the surface with an energy lying within the projected bulk gap cannot couple to any bulk states 
and will therefore be reflected at the film/substrate interface. 
In order to gain a quantitative understanding of this situation, quantum well state 
positions in the energy-thickness plane are calculated by using phase accumulation model (also 
referred to as the Bohr-Sommerfeld quantization rule) where one treats the problem as one of a 
travelling electron wave bouncing back and forth between the substrate/film and film/vacuum 
interface. If the round-trip phase accumulation associated with the propagation between the 
barriers and the phase shifts associated with reflections is an integral multiple of 2π, then a 
standing wave solution corresponding to a bound state occurs. The simplification achieved by 
treating the problem in this way arises because one can describe the influence of the underlying 
substrate by a phase shift, 
C
φ , experienced at the substrate/film boundary which can be 
calculated from a simple two-band model of the substrate. The condition for a standing wave, 
and thus a quantized state of the well of width L, is  
nkL
CB
πφφ 22 =++                                                    (2.20) 
where k is the electron wave vector in the film perpendicular to the surface, 2kL is the phase 
accumulated in traveling back and forth in the film and 
B
φ  is the phase shift on reflection at the 
film/vacuum interface [13]. Notice, incidentally, that L is measured between the two interfaces, 
usually taken to be located at one half of an atomic layer spacing beyond the termination of the 
crystal substrate and the outermost atom layer of the film. The fact that the image potential 
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barrier extends beyond this terminating plane is accounted for in the associated phase shift. A 










                                                       (2.21) 
in which the energies of the vacuum level, EV, and of the bound state of the electron, E, are 
expressed in eV. For the substrate/film phase, the phase shift at the interface varies from –π at 
the bottom of the band gap to 0 at the top, and in a simple two-band nearly-free electron picture 
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Chapter 3 Experimental Details and Apparatus 
 
3.1 Synthesis of Fe dots on Cu(111) 
It is known that when the surface free energy of the materials being grown is higher than 
that of the substrate, then the dots can grow directly on the substrate, e.g. Cobalt nanodots can 
grow directly on TiO2 substrate. On the other hand, due to the lower surface free energy of the Fe 
than Cu, direct deposition of Fe on Cu(111) does not result in the growth of Fe nanodot; thus 
buffer layer assisted growth (BLAG) is employed to assist the indirect growth of Fe nanodots on 
Cu(111) substrate. The BLAG method involves two crucial steps:  
(1) An inert gas buffer layer (Xe, for example) is adsorbed on a substrate with very low 
adsorption temperature (~30 K) for different Langmuir (L) Xe coverage [1 L = 10-6 Torr-sec] to 
allow a solid phase of Xe to form on top of the substrate then the magnetic Fe nanodots are 
formed on top of that frozen buffer layer. The low surface free energy and the high mobility of 
adatoms on Xe should allow nanodots to form easily on the buffer layer because the dots tend to 
form clusters, rather than wet the surface.  
(2) After that, the buffer layer is evaporated away by gently warming the system up to room 
temperature to allow the dots to land on the substrate. It is confirmed that the epitaxial crystalline 
order is restored by this post-deposition annealing. One has to put in mind is that when the Xe 
layer is evaporated, it carry some Fe-dots, leaving the substrate with less Fe-dots coverage than 
one initially thought and can drastically affect the spatial and size distributions of the dots. The 
size and spatial distribution of the Fe dots can be modified by varying either the thickness of the 
Xe buffer layer or the dosage of Fe atoms.  
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Figure 3.1 gives a schematic view of the two crucial steps involved in the BLAG method. STM 
studies indicate that the BLAG process results in the formation of Fe dots on the Cu substrate 
that are shaped like flattened hemispheres. 
After the sample is made, the in-situ study of magnetic properties is performed by using 
SMOKE both in the polar (magnetic field is applied perpendicular to the plane) and longitudinal 
(magnetic field is applied parallel to the plane) geometry. Occasionally, SQUID 
(Superconducting Quantum Interference Device) will be used for the ex-situ magnetization 
measurement after the sample is capped with a nonmagnetic material to prevent the oxidation of 
the dots. 
The experiment itself is conducted at ORNL and University of Tennessee by using the 
state of art MBE (Molecular Beam Epitaxy) equipped with the analysis tools for the in-situ 
study, e.g. AES (Auger Electron Spectroscopy), LEED (Low Energy Electron Diffraction), 
SMOKE (Surface Magnetic Optical Kerr Effect) and VT STM (Variable Temperature Scanning 
Tunneling Microscopy). Details will be provided in the characterization technique. All of the 
tools mentioned above are operated under the ultra high vacuum environment with the pressure 
around 1x10-10 Torr so that the surface contamination and oxidation can be significantly reduced.  
In chapter 4, we find a new way to smoothly modify the surface state by introducing 
curved Cu(111) substrate. The curved Cu(111) substrate changes from 0° to 8° miscut angle 
continuously [see figure 3.2]. By using this method, we can ensure the same growth parameter 
for the whole miscut angle studied and systematically study the effect of quasi 2D and 2D 
surface states on the dot-dot interactions. We study how TC changes as function of miscut angle 
for different Xe coverage (L). In chapter 5, semiconducting TiO2 substrate is used to study the 
role of magnetic anisotropy and dipolar interaction in the reduced dimensional system. 
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Figure 3.1: Two crucial steps in Buffer Layer Assisted Growth (BLAG). (Left) Xe is adsorbed 
on a substrate with very low adsorption temperature (~30 K). (Right) Xe is evaporated away by 








Figure 3.2: Schematic drawing of curved Cu(111) substrate. The miscut angle of curved 





The substrate needs to be polished both mechanically and chemically, then it will be 
ultrasonically cleaned before we introduce it into the UHV (Ultra High Vacuum) chamber for 
further intrinsic study. Prior to the thermal deposition, the substrate will be cleaned with 
subsequent cycles of 1 keV Ne ion sputtering until the sharp AES and LEED signals are 
obtained. 
 
3.2 Experimental Apparatus 
3.2.1 Ultrahigh Vacuum (UHV) chamber 
 The surface of a material is very prone to contamination or oxidation; therefore a UHV 
chamber with an excellent base pressure is very crucial to prevent or delay the contamination/ 
oxidation and keep the sample as clean as possible.  
 In order to get the excellent base pressure (1x10-10 Torr), three types of pump are used. 
To get a mid-vacuum pressure (10-3 Torr), a mechanical/ rough pump has to run for about 15 
minutes. After the pressure reach 100 mTorr, a turbo pump backed by a mechanical pump can be 
turned on to reach high vacuum pressure (10-7 Torr or 10-8 Torr). The turbo pump rotates its 
blades as fast as tens of thousand rpm to pump the air out. It usually takes several hours to reach 
high vacuum stages. The final type of pump is ion pump, which can bring the pressure to 1x10-10 
Torr. The ion pump can not be used to pump away the inert gas, e.g. argon, xenon, neon. These 
gases will be permanently trapped inside the ion pump which makes the ion pump cannot reach 
ultrahigh vacuum stages. Turbo pump is the best candidate to pump those gases away. Besides 
mechanical, turbo and ion pump, Titanium Sublimation Pump (TSP) can be run occasionally to 
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improve the base pressure quickly. We pass a current, approximately 45 A, through the titanium 
wire until it sublimates and binds reactive gases, e.g. hydrogen and oxygen. 
 When we open the chamber, it is important to introduce positive pressure to the chamber 
by flowing dry gas (e.g. N2 or He gas) so that air cannot get into the chamber. After the chamber 
is closed, it will be baked for 48 hours to remove the contaminants, such as H2O, O2, CO2 and 
CO. Several cycles of degassing the filaments are needed after the baking procedure is done, to 
insure the amount of contaminants as low as possible.  
 There are many kinds of gauges to measure the pressure of vacuum chamber. Two kinds 
of gauges are most often used. One is the Pirani gauge (thermo gauge) which relies on the fact 
that the ability of a gas to conduct heat decreases with pressure and can measures down to 10-3 
Torr. Since the gauge only covers low vacuum range, it is often used to check the vacuum 
between a mechanical pump and a turbo pump. The Pirani gauge head is based around a heated 
wire placed in a vacuum system, the electrical resistance of the wire being proportional to its 
temperature. At atmospheric pressure, gas molecules collide with the wire and remove heat 
energy from it (effectively cooling the wire). As gas molecules are removed, i.e. the system has 
better pressure or pumped down; there are fewer molecules and therefore fewer collisions. Fewer 
collisions mean that less heat is removed from the wire and so it heats up. As it heats up, its 
electrical resistance increases. A simple circuit utilizing the wire detects the change in resistance 
and once calibrated can directly correlate the relationship between pressure and resistance.  
 The pressure of ultra high vacuum chamber can be measured by the hot cathode 
ionization gauge. An ion gauge is mainly composed of three electrodes: a filament, a grid, and a 
collector; all acting as a triode, where the cathode is the filament. The filament is used for the 
production of electrons by thermo-ionic emission. The grid has positive voltage which pulls the 
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electrons from the filament. Electrons circulate around the grid passing through the fine structure 
many times until eventually they collide with the grid. Gas molecules inside the grid may collide 
with circulating electrons. The collision can take an electron from the gas molecule and make it 
positively ionized. The collector inside the grid has negative voltage and attracts these positively 
charged ions. The number of ions collected by the collector is directly proportional to the number 
of molecules inside the vacuum system. By this method, measuring the collected ion current 
gives a direct reading of the pressure. 
 
3.2.2 Thermal Deposition  
In thermal deposition, the deposited material is created by thermal evaporation of 
material from a crucible coiled by tungsten wire. The vacuum allows vapor particles to travel 
directly to the substrate. This evaporated material then condenses on the substrate. To reduce the 
degassing of the chamber due to the evaporators or from the evaporators themselves, the 
crucibles are enclosed by tantalum shell and the whole evaporator is surrounded by a cooling 
water jacket. The source and the crucible have to be well degassed before growing the samples to 
avoid the contamination during the deposition. During the evaporation, the pressure should be 
kept under 1x10-9 Torr. Almost all metals can be evaporated, although the deposition rate for 
high melting point metals may be rather low.  
The evaporation rate is monitored by using a quartz crystal microbalance and Auger 
Spectroscopy. The quartz oscillator measures the surface phonon frequency, which decreases 
with the deposition of materials on quartz due to the change of mass. The rate of reduction of 
surface phonon frequency is converted to the growth rate using inputs such as density of 
material, Z factors and the tooling factor. Z factor is a parameter that corrects the frequency-
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change-to-thickness transfer function for the effects of acoustic-impedance mismatch between 
the crystal and the deposited material. The tooling factor is a ratio of evaporation between the 
position of QCM and substrate where the sample will grow. The surface phonon frequency also 
depends on the temperature, thus the QCM is often cooled by water. The density and Z ratio of 
Fe is 7.86 g/cc and 0.349, respectively. 
After applying current on an evaporator, the growth rate needs to be watched for tens of 
minute until the rate become stable. The shutter of the evaporator is then closed so that the 
substrate can be moved to the growth position. We start growing the sample after the shutter is 
re-opened. The thickness is calculated from the growth rate and growth time.  
Substrate temperature, use of buffer or seed layers and the deposition rate are parameters 
of the evaporation process that can be manipulated. Typical thermal energies of the condensing 
atoms are 0.1 eV plus any binding energy liberated at the substrate surface. This implies that the 
surface mobility can be largely controlled with the substrate temperature. Buffer or seed layers 
can promote a specific structure or orientation.  
 
3.2.3 Scanning Tunneling Microscopy (STM) 
The STM is based on the concept of quantum tunneling. When a conducting tip is 
brought very near to a metallic or semiconducting surface, a bias between the two can allow 
electrons to tunnel through the vacuum between them. For low voltages, this tunneling current is 
a function of the local density of states (LDOS) at the Fermi level, EF, of the sample. Variations 
in current as the probe passes over the surface are translated into an image. STM can be a 
challenging technique, as it requires extremely clean surfaces and sharp tips. 
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The instrument consists of a sharp conducting tip which is scanned with respect to a flat 
conducting sample. When a voltage V is applied between tip and sample, a current will flow, and 
this current can be measured as a function of (x,y) position and as a function of V. If the sample 
is biased by a positive voltage +V with respect to the tip, this effectively lowers the Fermi level 
of the sample electrons with respect to the tip electrons. Electrons will tend to flow out of the 
filled states of the tip into the empty states of the sample. Likewise, if the sample is biased by a 
negative voltage –V with respect to the tip, this effectively raises the Fermi level of the sample 
electrons with respect to the tip electrons. Electrons will then flow out of the filled states of the 
sample into the empty states of the tip.  
 For most of the time, we only need a topography mode for the STM measurement. In this 
mode, we raster the tip across the surface at a fixed sample bias voltage Vset and employ a 
feedback loop which controls the voltage on the z piezo to keep the tunneling current constant at 
Iset. By recording the voltage to the z piezo, we can effectively map the contour of the surface. 
 
3.2.4 Auger Electron Spectroscopy (AES) 
AES is used to determine the surface appearance, its cleanliness, the elemental 
composition of the top few layers of the substrate and to analyze the amount of the materials that 
has been deposited (in term of monolayer/ML). AES is sensitive up to 1% of constituent of the 
top most layer. This technique probes the material’s surface by 3 keV electron beam 
bombardment to measure the energy of the knock out electrons (Auger electrons) which 
represent the characteristic of the material’s elements. The high energy electron ionizes the atom 
in the substrate by removing an electron in a core level (call it A; 2s/2p or L level for Cu). One 
electron from a higher core level falls down to the empty level and fills it (call it B; 3s/3p or M 
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level for Cu). And another electron is emitted from the substrate (call it C; from M level for Cu) 
with kinetic energy EKE to satisfy energy conservation: EKE = EA – EB - EC. The spectral peak 
positions of the kinetic energy of the emitted electron are determined by core energy levels 
which are unique to an element. For example, positions of LMM peaks of Cu are around 776, 
850, and 920 eV; higher than Fe (598, 651, and 703 eV). Oxygen and carbon have KLL peaks 
around 500 and 300 eV, respectively. From the spectrum, the constituents of substrate can be 
checked by comparing the intensity of the peaks that belong to different materials. The surface 
sensitivity of AES comes from escape depth of the emitted electron so it is only sensitive to the 
first few atomic layers. Since the electrons in the heavy elements are more tightly bound to the 
nucleus, the emission of Auger electrons is more probable for lighter elements than heavy 
elements and therefore AES technique is more sensitive to the lighter elements. 
 
3.2.5  Low Energy Electron Diffraction (LEED) 
LEED is used to determine the structural properties of the surface, such as surface 
symmetry, surface reconstruction, or the smoothness. An electron beam, of which the de Broglie 
wavelength is around the inter-atomic distance of the surface, are directed to the surface and then 
the elastically back-scattered electrons form diffraction patterns in the surface reciprocal lattice 
on the phosphor screen which can be interpreted to yield the surface real-space lattice vector. 
Since the lattice constants are in the order of 1 Ǻ, the energy of electron is chosen between 30-







pE ===  
where E is energy, p is momentum, m is mass, λ is de Broglie wavelength and h is Planck 
constant.  
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Surface sensitivity of LEED is also determined by the scattering cross section of electron. 
Since LEED uses elastically diffracted electrons, both its incoming and outgoing electrons have a 
large back scattering cross section, thereby contributing to the surface sensitivity. Quality of 
substrate can be known from the sharpness of diffraction spots or existence of reconstruction 
pattern.  
 
3.2.6 Surface Magneto Optic Kerr Effect (SMOKE) 
SMOKE is a powerful and inexpensive method to study the surface magnetism. The time 
reversal symmetry is broken the magnetic system, thus giving rise to different optical response of 
right and left polarized light. Magneto-optic effects can be explained through macroscopic 
dielectric theory or microscopic quantum theory. Macroscopically, magneto-optic effects 
originate from the antisymmetric, off-diagonal elements of the dielectric tensor [2,3]. 
Microscopically, the spin-orbit interaction that couples the electron spin and the orbital motion is 
responsible for the magneto-optic effects [2,3].  
Light consists of left- and right-circularly polarized modes. As it propagates in a medium, 
the electrical field of the light generates the motions of the electron in the medium. In a non-
magnetized medium, there will be no Faraday rotation. The two circularly polarized modes will 
propagate with the same velocities; therefore the electron orbit of the left- and right-circularly 
polarized light has the same radius. When light propagates in a magnetized medium, there are 
two processes that will take place. First, the two circularly polarized components will gain 
different phase shifts due to their different propagating velocities, resulting in a rotation of the 
polarization plane. Second, the different absorption rates of the medium for the two circularly 
polarized modes affect the ellipticity.  
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3.2.6.1 Macroscopic origin of the magneto-optic effect 
The 3x3 dielectric tensor of a medium, εij with i, j = 1, 2, 3, can be decomposed into 
symmetric and antisymmetric parts. A medium that has the symmetric part diagonalized and the 
dielectric tensor is reduced to a dielectric constant, ε0 is called isotropic medium and does not 
give rise to the Faraday Effect. To understand the effect of the antisymmetric part of the 

























εε                                         (3.1) 
The two normal modes are left circularly polarized with ( )kQ ˆ1 •−= εε L , and right circularly 
polarized with ( )kQ ˆ1 •+= εε R , where ( )zyx QQQ ,,=Q  is known as the Voigt vector which is 
proportional to the magnetization vector, and k̂  is the unit vector along the light propagation 
direction. Thus, it is the off-diagonal antisymmetric parts of the dielectric tensor 
( )zyx QQQ ,,=Q  that produce the difference in the refractive indexes between the two circularly 
polarized modes and give rise to the Faraday Effect. The real part of the complex rotation is 
responsible for the Faraday rotation, and the imaginary part yields the Faraday ellipticity.  
 
3.2.6.2 Microscopic origin of the magneto-optic effect 
 Hulme [4] pointed out that the magneto-optic effect microscopically originated from the 
spin-orbit interaction that couples the electron spin to its orbital motion. The spin-orbit 
interaction, ( ) s•×∇ pV~ , is a consequence of the interaction between the electron spin s with 
the magnetic field it experiences when it moves with momentum p through the electric field 
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V∇−  inside a medium. As a result of this spin-orbit interaction, the optical response, i.e. speed 
and absorption coefficient of light in the media, between left and right polarized light will be 
different. When the linear polarized light shines on the magnetic sample, difference of the phase 
shifts of the left polarized part and the right polarized part make polarization direction rotates. 
This effect gives Kerr rotation. The difference in absorption changes polarization from linear to 
elliptic. This effect gives Kerr ellipticity. In magnetic material, both Kerr rotation and Kerr 
ellipticity exist. However, in metals, Kerr ellipticity usually dominates over Kerr rotation.  
 Hulme also calculated the two refraction indices for right and left polarized light by using 
the Heisenberg model of a ferromagnet and got the conclusion that the different in the two 
refraction indices is a result of the energy splitting due to the spin-orbit interaction. This theory is 
somewhat unsatisfying because the quenching of the orbital angular momentum in ferromagnets 
gives no energy splitting. He did not take into account the change of the wave function due to the 
spin-orbit interaction. Kittel [5] later showed that it is the change of the wave function due to the 
spin-orbit interaction that gives rise to the correct order of magnitude of the difference in the two 
refraction indices. 
It was mentioned above that the polarization plane of a linearly polarized light can be 
rotated upon the reflection from the magnetized surface. By passing the reflected light through a 
polarizer and catching it with a detector, we can record the Kerr intensity (the intensity of the 
reflected light) which is proportional to the magnetization of the entire films thickness that is 
probed by the laser. The thickness of magnetic films that can be probed depends on the probing 
depth (the penetration depth) of light used. Although the application of the Kerr effect to study 
surface magnetism was just introduced in 1985 by Moog and Bader [6], it has been widely 
accepted due to its ability to show the hysteresis loop. Both magnetization in the polar (magnetic 
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field is applied perpendicular to the sample) and longitudinal (magnetic field is applied parallel 
to the sample) geometry can be obtained. 
To provide a quantitative analysis, the Kerr intensity, measured by the photodetector after 
the light has passed through an analyzing polarizer that is set at an angle δ from extinction, is 
defined as 
22
cossin spsp EEEEI +≈+= δδδ                                       (3.2) 
Provided that ''' φφ iEE ps +=  gives the Kerr rotation 
'φ  and Kerr elipticity ''φ , equation (3.2) 
can be rewritten to 
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with 2
2
0 δpEI =  as the intensity at zero Kerr rotation. The measured intensity as a function of 
applied field yields a magnetic hysteresis loop. Upon reversing the saturation magnetization, the 
maximum Kerr rotation 'mφ  can be determined by the relative change of the Kerr intensity, 









 In reality, the ultrahigh vacuum (UHV) viewport window (w) usually produces a 
birefringence, ''' ww iφφ + , that makes the extinction condition impossible to be realized. In this 
situation, the extinction can be achieved with the use of a quarter waveplate (lambda quarter 
plate) which is usually placed in front of the analyzing polarizer to cancel the birefringence of 
the UHV window. In other words, the quarter waveplate produces a π/2 phase difference 
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between the s and p components so that the analyzing polarizer will see ( ) '''''' φφφφ iii +−=+ , 
i.e. the rotation and ellipticity are interchanged. The measured Kerr intensity now becomes 











''22 212 IEI p                                            (3.4) 
In this case, the relative Kerr intensity determines the Kerr ellipticity instead of the Kerr rotation. 
To measure the Kerr rotation, a half wave plate can be used to replace the quarter wave plate. 
 
3.3 Experimental setup 
Our SMOKE setup consists of He-Ne laser, simple optics, lambda quarter plate, polarizer 
and photodetector; they are mounted outside the UHV chamber. A magnet made of two separate 
coils is mounted inside the UHV chamber.  
Although the idea behind SMOKE is quite simple and it does not require complicated 
setup, it takes practices and experiences to adjust the setup in order to get good signal-to-noise 
ratio. Not only has it had to be adjusted in the beginning of the experiment, but also from time to 
time during the experiment.  
After the discussion about the advantage of the SMOKE mentioned above, I will list two 
major drawbacks of the SMOKE as a technique to measure surface magnetism. First, if we have 
another magnetic layer beneath the magnetic layer’s surface, SMOKE will pick up magnetism 
signal from both magnetic layers given that the surface’s layer is thin. Even though SMOKE is 
very surface sensitive to a limited thickness from the surface, it cannot distinguish surface or 
interface magnetism from that coming from the magnetic layer beneath. Another drawback is it 
can not distinguish an antiferromagnetic and nonmagnetic phase.  
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Chapter 4   Artificial Nanomagnet with Lateral Confinement 
 
Abstract 
We introduce a novel way, curved Cu(111) substrate, to smoothly modify the surface 
states by introducing miscut angle and study the impact of modifying vicinal surface states on 
the ferromagnetic behavior of Fe dots. Fe-dots are grown on a Cu(111)-curved substrate where 
the miscut angle changes from 0° (very large terrace width) to 8° (15 Å terrace width). With this 
curved substrate, the same growth parameter can be ensured in the whole miscut angle studied. 
When the Fe dot assemblies have in-plane easy axis, two distinct regimes and a critical terrace 
width, separating these two regimes, can be identified. However, when the Fe dot assemblies 
have perpendicular easy axis, we only observe one regime which is marked by a slight decrease 
in the critical temperature (Tc). There are contributions from three factors: the vicinal surface 
state, the competition between the Fe-dots diameter and the terrace width, and the in-plane 
uniaxial magnetic anisotropy. The couplings between these three factors lead to the interesting 
behavior observed in the Fe/vicinal Cu(111) nanodot assemblies. The vicinal surface strongly 
affects the coupling between Fe-nanodots. 
  
4.1 Vicinal surface 
The vicinal surfaces show a rich variety of novel behavior which is a result from the 
broken translational symmetry by the surface atomic steps. The presence of a free electron like 
Shockley surface state on the correspondingly flat (111) surface will be interrupted on vicinal 
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surface. Vicinal surfaces of noble metals have been the object of intense research for the past 
decade. This particular interest is determined by several reasons. On one hand, vicinal surfaces 
are very suitable objects for studying low dimensional nanostructures: they can be used as 
templates to grow 1D wires [1]. On the other hand, noble metal surfaces support Shockley 
surface states. These electronic states arise in the inverted L gap of a metal band; they are well 
localized in the direction perpendicular to the surface by the surface potential step and the crystal 
band gap; they also exhibit dispersive quasi-two dimensional free electron-like behavior [2]. 
Surface states scatter strongly at point defects, steps, etc., thus modulating the local density of 
states (DOS) at the Fermi level [3]. 
 Vicinal surfaces can also be used to study the archetypal ‘particle in a box’ behavior. 
Burgi et al [4] built a Fabry-Perot quantum resonator from two perfectly straight and parallel 
steps on Ag(111) surface and demonstrated that quasi 2D surface states can be confined within 
parallel steps. They also demonstrated that the resonator could be decoupled from its surrounding 
through the absorption of surface state electrons at steps. The coupling of surface state electrons 
to the bulk states can be rationalized by the strength of confining potentials at the step edges. In 
this manner, vicinal surfaces can be treated as an array of confining potentials. Due to the 
surface-bulk coupling, the strength of confining potentials depends on the exact structure of a 
vicinal surface. There is no such coupling on the flat (111) substrate, and the coupling is small 
for vicinal surfaces with a rather large terrace width. In this case, potential barriers are large, all 
the terraces are decoupled, surface state electrons are confined to the terraces, and each step can 
be treated as a quantum well (QW). The coupling of surface states with bulk states increases 
when the terraces get narrower. This will result in the reduction of confining potentials, and 
surface state electrons can propagate above the vicinal surface.  
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4.2 Importance of vicinal surface state 
 All the results obtained by the two previous graduate student at the University of 
Tennessee, i.e. J. P. Pierce and M. A. Torija, show that surface state is very important in 
stabilizing the collective ferromagnetic behavior in Fe dots/ flat Cu(111) [see section 2.6]. In this 
chapter, we modify the surface states by introducing miscut angle and study the impact of 
modifying vicinal surface states on the ferromagnetic behavior of Fe dots.  We introduce a novel 
way, curved Cu(111) substrate, to smoothly changed the surface states. Our curved substrate 
changes from 0° (very large terrace width) to 8° (15 Å terrace width). With this curved substrate, 
the same growth parameter can be ensured in the whole miscut angle studied. Experimental and 
theoretical studies have shown that the surface states change with miscut angle [3, 5, 6]. 
The surface state propagation can be probed using the Scanning Tunneling Microscope 
(STM), providing the direct observation of wave functions in the local density of states. The 
wave function of a step lattice is modulated by two periodicities, that of the superlattice [figure 
4.1 a] and that of the atomic corrugation of the terraces [figure 4.1 b]. These two models were 
supported by strong evident which are inconsistent with each other. The scanning tunneling 
microscope (STM) pictures, taken by Crommie et al [3], produce well defined standing waves/ 
quantum well states which lie in the Cu(111) plane of the terraces, thus giving rise to a model 
wave function similar to that in figure 4.1 b. On the other hand, Sanchez et al [5] observed lateral 
partial confinement of the surface electrons within the terraces bounded by a regular array of step 
barriers. The angle resolved photoemission data produce E(k) band dispersions that lead to the 
picture in figure 4.1 a. In order to find out whether or not these two models are compatible with 
each other, Ortega et al [6] have mapped the vicinal Cu(111) surface state by angle resolved 
photoemission. They found a switch, at a miscut of 7° (17 Ǻ terrace width), from the step  
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Figure 4.1: Schematic description and the measurement geometry of two different models for the 
wave function on vicinal surfaces. (a) Superlattice propagating model: the wave function 
propagates above the vicinal surface and decays perpendicular to the average surface. (b) 
Quantum well states model: the wave function is confined within the terrace and decays 












modulation of the wave function (for small terrace width) to the terrace modulation (for large 
terrace width). The nature of the wave function is also known. For small terrace width, the wave 
function decays perpendicular to the average surface; while the wave function for large terrace 
width decays perpendicular to the terraces. Later, Baumberger et al [7] showed that this 
qualitative change at terrace width around 17 Ǻ must be described as a change from propagating 
states at small terrace width to one dimensional quantum well states at large terrace width; such 
transition runs continuously. Both of these states have the band bottom shifted toward higher 
energies. While partially confined propagating states have dispersive bands, quantum well states 
exhibit a quantized band structure with a number of discrete energy levels. 
Hansmann et al [8] studied surface states on Cu(111) vicinals particularly in the 
transition region by means of STS and/or STM. They performed measurements on surfaces with 
the terrace width ranging from 16 up to 70 Ǻ and observed that the dimensionality of the (111) 
derived surface state changes from 2D to 1D when the electron energy and wave vector comply 
with the lateral confinement conditions of the individual terrace. The analysis of their results 
yields two common features in all measured spectra: the first feature is a surface state-like onset 
of the spectra and the second is a broad but very distinct peak. The surface state-like onset 
indicates that Cu(111) extended 2D surface states still exist on the considered vicinal surfaces, 
only partially affected by the finite transparency of the step superlattice. The second feature, i.e, 
the peak, originates from local confinement of surface electrons to the terraces.  
 Zhang et al [13] used vicinal surfaces, i.e. Pt(997), to study the magnetism of Fe clusters 
with Buffer Layer Assisted Growth (BLAG) method. The cluster size was controlled by the 
thickness of the Xe layer. They found that when the cluster diameter is smaller than the Pt terrace 
width, then the Fe clusters will be ferromagnetic and align along the step edges of the Pt(997), 
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thus forming ordered array linear cluster chains. However when the cluster diameter is larger 
than the terrace width, then the Fe clusters will show superparamagnetic behavior and there will 
be no alignment along the step edges; instead, large disordered agglomerates are found. 
 
4.3 Result and Discussion 
 The Fe dot assemblies are grown on curved Cu(111) substrate with the BLAG method. 
See section 3.1 for details on the BLAG method. 
Figure 4.2(a, b) show the schematic description of two different models for the wave 
function on vicinal surfaces and the measurement geometry. Knowing that 1 ML Cu(111) is 
equal to 2.083 Ǻ, we can calculate the vicinal Cu(111) terrace width (d) with this formula: Sin α 
= h/d, where α is the miscut angle and h = 2.083 Ǻ. For example, the terrace width (d) for 8° 
miscut angle is about 15 Ǻ and the terrace width (d) for 1° miscut angle is about 119 Ǻ. From the 
calculation, it is clear that when the miscut angle becomes smaller, the terrace width becomes 
larger; and when the miscut angle becomes larger, the terrace width becomes smaller. Figure 
4.2(c) shows the ratio between remanent magnetization (Mr) and saturation magnetization (Ms) 
as a function of temperatures. The critical temperature (Tc), defined as the temperature at which 
Mr / Ms becomes zero, is about 193 K for the 0.9 ML Fe nanodots grown with the assistance of 
300 L Xe and measured at 1.0° vicinal surface Cu(111). The inset in figure 4.2(c) shows typical 
MOKE hysteresis loops measured from 0.9 ML Fe nanodots at 1.0° vicinal surface Cu(111) at 
various temperatures. 
We plot together two different curves in the same figure 4.3. Black squares curve is the 
diameter of 1 ML Fe-dots grown on flat Cu(111) as a function of Xe adsoption. It was obtained 






Figure 4.2: (a, b) Schematic description and the measurement geometry of two different models 
for the wave function on vicinal surfaces. (bottom) Ratio of the remanent magnetization (Mr) and 




Figure 4.3: Two curves in one figure: Diameter of Nanodot/ Flat Cu(111) as a function of Xe 
adsorption (black squares), and Terrace Width of Vicinal Cu(111) as a function of Miscut Angle 








curve is the terrace width of vicinal Cu(111) as a function of the vicinal Cu(111) miscut angle. 
By examining figure 4.3, we can meet our research goals by carefully choosing the right 
parameter for the Fe-dots growth condition. For example, if we grow 1 ML Fe-dots with the 
assistance of 300 L Xe adsoption on the flat Cu(111) surface, the corresponding diameter of the 
Fe-dots is about 3 nm (black curve). If we use the same growth parameter (1 ML Fe dots with 
300 L Xe) to grow Fe dots on curved Cu(111) substrate, the red curve shows that for miscut 
angle smaller than 4°, the terrace width of vicinal Cu(111) is larger than 3 nm and while the 
miscut angle is larger than 4°, the terrace width of vicinal Cu(111) is smaller than 3 nm. 
The Fe dots’ magnetization easy axis undergoes reorientation from perpendicular to in-
plane magnetization easy axis when we increase the xenon adsorption beyond 10 L [see figure 
4.4]. For large portion of Xe adsorption, the Fe-nanodots have an in-plane easy axis. 
Interestingly, we observe that at very tiny Xe adsorption (approximately less than 20 L Xe), the 
Fe-dots have perpendicular easy axis.  
We observe two distinct regimes when the Fe dots have in-plane easy axis [see figure 
4.5]. The first regime is marked by a slight increase in the critical temperature, followed by a 
sudden decrease in the critical temperature. A critical miscut angle can be identified to separate 
these two regimes. The nanodot diameter of 1 ML Fe dots with 250 L Xe is about 3.1 nm. The 
critical miscut angle for this growth parameter is 3.9°, the terrace width at 3.9° is about 3.1 nm. 
When the miscut angle is smaller than the critical angle, we find a slight increase in Tc (from 
about 137 K to about 145 K). However, when the miscut angle is larger than the critical angle, 
the Tc suddenly decreases, reaching 95 K at 7° miscut angle. It is hardly a coincidence that the 
terrace width where this switch takes place is almost the same with the nanodot diameter. We 




Figure 4.4: Summary of the Tc of 1 ML Fe nanodots/ flat Cu(111) as a function of Xe adsorption 









Figure 4.5: Critical temperature (Tc) of 1 ML Fe with the assistance of 250 L Xe as a function of 
Cu(111) miscut angle. The nanodot diameter is about 3.1 nm. The terrace width at 3.9° miscut is 
about 3.1 nm. When the miscut angle is less than 3.9°, the dot diameter is smaller than the terrace 
width; however, when the miscut angle is larger than 3.9°, the dot diameter is larger than the 
terrace width. The switch of Tc occurs at about 4°. 
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nominal thickness (approximately 1 ML), all of them show the similar behavior. See figure 4.6, 
4.7, 4.8, and 4.9 for clarity. All the data shows that when the nanodot diameter is smaller than the 
terrace width, the critical temperature (Tc) is only slightly increased. However, the Tc decreases 
rapidly when the nanodot diameter becomes larger than the terrace width. The turning point 
occurs when the nanodot diameter is equal to the terrace width.  
 We explain this behavior due to very strong dot-dot interaction mediated through 
Cu(111) surface states. At small miscut angle, when the dot diameter is smaller than the terrace 
width, the coupling originates mainly from Cu(111) surface states. As a result, the Fe dots will 
experience strong coupling through the Cu(111) surface states. However, when the dot diameter 
is larger than the terrace width, and with increasing miscut angle, the coupling starts to become 
more and more (110)-like. This is because the step edge surface that is perpendicular to (111) 
surface is [-110] oriented with a (100) microfacet. Surface state exists in Cu(110), however this 
step edge plane only has 1 ML, so we should not call it surface state. Rather, bulk state is more 
appropriate than surface state. Therefore, with the increasing miscut angle, the coupling of Fe 
dots through Cu(111) surface states decreases and Tc drops dramatically.  
However, when the Fe dots have perpendicular easy axis, we do not observe two distinct 
regimes. Instead, only a slight decrease in the critical temperature (Tc) is observed as a function 
of miscut angle. The Tc at 0.8° and 7.2° miscut angle is 36 K and 28.5 K, respectively [see figure 
4.10]. This slight decrease in Tc is explained due to the stronger intra-layer (within one terrace) 
Fe-dots interaction than the inter-layer (between terraces) Fe-dots interaction. At high miscut 
angle (small terrace width), there will be less Fe-dots that can be accomodated within one 
terrace. As a result, the intra-layer Fe-dots interaction at high miscut angle is smaller than the 




Figure 4.6: Critical temperature (Tc) of 1.0 ML Fe with 350 L Xe as a function of Cu(111) 
miscut angle. The nanodot diameter is about 3.3 nm. The terrace width at 3.7° miscut is about 
3.3 nm. When the miscut angle is less than 3.7°, the dot diameter is smaller than the terrace 
width; however, when the miscut angle is larger than 3.7°, the dot diameter is larger than the 






Figure 4.7: Critical temperature (Tc) of 1.0 ML Fe with 420 L Xe as a function of Cu(111) 
miscut angle. The nanodot diameter is about 4.2 nm. The terrace width at 2.9° miscut is about 
4.2 nm. When the miscut angle is less than 2.9°, the dot diameter is smaller than the terrace 
width; however, when the miscut angle is larger than 2.9°, the dot diameter is larger than the 






Figure 4.8: Critical temperature (Tc) of 1.0 ML Fe with 510 L Xe as a function of Cu(111) 
miscut angle. The nanodot diameter is about 4.7 nm. The terrace width at 2.5° miscut is about 5 
nm. When the miscut angle is less than 2.5°, the dot diameter is smaller than the terrace width; 
however, when the miscut angle is larger than 2.5°, the dot diameter is larger than the terrace 




Figure 4.9: Critical temperature (Tc) of 1.0 ML Fe with 120 L Xe as a function of Cu(111) 
miscut angle. The nanodot diameter is about 2.2 nm. The terrace width at 5.3° miscut is about 
2.2 nm. When the miscut angle is less than 5.3°, the dot diameter is smaller than the terrace 
width; however, when the miscut angle is larger than 5.3°, the dot diameter is larger than the 






Figure 4.10: Tc of 1 ML Fe-nanodots/ 10 L Xe as a function of miscut angle Cu(111) [in red 






In Figure 4.10, we compare the Tc vs. miscut angle [in red circles] with the position of the 
bottom of the surface state band as a function of miscut [in blue squares]. For a perfect Cu(111) 
surface, the peak in the STS spectra is at 0.4 eV. Ignatiev et al [20] calculated the LDOS spectra 
of vicinal Cu(111). They also plot the bottom of the surface state band as a function of terrace 
width. There is an opposite trend between the Tc and the peak position. The Tc decreases with the 
increasing miscut angle away from (111) direction while the peak position increases with the 
increasing miscut angle. We can see clearly that the change in the Cu(111) surface state, seen by 
STS and/or STM [8,20], has nothing to do with our  MOKE result. Instead, it was caused by the 
relative ratio of Cu(111) and Cu(100) mixture. Unfortunately, it is not what we have originally 
planned; nevertheless we have successfully achieved the tunability for lateral coupling. 
 
4.4 Summary 
 We have successfully achieved the tunability for lateral coupling by introducing miscut 
angle. Remarkably, we have shown robust Cu(111) surface state influence in the collective 
ferromagnetic behavior of the Fe-dots low dimensional assemblies on vicinal Cu(111). Besides 
that, the competition between dot diameter and terrace width are also important. We observed 
two distinct regimes when the Fe dots have in-plane easy axis: (a) When the nanodot diameter is 
less than the terrace width, the critical temperature (Tc) slightly increases, (b) When the nanodot 
diameter is larger than the terrace width, the critical temperature (Tc) decreases rapidly. The 
switch of critical temperature (Tc) occurs when the nanodot diameter is equal to the terrace 
width. We explain this behavior due to very strong dot-dot interaction mediated through Cu(111) 
surface states. At small miscut angle, when the dot diameter is smaller than the terrace width, the 
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coupling originates mainly from Cu(111) surface states and the Fe dots will experience strong 
coupling through the Cu(111) surface states. However, when the dot diameter is larger than the 
terrace width, and with increasing miscut angle, the coupling starts to become more and more 
Cu(100)-like. Therefore, with the increasing miscut angle, the coupling of Fe dots through 
Cu(111) surface states decreases and Tc drops dramatically.  
We have reported that Fe-dots grown on vicinal Cu(111) with the assistance of 10 L Xe 
have perpendicular anisotropies and a slight decreased of the critical temperature is observed 
with the increasing miscut angle. We explained this result due to the stronger intra-layer (within 
one terrace) Fe-dots interaction than the inter-layer (between terraces) Fe-dots interaction. At 
high miscut angle (small terrace width), there will be less Fe-dots that can be accomodated 
within one terrace. As a result, the intra-layer Fe-dots interaction at high miscut angle is smaller 
than the intra-layer Fe-dots interaction at small miscut angle. We do not see any changes in 
Cu(111) surface states from our MOKE data. 
 As a conclusion, the coupling of Fe-nanodots can be strongly modulated by vicinal 
surfaces. This conclusion is based on the fact that the critical temperature (Tc) depends largely on 
the Cu(111) miscut angle. There are three important factors in play to stabilize the collective 
ferromagnetic behavior in Fe-dot assemblies on vicinal Cu(111): 
(1) Cu(111) surface states. Our previous and recent studies show that Cu(111) surface states play 
a major role in stabilizing the ferromagnetic ordering in Fe/Cu(111) assemblies ;  
(2) Competition between the dot diameter and the terrace width, where two possibilities could 
happen. The first possibility occurs when the dot diameter is smaller than the terrace width then 
each dot can be accommodated within one terrace. The second possibility happens when the dot 
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diameter is larger than the terrace width then it will cross several terraces and no longer sensitive 
to individual step; and 
(3) In-plane anisotropy. Fe-dots have large in-plane anisotropy due to high saturation 
magnetization. To further prove our hypothesis, we have to rotate our sample 90°. If our 
hypothesis is indeed true, we will observe further enhancement in Tc when the dots have in-plane 
easy axis. 
The couplings between these three factors lead to the interesting behavior observed in the 
Fe/vicinal Cu(111) nanodot assemblies. The coupling between Fe-nanodots is strongly affected 














Chapter 5 Perpendicular Magnetic Anisotropy in Cobalt 
nanodots on Rutile TiO2(110) 
 
Abstract 
We study the magnetic property of cobalt nanodots grown on rutile TiO2(110) substrate. 
Significant perpendicular magnetic anisotropy is observed on SQUID magnetization data of high 
density and low density cobalt nanodots/ rutile TiO2(110). No superparamagnetic-ferromagnetic 
transition is observed down to 2 K indicating that the system is in the superparamagnetic state in 
the whole temperature range taken. We do a theoretical calculation to explain the origin of the 
perpendicular anisotropy in this cobalt nanodots/ rutile TiO2(110) system. The shape and the 
crystal anisotropy are not enough to explain the phenomena in this reduced dimensionality 
system. The Co/TiO2 interface anisotropy contribution dominates the magnetic anisotropy. No 
strong dipolar interaction is observed. 
 
5.1 Introduction 
Isolated noninteracting magnetic nanodots are superparamagnetic resulting from the 
competition between thermal fluctuation and energy barrier of magnetic anisotropy. In these 
systems, thermal energy, which causes fluctuations in the magnetic moment of the dots, becomes 
significant enough to overcome the anisotropy energy barrier and randomize the orientation of 
the magnetic moment. This occurs at the so called blocking temperature (TB) which typically 
happens far below room temperature. In real nanodot assemblies where the spacing between 
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magnetic nanodots is not too large, then usually the influence of magnetic interaction(s) on the 
superparamagnetic behavior can not be neglected [1] because the magnetic dipole-dipole 
interaction can affect the barrier height for flipping the spin of each individual dot as well as the 
collective magnetic behavior of the dot assembly. It is generally recognized that there exists two 
types of magnetic interactions: (1) the dipole-dipole magnetostatic interaction, and (2) the 
electron-mediated indirect exchange interaction [1]. The importance of the dipolar interaction is 
most evident in high density recording media [2]. In the strong dipolar interaction limit, Morup 
[3] pointed out that a transition from a superparamagnetic state to an ordered state might occur. 
For most nanodot systems with moderate dipolar interaction and random anisotropy, spin glass-
like behavior has, however, been commonly observed in recent studies [4,5,6,7,8,9,10]. The 
indirect exchange interaction, due to its relatively weak strength and the oscillatory nature, 
should have little effect on promoting a global ferromagnetic order in a randomly distributed 
nanodot assembly. The situation, however, can become very different at surfaces, where 
pronounced surface electronic states may exist to mediate a strong interaction between the 
magnetic nanodots. Remarkably, Pierce et al [11] have reported a collective ferromagnetic 
behavior in two-dimensional (2D) Fe dot assemblies grown on a single crystal Cu(111) surface. 
Experimental evidence strongly suggests that the ferromagnetic order originates from an indirect 
exchange interaction via the Cu(111) surface states.  
To have a better understanding in the magnetism of nanodot assemblies, we choose Co-
nanodots on rutile TiO2(110) as our playground. Co-doped anatase TiO2 is very famous for its 
room temperature ferromagnetism [12]. In this study, however, we do not try to answer the 
question about the origin of the room temperature ferromagnetism on Co-doped TiO2 [13]. 
Rather, our goal is to study the effect of spatial confinement on the magnetic anisotropy. 
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We first focus on the interplay between magnetic anisotropy, dipolar interaction and 
tunneling induced coupling in nanodot assemblies. For this purpose, magnetic dot assemblies 
grown on insulating or semiconducting templates can be used to rule out indirect exchange 
interaction. Co-nanodots grown on a semiconducting TiO2(110) serves this purpose very well. 
Meanwhile, the rather short-ranged tunneling induced coupling can be conveniently ruled in or 
out by changing the dot-dot spacing. We will show later that this strategy can be achieved by 
changing the density of the nanodots. 
TiO2 is a wide band gaps dilute magnetic semiconductor and can be found in three crystal 
structures: anatase, rutile, and brookite. Their unit cells are best described in figure 5.1. The 
crystal structure of rutile TiO2 is tetragonal with the lattice parameters are a = 4.59 Ǻ and c = 
2.96 Ǻ. Rutile TiO2 is thermodynamically more stable than other type of crystal structures. 
Besides thermodynamically more stable, there is another reason we choose Co-nanodots/ rutile 
TiO2(110) as a prototype system to be investigated. In order to guarantee the growth of nanodots 
on a particular substrate, the surface free energy of the magnetic nanodots element has to be 
larger than the substrate. The surface free energy of cobalt is higher than the surface free energy 
of TiO2 ( 2TiOCo γγ 〉 ) which means that Co-nanodots can be formed directly on TiO2.  
 
5.2 Experiment 
Co-nanodots were grown on top of the rutile TiO2(110) substrate. The growth of Co-
nanodots was carried out in an ultrahigh vacuum (UHV) chamber with base pressure below 1 x 
10 -10 Torr. The rutile TiO2(110) single crystal surface was prepared by cycles of 1 keV Ar ion 
sputtering and annealing at 650 °C before it was cooled naturally to room temperature. We use  
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Figure 5.1: Schematic diagrams of the polymorphs of TiO2: a) rutile, b) anatase, c) brookite. The 













Scanning Tunneling Microscope (STM) to confirm the cleanliness of the TiO2 substrate. Cobalt 
was then evaporated from a wire that was heated by electron bombardment. After the thermal 
deposition of cobalt dots at room temperature, in situ STM was performed at room temperature 
to determine the typical height and the diameter of the dots. We can assure that the temperature 
during the growth was very stable because it took us only about 30 and 10 seconds to grow high 
density and low density of Co dots. The system was then capped with insulating NaCl to prevent 
cobalt oxidation for further ex situ magnetization study by using Quantum Design 
Superconducting Quantum Interference Device (SQUID). 
Two TiO2 substrates with different coverage of Co-dots were prepared. The magnetic 
properties were measured by a commercial SQUID magnetometer. For mounting purposes, a 
clear straw was used which has negligible magnetic signal. Then the straw with the sample inside 
was attached to a measuring probe and loaded into SQUID. Centering was performed to ensure 
the measured signal is from the sample. The signal from the substrate was carefully subtracted 
from the resulted data during the analysis. The magnetic field is applied both perpendicular and 
parallel to the surface during the magnetic measurement.  
To check the existence of ferromagnetism, measurements of magnetization as a function 
of applied magnetic field at certain temperatures were performed. Zero Field Cooled-Field 
Cooled (ZFC-FC) measurement was also performed to determine the blocking temperature (TB). 
For ZFC-FC measurement, the sample was brought to the lowest measurable temperature at zero 
field (H = 0). After centering with an applied field of H~0, a small magnetic field (H << 
Hsaturation) was applied and the magnetization vs temperature (ZFC curve) was measured when 
the temperature increased. After the ZFC curve completed, the FC curve was measured in the 
same applied field when the temperature decreased. 
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5.3 Result and discussion 
We prepared two TiO2 substrates with two different densities of cobalt nanodots. Figure 
5.2 shows the morphology and the typical line profile of our dots obtained by the STM imaging. 
Both figures (figure 5.2a and figure 5.2b) show the scanning area of 50 x 50 nm2. From figure 
5.2a (top), we can extract the information about the height and the density of our large coverage 
cobalt nanodots which is about 0.7 nm and 1.4 x 105/μm2, respectively. The height and the 
density of our small coverage cobalt nanodots is about 0.3 nm and 0.8 x 105/μm2, as can be seen 
in figure 5.2b (bottom) [14]. 
Figure 5.3 shows Zero Field Cooled and Field Cooled (ZFC-FC) measurement for 0.7 nm 
Cobalt nanodots/ TiO2(110). In the figure, no split/ divergence were observed in the ZFC-FC 
curve down to 2 K, the lowest possible temperature accessible with SQUID. The two curves 
overlap with each other in the whole temperature range, an indication that the Cobalt nanodots 
were superparamagnetic in the whole temperature range. If there is a transition from a 
ferromagnetic state to a superparamagnetic state, the FC curve will diverge from the ZFC curve 
at temperature lower than the blocking temperature (TB).  
Figure 5.4 shows our SQUID magnetization data of Co-dots/rutile TiO2(110) which have 
zero coercive field and no remanent magnetization. The sample was about 5x5 cm2. The data 
indicate significant perpendicular magnetic anisotropy with easy axis being perpendicular to the 
substrate for both large and small dot density with no sign of superparamagnetic to ferromagnetic 
transition observed down to 2 K. 
The observed superparamagnetic behavior of Co-dots/rutile TiO2(110) is consistent with 
the superparamagnetic nature of nanodot assemblies [see section 2.3.1] however contrasts with 
the report by Pierce et al [11] who observe collective ferromagnetic behavior with unusual  
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Figure 5.2: Morphology and typical line profile of Cobalt nanodots grown on rutile TiO2(110) 
with (top) 0.7 nm height and 1.4x105/µm2  density of dots, and (bottom) 0.3 nm height and 
0.8x105/µm2 density of dots. 
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Figure 5.3: Zero Field Cooled and Field Cooled (ZFC-FC) measurement for 0.7 nm Co-dots/ 
TiO2(110). No split/ divergence were observed in the ZFC-FC curve down to 2 K, the lowest 
possible temperature accessible with SQUID. This feature indicates that the Co-dots were 
superparamagnetic in the whole temperature range. 
  89
 
Figure 5.4: Magnetization data of Co-dots on TiO2(110) for 0.7 nm Co-dots (top), and 0.3 nm 
Co-dots (bottom). Significant perpendicular magnetic anisotropy is observed for both large and 
small coverage. Left figures: field applied perpendicular to the plane; right figures: field applied 
parallel to the plane. 
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high Curie temperatures (TC) in Fe-nanodots assemblies on Cu(111). In ferromagnetic nanodots, 
the formation of single domain is more favorable than multi domain and the whole system is in 
the superparamagnetic state.  
The zero coercive field in our data can also be explained from figure 5.5 which shows the 
variation of coercive field with particle diameter crossing the transition from superparamagnetic 
particles to single domain (not superparamagnetic) particles. We can see that D < DP (S-P: 
superparamagnetic) is an unstable region and DP < D < DS is a stable region. The variance of HC 
when crossing the transition from superparamagnetic to single domain (not superparamagnetic) 
can be understood as follows. At a temperature which is lower than TB but close to TB, the 
thermal activation can still overcome the anisotropy energy of some particles because there is 
always a distribution of particle size. For an assembly of particles with smaller average volume, 
more particles are reversed, resulting in a state closer to superparamagnetism with a smaller 
coercive field. On the other hand, with bigger average size particles, HC will be larger.  
To understand the origin of this perpendicular magnetic anisotropy, we studied the 
competition between crystal anisotropy and shape anisotropy. The crystal anisotropy arises from 
the spin-orbit coupling interaction. The shape anisotropy arises from the magnetic field energy 
associated with each magnetic particle. We calculate these anisotropy energies assuming that the 
dot is enclosed by a spherical dome z = R2 csc2α − x 2 − y 2 , and a plane at z = R tanα , where R 
is the radius of the bottom of the dot, and α  is the polar angle of the spherical dome. The crystal 
anisotropy of the dots,
CAE
U , is equal to the bulk crystal anisotropy, while the shape anisotropy 
requires a longer derivation which we only briefly outline here. In short, we assume the 
magnetization is uniform in the dot and calculate the field energies for two configurations with  
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Figure 5.5: Coercive field (HC) as a function of mean particle diameter (D). S-P: 









in-plane or out-of-plane magnetizations. Their difference gives the shape anisotropy energy. A 
dimensional analysis predicts USAE (α)∝M
2R3 , where M is the magnetization density. The 
proportional constant has to be calculated numerically for arbitraryα . To compare USAE (α)  with 
CAE













=  .         (5.1) 
The function Keff α( ) is plotted in figure 5.6. There is a large interval of α  where Keff α( ) 
increases gradually as α  decreases. However, as α  goes to zero and the shape of the dot 
becomes very flat, Keff α( ) diverges. This implies that the shape anisotropy becomes more 
important if the dot is flattened, and eventually overcomes the crystal anisotropy, which is 
consistent with the well-known in-plane magnetic anisotropy of ferromagnetic thin films. In our 
samples, α  is about 1.0 for 0.7 nm dots and 0.72 for 0.3 nm dots.  We observe from figure 5.6 
that Keff α( ) is still changing slowly at these values of α , so the shape anisotropy should not be 
excessively large for these dots. 
Now we can estimate the value of the shape and the crystal anisotropy of our Co-dots by 
using equation (5.1) and Keff(α) curve. The crystal anisotropy energy of Co dots is equal to the 
bulk crystal anisotropy energy. The direction of the magnetization then depends on which 
anisotropy is stronger, if only these two anisotropies occur. In calculating the magnetization, M, 
of the Co-dots, we have used the bulk value 1.7 μB/atom for the magnetic moment. The Co-dots 
are shaped like ‘flattened spheres’, thus their shape anisotropy will favor an in-plane 
magnetization. Both hcp Co and fcc Co can be stabilized at room temperature. There are two 
possible scenarios to explain our perpendicular magnetic anisotropy data: 
  93
 











1) If the Co dots took the fcc crystal structure, the magnetocrystalline anisotropy for bulk 
fcc Co would be negligible. Thus, the shape anisotropy of fcc Co dots would be significantly 
larger than the magnetocrystalline anisotropy. If this first scenario were true, then we would see 
in-plane anisotropy, contrary to our data that shows significant perpendicular anisotropy. 
2) If the Co dots took the hcp crystal structure, the magnetocrystalline anisotropy for bulk 
hcp Co (lattice parameters: a = 2.5 Ǻ, c = 4.07 Ǻ) would be 36 /103.5 cmerg×  at room 
temperature [18] and favored perpendicular easy direction. The shape anisotropy for hcp Co dots 
can be calculated by using equation (5.1) and Keff(α) curve. It equals to 36 /102.8 cmerg×   and 
36 /106 cmerg×  for 0.7 nm and 0.3 nm dots, respectively. Our perpendicular anisotropy Co data 
seem supporting the hcp crystal structure. 
By assuming there is no or very small external stress present, we can neglect the contribution 
from magneto-elastic anisotropy. Without magneto-elastic contributions, one therefore expects a 
larger critical thickness,
⊥
t , for perpendicular to in-plane spin reorientation transition for Co with 
a hexagonal structure. Our calculation of the shape and crystal anisotropy roughly indicates that 
the shape anisotropy wins by a small amount of energy, therefore we can exclude a perpendicular 
magnetization at low temperatures, and leads us to infer the existence of a perpendicular surface 
or interface anisotropy. The observed interface anisotropies for Co are often positive, i.e. 
favoring a perpendicular easy direction. The surface or interface anisotropy arises from the 
broken symmetry at the dots/ substrate interface or dots/ vacuum surface. As the size of the 
magnetic nanodots is reduced and the symmetry is broken at the dots/substrate interface, the 
surface or interface anisotropy energy contribution to the overall magnetic anisotropy energy 
becomes more pronounced. However, for symmetric particles, (e.g. perfect spheres or slight 
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deviation from perfect spheres), symmetries reduce the surface contribution to the overall 
magnetic anisotropy [17].  
The absent of coercive field (Hc) and remanance magnetization (MR) is consistent with a 
very low blocking temperature (TB). We can estimate the blocking temperature of our 
superparamagnetic nanodots by using a very well known formula: 
 
BB
TkKV 25≈ ,                                                         (5.2) 
where K is the magnetic anisotropy energy density, V is the volume of the superparamagnetic 
particles, and kB is the Boltzmann constant. Unlike the case for bulk samples where K depends 
primarily on the bulk magnetocrystalline anisotropy and is sample independent, the K for 
superparamagnetic particles is sample dependent and it depends not only on the crystal 
anisotropy, but also on the stress, strain, shape and surface anisotropy. By using the low 
temperature value of the magnetic anisotropy energy density for very small superparamagnetic 
Co-particles [19], 38 /103 cmergK ×≈ , we estimate the blocking temperature of our Co-
nanodots is around 1 K and 0.1 K for 0.7 nm and 0.3 nm dots, respectively.  
 
5.4 Summary 
In conclusion, we observed a significant perpendicular magnetic anisotropy in Co-
nanodots on rutile TiO2(110) with no sign of superparamagnetic-to-ferromagnetic transition 
observed down to 2 K. Our theoretical calculation rules out the contribution from the shape and 
the crystal anisotropy energy to explain the perpendicular magnetic anisotropy. We believe the 
Co/TiO2 interface anisotropy completely dominates the magnetic anisotropy energy. The 
estimated very low blocking temperature of our Co-dots (< 1 K) explains very well the lack of 
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hysteresis loop in the M vs. H data. This system does not exhibit significant interaction between 
the dots.  The dipolar interaction is also negligible in the temperature range accessible with the 
SQUID magnetometer. 
Since there is no sign of dot-dot interaction or dipolar interaction at the temperature range 
accessible with the SQUID, we could not use this system to study the relative role of magnetic 
anisotropy and the dipolar interaction.  
 
5.5 Future direction 
We have found that significant perpendicular magnetic anisotropy was observed in the 
Co-dots/ TiO2(110) systems and the dots were in the superparamagnetic state in the whole 
temperature range observed, however we did not really pin the origin of the perpendicular 
magnetic anisotropy. Tunneling Electron Microscopy (TEM) data would support our argument 
that the Co-dots took on hcp crystal structure. Besides that, we also need the precise lateral size 
of the dots for the theoretical calculation. This can be done by knowing the monolayer (ML) 
coverage of the dots. The STM and SQUID magnetization data of the same ML Fe-dots/ 
TiO2(110)  coverage could support the result of our Co-dots/ TiO2(110). For Fe-based systems, 
the observed values for 
⊥
t  are generally smaller than the Co-based systems, notwithstanding the 
often larger positive interface anisotropies. This is mainly due to the large in-plane shape 
anisotropy owing to its large demagnetizing field (high saturation magnetization) and to the 
absence of significant bulk magnetocrystalline anisotropies; therefore Fe-dots will favor in-plane 
magnetic anisotropy and higher blocking temperature. 
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Chapter 6   Conclusion 
 
 It was predicted that magnetic ordering could not exist in the low dimensional system. 
However, nowadays scientists have widely accepted the fact that it is possible to stabilize the 
ferromagnetic ordering in monoatomic chain and assemblies of nanodot. In this dissertation, I 
report new evidence about the relative role of magnetic anisotropy, dipolar interaction, and 
indirect exchange interaction through surface state electrons. I present the results obtained from 
two major projects during my graduate study at University of Tennessee, i.e. Perpendicular 
Magnetic Anisotropy in Cobalt nanodots on Rutile TiO2(110) and Artificial Nanomagnet with 
Lateral Confinement achieved by depositing Fe-dots on vicinal Cu(111).  
 In the first project, we study the role of in-plane uniaxial magnetic anisotropy, 
indirect exchange interaction mediated by the surface state electrons and competition between 
the dot diameter and the terrace width. We report that the critical temperature of Fe-dots grown 
on vicinal Cu(111) largely depends on the Cu(111) surface states. When the Xe buffer layer 
coverage is increased beyond 20 langmuir, in-plane magnetization easy axis and critical terrace 
width are observed. Above the critical terrace width, the critical temperature slightly increases 
due to the decreasing coupling of Fe-dots through the vicinal Cu(111) surface states and the 
increasing role of in-plane anisotropy of Fe-dots. When the dot diameter is smaller than the 
terrace width, the surface state behaves like Cu(111) and the Fe dots will experience strong 
coupling through the Cu(111) surface states. However, when the dot diameter is larger than the 
terrace width, the surface state will be more (100)-like and the coupling of Fe dots through 
surface states will decrease and Tc drops dramatically. Cu(111) has stronger surface state than 
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Cu(100) surface state. Perpendicular anisotropies and a slight decreased of the critical 
temperature are observed for low buffer layer (Xe) coverage assisted growth. This result is 
explained due to the stronger intra-layer (within one terrace) Fe-dots interaction than the inter-
layer (between terraces) Fe-dots interaction. At high miscut angle (small terrace width), there 
will be less Fe-dots that can be accomodated within one terrace. Besides the Fe-dots interaction, 
there is another factor in play which is the barrier strength of the vicinal surface state. The barrier 
strength of vicinal surfaces and the coupling of Fe-dots through Cu(111) surface state decreases 
for larger miscut angle. 
In the second project, Co-dots on rutile TiO2(110), we focus on the interplay between 
magnetic anisotropy and dipolar interaction in nanodot assemblies. We observe a significant 
perpendicular magnetic anisotropy with no sign of superparamagnetic to ferromagnetic transition 
observed down to 2 K. Our theoretical calculation rules out the contribution from the shape and 
the crystal anisotropy energy to explain the perpendicular magnetic anisotropy. We believe the 
Co/TiO2 interface anisotropy completely dominates the magnetic anisotropy energy. The very 
low blocking temperature of our Co-dots (< 1 K) explains very well the lack of hysteresis loop in 
the M vs. H data. This system does not exhibit significant interaction between the dots. There is 
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