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FREE FACTORIZATION ALGEBRAS AND HOMOLOGY OF CONFIGURATION SPACES
IN ALGEBRAIC GEOMETRY
Q.P. HÔ`
ABSTRACT. We provide a construction of free factorization algebras in algebraic geometry and link factorization homol-
ogy of a scheme with coefficients in a free factorization algebra to the homology of its (unordered) configuration spaces.
As an application, this construction allows for a purely algebro-geometric proof of homological stability of configuration
spaces.
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1. INTRODUCTION
The theory of factorization algebras has its root in vertex algebras and was first formulated in the beautiful
language of algebraic geometry in the case of curves by Beilinson and Drinfel’d in [BD]. Further developments
to generalize these results to higher dimensional schemes required many ideas and techniques of a homotopi-
cal nature, and were carried out by Francis and Gaitsgory in [FG11] several years later. These advances have
many applications in the Geometric Langlands program, and very recently, have culminated in the proof of Weil’s
conjecture on the Tamagawa number [Gai15,GL14].
A topological version of the theory, known as topological factorization algebras/homology and En-algebras,
was developed by Lurie in [Lura]. This was further developed by Ayala and Francis in [AF12,AF14]. The theory
of topological factorization homology provides an efficient tool for attacking classical questions related to the
stability of homology groups of a family of spaces (see, for example, [Knu14,KM13,KM14]). In some sense, this is
not surprising, since one can see various hints from previous work. One example is the appearance of a Lie algebra
structure when one studies the homology groups of configuration spaces (see, for example, [Tot96,Get99]). In
the setting of factorization algebras, this could be conceptually understood as an instance of the chiral Koszul
duality theory developed in [FG11], one of the main tools employed in the current paper.
Starting from [BD], most of the existing literature, with the exception of [Gai15,GL14], works exclusively with
D-modules. In this setting, however, one cannot construct free factorization algebras, due to, as we shall see, the
lack of the proper-pushforward functor in general. Free factorization algebras are nonetheless one of the most
basic objects in the topological setting, and they are used extensively, for example, in [Knu14,KM14].
Working in the context of constructible sheaves on schemes with values in vector spaces over a field of charac-
teristic 0 (we refer the reader to §2.1 for what we mean by sheaves), this paper provides a construction of free
factorization algebras (or EX -algebras, where X is a scheme). As a result, we provide a mechanism to translate all
the techniques and results found in [Knu14] to a purely algebraic setting. In fact, the main result [Knu14, Thm.
1.1] could be viewed as the special case of constant sheaves in our setting. Moreover, since our method is internal
to the world of algebraic geometry, the main results are automatically compatible with Galois action from the
base field.
One might wonder if it is possible to translate methods in [KM13,KM14] into algebraic geometry. We intend
to return to this question in a future work.
1.1. Factorization algebras. Let us offer an intuitive picture of the main object of this paper: factorization alge-
bras. The reader should note that we only intend to give an impressionistic outline without the technical baggage.
1.1.1. Topological formulation. The topological avatar of factorization algebras is En-algebras, which has a very
nice geometric interpretation. When n = 1 and n =∞, up to homotopy coherence, these are associative and
commutative algebras respectively. How does multiplication work in these classical objects? Suppose we have
two elements a, b ∈ A where A is a classical algebra. Then essentially, there are two ways to multiply them:
ab and ba—either a is on the left of b or vice versa. In other words, there are essentially two relative positions
between a and b, and for each relative position, we have a way to multiply.
Now, let A be an En-algebra, and let a, b ∈ A. To multiply a and b, we have to put them on R
n and for each
relative position, we have a way of multiplying. So, the multiplication map is not of the form
A2 →A
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anymore. Instead, we need to keep track of the relative position and get a map of the form
PConf2R
n ×A2 →A.
And suppose we need to multiply k elements, we need to have the following map
PConfkR
n ×Ak → A.
All these maps have to satisfy several coherence properties that we will not spell out here.
Here,
PConfkR
n =
◦
(Rn)k
denotes the ordered configuration space of k distinct points on Rn, where for any space X ,
◦
X k denotes the open
complement of the fat diagonal of X k.
1.1.2. Free En-algebras. In the case of associative algebras, suppose we start with an object V . Then to create a
free associative algebra object, we formally add all the possible ways to multiply and get something of the form⊔
n V
n. The idea is similar for En-algebras. To create a free En-algebra out of V , we formally add all the possible
ways to multiply, which includes all relative positions, and get something of the form⊔
k≥1
(PConfkR
n × V k)/Σk,
where the symmetric group on k letters, Σk, acts diagonally.
Suppose we are working in the category of chain complexes over a field F . Then one can show that the free
En-algebra generated by a chain complex V is given by (see [AF12])⊕
k≥1
(C∗(PConfkR
n, F)⊗F V
⊗k)Σk .
Such calculations could be globalized via the theory of factorization homology. Using this, one can prove, for
instance, that ∫
M
FreeEn(F) ≃
⊕
k≥1
C∗(Confk M , F),
where M is an n dimensional manifold, and the left hand side denotes the factorization homology of M with
coefficients in the free En-algebra generated by F . This is the starting point of [Knu14].
1.1.3. Sheaf theoretic formulation. The multiplication operation within an En-algebra could be captured using the
language of sheaves on a space/scheme X . However, the situation is inherently global in this setting: instead of
having k points on Rn, these points will be on X . We will thus call them EX -algebras.
Let F ∈ Shv(X ) be a sheaf on X . Then the operation of multiplying 2 elements (à la En-algebras) could be
viewed as a map of sheaves
(1.1.4) m : i! j! j
!F⊠2 → F,
where i is the diagonal map and j is the open complement as follows
X 2\X
j
// X 2 X .
i
oo
For instance, when F is a constant sheaf on Rn then the homology of the configuration space of 2 points on Rn
appears as the costalk at a point of the left hand side of (1.1.4).
One can use the multiplication map (1.1.4) to construct a sheaf F(2) ∈ Shv(X 2) such that
i!F(2) ≃ F and j!F(2) ≃ j!F⊠2.
As in the case of En-algebras, one also has to consider X
n for all n ≥ 1, and a similar argument would give a
sequence of sheaves F(n) ∈ Shv(X n) which satisfy similar compatibility conditions as above. The construction
of free EX -algebras would then involve formally taking direct sums of sheaves appearing on the left hand side
of (1.1.4) (for all n≥ 1), and then gluing them together in a proper way.
We will not directly follow this route, as we would very quickly run into a huge combinatorial mess. Instead,
we will reformulate the construction of free En-algebras in a more categorical manner (see §3.1), which allows
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us to adapt to the sheaf theoretic setting. We will then use the theory originally developed in [BD] and [FG11] to
gracefully handle the combinatorial complexity that arises.
1.2. Summary of main results. We will now give a summary of the main results. The precise statements of these
results will be given in the body of the paper.
As mentioned above, the main goal of this paper is to provide a construction of free factorization algebras in
the context of constructible sheaves in algebraic geometry. Let X be a scheme. Then we denote by Fact(X ) the
category of factorization algebras over X (see §3 for the definition). As in the topological setting, there’s a natural
forgetful functor
δ! : Fact(X )→ Shv(X ).
Let
T : Shv(X )→ Shv(Conf X )
denote the functor that acts on sheaves by tensoring up (see §3.5.1), and let
g! : Shv(Conf X )→ Shv(Ran X )
be the pushforward along the natural map (see §3.2.1)
g : Conf X → Ran X .
The main result of this paper is the following
Theorem 1.2.1 (Theorem 3.5.4 & Proposition 4.2.7). We have a pair of adjoint functors
FreeEX : Shv(X )⇄ Fact(X ) : δ
!.
where FreeEX = g! ◦ T.
Note that part of the content of this theorem is the fact that g! ◦ T actually factors through Fact(X ), since a
priori, the target of this functor is just Shv(Ran X ). In fact, a large part of this paper is used to establish technical
results needed for this verification.
We will also provide a second construction of free factorization algebras via free Lie algebras (see Proposi-
tion 4.2.7), where we make use of [FG11] to do the heavy lifting. These two constructions come with natural
gradings: the first one comes from the cardinality of configuration, and the second from powers of the Lie gener-
ators, which will be called the Lie grading. We will show that
Theorem 1.2.2 (Theorem 4.3.12). These two gradings are the same.
The first grading links to the cardinality of configuration spaces, which is what we are interested in. On the
other hand, the second construction provides an organizing tool to assemble all the cohomology of configuration
spaces of X together.
As a consequence of the two results above, we get the following
Proposition 1.2.3 (Proposition 5.1.1). Let X be a scheme, and F ∈ Shv(X ). Then, there exists a functorial quasi-
isomorphism of chain complexes
C∗
c
(Conf X , TF) =
⊕
n≥1
C∗
c
(Confn X , (TF)n) ≃ C
Lie
∗ (C
∗
c
(X , FreeLie(F[−1]))),
which exchanges the cardinality grading (of configuration) on the left hand side with the Lie grading on the right
hand side.
Results in [Knu14] could now be done internally in the world of algebraic geometry. For example, the proof
found in [Knu14, Sect. 5.3], which is an argument about the homology of a Lie algebra (namely, the one on the
right hand side of Proposition 1.2.3), could now be copied without any modification to yield a proof in our context.
As a consequence, we get
Corollary 1.2.4 (Corollary 5.1.9). For a connected smooth scheme X of dimension n≥ 1, cap product with the unit
in H0(X ,Λ) induces a map
H∗
c
(Confk+1 X ,ωConfk+1 X )→ H
∗
c
(Confk X ,ωConfk X )
that is
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– an isomorphism, for ∗> −k, and a surjection for ∗= −k, when X is an algebraic curve; and
– an isomorphism for ∗ ≥ −k, and a surjection for ∗ = −k − 1 in all other cases.
Moreover, since our theory is developed within the world of algebraic geometry, Galois actions are already part
of the output. For instance, the equivalence in Proposition 1.2.3 and the stabilizing maps in Corollary 1.2.4 are
compatible with the Galois actions. For a more precise discussion, we refer the reader to §5.
Remark 1.2.5. When X is a smooth scheme over Z[1/N], smoothly compactifiable with normal crossing comple-
ment, Farb and Wolfson have recently proved in [FW15] Sn-representation stability of the cohomology of ordered
configuration spaces of X ⊗ K (where K = Q or K = Fq) that is also compatible with the Galois actions. For such
a scheme X , this result is a generalization of Corollary 1.2.4. Their technique is different from ours: it makes
use of the theory of FI-modules, and moreover, relies on the comparison theorem between étale cohomology and
singular cohomology, which is the source of the extra assumptions mentioned above.
1.3. Contents. We will now give a quick overview of the paper section-by-section.
§2 collects the technical results about sheaves on prestacks we need for the actual construction. The enthusiastic
reader can jump directly to the constructions in §3 and §4, and backtrack when necessary. We start with a review
of the theory of sheaves on prestacks, as developed in [Gai15]. We recall the notion of pseudo-properness of a
morphism between prestacks and the accompanying base change result. We will then construct an adjoint pair
f ∗ ⊣ f∗, extending the usual pullback and pushforward of sheaves on schemes. After that, we will introduce
the technically important notions of pseudo-Artin prestacks and pseudo-smooth morphisms between them. The
accompanying base change result, which is the generalization of the smooth base change theorem, is then proved.
§3 and §4 carry out the main constructions of free factorization algebras. The first construction is given in
Theorem 3.5.4, while the second one in Proposition 4.2.7. The compatibility of the two gradings is established in
Theorem 4.3.12.
We start §3 with a review of the topological picture, which serves as the main motivation for the actual con-
struction. Then, we provide a slight extension to the notion of the chiral monoidal structure found in [FG11] and
use it as an organizing tool to prove various technical properties of the construction.
§4 provides another construction of free factorization algebras via Lie algebras, which is equivalent to the first
one due to formal reasons. The outputs of each of these constructions carry natural gradings. We conclude the
section by showing that these two gradings agree.
§5 lists various direct consequences of our construction.
1.4. Conventions and notation.
1.4.1. Category theory. We use DGCat to denote the (∞, 1)-category of stable infinity categories, DGCatpres to
denote the full subcategory of DGCat consisting of presentable categories, and DGCatpres,cont to denote the (non-
full) subcategory of DGCatpres where we restrict to continuous functors, i.e. those commuting with colimits. Spc
will be used to denote the category of spaces, or∞-groupoids.
1.4.2. Algebraic geometry. Throughout this paper, k will be an algebraically closed ground field. We will denote
by Sch the ∞-category obtained from the ordinary category of separated schemes of finite type over k. All our
schemes will be objects of Sch. In most cases, we will use the calligraphic font to denote prestacks, for instance
X,Y etc., and the usual font to denote schemes, for instance X ,Y etc.
1.5. Acknowledgment. The author would like to express his deepest gratitude to D. Gaitsgory for his tireless
patience and enthusiasm in explaining many results in [Gai15] and also many other parts of mathematics.
The author would like to thank E. Elmanto for his constant enthusiasm, and countless stimulating conversa-
tions.
The author is grateful to his advisor B.C. Ngô for many years of guidance, support and patience.
The author would like to thank B. Knudsen for many helpful comments on previous drafts of this paper.
Finally, the author is grateful to the anonymous referee for providing many comments which greatly improve
the clarity and precision of the exposition.
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2. SHEAVES ON PRESTACKS
The theory of sheaves on prestacks has been developed in [Gai15] and [GL14]. We will start this section with
a brief review of this theory, which includes the definition of the category of sheaves on a prestack, as well as the
existence and properties of the two functors f! and f
!. After that, we will define two new functors f ∗ and f∗ for
a special class of morphisms f between prestacks. Finally, we prove various base change type results, and then
conclude with a brief discussion on how some of the functors we have developed so far compose.
2.1. Sheaves on schemes. We will adopt the same conventions as in [Gai15], except that we restrict ourselves
to the “constructible setting.”
2.1.1. In this paper, we employ a theory of constructible sheaves on schemes, with the 6 functor formalisms:
(i) When the ground field is C, and Λ is an arbitrary field of characteristic 0, we can take Shv(S) to be the
ind-completion of the category of constructible sheaves on S with Λ-coefficients.
(ii) For any ground field k in general, and Λ =Qℓ,Qℓ, we take Shv(S) to be the ind-completion of the category
of constructible ℓ-adic sheaves on S with Λ-coefficients.
See [LZ12] and [LZ14] for a fully developed theory.
2.1.2. We quickly recall the formal properties of these sheaf theories. Informally, for each scheme S, we assign
to it the category of sheaves over it, denoted by Shv(S) ∈ DGCatpres, such that for each morphism of schemes
f : S1 → S2,
we have the two usual pairs of adjunctions
f ∗ : Shv(S2)⇄ Shv(S1) : f∗
and
f! : Shv(S1)⇄ Shv(S2) : f
!.
Moreover, for
F1,F2 ∈ Shv(S),
we can form
F1 ⊗F2,F1
!
⊗F2 ∈ Shv(S).
Observe that these operations are endowed with a homotopy-coherent system of compatibilities for compositions
of morphisms. Moreover, f ! commutes with colimits.
2.1.3. More formally, our sheaf theory is given by functors
Shv∗ : Sch→ DGCatpres,cont and Shv
∗ : Schop → DGCatpres,cont
as well as these following functors obtained by adjunctions
Shv! : Schop → DGCatpres,cont and Shv! : Sch→ DGCatpres.
For each scheme S,
Shv!(S) = Shv∗(S) = Shv∗(S) = Shv!(S) = Shv(S).
Thus, unless we want to emphasize which functor we use to move between different schemes, we will just write
Shv(S).
Recall that DGCatpres,cont is equipped with a symmetric monoidal structure. Consider Sch equipped with the
Cartesian symmetric monoidal structure. Then Shv! and Shv∗ are endowed with the right lax symmetric monoidal
structure, which agree on values. Namely, for schemes S1,S2, we have a functor
Shv(S1)⊗ Shv(S2)→ Shv(S1 × S2)
(F1,F2) 7→ F1 ⊠F2,
equipped with a homotopy-coherent system of compatibilities for both Shv! and Shv∗.
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In particular, for any scheme S, the functors diag∗ and diag!, induced by the diagonal map diag : S → S × S,
equip Shv(S) with two separate symmetric monoidal structures
F1,F2 7→ F1 ⊗F2 := diag
∗(F1 ⊠F2),
and
F1,F2 7→ F1
!
⊗F2 := diag
!(F1 ⊠F2).
The units of the ⊗- and
!
⊗-monoidal structures on Shv(X ) are ΛX (the constant sheaf) and ωX (the dualizing
sheaf) respectively.
2.1.4. Base change and correspondences. The theory of sheaves developed in [LZ12, LZ14] in fact consists of a
functor from the category of correspondences
Shv : Corr(Sch)all;all → DGCatpres,cont(2.1.5)
S 7→ Shv(S)
which sends a morphism in Corr(Sch)all;all
(2.1.6) M
v

h // X
Y
to
v∗ ◦ h
! : Shv(X )→ Shv(Y ).
Here, the first (resp. second) subscript of Corr(Sch)all;all is used to denote that v (resp. h) is allowed to be any
morphism in Sch. Moreover, the direction of the morphism between X and Y as pictured in (2.1.6) is that of
X   Y.
To avoid confusions with “usual” morphisms, we will use the squiggly arrow   to denote a morphism in the
category of correspondences.
See [GR, Intro. V] for a brief overview of correspondences and [GR, Intro. V.1.3] for the translation from the
language used in [LZ12,LZ14] to that of correspondences.
2.1.7. Such a functor encodes the following base change isomorphism: suppose we have a pullback diagram of
schemes
X ′
f

g
// X
f

Y ′
g
// Y
Then the fact that (2.1.5) is a functor provides us with a natural equivalence
f∗g
! ≃ g ! f∗ : Shv(X )→ Shv(Y
′).
2.1.8. In what follows, we only need to use (2.1.5) to construct a similar functor at the level of prestacks. This
will then allow us to construct the chiral monoidal structures on Ran and Conf in §3.
2.2. Prestacks. Recall that a prestack is a contravariant functor from Sch to Spc. Namely, a prestack Y is a functor
Y : Schop → Spc.
We let PreStk denote the∞-category of prestacks. Note that by Yoneda’s lemma, we have a fully-faithful functor.
Sch ,→ PreStk.
2.3. Sheaves on prestacks. Sheaves on prestacks are defined in a formal yet straightforward way.
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2.3.1. For a prestack Y, the category Shv!(Y) is defined by
(2.3.2) Shv!(Y) = lim
S∈(Sch/Y)op
Shv!(S).
Unwinding the definition, we see that an object F ∈ Shv(Y) is the same as the following data
(i) A sheaf FS,y ∈ Shv(S) for each S ∈ Sch and y ∈ Y(S),
(ii) An equivalence of sheaves FS′, f (y)→ f
!FS,y for each morphism of schemes f : S
′ → S.
Moreover, we require that this assignment satisfies a homotopy-coherent system of compatibilities.
2.3.3. More precisely, one can define Shv!(Y) as the right Kan extension of
Shv! : Schop → DGCatpres
along the Yoneda embedding
Schop → PreStkop.
Remark 2.3.4. For a prestack Y, the only notion of sheaf that we will use in this paper is that of Shv!(Y) as discussed
above. Thus, we will write Shv(Y) instead of Shv!(Y).
2.4. Properties of prestacks and morphisms between them. In the study of sheaves on schemes, special prop-
erties of schemes and morphisms between them usually translate to nice properties of the functors that act on
the category of sheaves. Smooth and proper base change theorems are important examples of this pattern. In this
subsection, we will introduce the names of the various special classes of prestacks as well as morphisms between
them, which will be used throughout the paper.
2.4.1. Let γ be a special class of morphisms between schemes that is preserved under compositions. Then we
denote by Schγ the subcategory of Sch that has the same objects, but which is obtained from Sch by only allowing
the 1-morphisms lying in γ.
2.4.2. For each γ as above, we use PreStk′
γ
to denote the category of functors
Schop
γ
→ Spc.
Applying left Kan extension (see §A.1), we get a functor
PreStk′γ → PreStk,
and let PreStkγ denote the full subcategory of PreStk generated by the image of PreStk
′
γ
.
2.4.3. Being a left adjoint, left Kan extension preserves colimits. Hence, a prestack Y is in PreStkγ if and only if
Y could be exhibited as a colimit of schemes
Y≃ colim
α
Zα
where all the transition maps Zα → Zβ in the colimit are in Schγ.
2.4.4. In this paper, the γ’s that we use are proper, smooth and étale. A prestack Y in PreStkproper, PreStksm or
PreStke´t is said to be a pseudo-scheme, pseudo-Artin prestack, or pseudo-DM prestack respectively.
2.4.5. If Y1 is a prestack over Y2, then we say that Y1 is a pseudo-scheme, pseudo-Artin prestack or pseudo-DM
prestack over Y2 if the base change Y1×Y2 S is an object in PreStkproper, PreStksm or PreStke´t respectively. In the case
of pseudo-scheme, we also say that the morphism f : Y1 → Y2 is pseudo-schematic. Directly from the definition,
these notions are preserved by arbitrary base change of prestacks.
2.4.6. A morphism f : Y1 → Y2 between prestacks Y1,Y2 ∈ PreStkγ is said to be pseudo-γ if f comes from
PreStk′
γ
.
Unwinding the definition in the case where Y2 = S is a scheme, we see that f being pseudo-γ is equivalent to
it being possible to present Y as a colimit of schemes
(2.4.7) Y≃ colim
α
Zα
such that all the transition maps between the Zα’s, and the induced maps Zα → S are in Schγ.
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2.4.8. In the case where γ is proper, a morphism f : Y1 → Y2 between arbitrary prestacks is said to be pseudo-
proper if the pullback Y1 ×Y2 S of Y1 to any scheme S over Y2 is pseudo-proper over S.
Remark 2.4.9. It is tempting to define the notions of pseudo-smooth and pseudo-étale for morphisms between
arbitrary prestacks in an analogous manner as in the pseudo-proper case. Such a notion, however, is not well be-
haved. Namely, it might not be compatible with the special case defined for prestacks in PreStkγ. This is ultimately
due to the fact that the left Kan extension PreStk′
γ
→ PreStk may fail to commute with finite limits in general. See
also [Gai15, Sect. 7.4].
2.4.10. A morphism f : Y1 → Y2 between prestacks is said to be finitary pseudo-proper if the pullback Y1 ×Y2 S
to any scheme S ∈ Sch/Y2 is a finite colimit
Y1 ×Y2 S ≃ colimα
Zα
where all the Zα’s are schemes proper over S.
2.5. The adjoint pair f ! ⊣ f!. The construction of these functors are discussed in details in [Gai15]. We will only
summarize the results here.
2.5.1. From the construction of Shv(Y), we get the functor
f ! : Shv(Y2)→ Shv(Y1)
for free. Moreover, also from the construction, f ! commutes with limits, and hence, it admits a left adjoint
f! : Shv(Y1)→ Shv(Y2).
In the case where
f : Y→ Spec k,
we write
C∗
c
(Y,−) = f! : Shv(Y)→ Shv(Spec k) = VectΛ.
2.5.2. Since Shv for prestacks is constructed using right Kan extension, it turns a colimit of prestacks to a limit
in DGCatpres (note that our functors are contravariant). Namely, if Y is a colimit of prestacks, i.e. Y ≃ colimα Yα,
then
(2.5.3) Shv(Y) ≃ lim
α
Shv(Yα).
2.5.4. By §A.2, we can alternatively represent Shv(Y) as a colimit of categories in DGCatpres,cont
(2.5.5) Shv(Y) ≃ colim
α
Shv(Yα)
using the fact that f! is the left adjoint to f
!. Let
iα : Yα → Y
denote the natural morphism. Then for any F ∈ Shv(Y),
F ≃ colim
α
iα!i
!
αF.
Remark 2.5.6. For brevity’s sake, we will write Fα or i
!
α
F, unless confusion might occur. This also conforms to the
notation of §2.3.1. Thus, the equivalence above would become
F ≃ colim
α
iα!Fα.
2.5.7. Note that for any prestack Y, we have an equivalence
Y≃ colim
S∈Sch/Y
S.
Using this presentation of Y, the equivalence (2.5.3) is the same as (2.3.2).
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2.5.8. In general, we don’t have a good handle for f!. However, when S is a scheme, we have an explicit formula
for it.
Lemma 2.5.9. Let f : Y→ S be a morphism from a prestack to a scheme, where Y≃ colimα Yα, and let F ∈ Shv(Y).
For each α, we define various maps as in the following diagram
Yα
iα //
fα

❄❄
❄❄
❄❄
❄
Y
f

S
Then,
f!F ≃ colim
α
fα!Fα.
2.5.10. Another situation where f! could be understood is when f is pseudo-proper.
Proposition 2.5.11 (Pseudo-proper base change). Suppose we have the following pull-back square of prestacks
X′
f

g
// X
f

Y′
g
// Y
where f is pseudo-proper. Then the following natural transformation (obtained from the adjunction f! ⊣ f
!)
f!g
! → g ! f!
is an equivalence.
2.6. The adjoint pair f ∗ ⊣ f∗. The functors f
∗ and f∗ are not defined in general for an arbitrary morphism
f : Y1 → Y2 between prestacks. However, these functors are defined, and we have an adjoint pair f
∗ ⊣ f∗ as usual,
when f is schematic.
2.6.1. Recall that a morphism of prestacks
f : Y1 → Y2
is schematic if the base change of Y1 to any scheme S over Y2 is a scheme.
2.6.2. We will make use of the following observation in the construction of the adjoint pair f ∗ ⊣ f∗. Suppose we
have a correspondence of prestacks
C
f
⑧⑧
⑧⑧
⑧⑧
⑧
g

❄❄
❄❄
❄❄
❄❄
X Y
where C and X are schemes. Then we have the following pair of adjoint functors
g! f
∗ : Shv(X )⇄ Shv(Y) : f∗g
!
Proposition 2.6.3. Let f : X → Y be a schematic morphism between prestacks. Then we have a pair of adjoint
functors
f ∗ : Shv(Y)⇄ Shv(X) : f∗.
Moreover, these functors are compatible with compositions of schematic morphisms between prestacks.
Proof. We will make use of Lemma A.3.2. Namely, we will define the functor f ∗ by constructing a family of
compatible functors
lα : Shv(Yα)→ Shv(X)
where Yα runs over Sch/Y, and where the transition functors on the left hand side is (−)!.
Similarly, we will define f∗ by constructing a family of compatible functors
rα : Shv(X)→ Shv(Yα)
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where Yα runs over Sch/Y, and the transition functors on the left hand side is (−)
!.
Now, for any scheme Yα ∈ Sch/Y, consider the following Cartesian square
Xα
fα

i′α // X
f

Yα
iα // Y
Since f is schematic, Xα is a scheme, so the pair of maps fα and i
′
α forms a correspondence of the type described
in the observation above.
We define lα = i
′
α! f
∗
α
and rα = fα∗i
′!
α
. By base change theorems for schemes, we see that these functors do form
a family compatible with the respective transition functors. Moreover, for each α, lα ⊣ rα, and hence, f
∗ ⊣ f∗. It
is clear from the construction that f ∗ and f∗ are compatible with compositions of schematic morphisms between
prestacks.
Remark 2.6.4. In the case where f : X → Y is a morphism of schemes, our functors f ∗ and f∗ defined above
coincide with the usual pullback and pushforward of sheaves on schemes.
2.7. Equivalences of functors. When dealing with sheaves over a scheme, some of the functors that we have
defined above, i.e. f !, f!, f∗, and f
∗, may coincide depending on special properties of f . We have a similar situation
in the world of prestacks.
Proposition 2.7.1. Let f : Y1 → Y2 be a proper morphism between prestacks. Then, f∗ ≃ f!.
Proof. Since f is proper, it is, in particular, also a pseudo-proper morphism. Thus, Proposition 2.5.11 implies
that f! could be computed value wise by base changing to schemes. But this is precisely how f∗ is constructed in
Proposition 2.6.3. Hence, f∗ ≃ f!.
Remark 2.7.2. For a morphism between prestacks f : Y1 → Y2, by valuative criterion for properness, the following
are equivalent
(i) f is pseudo-proper and schematic.
(ii) f is proper.
Proposition 2.7.3. Let f : Y1 → Y2 be an étale morphism between prestacks. Then f
! ≃ f ∗.
Proof. This is direct from the corresponding fact for schemes.
2.8. Base change results. Base change theorems play an important role in the theory of sheaves on schemes.
Proposition 2.5.11 is the analog of the proper base change theorem. In this subsection, we will discuss several
analogs of the proper and smooth base change theorems.
Throughout this subsection, when stating various base change results, we will keep referring to the following
Cartesian diagram of prestacks
(2.8.1) X′
g
//
f

X
f

Y′
g
// Y
2.8.2. Base change for f∗ and g
!. Since the functor f∗ is defined value-wise, when f is a schematic morphism
between prestacks, it’s easy to see that we have the following base change result.
Proposition 2.8.3. Consider the Cartesian square (2.8.1), where f is schematic. Then, for any F ∈ Shv(X), we have
a natural equivalence
g ! f∗F ≃ f∗g
!F.
As a consequence, by passing to the left adjoints, for any G ∈ Shv(Y′), we also have a natural equivalence
f ∗g!G ≃ f
∗g!G.
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Corollary 2.8.4. Let f : X→ Y be a fully faithful schematic morphism between prestacks. Then, we have the following
natural equivalence
f ! f∗ ≃ f
∗ f! ≃ idShv(X).
When f is proper, we also have
f ∗ f∗ ≃ f
∗ f! ≃ f
! f! ≃ idShv(X).
Proof. This is direct from the base change result above and the fact that X×Y X≃ X.
Corollary 2.8.5. Let f : X→ Y be a schematic morphism between prestacks. Then for any F ∈ Shv(X),
f ∗F ≃ colim iα! f
∗
α
Fα,
where Y≃ colimα Yα and the morphisms are named as in the following Cartesian diagram
Xα
iα //
fα

X
f

Yα
iα // Y
Proof. We have
f ∗F ≃ f ∗ colim
α
iα!Fα ≃ colim
α
f ∗iα!Fα ≃ colim
α
iα! f
∗
α
Fα,
where the first, second and third equivalences are due to 2.5.6, continuity of f ∗, and Proposition 2.8.3 respectively.
2.8.6. Note that the maps in Proposition 2.8.3 above is not from some adjunction. Rather, it is an extra structure
coming from the construction of f∗ and f
∗.
2.8.7. Base change for f! and g
! for pseudo-smooth morphism g. We will now consider an analog of the smooth
base change theorem in the world of prestacks.
Proposition 2.8.8. Consider the Cartesian square (2.8.1), where Y and Y′ are pseudo-Artin prestacks, and g is
pseudo-smooth. Then, for any F ∈ Shv(X), we have a natural equivalence
f!g
!F ≃ g ! f!F.
We will build up the result from a couple of special cases.
Lemma 2.8.9. Proposition 2.8.8 holds in the case where Y and Y′ are schemes, and g is a smooth morphism.
Proof. We rename the base prestacks Y and Y′ in (2.8.1) to S and S′ respectively to remind us that these are
schemes. Now, for any scheme T ∈ Sch/X, we have the following diagram, where all squares are Cartesian
X′ ×X T
fT

iT

gT // T
iT

fT

X′
f

g
// X
f

S′
g
// S
Note that since
X≃ colim
T∈Sch/X
T,
we have
(2.8.10) X′ ≃ colim
T∈Sch/X
X′ ×X T ≃ colim
T∈Sch/X
S′ ×S T.
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We thus have
g ! f!F ≃ g
! colim
T∈Sch/X
fT !i
!
T
F ≃ colim
T∈Sch/X
g ! fT !i
!
T
F ≃ colim
T∈Sch/X
fT !g
!
T
i!
T
F ≃ colim
T∈Sch/X
fT !i
!
T
g !F ≃ f!g
!F.
Here, the first, second, third, and last equivalences are due to Lemma 2.5.9, continuity of g !, the usual smooth
base change theorem for schemes, and Lemma 2.5.9 and (2.8.10), respectively.
Corollary 2.8.11. Proposition 2.8.8 holds in the case where Y is a pseudo-Artin prestack and Y′ is a scheme. In other
word, the functor f! could be computed value-wise for pseudo-smooth morphisms from a scheme to Y.
Proof. Since Y is a pseudo-Artin prestack, we have
Y≃ colim
Yα∈Schsm/Y
Yα.
Lemma 2.8.9 then allows us to apply Lemma A.3.4 to conclude.
Proof of Proposition 2.8.8. Proposition 2.8.8 is a now a direct consequence of Corollary 2.8.11 since f! can be
computed value-wise in Schsm/Y.
We conclude the section with a corollary of the base change results that we have discussed so far.
Proposition 2.8.12. Suppose we have a diagram of prestacks
U
j
// Y Z
ioo
where U is an open sub-prestack and Z its closed complement. Then, for any F ∈ Shv(Y), we have the following exact
triangle
i!i
!F→ F→ j∗ j
!F→ ·· ·
Proof. For any X ∈ Sch/Y, we have the following diagram obtained by pulling back
UX
jX //
fU

X
f

ZX
iXoo
fZ

U
j
// Y Z
i
oo
The existence of the triangle on Shv(Y) is equivalent to the existence of a compatible family of triangles
f !i!i
!F→ f !F→ f ! j∗ j
!F→ ·· ·
for any X ∈ Sch/Y. But this is equivalent to having the following exact triangle
iX !i
!
X
f !F→ f !F→ jX∗ j
!
X
f !F→ ·· ·
for each scheme X ∈ Sch/Y, by the base change results, Propositions 2.8.3 and 2.5.11. But then we are done since
this is just the usual devissage triangle for sheaves on schemes.
2.9. Correspondences. Consider the category Corr(PreStk)sch;all of correspondences in PreStk
(2.9.1) M
v

h // X
Y
where v is schematic.
Let
F : Corr(Sch)all;all → Corr(PreStk)sch;all
be the natural inclusion of functor. Then we can construct a functor
(2.9.2) Shv : Corr(PreStk)sch;all → DGCatpres,cont
by the procedure of taking Right Kan Extension of (2.1.5) along F .
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Restricting to PreStkiso;all ≃ PreStk
op, we obtain a functor
Shv : PreStkop → DGCatpres,cont
which agrees with our construction of sheaves on prestacks above, due to [GR, Thm. V.2.6.1.5].
Since (2.9.2) encodes base change isomorphism for (−)! and (−)∗, Proposition 2.8.3 implies that the image
of (2.9.1) under (2.9.2) is precisely
v∗h
! : Shv(X)→ Shv(Y).
In other words, the functor (−)∗ obtained from restricting (2.9.2) to Corr(PreStk)sch;all ≃ PreStk agrees with the
functor (−)∗ defined in Proposition 2.6.3.
2.10. Monoidal structure. Recall that the functor Shv on schemes has a right lax symmetric monoidal structure
(see §2.1). In this section, we upgrade this structure to sheaves on prestacks, and then study its behavior with
respect to f ∗ and f !.
2.10.1. Right lax monoidal structure of Shv. The structure on Shv we are after is a functor
⊠ : Shv(Y1)⊗ Shv(Y2)→ Shv(Y1 × Y2)
where Y1 and Y2 are prestacks. Given Fi ∈ Shv(Yi), we define
F1 ⊠F2 ∈ Shv(Y1 × Y2)
be such that for any scheme S equipped with a morphism ( f1, f2) : S→ Y1 × Y2,
( f1, f2)
!F1 ⊠F2 = f
!
1F1
!
⊗ f !2F2.
Or in the notation of §2.3.1,
(F1 ⊠F2)S,( f1 , f2) = (F1)S, f1
!
⊗ (F2)S, f2 .
2.10.2. Since we define ⊠ using
!
⊗, this monoidal struture is well-behaved with respect to !-pullback.
Lemma 2.10.3. Let fi : Xi → Yi be morphisms between prestacks, and let Fi ∈ Shv(Yi), where i ∈ {1,2}. Then, we
have a natural equivalence
( f1 × f2)
!F1 ⊠F2 ≃ f
!
1F1 ⊠ f
!
2F2.
2.10.4. As in the case of schemes, the diagonal map Y → Y × Y equips Shv(Y) with a symmetric monoidal
structure. Namely, we have
!
⊗ : Shv(Y)⊗ Shv(Y)→ Shv(Y)
(F,G) 7→ F
!
⊗G := δ!(F⊠G).
It is immediately from the definition that this monoidal structure is compatible with the !-pullback functor.
2.10.5. We will now list a couple of situations where a Künneth formula holds.
Lemma 2.10.6. Let fi : Yi → Si be morphisms from prestacks to schemes, and Fi ∈ Shv(Yi) where i ∈ {1,2}. Then,
we have a natural equivalence
( f1 × f2)!(F1 ⊠F2) ≃ f1!F1 ⊠ f2!F2.
Proof. This comes directly from the usual Künneth formula for schemes, and the fact that f! is continuous.
Using 2.5.11, this implies the following lemma.
Lemma 2.10.7. Let fi : Xi → Yi be pseudo-proper morphisms between prestacks, and let Fi ∈ Shv(Xi), where
i ∈ {1,2}. Then, we have a natural equivalence
( f1 × f2)!(F1 ⊠F2) ≃ f1!F1 ⊠ f2!F2.
Proof. This comes directly from the usual Künneth formula, Proposition 2.5.11 and the continuity of f!.
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2.10.8. There is another situation where a Künneth type formula holds. Let
Fi ,Gi :K→ Sch
be functors, αi : Fi ⇒ Gi be natural transformations, where i ∈ {1,2}. Suppose that for any m : k → l, the
following diagram commutes
Shv(Fi(l))
αi,l!

Fi (m)
!
// Shv(Fi(k))
αi,k!

Shv(Gi(l))
Gi(m)
!
// Shv(Gi(k))
Denote Xi = colimk∈K Fi(k), Yi = colimk∈K Gi(k), and fi : Xi → Yi induced by αi .
Lemma 2.10.9. In the situation described above, for any Fi ∈ Shv(Xi), we have
( f1 × f2)!(F1 ⊠F2) ≃ f1!F1 ⊠ f2!F2.
Proof. Lemma A.3.4 implies that fi! and ( f1× f2)! can be computed term-wise using the αk! ’s. But we have Künneth
formula for schemes, so we are done.
2.10.10. Since ⊠ for prestacks is defined via the shriek pullback, its interaction with the (usual) pullback is not
as straightforward. However, we have the following relation.
Proposition 2.10.11. Let fi : Xi → Yi be schematic morphisms between prestacks, such that Yi ’s are pseudo-schemes,
where i ∈ {1,2}. Furthermore, let Fi ∈ Shv(Yi). Then we have the following natural equivalence
( f1 × f2)
∗(F1 ⊠F2) ≃ f
∗
1 F1 ⊠ f
∗
2 F2.
Proof. Since the Yi ’s are pseudo-schemes, we can write
Yi ≃ colim
α
Yiα.
where the Yiα’s are schemes, and all transition maps are proper. By [Gai15, Prop. 7.4.2], we know that for any α,
the natural map Yiα → Yi is pseudo-proper.
Consider the following Cartesian diagram
X1α × X2β
f1α× f2β

i1α×i2β
// X1 ×X2
f1× f2

Y1α × Y2β
i1α×i2β
// Y1 × Y2
where all object appearing on the left column are schemes and all horizontal maps are pseudo-proper. We have
( f1 × f2)
∗(F1 ⊠F2)≃ colim
α,β
(i1α × i2β )!( f1α × f2β )
∗(F1α ⊠F2β)
≃ colim
α,β
(i1α × i2β )!( f
∗
1αF1α ⊠ f
∗
2βF2β)
≃ colim
α,β
i1α! f
∗
1αF1α ⊠ i2β! f
∗
2βF2β
≃ colim
α
i1α! f
∗
1αF1α ⊠ colimβ
i2β! f
∗
2βF2β
≃ f ∗1 F1 ⊠ f
∗
2 F2.
Here, the first and third equivalences are due to Corollary 2.8.5 and Lemma 2.10.7 respectively.
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2.11. Functor compositions. Consider the following Cartesian square of schemes
XT
g
//
f

X
f

T
g
// S
For any F ∈ Shv(XT ), we have a natural map
(2.11.1) g! f∗F→ f∗g!F.
Indeed, by adjunction, giving such map is the same as giving the following map
f∗F→ g
! f∗g!F ≃ f∗g
!g!F.
This map is f∗ applied to the unit of the g! ⊣ g
! adjunction.
The following result is clear for schemes, since the two pushforward functors agree when the map is proper.
Lemma 2.11.2. When either f and g is proper, the natural map at (2.11.1) is an equivalence.
In this section, we will prove statements with the same flavor as the one above in the case of prestacks.
Proposition 2.11.3. Consider the following Cartesian diagram
X′
f ′

g ′
// X
f

Y′
g
// Y
where f , and hence f ′, is schematic. Then, for any F ∈ X′, we have a natural map
n : g! f
′
∗F→ f∗g
′
!F.
Moreover, this map is an equivalence if one of the following conditions is satisfied:
(i) f is proper.
(ii) g is finitary pseudo-proper.
Proof. The existence of the natural map is seen via adjunction as in (2.11.1). Moreover, the fact that n is an
equivalence in the first case is easy, since by Proposition 2.7.1, we know that f∗ ≃ f!.
For the second case, we first observe that to show that n is an equivalence, it suffices to check after pulling
back to an arbitrary scheme S ∈ Sch/Y. Proposition 2.8.3 then allows us to reduce to the case where X and Y are
schemes. Consider the following diagram where all squares are Cartesian
T ′α
fα

i′
α
//
g ′α
))
X′
f ′

g
// X
f

Tα
iα //
gα
55Y′
g
// Y
where Tα and hence, also T
′
α
, is a scheme. For any F ∈ Shv(X′), we conclude
f∗g!F ≃ f∗ colim
α
g ′
α!i
′!
α
F ≃ colim
α
f∗g
′
α!i
′!
α
F ≃ colim
α
gα! fα∗i
′!
α
F ≃ colim
α
gα!i
!
α
f ′
∗
F ≃ g! f
′
∗
F.
Here, the second equivalence is due to the fact that f∗ commutes with finite colimits. The third and fourth equiv-
alences are due to Lemma 2.11.2, and Proposition 2.8.3 respectively.
Proposition 2.11.4. Let f : U→ Z and g : Z→ X be morphisms of prestacks such that g is finitary pseudo-proper,
f and h = g ◦ f are schematic. Then we have the following natural equivalence
g! ◦ f∗ ≃ (g ◦ f )∗ = h∗.
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Proof (Sketch). The proof is similar to the above, so we will give a sketch. By base changing over a scheme
X ∈ Sch/X, Propositions 2.8.3 and 2.5.11 allow us to reduce to the case where U and X are schemes. Now,
we present Z as a finite colimit of schemes that are proper over X and then run a similar manipulation as in
Proposition 2.11.3 to conclude.
3. EX -ALGEBRAS
Factorizable sheaves, or EX -algebras, are the algebro-geometric avatar of En-algebras in topology. The goal of
this section is to provide the construction of free EX -algebras. We will start with a quick review of En-algebras
in the topological setting. An interpretation of the construction of free En-algebras in such a way that motivates
the actual construction of free EX -algebras will also be discussed. Our discussion of the topological setting will
be impressionistic in nature, and so we will not try to be very precise. We refer the curious reader to [Lura]
and [AF12] for a detailed discussion.
Even though the construction of free EX -algebras is straightforward, it is somewhat technical to show that
this construction actually has the correct properties. We will extend the notion of the chiral monoidal structure
in [FG11] to ConfX and use it as an organizing tool to formulate various formal properties of our construction.
These properties will then be proved by extensive use of the base change results discussed in the previous section.
3.1. A quick review of En-algebras. This subsection merely provides the topological motivation for the construc-
tion of free EX -algebras in algebraic geometry. The reader who’s only interested in the actual construction can
safely skip this part.
3.1.1. Let Diskn be the∞-category whose objects are disjoint union of n-dimensional discs and morphisms are
embeddings. Diskn is equipped with a natural symmetric monoidal structure given by disjoint union ⊔. For sake
of concreteness, we will work with the stable ∞-category VectΛ of chain complexes in Λ-vectors spaces, where
Λ is some ring. Note that the homotopy category of this is the usual derived category of Λ-vector spaces. This
category is also equipped with the ⊗-monoidal structure. An En-algebra object in VectΛ is a symmetric monoidal
functor
A : Diskn → VectΛ.
We denote by En(VectΛ) the category of En-algebras in VectΛ, i.e.
En(VectΛ) = Fun
⊗(Diskn, VectΛ).
3.1.2. Let oblv denote the forgetful functor
oblv : En(VectΛ)→ VectΛ.
Then, it is known that the forgetful functor En(Vect
⊗
Λ
) admits a left adjoint, which is computed by
(3.1.3) FreeEn(M) =
⊕
k≥1
C∗(ConfkR
n,Λ)⊗Σk M
⊗k,
where Σk is the symmetric group on k letters. Moreover,
ConfkR
n =
◦
(Rn)k/Σk
is the unordered configuration space of k points onRn. Here, we use
◦
X n to denote the open subspace of X n obtained
by removing the fat diagonal.
3.1.4. Formula (3.1.3) could be reinterpreted in a more conceptual way. Let fSetiso denote the category whose
objects are non-empty finite sets and morphisms are isomorphisms of finite sets. This category is equipped with
the disjoint union symmetric monoidal structure. It is easy to see that
T : VectΛ→ Fun
⊗(fSetiso, VectΛ),
defined by
M 7→ (I 7→ M⊗I),
is an equivalence of categories. Indeed, its inverse is given by evaluating at the singleton set.
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3.1.5. Let
i : fSetiso → Diskn
be the obvious inclusion of categories. Then we have the following pair of adjoint functors
LKEi : Fun(fSet
iso, VectΛ)⇄ Fun(Diskn, VectΛ) : − ◦ i
where LKEi is the left Kan extension functor (see §A.1).
It could be check that this induces the a pair of adjoint functors
LKEi : Fun
⊗(fSetiso, VectΛ)⇄ Fun
⊗(Diskn, VectΛ) : resi .
Using the fact that for any topological space X , viewed as an∞-groupoid, hence a category, we have the following
colim
x∈X
Λ ≃ C∗(X ,Λ),
we see that for any object M ∈ VectΛ we have
LKEi(T (M)) ≃
⊕
k≥1
C∗(ConfkR
n,Λ)⊗Σk M
⊗k ≃ FreeEn(M).
3.1.6. Algebraic geometry. In what follows, we will mimic the constructionmotivated above in algebraic geometry.
Namely, for a scheme X , the category Shv(X ) plays the role of VectΛ. We will define two categories, Fact(Conf X )
and Fact(Ran X ), which play the roles of
Fun⊗(fSetiso, VectΛ)
and En(VectΛ) respectively. We call objects in Fact(Ran X ) EX -algebras or factorizable sheaves on X .
The FreeEX functor is then the left adjoint to a natural forgetful functor
Fact(Ran X )→ Shv(X ),
and is also constructed in two stages
Shv(X ) ≃ Fact(Conf X )→ Fact(Ran X ).
In §3.2 and §3.4, we will do the necessary technical preparatory work. The actually construction will be carried
out in §3.5, where the first and second stages are presented in §3.5.1 and §3.5.3 respectively. The reader who
is not interested in the technical details can skip ahead to §3.5 and refer to §3.2 and §3.4 as necessary. In some
sense, this technical set up is a tool to organize the combinatorial complexity mentioned in the introduction.
3.2. Chiral monoidal structures on Conf X and Ran X .
3.2.1. Conf X , Sym X and Ran X . Let fSet denote the category of nonempty finite sets, and let fSetsurj and fSetiso
be subcategories of fSet with the same objects, but morphisms are restricted to surjective and invertible ones
respectively. For any scheme X , we define
ConfX =
⊔
n≥1
Confn X =
⊔
n≥1
◦
X n/Σn ≃ colim
I∈(fSetiso)op
◦
X I ,
Sym X =
⊔
n≥1
Symn X =
⊔
n≥1
X n/Σn ≃ colim
I∈(fSetiso)op
X I ,
Ran X = colim
I∈(fSetsurj)op
X I .
From the definition, it’s easy to see that Conf X and Sym X are pseudo-Artin prestack, and moreover, the natural
inclusion
ConfX → Sym X
is pseudo-smooth (in fact, it’s an open embedding). Moreover, Ran X is a pseudo-scheme.
For each non-empty finite set I , we denote
insI : X
I → Ran X
the natural map.
FREE FACTORIZATION ALGEBRAS IN ALGEBRAIC GEOMETRY 19
3.2.2. These definitions admit the following concrete interpretations in terms of S-points, where S ∈ Sch. Indeed
(Conf X )(S) = {I ∈ fSet, f : I → X (S) | graph of f is disjoint}/ ∼,
where two elements (I , f ) and (I ′, f ′) are identified if there’s an isomorphism of sets I ≃ I ′ that induces f ′ from
f . Note that, this is equivalent to saying that (Conf X )(S) consists of all finite subsets of X (S) whose graphs are
disjoint.
Similarly, (Sym X )(S) is a groupoid, where the objects are
{I ∈ fSet, f : I → X (S)}
and morphisms (I , f )→ (I ′, f ′) if there is an isomorphism I → I ′ that induces f ′ from f . Note that the groupoid
aspect of ConfX is trivial since all actions are free.
Finally, (Ran X )(S) is just the set of non-empty finite subsets of X (S) (see [Gai15, Prop. 4.1.3]).
3.2.3. Following [BD], the chiral symmetric monoidal structure on Shv(Ran X ) has been defined in [FG11] and
then, in a more convenient language in [Ras15]. We will follow the approach in [Ras15] and extend it slightly to
Shv(ConfX ).1
3.2.4. First, recall the following observation, which is used in the construction of the chiral monoidal structure
on Shv(Ran X ) in [Ras15]. A (non-unital) symmetric monoidal structure on a category C ∈ DGCatpres,cont is the
same as a commutative monoid structure on C. Thus, if K is a symmetric monoidal category, equipped with a
right-lax monoidal functor
Φ :K→ DGCatpres,cont,
then, Φ(M) is a symmetric monoidal category for any commutative monoid object M inK. Moreover, if M → N is
a morphism between commutative monoids in K then the induced functor Φ(M)→ Φ(N) is symmetric monoidal.
3.2.5. In [Ras15], Ran X is equipped with the structure of a commutative monoid in Corr(PreStk)sch;all. Applying
the right-lax monoidal functor
(see (2.9.2)) Shv : Corr(PreStk)sch;all → DGCatpres,cont,
to Ran X , we obtain a symmetric monoidal structure on Shv(Ran X ), which is the chiral monoidal structure.
We will now recall this construction and show how it could be adapted to the case of Shv(Conf X ). But first,
we need to recall some basic facts about Ran X and Conf X .
3.2.6. For any positive integer n, let
unionn : (Ran X )
n → Ran X
be the morphism which is just the union on S-points, for any test scheme S. We will also use union instead of
unionn when there’s no confusion possible.
For any non-empty finite set I , we have the following Cartesian diagram
colimI։K=∪n
i=1Ki
X K

// (Ran X )n
union

X I
insI // Ran X
Here, the vertical map is induced by
I ։ K ,
the horizontal map by
⊔n
i=1Ki ։ ∪
n
i=1Ki = K ,
which results in
X K →
n∏
i=1
X Ki → (Ran X )n.
1One can do the same for SymX . However, we don’t need it in this paper.
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Moreover, the diagram where we take the colimit over has objects as written, and morphisms are diagrams of the
following shape
I // // K

∪n
i=1Ki

I // // K ′ ∪n
i=1K
′
i
As a direct consequence, we get
Lemma 3.2.7. The morphism
unionn : (Ran X )
n → Ran X
is finitary pseudo-proper.
3.2.8. For any positive integer n, let (Ran X )ndisj denote the open sub-prestack of (Ran X )
n consisting of all points
whose graphs induced by the n factors are disjoint. Let
jn : (Ran X )
n
disj → (Ran X )
n
denote the open embedding. We will also use j instead of jn when there’s no risk of confusion.
Finally, for non-empty finite sets K1, . . . ,Kn, we will use
n∏
i=1
X Ki

disj
to denote the open subscheme of
∏n
i=1 X
Ki such that the graphs induced by the n different factors are disjoint
from each other.
Lemma 3.2.9. For any non-empty finite set I , we have the following Cartesian diagram
⊔
I=⊔n
i=1Ki

n∏
i=1
X Ki

disj
//

(Ran X )ndisj
union◦ j

X I
insI // Ran X
In particular, union ◦ j is an étale morphism (in fact, it’s a disjoint union of open morphisms).
Proof. For brevity’s sake, we will only write down the proof for the case where n= 2. Namely, we will show that
the following diagram is Cartesian⊔
I=K1⊔K2
(X K1 × X K2)disj
//

(Ran X ×Ran X )disj
union◦ j

X I
insI // Ran X
The other cases are the parallel.
Due to §3.2.6, it suffices to show that
colim
I։K≃K1∪K2
X K

×RanX×RanX (Ran X ×Ran X )disj ≃
⊔
I≃K1⊔K2
(X K1 × X K2)disj.
But, the left hand side is equivalent to
colim
I։K≃K1∪K2
 
X K ×RanX×RanX (Ran X ×Ran X )disj

.
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Consider the following Cartesian diagram
X K ×X K1×X K2 (X
K1 × X K2)disj
//

(X K1 × X K2)disj

// (Ran X ×Ran X )disj

X K // X K1 × X K2
insK1 × insK2 // Ran X × Ran X
Observe that when K1 ∩ K2 6= ;, we have
X K ×X K1×X K2 (X
K1 × X K2)disj = ;.
Thus, we only need to consider the colimit over the subcategory spanned by I ։ K ≃ K1 ⊔ K2. But now, cofinality
allows us to restrict further to the subcategory consisting of I ≃ K ≃ K1 ⊔ K2, and we are done.
3.2.10. Using Lemma 3.2.9 above, we can equip Ran X with the structure of a commutative monoid in the
category of Corr(PreStk)sch;all, where the multiplication morphisms (see §2.1.4 for the notation)
(Ran X )n   Ran X
are given by
(Ran X )ndisj
union◦ j

j
// (Ran X )n
Ran X
This induces on Shv(Ran X ) the structure of a symmetric monoidal category, which we will call the chiral
monoidal structure.
We will write Shv(Ran X )⊗
ch
when we want to emphasize the monoidal structure.
3.2.11. Unwinding the definition above, we see that if F,G ∈ Shv(Ran X ), then
F⊗ch G = (union ◦ j)∗ j
!(F⊠G).
3.2.12. The story for ConfX is analogous. The commutative monoid structure on ConfX in Corr(PreStk)sch;all is
given by the following multiplication map
(ConfX )ndisj
j
//
union

(Conf X )n
Conf X
This induces on Shv(ConfX ) the structure of a symmetric monoidal category, which we will call the chiral
monoidal structure.
We will write Shv(Conf X )⊗
ch
when we want to emphasize the monoidal structure.
3.2.13. Unwinding the definition above, we see that if F,G ∈ Shv(Conf X ), then
F⊗ch G = union∗ j
!(F⊠G).
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3.2.14. We have been using the same notations (i.e. j and union) for both Ran X and ConfX . In cases where
confusion might occur, we will add a “double prime” to morphisms regarding ConfX (for example, j′′ and union′′).
For the reader’s convenience, we put all the maps in the diagram below.
(3.2.15) (ConfX × ConfX )disj
j′′
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
(c×c)disj
// (Sym X × Sym X )disj
j′

(g×g)disj
// (Ran X ×Ran X )disj
j

(ConfX × ConfX )disj
union′′

j′′
// ConfX × ConfX
c×c
// Sym X × Sym X
g×g
//
union′

Ran X ×Ran X
union

ConfX
c
// Sym X
g
// Ran X
Note that all squares/rectangles (including the trapezoid at the top left), except the one at the bottom right
and the rectangle on the right, are pull-back diagrams.
Remark 3.2.16. The chiral monoidal structures could be realized slightly differently using the following natural
equivalences
union! ◦ j∗ ≃ (union ◦ j)∗,
union′′! ≃ union
′′
∗
,
where all the maps are the ones appearing in (3.2.15). Moreover, we also have the following equivalences
(union ◦ j)∗ ≃ (union ◦ j)!,
union′′∗ ≃ union′′!.
Indeed, for the pushforward functors, the statement for Ran X is from Proposition 2.11.4 and Lemma 3.2.9
above. The statement for ConfX is due to the fact that the preimage union′′−1(ConfI X ) is just a disjoint union of
ConfI X . For the pullback functors, we use Proposition 2.7.3 to conclude.
3.3. Commutative co-algebras. Let ComCoAlgch(Conf X ) and ComCoAlgch(Ran X ) denote the categories of com-
mutative coalgebras in Shv(Conf X )⊗
ch
and Shv(Ran X )⊗
ch
respectively (with respect to the chiral monoidal struc-
tures).
We have a pair of adjoint functors
(3.3.1) g! : Shv(Conf X )⇄ Shv(Ran X ) : g
!.
induced by the natural inclusion
g : Conf X → Ran X
The main goal of this subsection is the following theorem, which upgrades the adjoint pair g! ⊣ g
! to a pair of
adjoint functors between the correspoding categories of commutative co-algebras.
Theorem 3.3.2. The adjoint pair g! ⊣ g
! of (3.3.1) upgrades to a pair of adjoint functors
g! : ComCoAlg
ch(Conf X )⇄ ComCoAlgch(Ran X ) : g !.
This theorem is a direct consequence of the following
Proposition 3.3.3. The functor g ! is symmetric monoidal (with respect to the chiral monoidal structures on both
sides), and hence, g!, being a left adjoint functor, is left-lax monoidal.
3.3.4. We will make use of §3.2.4 to show that g ! is symmetric monoidal. Indeed, let
(3.3.5) g− : Ran X   Conf X
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be a morphism in Corr(PreStk)sch;all given by the following correspondence
Conf X
g
// Ran X
Conf X
For each positive integer n, g− induces a natural map in Corr(PreStk)sch;all
gn
−
: (Ran X )n   (Conf X )n.
We have the following
Lemma 3.3.6. For each positive integer n, we have the following commutative diagram in Corr(PreStk)sch;all
(Ran X )n

O
O
O
///o/o/o Ran X

O
O
O
(Conf X )n ///o/o/o ConfX
where the horizontal maps are the multiplication maps, and the vertical ones are given by g− and g
n
−
.
Proof. This is an immediate consequence of the following Cartesian square2
(Conf X )ndisj
union

gndisj
// (Ran X )ndisj
union◦ j

ConfX
g
// Ran X
Corollary 3.3.7. The morphism g− of (3.3.5) upgrades to a moprhism between commutative monoid objects in
Corr(PreStk)sch;all.
3.3.8. As a result, §3.2.4 implies that g ! is symmetric monoidal, and hence g!, being a left adjoint, is left-lax
monoidal. We thus obtain Proposition 3.3.3 and hence, Theorem 3.3.2.
Remark 3.3.9. One can define the chiral monoidal structure on Shv(Sym X ) in a similar way as above. Consider
ConfX
g=g◦c
22
c
// Sym X
g
// Ran X
where c is the natural open embedding, and g is the obvious map. One can show that g ! is symmetric monoidal.
Moreover, using Proposition 2.8.8, one can show that c! is right-lax monoidal. We do not need this fact in the
current paper.
3.4. Factorizable sheaves. We will now come to the definition of EX -algebras, or factorizable sheaves. Such a
definition has been given in [FG11]. We will give a more geometric definition, which is equivalent to the one
given there, but which fits better into our framework so far.
2Note that compositions inside the category of correspondences is given by Cartesian products.
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3.4.1. Let F be an object in ComCoAlgch(Ran X ) or ComCoAlgch(Conf X ). Then by definition, F is equipped with
morphisms of the form
F→ F⊗
chn,
with various compatibility conditions. Unwinding the definitions, this is the same as
F→ (union ◦ j)∗ j
!(F⊠n) or F→ union′′
∗
j′′!(F⊠n),
respectively. By adjunction and Remark 3.2.16, this is the same as
(3.4.2) (union ◦ j)!F→ j!(F⊠n) or union′′!F→ j′′!(F⊠n),
respectively, which is equivalent to
(3.4.3) (union ◦ j)∗F→ j∗(F⊠n) or union′′∗F→ j′′∗(F⊠n),
respectively.
Definition 3.4.4. Fact(Ran X ) and Fact(Conf X ) are full subcategories of
ComCoAlgch(Ran X ) and ComCoAlgch(Conf X )
respectively, consisting of objects where the natural maps (3.4.2) (or (3.4.3)) are equivalences for all n. We call
objects in Fact(Ran X ) factorizable sheaves over X , or EX -algebras.
Remark 3.4.5. In the case of Fact(Ran X ), our definition coincides with the one given in [FG11], where it is called
Fact(X ).
Proposition 3.4.6. The adjoint pair g! ⊣ g
! in Theorem 3.3.2 preserves factorizability, and hence, induces an adjoint
pair
g! : Fact(Conf X )⇄ Fact(Ran X ) : g
!
between the two respective full subcategories.
Proof. The fact that g ! preserves factorizability is easy to see since upper-! behaves nicely with tensor products,
by Lemma 2.10.3.
For the case of g!, let F ∈ Fact(ConfX ), we will show that g!F ∈ Fact(Ran X ). For simplicity’s sake, we will only
give a proof when n= 2. The general case is completely analogous. We have,
j∗(g!F⊠ g!F) ≃ j
∗(g × g)!(F ⊠F)
≃ (g × g)disj! j
′′∗(F⊠F)
≃ (g × g)disj!union
′′∗F
≃ (union ◦ j)∗g!F.
Here, the first equivalence is due to the fact that Künneth formula works for both g and c, by Lemmas 2.10.7
and 2.10.9 respectively. The other equivalences are due to Proposition 2.8.3, and the fact that F is in Fact(Conf X ).
3.5. Free EX -algebras. We are now ready to construct the free EX -algebra functor.
3.5.1. Let F ∈ Shv(X ). Then for any I ∈ fSet, we have F⊠I | ◦
X I
∈ Shv(
◦
X I). The symmetric group ΣI on I acts
on everything in sight and so by definition, we get an object in Shv(ConfI X ). These sheaves together give us an
object TF ∈ Shv(ConfX ), and so we have a functor
T : Shv(X )→ Shv(Conf X ).
Observe that TF has a natural structure of a factorizable commutative co-algebra object in Shv(ConfX )⊗
ch
.
Indeed, we have the following natural equivalences by construction
union′′!(TF)≃ j′′!((TF)⊠n).
Thus T upgrades to a functor
T : Shv(X )→ Fact(ConfX ).
Let δ : X → ConfX denote the obvious inclusion. The following is immediate.
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Lemma 3.5.2. T and δ! are mutually inverse functors
T : Shv(X )⇄ Fact(ConfX ) : δ!.
3.5.3. The functor FreeEX is defined as the composition FreeEX = g! ◦ T :
Shv(X )
FreeEX
11
T
Fact(Conf X )
g! // Fact(Ran X )
By abuse of notation, we also denote
δ : X → Ran X
the obvious map. The following theorem, which is a direct consequence of the discussion above, concludes our
construction.
Theorem 3.5.4. We have an adjoint pair
FreeEX : Shv(X )⇄ Fact(Ran X ) : δ
!,
where FreeEX ≃ g! ◦ T.
Remark 3.5.5. From now on, since there will be no risk of confusion, we will use Fact(X ) to denote Fact(Ran X )
in conforming to the notation used in [FG11].
4. ALTERNATIVE CONSTRUCTION VIA LIE ALGEBRAS
In this section, we will present an alternative construction of the FreeEX functor which links to the world of Lie
algebras. The duality between commutative coalgebras and Lie algebras, which goes by the name Koszul duality,
was first developed by Quillen in [Qui69]. It was further developed in the operadic setting by Ginzburg and
Kapranov in [GK94]. In the chiral setting, the theory chiral Koszul duality, developed by Francis and Gaitsgory
in [FG11], provides us with the necessary connection to Lie algebras.
We will start the section with a quick summary of this theory, and refer the reader to [FG11] for the proofs. After
that, we will present the new construction of FreeEX , and then conclude by showing that the two constructions
are tied together by a common grading that is natural on both sides.
4.1. Chiral Koszul duality.
4.1.1. One can define another monoidal structure on Shv(Ran X ), called the ⋆-monoidal structure. This is given
by
Shv(Ran X )⊗ Shv(Ran X )→ Shv(Ran X )
(F,G) 7→ F⊗⋆ G := union!(F⊠ G).
We will write Shv(Ran X )⊗
⋆
to denote the symmetric monoidal category of sheaves on the Ran prestack equipped
with the ⋆-monoidal structure.
4.1.2. Let
Liech(Ran X ) = Lie(Shv(Ran X )⊗
ch
),
Lie⋆(Ran X ) = Lie(Shv(Ran X )⊗
⋆
)
denote the categories of Lie algebras on Ran X with respect to the ch- and ⋆-monoidal structures. Let Liech(X ) and
Lie⋆(X ) be the full subcategories of Liech(Ran X ) and Lie⋆(Ran X ) respectively consisting of Lie algebras, whose
underlying objects are supported on the diagonal. In other words, we require that the underlying objects lie in
the essential image of
δ! : Shv(X )→ Shv(Ran X ).
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4.1.3. The main theorem in [FG11] is as follows.
Theorem 4.1.4 (Francis, Gaitsgory). We have mutally inverse functors
Cch : Liech(Ran X )⇄ ComCoAlgch(Ran X ) : Primch[−1]
which induce an equivalence of the respective full subcategories
Liech(Ran X )
Cch
// ComCoAlgch(Ran X )
Primch[−1]
oo
Liech(X )
?
OO
Cch // Fact(X )
Primch[−1]
oo
?
OO
The functor Cch is called the homological Chevalley complex, and it has a simple presentation which we will
make use of. Namely, for a Lie algebra g ∈ Liech(X ), Cch(g) can be exhibited as a chain complex
(4.1.5) · · · // Symch,n(g[1])
D // Symch,n−1(g[1])
D // · · ·
where D is defined in terms of the Lie bracket. For our purpose, we don’t even need to know what D is.
Note that we can apply the same construction for the ⊗⋆-monoidal structure and get a functor
C⋆ : Lie⋆(Ran X )→ ComCoAlg⋆(Ran X ),
which has the same shape as the chain complex above, except that Symch is replaced by Sym⋆.
4.1.6. From the construction of the monoidal structure, there exists a natural morphism ⊗⋆ →⊗ch, which gives
two forgetful functors
oblvch→⋆Lie : Lie
ch(Ran X )→ Lie⋆(Ran X )
and
oblv⋆→chComCoAlg : ComCoAlg
⋆(Ran X )→ ComCoAlgch(Ran X ).
One can show that oblvch→⋆Lie admits a left adjoint, the chiral envelope, denoted by
Uch : Lie⋆(Ran X )→ Liech(Ran X ).
Moreover, by [FG11, Thm. 6.4.2, Cor. 6.4.3], the adjoint pair Uch ⊣ oblvch→⋆Lie preserves the corresponding full
subcategories of objects with support on the diagonals.
Theorem 4.1.7 (Francis, Gaitsgory). We have the following diagram of adjoint functors
Lie⋆(Ran X )
Uch // Liech(Ran X )
oblvch→⋆Lie
oo
Lie⋆(X )
Uch //?

OO
Liech(X )
oblvch→⋆Lie
oo
?
OO
4.1.8. On the ⊗⋆ side, we also have the Chevalley complex functor
C⋆ : Lie⋆(X )→ ComCoAlg⋆(Ran X ),
and the interaction with Cch and Uch is given by [FG11, Prop. 6.1.2] as follows.
Proposition 4.1.9 (Francis, Gaitsgory). We have the following commutative diagram of categories
Lie⋆(Ran X )
Uch

C⋆ // ComCoAlg⋆(Ran X )
oblv⋆→chComCoAlg

Liech(Ran X )
Cch
// ComCoAlgch(Ran X )
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Unlike the Chevalley complex, we don’t have an intimate access to Uch. Thus, this proposition allows us to get
a handle on Cch ◦ Uch.
4.1.10. Let F be a sheaf on Ran X . Recall that we define
C∗
c
(Ran X ,F) = π!F,
where π is the structure map
π : Ran X → Spec k.
Thanks to Lemma 2.10.6, C∗
c
(Ran X ,−) is monoidal with respect to ⊗⋆ on Shv(Ran X ) and ⊗ on VectΛ (note that
Shv(Spec k) ≃ VectΛ). Thus, in particular, when F ∈ Lie
⋆(Ran X ), C∗
c
(Ran X ,F) has a natural structure as a Lie
algebra.
We have the following result (which is [FG11, Prop. 6.3.6]).
Proposition 4.1.11 (Francis, Gaitsgory). We have the following commutative diagram of categories
Lie⋆(Ran X )
C∗c (RanX ,−)

Uch
// Liech(Ran X )
Cch
// ComCoAlgch(Ran X )
C∗c (Ran,−)

Lie(VectΛ)
oblvComCoAlg◦C
// VectΛ
4.2. FreeEX via FreeLie.
4.2.1. The category Shv(X ) is a symmetric monoidal category with respect to the ⊗-tensor product of sheaves.
Thus, we can define
Lie(X ) = Lie(Shv(X )⊗).
Recall that δ : X → Ran X is the natural map. Since this morphism is schematic, we have a pair of adjoint
functors δ∗ ⊣ δ∗.
Lemma 4.2.2. The functor δ∗ is symmetric monoidal, with respect to the ⊗⋆-monoidal structure on Shv(Ran X ) and
the ⊗-monoidal structure on Shv(X ).
Proof. We have the following Cartesian square
X
∆ // X × X
δ×δ // Ran X × Ran X
union

X
δ // Ran X
Let F,G ∈ Shv(Ran X ). Then
δ∗(F⊗⋆ G) ≃ δ∗union!(F⊠ G) ≃∆
∗(δ× δ)∗(F⊠ G) ≃∆∗(δ∗F⊠δ∗G) ≃ δ∗F⊗δ∗G,
where the second and third equivalences are due to Proposition 2.8.3 and Proposition 2.10.11.
The fact that δ∗ is monoidal implies that δ∗ is right-lax monoidal. Thus, we have a pair of adjoint functors
δ∗ : Lie⋆(Ran X )⇄ Lie(X ) : δ∗.
Proposition 4.2.3 (Beilinson, Drinfel’d). The adjoint pair δ∗ ⊣ δ∗ induces an equivalence of categories
Lie⋆(X ) ≃ Lie(X ).
Proof. Since δ∗δ∗ ≃ id by Corollary 2.8.4, we know that δ∗ is fully-faithful. But it’s clear that δ∗ is essentially
surjective. Thus, we are done.
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4.2.4. Observe that we have the following commutative diagram
Lie(X )
C∗
c
(X ,−)
%%▲
▲▲
▲▲
▲▲
▲▲
▲
δ!≃δ∗
δ∗
Lie⋆(X )
C∗c (RanX ,−)

Lie(VectΛ)
since C∗
c
(Ran X ,−) is symmetric monoidal with respect to the ⋆-monoidal structures. Thus,
C∗
c
(X ,−) : Lie(X )→ VectΛ
factors through
C∗
c
(X ,−) : Lie(X )→ Lie(VectΛ).
And hence, we have the following corollary to Proposition 4.1.11.
Corollary 4.2.5. We have the following commutative diagram of categories
Lie(X )
C∗
c
(X ,−)

oblv⋆→chComCoAlg◦C
⋆◦δ∗
// Fact(Ran X )
C∗
c
(RanX ,−)

Lie(VectΛ)
C // VectΛ
4.2.6. Consider the following diagram
Shv(X )
FreeLie ◦[−1]

T
δ!
Fact(Conf X )
g! // Fact(Ran X )
g !
oo
Prim[−1]

Lie(X )
oblvLie[1]
OO
δ∗
δ∗
Lie⋆(X )
Uch
// Liech(X )
oblvch→⋆Lie
oo
Cch
OO
Since the compositions of the right adjoint functors in this diagram in both directions are !-restriction to the
diagonal
δ : X → Ran X ,
the right adjoint functors form a commutative diagram. The same is thus true for the left adjoint functors. In
particular, we have the following statement, which provides an alternative way to construct FreeEX .
Proposition 4.2.7. For any F ∈ Shv(X ), we have a natural equivalence
FreeEX F ≃ C
ch(FreeLie(F[−1])) ≃ oblv
⋆→ch
ComCoAlgC
⋆(FreeLie(F[−1])).
Proof. The first equivalence is due to the discussion above, whereas the second one is due to Proposition 4.1.9.
Wewill finish this subsection with the following example where the Lie structure on C∗
c
(X ,−) is easy to compute.
Example 4.2.8. Let f denote the structure map
f : X → Spec k.
The fact that
C∗
c
(X ,−) = f! : Shv(X )→ Vectλ
is right lax monoidal with respect to the ⊗-monoidal structures on both Shv(X ) and VectΛ provides an alternative
way to see how this functor automatically upgrades to a functor on the level of Lie algebras.
Since f ∗ is symmetric monoidal, f ∗ also upgrades to a functor
f ∗ : Lie(VectΛ)→ Lie(X ).
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Moreover, one can check easily that f ∗ commutes with FreeLie, i.e. the following diagram commutes
Shv(X )
FreeLie
// Lie(X )
VectΛ
f ∗
OO
FreeLie // Lie(VectΛ)
f ∗
OO
Indeed, this is because the right adjoints commute.
Let V ∈ VectΛ, and let VX denote the constant sheaf on X with value in V . Then by projection formula
f! FreeLie VX ≃ f! FreeLie f
∗V ≃ f! f
∗ FreeLie V ≃ f!(Λ⊗ f
∗ FreeLie V ) ≃ f!Λ⊗ FreeLie V.
Now, by cup product, f!Λ is a commutative dg-algebra, and the Lie structure on f! FreeLie VX is thus just the
following
[a⊗ v, b ⊗w] = (−1)|v||b|ab[v,w],
since all the Lie/algebra structures in sight are induced by the fact that f! is right-lax monoidal, and the equivalence
above is compatible with this right-lax structure. We refer the reader to [GR, Sect. IV.2.1.2] for a discussion of
how to tensor a commutative algebra with a Lie algebra.
Note that it’s crucial that we are working in characteristic 0 here. Indeed, a priori, f!Λ is an E∞-algebra.
However, in characteristic 0, by [KM], one can functorially replace it by a commutative dg-algebra.
4.3. Gradings. Each of the two constructions of free EX -algebras given above carries a natural grading. The main
result of this subsection states that these two gradings are the same.
We will start with a general remark on graded objects (see also [GR, Sect. IV.2.1.3]). This allows us to construct
two natural gradings on free EX -algebras, attached to the two constructions given above.
4.3.1. Let C be any cocomplete symmetric monoidal stable ∞-category such that colimits distribute over the
tensor product. Then we denote Cgr the category of graded objects in C. More formally, we regard
N= {1,2,3, · · · }
as a discrete category, i.e. the only morphisms are the identities, and define
Cgr = Fun(N,C).
Thus, an object in Cgr could be written as (ci)i∈N, where ci ∈ C.
Note that Cgr is equipped with a natural symmetric monoidal structure
(ci)i∈N ⊗ (di)i∈N ≃
⊕
n=i+ j
ci ⊗ c j

n
.
Moreover, the forgetful functor
oblvgr : Cgr → C
(ci)i∈N 7→
⊕
i
ci
is conservative, and also compatible with the monoidal structures on both sides.
4.3.2. We can now carry out the two constructions of free EX -algebras at the graded level, i.e. with Shvgr instead
of Shv. Indeed, we have the following commutative diagram
(4.3.3) Shv(X )gr
FreeLie ◦[−1]

T
δ!
Fact(Conf X )gr
g! // Fact(Ran X )gr
g !
oo
Prim[−1]

Lie(X )gr
oblvLie[1]
OO
δ∗
δ∗
Lie⋆(X )gr
Uch //
oblv⋆→ch◦C⋆
77♥♥♥♥♥♥♥♥♥♥♥♥
Liech(X )gr
oblvch→⋆Lie
oo
Cch
OO
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Now, the compositions of the right adjoint functors commute for the same reason as before. The same is
thus true for the compositions of the left adjoint functors. It’s also easy to check that oblvgr commutes with the
compositions of the left adjoint functors, so that the construction at the graded level agrees with the non-graded
version. In other words, the equivalence of the two constructions of free EX -algebras upgrades to an equivalence
at the graded level.
4.3.4. Cardinality grading. Let F ∈ Shv(X ). Then we can view F ∈ Shv(X )gr by putting F at degre 1 (and zero
everywhere else). Following the top row of (4.3.3), we obtain a natural grading on
FreeEX F ≃ g!(T (F))
which we will call the cardinality grading.
More concretely, as an element in Shv(ConfX ), we can write
(4.3.5) TF ≃
⊕
n≥1
(TF)n
where
Supp(TF)n ⊂ Confn X .
is a sheaf on ConfX , whose support is Confn X (see §3.5.1 for the definition of TF).
Thus, as a sheaf on Ran X , we also have the following decomposition into a direct sum
(4.3.6) FreeEX F ≃
⊕
n≥1
(FreeEX F)n,
where
(FreeEX F)n ≃ g!(TF)n.
4.3.7. Lie grading. Again, let F ∈ Shv(X ) and view it as an object of Shv(X )gr as above. Following the bottom row,
we obtain another natural grading on
FreeEX F ≃ C
ch(Uch(δ∗ FreeLie(F[−1]))) ≃ oblv
⋆→ch(C⋆(δ∗(FreeLie(F[−1]))))
which we will call the Lie grading.
More concretely, FreeLie(F[−1]) has a natural structure as a graded Lie algebra
(4.3.8) FreeLie(F[−1]) ≃
⊕
w≥1
(FreeLie(F[−1]))w ,
where
(FreeLie(F[−1]))1 ≃ F[−1].
The functor C⋆ then induces a natural grading on the resulting object and we have
C⋆(FreeLie(F[−1])) ≃
⊕
w≥1
C⋆(FreeLie(F[−1]))w.
Remark 4.3.9. This decomposition has the following concrete realization, though we will not need this in the
sequel. Applying the same reasoning as above to the functor Symn for any n≥ 1, we see that
Symn g=
⊕
w≥1
(Symn g)w,
where the case w = n has a particularly nice description
(Symn g)n = Sym
n(g1).
Informally, (Symn g)w is spanned by monomials of degree n in g such that the sum of the weights is w.
This gives us a concrete presentation of C(g)w as a chain complex as follows (see also (4.1.5))
0 // Symw(g1[1]) // (Sym
w−1(g[1]))w // · · · // gw[1] // 0.
In the case where g= FreeLie(F[−1]), C
⋆(FreeLie(F[−1]))w has the form
(4.3.10) 0 // Sym⋆,w(F) // (Sym⋆,w−1(g[1]))w // · · · // gw[1] // 0.
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4.3.11. The following result follows immediately from the discussion in §4.3.2.
Theorem 4.3.12. The equivalence given by Proposition 4.2.7 exchanges the cardinality grading and the Lie grading.
5. CONSEQUENCES
We will now list several consequences of the constructions carried out above. These results are phrased com-
pletely in classical terms.
5.1. Homology of Conf X . Our construction provides a mean to compute homology of configuration spaces.
Proposition 5.1.1. Let X be a scheme, and F ∈ Shv(X ). Then, there exists a functorial quasi-isomorphism of chain
complexes
C∗
c
(Conf X , TF) =
⊕
n≥1
C∗
c
(Confn X , (TF)n) ≃ C
Lie
∗ (C
∗
c
(X , FreeLie(F[−1]))),
which exchanges the cardinality grading (of configuration) on the left hand side with the Lie grading on the right
hand side. Here CLie∗ denotes the homological Chevalley complex functor.
Proof. Due to the functoriality of pushforward with compact support, the construction of FreeEX implies that
C∗
c
(Conf X , TF) ≃ C∗
c
(Ran X , FreeEX F).
The desired equivalence is now a direct consequence of Proposition 4.2.7, Theorem 4.3.12 and Corollary 4.2.5.
When F ≃ ωX is the dualizing sheaf on X , where X is smooth, we recover [Knu14, Thm. 1.1] using Exam-
ple 4.2.8 and the formality result [Knu14, Sect. 7.1]. Indeed, this is the content of Corollary 5.1.5. But first, we
need some preparation.
5.1.2. Let g be a dg-Lie algebra. Then
HLie∗ (g) = H∗(C
Lie
∗ (g))
is computed as the homology of a double complex, and hence could be computed using a spectral sequence
(see [Man15, Ex. 2.2]). This endows HLie
∗
(g) with a filtration functorially depending only on g.
When g is formal, i.e. when there exists a (not necessarily canonical) equivalence
g≃ H∗(g)
of dg-Lie algebras, we have an equivalence (again, not necessarily canonical)
(5.1.3) HLie
∗
(g) ≃ HLie
∗
(H∗(g)).
But by loc. cit., page 2 of the spectral sequence mentioned above is just HLie∗ (H
∗(g)). The equivalence (5.1.3) thus
implies that page 2 is equal to page∞, and we obtain the following result.
Lemma 5.1.4. Let g be a formal dg-Lie algebra. Then, there’s a natural filtration on HLie
∗
(g) that gives rise to a
natural equivalence
gr∗H
Lie
∗ (g) ≃ H
Lie
∗ (H
∗(g)),
where HLie∗ (g) ≃ H∗(C
Lie
∗ (g)).
Corollary 5.1.5. Let X be a smooth scheme of dimension d. Then there exists a natural filtration on H∗
c
(Conf X ,ωConfX )
which gives rise to a natural equivalence
gr∗H
∗
c
(ConfX ,ωConf X )≃ H
Lie
∗ (H
∗
c
(X ,Qℓ)⊗ FreeLie(Qℓ[2d − 1](d)))
In general, for any scheme X , we have
gr∗H
∗
c
(Conf X ,Qℓ) ≃ H
Lie
∗ (H
∗
c
(X ,Qℓ)⊗ FreeLie(Qℓ[−1])).
Remark 5.1.6. Note that FreeLie(Qℓ[−1]) is a very simple object. Indeed, we have
(5.1.7) FreeLie(Qℓ[−1]) ≃ Qℓ[−1]⊕Qℓ[−2],
where the only non-zero bracket is the isomorphism
(Qℓ[−1])
⊗2 ≃Qℓ[−2].
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Remark 5.1.8. There is a small difference between this statement and the statement found in [Knu14]. Namely,
the equivalence we give is natural, which is desirable since we want to talk about compatibility with Galois actions.
Results in [Knu14] could now be done internally in the world of algebraic geometry. For example, the proof
found in [Knu14, Sect. 5.3], which is an argument about the homology of a Lie algebra (namely, the one on the
right hand side of Proposition 5.1.1), could now be copied without any modification to yield a proof in our context.
As a consequence, we get
Corollary 5.1.9. For a connected smooth scheme X of dimension n, cap product with the unit in H0(X ,Λ) induces a
map
H∗
c
(Confk+1 X ,ωConfk+1 X )→ H
∗
c
(Confk X ,ωConfk X )
that is
– an isomorphism, for ∗> −k, and a surjection for ∗= −k, when X is an algebraic curve; and
– an isomorphism for ∗ ≥ −k, and a surjection for ∗ = −k − 1 in all other cases.
5.2. Galois action. One merit of our approach is the fact that Galois actions are already part of the output. More
precisely, let X0 be a scheme over k0, F0 ∈ Shv(X0). Moreover, let X and F be the base changes of X0 and F0 to
k = k0. Then, C
∗
c
(ConfX , TF) automatically carries the action of the Galois group Gal(k/k0).
Since the equivalence given in Proposition 5.1.1 is natural, it’s compatible with the action of the Galois group on
both sides. This implies, for instance, the equivalence in Corollary 5.1.5 and the stabilizing maps in Corollary 5.1.9
are compatible with the Galois actions. Note that in the case where k0 = Fq, Corollary 5.1.5 gives a direct way to
read off the Frobenius weights of the cohomology of configuration spaces.
5.3. A simple example. As a simple example, we will now compute the cohomology of configuration spaces of
An. This same computation has been done in [Knu14, Sect. 6.1]; all we are saying is that the same computation
also yields information about Frobenius weights. We have
H∗
c
(ConfAn,Qℓ) ≃ H
Lie
∗
(H∗
c
(An,Qℓ)⊗ g)
where g is a Lie algebra given in (5.1.7). Note that a priori, this equivalence is only true when the LHS is replaced
by the associated graded with respect to some canonical filtration. The equivalence above is still valid, because,
as we shall see, all the cohomology groups have dimension 1.
Now
H∗
c
(An,Qℓ) ≃Qℓ[−2n](−n)
with no cup product, and thus, the Lie algebra structure on
H∗
c
(An,Qℓ)⊗ g
is trivial.
This implies that
HLie
∗
(H∗
c
(An,Qℓ)⊗ g) ≃ Sym(H
∗
c
(An,Qℓ)⊗ g[1]) ≃
 
Qℓ[u]⊗
∧
v

+
with no differential, where u and v are generators living in
Qℓ[−2n](−n) and Qℓ[−2n− 1](−n)
respectively, and the plus sign denotes the augmentation ideal, i.e. we remove the base Qℓ (note that our Sym is
non-unital). Moreover, in terms of the cardinality gradings, u has degree 1 and v has degree 2. Thus, when d ≥ 2,
we have
H∗
c
(Confd A
n,Qℓ) ≃ u
dQℓ ⊕ u
d−2vQℓ.
Namely,
H i
c
(Confd A
n,Qℓ) ≃
¨
Qℓ(−nd) i = 2nd,
Qℓ(−n(d − 1)) i = 2n(d − 1) + 1.
Remark 5.3.1. In [Knu14], there are many worked out examples, which would be transported using the same
procedure as above.
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APPENDIX A. CATEGORICAL REMARKS
In this appendix, we collect, along with references, several categorical results that are used throughout the
paper.
A.1. Left Kan extension. Let C,C′ and D be∞-categories, where D is cocomplete. Let
α : C→ C′
be a functor. Then, we have the following pair of adjoint functors
LKEα : Fun(C,D)→ Fun(C
′,D) : resα,
where resα is restricting along α, and LKEα is the left Kan extension along α. The latter functor is computed as
follows: for any functor
F : C→D,
and for any c′ ∈ C′,
(LKEα F)(c
′) = colim
c∈C/c′
F(c).
Here, C/c′ fits into the following Cartesian square of categories
C/c′

// C
α

C′
/c′
// C′
A.2. Limits vs. colimits. Let
F :K→ DGCatpres,cont
be a diagram. By the adjoint functor theorem (see [Lurb, Corollary 5.5.2.9]), there exists a functor
FR :Kop → DGCatpres,
where we replace all the arrows by their right adjoints. Denote Ck = F(k) = F
R(k). We have
(A.2.1) lim
k∈Kop
Ck ≃ colim
k∈K
Ck.
It is important to note that the colimit is taken inside DGCatpres,cont and the limit is taken in DGCatpres. Note also
that the inclusion
DGCatpres,cont → DGCatpres
preserves limits but not necessarily colimits (see [Lurb, Prop. 5.5.3.13]).
For any k ∈K, if we let
insk : Ck → colim
k∈K
Ck and evk : lim
k∈Kop
Ck → Ck
be the obvious functors, then, in the case where FR also factors through
FR :Kop → DGCatpres,cont,
the equivalence at (A.2.1) can be realized concretely as
(A.2.2) x ≃ colim
k∈K
insk evk x .
A.3. Adjunctions.
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A.3.1. Let C ∈ DGCatpres,cont, and
F :K→ DGCatpres,cont,
and
α : colim
k∈K
F(k)→ C
a functor in DGCatpres,cont. Let F
R : Kop → DGCatpres be the diagram obtained from F by replacing all functors
by their right adjoints. Denote αk : F(k) → C the functor induced by α, and α
R
k
its right adjoint. Then, the αR
k
’s
determine a functor
αR : C→ lim
k∈Kop
FR(k).
Again, by §A.2, the limit and colimit appearing above are the same. The following lemma is the content of §A.2.
Lemma A.3.2. We have an adjoint pair α ⊣ αR.
A.3.3. Let F,G :K→ Cat be two functors, α : F ⇒ G and αL : G⇒ F two natural transformations, such that for
each k ∈K, αL
k
⊣ αk. By the universal property of limits, α and α
L induce functors
αL : lim
k∈K
F(k)⇄ lim
k∈K
G(k) : α.
We have the following result from [GR, Lem. I.1.2.6.4].
Lemma A.3.4. We have an adjoint pair αL ⊣ α.
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