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区間解析における関数の値域の評価に関する研究
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理工学において，積分や方程式の求解などの連続数学の問題を解くことに対する需要は
非常に高い．しかしそれらの問題は数式処理等による，いわゆる解析的な手法で解くこと
が困難であるため，計算機上の離散的かつ有限精度の計算に置き換えて，すなわち数値的
に解かれている．例えば昨今非線形現象を伴う回路や各種システムに対する解析がさかん
に行われるようになったが，その要因のひとつとして数値シミュレーションを行うための
計算機のハードウェアの性能が飛躍的に向上した点が挙げられる．以上のことから，計算
機を援用した数値計算は理工学全体を通じていまや必須の存在であると言ってよい．
現在の電子計算機による数値計算は浮動小数点演算を基礎としている．浮動小数点演算
では，実数を計算機上に表現する段階で有限桁の浮動小数点数に近似するため，メモリ上
に占める領域が一定のまま絶対値の大きい数値を扱える反面，その計算結果には必ず丸め
誤差が混入してしまう．そのため，ベクトルの内積計算や算術式の評価，連立一次方程式
の直接法による求解などの有限回の代数演算で結果が求まるプロセスにおいてさえも，計
算式と数値によってはわずか数ステップの計算で有効数字が完全に失われてしまうことが
ある．ここでは，計算機の丸め誤差の怖さを端的に示す例として次のような算術式の評価
を紹介する"
例題  	   進 桁の仮数部を持つ倍精度浮動小数点演算において
        	 として，
式 
  
  

  

   

    

  

を評価すると，真の値    に対して計算結果は        	となる．
また，微分方程式をはじめとする非線形関数方程式を数値的に解く場合，これを有限次元
非線形方程式に近似する過程で離散化誤差が混入するし，一般の非線形問題は#$法
などの反復法によって解かれるが，その場合は未収束による打ち切り誤差なども混入する．
以下の災害はこのような数値計算上の誤差が原因であることが分かっている．
  		 年 月 日，サウジアラビアの%&&市で発生したパトリオットミサイルの
欠陥による 人の死亡 例えば  
  		 年月日，ノルウェーの &&'市近郊の!&(で発生した
 海上施設の沈没．これにより  
 億ドル近くの損害が生じた 例えば 
  		年 月 日，フランス領ギアナからの初飛行で打ち上げ直後に発生した&
 ロケットの爆発 例えば 
実は，計算機を用いた数値計算の抱えるこのような問題点は， 	年にハンガリー出身
の数学者である )%  #*+& が今日の計算機の基礎を築いた時点で既に指摘されて

いたことである．その指摘を受ける形で，実際に数値計算を行うためのアルゴリズムはそ
の安定性や収束性が常に意識され，誤差の影響をなるべく受けないで済むように設計され
てきた．ただし，それらのアルゴリズムは得られた結果が数学的にどの程度まで正しい結
果であるかを保証するものではなく，また浮動小数点演算によってそのような保証を与え
るのは技術的に難しいことでもあった．
このような問題に対し，近年，丸め誤差を含む浮動小数点演算においても演算結果の数
学的な正しさを実用的なレベルで保証できることが明らかにされ ，数値計算の精度を保
証するという観点から数値計算法全体を見直す動きが世界的規模で始まった．こうして生
まれたのが精度保証付き数値計算 *+,& ,&,*& $% '*&& &,,*&,-，また
は自己検証的算法 .&&' *+, と呼ばれる数値計算法であり，今後の数値計
算法のあるべき一つの方向として大いに注目されている . 	．
精度保証付き数値計算の根幹をなす重要な技術の一つに区間演算が挙げられる．これは計
算機上における実数を「ある幅を持った実数の集合 区間」として表し，区間同士の演算を
一種の集合算として定義するものである．区間演算は歴史的には須永照雄 
  		 		
等によって  	
年代に提唱された．データ型としての区間は具体的には 下端上端の形
を取り，例えば円周率を表す無理数 であれば   	   
のような区間で表すこと
ができる．このように，つの浮動小数点数のなす区間によって実数を挟み込み，かつその
区間幅によって誤差評価をも同時に行う．実数のこのような表現自体は数学基礎論におけ
る構成的実数論  に端を発しているのだが，須永の区間演算はそこから区間同士の演算
を「演算結果としてあり得る集合を包含するように」定義したものであり，区間演算を用
いた数値解析 区間解析 の先駆けとも言うべきものである．このような須永の功績につい
ては文献 に詳述されており，彼の思想は /．．$- ，0．1．2ら
によって受け継がれた．ここで区間解析の応用例及び区間解析によりもたらされた成果を
以下に示す．
 ケプラー予想の解明 例えば 
 コンピュータグラフィック及びコンピュータ支援設計における空間領域構成法の表示
例えば 
 ロボット制御 例えば 	
 重力係数の測定 例えば 

 ダブルバブル最小化問題の解決 例えば  
区間演算の大きな欠点として，計算された区間は真の解を確かに含むものの，区間幅の
爆発的な増大が起こることが挙げられる．これはとりわけ，はじめから幅を持った区間を
入力として関数の値域を評価する場合など，比較的幅の広い区間を扱う際に顕在化する問
題であり，そのような例を次に示す"

例題  	 関数          の値域を区間  で評価することを考える．区間演算
の定義 第  章で述べるに従って計算した結果が   であるのに対
して，真の像       は   である．
上記の例では区間演算に従って計算した結果が真の像の実に 
 倍の区間の開きになって
いることが分かる．この区間幅の爆発的な増大の原因は二つの関数 と が 
．	， ． の
区間では同じ の関数で互いに相関があり，しかも区間内で傾きが非常に近い値をとりそ
れの減算をするためであり，区間演算ではこの相関性を無視して独立な値として計算して
いるため上記のような区間幅の爆発的な増大が起こってしまうのである．3&$,4-5法を用
いた非線形方程式の全解探索アルゴリズム や区間解析による多変数関数の最大値
探索法 が多大な計算時間を必要とするといった問題，また非線形常微分方程式
の初期値問題の長時間積分 は困難であるといった問題の原因の一つにはこの区間幅の
爆発的な増大が挙げられる．
以上より区間演算における上記の問題を解決する，すなわち区間演算において区間幅の
爆発的な増大を抑制し関数の値域のシャープな包含を得ることは精度保証付き数値計算に
おいて重要な課題である．
  本論文の目的
  節の最後に示した課題に基づき，本論文は区間演算において区間幅の爆発的な増大を
抑制し関数の値域をシャープに包含する方法について考察を与えるものである．本論文は
全体を大きく前半 後半の つに分け，それぞれ異なる視点から   節の最後に示した課題
の達成を目指す．
最初に本論文の前半 第 章，第 章，第 章における研究目的について説明する．区間
演算で起こる区間幅の爆発的な増大を解決するために様々な手法が提案されているが 詳細
は第 章で述べる，まずその方法の一つで，区間演算の有力な拡張であるアフィン演算に
注目する．アフィン演算は  		年にブラジル・6&+&大学の )' ら によっ
て初めて提案され， 		年に 7*4   8'*の 7#66 ブラジル国立科学計算研究
所 学位論文 	によって体系的にまとめられた区間演算の一種である．区間演算では，区
間同士の相関が全く考慮されていないのに対し，アフィン演算ではアフィン形式という特
殊な形式を用いることで，区間の上限・下限のみならず変数間相互の相関関係をも表現で
きる．変数間の相関関係を表現できることで，計算を進めていくうちに減算で起きるべき
打ち消しが起きるし，同類項もまとめることもできる．これによりアフィン演算は区間演
算における区間幅の爆発的な増大を抑制し，通常の区間演算よりも関数の値域をシャープ
に包含することが多いという特徴を持つ．この特徴により，アフィン演算は値域を評価す
る関数が複雑な場合や，値域を評価する関数のそれぞれの項同士において変数間の相関が
強い場合等に特にその効果を発揮する．例えば上記の例をアフィン演算で計算すると  
．
， 
．		となり，真の像と一致する．

一方で，アフィン演算はその非線形演算に関する取り扱いが極めて難しく，現状でなお
多くの課題を残している．そのため，アフィン演算は非線形方程式の全解探索問題におけ
る解の非存在領域の除去 
や解の存在領域の検証  等に大きな威力を発揮するに
もかかわらず，多くの研究者の間に浸透しているとは言い難い状況である．そこで，本論
文の前半では区間演算の新しい局面を切り拓く可能性を秘めたアフィン演算を整備 補完
することによって，アフィン演算の実用化に大きく貢献することを目的とする．
アフィン演算における非線形演算は真の像そのものではなく，線形近似と新しい誤差項
の追加により真の像を包含し，その包含を演算結果としているのだが，そこで新しく追加
される誤差項の係数は一般にはその後の演算で打ち消しが起きず，区間評価の性能を落と
す 区間幅の増大を引き起こす 原因となる．アフィン演算では主な非線形単項演算 

，
 など は既にその最良の計算方法 新しく追加される誤差項の係数の絶対値を理論的に
最小に抑える計算方法 が発見されている．
一方，)' ，7*4   8'*らにより定義されたアフィン形式同士の乗算
の乗法 は，簡便ではあるけれど変数  間に相関がある場合に新しく追加される誤
差項の見積もりが甘く，その結果真の像       の包含をシャープに行っていな
いため，区間評価の性能をかなり落としていた．そこで宮田孝富，柏木雅英 によりア
フィン形式同士の乗算の改良版 改良乗算 が 


年に提案された．この方法は誤差項同
士の積を計算する際に変数間の相関をある程度考慮するような工夫を施すことで，の
乗法よりも新しく追加される誤差項の係数の絶対値を小さくすることに成功している．し
かしながらその新しく追加された誤差項の係数の絶対値は理論的に最小に抑えられたもの
ではなく，改良の余地 その新しく追加された誤差項の係数の絶対値をさらに小さくする
ことが理論上可能である を残している．
そこでアフィン演算の乗算において新しく追加される誤差項の係数の絶対値を理論的
に最小に抑える計算方法 最良乗算 を提案する．最良乗算では非線形二変数関数 曲面
      を平面で線形近似する際に，その平面の傾きは の乗法や改良乗算と
同様に見積もられるものの，その平面の切片と 曲面と平面との 誤差の見積もり方に対し
工夫が施されており，の乗法や改良乗算よりも常に新しく追加される誤差項の係数の
絶対値を同等以下にすることができる．最良乗算を提案した後にこの最良乗算を実用時間
で実行する方法を提案し，さらにいくつかの数値例により最良乗算の有効性を確認する．
アフィン形式同士の除算については文献 	では定義されておらず，従来は   
   のように，逆数をとる非線形単項演算と の乗法の合成として計算していた
文献 	の方法．しかしこのように除算を つの非線形演算に分解すると， 回の演
算で誤差項が つ新しく追加されてしまい，さらに の乗法では誤差項の見積もりが
甘いため，区間評価の性能を落としてしまう．そこで柏木雅英 は除算 を分解せ
ずに直接計算する方法を  			年に提案した 柏木の方法．この方法は非線形二変数関数
   に対して直接線形近似を行う方法で，計算時間を優先して，複雑な場合分け
が必要な部分を近似することにより，計算を一部簡略化している．この柏木の方法におけ
る複雑な場合分けが必要な部分を緻密に計算した方法が白井健一 柏木雅英研究室
修士により 


年に提案された 白井の方法．この方法は変数 ，間に相関が無い場合
であれば最適な評価を与える 新しく追加される誤差項の係数の絶対値を理論的に最小に

抑えることができる が，変数  間に相関がある場合には最適な評価を与えることはで
きない．ゆえに変数 ，間に相関がある場合に白井の方法よりも新しく追加される誤差項
の係数の絶対値を小さくすることができる方法は理論上はあると考えられるが，これまで
は知られていなかった．
そこでアフィン演算の除算において つの方法を提案する 以後これら つの方法を提案
手法  ，提案手法 ，提案手法 と呼ぶ．提案手法  ，提案手法 は文献 	の方法の
様に除算を逆数をとる非線形単項演算と乗算の合成として計算する際に，行われる乗算を
先に述べた改良乗算，最良乗算に変更したものである．これらの方法は  回の演算で誤差
項が つ新しく追加されてしまうものの，変数  間の相関が強い場合には改良乗算，最
良乗算が効果を発揮するため白井の方法よりも新しく追加される誤差項の係数の絶対値を
小さくすることが期待できる．提案手法 は白井の方法を改良したものである．提案手法
では非線形二変数関数 曲面    を平面で線形近似する際に，その平面の傾き
は白井の方法と同様に見積もられるものの，その平面の切片と 曲面と平面との 誤差の見
積もり方に対し工夫が施されており，白井の方法よりも常に新しく追加される誤差項の係
数の絶対値を同等以下にすることができる．これら つの方法を提案した後にいくつかの
数値例によりアフィン演算における除算の全ての方法を比較・検証し，提案手法の有効性
を示す．
次に本論文の後半 第 章における研究目的について説明する．値域を評価する関数を
多項式に限定すると，多項式の性質を生かすことにより，区間演算で起こる区間幅の爆発
的な増大を抑制し関数の値域のシャープな包含を得るための効率的な方法が提案できる．
多項式の値域をシャープに包含することができると，例えば，多くの部分が多項式により
構成されている非線形多変数関数の大域的最適化や多くの部分が多項式により構成されて
いる非線形連立方程式の全解探索アルゴリズムの性能を速度面で向上させることができる．
そこで本論文の後半では多項式の値域のシャープな包含を得る方法を提案することにより，
多項式の値域の評価が多数回必要となる例題に対して，上記のようなアルゴリズムの性能
向上に貢献することを目的とする．多項式の値域の評価において，区間演算で起こる区間
幅の爆発的な増大を抑制する方法として，これまでに法 例えば  ，平均値
形式 例えば に基づく方法，の方法 	
，アフィン演算を使用する方法  
が提案されている．
本論文の後半では多項式の値域の評価方法として，つの方法を提案する 以後これら 
つの方法を提案手法  ，提案手法 ，提案手法 ，提案手法 ，提案手法 と呼ぶ．提案手
法  は与えられた多項式を区間の中心に関するべきの形式に変形してから値域を評価する
方法であり，提案手法 は提案手法  により区間の中心に関するべきの形式に変形された
多項式をさらに変形した後，法を適用する方法である．提案手法 は区間の中心に
関するべきの形式を二次式ずつ括弧でくくり，くくられた括弧内の最大値，最小値を繰り
返し厳密に見積もっていく方法である．また，提案手法 では与えられた多項式をその導
関数で割ったときの剰余を利用して値域を評価する方法であり，提案手法 では与えられ
た多項式と，その導関数を用いて作成された別の多項式との差を利用して値域を評価する
方法である．これらの提案手法を用いて多項式の値域を評価することにより，法，
平均値形式に基づく方法，の方法，アフィン演算を使用する方法よりも多項式の値

域のシャープな包含を得ることが期待できる．これらの手法を提案した後，例によってい
くつかの数値例により，多項式の値域を評価する全ての方法を比較 検証し，提案手法の
有効性を示す．
  本論文の構成
本論文は次のような構成をとる．
第 章では本論文における議論の基礎となり，精度保証付き数値計算の根幹をなす重要
な技術の一つである区間演算について解説する．区間演算は計算機上における実数を「あ
る幅を持った実数の集合 区間」として表し，区間同士の演算を一種の集合算として定義
するものである．区間解析は歴史的には須永照雄らによって  	
年代に提唱された．区間
演算では  下端 9 上端 の つの浮動小数点数のなす区間によって実数を挟み込み，かつそ
の区間幅によって誤差評価をも同時に行う．区間演算の大きな欠点として，計算された区
間は真の解を確かに含むものの，区間幅の爆発的な増大が起こることが挙げられる．この
区間幅の爆発的は区間演算では変数間の相関性を無視して独立な値として計算しているた
めに起こる．
本章ではまず，計算機上における実数の表現について述べ，区間演算をその用語ととも
に定義する．次に区間演算の問題点である区間幅の爆発的な増大について説明する．最後
にこれまでに提案されてきた区間幅の爆発的な増大を抑制する方法について述べる．
第 章では区間演算の有力な拡張であるアフィン演算の定義等について述べる．アフィ
ン演算は )' ，7*4   8'*ら 	によって  		年に提案された区間
演算の一種である．区間演算では，区間同士の相関が全く考慮されていないのに対し，ア
フィン演算ではアフィン形式という特殊な形式を用いることで，区間同士の相関を考慮し，
区間演算における区間幅の爆発的な増大を抑制する．一方で，アフィン演算はその非線形
演算に関する取り扱いが極めて難しく，現状でなお多くの課題を残している．アフィン演
算における非線形演算は真の像そのものではなく，線形近似と新しい誤差項の追加により
真の像を包含し，その包含を演算結果としているのだが，そこで新しく追加される誤差項
の係数は一般にはその後の演算で打ち消しが起きず，区間評価の性能を落とす原因となる．
アフィン演算では主な非線形単項演算は既にその最良の計算方法 新しく追加される誤差項
の係数の絶対値を理論的に最小に抑える計算方法 が発見されている．しかしながら非線
形二項演算では最良の計算方法は一般には知られていない．
本章ではアフィン演算の定義とその有効性，また，非線形二項演算における問題点につ
いて述べる．また，アフィン演算を計算機に実装するときに問題となる丸め誤差の取り扱
いについて，:111標準 の規格に基づく浮動小数点数システムを備えた6/;の存在を
仮定し，<が 8 =，言語が6，6>>の場合を例として説明を行う．
第 章ではアフィン演算における乗算に関して述べる．第 章で述べられた非線形二項

演算の問題は乗算においても例外ではなく，アフィン演算の現状の乗算では最良の計算は
実現できていなかった．そこで本章ではアフィン演算を，特に乗算において整備・補完す
ることによって，アフィン演算の実用化に貢献することを目的とする．)' らによ
り定義されたアフィン形式同士の乗算 （の乗法 	は，簡便ではあるけれど新
しく追加される誤差項の見積もりが甘く，その結果真の像の包含をシャープに行っていな
いため区間評価の性能をかなり落としていた．そこで宮田孝富，柏木雅英によりアフィン
形式同士の乗算の改良版 改良乗算  が 


年に提案された．この方法は誤差項同士
の積を計算する際に変数間の相関をある程度考慮するような工夫を施すことで，の乗
法よりも新しく追加される誤差項の係数の絶対値を小さくすることに成功している．しか
し，その新しく追加された誤差項の係数の絶対値は理論的に最小に抑えられたものではな
く，さらに小さくすることが可能である．
本章ではまずこれまでの方法として の乗法，改良乗算について説明する．次にア
フィン演算の乗算において新しく追加される誤差項の係数の絶対値を理論的に最小に抑え
る計算方法 最良乗算 を提案し，さらにこの最良乗算を実用時間で実行する方法を提案す
る．本章の最後では数値例により最良乗算の有効性を確認する．
第 章ではアフィン演算における除算に関して述べる．乗算同様，第三章で述べられた非
線形二項演算の問題は除算においても例外ではなく，アフィン演算の現状の除算では最良の
計算は実現できておらず，改良の余地を残していた．そこで本章ではアフィン演算を，特に
除算において整備・補完することによって，アフィン演算の実用化に貢献することを目的と
する．アフィン形式同士の除算については原論文では定義されておらず，従来は?@- ? @-
のように，逆数をとる非線形単項演算と乗算の合成として計算していた 文献 	の方
法．しかしこのように除算を つの非線形演算に分解すると， 回の演算で誤差項が つ
新しく追加されてしまい，区間評価の性能を落としてしまう．そこで柏木雅英 は除
算 ?@-を分解せずに直接計算する方法を  			年に提案した 柏木の方法．この方法は非線
形二変数関数 ?9- ?@-に対して直接線形近似を行う方法で，計算時間を優先して，複雑
な場合分けが必要な部分を近似することにより，計算を一部簡略化している．この柏木の
方法における複雑な場合分けが必要な部分を緻密に計算した方法が白井健一 柏木雅英研究
室修士により 


年に提案された 白井の方法．この方法は変数 ?9-間に相関が
ある場合には最適な評価を与えることはできない．ゆえに変数 ?，-間に相関がある場合に
白井の方法よりも新しく追加される誤差項の係数の絶対値を小さくすることが可能である．
本章ではまずこれまでの方法として文献 	の方法，柏木の方法，白井の方法につい
て説明する．次に白井の方法よりも新しく追加される誤差項の係数の絶対値を小さくする
ことが期待できる つの方法を提案する 提案手法  ～提案手法 ．本章の最後においては
いくつかの数値例によりアフィン演算の除算における全ての方法を比較 検証し，提案手
法の有効性を示す．
第 章では多項式の値域の区間評価について述べる．値域を評価する関数を多項式に限

定すると，多項式の性質を生かすことにより，区間演算で起こる区間幅の爆発的な増大を
抑制するための効率的な方法を提案できる．本章では値域を評価する関数を多項式に限定
し，区間演算で起こる区間幅の爆発的な増大を抑制し関数の値域のシャープな包含を得る
方法を提案する．多項式の値域の評価において，区間演算で起こる区間幅の爆発的な増大
を抑制する方法として，これまでに法 例えば  ，平均値形に基づく方法 例
えば  ，の方法 	
，アフィン演算を使用する方法  が提案されている．
本章ではまずこれまでの方法として法平均値形式に基づく方法，の方法，
アフィン演算を使用する方法について説明する．次に つの方法を提案する 提案手法  ～
提案手法 ．本章の最後においていくつかの数値例を行うことにより，多項式の値域を評
価する全ての方法を比較 検証し，提案手法の有効性を示す．
第 章では結論を述べ，本論文を総括する．
	
 

第  章
区間解析
  
  はじめに
本章では，本論文の議論の基礎となる区間解析について述べる．区間解析とは区間演算
を用いた数値解析のことであるが，区間という考え方が導入された理由については前章に
おいて本論文の背景として述べた．また，区間演算の考え方を数値計算に適用して，計算
機の浮動小数点演算の演算結果を実用的な速さと性能で精度保証できるようになるまでの
歴史的な経緯についても前章で簡潔に述べた．本章で行う説明は，前章の説明を受けて区
間解析の現況をより具体的に述べるものである．
まず本章では，計算機における数値の表現について述べ，次に区間解析および精度保証
付き数値計算の根幹をなす区間演算をその用語とともに説明する．最後に区間演算の抱え
る問題点と，現在よく知られているその対処法について概観する．
 計算機における数値の表現
本節では計算機における数値 特に :111標準 に基づいた浮動小数点数 の表現とそ
の表現上で起こる丸め誤差について述べる．理工学において現れるさまざまな問題を解く
ときにそれが数式処理によって解析的に解ける場合は全体的に見て少なく，多くの場合は
計算機上の離散的かつ有限精度の計算に置き換えて解かれていることは前章で述べた．つ
まり，計算機の性能がどんなに進歩したとしても，メモリが有限である以上すべての実数
を計算機で表現できるわけではない．たとえば，円周率などの無理数は循環しない無限小
数となるので，そのすべての桁をメモリに入れることは当然できない．このように計算機
上に表現できない実数は適意に丸められて すなわち近似されて浮動小数点数として表現
される．
現在多くのパソコンやワークステーションでは :111標準 という規格に基づいた 
進数の浮動小数点数システムを採用している．そのようなシステムのもとで，一般に実数
は次のような形で表される ただし実数 の絶対値がごく小さい場合を除く：
    >




>




>   >




  

 

 
  	  
式  の形で表される浮動小数点数のことを正規化数と言う．計算機には実数 の符号や


        の値，指数 	に関する情報を記憶させるが，式  の中の
  >

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の部分を記憶させる領域のことを仮数部と言い，の部分を記憶させる領域のことを指数
部と言う．とくに倍精度浮動小数点数 6言語における  は A-  A で表され
るが，符号を表すのに  A 
なら正， なら負，

を表すのに A つまり  ，指
数部を表すのに   Aがそれぞれ割り当てられている．ただし，指数部を表す   A浮動小
数点数 は符号なし整数で，指数 	と次のような対応がつけられている．
	    
      
 
 
なお，本来   A の符号なし整数によって 
から 

     
までの数を表現できるが，
後述するように   
と   
は正規化数を表現する用途には用いられない．つまり倍
精度浮動小数点数における正規化数の指数 	は 
から  
までの値を取る．
一方，単精度浮動小数点数 6言語における の場合は全体が A-  A で表
され，その内訳は符号に  A，仮数部に A，指数部に A 	          
である．サイズの違いこそあれ，基本的な仕組みは倍精度浮動小数点数と同様である．
さて，正規化数で表現できる絶対値最大の倍精度浮動小数点数は，
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である．また，正規化数で表現できる絶対値最小の倍精度浮動小数点数は，
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であるが，  
とし この場合 	との間に式 の関係は成立しない，実数 と
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のような対応をつけることで，より絶対値の小さい倍精度浮動小数点数の表現を可能にし
ている このことは単精度浮動小数点数の場合も同様．式 のように仮数部の最初の桁
を 
に固定した浮動小数点数のことを非正規化数と言う．非正規化数で表現できる絶対値
最大の倍精度浮動小数点数は，
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である．また，非正規化数で表現できる絶対値最小の倍精度浮動小数点数は，
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である．ここで注意すべきことは，正規化数における仮数部の最初の桁は必ず  に固定し
ており，その  はメモリに格納しないので，たとえば倍精度浮動小数点数においては仮数
部 Aで A分の精度を達成しているのに対し，非正規化数における仮数部の最初の
桁は必ず 
に固定しており，有効数字が 進で 桁未満 桁とも限らないとなるので，
正規化数のときのように A分の精度は達成されないという点である．
その他，倍精度浮動小数点数で 
を表現するには仮数部，指数部を表すそれぞれ A，
  A の浮動小数点数をいずれも 
として，
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のように表現する．また，
や#&# # & #*+A，

や

など不当な演算の
結果として得られるなどの特殊な数を表現する場合，倍精度浮動小数点数では の値を

にすることによって対処している 単精度浮動小数点数の場合もこれに準ずる．正規
 
化された倍精度浮動小数点数の相対的な精度は，    
 
この値のことをマシンイ
プシロンと言うより  
進でおよそ  桁の精度があると考えられる．プロセッサによって
は倍精度浮動小数点数よりさらに高精度の拡張倍精度浮動小数点数 6言語における 	

 を備える場合もあるが，プロセッサごとに規格が乱立しており統一されていない．
このように浮動小数点数システムによって実数を計算機上に表現する方法は，絶対値の
非常に大きい数値に対しても絶対値の非常に小さい数値に対しても，常に一定のメモリし
か割り当てずに済む点ですぐれている．反面，浮動小数点数で表現できない数を浮動小数点
数に近似する過程で丸め誤差が生じてしまう欠点がある．この丸め誤差は，無理数など本質
的に計算機上で表現できない数を丸めるときだけでなく，既に浮動小数点数として表され
た数値の間でなされる演算に対して，その演算結果が丸められて生じることもある．たとえ
ば加減算のような線形演算に対してさえも，絶対値の極端に離れた つの浮動小数点数を
足すときにはいわゆる情報落ち   &' '，積み残しとも言うが起きるし，逆
に非常に近い値をとる つの浮動小数点数の間の引き算ではいわゆる桁落ち ,&,&
が起きて有効数字がいっぺんに失われる．そして，その丸め誤差はときに わずか数ステッ
プからなる代数演算に対してさえも 演算結果の有効数字を完全に消失させてしまうほど
猛威をふるうことがあるのは，前章で指摘したとおりである．
 計算機における丸めの向きの指定の例
一般に :111標準 の規格に基づく浮動小数点数システムを実装している6/;では丸
めの向きの指定が可能であるが，本節では実際に<が8=で，プログラミング言語
が6言語，あるいは6>>言語の場合について，丸めの向きの指定方法を述べる．
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はそれぞれ上向き丸め 切り上げ，下向き丸め 切り捨て，
最近点への丸め 
捨  入，絶対値を小さくする向きへの丸めを行うように定義されたマ
クロである．ただし，プログラム中のどこかに
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のようなグローバル変数を用意する必要がある．
 
 区間演算
本節では区間解析および精度保証付き数値計算の根幹をなす区間演算について述べる．
前章でも少し紹介したが，区間演算は浮動小数点演算における丸め誤差を数学的な厳密さ
をもって把握するための基本的な方法である．区間演算は歴史的には  	
年代に，当時東
京大学の学生であった須永照雄 
 		  		等により提案された．
区間演算では計算機上における実数を「ある幅を持った実数の集合 区間」として表現
する．また，区間は区間と実数，あるいは区間同士の間で定義された演算に関して「閉じ
て 演算結果が区間になって」いて，かつ「演算結果としてあり得る集合を包含するよう
に」定義されたものであり，一種の集合算と見倣すことができる．
データ型としての区間は具体的には 下端上端のように つの浮動小数点数のなす区間
によって実数を挟み込む．また，区間はその区間幅によって計算機上では表せない実数や
区間同士の演算結果などの誤差を見積もっている．
たとえば，
       として，つの 閉区間 
 と   の間の四則演算はそれぞれ
以下のように定義される：

  >     
>  >    


      
       

       +
 
    	+&?
 
    	  

     
   
 
 

 

     
  
しかし，計算機上において実数 
    の値は浮動小数点数に丸められてしまうのだから，
「式  
～式  を計算するときに生じる計算機の丸め誤差はどのようにして計算する
のか」という問題が当然起こってくる．実は，節で述べたように，:111標準 に基
づく浮動小数点数システムにおいては，計算結果の丸めの向きを自由に指定することがで
きる．そこで，式  
～式  において区間の下端を「切り捨て」て，上端を「切り
上げ」て，それぞれ計算することによって，計算機の丸め誤差まで含めて「演算結果とし
てあり得る集合を包含するように」定義することができる．
また，このように区間同士の演算方法が定義された演算を組み合わせてつくられる関数
に対して，その関数の計算手順を区間演算に置きかえることは，関数の値域を包み込んだ
区間 以後，本論文ではこれを区間包囲を呼ぶ．また必要に応じて区間演算を用いて関数
の区間包囲を得ることを「関数の値域を評価する」，あるいは「関数を評価する」と記述
する を得るための一つの手段である．つまり，区間演算には「計算機の丸め誤差を厳密
に把握する」役割と「関数の値域を評価する」役割の つがある．方程式の解を精度保証
付きで求める場合など，むしろ後者の方が重要な役割を果たす．
 区間演算の問題点とその解決法
本節では区間演算の抱える問題点と，現在よく知られているその対処法について述べる．
区間演算の問題点の  つとして，確かに計算された区間は真の値 あるいは像を含むもの
 
の，区間幅が極端に広くなってしまうことが少なくない点が挙げられる．これは関数の値
域を評価する場合など，入力として比較的幅の広い区間を扱った場合に顕在化する問題で
あり，そのような例を例題  で示した．
この現象は，つの関数 と が同じ の関数で互いに相関があるにもかかわらず，区
間演算における減算の定義に従えばその相関性は無視されてしまい，両者が独立に動くも
のとして計算してしまうことに原因がある．
なお，例題  中の式を       と変形して評価すればそのときの結果は
  
  といくらか改善されるし，           と変形すれば真の像
 
		が得られる．このように，区間演算においては数学的に同値な式でも計算の
順序によって大きく結果が異なる場合がある．一般にどのように式を変形すれば良い 過大
評価の少ない結果が得られるかはきわめて難しい問題であり，対象とする関数を多項式に
限っても最適な方法 過大評価を最小に抑える方法はいまのところ知られていない．
また，同様に変数間の相関性を表現できないことに起因する問題として，ラッピング効果
E&' 1F,と呼ばれる現象がある 図  参照．	次元ユークリッド空間 	   
の部分集合を区間で表す場合，ベクトルの各成分が区間値をとる「区間ベクトル」によっ
てこれを表現するが，区間ベクトルによって表すことができるのは 内の超直方体領域
でしかない．換言すれば，各成分間に相関があったとしてもそれを区間ベクトルによって
表現することはできない．これによって区間幅の増大が起きてしまう．例えば
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のとき，とを区間演算で計算すると，
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のように結果が大きく異なる．これは にをかけた結果の真の像は超直方体領域でない
のに区間演算の結果としてはそれを包む $&する 超直方体領域になってしまい，その
結果にさらにをかけたときにも同様の過大評価が生じているためである．以後  と
節において，区間評価における過大評価の問題に対して現在よく知られている対処法
について述べる．
  区間分割
本節では区間評価における過大評価の問題を解決するきわめて自明な方法として，入力
区間を分割して別々に評価し，最後に和集合を取る方法 区間分割 について述べる．この
方法では区間演算による入力区間 における の評価を  とするとき，を
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図  " ラッピング効果
 
のように分解し，分割されたそれぞれの小区間に対して区間演算を行い，最終結果を


 

  
で表せば良い．この方法は単純で過大評価を抑える効果も高いが，分割数を多くすると当
然それだけ多くの時間がかかり，とくに変数の数が多い問題に対しては，充分に効果を発
揮させるのにあまりに多くの分割を必要とする欠点がある．
   平均値形式
本節では区間演算における過大評価の問題を本質的に解決するための方法として，変数間
の相関性を考慮しつつ計算を行う代表的な方法な方法として平均値形式 2& G&* 8+
について述べる．
平均値形式では，関数   "     に対して    の像     	
を評価することを考える．   に対して，平均値の定理
   



	


>        	
が成立する．ここで，
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, は凸包が成立することを利用すると，  	は
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 > 

  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のように評価できる．ここで， は  の導関数  の区間包囲である．区間行列  は導
関数  に区間 を代入して区間演算を行うことによって計算することができる．区間行列
は凸集合であるから，凸包を考える必要はない．は入力区間 に含まれる任意の点である
が，普通は の中心に取る．前述の例をこの方法で計算すると，
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とかなり改善されることがわかる．先に述べたように，区間演算の定義に従ってただ計算
したときには と の間の強い相関を無視したことによって区間幅の大幅な増大を招い
たが，この方法では

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のように，傾きがきちんと打ち消されていることがわかる．
 
また，変数の数が多いときには実用的ではないが，一変数関数に関してはより高次の
H&-展開を考える方法も役に立つ．すなわち，H&-展開
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に対して，=*の剰余項
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を考える  は  の 次導関数．ここで，    
とおくと，
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と変形できるので，平均値形式と同様に考えて，
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のような区間演算を行うことで の包含が得られる．平均値形式は上の評価において
	  
の場合に相当する．
 むすび
本章では，本論文の議論の基礎となる区間解析について説明した．そのためにまず，計
算機上における実数の表現について述べ，次に区間解析で基本となる区間演算をその用語
とともに定義した．最後に区間演算で問題となる区間幅の増大の問題と，それに対して現
在よく知られている解決法について概観した．
次章ではこの区間幅の増大の問題を解決するための方法の一つで，区間演算の有力な拡
張であるアフィン演算の定義とその有効性，また，非線形二項演算における問題点につい
て述べる．
 	


第  章
アフィン 演算
 
  はじめに
本章では区間演算の有力な拡張であるアフィン演算の定義等について述べる．アフィン
演算は )' ，7*4   8'*ら 	によって  		年に提案された区間演
算の一種である．区間演算では，区間同士の相関が全く考慮されていないのに対し，アフィ
ン演算ではアフィン形式という特殊な形式を用いることで，区間同士の相関を考慮し，区
間演算における区間幅の爆発的な増大を抑制する．一方で，アフィン演算はその非線形演
算に関する取り扱いが極めて難しく，現状でなお多くの課題を残している．アフィン演算に
おける非線形演算は真の像そのものではなく，線形近似と新しい誤差項の追加により真の
像を包含し，その包含を演算結果としているのだが，そこで新しく追加される誤差項の係
数は一般にはその後の演算で打ち消しが起きず，区間評価の性能を落とす原因となる．ア
フィン演算では主な非線形単項演算は既にその最良の計算方法 新しく追加される誤差項の
係数の絶対値を理論的に最小に抑える計算方法 が発見されている．しかしながら非線形
二項演算では最良の計算方法は一般には知られていない．
本章ではアフィン演算の定義とその有効性，また，非線形二項演算における問題点につい
て述べる．また，アフィン演算を計算機に実装するときに問題となる丸め誤差の取り扱いに
ついて，本章では :111標準 の規格に基づく浮動小数点数システムを備えた6/;の存
在を仮定し，<が8 =，言語が6，6>>の場合を例として説明を行う．なお，第 
節で示した計算機の丸めの向きを制御するためのマクロ ， 	，	，
を以下の説明において適宜用いる．
 アフィン形式
アフィン 演算は，変数間の相関性を考慮することにより，区間演算で区間が爆発的に増
大する問題を解決する方法の一つである．
アフィン 演算では，変量 はアフィン形式
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で表される．ここで，

は実数であり，

はそれが区間    に含まれることだけが分かっ
ているような *++-変数であり，の変量の部分のそれぞれ独立した構成要素である．

	
をこのアフィン形式の ,& &*，係数 

を部分偏差 && &，

を
 -+Aという． -+Aである 

はそれぞれ独立した値をとって変量 を構成
し，係数 

がそのふれ幅を決定する．
たとえば，アフィン形式  があり，それが
    > 
．



    > 
．


とする．これは変数  間に相関性がない状態で，このとき点  がとり得る領域は図
 のようになる．


 


図  " と に相関がない場合
これに対し，
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．
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では，それぞれがとり得る範囲は 
．  ．で変わらないが 


の係数を見ると分かるよう
に両者には強い相関があり点  のとり得る範囲は図 のようになる．

  


図 " と に相関がある場合
また，アフィン演算を計算機上で実行するためには計算過程で生じる丸め誤差を厳密に
見積もる必要があり，その結果アフィン形式は次式の様になる．
 > 
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ここで

は


     

と同様に区間    に含まれることだけが分かっているような*++-
変数であり，は非負の実数である．     	はそれぞれ 
	
     

の値に対応してお

り，
	
     

の値を求める過程で生じた計算機の丸め誤差全ての絶対値和を によって表
す．この 

の項だけは加減算による打ち消しが起きない．計算機には      	及び 
の値を記憶させる．
 初期化及び通常の区間への還元
超直方体領域
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変数関数 


     

の値域を評価する場合，最初に与えられる個の変数
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は一般に互いに無相関であるから，個の を用いて
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のようなアフィン形式で初期化しておく．これに従い計算機上で区間 変域
 
 はす
でに浮動小数点数であることを仮定を
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
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ように初期化する際，その計算過程で生じる丸め誤差の影響まで厳密に考慮した初期化を
行うには
 D
   >    D
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を計算し， >          を結果とすればよい．
アフィン形式
  
	
> 





>   > 



 

は，次のようにして通常の区間に変換できる．
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
これを計算機の丸め誤差まで含めて厳密に評価するには以下で与えられる区間  を
結果とすれば良い．なお，以下のプログラムコード中の は式   中のJに対応し
ている．
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 アフィン 演算
つのアフィン形式  ，
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に対して，以下に各種演算の定義を行う．すなわち，
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のような，アフィン形式で表す．
以後，アフィン演算の定義を，線形演算と，非線形演算に分けて行う．
 線形演算
演算  が線形な場合の演算は，以下のように定義できる は実定数．
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複号同順
式  ようなアフィン演算同士の加減算を計算機の丸め誤差まで厳密に考慮しながら
行うには以下のようにする：
 	 D
   D    D  >> !   "D
 D
!   > "D
   D    D  >>
  ! >  "   D
   !D
!>  D
	
ただし， " !はそれぞれ  9  9  の丸め誤差項の係数とし， >  
 
>   >
	 
 
> !

を演算結果とする．
また，式  のようなアフィン演算と定数との加減算を計算機の丸め誤差まで厳密に
考慮しながら行うには以下のようにする：
 	 D
   D    D  >> !   D
 D
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    D
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 !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ただし， !はそれぞれ 9の丸め誤差項の係数とし，> 
 
>  >	 
 
>!
 
を演算結果とする．
加えて，式  	のようなアフィン演算の定数倍に対して計算機の丸め誤差まで厳密に

見積もる場合は以下のようにする：
 D
   D 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 >> 
    
    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D     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ただし， は実数 をそれぞれ下向き，上向き丸めで計算 近似したもの 実はこの計
算は が区間の場合にも適用でき，その場合  はそれぞれ区間 の下端と上端を表す，
 はそれぞれ  の下端と上端， " !はそれぞれ  9  9  の丸め誤差
項の係数 いずれも非負であるとし， > 
 
>   >	 
 
>!

を演算結果とする．
特に，式  	において     '&の場合は
   D    D >> !  D
!  D
この操作によって新たな丸め誤差は混入しないが，丸め誤差専用項の係数は常に非負を保っ
ていなければならないことに注意する．! > ! 
 
>    > !	 
 
> !

を演算結果と
する．
 非線形単項演算
アフィン形式
  
	
> 





>   > 



に対する非線形な演算  について，   は一般にアフィン形式で表すことは出来な
い．そこで， を線形演算で近似し，近似誤差を新しいダミー変数 


を導入することに
よって表すことを考える．まず，の変域を
  
	
J
 
 
	
>J
 
 J
 
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

 


で求める．次に，この領域において  をなるべく良く近似する 誤差を最小にするよ
うな一次関数 
>  を求める 図 参照．誤差の最大値
 
	 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図 " 非線形関数の線形近似
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 
 >   
を求め，これをダミー変数 


の係数とする．すなわち，非線形関数  は区間において
  
 > > Æ



であり，よって単項演算の結果は
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 >  > Æ
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
とすればよい．これはダミー変数が一つ増加したアフィン形式であり，領域  において
の真の像を包含している．
非線形単項演算において計算機の丸め誤差まで厳密に見積もる場合は 
 を通常の区間
演算を用いて算出し このとき 
 は区間となる，Æをその絶対値ができるだけ大きくなる
ように適意に丸めの向きを変更して算出する．このような算出の後に得られた式 に
対して，節で述べた計算機の丸め誤差まで厳密に見積もる線形演算を適用すれば，その
演算結果となるアフィン形式は計算機の丸め誤差まで厳密に見積もりながら領域におい
て の真の像を包含している．
 非線形二項演算
アフィン形式  "
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
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
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> 





>   > 




に対する非線形二項演算     について考える．例えば，  ， ，  などであ
る．非線形二項演算も単項演算の場合と同様に，と の変域，! を求め，    !
において  をなるべく良く近似する Æを最小にする一次式 
 >  > を求め，

>  > > Æ



を結果とする．
非線形二項演算において計算機の丸め誤差まで厳密に見積もる場合も非線形単項演算と
同様に，
  を通常の区間演算を用いて算出し このとき 
  は区間となる，Æをその
絶対値ができるだけ大きくなるように適意に丸めの向きを変更して算出する．このような
算出の後に得られた式 に対して，節で述べた計算機の丸め誤差まで厳密に見積も
る線形演算を適用すれば，その演算結果となるアフィン形式は計算機の丸め誤差まで厳密
に見積もりながら領域   ! において  の真の像を包含している．
 最適な非線形演算について
最適な評価を与える非線形演算を，追加されるダミー変数 


の係数 Æが最も小さくな
る非線形演算と定義する．すなわち非線形単項演算の場合，最適な評価を与えるアフィン
形式
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を最小にするような 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
により与えられる．ここで，節で述べた方法で一次
関数 
 > を Æが最小になるように選んだ場合，式 は最適な非線形演算となる 式
 式 となる．
二項演算の場合も，最適な評価を与えるアフィン形式
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を最小にするような 
	
 


     

で与えられる．しかし，式 を直接求めることは極め
て難しい．節で述べたように，と の変域，! を求め，    ! において非線
形二項演算    をなるべく良く近似する Æを最小にするような一次式 
> > 
を選び，
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	
を結果としても式 	は最適な非線形演算となるとは限らない 式  式 	とは
限らない．これは，と に相関性がある場合，点  は一般に    ! で与えられる
長方形領域内の全ての点を取らないためである．一般に点  の取り得る領域は，	   
の場合は線分に，	  の場合は点 

 

を対称の中心とする点対称な凸 	角形になる．
以後，このような領域を本論文では領域と呼ぶ．例えば
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のとき，領域は図の斜線部となる．そこで，領域において非線形二項演算   
    
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図 " 点  の取り得る領域
をなるべく良く近似する Æを最小にする ような一次式 
>  > を選び，
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を結果とすれば式 は最適な非線形演算となる 式  式 となるが，この
非線形二項演算を実現する 式 の 
   Æを求める方法は一般には難しい．アフィ
ン形式同士の乗除算も例外ではなく，最適な方法は知られていなかった．
	 むすび
本章では区間幅の増大の問題を解決するための方法の一つで，区間演算の有力な拡張で
あるアフィン演算の定義とその有効性，また，非線形二項演算における問題点について述
べた．
次章ではアフィン演算における乗算について述べる．まずこれまでの方法として，)'
，7*4 ． 8'*らにより定義された の乗法，宮田孝富，柏木雅英によ


り提案された改良乗算の説明を行う．次に最適な評価を与える方法 最良乗算 を提案し，
さらにこの最良乗算を実用時間で実行する方法を提案する．次章の最後においてはいくつ
かの数値例により最良乗算の有効性を確認する．
 

第  章
アフィン 演算における乗算

  はじめに
本章ではではアフィン演算における乗算に関して述べる．第 章で述べられた非線形二
項演算の問題は乗算においても例外ではなく，アフィン演算の現状の乗算では最良の計算
は実現できていなかった．そこで本章ではアフィン演算を，特に乗算において整備・補完す
ることによって，アフィン演算の実用化に貢献することを目的としている．)' ら
により定義されたアフィン形式同士の乗算 （の乗法 	は，簡便ではあるけれ
ど新しく追加される誤差項の見積もりが甘く，その結果真の像の包含をシャープに行って
いないため区間評価の性能をかなり落としていた．そこで宮田孝富，柏木雅英によりアフィ
ン形式同士の乗算の改良版 改良乗算  が 


年に提案された．この方法は誤差項同
士の積を計算する際に変数間の相関をある程度考慮するような工夫を施すことで，の
乗法よりも新しく追加される誤差項の係数の絶対値を小さくすることに成功している．し
かし，その新しく追加された誤差項の係数の絶対値は理論的に最小に抑えられたものでは
なく，さらに小さくすることが可能である．
本章ではまずこれまでの方法として の乗法，改良乗算について説明する．次にア
フィン演算の乗算において新しく追加される誤差項の係数の絶対値を理論的に最小に抑え
る計算方法 最良乗算 を提案し，さらにこの最良乗算を実用時間で実行する方法を提案す
る．本章の最後では数値例により最良乗算の有効性を確認する．
 これまでの方法
本節ではアフィン演算における乗算のこれまでの方法について，の乗法，改良乗算
の説明を行う．
  	の乗法
の乗法では  の変域を ! として9      ! において，
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を結果とする．この方法は変数 間に相関がない場合に限れば最適な評価を与えるが，変
数  間に相関がある場合には最適な評価を与えることができない．なお，この方法の計
算量は"		は の個数である．
   改良乗算
 節に示した の乗法 は 節の考え方を基礎としているが，本節ではそれ
とは異なる考え方による乗算の定義を示す．この方法では，アフィン形式 ，"
  
	
> 





>   > 



  
	
> 





>   > 




の積を直接展開したもの
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をもとに乗算の定義を行う．式 自体はアフィン形式でないが，   
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を満たすような ，Æの値を決定すれば，アフィン形式
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は乗算   の真の像を包含しており，この式 をアフィン演算における乗算の定義と
して良い．この考え方によれば，の乗法は式 の ，Æを
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で見積もった方法であると見倣すことができる この式 が式 を満たすのは明ら
かである．
しかし，式 の評価では同類項である
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をまとめずに絶対値和を取っ
ている点で改善の余地を残している．また，式 の評価では 
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の部分が常に非負と
なることを反映できていない．すなわち，   
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を単独で置き換え
るなら本来
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とすべきところを，式 では
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と評価しており，その分だけ最終的な区間評価の性能を落としている Æを大きくしている．
これに対し，以上の問題点を考慮したうえで
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を演算結果としたのが，アフィン演算における改良乗算である．この方法は の乗法
と比べて常に同等以上の評価を与えるが，その評価が最適であるとは限らない．なお，こ
の方法の計算量は"	である．

 提案手法 
最良乗算
本節ではアフィン演算の乗算において誤差項の係数の絶対値を理論的に最小に抑える計
算方法 最良乗算を提案する．また本節ではこの最良乗算を実用時間で実行する手法を提
案する．最良乗算の手順は以下のとおりである．
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により 
9を決定する．

 点  が取り得る領域を，
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とおき，次のような  
 
  
 
を求める．
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より 9Æを求め，
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を結果とする．
 
この方法は の乗法，改良乗算に比べて常に同等以上の評価を与え，その評価は最適
である．
 における 
 の決定の仕方が最適であることを  節で証明し，
の
詳細を 節，節で説明する．

 線形近似方法 について
本節では乗算    に対する線形近似の傾きを 節の 
 のように決定することに
関して，その最適性を保証する次の定理の証明を行う．
定理   領域   を点 

 

を対称の中心とする点対称な有界閉集合とする．また，
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このとき Æ
 に関して次式が成立する．
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 がアフィン形式のとき，点  の取り得る領域 ( &'は 節で述べたよう
に点 

 

を対称の中心とする点対称な有界閉集合となるから，定理  を適用できる．
この定理より，最良乗算に用いる線形近似の傾きは，の乗算や改良乗算におけるそ
れと同じであることがわかる ただしこれらの方法はいずれも  
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のかわりにその上界を，
 
 
のかわりにその下界を与えている．そして，その見積もりの優劣が最終的な性能の優
劣に直結している．
定理  は次のように証明される．
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ゆえに
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であることが示され，ここに題意は満たされた．
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 
の求め方  について
本節では 
の詳細を説明する．まず最初に次の定理を証明する．
定理      において，点  の取り得る領域   が，有界閉集合であるとする．
また，
      
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とし， 
 
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 
をそれぞれ次のように定める．
 
 
 +&?
 	
   
 
 
 +
 	
   
このとき， 
 
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 
を与える点  はいずれも領域の境界 %上に存在する．
 
，がアフィン形式のとき，領域は 節で述べたように有界閉集合となるから，定理
を適用できる．
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において，を固定すると，  は について線形となり，  が最大，最小となる
のは の値が の取り得る領域の上端，あるいは下端のときだけである．例えば図 に
おいて，      と固定したとき，  が最大，最小となるのは   

ある
いは   

のときである．よって題意は満たされた．
 
この定理より， 
 
  
 
を求めるためには領域の辺上の点だけ調べればよいことが分
かる．そこで領域のある辺上での   の最大値，最小値求め，この最大値，最小値を
 
 
  
 
の候補とすることを考える．証明  より，点 
	
 
	
に関して点対称な二辺は同
一の候補を与えるので，ある辺上での   の最大値，最小値  
 
  
 
の候補を得た
ら，その辺と点 
	
 
	
に関して点対称な辺上に関してはこの操作を行う必要は無い．ゆえ
に領域の辺上での   の最大値，最小値を得るという操作を点 
	
 
	
に関して点対
称でない 	本の辺に対して行うことにより，全部で 	個の候補を得ることができる．この
	個の候補内の最大値，最小値が  
 
  
 
である．


 領域の辺の求め方 最良乗算を実用時間で実行する方法
領域の辺上での   の最大値，最小値を得るためには，	個の領域の辺を得る
必要があるので，本節ではその方法について考える．まず凸 	角形を形成する領域の
辺の候補を得ることを考える．領域の辺の候補は，
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となる．パラメータとする 

をどれにするかで 	通り，さらにパラメータとする 

を決定
したとき，その 

以外の 	  個の を， ， のどちらに固定するかで  
通り存在す
るので，領域の辺の候補は全部で 	   
個存在する．
そこで式 を   に代入すると，  は 

に関する二次式  

となり，  


  の範囲における  
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の最大値，最小値が領域の辺上での   の最大値，最小
値  
 
  
 
の候補である．前述のように，点 
	
 
	
に関して点対称な二辺は同一の候
補を与えるので，ある辺上での   の最大値，最小値を得たら，その辺と点 
	
 
	
に
関して点対称な辺に関してはこの操作を行う必要は無い．
だが領域の辺の候補全てを   に代入し，最大値，最小値を得ると，最良乗算の計
算時間が"となってしまうので，	の増加時に指数関数的に増加してしまう．よって
最良乗算が，	の増加時には実用時間で実行することができなくなってしまう．
そこで次に	  
個の候補の中から 	個の領域の辺を得ることを考える．式 
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となる．この式中の 
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を  ， のどちらかに固定したものが，式 の 

を消去した
ものである．領域は凸 	角形なので，領域の辺は式 中の定数項が最大，また
は最小となるものである．式 を
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とすると式 中の定数項が最小となるので，式 を式 あるいは式 と
すれば，	   
個の候補を得る必要が無くなり，	個の領域の辺の式を直接得ること
ができる．なお，式 ，式 により得られる二辺は点 
	
 
	
に関して点対称であ
 
るので，どちらか片方の辺を   に代入し最大値，最小値を得たら，もう片方の辺に関
してはこの操作を行う必要は無い．	個の辺のみを   に代入し，最大値，最小値を得
るだけで済むと，最良乗算の計算時間は"	となるので，	の増加時にも指数関数的に増
加することはない．よって最良乗算を 	の増加時にも実用時間で実行することができる．
 数値例
本節ではいくつかの数値例により，前章で提案した提案手法 最良乗算とこれまでの乗
算の方法との比較を行い，最良乗算の有効性を確認する．なお，筆者が数値実験を行った計
算機環境は6/;"/*+ :G !4，メモリ"
!=，コンパイラ" 2, G*&6>>
G 
であり，全ての計算を倍精度浮動少数点数を用いて行っている．
 数値例  
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のようなアフィン形式で表すことが
でき，
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とおいたところに，#，$を代入することで，次の式を得る．
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これに対し，乗算のそれぞれの方法のプログラムを実行する．上式を，これらのプログラ
ムでは
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#．
 #．$
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"#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．
と入力する．の乗法を行うプログラムで得られる出力結果は，
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のように表わしている．
同様に，改良乗算を行うプログラムで得られる出力結果は，
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．$
!# ．$
! #．
!# ． $
となり，最良乗算を行うプログラムで得られる出力結果は，
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!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となる．追加される誤差項の係数 

は一般には打ち消しが起きず，ここでの過大評価は区
間評価の性能を落とす原因となる．ゆえにこの場合，

が小さい乗法ほど，シャープな値
域の評価を与える乗法である．よってこの例では最良乗算が最もシャープな値域の評価を
与える乗法であることが確認できる．
数値例  では明確に与えられたアフィン形式  に対して全ての方法で乗算   を行っ
た．このとき追加される の係数 Æの値，実行時間 &,を表  にまとめておく．なお，
の乗法，改良乗算，最良乗算を行ったときに与えられる Æを Æ

 Æ

 Æ

とし，実行時間
を 

 

 

とする．
  数値例  に関する考察
表  より，最良乗算が の乗法，改良乗算よりも小さな Æを与えることが確認でき
る．二番目の数値例においては Æの値が つの方法で等しいが，これは入力した変数 ，
間に相関がないためである．また表  より最良乗算の計算時間は の乗法，改良乗算
よりも多少大きいものの，比較に足るものであることも確認できる．

表  " 明確に与えられた  に対する の乗法，改良乗算，最良乗算の性能比較
与えられたアフィン形式
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アフィン形式
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同士の乗算   に関して，の乗法，改良乗算，最良乗算をそれぞれ行う．このとき
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を  



回算出したときの平均を表 に，

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回算出したときの平均を
表 にそれぞれ示す．なお，係数 
	
     

 
	
     

は表 ，中の条件を満たす乱
数として与えた．
 数値例 に関する考察
表 より の乗法により与えられた Æの絶対値に対して，改良乗算によるそれは 
割程度であるのに対し，最良乗算によるそれは半分程度であることが分かる．この例から
も最良乗算の有効性が確認できる．
また最良乗算の計算時間は の乗法，改良乗算よりも多少大きいものの，比較に足
るものであることが表 からも確認できる．特に表 より の増加時に




の平均，




の平均 が増加していることが確認できる．これは の乗法の計算量が"	なのに対
し，改良乗算，最良乗算の計算量が"	であるという事実と一致した結果といえる．
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表 " それぞれの方法で乗算   を行ったときの Æの比の平均値の比較
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表 " それぞれの方法で乗算   を行ったときの実行時間の比の平均値の比較
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 数値例 
次式で表されるロジスティクス写像の値域の包含を得ることを考える．



 

  

　   
        
ここで，定義域（入力区間）を 
	
 
  
 
 とする．使用した方法は以下のとおり．
方法  通常の区間演算を使用して式 の値域（

の変域）の包含を得る．
方法  乗算に の乗法を採用したアフィン演算を使用して式 の値域の包含を
得る．
方法  乗算に改良乗算を採用したアフィン演算を使用して式 の値域の包含を得る．
方法  乗算に最良乗算を採用したアフィン演算を使用して式 の値域の包含を得る．
様々なに対して方法から方法を適用したときの，式 の値域の包含の区間幅
を表 に，実行時間（秒）を表 に示す．なお，表中の KLCは求める包含の上端，ある
いは下端の計算時にオーバーフローが起きたことを意味する．
表 " 方法から方法が与える包含の区間幅の比較
 方法 方法 方法 方法
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表 " 方法から方法の実行時間（秒）の比較
 方法 方法 方法 方法
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 数値例 に関する考察
表 より，方法では区間幅の爆発的な増大が起きているのに対し，方法=，方法6，
方法では値域がシャープに包含されていることが確認できる．さらに全ての方法の中で
も方法が最もシャープな包含を与えている．よってこの数値例からも最良乗算の性能の
高さを確認できる．
表 より，方法 =，方法 6，方法は方法に比べて非常に多くの計算時間を必要と
することが確認できる．しかしながら，方法=，方法6，方法はこの弱点を補って余り
あるだけのシャープな包含を与えている．アフィン演算を使用する方法（方法=，方法6，
方法）同士の実行時間に関しては，数値例 ，数値例 で与えた結果と同様の傾向が確認
できる．
 むすび
本章ではアフィン演算における乗算について述べた．まずこれまでの方法として，
の乗法，改良乗算の説明を行った．次に最適な評価を与える方法 最良乗算を提案し，さ
らにこの最良乗算を実用時間で行う方法を提案した．最後に，いくつかの数値例により最
良乗算の有効性を確認した．
次章ではアフィン演算における除算について述べる．まずこれまでの方法として，文献
	の方法，柏木の方法，白井の方法について説明する．次に つの方法を提案する 提
案手法  ～提案手法 ．最後に，いくつかの数値例によりアフィン演算の除算における全
ての方法を比較 検証し，提案手法の有効性を示す．

第  章
アフィン演算における除算
	
  はじめに
本章ではアフィン演算における除算に関して述べる．乗算同様，第三章で述べられた非
線形二項演算の問題は除算においても例外ではなく，アフィン演算の現状の除算では最良
の計算は実現できておらず，改良の余地を残していた．そこで本章ではアフィン演算を，特
に除算において整備・補完することによって，アフィン演算の実用化に貢献することを目
的としている．アフィン形式同士の除算については原論文では定義されておらず，従来は
?@- ? @-のように，逆数をとる非線形単項演算と乗算の合成として計算していた 文献
	の方法．しかしこのように除算を つの非線形演算に分解すると， 回の演算で誤
差項が つ新しく追加されてしまい，区間評価の性能を落としてしまう．そこで柏木雅英
は除算 ?@-を分解せずに直接計算する方法を  			年に提案した 柏木の方法．こ
の方法は非線形二変数関数 ?9- ?@-に対して直接線形近似を行う方法で，計算時間を優
先して，複雑な場合分けが必要な部分を近似することにより，計算を一部簡略化している．
この柏木の方法における複雑な場合分けが必要な部分を緻密に計算した方法が白井健一 柏
木雅英研究室修士により 


年に提案された 白井の方法．この方法は変数 ?9-
間に相関がある場合には最適な評価を与えることはできない．ゆえに変数 ?，-間に相関が
ある場合に白井の方法よりも新しく追加される誤差項の係数の絶対値を小さくすることが
可能である．
本章ではまずこれまでの方法として文献 	の方法，柏木の方法，白井の方法につい
て説明する．次に白井の方法よりも新しく追加される誤差項の係数の絶対値を小さくする
ことが期待できる つの方法を提案する 提案手法  ～提案手法 ．本章の最後においては
いくつかの数値例によりアフィン演算の除算における全ての方法を比較 検証し，提案手
法の有効性を示す．
 これまでの方法
本節ではアフィン演算における除算について，これまでの方法として文献 	の方
法，柏木の方法，白井の方法の説明を行う．
  文献 

の方法
 節で述べたように，アフィン 演算の除算においては文献 	で定義すらされてお
らず，文献 	では は


  
 

 
のように式変形され，逆関数をとる非線形単項演算と の乗法の組み合わせにより計
算されていた．この方法では つの非線形演算となるため新しい を つも追加する必要
があり，かつ変数  間に相関があるときに の乗法が Æを甘く見積もるため，区間評
価の性能を落としてしまう．なお，この方法の計算量は"		は の個数である．


   柏木の方法
本節では除算を  回の非線形演算で行う柏木の方法を説明する．本方法は


を 
>>
で近似する方法であるので，
+&?
  




 
 >  >  
をなるべく小さくする 
，，を決定する問題を考える．ただし  の変域を    
とする．
ここで を固定すると，


 
> > は について線形，すなわち 


 
> > 
をの関数と見たとき最大となるのは，  または  のときである．すなわち式 
を小さくする問題は，
+&?
 
+&?




 
 >  >  +&?




 
>  > 


を小さくする問題と等価である．ここで を固定し，
#  +&?




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$  +
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

 
  +&?
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
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とすると，式  は
+&?

# $


  



を下回らないことは明らかである．また 
，を

 >   
#> $



 >   
 > 


を満たすように定めると式 の値は式 の値に一致する．したがって Æは式 で
与えられ，
，は式 ，式 を満たすように決めれば良い．よって式 を小さく
するような を求める問題に帰着する．そこで，をパラメータとする の関数

 
  


  
 
を考えその     における最大最小を考えるとグラフの形から表  のようになる．

 
  
 
の最大値
 
の最小値）とすると，#，$は   のときの最大最小，，
は   のときの最大最小であるから，式 を小さくする問題は
+&?
 
 
 
 	
を小さくする問題になる．
 
と 
 
のグラフは図  のようになるので，この つのグ
ラフの交点で最小値をとる．
グラフの式はわかっているので交点を求めることは可能であるが，場合分けが複雑にな
り，計算時間も増加する．そこで 
 
の近似
M
 
    >


  

を使って を近似的に算出する．このとき は，
  
 

> 

  
で求められる．
から 
 を計算するには，次の方法が簡単である．式 を計算すれば，式 ，式
式 により，
，，Æは計算できる．# $  は，


 のグラフの形より高々点
における関数評価で計算できる．
# $は，点 ， 点 ，点




  
9 


 
で   




 の場合のみ において関
数


 を計算したときの最大，最小である．
 は，点 ， 点 ，点
	



  
9 
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で   
	



 の場合のみ において関
数


 を計算したときの最大，最小である．
なお，この方法の計算量は"	である．
 
 白井の方法
この方法は， 柏木の方法に基づき，複雑な場合分けをした結果最良の を求めたもので
ある．
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の つがあり，これらの中で条件



   


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を満たすもののうち，最小の値をとるものを選べばよい．それ以外の場合には，
  
 

> 


とする．
と と Æの選び方は柏木の方法と全く同様である．この方法は変数  間に相関
がない場合には最適な評価を与える．だがこの方法は変数  間に相関がある場合には最
適な評価を与えることができない．
なお，この方法の計算量は"	である．
 アフィン演算の除算における提案手法
本節ではアフィン演算の除算において つの方法を提案する．以後，これらの方法を提
案手法  ，提案手法 ，提案手法 と呼ぶ．

 提案手法  
この方法は，逆数をとる非線形単項演算と 節で述べた改良乗算を用いて，   
を行う方法である．文献 	の方法と同様， 回の除算で 回の非線形演算を行うため，
つの が追加されてしまうが，変数  間の相関が強いときに改良乗算が効果を発揮する
のでこの方法はこれまでの方法よりも小さな Æを与えることが期待できる．アフィン形式
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で与えられる．この方法の計算量は"	である．

  提案手法 
この方法は，逆数をとる非線形単項演算と 節で述べた最良乗算を用いて，    
を行う方法である．文献 	の方法と同様， 回の除算で 回の非線形演算を行うため，
つの が追加されてしまうが，変数  間の相関が強いときに最良乗算が効果を発揮する
のでこの方法は提案手法  よりも小さな Æを与えることが期待でき，さらにこれまでの方
法より小さな Æを与える場合が期待できる．アフィン形式
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に対して，この方法で除算 を行う場合の手順は以下のとおりである．

  の変域が  であるとき 節より  は
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である．これを
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とおく．

 点  が取り得る領域を領域，また   を
      
	
 > 
	
 
とおき，次のような  
 
  
 
を求める．
 
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を求める具体的な方法については 節，節を参照されたい．
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より 9Æ

を求め，


   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> Æ
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
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を結果とする．
 
この方法の計算量は"	である．


 提案手法 
この方法では柏木の方法，白井の方法と同様に除算の演算結果を


 
 >  > > Æ



と記述する．
 に関しては白井の方法と同様の手順で求める．これにより 
 は長方形領
域   ! に対して最適なものとなる．そしてその 
 を用いて領域に対して最適な  Æ
を求める．この方法の手順を以下に示す．

  白井の方法により 
9を求める．

 点  が取り得る領域を領域，また   を
    


 
 >  	
とおき，次のような  
 
  
 
を求める．
 
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より 9Æを求め，


 
 >  > > Æ
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を結果とする．

 この方法における 
9の取り方は常に最適とは限らないが，与えられた 
 に対する ，Æ
の取り方は常に最適である．この方法は柏木の方法，白井の方法に比べ，常に同等以下の
Æを与えることができる．
なお，この方法の計算量は"	である．
 
 
， 
 
の求め方，すなわち 
の詳細を以下に説明する．まず最初に次の定理を
証明する．
定理   
 
， 
 
を与える点 は常に領域の境界 %上に存在する．
 
証明 
 ，  


 
 >  
において，を固定すると， ，は について線形となり， ，が最大，最小となる
のは の値が の取り得る領域の上端，あるいは下端のときだけである．ゆえに図 に
おいて，     ，と固定したとき， ，が最大，最小となるのは   

ある
いは   

のときである．図 は 
   かつ 
  で ，が 個のときの領域の例
であるが，他の場合も同様である．よって題意は満たされた．
 



 

 


図 " 定理 の証明
 

この定理より， 
 
， 
 
を求めるためには領域の辺上の点だけ調べればよいことが分
かる．そこで領域のある辺上での  ，の最大値，最小値を求め，この最大値，最小
値を  
 
， 
 
の候補とすることを考える．ゆえに領域の辺上での  ，の最大値，最
小値を得るという操作を点 
	
，
	
に関して点対称でない 	本の辺に対して行うことによ
り，全部で 	個の候補を得ることができる．この 	個の候補内の最大値，最小値が  
 
， 
 
である．
領域の辺上での  ，の最大値，最小値を得るためには，	個の領域の辺を得
る必要がある．	個の領域の辺を得る方法については第 節を参照されたい．
節に示した方法により得られた式 を  ，に代入すると， ，は 

に関する式
 

となり，   

  の範囲における  

の最大値，最小値が領域の辺上での  
，の最大値，最小値  
 
， 
 
の候補となる．
 数値例
本章ではいくつかの数値例により，前章で提案した つの提案手法とこれまでの除算の
方法との比較を行い，提案手法の有効性を示す．なお，筆者が数値実験を行った計算機環境
は6/;"/*+ :G !4，メモリ"
!=，コンパイラ" 2, G*&6>> G 

であり，全ての計算を倍精度浮動少数点数を用いて行っている．
 数値例  
#  
  $    において，
#> 
$ > 
# $ >  
の値を計算する．変量 # $は #   >


 $  >

のようなアフィン形式で表すことができ，

  #> 
$ > 

  # $ > 

とおいたところに，# $を代入することで，次の式を得る．

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これに対し9つの方法のプログラムを実行する．上式を9これらのプログラムでは
# )$
#)
 #)$
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" #%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	
と入力する．文献 	の方法を行うプログラムで得られる出力結果は9
!#)'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#%)$
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となる．出力結果 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が を
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のように表わしている．
同様に9柏木の方法を行うプログラムで得られる出力結果は9
!#) (
!#%)('
! #)$*$'
!#)'*(&
となり，白井の方法を行うプログラムで得られる出力結果は9
!#)$ '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となり9提案手法  を行うプログラムで得られる出力結果は9
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となり，提案手法 を行うプログラムで得られる出力結果は9
!#)$' &
!#%)$
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!#)(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となり，提案手法 を行うプログラムで得られる出力結果は9
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!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

となる．追加される誤差項の係数 

は一般には打ち消しが起きず，ここでの過大評価は区
間評価の性能を落とす原因となる．ゆえにこの場合，

が小さい除法ほど，シャープな値
域の評価を与える除法である．よってこの例では提案手法 が最もシャープな値域の評価
を与える除法であることが確認できる．
数値例  では明確に与えられたアフィン形式  に対して全ての方法で除算 を行っ
た．このとき追加される の係数 Æの値，実行時間 &,を表  にまとめておく．
なお，文献 	の方法，柏木の方法，白井の方法，提案手法  ，提案手法 ，提案手
法  を行ったときの Æを Æ

 Æ

 Æ

 Æ


 Æ

 Æ

とし，実行時間を 

 

 

 


 

 

とする．ここ
で文献 	の方法，提案手法  ，提案手法 では 回の非線形演算が必要となるため，
Æ

 Æ


 Æ

は 回の非線形演算により新しく追加された 個の の係数の絶対値和とする．
  数値例  に関する考察
表 より提案手法  ，提案手法 は文献 	の方法よりも小さな Æを与えているこ
とが確認でき，柏木の方法，白井の方法に対しては数値例により Æの大小関係は様々であ
ることが確認できる．
表 の 番目の数値例においては Æが文献 	の方法，提案手法  ，提案手法 の
間で等しく，白井の方法と提案手法 で等しいが，これは乗算の場合と同様，入力した変
数  間に相関がないためである．また提案手法 ，提案手法 は提案手法  よりも小さな
Æを与えていることも表 より確認できる．これは提案手法 ，提案手法 は提案手法  
よりもさらに変数  間の相関を考慮して除算を行う方法だからであると考えられる．
提案手法  ，提案手法 は柏木の方法，白井の方法に比べ，変数  間の相関が考慮さ
れているという長所を持つ反面，回の非線形演算を行わなければならないという短所を
持っている．ゆえに表 において提案手法  が柏木の方法，白井の方法よりも小さな Æを
与えている数値例や提案手法 が柏木の方法，白井の方法，提案手法 よりも小さな Æを
与えている数値例では，この方法の長所の方が短所よりも強く反映されており，上記とは
逆の結果を与えている数値例では，この方法の短所の方が長所よりも強く反映されている．
特に提案手法  ，提案手法 は の区間幅に対して，の区間幅が狭いときほど Æが小さく
なることが確認できる．その理由は，逆数をとる非線形単項演算で追加される誤差項の絶
対値が， の区間幅と比べて十分小さくなるためであると考えられる．
また表 で示した例では提案手法  ，提案手法 は柏木の方法，白井の方法よりも高速
であることが確認できる．これらの方法は文献 	の方法よりも速度は劣るものの比
較に足る速度で実行できることが確認できる．提案手法 の実行時間は 番目の以降の数
値例おいて全ての方法の中で最も大きいことが確認できる．これは，提案手法 は白井の
方法における複雑な を算出法を行った上でさらに計算量が"	である  Æの算出を行っ
ているためであると考えられる．それぞれの方法の速度に対するさらなる考察は 節で
与えることにする．
 
表 " 明確に与えられた  に対するそれぞれの除法の性能比較
与えられたアフィン形式
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 数値例 
アフィン形式
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同士の除算 に関して，それぞれの方法を行う．このとき
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回算
出したときの平均を表 に，
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回算出したときの平均を表 にそ
れぞれ示す．なお，係数 
	
     

 
	
     

は表 ，中の条件を満たす乱数として与
えた．
 数値例 に関する考察
表 より一般的な傾向として，提案手法 が文献 	の方法，柏木の方法，白井の
方法，提案手法  ，提案手法 よりも小さな Æを与えていることが確認できる．
また表 より一般的な傾向として提案手法  ，提案手法 は柏木の方法，白井の方法よ
りも高速であり，文献 	の方法よりも速度は劣るものの比較に足る速度で実行でき
ることが確認できる．これは，提案手法  ，提案手法 の計算量は"	であり柏木の方
法，白井の方法の計算量は"	であるものの，柏木の方法，白井の方法における 
 の算
出のための計算量の大きさがその差を上回っているためであると考えられる．また白井の
方法と同様の手順で 
 を求める提案手法 の計算量が他の方法に比べて大きいことが確
認できる．これも前述の白井の方法における 
 の算出のための計算量に対する考察と提
案手法 の計算量は"	であるという事実に一致した結果といえる．個々の方法の実行
時間を見ると，表 より，





の平均，




の平均，




の平均は の増加とともに増加して
いることが確認できる．これは文献 	の方法の計算量が"	なのに対し，提案手法
 ，提案手法 ，提案手法 の計算量が"	であるという事実と一致した結果といえる．

表 " それぞれの方法で除算 を行ったときの Æの比の平均値の比較
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表 " それぞれの方法で除算 を行ったときの実行時間の比の平均値の比較
の係数の条件
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
 数値例 
次式で表されるような写像の値域の包含を得ることを考える．
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ここで 


 

 

  

   
       は 


   ，

   ，

   ， 

   を
満たす乱数で与えた．また ，
 を     ，
   
  を満たす乱数で与え，定
義域（入力区間）を 
	
   
  > 
 とした．使用した方法は以下のとおり．
方法  通常の区間演算を使用して式 の値域（

の変域）の包含を得る．
方法  除算に文献 	の方法を採用したアフィン演算を使用して式 の値域の包
含を得る．
方法  除算に柏木の方法を採用したアフィン演算を使用して式 の値域の包含を得る．
方法  除算に白井の方法を採用したアフィン演算を使用して式 の値域の包含を得る．
方法  除算に提案手法  を採用したアフィン演算を使用して式 の値域の包含を得る．
方法  除算に提案手法 を採用したアフィン演算を使用して式 の値域の包含を得る．
方法  除算に提案手法 を採用したアフィン演算を使用して式 の値域の包含を得る．
様々なに対して方法から方法!を適用したときの，式 の値域の包含の区間
幅を表 に，実行時間（秒）を表 に示す．
表 " 方法から方法!が与える包含の区間幅の比較
      

方法 .   
.  
.    
. 		
.
方法  
. 
. 
. 
 .   


. 
方法 	 	. 

 . 
 . 
 

.   . 
方法 . 
	
. 

	
. 
 .   . 
方法 	.  	.  	

. 
 	.   
 
. 
方法  .  	
 .   . 
 
.   
 . 
方法 	. 	 . 	.    	 .    . 

表 " 方法から方法!の実行時間（秒）の比較
      

方法  
. 	.  . . .
方法 		.   . 
.    .  	.
方法 	.  . .  . .
方法 .   . . .  .
方法 	. .  .  . 
 .
方法 	. . .  	. .
方法 . . 
	. 	.  .
 数値例 に関する考察
表 より，方法=から方法は方法に比べシャープな包含を与えていることが分か
る．また方法1，方法 8，方法!が方法=，方法6，方法よりもシャープな包含を与え
ていることから，数値例 は本論文で提案した手法がこれまでの方法よりもシャープな包
含を与える例であるといえる．数値例  ，数値例 では柏木の方法，白井の方法の方が提案
手法  よりも小さな Æを与えることがあったが，数値例 では提案手法  の方が柏木の方
法，白井の方法よりもシャープな包含を与えている．これは，数値例 では数値例  ，数値
例 よりも変数間の相関の強い除算が行われているためであると考えられる．
表 より，方法 以外の方法（アフィン演算を使用する方法）は方法Ａに比べて多く
の計算時間を必要とすることが確認できる．しかしながら，方法以外の方法はこの弱点
を補って余りあるだけのシャープな包含を与えている．
次にアフィン演算を使用する方法同士の実行時間に関して述べる．表 より，方法=，
方法1，方法8の実行時間が方法6，方法，方法!の実行時間よりも多いことが確認で
きる．これは数値例  ，数値例 における実行時間に関する結果とは一致しない結果であ
る．数値例 がこのような結果を与えた理由を以下に示す．柏木の方法，白井の方法，提
案手法 では  回の除算で  個の が追加されるのに対し，の乗法，提案手法  ，提
案手法 では  回の除算で 個の が追加される．よって方法 6，方法，方法!では式
の各計算ステップで， >  個の を持つアフィン形式同士の除算が行われるのに対
し，方法=，方法1，方法8では式 の各計算ステップで，> 個の を持つアフィ
ン形式同士の除算が行われる．したがって方法 =，方法 1，方法 8を実行する場合，方法
6，方法，方法!の実行時よりも多くの を持ったアフィン形式同士の除算が各計算ス
テップにおいて行われているため，より多くの実行時間が必要となるのである．
一方での増加につれて方法!の実行時間が方法=，方法1，方法8の実行時間に近づ
いていくことが確認できる（   
のときには方法!の方が方法 =よりも多くの計算時
間を必要としている）．これより，の増加につれて，追加される の個数が 個であるこ
とよりも計算量が"	であることの方が計算時間を考える際に大きな要因となっていく

ことが確認できる．
方法=，方法1，方法8同士の実行時間に関しては，数値例 ，数値例 で与えた結果と
同様の傾向が確認できる．方法6，方法，方法!同士の実行時間に関しても，数値例 ，
数値例 で与えた結果と同様の傾向が確認できる．
 むすび
本章ではアフィン演算における除算について述べた．まずこれまでの方法として，文献
	の方法，柏木の方法，白井の方法について説明した．次に つの方法を提案した 提
案手法  ～提案手法 ．最後に，いくつかの数値例によりアフィン演算における全ての除
算の方法を比較，検証し，提案手法の有効性を示した．
次章では区間演算で評価する関数を多項式に限定した場合の評価方法について述べる．
まずこれまでの方法として法，平均値形式に基づく方法，の方法，アフィ
ン演算を使用する方法について説明する．次に つの方法を提案する 提案手法  ～提案手
法 ．次章の最後においていくつかの数値例を行うことにより，多項式関数の値域を評価
する全ての方法を比較 検証し，提案手法の有効性を示す．


第  章
多項式の値域の区間評価
	
  はじめに
本章では多項式の値域の区間評価について述べる．値域を評価する関数を多項式関数に
限定すると，多項式の性質を生かすことにより，区間演算で起こる区間幅の爆発的な増大
を抑制するための効率的な方法を提案できる．本章では値域を評価する関数を多項式関数
に限定し，区間演算で起こる区間幅の爆発的な増大を抑制し関数の値域のシャープな包含
を得る方法を提案する．多項式関数の値域の評価において，区間演算で起こる区間幅の爆
発的な増大を抑制する方法として，これまでに法 例えば  ，平均値形に基
づく方法 例えば  ，の方法 	
，アフィン演算を使用する方法  が提案
されている．
本章ではまずまずこれまでの方法として 法平均値形式に基づく方法，の
方法，アフィン演算を使用する方法について説明する．次に つの方法を提案する 提案手
法  ～提案手法 ．本章の最後においていくつかの数値例を行うことにより，多項式関数
の値域を評価する全ての方法を比較 検証し，提案手法の有効性を示す．
以後，特に注釈が無い限り  における多項式
  
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
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　  
の値域の評価について考える．
 これまでの方法
本節では区間演算を用いた多項式の値域の評価方法について，これまでに提案されてき
た方法として，法，平均値形式に基づく方法，の方法，アフィン演算を使用
する方法について説明する．なお，それらの説明の前に数値例における比較対象として単
純に評価を行う通常法についても触れる．
  通常法
通常法では単純に区間演算を用いて次式の計算を行う．
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  節で述べたようにこの方法を用いると区間幅の爆発的な増大が起こる．なお，この方法
の計算量は"		は多項式の次数である．
   法
法では式 に対し，以下のような式変形を行った後区間演算を適用する．
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以後，下付き文字'はその多項式が法により評価されたことを示す．
一般に，区間(において，次式が成立する．
 > (   > ( 
ゆえに式 は式 よりもシャープな評価を与えることができる．
また通常法の加算回数は 	回，乗算回数は 	回であるのに対し，法の加算回数，
乗算回数はそれぞれ	回である．よって法は通常法よりも高速に実行することがで
きる．この方法の計算量が"	であることは明らかである．
 
 平均値形式に基づく方法
平均値形式に基づく方法では，の導関数の値域を 法により区間評価したも
の，すなわち


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
 	
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を求め，  における の値域を次式により評価する．
 > 



  　 
ただし は   を満たす任意の実数とし，節においてはの中点として数値実験を
行っている．この方法の計算量は"	である．
  の方法
の方法は式 中の  

を
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に置き換えて評価を行ったものである．すなわち式 により得られた)を用いて，  
における の値域を次式により評価する．
 > )   
は文献 	の中で
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であることを証明し，
)  



 

であることを言及している．従って，の方法は平均値の定理に基づく方法と比べて
常に同等あるいはシャープな評価を与える．なお，この方法の計算量は"	である．
 
  アフィン演算を使用する方法
アフィン演算を使用する方法では次式をアフィン演算を用いて評価する．
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なお，文献  では，この方法における乗算に 節で述べた改良乗算を使用している．
このため，節の数値実験でもこの方法におけるアフィン演算の乗算には改良乗算を使用
した．この方法の計算コストは改良乗算を使用しているため"	である．
 提案手法
本節では多項式の値域の評価方法について，つの方法を提案する．

 提案手法  
この方法では入力区間  の中心 
  
 >

 
を用いて !    を導入することにより式 を以下のように式変形する．
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 
	
は 	次多項式 

を   で割ったときの商を 
 

とおく
と次式により求めることができる．
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ここで係数 
	
     

は数学的には実数であるが，計算機上でこの方法を実行する際に
は丸め誤差を考慮しなければならないため区間として求める．すなわち係数
	
     

は


	
     


を用いて区間演算により算出される．具体的には以下のプログラムを実行するこ

とにより求めることができる．
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式  の変形により次の つの効果が期待できる．
効果  
入力区間とその中心 に関して，一般に次式が成立する．
+&?           
ゆえに区間の区間幅を*とおくと次式が成立する．
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 	         
 
効果  の例
    であるとき


   
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となる．よって
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
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である．これに対し区間の中心 は
  
  > 
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なので，
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となる．よって
*  

       
である．

 効果 
      
とおくと，
!     
となる．これにより偶数           	に対し，
!

 
 

  	
となり，! の偶数乗の値域の評価の負の部分を除去することができる．
 
効果 の例
   であるとき


  

  


となる．よって
*

  

である．これに対し区間の中心 は
  
 > 
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なので，
  

    

  

  
 
となる．よって
*  

  	
である．
 
以上の つの効果により式  は式 よりもシャープな値域を与えることが期待で
きる．
一方，式  に直接法を適用すると，法の各計算ステップにおいて区
間の中心が移動してしまうため，前述の つの効果が期待できなくなる．ゆえにこの形式
に直接 法を適用するのは有効とは限らない．なお，この方法の計算量は "	で
ある．


  提案手法 
式  に直接法を適用するのは有効とは限らないと  節で述べた．そこで
この方法では
!

 
 

 はの半径 
を用いて式  に法を適用することを考える．すなわち式  を以下のように
変形する．
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ここで  +は 	を上回ることのない最大の偶数，奇数であり，	を用いて以下のように表す
ことができる．
  	 	 +  
+  	   > 	 +  
式  を式 に変形することにより，提案手法  の持つ つの効果をほぼ失わずに
計算できることが期待できる．さらにこの方法では法を用いているため，提案手法
 と比べ同等以上のシャープな評価を与えることが期待できる．また，提案手法 の計算
量は提案手法  のそれよりも小さくなることも期待できる．この方法の計算量は"	で
ある．


 提案手法 
の中心 ，半径 を用いて，変数 を
    
とおく．すなわち
  !    
である．  における の値域は   ! における次式の値域により包含することがで
きる．
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のように変形する．ただし
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である．次にそれぞれのくくられた括弧内 の係数が比較的幅の広い区間となった二次
多項式に対して，単純に区間演算により評価するのではなく，最大値，最小値を厳密に評
価していく．この操作はそれぞれのくくられた括弧内は高々二次多項式であるので可能で
ある．
具体的な手順を以下に示す．

   節で示した方法により係数
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
を求める．
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とし，式 を満たす実数 #，$を求める．
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なお，計算途中に混入される丸め誤差を考慮すべく，# $の算出には区間演算を使用
する．区間として算出された最小値の下端を #とし，区間として算出された最大値の
上端を $とする．
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とし，  ,      の間次式に従い # $を更新する．ここでは づつ減少していく
ことに注意する．
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と同様に，計算途中に混入される丸め誤差を考慮すべく，# $の算出には区間
演算を使用する．区間として算出された最小値の下端を #とし，区間として算出され
た最大値の上端を $とする．

 求める値域の評価は # $となる．
 
この方法の計算量は"	である．

 提案手法 
	次多項式 の値域の上限，下限の候補となる値は  ，あるいは   
における の極値である．ゆえにこの方法では  と   における の
極値を考慮することにより多項式の極値を評価することを考える．
	次多項式 をその導関数   	   次で割ったときの商を $ 次，剰余を
	 次とおくと次式が成立する．
  

$ >  	
ここで，   
を満たす を    とおき，を式 	に代入すると，


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
$

  
 

より式 	は以下のようになる．
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これより次式が成立する．
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 
この式より    における の極値 は    における の値域の評価で包含
できることが分かる．ゆえに    における の極値 の変わりに の値域の
評価の上限，下限を の値域の上限，下限の候補としても，の    における値
域を包含することができる．
の値域の上限，下限の候補となる値は当然  及び    における の
極値である．  における の極値は の算出を再帰的に行う 現在の を 
とおき，再び を求める ことによりその包含が可能となる．具体的には以下のとおり
である．の次数が 	なのに対し，の次数は 	 であるため，の算出を一度
行うたびに の次数は づつ減少していく．ゆえに の算出を再帰的に行うことに
より の次数を減少させてゆき，が二次多項式になったらその極値を算出すれば最
初に求めた の極値の包含が可能となる．このとき，各ステップで算出される に

対し，極値は が二次多項式になるまで算出しないものの， は常に算出し，
の値域の上限，下限の候補としていく．	が奇数の場合は が二次式にはならない
ため，の極値を算出する必要はない．
なお，が三次多項式以上でも計算途中に混入される丸め誤差を考慮しながらその極
値を算出することは可能ではあるが，計算量が膨大になってしまう．ゆえにこの方法では，
が三次多項式以上の場合には極値を算出せず，再び を算出している．
以上を踏まえて本方法の具体的な手順を以下に示す．

   を算出し，の値域の上限，下限の候補とする．

 をその導関数  で割ったときの剰余 を算出する．ここで
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としたとき，係数 -
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は次式により求めることができる．
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係数 -
	
     -
 
は数学的には実数であるが，計算機上でこの方法を実行する際には
丸め誤差を考慮しなければならないため区間として求める．すなわち係数-
	
     -
 
は 

	
     


を用いて区間演算により算出される．
次に  を算出し，の値域の上限，下限の候補とする．

 が二次多項式，あるいは一次多項式になったら 
に進む．さもなくば 
を とおき 
へ戻る．

 が二次多項式の場合，   における の極値を算出し，の値域の上
限，下限の候補とする．

 得られた候補の中での最大値を値域の上限，最小値を値域の下限とする．
 
なお，計算機上の丸め誤差を厳密に見積もりながらこの方法を実行するために，途中で
得られる候補は全て区間演算により算出されなければならない．このとき全ての候補は区
間となり，値域の上限はこれらの区間の上端の中の最大値とし，値域の下限は区間の下端
の中の最小値となる．この方法の計算量は"	である．

 提案手法 
提案手法 と同様にこの方法でも  と   における の極値を考慮する
ことにより多項式の値域を評価することを考える．	次多項式 とその導関数  を
用いて，  	  次を
   



	


 
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とする．ここで，   
を満たす を    とおき，を式 に代入すると，

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より式 は以下のようになる．
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
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これより次式が成立する．
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 

 +&?
 
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この式より   における の極値 は   における  の値域の評価で包含
できることが分かる．ゆえに    における の極値 の変わりに  の値域の
評価の上限，下限を の値域の上限，下限の候補としても，の    における値
域を包含することができる．
 の値域の上限，下限の候補となる値は当然    及び   における  の
極値である．  における  の極値は  の算出を再帰的に行う 現在の  を 
とおき，再び  を求める ことによりその包含が可能となる．具体的には以下のとおり
である．の次数が 	なのに対し， の次数は 	  であるため， の算出を一度
行うたびに  の次数は  づつ減少していく．ゆえに  の算出を再帰的に行うことに
より  の次数を減少させてゆき， が二次多項式になったらその極値を算出すれば最
初に求めた  の極値の包含が可能となる．このとき，各ステップで算出される  に
対し，極値は  が二次多項式になるまで算出しないものの，   は常に算出し，
の値域の上限，下限の候補としていく．
なお， が三次多項式以上でも計算途中に混入される丸め誤差を考慮しながらその極
値を算出することは可能ではあるが，計算量が膨大になってしまう．ゆえにこの方法では，
 が三次多項式以上の場合には極値を算出せず，再び  を算出している．
以上を踏まえて本方法の具体的な手順を以下に示す．

   を算出し，の値域の上限，下限の候補とする．

 とその導関数  を用いて
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としたとき，係数
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は次式により求めることができる．
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係数
	
     
 

は数学的には実数であるが，計算機上でこの方法を実行する際には
丸め誤差を考慮しなければならないため区間として求める．すなわち係数
	
     
 

は 

	
     


を用いて区間演算により算出される．
次に    を算出し，の値域の上限，下限の候補とする．

  が二次多項式になったら 
に進む．さもなくば  を とおき 

へ戻る．

   における  の極値を算出し，の値域の上限，下限の候補とする．

 得られた候補の中での最大値を値域の上限，最小値を値域の下限とする．
 
提案手法 と同様に，計算機上の丸め誤差を厳密に見積もりながらこの方法を実行する
ために，途中で得られる候補は全て区間演算により算出されなければならない．このとき
全ての候補は区間となり，値域の上限はこれらの区間の上端の中の最大値とし，値域の下
限は区間の下端の中の最小値となる．この方法の計算量は"	である．
 数値例
本節では本章で提案した提案手法の有効性をいくつかの数値例により示す．なお，筆者
が数値実験を行った計算機環境は 6/;"/*+ :G !4，メモリ"
!=，コンパイラ"
2, G*&6>> G 
である．
 数値例  
本節では真の値域の分かっている簡単な問題に対してそれぞれの方法の有効性を検証す
る．式 と式 に対して，つのこれまでの方法及び つの提案手法を適用した
ときの値域の評価，その評価の区間幅，実行時間を表  と表 に示す．さらにこれらの
表では真の値域とその区間幅も示す．
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  数値例  に関する考察
表  ，表 により，これらの例に関しては，全ての提案手法が全てのこれまでの方法
と比べて，シャープな値域の評価を与えていることが確認できる．特に提案手法 は，こ
れらの例に関しては，真の値域に非常に近い評価を与えていることが分かる．


表  " それぞれの方法を式 に適用したときの性能比較
方法 値域の評価 区間幅 実行時間 &,
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表 " それぞれの方法を式 に適用したときの性能比較
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 
さらに表  ，表 により提案手法  と提案手法 はの方法よりも高速であり，
全ての提案手法がアフィン演算を使用する方法よりも高速であることが確認できる．また
全ての提案手法は通常法，法，平均値形式に基づく方法に比べ大きな計算量を必要
とするものの，比較に足るものであることも確認できる．
また表  ，により提案手法 は提案手法  よりもシャープな評価を与え，かつ高速
であることも確認できた．これは提案手法 が提案手法  の持つ効果をほぼ失うことなく
法を実行しているという事実と一致する結果といえる．提案手法 に比べ提案手法
の方が高速であることも確認できる．これは多項式の次数が 	であるとき提案手法 の
が 	 次であるのに対し，提案手法 の  が 	  次であることから，これらの
方法における反復処理   を再帰的に求める処理の回数が，提案手法 の方が少な
いためであると考えられる．

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の値域の評価をそれぞれの方法で行うことを考える．この問題に対して，通常法，
法，平均値形式に基づく方法，の方法，アフィン演算を使用する方法，提案手法  ，
提案手法 ，提案手法 ，提案手法 ，提案手法 を適用したときに得られる評価の区間幅を
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回計算したときの平均値
を表 に示す．
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回計算したときの平均値
を表 に示す．

区間幅の比 区間幅の比の平均値 実行時間の比 実行時間の比の平均値
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表 " 	  
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の性能比較
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の性能比較
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回計算したときの平均値
を表 に示す．
区間幅の比 区間幅の比の平均値 実行時間の比 実行時間の比の平均値
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表 " 	   
    


    
     
 
    
      のときの全ての方法
の性能比較
 数値例 に関する考察
表 より，一般的な傾向として，全ての提案手法はアフィン演算を使用する方法以外
のこれまでの方法よりもシャープな評価を与えていることが確認できる．全ての提案手法
は法，平均値形式に基づく方法に比べより大きな計算量を必要とするものの，それ
を補って余りあるだけのシャープな評価を与えている．また提案手法同士の間では，提案
手法 ，提案手法 が他の提案手法に比べてシャープな評価を与えており，提案手法 が他
の提案手法に比べて高速であることが確認できる．
表 における平均値形式に基づく方法以外の全ての方法の区間幅の比は表 における
それよりも大きいことが確認できる．これより平均値形式に基づく方法以外の全ての方法
は入力区間が広い場合の方が通常法よりもよりシャープな評価を与えることが確認できる．
一方平均値形式に基づく方法は入力区間が狭い場合の方が通常法に対する評価のシャープ
さの比が向上することが確認できる．なお，表 の計算量に関する傾向は表 のそれと
ほぼ同様であることも確認できる．
表 における平均値形式に基づく方法以外の全ての方法の区間幅の比は表 における
それよりも大きいことが確認できる．これより平均値形式に基づく方法以外の全ての方法
は多項式の次数が大きい場合の方が通常法よりもよりシャープな評価を与えることが確認
できる．一方平均値形式に基づく方法は多項式の次数が変化しても通常法に対する評価の
シャープさは変化しないことも確認できる．また表 における法と平均値形式に

基づく方法以外の方法の実行時間の比は表 におけるそれよりも小さいことから
法と平均値形式に基づく方法以外の方法は次数が小さい方が通常法に対する計算量の比が
小さくなることが確認できる．これは通常法，法，平均値形式に基づく方法の計算
量が"	なのに対しその他の方法の計算量が"	であるという事実と一致する結果と
いえる．
 むすび
本章では区間演算で評価する関数を多項式に限定した場合の評価方法について考察した．
まずこれまでの方法として法，平均値形式に基づく方法，の方法，アフィ
ン演算を使用する方法について説明した．次に つの方法を提案した 提案手法  ～提案手
法 ．本章の最後ではいくつかの数値例を行うことにより，多項式関数の値域を評価する
全ての方法を比較 検証し提案手法の有効性を示した．
次章では結論を述べ，本論文を総括する．


第  章
結論

本論文は区間演算において区間幅の爆発的な増大を抑制し関数の値域をシャープに包含
する方法について考察を与えた．
第  章では本論文の背景，目的について述べた．
第 章では本論文における議論の基礎となり，精度保証付き数値計算の根幹をなす重要
な技術の一つである区間演算についての解説とその問題点である区間幅の爆発的な増大に
ついて説明した．またこれまでに提案されてきた区間幅の爆発的な増大を抑制する方法に
ついて述べた．
第 章では )' ，7*4   8'*らによるアフィン演算の定義とその有効
性，また，非線形二項演算における問題点について述べた．
第 章ではアフィン演算における乗算について述べた．まずこれまでの方法として，)'
，7*4 ． 8'*らにより定義された の乗法，宮田孝富，柏木雅英によ
り提案された改良乗算の説明を行った．次に最適な評価を与える方法 最良乗算 を提案
し，さらにこの最良乗算を実用時間で実行する方法を提案した．第 章の最後においては
いくつかの数値例により最良乗算の有効性を確認した．第 章で提案した最良乗算の応用
分野への適用が今後の課題となる．
第 章ではアフィン演算における除算について述べた．まずこれまでの方法として，従
来の方法，柏木雅英により提案された柏木の方法，白井健一により提案された白井の方法
について説明した．次に つの方法を提案した 提案手法  ～提案手法 ．第 章の最後に
おいてはいくつかの数値例によりアフィン演算における全ての除算の方法を比較 検証し，
提案手法の有効性を示した．第 章で提案した除算の応用分野への適用及び Æを理論的に
最小に抑える除算の構築が今後の課題となる．
第 章では区間演算で評価する関数を多項式に限定した場合の評価方法について考察し
た．まずこれまでの方法として法，平均値形式に基づく方法，の方法，ア
フィン演算を使用する方法について説明した．次に つの方法を提案した 提案手法  ～提
案手法 ．第 章の最後ではいくつかの数値例を行うことにより，多項式関数の値域を評
価する全ての方法を比較 検証し提案手法の有効性を示した．第 章で提案した評価方法
の応用分野への適用及び一般の非線形関数，次元以上の問題に対する拡張性への考察が
今後の課題となる．

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学術講演
 宮島信也，宮田孝富，柏木雅英：KÆ %+,における除算の改良につい
てC，

 年電子情報通信学会ソサエティ大会講演論文集，電気通信大学（東京
都調布市），..，．，

 年 	月
 宮島信也，柏木雅英：KÆ %+,における除算の新手法についてC，


年電子情報通信学会ソサエティ大会講演論文集，宮崎大学（宮崎県宮崎市），.
.，．，

年 	月
 宮島信也，宮田孝富，柏木雅英：KÆ %+,における最良乗算の実現C，


年情報科学技術フォーラム 8:H

一般講演論文集，東京工業大学 東
京都太田区，第  分冊，. ，． .，

年 	月
 宮島信也，柏木雅英：K多項式の値域の区間評価についてC，

年 月電子情
報通信学会非線形問題研究会 #7/技術研究報告，北海道大学 北海道札幌市，
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． 
，#．，#7/

.	，． . ，

年 月
 宮島信也，柏木雅英：K区間演算による多項式の値域の評価についてC，

年 
月電子情報通信学会総合大会講演論文集，東北大学 宮城県仙台市，..，．
，

年 月
 宮島信也，柏木雅英：Kアフィン演算における最良乗算の除算への応用C，


年 月電子情報通信学会非線形問題研究会 #7/技術研究報告，自治会館 沖
縄県那覇市，G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年 月
 宮島信也，柏木雅英：Kアフィン演算を用いた非線形方程式の解の存在検証につ
いてC，日本応用数理学会 

年度年会講演予稿集，京都大学 京都府京都市，
． 
. 
，

年 	月
 


 宮島信也，柏木雅英：Kアフィン演算をにおける最良乗算を使用した除算につい
てC，

年電子情報通信学会ソサエティ大会講演論文集，新潟大学 新潟県新
潟市，.. ，．，

年 	月
 宮島信也，柏木雅英：Kアフィン演算とその応用に関する研究C，

年度・計算
数学研究会，コーワパークホテル由布院倶楽部 大分県大分郡湯布院町，


年  
月
 宮島信也，柏木雅英：Kアフィン演算を利用した非線形方程式の解の存在検証C，


年電子情報通信学会総合大会講演論文集，東京工業大学 東京都太田区，
..，．，

年 月
 宮島信也，柏木雅英：Kアフィン演算を用いた非線形方程式の全解探索法C，第
回数値解析シンポジウム #

 講演予稿集，ウェルハートピア熱海 静
岡県熱海市，．  .  ，

年 月
 尾崎 克久，荻田 武史，宮島信也，大石 進一" K)&&による連立一次方程式のた
めの精度保証法C，日本応用数理学会 

年度年会講演予稿集，中央大学 東京
都文京区，．.，

年 	月
 宮島信也，柏木雅英：Kアフィン演算による多変数関数の最大値探索法C，

年
電子情報通信学会ソサエティ大会講演論文集，徳島大学 徳島県徳島市，.. ，
．，

年 	月
 
 
