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ABSTRACT 
Safer sex behaviors have been widely promoted for many years as an effective means of 
preventing the transmission of HIV However, creating an initial change in an individual's 
behavior does not guarantee that an individual will maintain that behavioral change. This 
meta-analysis looked at one population—men who have sex with men—and fit a random 
effects model to the data for the available studies on the frequency of higher risk sexual 
behaviors. It is clear that prevention programs need to be developed that focus on 
maintenance of changes to safer sex behaviors. By identifying the important predictors of the 
frequency of higher risk sexual behaviors, this meta-analysis provides suggestions on what 
may be important to include in targeted prevention programs. 
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CHAPTER 1 
INTRODUCTION 
Rationale 
Safer sexual behaviors have been widely promoted for many years as an effective 
means of preventing transmission of the human immunodeficiency virus (HIV), the etiologic 
agent that is responsible for acquired immune deficiency syndrome (AIDS) However, it is 
difficult for people to change from risky behaviors to health-enhancing or health-maintaining 
behaviors (Jeffrey, 1989) This has been a problem for people who are attempting to engage 
in smoking cessation (Shiftman, 1982) and other addictive behaviors (Marlatt & Gordon, 
1985) as well as for those who need to learn injury-prevention behaviors such as using 
seatbelts in motor vehicles (Robertson, Kelley, O'Neill, Wixom, Eiswirth, & Haddon, 1974) 
Sustaining safer sex behavior has proven to be a difficult task Relapse rates have 
ranged from 12% to 50% (Curtin, Stephens, & Roffman, 1997, Ekstrand & Coat es, 1990; 
Kelly et al., 1991b; Stall, Ekstrand, Pollack, McKusick, & Coates, 1990) Although there is 
clearly no stability of relapse rates across samples, the more important piece of information 
within that wide range of rates is the need for relapse prevention programs to reduce the risk 
of seroconversion 
The goal of this meta-analysis was to identify significant predictors of return to high-
risk sexual behaviors for men who have sex with men The predictors included in this 
analysis were age, education level, attitudes toward sex, negative affect, self-efficacy, social 
support for risk reduction, number of sex partners, substance use, income, knowledge about 
HIV/AIDS, social support, low self-respect, poor self-care, perceived risk of unprotected sex, 
and self-esteem Once it becomes clear which intraindividual or situational characteristics 
are predictive of frequency of higher risk sexual behaviors, then people developing and 
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conducting prevention programs for men who have sex with men will be better able to assist 
those most at risk and reduce the rate of seroconversion. 
Research Question 
What are the significant predictors of frequency of higher risk sexual behaviors for 
men who have sex with men9 
Operational Definitions 
The following terms are operational for this study: 
1 ) Men who have Sex with Men (MSM)—Men who identify as gay or bisexual in 
terms of their sexual identity as well as those men who identify as heterosexual 
who report having sex with other men. 
2) Effect size (ES)—The magnitude of the difference between two groups of 
interest, such as between the treatment and the control group, in a particular 
research study 
3 ) Recruitment Area—The city or cities from which the sample was obtained and 
coded for each study 
4) Sex Attitudes—Attitudes toward sex, such as attitudes toward using a condom 
5) File Drawer Problem—Articles not published due to a lack of significant findings 
or not written up for publication Called "file drawer problem" because those 
materials are typically in a researcher's files 
6) Fugitive Literature—Unpublished literature such as technical reports or other 
documents not available in the peer-reviewed literature and, consequently, 
difficult to locate 
Assumptions 
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1 ) Each researcher has accurately reported the results of the research included in this 
meta-analysis 
2) The participants who participated in each study responded openly and honestly to 
the researchers 
3) All studies included in this meta-analysis were coded accurately before being 
entered into the statistical programs 
4) All variables of importance in the available studies were coded by the researcher 
and included in the analysis of the data. 
Limitations 
1 ) This study is limited to journals published in English. 
2) This study is limited to men who have sex with men 
3) This study is limited because of the lack of research on women who have sex with 
other women Consequently, this is an important but unavoidable gap in the 
results of this research 
4) This study is limited to the available quantitative research in this area of the 
HIV/AIDS prevention literature 
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Chapter 2 
LITERATURE REVIEW 
As the scientific community approaches the end of the second decade of trying to 
understand and treat individuals infected with the human immunodeficiency virus (HIV), the 
etiologic agent that is responsible for acquired immune deficiency syndrome (AIDS), one of 
the few things known for sure is that there is no cure yet. Seen in that light, efforts to prevent 
people from becoming infected have become increasingly more apparent, and good outcome 
research is needed to develop more effective prevention programs. 
These efforts to create change in people's sexual behaviors, especially in the gay male 
population, have been very successful (Stall, Coates, & Hoff, 1988). However, it has become 
clear that creating an initial change in gay men's sexual behaviors such as eliminating 
unprotected anal intercourse is not enough, that there also needs to be a substantial and 
sustained effort at preventing a return to these higher risk sex behaviors over a long-term 
basis 
Prevalence of any disease is the measurement of one particular point in time, and it is 
calculated as the number of existing cases of the disease divided by the total population that 
is able to contract it (Savitz, Harris, & Brownson, 1998) Because prevalence is a 
measurement at a particular moment, it is important to know both the incidence and 
persistence of the disease. In urban areas such as San Francisco, the prevalence of HIV 
infection among gay and bisexual men at one point was estimated to be at about 50% 
(Winkelstein et al., 1987) More recent data from the Centers for Disease Control and 
Prevention (CDC) in Atlanta indicates that 42% of the approximately 40,000 annual new 
HIV infections are men who have sex with men (CDC, 2001). However, before there were 
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medications such as antiretrovirals and multiple combinations of those and other existing 
medications that seem to be successfully prolonging and maintaining the quality of the lives 
of many people living with HIV infection, the prevalence changed rapidly due to the rapid 
and fatal course of the disease The incidence is the number of new cases over a particular 
period of time (usually a year) in a particular population of interest (Savitz et al , 1998) 
Although the prevalence rate varies by things such as geographical location and the 
population of interest, each sexual act that is a departure from safer sexual behaviors carries 
with it a risk of contracting HIV Consequently, developing programs that provide people 
with the skills to continue to maintain lower risk sexual behaviors has become an important 
public health concern 
Individual versus Community-Level Interventions 
There is what Frank, Bouman, Cain, & Watts (1992) term a "dialectic" in the 
literature between those who argue for interventions directed at the level of the individual 
and those who argue for interventions directed at the level of the general population. In 
general, the former level is supported by psychologists, who tend to take an individual 
approach, whereas interventions directed at the general population tend to be developed and 
conducted by public health professionals who take broader, more general approaches to 
prevention. The individual approach developed out of the health psychology literature and 
emphasizes each person's responsibility for changing or maintaining her or his own actions, 
the public health approach emphasizes regulations such as automatic seatbelts in motor 
vehicles, child-proof caps on poisons, or mandatory immunizations for school children 
(Frank et al., 1992) For example, if the goal is preventing the transmission of HIV, then the 
individual approach would focus on getting people to use condoms or to engage in less risky 
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sexual activities with their partners. An intervention at the population or public health level 
would focus on implementing needle exchange programs. Coordinating prevention efforts so 
that they impact more than one level makes those efforts more successful (Frank ei al , 1992). 
It is difficult for people to change from higher risk behaviors to health-enhancing or 
health-maintaining behaviors (Jeffrey, 1989). This has been a problem for people who are 
attempting to engage in smoking cessation (Shiffinan, 1982) and other addictive behaviors 
(Marlatt & Gordon, 1985) as well as for those who need to learn injury-prevention behaviors 
such as using seatbelts in motor vehicles (Robertson, Kelley, O'Neill, Wixom, Eiswirth, & 
Haddon, 1974). It is possible that programs that focus on providing people with skills to 
maintain their new behaviors may be different in some important ways than programs that 
focus on getting people to change their behaviors initially. 
Review of Studies in Meta-Analysis 
Study Design 
The studies were coded based on whether they were longitudinal or cross-sectional. As the 
studies were coded, one additional category emerged for the study design variable—the 
longitudinal studies that provided information about recruitment and retention strategies but 
had only baseline data to report. Because they were longitudinal studies but were essentially 
cross-sectional data (only time-1 data reported because no time had elapsed to allow for the 
collection of time-2, or follow-up, data), these studies were coded as baseline data. 
Both domestic (U.S.) and international studies were included in this meta-analysis. 
The two international locations were Amsterdam (Netherlands) and Sydney (Australia). The 
locations in the United States varied from large cities such as Chicago, New York, and San 
Francisco to smaller areas such as Santa Cruz, CA, and Hattiesburg, MS. Time periods 
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ranged from cross-sectional data (one point in time) to multi-year studies with multiple data 
collection points Both international studies were longitudinal studies Seven of the nineteen 
studies contained some form of intervention The studies that did not contain an intervention 
were essentially epidemiological studies that reported information on research participants 
who engaged in a particular higher risk sexual behavior and those who did not. The 
complete chart is contained in Appendix B 
Operational Definitions 
It was important to understand the different operational definitions for studies that 
looked at frequencies of higher risk sexual behaviors and the different types of interventions 
used in the different research projects. Some definitions of behaviors other than safer sexual 
behaviors ranged from the very general ( "increasing risk," "lack of enduring behavior 
change response," or "lapsers") to the very specific (unprotected anal sex, fisting, or rimming 
at both time 1 and time 2; unprotected anal sex in past 6 months; or unprotected anal sex for 
16 weeks). Some studies did not report the operational definition for this variable. Complete 
information is contained in Appendix C 
Type of Intervention 
There was no uniformity with regards to the type of intervention. Those studies with 
baseline data had no intervention because the information was based on things such as 
participant self-report and HIV tests. Nine of the studies had no intervention Most 
interventions included an HIV test and safer sex information. Some studies included 
counseling while others focused on developing problem-solving skills or on providing 
participants with health services. Complete information is contained in Appendix C 
Attrition Bias 
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The studies were coded in order to more fully explore any possible attrition bias. For 
cross-sectional data, there was only one data collection time, so those who started did not 
differ from those who completed because the "dosage" was the same—one session or one 
questionnaire or set of data. Three studies did not include information on whether the 
researchers tested to see if there were important differences between those who stayed and 
those who dropped out of the study Four studies reported that those who were HIV-positive 
tended to drop out more often than those who did not have a positive HIV-test Two studies 
found younger age to be a predictor of dropping out of the research project. One study did 
not find any significant difference based on an analysis of age, relationship, and sex 
variables. Follow-up rates ranged from 93% to 63%. Complete information on attrition bias 
is contained in Appendix D 
Theoretical Models of HIV Risk Reduction 
There are two main types of theoretical models that have been used to develop HIV 
intervention and prevention programs: (1) models that predict risk behaviors and (2) models 
that predict behavior change More recently, a third theoretical model has been developed to 
address an additional group of theoretical issues around the maintenance of safer sex 
behaviors. 
Three early models to predict risk behaviors were the Health Beliefs Model, the 
Theory of Reasoned Action, and the Social Cognitive Learning Model The Health Beliefs 
Model was developed in the 1950s in response to the lack of compliance with 
recommendations regarding prevention and screening among the general public 
(Montgomery, Joseph, Becker, Ostrow, Kessler, & Kirscht, 1989) The model has four main 
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aspects: perceived susceptibility, perceived severity, perceived benefits, and perceived 
barriers. 
As applied to HIV/AIDS research, perceived susceptibility would be an individual's 
belief that she or he would contract HIV Perceived severity would be the belief about the 
severity of the disorder Perceived benefits has to do with the belief about the benefits one 
would have if she or he made the recommended changes in behavior, such as always using a 
condom. Conversely, perceived barriers would be beliefs about the possible problems with 
implementing the recommended behavior as well as the possible unwanted consequences of 
that recommended change. For example, refusing to have unprotected anal sex might result 
in a desired sexual partner refusing to have sex with that individual on those terms 
One important limitation of the Health Beliefs Model is that it was developed for less 
threatening and less emotionally charged behaviors (standard prevention and screening) than 
that would be involved in HIV prevention (Montgomery et al., 1989), such as a change in 
sexual behaviors and the fatal course of the disease Also, because of the uncertain course, 
profound disability, and fatal nature of HIV/AIDS, any attempt to measure the perceived 
severity of the disorder would most likely result in ceiling effects for the analysis of this 
variable After conducting not only a thorough review of the studies that used the Health 
Beliefs Model to predict compliance with recommended behavior changes but also a study of 
their own that utilized the Health Beliefs Model in the context of HIV prevention, 
Montgomery et al ( 1989) found that this model was not an adequate theoretical model with 
the more complex behaviors and profound outcomes of HIV/AIDS Further, their research 
group suggested that the Theory of Reasoned Action and Social Learning Theory would be 
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two important theories to explore in the search for better theoretical models regarding HIV 
prevention. 
The Theory of Reasoned Action has been used to explain a wide range of health-
related behaviors (Kalichman, 1998) According to this model, people have beliefs that a 
particular behavior leads to a particular outcome, these beliefs, in turn, lead to a particular 
attitude toward the behavior If someone believes that contracting HIV is inevitable, then 
that person may be less likely to engage in safer sex behaviors such as using a condom A 
second aspect to the Theory of Reasoned Action model is the influence of the perception of 
social norms In this theory, the important others are referred to as "referent others" (Fisher 
& Fisher, 1992). If one believes the norm is to use a condom when having sex, then that 
person is more likely to use a condom. If an individual believes the norm is to have 
unprotected sex, then the individual is unlikely to always use a condom when having sex 
The Theory of Reasoned Action argues that it is important to conduct research to find 
out the specific beliefs around a behavior and to find out beliefs about referent others 
Because beliefs about specific behaviors and referent others vary by subpopulations, it is 
important to conduct this basic research for the subpopulation of interest Young men who 
have sex with men may hold quite different beliefs around particular sexual behaviors than 
do heterosexual married women A particular subpopulation such as men who have sex with 
men might have important differences within that group such as urban, regional, or 
geographical differences 
The Theory of Reasoned Action argues that a change in behavior requires a change in 
beliefs about the outcome of a behavior, a change in beliefs about what referent others 
believe about the behavior, or both (Fisher & Fisher, 1992). Clearly, it is important to 
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understand the important subjective norms and attitudes of the subpopulation under study to 
understand what to do to create meaningful changes in the particular target behaviors such as 
condom use. 
Social Cognitive Learning Theory is more of an intraindividual difference theory than 
it is one that relies on social norms of a particular subpopulation of interest. The main focus 
of this theory is self-efficacy. Self-efficacy theory has been very influential in health 
psychology, and self-efficacy has been used as the guiding theory in an attempt to explain a 
wide range of health-related behaviors (Forsyth & Carey, 1998). As in the Theory of 
Reasoned Action, this theory attempts to address the continuing challenge of why people do 
not reach and maintain full compliance around things such as HIV prevention when they 
have the information they need to behave in health-enhancing ways. Again, the focus is on 
perception, in this case, perceived self-efficacy, which is conceptualized as the perception 
about how well one is able to do what is necessary to effectively deal with a particular 
situation (Bandura, 1982). 
Self-efficacy is conceptualized as a mediating variable. This means that the particular 
situation has an influence on the individual's perceived ability to deal effectively with the 
situation (such as having a partner request having unprotected sex); self-efficacy, in turn, has 
in influence on the outcome (whether or not one negotiates a safer sexual behavior). The 
belief that a particular behavior will result in a particular outcome is conceptualized as 
outcome efficacy (Auerbach, Wypijewska, & Brodie, 1994). 
Self-efficacy involves cognition, the way an individual thinks about a particular 
behavior or event. Individuals can learn new behaviors by watching others engage in the 
target behaviors This process, known as modeling, results in some cognitive representation 
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of the particular target behavior Watching others engage in the desired behavior, such as 
condom negotiation, increases the belief that the individual can engage successfully in that 
behavior, too. According to this theory, effective HIV prevention programs need to include 
the use of people who are members of the target population to assist with changing 
community norms around acceptable sexual behaviors by publicly endorsing the risk-
reduction messages to others like themselves (Kelly, 1999) In other words, peer pressure is 
an effective tool in the fight against HIV 
The increase in the belief that one can successfully do a desired behavior is 
conceptualized as an increase in efficacy expectations. If a prevention program wants to 
change particular behaviors and it does not increase the efficacy expectations for the 
individuals in the program, then the behaviors won't change. People increase their self-
efficacy to engage in new behaviors by doing things such as watching others engage in the 
target behaviors or by practicing the target behaviors before trying those behaviors in "real 
world" situations 
One model that was developed specifically to explain the acquisition and 
implementation of HIV risk reduction behavior is Fisher & Fisher's (1992) Information-
Motivation-Behavioral Skills (1MB) model Information is knowledge about the 
transmission of HIV and how to protect one's self against infection Motivation is 
conceptualized as people's attitudes toward both the risk-reduction behaviors and the 
perceived norms of their particular group. Information and motivation are conceptualized as 
independent constructs Behavioral skills are the safer sex behaviors that demonstrate the 
combination of knowledge and attitudes that lead to effective preventive behavior 
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Information and motivation lead to the use of the learned behavioral skills (Fisher & Fisher, 
1994, Kalichman, 1998). 
The 1MB model is a general framework that can be used with any population of 
interest The content that is contained within each of those three constructs should pertain 
specifically to the particular population of interest. As Fisher & Fisher (1994) point out, the 
information, motivation, and behavioral skills that gay men might need to use condoms may 
be greatly different from the information, motivation, and skills that heterosexual men might 
need to engage in the desired behavior of consistently using condoms. 
The 1MB model has been tested on both a self-identified gay male population and on 
a heterosexual college student population through the use of structural equation modeling 
(Fisher & Fisher, 1994) to formally test the assumptions of the model. Neither model had a 
significant direct path between risk-reduction information and preventive behavior The 
causal factors and significant paths were very similar in both populations. 
Some common models that predict behavior change are the AIDS Risk Reduction 
Model (ARRM) and the Stages of Change Model (Auberbach, 1994) Both of these models 
were developed to predict behavior changes, they are stage models The ARRM uses 
elements from both the health belief model and the social cognitive model to look at the 
process individuals go through (or fail to complete) when they try to change a particular 
behavior 
One prevention approach that developed out of smoking cessation programs is 
Prochaska & DiClementes (1986) Stages of Change model, a four-level model that argues 
for qualitatively distinct stages of behavioral change—pre-contemplation, contemplation, 
action, and maintenance This model is important in the context of HIV transmission 
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prevention because the Centers for Disease Control (CDC) used this classification in its 
report on patterns of behavioral changes for gay and bisexual men (McCusker, Stoddard, 
McDonald, Zapka, & Mayer, 1992) However, descriptive reports of behavioral changes do 
not supply the necessary information to design effective maintenance programs or begin to 
suggest what levels of intervention might be most useful to solidify an individual's initial 
change to risk reduction behaviors to one of consistent and sustained change that is 
maintained both cross-situationally and temporally 
Sustaining Safer Sex Behaviors 
Sustaining safer sex behavior has proven to be a difficult task Relapse rates have 
ranged from 12% to 50% (Curtin, Stephens, & Roffinan, 1997, Ekstrand & Coates, 1990, 
Kelley et al., 1991b; Stall, Ekstrand, Pollack, McKusick, & Coates, 1990). Although there is 
clearly no stability of relapse rates across samples, the more important piece of information 
within that wide range of rates is the need for relapse prevention programs to reduce the risk 
of seroconversion 
One important aspect of developing effective risk reduction programs is to identify 
the key predictors of engaging in higher risk sexual behaviors These predictors include high 
social support for health risk-taking and having unprotected anal intercourse as a favorite 
sexual activity (Stall et a!, 1990) Other researchers have found age, number of sex partners, 
not having a close friend/lover with AIDS (Ekstrand & Coates, 1990); drug or alcohol use 
(Kelley et al., 1991b, Stall et al., 1986); and situational factors, such as spontaneity and 
wishing to please one's partner (Kelly et al, 1991 ), to be predictive of engaging in higher-
risk sexual behaviors 
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If people within the gay male community value things such as spontaneity and health 
risk-taking behaviors, those values would not encourage people to maintain their safer sex 
behaviors because maintenance would require some planning and thinking ahead about 
avoiding or engaging in particular behaviors. If a social norm among gay men is found to be 
occasional unprotected sex with partners of unknown HIV status, then that norm would need 
to be addressed due to the obvious risk of contracting HIV Substance use, especially if one 
uses substances while having sex, is likely to result in a diminished ability to stay in control 
of one's behaviors 
Negotiated Safety 
Further complicating this whole issue of relapse and risk reduction is the concept of 
"negotiated safety" between two sexual partners Coined by Kippax et al. (1993), the idea of 
"negotiated safety" occurs when two HIV-negative sexual partners in the context of their 
relationship mutually agree to not use condoms with each other while also reaching an 
agreement about the nature and limits of acceptable sexual behaviors (if any) outside of their 
primary relationship Those researchers who support the idea of negotiated safety argue that 
activities such as unprotected anal intercourse are safe between two concordant HIV-negative 
partners as long as both partners clearly understand and agree to the negotiated agreement 
and as long as any sexual activities outside of those primary relationships do not carry with 
them the possibility of HIV transmission (Kippax et al., 1997) 
This concept of negotiated safety complicates the discussion on relapse from safer sex 
behaviors because engaging in what are considered to be high-risk sexual behaviors are no 
longer considered to be high risk for the two partners who have negotiated this agreement 
Gay men who have these negotiated safety agreements with their partners actually may show 
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up in the relapse category in a statistical analysis if the questionnaire does not include an item 
to address this status, if adequate screening does not take place during the participant 
selection process, or, in the case of longitudinal studies, at the appropriate data collection 
points. This potential error in reporting is most likely to occur in studies published before 
1993, when the idea of negotiated safety became part of the discussion in the published 
literature. It is not possible to know what percentage, if any, of the people coded as in the 
relapse category were really engaging in higher-risk sexual behaviors such as unprotected 
anal sex but with the same HIV-negative partner. 
With that important consideration in mind, this meta-analysis attempts to pull 
together the disparate research on predictors of frequency of higher-risk sexual behaviors for 
gay and bisexual men. Eagley & Wood (1994) argue that meta-analyses are able to measure 
the magnitude of effect sizes across situations. It is hoped that by conducting this meta­
analysis on frequency of higher risk sexual behaviors and by limiting its focus to one specific 
group (men who have sex with men), that this work will help to clarify which predictors have 
at least small to medium effect sizes across samples, situations, and times. Once the 
predictors have been identified, it will be possible to modify existing prevention programs to 
increase the percentage of people who are able to maintain their lower-risk sexual behavior. 
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Chapter 3 
MATERIALS AND METHODS 
Search Strategies 
The databases MEDLINE (1983-1998), AIDSLINE (1983-1998), and PsycLIT 
( 1980-1998) were searched by using the following individual words and combinations of 
these words: prevention, relapse, safer sex, safer sex maintenance, inconsistent condom use, 
partners, gay, HIV, and AIDS These terms were selected based upon terms discussed in the 
HIV prevention literature and the more general prevention literature. The database 
AIDSLINE includes citations from MEDLINE, CANCERLIT, HeathSTAR, CATLINE, 
AVLINE, BIOETHICSLENE, the International Conferences on AIDS, and other professional 
conferences and meetings that pertain to AIDS. AIDSLINE was particularly helpful in 
locating unpublished conference presentations A more targeted search was also conducted 
at the National Library of Medicine (NLM) with library staff assistance A study was 
considered usable if it contained enough information to calculate at least one effect size of 
interest and used some measure of HIV risk as an outcome measure. These searches 
generated thirteen (13) studies suitable for this meta-analysis. 
The reference lists for those thirteen (13) studies as well as the other studies retrieved 
by the literature search but which were unsuitable for this particular meta-analysis were 
searched to seek out additional studies Four (4) additional usable studies were located using 
this method. Two journals, AIDS and Journal of Acquired Immune Deficiency Syndrome 
and Human Retrovirologv. were hand searched from 1990-1998 by reading the table of 
contents for each issue and then reading the abstract of any potentially usable article. This 
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search did not generate any additional studies. Multiple researchers were contacted in an 
attempt to retrieve the fugitive literature (unpublished literature, conference presentations, or 
reports) and to address the file drawer problem (unpublished papers that usually do not have 
statistically significant findings, usually in a researcher's file drawer) This search generated 
two (2) usable studies. 
All of these efforts resulted in 19 usable studies for this meta-analysis. These 19 
studies included both intervention and epidemiological (non-intervention) studies. This was 
done to include as many studies as possible into the meta-analysis, especially due to the small 
number of studies that had interventions and the wide range of interventions incorporated 
into those studies. 
Each individual report, paper, or poster obtained was doubled-checked to be sure the 
same study was not counted twice in this meta-analysis. It was important not to include the 
same study population in multiple studies because of the need to maintain statistical 
independence. This was particularly important to do with the longitudinal studies because 
multiple papers are often published with data reported at multiple data collection points. 
This check was done by checking the grant number for the externally-funded projects, 
looking closely at the recruitment locations and time/year of the recruitment of participants 
into a particular study, or by contacting a researcher involved with the project. 
Coding Studies 
After the studies were obtained, a codebook and coding sheet were developed. A list 
of the coded variables is included in an appendix. Each study was assigned a Study ID 
number (Study 1 through Study 19). Each study was coded for potentially important 
moderators such as year of publication Some studies had multiple indicators for the same 
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predictor of interest (e.g., multiple items that asked about substance abuse). For studies that 
had multiple indicators of one predictor, the effect size for each item was calculated. After 
each effect size was calculated, the effect sizes were averaged together to get one effect size 
estimate for that predictor. Using the average effect size for a predictor eliminates the 
problem of statistical dependence in the meta-analysis data set because using the average 
effect size assures that none of the predictors (e.g., substance abuse) would have more than 
one effect size from the same study participants (Lipsey & Wilson, 2001). 
Because most of the primary research studies provided means and standard deviations 
for the relapse and maintenance groups, effect sizes were calculated in terms of standardized 
mean differences (Hedges's g). The formula is reproduced below: 
Mean, - Mean2 / S pooled (equation 1) 
(Rosenthal, 1994) 
The Mean, value is the mean of the group that reported abstaining from sex or lower-risk 
sexual behaviors. The Mean% value is the mean of the group that reported engaging in higher 
risk sexual behaviors. The value in the denominator is the pooled estimate of the variance. 
The denominator is pooled because that allows for a larger sample size from which to 
calculate the variation. Because this "g" is likely to be positively biased, especially for 
studies with small sample sizes (Wang & Bushman, 1998), and especially with sample sizes 
less than 20 (Lipsey & Wilson, 2001), this meta-analysis used Hedges' unbiased estimator, 
"gU," in all calculations. The formula for gU is reproduced below: 
gU=c(m)g (equation 2) 
(Rosenthal, 1994) 
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The unbiased estimator, gU, is computed with the value "g" from the previous equation 
C(m) is the correction factor: 
C(m) = I - (3 / 4m-1) (equation 3) 
(Rosenthal, 1994) 
The value for "m" in that equation is n 1 + n2 - 2, which is the calculated value for the 
degrees of freedom that is computed for both group 1 and group 2 (Rosenthal, 1994) 
Converting to a Common Metric 
Because the majority of the studies compared two groups and presented the data in a 
relatively straightforward fashion with two means, two standard deviations, etc, the effect 
size estimate used was (as explained above) the standardized mean difference. However, 
some studies reported results from correlations/regressions or odds ratios. Some studies 
listed the variables found to be significant predictors in the research but reported only the p-
value (i.e., p< 05 or some other pre-set significance level). Some studies reported chi-
squares. Before any of the analytic work could be conducted, the results from all studies, 
regardless of how the results were reported, had to be converted to standardized mean 
differences. Further information is available in Appendix J 
Converting from a correlation (r)to a mean difference score (d) 
Because not all studies reported means and standard deviations for the two groups, the 
studies that reported results in terms of correlations first had to have those correlations 
converted to mean differences before they could be used in the meta-analysis. The equation 
to compute a standardized mean difference (d) from a correlation is reproduced below 
2r/V( 1 -r2 ) = d (equation 4) 
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Using equation #4, the correlation is in the numerator A value of "2" is multiplied by the 
correlation reported (or calculated from the reported data), the divided by the square root of 
the quantity one minus the correlation squared. 
Converting from a chi-square to a correlation 
Some studies reported chi-squares because they compared the two groups For those studies, 
the equation used to convert from a chi-square to a correlation is reproduced below: 
Vx2 (df) / N = r (equation 5) 
To convert from a chi-square to a correlation, the chi-square value needs to be either known 
or calculated from the available data, and the number of degrees of freedom for the particular 
chi-square value is also needed. If the number of degrees of freedom equals one, then that 
value just drops out of the equation (anything multiplied by one retains its own value). The 
denominator is the sample size of everyone from the groups used in the chi-square 
comparison After the numerator is computed and divided by the total size of the sample 
used to compute the chi-square value, then the square root is taken of that value Once the 
values were converted from a chi-square to a correlation, the correlation was converted to a 
standardized mean difference using equation #4 (above) 
Converting from an odds ratio to a correlation 
Some studies presented results in terms of odds ratios, specifically the odds ratio of engaging 
in a particular risky behavior For those studies, the equation used to convert from an odds 
ratio to a correlation is presented below: 
(odds 75 - I ) / (odds 75 + 1) = r (equation 6) 
(Bushman, personal communication) 
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The odds ratio is raised to the 0 75 power, then subtracted from one For the denominator, 
the odds ratio is also raised to the 0 75 power but then added to one. This equation has the 
additional advantage that by having the odds ratio added to "1" in the denominator, the 
denominator will always have a positive value rather than resulting in an undefined value due 
to a denominator of zero or a negative value. Once the odds ratio has been converted to a 
correlation, then the correlation is converted to a standardized mean difference using 
equation #4 (above) 
Normal Quantité Plot 
The normal quantile plot is used to explore three things: publication bias, 
normality, and whether the data come from a single population (Wang & Bushman, 1998) 
Publication bias is the tendency to not publish studies that do not find significant differences 
Testing for normality tests to see if the sample falls within the 95% confidence interval for 
the y=x line in the plot Testing to see if the data comes from a single population is a way to 
test for potential moderators in the data. The normal quantile plot has a mean of zero and a 
standard deviation of one on the x axis—the standard normal distribution The standardized 
effect-size estimates from the studies included in this meta-analysis are plotted on the y axis. 
There are three dotted lines in the normal quantile plot The dotted line in the center 
is the line y=x The dotted line above y=x and the dotted line below y=x are the upper and 
lower limits of the 95% confidence interval, respectively The data need to fall within the 
95% confidence interval bands and along the straight line to assume the data come from a 
single normal population (Wang & Bushman, 1998) 
If there are clusters of data points or "bumps" above or below the line, that would be 
another indication that the data may not come from a single population. Each little "bump" 
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of data points that cluster above or below the line y=x suggests a different population, even if 
those values are within the 95% confidence interval For example, if there was one "bump" 
below or above the line, then that would indicate that the data probably come for two 
separate populations, and it would be important to determine if there were any important 
moderating variables (Wang & Bushman, 1998). 
The dotted line which runs across the quantile plot is the vertical reference line The 
vertical reference line is used to search for publication bias (Wang & Bushman, 1998). 
About half of the observations should be above the line, and about half of the observations 
should be below that line Because journals tend to publish studies that have significant 
effects, it is likely that the unpublished studies are those which have nonsignificant effects 
(i.e., a mean difference of zero) On the normal quantile plot, a large gap around zero would 
suggest publication bias. 
The placement of the vertical reference line in the normal quantile plot is also 
informative The vertical reference line shows the mean standardized effect size estimate for 
the population of studies in the meta-analysis A vertical reference line above zero indicates 
that there is a significant mean difference in terms of the standardized effect size estimates 
for the population of studies included in the normal quantile plot. Each data point in the 
normal quantile plot represents the mean effect size for a particular study 
Error Bar Chart 
The error bar chart contains one effect size for each of the studies that had complete 
information If a study includes more than one effect, the effects are averaged. Cohen's 
(1988) suggested guidelines for effect size estimates for standardized mean differences were 
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a small effect size = 0.2, a medium effect size = 0 5, and a large effect size = 0.8 for social 
science research. 
Stem-and-Leaf Plot and Box Plot 
The stem-and-leaf plot is useful because it maintains much of the original information 
and still presents that information in a visually concise manner The box plot is useful 
because it shows the distribution of the data and is also a good way to look at outliers. 
Fixed vs. Random Effects Models 
The data in a meta-analysis can be estimated by a fixed effects model or a random 
effects model. Goodness-of-fit indices can be estimated by a homogeneity test (the "Q-
statistic"), a statistical test that evaluates whether the variation is due to sampling error alone 
or by sampling error plus some other potentially important and systematic differences 
between studies (Lipsey & Wilson, 2001). 
Fixed effects models work well for meta-analyses that look to answer questions such 
as the whether or not a particular treatment is effective for a particular medical condition. 
For example, if there are only three drugs that currently exist to treat a particular medication 
condition, then a fixed effects model would make good theoretical sense because all of the 
available treatments are known Gender is another good example—the possible predictors 
are male or female. All of the range of possibilities are accounted for in the research 
included in the meta-analysis. From a theoretical perspective, it would make sense to fit a 
fixed effects model if one believes based on an understanding of the existing research that the 
effect size(s) in a study varies only due to sampling error and that all of the important 
differences in the studies (e.g., possible types of treatments) have been accounted for. 
Homogeneity Test (O statistic) 
The homogenetiy test (also called the "Q-test" or "Q-statistic") looks at the 
assumption of a fixed effects model from a statistical rather than a theoretical perspective 
The homogeneity test is used to determine if the variation in effect sizes is due to error or if it 
is due to both error and some important difference in the studies such as methodological or 
theoretical moderators (e.g. race/ethnicity, age, or gender). If there is a homogeneous 
dispersion of effect sizes with variation no greater than would be expected due to sampling 
error alone, then a non-significant homogeneity test indicates that the effect sizes are likely to 
represent the same population mean. A homogeneity test can be used for both fixed effects 
and random effects models 
The homogeneity test has a chi-square distribution with k-1 degrees of freedom 
(k=number of effect sizes). If the calculated Q value exceeds the critical value for the chi-
square with k-1 degrees of freedom, then the assumption of homogeneity is rejected. A 
statistically significant Q value would be one indication of a heterogeneous distribution 
The p-value for Within Groups indicates whether or not there was significant 
variation in effect sizes within the studies in this meta-analysis. In terms of practical 
considerations, a nonsignificant p-value indicates that there are no study characteristics 
which need to be further explored. Conversely, if the p-value for Within Groups would be 
significant, it would be important to explore the study characteristics further to see if it would 
be possible to determine what particular study characteristics would be significant. 
Fitting a fixed effects model does limit the generalization of these results to those 
being studied. A random effects model would generalize to the universe of studies, but the 
tests would not be as powerful When fitting a random effects model, it is important to first 
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compute the method of moments and the maximum likelihood values to determine if it is 
appropriate to fit a random effects model The maximum likelihood calculation is more 
conservative than the method of moments, but it has better statistical properties (Raudenbush, 
1994) The confidence intervals are wider in the random effects model 
However, the choice about whether or not to fit a fixed or random effects model can, 
and should, be empirically tested If a fixed effects model is fit to the data and there is 
significant Qwithin variation, then the random effects model should be fit to the data Also, 
the homogeneity test has low statistical power if there are only a few effect sizes and, 
particularly, if those effect sizes are based on small samples in the individual studies from 
which those effect sizes were computed (Lipsey & Wilson, 2001) In those instances, it is 
best to take a conservative approach and fit both a fixed effects and a random effects model 
to the data. 
Fitting a random effects model involves computing a random variance component. 
The random effects model assumes that the variation has two parts The first part is the 
sampling error variation that is part of the fixed effects assumption The second part is the 
variation that is due to other sources and is assumed to be randomly distributed Once those 
two values are determined, they are added together to create the new total variance: 
vi* = v0 + vi (equation #6) 
where vi* represents the total variance, vi represents the sample error variation that is also 
used in the fixed effects homogeneity test, and v0 represents the additional variation due to 
the between-studies variance (Lipsey & Wilson, 2001) 
Two common ways to obtain an estimate of the between-studies variation (v6) is by 
using an iterative method (maximum likelihood) or a non-iterative method (method of 
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moments) The iterative method is considered to generate slightly more accurate estimates 
but the method of moments is also considered to be an acceptable way to obtain this estimate 
of this variation (Lipsey & Wilson, 2001 ) Once the new total variance (vi*) is calculated, 
then the inverse variance ( 1/vi*) is the weight used in the calculations when computing the 
effect sizes and their corresponding confidence intervals This inclusion of the additional 
variation into the calculations is reflected in the slightly larger confidence intervals in the 
random effects models than in the fixed effects models 
Birge Procedure 
A Birge procedure is a ratio which is used to quantify the amount of unexplained 
variation (Hedges, 1994). The ratio compares the amount of variation between studies with 
the amount of variation within studies. A calculated value of approximately 1 would mean 
almost an exact fit of the model with the given data 
The Birge ratio was computed using the following equation: 
RB= Qwhm/k-p (equation #7) 
The value for Q»ithin is taken from the homogeneity test statistic for the fixed effects model 
as the calculated value for Q-uiihm Then, "k" is equal to the number of effect size estimates, 
and "p" is equal to the number of study characteristics. 
Planned Contrasts 
Contrasts are computed to determine if there is a significant difference between 
groups of variables that are thought to be of importance. There are two types of contrasts: 
unplanned contrasts and planned contrasts Unplanned contrasts are those that arise out of 
the data analysis. Planned contrasts are those that are part of the study design One problem 
with conducting a large number of unplanned contrasts is that some comparison might be 
significant simply due to the large number of comparisons being done and capitalize on 
chance findings. If a large number of comparisons are made, one way to account for the 
possibility of some chance finding of some sort of statistically significant relationship is to 
use a multiple comparison procedure, such as the Bonferroni procedure, which is simply a 
pre-set alpha level (typically 0 05) divided by the total number of comparisons Planned 
contrasts, because they are based on theory or questions of interest by the researcher or 
research group, are usually limited to a few comparisons rather than throwing everything into 
the analysis and looking to see what turns out to be significant. 
One planned contrast was designed in this study to compare whether psychological 
variables or demographic variables might be better predictors of relapse to higher-risk sexual 
behaviors The demographic variables selected for this planned contrast were age and 
education. The psychological variables selected for this planned contrast were self-efficacy 
and negative affect However, because some of the predictors of interest in this planned 
contrast were not significant in the overall model, this analysis was not conducted. 
Binomial Effect Size Display 
The Binomial Effect Size Display (BESD) translates an effect size into differences in 
the success rate on the outcome measure of interest for two groups. In this analysis, the 
outcome measure of interest is not engaging in higher-risk sexual behaviors The success 
threshold is, by definition, the 50% level (the median) for the two distributions of scores for 
the dependent variable (Lipsey & Wilson, 2001) Although the BESD is based on 
correlations and this meta-analysis used a standardized mean difference, the standardized 
mean difference can be converted to a correlation or looked up in a table of effect size 
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equivalents The equation to convert the overall effect size from a standardized mean 
difference to a correlation is reproduced below: 
ESqn/V(4 + ES2sm) =r (equation #8) 
(Lipsey & Wilson, 2001) 
Lipsey and Wilson (2001) also provide a table in their text to facilitate ease of use for this 
basic comparison. For example, for a standardized mean difference of 5 (a medium effect 
size), the correlational equivalent would be .24; therefore, there are 24 points between the 
two groups of interest. Basically, the correlation is the number of points separating the two 
groups in the BESD analysis. If the correlation was . 12, then there would be 12 points 
separating the two groups in the BESD analysis. Because the calculation is based on the 
median (50%), the two groups with a correlation of .24 would be as follows: 
Less successful group = 50 - 12 = 38% 
More successful group = 50 + 12 = 62% 
(equation #9) 
Each hypothetical group in this example has a value of 12 either added or subtracted to the 
median because the "12" is half of the point difference and the 24 is the midpoint of the 
distribution. However, the two groups being divided into the "more" or "less" successful 
group might not actually be a group but actually a continuous variable depending upon the 
independent variable of interest in the meta-analysis (Lipsey & Wilson, 2001). However, by 
calculating and reporting the BESD, it makes it easier to translate the results to policymakers. 
Fail-Safe N 
There is always the possibility that the studies located and included in the meta­
analysis are biased in some way. For example, there is a well-known and well-established 
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bias toward publishing studies that show significant differences and not publishing studies 
with null or findings opposite to expected findings based on well-established theories or a 
large body of published research Easterbrook et al. (1991) conducted a study that looked at 
research projects approved by the Central Oxford Research Ethics Committee over a three 
year period Of the 285 projects that had progress at least to the point of having analyzed 
data, those with statistically significant results were almost two and a half times more likely 
to be published than those that reported no statistically significant differences in the research 
(Easterbrook, et al, 1991) 
The standard way to work to minimize that bias is to look for the fugitive literature, 
the unpublished literature and reports not available in the peer reviewed literature Due to 
this concern about the positive bias that may exist in the calculated meta-analysis results, it is 
advisable to calculate the number of studies that would have to report null or negative results 
to reduce the overall mean difference score to zero. Orwin (1983) developed an equation for 
standardized mean differences and Rosenthal (1979) developed an equation based on z scores 
that calculates the necessary number of studies with null values to reduce the calculated z 
score below a specified significance level (see Lipsey & Wilson, 2001 ) The Orwin equation 
for standardized mean differences is reproduced below as equation #10 
ko = k [(ESk/ESc ) - 1 ] (equation # 10) 
In equation #10, k is equal to the number of effect sizes in the meta-analysis ESk is 
in the numerator, and it is equal to the weighted mean effect size ESC is in the denominator, 
and it is equal to the criterion mean effect size level (Lipsey & Wilson, 2001) Then, ko is 
equal to the number of studies with effect size estimates that would need to exist that are not 
accounted for by the meta-analysis. The criterion effect size level could be set at any level as 
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long as it was less than the calculated mean effect size but greater than zero. The criterion 
mean effect size needs to be less than the calculated mean effect size because that is the point 
of doing the calculation. The criterion mean effect size needs to be greater than zero because 
the denominator cannot be equal to zero. 
However, as Lipsey & Wilson (2001 ) and others point out, the best defense against 
this potential publication bias is to thoroughly search the literature, including making a 
substantial and sustained effort to obtain the unpublished articles and poster presentations It 
was particularly useful to talk with principal investigators and other researchers involved 
with ongoing research projects to obtain the fugitive literature and to decrease the possibility 
that other existing papers in their files that would be important for this particular meta­
analysis topic The search for research for relevant papers for this meta-analysis was 
conducted in a variety of ways (online searching of multiple data bases, e-mailing principal 
investigators, talking with presenters conducting primary research on the same topic as the 
meta-analysis, receiving assistance from trained library staff with specific expertise in 
medical and social science topics) Looking for studies in multiple ways decreases the 
likelihood that many relevant studies will be missed. Although the calculation is 
straightforward, it does not replace the necessary careful and sustained search process 
Discussion 
This meta-analysis was designed to look at predictors of return to higher-risk sexual 
behaviors for HIV/AIDS. Stall (personal communication, April 1998) stated that his research 
showed it is more common for people to relapse from safer sex behaviors than it is for people 
to engage consistently in higher-risk sexual behaviors. Clearly, a focus on finding ways to 
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help people maintain their behavioral changes to lower- risk sexual behaviors is an important 
way to combat the spread of HIV 
The goal of this research was to conduct a meta-analysis of the existing literature on 
the frequency of higher-risk sexual behaviors for men who have sex with men to determine 
what predictors are significant when all of the studies are considered together in the analysis. 
Because the studies are relatively homogenous with respect to important variables such as 
sexual identity, the results of the meta-analysis should be able to identify the relevant 
predictors or aspects to include in effective prevention programs for men who have sex with 
men, especially for those men who self-identify as gay or bisexual. By including the 
significant predictors in prevention programs that focus specifically on maintaining desired 
health-enhancing behaviors, the programs should be more useful to these men in their efforts 
to sustain the initial changes. The results of this meta-analysis will also provide a useful 
starting point to begin developing effective prevention programs for other groups such as 
women who have sex with women, especially lesbian and bisexual women. Although it is 
probable that the model that is significant for gay and bisexual men will not be the one that 
works best for lesbian and bisexual women, it is likely that some of the aspects will be 
equally effective for both groups. It will at least provide a theoretically and empirically 
sound place to begin 
CHAPTER 4 
RESULTS 
Before conducting some of the meta-analysis calculations, it was important to get a 
basic understanding of the data in the studies To better understand the studies included in 
the meta-analysis, the studies were coded based on specific characteristics of interest. 
Specifically, the studies were coded for study design (longitudinal or cross-sectional), the 
geographical location, the time period of the study, and for the presence or absence of an 
intervention This was discussed in some detail.in Chapter 2 
Predictors 
Fifteen predictors were included in the complete meta-analysis data set. These 
predictors were not determined a priori, rather, the data set was set up in an open-ended 
fashion and individual predictors were added as they were extracted from each individual 
study A study that had at least one predictor and enough reported information to obtain an 
effect size was included in the meta-analysis. Not all studies included all predictors. 
Stem and Leaf 
A stem-and-leaf plot of the effect sizes was done to look at the distribution of effect 
sizes and to check for outliers As with a standard exploratory analysis of data in primary 
studies, the stem-and-leaf plot lists each individual effect size in the same way a stem-and-
leaf plot would list the individual values in a distribution. Each effect size estimate has one 
stem and one leaf The stem is the number before the decimal point; the leaf is the number 
that comes after the decimal point. The numbers down the far left column (2.00, 6.00, 
20 00, 40 .00, 14 00, 6.00, and 1 00) are the number of effect sizes within that range For 
example, there are six effect size estimates between -0.5 and -0.9 This meta-analysis 
resulted in the following stem-and-leaf plot: 
Stem-and-Leaf Plot for effect sizes 
The stem-and-Ieft plot indicates that there are three extreme values in the distribution of 
effect sizes in this meta-analysis There are two extreme values that are negative mean effect 
size scores less than -1.2. There is also one extreme value that is a positive mean effect size 
greater than 3 .3. Due to these findings, two histograms were created, one with all values and 
one with these extreme values eliminated in order to determine if the overall magnitude of 
the mean effect size estimate was greatly influenced by these extreme values 
Histogram 
Two histograms, one with all values (Histogram A) and one without the three outliers 
(Histogram B), are included at the end of the paper as an appendix. The smaller standard 
deviation in Histogram B reflects the elimination of the three extreme outliers. The 
magnitude of the overall effect size (0.18) stayed the same regardless of whether or not the 
outliers remained in the data set 
Funnel-Plot 
A funnel-plot was constructed to look at the scatterplot of the effect size by the 
overall sample size. The funnel plot is designed to explore publication bias (Lipsey & 
Wilson, 2001; Wang & Bushman 1999). Two funnel plots, one with all values (Funnel-Plot 
A) and one without the three outliers (Funnel-Plot B), are included at the end of the paper in 
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Appendix F In general, if there is publication bias, only those studies with very large 
samples (lots of power to detect statistically significant differences) or those studies with 
very large effects (smaller samples are needed if there are big differences between groups) 
would tend to be published—and, therefore, more likely to be included in the meta-analysis. 
The results of the fùnnel-plot argue against publication bias because most of the studies in 
this analysis have small effects; some studies also have small samples 
It is difficult to see if Funnel-Plot A is really shaped like a funnel because of the huge 
range in sample size However, Funnel-Plot B has the extreme sample sizes (all n > 2000) 
deleted from the plot; this avoids compression the y-axis and facilitates ease of interpretation 
With the much smaller range, it is easier to see the funnel-like shape of the data. 
Error Bar Chart 
An error bar chart was constructed to list the overall effect size for all predictors for 
each study Each study is listed once (by author), and the mean effect size for all of the 
predictors in each study is presented in the chart The chart is included as Appendix G. One 
important thing to note when looking at the error bar chart is that most of the studies include 
zero in the confidence interval This was expected because so few of the predictors turned 
out to be significant in the meta-analysis. 
With both significant and non-significant predictors for most studies, the wide 
confidence interval was to be expected due to the wide range of effect sizes that were 
averaged for each study A study with a symbol but no confidence interval indicates that 
only one effect size was computed from that study Studies with only one effect size do not 
have any variation. Consequently, there was no confidence interval to compute. 
Normal Quantile Plot 
The normal quantile plot reports the overall effect size for all predictors analyzed in 
this meta-analysis and also explores publication bias as well as suggesting whether or not the 
studies come from a single population. The chart is included as Appendix H The horizontal 
reference line is equal to 0.18, the overall calculated mean difference score after the 
correction (Hedges gU) has been made. The vertical reference line suggests there was no 
publication bias, a finding also demonstrated, perhaps more clearly, in the error bar plot 
Box Plots 
Side-by-side box plots were computed to test for moderation. The moderator selected 
for this analysis was whether or not the study contained an intervention or was primarily an 
epidemiological study. The hypothesis was that studies that contained an intervention could 
be significantly different from studies that did not contain an intervention. The box plots are 
included as Appendix I Although the intervention studies did have a very slightly higher 
mean effect size difference, they were essentially identical, and the confidence interval 
include the value of zero for both intervention and non-intervention studies 
Homogeneity Test 
A homogeneity test was run to see if the data fit a fixed effects model: 
- Distribution Description 
N Mir. ES Ma; 
89.000 -2.639 3 
y. ES 
. 304 
Wghtd 3D 
. 381 
Fixed & Random Effects Model 
Mean ES -95 CI +95 CI 
Fixed .1853 .1624 .2081 
Random .1859 .0988 .2730 
SE 
.  0 1 1 6  
. 0444 
Z 
15.9127 
4.1833 
P 
. 0000 
. 0000 
Homogeneity Analysis 
Q df p 
1073.5059 88.0000 .0000 
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The distribution description indicates that there were a total of 89 effect sizes that were 
computed as part of this homogeneity test The minimum effect size calculated was -2 .6, the 
maximum effect size was 3 3 Recall that the Q-value has a chi-square distribution with k-1 
degrees of freedom; the calculated value of 1073 .5 was quite large, and with 88 degrees of 
freedom, the corresponding p-value was significant. The null hypothesis for a homogeneity 
test is that the variation among effect sizes is no greater than what would be expected due to 
sampling error alone Since the homogeneity test indicated a heterogeneity among effect 
sizes, the data was not a good fit for the fixed effects model Consequently, the null 
hypothesis of homogeneity was rejected, and a random effects model was fit to this data. 
Random Effects Models 
Two random effects models were fit to this data—one approach fit the data using the 
non-iterative method of moments, and the other fit the data using maximum likelihood, an 
iterative process that is believed to be slightly more accurate (Lipsey & Wilson, 2001 ). In 
addition, other meta-analysis scholars recommend using maximum likelihood to fit random 
effects models because maximum likelihood is able to accommodate data missing at random 
(Wang & Bushman, 1999) Since the models were very similar, but not identical, it made 
sense to present both, then choose the one that seemed to best fit the data Both models are 
presented here 
Method of Moments 
A random effects model was fit using method of moments to conduct the 
homogeneity (Q-statistic) test 
Homogeneity Test (Q-Statistic) 
Q df p 
Between 101.3065 14.0000 .0000 
Within 112.8746 74.0000 .0024 
Total 214.1811 88.0000 .0000 
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This random effects model was a better fit for the data than the fixed effects model, but there 
was still significant heterogeneity based on the calculated value for the Q-within statistic 
Because the degrees of freedom for Q is the value that would be expected for the calculated 
Q-statistic if there was only variation due to sampling error (Lipsey & Wilson, 2001 ), it is 
clear that this model is not a good fit for the data. The random effects variance component 
calculated by the method of moments is 0 10554 
Maximum Likelihood 
A random effects model was fit using restricted maximum likelihood: 
Homogeneity Test Using Restricted Maximum Likelihood 
Q df p 
Between 76.8615 14.0000 .0000 
Within 81.3860 74.0000 .2603 
Total 158.2474 88.0000 .0000 
The Q-between calculation is still significant, although the calculated value has decreased 
from the 514.63 Q-between value calculated in the fixed effects model. Q-between tests 
whether the magnitude of the effect size estimates differ based upon the specific outcome 
measure of safer sex that is used in each study (Wang & Bushman, 1999). This is not 
surprising due to the wide range of operational definitions of the outcome measure of 
maintaining safer sexual behaviors 
The Q-within calculation tests to see if the effects are homogeneous (Wang & 
Bushman, 1999) There will almost always be either more or less variability than expected 
(i.e., the data are not going to be a perfect fit with a calculated Q-statistic equal to zero, the 
homogeneity test is done to see if the variability is greater than would be expected by chance 
In this random effects model, the Q-within calculation is not significant, therefore, the effect 
sizes are homogeneous across studies. 
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The calculated Q-value for the effect sizes for each predictor was obtained to explore 
potential heterogeneity at the predictor level: 
Q by Group (Predictors ) 
Group Q df p 
Age 8.9943 11.0000 .6224 
Educ. 6.0360 5.0000 .3027 
Attitudes Twd. Sex 3.2420 7.0000 .8618 
Negative Affect 6.0940 6.0000 .4127 
Self Efficacy 7.8118 9.0000 .5532 
Soc. Spt. for Risk Rdct. 4.4170 10-. 0000 .9266 
Number of Sex Partners 29.2397 7.0000 .0001 
Substance Use/Abuse 10.2661 11.0000 .5066 
Income .5246 1.0000 .4689 
AIDS Knowledge 1.4306 2.0000 .4890 
Social Support 2.4423 4.0000 .6550 
Low Self Respect .0000 .0000 -
Poor Self Care .0000 .0000 -
Perc. Rsk. Unprot. Sex. .0000 .0000 -
Self Esteem .8875 1.0000 -
It is important to recall that the nonsignificant Q-within statistic for the random effects model 
indicates that it is not necessary to look at the individual predictors. As with a standard 
ANOVA model, if the overall model is not significant, then this additional step of looking at 
the individual groups is not necessary. This homogeneity test for the meta-analysis tests to 
see if any of the individual predictors show heterogeneity within the effect sizes. The last 
four predictors did not have enough degrees of freedom to calculate the Q-statistic. Three of 
those predictors (low self-respect, poor self-care, and perceived risk of unprotected sex) had 
only one effect size for those predictors—that is, only one study in the meta-analysis reported 
data on those predictors. The last predictor (self-esteem) had one degree of freedom, so that 
means there were two studies that reported enough data to calculate an effect size for that 
predictor. 
The more interesting aspect about this chart is that only one predictor, number of sex 
partners, showed significant heterogeneity within the effect size estimates for that predictor. 
However, the overall random effects model was not significant Consequently, it makes 
sense to move forward to look at the effect size estimates for this model 
Effect Size Estimates 
Effect size estimates were obtained for the random effects model using restricted 
maximum likelihood. 
Effect Size Results by Group 
Group Mean ES SE -95%CI +95%CI Z P 
1 0000 2817 1252 0363 5270 2.2500 .0245 
20000 4667 1796 1146 8188 2.5982 0094 
3 0000 5628 1598 2497 8760 3 5224 0004 
40000 
- 1421 1718 -4788 1946 -8271 4082 
5 0000 3837 1434 1025 6648 2.6745 0075 
60000 3764 1324 1170 .6359 2.8435 .0045 
7.0000 
-.3502 .1524 -6489 -.0515 -2.2976 0216 
8 0000 
-.2127 1286 -4648 0395 -1.6533 0983 
9 0000 3196 3150 -.2977 9370 1.0147 3102 
10 0000 1139 .2765 -.4280 .6558 4119 6804 
11.0000 1645 1936 -2149 .5439 8499 3954 
12.0000 
-.2143 .5447 -1.2819 8534 -3934 6941 
13 0000 
- 1281 4876 -1 0839 8276 -2627 7928 
14 0000 3.3042 .5104 2.3037 4 3047 6.4731 0000 
15 0000 0494 .3591 -6545 .7532 1375 8907 
l=age, 2=education, 3=attitudes toward sex, 4=negative affect, 5=self efficacy, 6=social 
support for risk reduction, 7=number of sex partners, 8=substance use/abuse, 9=income, 
10-AIDS knowledge, 1 l=social support, 12=low self respect, 13=poor self care, 
14=perceived risk of unprotected sex, 15=self-esteem 
Effect Size Results Total 
Mean ES SE -95 CI +95 CI Z P N 
Total .1856 .0473 .0928 .2784 3.9191 .0001 89.0000 
Restricted Maximum Likelihood Random Effects Variance Component 
v = .16344 
se(v) = .02950 
lower 95 C.I. = 0.10 
upper 9 5 C.I. = 0.22 
The restricted maximum likelihood estimate that was added to the variance of each effect 
size calculated in the fixed effects model was 0.16 The confidence interval for the random 
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effects variance component does not include the value of zero; therefore, there is more 
variability than would be expected due to random error 
The overall mean effect size is calculated to be 0.19; if rounded to 0.2, that would be 
Cohen's (1988) recommendation for a small effect size. The corresponding 95% confidence 
interval for the overall mean effect size does not include the value of zero. Because the two 
groups being compared were those who maintained their safer sexual behaviors and those 
who returned to higher risk behaviors, this overall mean effect size of 0.19 indicates that 
there is a significant difference across studies between those two groups on the predictors of 
interest in this analysis 
Fail-Safe N 
Although a great deal of effort has been made to locate studies, it is also important to 
calculate the number of studies that could exist but not have been located that would be 
needed to reduce the overall mean effect size to a specified level. The specific equation was 
discussed previously as equation #10 but is also reproduced below: 
ko = k [(ESk/ESc ) - 1] (equation #10) 
Here, k is equal to 19, the number of studies in this meta-analysis Then the numerator of the 
fraction is the calculated mean effect size of 0 186, the denominator is whatever criterion is 
specified Here, the criterion is set equal to 0.01 With this criterion level, the equation is 
solved to determine the number of uniocated studies with a value of zero that would be 
necessary to reduce the calculated effect size from 0 186 to 0 01 Any criterion level could 
be specified except for an effect size of zero (the denominator in a fraction cannot equal 
zero) Consequently, a level of 0 01 was set. That would still allow for the equation to be 
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solved but also effectively reduce the mean difference to essentially zero in terms of a 
meaningful difference between the two group Based on the criterion of 0 01, the calculation 
indicates it would require 334 studies to reduce the mean effect level from 0.186 to 0.01 
That seems unlikely, and the calculated value of the fail-safe N further supports the thorough 
and careful search necessary before starting any meta-analysis 
Birae ratio 
The Birge ratio was discussed previously as equation seven and is reproduced again below: 
Re Qwiihin/k-p (equation #7) 
The value for Qwithin is taken from the homogeneity test statistic for the model as the 
calculated value for Q-within The value for Q-within is equal to 81.39 Then, "k" is equal to 
the number of effect size estimates (n=89), and "p" is equal to the number of study 
characteristics (n=15). For a Birge ratio is a ratio that estimates the between studies variation 
of effect sizes to the within-studies variation in effect sizes (Wang & Bushman, 1999). For 
example, a value of 1 indicates the model exactly fits the data, a value of 1 5 indicates 50% 
more variability between studies than within studies (Wang & Bushman, 1999) 
The calculated value of the Birge ratio for this meta-analysis is equal to 1.09 This 
indicates there is about 1% more variability within studies than between studies for this 
model The Birge equation indicates the model is an excellent fit for the data. 
Significant Predictors 
The predictors that were significant across studies were age, education, attitudes 
toward sex, self-efficacy, social support for risk reduction, number of sex partners, and 
perceived risk of unprotected sex To confirm which predictors were significant in the 
random effects model, each predictor was calculated individually to be sure the result for 
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each predictor was consistent with the results obtained when the entire model was run using 
SPSS. The variance for the hand calculations was obtained by using the variance for the 
fixed effects model, then calculating the additional random effects variance That new 
additional variation was added as a constant to the fixed effects variance to obtain the 
variance for the random effects model 
Chart 1 : Complete Random Effects Model 
Number of Predictor Name Effect Size 95% C.I. 95% C.I. 
Studies (mean) (upper) (lower) 
12 age .28 50 06 
6 educ 46 .77 15 
8 attitudes toward sex .57 .29 .04 
7 negative affect - 13 16 -43  
10 self efficacy .38 .63 .13 
11 social support for 
risk reduction 
38 60 15 
8 number of sex 
partners 
-.33 -.07 -59  
12 substance use / abuse -21  01 -.43 
2 income .32 .86 -.22 
3 AIDS knowledge .48 .61 -.35 
5 social support 16 .49 - 16 
I low self respect -22  76 -12  
1 poor self care - 13 .73 -99  
1 perceived risk of 
unprotected sex 
3 33 4.24 2.45 
2 self esteem 03 .67 -60  
Note: random effects model, any differences between hand calculated values and those 
calculated by SPSS are due to rounding This model includes the hand calculated random effects vanancc 
(variance for fixed effects model + additional variance [v()| for the additional variation in the random effects 
model) Each predictor was calculated separately Predictors in bold are those with confidence intervals that do 
not contain a value of zero 
Chart 2 Reduced Random Effects Model 
Predictor (only sig. predictors Values calculated all in one Values calculated individual^ bv 
in this chart) model bv SPSS hand 
age 28 28 
education .47 46 
attitudes toward sex 56 .57 
self cfficacv 38 .38 
social support for risk 
reduction 
38 .38 
number of sex partners -.35 -.33 
perceived risk of unprotected 3 30 3.33 
sex 
Note; same predictors were significant regardless of method of calculation. Random effects model 
As expected, knowledge about HIV/AIDS did not predict behavior. Consistent with 
self efficacy theory (Bandura, 1982), information is not enough, in and of itself, to produce a 
change in behavior. A change in behavior requires a change in the belief of the individual in 
her or his perceived ability to make that change in behavior (efficacy expectations). A belief 
that a particular behavior will result in a particular outcome is conceptualized as outcome 
efficacy (Auerbach, Wypijewska, & Brodie, eds, 1994). 
This lack of a significant effect size for knowledge about HIV/AIDS being predictive 
of behavioral change is also consistent with Kelly's (1999) work on changing community 
norms through the use of influential peers. If community norms do not support the use of 
safer sexual behaviors then information is not enough to result in a change of behavior 
(Kelly, 1999). 
Both self-efficacy and social support for risk reduction as important predictors of 
sustained behavior change are consistent with the results of this meta-analysis. The mean 
effect size for self-efficacy (predictor #5 in the effect size estimate chart) was equal to 0.38, 
somewhere between a small and medium effect size. The mean effect size for social support 
for risk reduction (predictor #6 in the effect size estimate chart) was equal to 0.37, again, that 
value falls somewhere between a small to medium effect size. 
Although knowledge about HIV/AIDS did not produce a significant difference in 
safer sexual behaviors, a significant difference was found in terms of overall level of formal 
education between groups—the more formal education an individual had, the more likely he 
was to not engage in higher risk sexual behaviors. The overall mean effect size for education 
was equal to 0.46. 
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This difference is not as informative, however, as the significant finding for this 
predictor might seem at first glance. Almost all of the mean values for the two groups (safer 
sex group vs. higher risk sexual group) indicated the majority of the participants had 
completed some classes at the college/university level. Only three of the nineteen studies 
that reported any information on education reported on the percentage of individuals whose 
formal education ended at the high school level Most of the studies that reported information 
were descriptive (Ekstrand & Coates (1990) reported "mostly well educated"), listed similar 
percentages across groups (Robins et al ( 1994) reported 48.5% were college graduates for 
higher risk group vs. 49% college graduates for safer sex group), or had similar mean years 
of education (Kelly et al (1995) reported 13 7 yrs of education vs 14 .1 yrs of education) 
The Kelly et al (1995) study may not have an important difference in terms of level of 
education achievement, but the mean effect size for education for that one study is equal to 
0.22. So, although education was a significant predictor, the meaningful "real world" 
difference is actually quite small (e g , is the 6 months of difference—essentially one 
semester of college—really all that important when it comes to developing HIV/AIDS 
programs0) 
It is also possible that the significant predictor for education is simply due to 
maturation rather than more education With a few exceptions (students who skipped grades 
or otherwise accelerated their educational attainment), those students who have more 
education could also simply be older Although both were predictive in the model, it could 
be age that is really the more meaningful and important predictor of interest and one to focus 
on when developing prevention programs 
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Further supporting that alternative hypothesis is the fact that age is a significant 
predictor in the random effects model The mean effect size for age was equal to 0.28 Older 
men who have sex with men tended to maintain their safer behaviors more consistently than 
younger men who have sex with men. 
The other significant predictors in this random effects model were attitudes toward 
sex, number of sex partners, and perceived risk of unprotected sex. Substance use/abuse 
approached significance. Attitudes toward sex included things such as attitudes toward using 
condoms during sex and fits in with Kelly's (1995)work on community norms. The same 
could be argued for perceived risk of unprotected sex. 
The predictor "number of sex partners" is a bit more problematic. Although the 
random effects model indicates that having more partners is more risky than having fewer 
partners, the basic HIV prevention message is that the number of partners is not what's 
important; the important thing is the particular sexual behavior(s) one does with those 
partners that places (or does not place) one at risk for contracting HIV However, if one is not 
engaging in safer sexual behaviors, then this predictor would reflect the public health concept 
of prevalence, that if the prevalence of HIV is relatively high, then the more sexual partners 
one has, the more likely an individual is to have one of those partners be HIV-positive. 
Conclusion 
General Observations 
Individual studies reported data on a wide range of individual predictors. Some 
studies reported data based on longitudinal studies (studies that had multiple data collection 
points in order to look at change over time) Others reported cross-sectional data (data 
collected at one point-in-time) Some data is retrospective (participants report on behaviors a 
various points in the past—i.e., past six months, past year, etc.) Some studies report data on 
two or three predictors while others report a wide range of predictors Not all studies use the 
same predictors Further, not all studies use the same definition of "safer sex" (see the charts 
in the appendix that report on the various study descriptors). 
The meta-analysis is an attempt to find out what works for a particular population of 
interest In this meta-analysis, the particular population of interest was men who have sex 
with men. One strength of doing this meta-analysis was the ability to look at a wide range of 
studies—studies from different geographical regions of the United States as well as a studies 
from outside of the United States (Australia and the Netherlands). This meta-analysis was 
also able to look at predictors such as self-efficacy, a variable that had various operational 
definitions, the strength of that is that the meta-analysis could determine if the predictor was 
important regardless of the specific way it was defined in any one individual study Rather 
than relying on any one study, a meta-analysis is able to see what works across studies, to see 
what works regardless of multiple operational definitions or even multiple ways of measuring 
a particular predictor It does not rely on the specific characteristics of any one sample or 
any one set of researchers 
48 
Based on this meta-analysis, the results indicate that men who have sex with men 
who have a lower frequency of higher risk sexual behaviors tend to be older, have more 
education, have more positive attitudes toward sexual behaviors such as using condoms, have 
greater self-efficacy, have higher perceived social support for risk reduction, fewer sexual 
partners, and a higher perceived risk of engaging in unprotected sexual behaviors. 
In terms of specific topics, HIV prevention programs need to include things that 
address attitudes toward sex, provide modeling, role-plays, or other target activities to 
increase self-efficacy, provide social support for risk reduction or work simultaneously to 
increase the level of community support for safer sexual behaviors, discuss the number of 
sexual partners (or the need for safer sexual behaviors with all partners and include Kippax et 
al.'s (1993) concept of negotiated safety), and work to increase the perceived risk of 
unprotected sex 
Questions for Further Research 
This meta-analysis looked at one population—men who have sex with men—and fit a 
random effects model to the data for the available studies on returning to higher risk sexual 
behaviors Due to the limited number of intervention studies, this analysis included both 
intervention and epidemiological studies. More research need to be done with carefully 
designed, empirically based prevention programs and clearly specified outcome measures 
More work needs to be done to determine why negative affect does not appear to be 
predictive in meta-analytic studies that attempt to look at the relationship between negative 
affect and sexual risk behavior Crepaz and Marks (2001 ) conducted a meta-analysis 
specifically to look at the potential link between negative affect and HIV sexual risk 
behaviors and did not find a significant association based on their analysis of the 34 studies 
included in their work. Kalichman & Weinhardt (2001 ) speculate that this lack of any 
significant association may be due to relying on cross-sectional rather than longitudinal 
studies, because studies have relied on global assessments of affective states and ignored the 
potential temporal relationship between those two constructs, or because more sensitive 
methodology (e.g., daily diaries or ecological momentary assessment) may be needed to 
detect the relationship between negative affect and sexual risk behavior. The other 
possibility, of course, is that there in no significant association between negative affect and 
higher risk sexual behavior, but it would be interesting to further explore this potential 
association by using negative affect as a predictor in longitudinal studies and by looking 
more closely at a potential temporal relationship. 
One predictor, perceived risk of unprotected sex, was significant in the random 
effects model in this research but only one study included it as a predictor. It would be 
interesting to include this predictor in future studies. However, one researcher offered a 
competing hypothesis—that perceived risk of unprotected sex may be such a good predictor 
because it is essentially the outcome variable in the research (MacDonald, personal 
communication), which would offer good explanations as to why other studies did not 
include it and why it was such a good predictor 
There were two predictors of social support in this meta-analysis: ( 1 ) a global 
measure of social support and (2) a specific measure of social support that looked at social 
support for risk reduction. Based on this meta analysis, the global measure was not 
predictive across studies but the more specific predictor (social support for risk reduction) 
was significant in the random effects model that was fit for this data Based on this research, 
it would seem that more general social support in the community (having friends, having ties 
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to a particular community, social network variables) are important in terms of decreasing the 
frequency of higher risk sexual behaviors. What seems to be important is what Kelly and his 
research group call 'peer opinion leaders" and the general belief that there is an expectation 
of safer sexual behaviors, that there is some sort of very specific support for risk reduction. 
There are some interesting questions—does it need to be close friends who share those 
beliefs? What about contextual factors (meeting someone in a bar vs. a professional setting 
such as a conference)? 
There are other important factors that this meta analysis was unable to explore due to 
the nature of the available studies. For example, it was not possible to look frequency of 
higher risk sexual behaviors for different levels of situational challenges. Does the 
frequency of higher risk sexual behaviors increase more in the context of anonymous sexual 
encounters or with one's own regular partner? What role, if any, does one's known HIV 
status have? What about seroconcordent partners when both partners are HIV-positive? 
What about relationship status? Does the frequency of higher risk sexual behaviors change at 
important transition periods such as the start or end of a relationship? It would be interesting 
to explore these factors, especially in light of the findings on negative affect and sexual risk 
behaviors. 
Many of the studies included in this meta-analysis have limitations, and those 
limitations have been explored in some detail. Having said that, it is important to end here 
with the understanding that several variables are significant predictors when all of the studies 
have been analyzed together for this project. There are many interesting conceptual and 
statistical questions which remain. However, it is clear that prevention programs that seek to 
reduce the frequency of higher risk sexual behaviors for men who have sex with men should 
51 
include information and skill building exercises that address norms regarding risk reduction. 
Exercises should include activities that are designed to increase each participant's self-
efficacy for the specific target behaviors. Finally, outcome evaluations need to be conducted 
to determine if the intervention had the desired reduction in the frequency of specific higher 
risk sexual behaviors and actually resulted in meaningful and sustained changes in the 
program participants 
Appendix A: Coded Variables 
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Coded Variables 
Reference: The study was listed by first author or editor of the research. 
MS #: Each manuscript was numbered as a safeguard against mixing up articles with the 
same first author The studies were entered by number rather than by author in the SAS 
database in order to minimize coding errors. 
Publication: Each manuscript was coded for published, unpublished, dissertation, conference 
proceeding, or book 
Year of Publication and Sample: The year of publication and year of data collection was 
entered for each study 
Race/ethnicity: The percentage of white and non-white participants in each study was 
computed if that information was provided. 
Recruitment Area: The city or cities from which the sample was obtained was coded for 
each study. 
Geographical Location: Each study was coded for U S or non-U S sample. 
Type of Study: Each study was coded as baseline, cross-sectional, or longitudinal. 
Randomized: No study used a randomized design, so this category was discarded. 
Age: The mean age for the participants were recorded for each group. 
Relapse Percentage: Percentage of people who changed from no risk behaviors or lower risk 
sexual behaviors to higher risk sexual behavior(s). 
Education: Mean education level for each group 
Sex Attitudes: Attitudes toward sex, such as attitudes toward using condoms 
Negative Affect: This is a combination of measures of depression and anxiety 
Self efficacy: This measure includes general self efficacy, self efficacy for using condoms, 
and self efficacy for maintaining safer sex behaviors during sex. 
Social Support for Risk Reduction: This measure focuses on community norms for safer sex 
behaviors and perceived peer values around prevention activities (e.g. condom use). 
Different Sex Partners: History of different sex partners over a specified period of time that 
varied by study 
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Substance Use: This measure included both alcohol and drugs, both use and abuse of drugs 
and alcohol, and use of any kinds of substances during sex. 
AIDS Knowledge: Includes AIDS Behavioral Knowledge Test, Sex Risk Behavior 
Schedule—Youth (SERBAS-Y), and general nonstandardized instruments and 
questionnaires. 
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Appendix B: Study Design 
Study Design and Geographical Location 
Study ID Authors Study Design Geo. Recruit Loc. Time Period of Study Intervention 
1 Beltran et al longitudinal Chicago mid 85-end 86 Yes 
2 de Wit et al longitudinal Amsterdam, The Netherlands Nov 1984-end 91 Yes 
3 Diaz, Ayala et al x-sectional baseline data New York City, Miami, Los Angeles not reported No 
4 Diaz, Stall et al x-sectional baseline data Tucson spring 1992 No 
5 Ekstrand & Coates longitudinal San Francisco July 84-June 88 No 
6 Hays et al x-sectional Santa Cruz, Santa Barbara, Eugene not reported No 
7 Kelly et al x-sectional data Memphis, Tampa, Mobile, Binghamton Spring 1990 No 
a Kelly, Sikkema et al x-sectional 16 small cities (4 each section of US) 1991-1992 No 
9 Kelly, St. Lawrence, et al longitudinal moderately-sized southern city 1987 for 18 months Yes 
10 Kelly, St. Lawrence, et al x-sectional Seattle, Tampa, Mobile late 1998 No 
11 Kippax et al longitudinal Sydney, Australia Nov 92-Feb. 95 No 
12 McCusker et al longitudinal Boston Index visit 1989 + follow-up No 
13 O'Reilly et al longitudinal Seattle, Denver, Dallas, Long Beach Nov 87-Aug 89 Yes 
14 Robins, et al longitudinal Pittsburgh Fall/Winter 89-90 wave Yes 
15 Rotheram-Borus et al longitudinal New York City June 88-Feb 91 Yes 
16 Siege!, et al longitudinal New York City Fall 94 to Summer 86 No 
17 Stall, et al longitudinal & x-sectional San Francisco 1984-1987 No 
18 Stall, et al longitudinal San Francisco 1984-1988 No 
19 Valdisserri et al longitudinal Pittsburgh May 86-May 87 Yes 
Appendix C: Operational Definitions & Types of Interventions 
Table 2: Description of intervention 
Study ID Authors Type of Intervention Length of Intevention 
1 Beltran et al HIV C&T, AIDS info, safer sex recommendations ongoing 6 month sessions/tests 
2 de Wit et al HIV- got HIV test; HIV+ got health services HIV+ every 3 mts; HIV- every 6 mts 
3 Diaz, Ayala et al baseline data N/A 
4 Diaz, Stall et al baseline data N/A 
5 Ekstrand & Coates none ongoing prospective study 
6 Hays et al none none 
7 Kelly et al none none 
8 Kelly, Sikkema et al none none 
9 Kelly, St. Lawrence, et al info, skills training for risk reduction, problem-solving skills 12 weekly sessions 
10 Kelly, St. Lawrence, et al none none 
11 Kippax et al none none 
12 McCusker et al none none 
13 O'Reilly et al HIV prevention (no details in unpub. Conf. Abstract) six month follow-up questionnaire 
14 Robins, et al HIV test, info, quart, newsletters, optional 1-1 counseling 8 yr prospective study 
15 Rotheram-Borus et al made videos, PSAs, got health care, 1-1 counseling, info approx 3 wks, total 20 sessions 
16 Siegel, et al none T1 to T2 is approx 6 months 
17a Stall, et al x-sectional data for 1989; longitudinal from 1984-1987 none 
18 Stall, et al none 5 yr prospective study 
19 Valdisserri et al HIV test, info, quart newsletters, optional 1-1 counseling 8 yr prospective study 
Table 2: Description of Intervention 
Length for Meta-Analysis Paper Relapse Percentage 
mid 85-end 86 21% "increasing risk" over length of time of analysis 
Nov 1984 end 91 19.3% unprotected anal intercourse over all time points 
not reported N/A 
spring 1992 N/A 
July 84-June 88 12% unprotected RAI, 16% unprotected IAI (any wave) 
not reported none 
Spring 1990 45% "lapsers" to unprotected anal sex in past 6 months 
1991-1992 N/A 
start 1987, 16 wk post-interv. Follow-up 39.7% "lack of enduring behavior change response" for anal sex for 16 wks 
late 1998 37% unprotected sex per self-report data for past 3 months 
Nov 92-Feb. 95 8.9% have unprotected anal sex outside primary relationship past 6 months 
Index visit 1989 + follow-up every 6 mts N/A 
Nov 87-Aug 89 (ongoing enrollment) 4% "increased number of partners without consistent condom use" over 6 months 
Fall/Winter 89-90 wave 35.3% has insertive anal sex past 6 months, did not diff condom use in study 
June 88-Feb 91(3,6, 12 month assess) 5% for unprot. anal intercourse, 8% for unprot oral sex acts at 12 month assess 
Fall 94 to Summer 86 55% high risk (unprotected anal sex, fisting, rimming) both time periods 
onetime point in 1989 12.2% over past yr "made commitment to self to avoid UAI but did so anyway" 
1984-1988 19% "changing to high risk following at least two consecutive waves at lower risk" 
May 86-May 87 (only last wave) N/A 
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Appendix D: Attrition Bias 
Attrition Bias 
Study ID Authors Study Design Attrition Bias (presented in terms of those who dropped out) 
1 Beltran et al longitudinal younger (33.2 vs 34.9), less income (21,300 vs 23,700) less educ (15.6 vs 16.4) 
2 de Wit et al longitudinal more likely to be HIV-positive (probably developed AIDS and stopped coming) 
3 Diaz, Ayala et al x-sectional baseline data N/A 
4 Diaz, Stall et al x-sectional baseline data N/A 
5 Ekstrand & Coates longitudinal H1V+ w ith symptoms at yr. 1, more depressed, self-labeled as gay earlier age 
6 Havs et al x-sectional N/A 
7 Kelly et al x-sectional data N/A 
8 Kelly, Sikkema et al x-sectional N/A 
9 Kelly, St. Lawrence, et al longitudinal not reported, had 93% folloxv-up success (68 of 73 men) 
10 Kelly, St. Lawrence, et al x-sectional N/A (also found no sig. diff between respondents from any of 3 cities) 
11 Kippax et al longitudinal not reported, but paper in meta-analysis only first two waves of data collection 
12 McCusker et al longitudinal more likely to be HIV-positive (40% vs. 22%) 
13 O'Reilly et al longitudinal not reported in unpublished conference abstract 
14 Robins, et al longitudinal be HIV+ (39% vs. 28%), younger (38[8.5] vs 36.3f8.31), non-white (92% vs 96%) 
15 Rotherain-Borus et al longitudinal abstaining from anal intercourse at baseline predicted earlier dropout from follow-up 
16 Siegel, et al longitudinal not reported 
17 Stall, et al longitudinal & x-sectional 63% follow-up success at wave 4, addressed by adding x-sectional sample 
18 Stall, et al longitudinal no significant differences-evaluated age, relationship, sex variables 
19 Valdisserri et al longitudinal data only for one wave, so used as cross-sectional sample 
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Appendix E: Histograms 
Histograms With and Without Outliers 
Histogram: All effect size values included in chart 
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Histogram: Outliers excluded from chart 
Appendix F: Funnel Plot 
Funnelplot for effect sizes with sample size less than 2000 
(n = 5 effect size estimates omitted) 
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Appendix G: Error-Bar Chart 
Effect Size Estimates and 95% Confidence Interval for Each Study 
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Appendix H: Normal Quantile Plot 
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Normal Quantile Plot 
2.01 
1.0 
0.0 
-1.0 
Normal quantile chart for effect sizes 
Appendix I: Side-by-Side Box Plots 
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Box Plots: Effect Size Estimates for Intervention vs. Non-intervention Studies 
N = 
Effect sizes: Intervention vs. Non-intervention 
Appendix J : Study Characteristics 
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Study Characteristics for Items of Interest in Each Study 
Study ID Convenience vs. Random Sample Comparison 
Group 
Statistics Extracted 
for Meta-Analysis 
1 men in sample who did not request or receive 
results of HIV test, then random sample from 
that group 
yes p-value for contrast 
between groups, then 
chi-square 
2 no information provided none means and standard 
deviations 
3 sample of men recruited probabilistically in 
35 Latino gay bars 
none p-value to chi-square 
4 convenience sample obtained at randomly 
selected time periods in gay bar 
none means and standard 
deviations 
5 multistage probability sample none odds ratios 
6 convenience sample none means and standard 
deviations 
7 convenience sample none means and standard 
deviations 
8 convenience sample (but recruitment in 16 
small cities in different geographical regions 
of U S 
none means and standard 
deviations 
9 convenience sample none means and standard 
deviations 
10 convenience sample none means and standard 
deviations 
11 convenience sample none odds ratios 
12 convenience sample none means and standard 
deviations 
13 incomplete information no 
information 
chi-square 
14 Pittsburgh site of multisite study, no 
recruitment information provided , used 
subset of HIV-positive individuals* 
none means and standard 
deviations for some 
predictors, chi-square 
for others 
15 convenience sample none means and standard 
deviations 
16 convenience sample none means and standard 
deviations 
74 
17 random sample none odds ratios 
18 convenience sample none odds ratios 
19 subset of Pittsburgh site of multisite study, 
used those engaging in anal sex in past 6 
months* 
none odds ratios 
*Both study #14 and study #19 used the same Pittsburgh site of a multisite longitudinal 
study However, study #14 restricted its analysis to HIV-positive individuals while study 
#19 restricted its analysis to those engaging in anal sex in past six months Only one 
predictor (substance use/abuse) was included in both of those studies—otherwise the two 
studies analyzed different variables. It is possible for that one variable that up to 55 
individuals were included in both studies in the data analysis 
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