Abstract-This paper aims at answering the so called whynot questions in reverse skyline queries. A reverse skyline query retrieves all data points whose dynamic skylines contain the query point. We outline the benefit and the semantics of answering why-not questions in reverse skyline queries. In connection with this, we show how to modify the why-not point and the query point to include the why-not point in the reverse skyline of the query point. We then show, how a query point can be positioned safely anywhere within a region (i.e., called safe region) without losing any of the existing reverse skyline points. We also show how to answer why-not questions considering the safe region of the query point. Our approach efficiently combines both query point and data point modification techniques to produce meaningful answers. Experimental results also demonstrate that our approach can produce high quality explanations for why-not questions in reverse skyline queries.
I. INTRODUCTION
In recent years, why-not questions have received a considerable amount of attention in the database community in the hope of improving the usability of database systems. Today's database systems are highly efficient in terms of query execution time and resource usage. However, these systems are not usable for the end users to the same degree as they are proficient in underlying data management and query evaluation [1] . These days users expect systems to be more interactive and cooperative. That is, users are not satisfied only with receiving the query output, but also they want to know why the system returns only the current set of objects as output. In particular, users may want to know why a particular data object does not appear in the query output. Any database system that provides a good explanation for the missing objects in the query output, is very helpful for a user to understand her information need and thereby refine her initial query [2] , [3] .
There are three different aspects of answering "why-not questions" for query output. The first one is finding the causes why the expected data point does not appear in the query output. Chapman et al. [4] propose to return the query operator that filters out the desired data point from the query output in this direction. The second aspect is modifying the data point so that it appears in the query output in terms of the modified database as proposed by Huang et al. [5] for SPJ (SelectProject-Join) and by Herschel et al. [6] for SPJUA (SPJ-UnionAggregation) queries, respectively. The third aspect is refining the initial query so that the why-not point appears in the refined query output as proposed by Tran et al. [2] for SPJA (SPJAggregation) queries. In a recent work, He et al. [3] also propose a query refinement approach for answering why-not questions in top-k queries. In this paper, we study the problem of answering why-not questions in reverse skyline queries in light of the above aspects.
To introduce reverse skyline, we introduce dynamic skyline [7] first. Given a set of products P and a query point q as a customer's preference, a dynamic skyline query retrieves all products that are not dynamically dominated by other products from the customer's perspective. A product p 1 is considered as dynamically dominating another product p 2 with respect to a customer if p 1 compared with p 2 is closer to the customer's preference in at least one dimension and not farther to the customer's preference in the other dimensions. While regular skyline [8] prefers maximum or minimum values in each dimension, dynamic skyline prefers products closer to a given customer's preference. In other words, dynamic skyline adheres to the around-by semantics, under which a cheap product may not be necessarily preferable to an expensive one if the latter matches the customer's preference better. Based on dynamic skyline, a reverse skyline query retrieves information from the companies' perspectives. That is, given a set of products P , a query product q and a set of customer preferences C, a reverse skyline query according to q retrieves all customers that contain q in their dynamic skylines [9] . A reverse skyline query is used to measure the interestingness of a product in the market [10] . Consider the example in Fig.1(a) : a database of cars and customer preferences are stored as tuples in a relation. Suppose pt 2 is a customer preference c 2 ∈ C, pt 1 , pt 3 − pt 8 are cars p 1 , p 3 − p 8 ∈ P , the dynamic skyline of c 2 can be found as {p 1 , p 4 , p 6 } (let us take the result for granted, visualized justification is in Section II). This means customer c 2 is interested in cars {p 1 , p 4 , p 6 }. Now, a car dealer wants to put a car q(price:8.5K, mileage:55K) onto the market and see which customers are interested in this car. After careful examination, c 2 's dynamic skyline becomes {p 1 , p 4 , p 6 , q} including q, which means c 2 is in the reverse skyline of q, so customer c 2 is a potential buyer of the car q. Similarly, c 2 is also in the reverse skylines of p 1 , p 4 and p 6 .
To answer why-not questions in reverse skyline queries, we aim to find out why a particular point is not in a reverse skyline, and what actions we should take to put the point into a reverse skyline. Let us illustrate the problem using an example. Consider again the car database, this time, let pt 1
(a) Data points served as products and customers (b) Skyline Fig. 1 . An skyline query example be a customer preference c 1 ∈ C, let pt 2 − pt 8 be the cars p 2 − p 8 ∈ P on the market, suppose a car dealer wants to sell a car q(price:8.5K, mileage:55K), after a careful reverse skyline computation, we found c 1 is not in the reverse skyline of q, then the car dealer may want to know why c 1 is not interested in q. Firstly, we can explain the reason as that car p 2 is more interesting to customer c 1 , because q is dynamically dominated by p 2 according to c 1 . To go further, the car dealer may seek a negotiation with the customer and make q turn up in the dynamic skyline of the customer c 1 (i.e., c 1 becomes a reverse skyline point of q). This includes changing the price of the car q or persuading the customer to change her preference or both for the purpose of narrowing the gap. An important aspect here is that the car dealer might not want to lose existing customers who are already interested in the car q, therefore during the negotiation, it may be better to keep the existing q's reverse skyline points. To sum up, this paper aims at answering why-not questions in reverse skyline queries. More specifically, we show how to modify the why-not point and query point to include the whynot point in the reverse skyline of the query point. To do so, we propose techniques that incur minimum changes to both the why-not point and the query point. We also show how to modify the why-not point and the query point while keeping its existing reverse skyline points. To the best of our knowledge, this is the first attempt ever made to answer why-not questions in reverse skyline queries. The main contributions of this paper are summarized as follows:
(1) We provide the semantics of answering why-not question in reverse skyline queries. (2) Then, we show how to modify the why-not data point and the query point to include the why-not data point in the reverse skyline list of the query point, respectively. (3) We also show how to modify both the query point and the why-not point while keeping existing reverse skyline. (4) Finally, we present a detailed evaluation of the proposed scheme that demonstrates its effectiveness in both real and synthetic data sets.
Here is a road map of the paper. Section II describes preliminaries and terminology used in this paper. Section III describes the semantics of answering why-not questions in reverse skyline queries in detail. Section IV describes how to modify the why-not point. Section V describes how to modify the query point while keeping existing reverse skyline points. Section VI presents our experiments. Section VII presents related work and finally, Section VIII concludes our paper. i ∈ D i and i ∈ {1, 2, ..., d}. We contextualize the previous definitions of skyline [8] , dynamic skyline [7] and reverse skyline [9] in this paper as follows.
Definition 1: (Skyline) Given a dataset of products P , the Skyline (SK) query retrieves all points p in P that are not dominated by others, and a point p 1 dominates another point
Without loss of generality, we assume that a smaller value is preferred in every dimension in the above definition. Consider the data points given in Fig. 1 (a) as P . Then, the skyline points of P , SK = {p 1 , p 3 , p 5 }, are shown in Fig. 1(b) . Point p 4 is not part of the skyline as it is dominated by p 1 and p 3 .
Definition 2: (Dynamic Skyline) Given a query point q as customer preference and a dataset of products P , a Dynamic Skyline (DSL) query according to q retrieves all points p ∈ P that are not dynamically dominated by others, and a point p 1 ∈ P dynamically dominates p 2 ∈ P with regard to the query point q (denoted by p 1 q p 2 ) iff (1) ∀i ∈ {1, ..., d} :
The dynamic skyline of a point q can be computed by any traditional skyline computing algorithm having all points p ∈ P transformed to the new data space where point q is considered as the origin and the absolute distances to q are used as the mapping functions [9] , [7] . The mapping function,
For example, consider the data points given in Fig. 1 (a) as P and the query point, q(8.5K, 55K) as a customer preference. Then, the dynamic skyline of q, DSL(q) = {p 2 , p 6 }, is shown in Fig. 2(a) . Here, point p 5 is transformed to p 5 w.r.t. q, p 1 to p 1 , p 2 to p 2 and so on. Point p 1 is not in DSL(q) as p 1 is dynamically dominated by p 2 w.r.t. q. It is verifiable from Fig. 1(b) and Fig. 2 coordinate-wise absolute differences to q), whereas traditional skyline is computed with respect to the origin zero.
Definition 3: (Reverse Skyline) Given a dataset of products P , a query point q as product and a dataset of customer preferences C, a Reverse Skyline (RSL) query according to q retrieves all points c ∈ C where q is in the dynamic skyline of c. That is, a point c 1 ∈ C is a reverse skyline point of q iff p ∈ P such that (1) ∀i ∈ {1, ..., d} : |c
is realized by computing DSL(c) for each point c ∈ C and then by checking whether DSL(c) contains q or not. For example, consider the data points pt 1 , pt 3 − pt 8 given in Fig. 1(a) as the dataset of products P and pt 2 in Fig.  1(a) as the customer preference c 2 ∈ C and the query point q(8.5K, 55K). Then, c 2 is in the reverse skyline of q as q is in the dynamic skyline of c 2 as shown Fig. 2 
(b).
Definition 4: (Dynamic Dominance Region) The dynamic dominance region (DDR) of a point c contains the points dominated by at least one dynamic skyline point. We use DDR(c) to denote the absolute complement of DDR(c) with respect to the universe. We refer DDR(c) as the dynamic antidominance region of c in this paper 1 . In general, DSL(c) defines the border between DDR(c) and DDR(c). If an arbitrary point q is positioned in DDR of a point c, then q will be in DSL(c). This also eliminates all points from DSL(c) that are dynamically dominated by q with regard to c. The DDR and DDR of c 2 in the transformed and original space are shown in Fig. 3(a) and Fig. 3(b) . It is easily verifiable from Fig. 3 that, if the query point q appears within the DDR of c ∈ C, then c appears in the RSL(q).
The computation of the reverse skyline of the query point q requires computation of the dynamic skyline of each point c ∈ C (and thereby DDR(c)), which can be bypassed by running a window query centered at c [9] . The extent of the window is defined by the coordinate-wise distances to q. If the window query returns no point, then c is included in RSL(q). For example, given the query point q(8.5K, 55K) as product, the green dashed-rectangle in Fig. 4(a) represents the window query of point c 2 . This window query returns an empty result and therefore, c 2 is in RSL(q). Now, consider the data points pt 2 − pt 8 given in Fig. 1 (a) as the dataset of products P and data point pt 1 in Fig. 1 (a) 1 Note that the term anti-dominance region is defined differently in [9] . as the customer preference c 1 ∈ C and the same query point q(8.5K, 55K) as product. The window query centered at point c 1 (red dashed-rectangle as shown in Fig. 4(b) ) returns a nonempty result (i.e., {p 2 }) for which c 1 is not in RSL(q). In this paper, we study the problem of answering why-not question in reverse skyline queries. More specifically, we address why the data point c 1 is not in the reverse skyline of the given querypoint, q(8.5K, 55K). Then, we show how the data-point c 1 can be included in the reverse skyline of the query-point, q.
III. SEMANTICS OF WHY-NOT QUESTION FOR REVERSE SKYLINE QUERIES
There are three different aspects of answering why-not questions in reverse skyline queries as we discuss in Section I. These are: (1) finding the causes of why point c t does not appear in the reverse skyline of the query point q; (2) modifying the why-not point c t into c * t so that c * t appears in the reverse skyline of q (i.e., c * t ∈ RSL(q)); and (3) modifying the query point q into q * so that c t appears in the reverse skyline of q * (i.e., c t ∈ RSL(q * )). The first aspect of answering why-not questions in reverse skyline queries is finding the causes of why-not c t ∈ RSL(q). We already know that why point c t does not appear in RSL(q) because the window query centered at c t returns a non-empty result. In other words, the query point q does not appear in the dynamic skyline of c t either. If we delete all points returned by window query(c t , q) from the data set P , c t can appear in RSL(q). For example, consider the data points pt 2 − pt 8 given in Fig. 1 (a) as P and pt 1 in Fig. 1(a) as the why-not point c 1 , we see that c 1 does not appear in RSL(q) because the window query centered at c 1 returns {p 2 } (see Fig. 4(b) ). This can be interpreted as "c 1 finds p 2 more interesting than q". We may find this kind of answer insightful in many real life cases. For example, if a company wants to investigate why their customers are not interested in its product 'X' anymore, then they may collect similar product information available in the market and store it in the database together with the user preferences, then query the product 'X' in the database and finally, find that there are other products in the market customers prefer more than the product 'X'. The company may then encounter the above by redesigning 'X' and/or modifying the different features of 'X' (e.g., packaging, price etc).
The second aspect of answering why-not questions in reverse skyline queries is modifying the why-not point c t into c * t so that c * t appears in the reverse skyline of q. However, the should not incur lots of changes to the original point c t , i.e., |c t − c * t | should be minimum. This kind of answer also has practical applications as we already discuss in Section I of this paper.
The third aspect of answering why-not questions in reverse skyline queries is modifying the query point q into q * so that q * appears in the dynamic skyline of c t . Importantly, the modification of the query point q into q * should be done in a way so that we do not lose any of the existing reverse skyline points of q, because, in many cases we do not want to lose existing reverse skyline points. For example, consider a company has a product 'X' in the market, if the company modifies many of its features, then many of the existing customers may not prefer this product, which is undesirable.
In this paper, we study only the second and third aspects in depth as they are computationally challenging. The first aspect is trivial to compute, because we just need to return the window query result. In Section IV, we show how to move the why-not point c t in the space to include it in the reverse skyline of the query point with minimum cost. In Section V, we first show how to move the query point q to include c t in its reverse skyline list, and then we show how to move the query point q while keeping the existing reverse skyline.
IV. MODIFYING THE WHY-NOT POINT
In this section, we describe how to move the why-not point c t ∈ C in the data space to include it in the reverse skyline of the query point q. We know that c t is not in the reverse skyline list of q (i.e., c t ∈ RSL(q)) as q is not in the dynamic skyline list of c t (i.e., q ∈ DSL(c t )). Now, we want to modify c t into c * t in a way so that q appears in the dynamic skyline of c * t (i.e., q ∈ DSL(c * t )). Therefore, we formally define our why-not point modification problem as follows:
Definition 5: (Moving the Why-not Point) Given a dataset of products P , a query point q as product and a why-not point c t ∈ C, modify c t into c * t so that q appears in the dynamic skyline of c * t , i.e., q ∈ DSL(c * t ). We observe that the why-not point c t is not in the reverse skyline list of q as points p ∈ P exist in the space between c t and q as shown in Fig. 5 (a) and the result of the window query centered at c t is not empty. To move a why-not point, we need to find this set of points, say Fig 5(a) . Some of its member points, for example {p l−1 , p l , p l+1 }, are also included in DSL(c t ), i.e., Λ ∩ DSL(c t ) = ∅. An important property of Λ is that the deletion of its member points can The deletion of points ∈ Λ from P can include c t in RSL(q).
Proof: The proof of the above lemma is obvious. This is because deletion of points ∈ Λ from P ensures that q will be in DSL(c t ) and the result of the window query will be empty. Therefore, c t will be in RSL(q) according to the definition of reverse skyline and construction of RSL(q).
The Λ can be retrieved by running a window query centered at c t , i.e., Λ ← window query(c t , q). Now, to find the movement of c t , we only need to pick the frontiers, say F = {p k , p m , p l+1 } from Λ as shown in Fig. 5 . The property of this frontier point-set F ⊆ Λ, is given below:
The frontier point-set F can be calculated as follows: (1) F is initialized to Λ and (2) if for each e 1 ∈ F , ∃e 2 ∈ F such that e 2 q e 1 , then we remove e 1 from F . For each point e 1 in F , we need to make sure that all points that are dominated by e 1 w.r.t. q in the transformed space of c t , will not be returned by the window query centered at c * t again. Consider the frontier point p k ∈ F . Now, we want to find the regions where c t can be moved and the window query centered at c * t will not return points that are dominated by p k w.r.t. q including p k itself. To do so, we need to make sure that c t will be at least Fig. 5(b) . Then, c t can be moved in terms of p k to the area ABqDCp k as shown in Fig. 6(a) . We need to compute these areas for all points in F and the intersecting area of them is the valid area where c t can be moved, as shown in Fig. 6(b) . The area where c t can be moved in terms of p k relies on the computation of p k . The general formula of this computation for each entry e l ∈ F is given below:
The valid area computed by following the above technique gives us an infinite number of choices for c * t as c t can be moved anywhere in the valid area. We want to reduce this infinite number of choices to only a few. Assume that M = {u l }. Then, we sort M based on an arbitrary dimension, say i. Then, we update the entries of M by replacing each successive pair u l , u l+1 ∈ M by u l,l+1 except the first and last one. The construction of u l,l+1 is done as follows:
if ∃e2 ∈ F such that e2 q e1 then 5: remove e1 from F ; 6: M ← {}; // M contains new locations for ct 7: for each e l ∈ F do 8:
, ∀i ∈ {1, ..., d};
9:
Add u l to M ; 10: Sort M based on dimension i; 11: for u l , u l+1 ∈ M do 12:
), ∀i ∈ {1, ..., d};
13:
if u l is the first entry in M then 14: Replace u l+1 in M by u l,l+1 ; 15: else if u l+1 is the last entry in M then 16: Replace
We argue that u l,l+1 is a better choice for c * t than any location in the valid area that is dominated by u l,l+1 (u l,l+1 dominates u l and u l+1 too) in terms of changes that are needed to be done on c t (i.e., |c t − c * t |) . Finally, we update the first entry, u 1 and the last entry, u |M | in M as follows:
The points in M computed by following the above technique are marked with arrows in Fig. 6(b) . Clearly, these locations are better choices for c * t in terms of |c t − c * t |. It should also be noted that no two points in M dominate each other. The pseudo-code of all the above computational steps is given in Algorithm 1. Example. Consider the data points pt 2 − pt 8 given in Fig.  1(a) as P , the query point q(8.5K, 55K) and data point pt 1 given in Fig. 1(a) as why-not point c 1 . The window query centered at c 1 returns Λ = {p 2 }. The two different locations of c * 1 according to Algorithm 1 are c * 1 (price, mileage) = {(5K, 48.5K), (8K, 30K), } as shown in Fig. 7 . According to our first option (5K, 48.5K), we see that the customer c 1 has to modify her mileage preference from 30K to 48.5 K to be interested in car q(8.5K, 55K) and for the second option, we see that c 1 has to pay at least 3K more to be interested in car q. Based on the above suggestions received from the system, the car dealer may now decide whether they should include c 1 in the plausible customer list of q or not. Complexity Analysis. The complexity of modifying a whynot point is mainly dominated by the cost of checking pairwise dominance tests performed in steps 3-5 (i.e., O(|Λ| 2 )) and sorting the entries in M performed in step 10 (i.e., O(|M | × log 2 |M |)) in Algorithm 1. Steps 7-9 and steps 11-18 in Algorithm 1 require linear scan of the entries in F and M , Fig. 7 . Movement of why-not point c1 (5K, 30K) respectively. We assume that the execution of window query in step 1, computation of Eqns. (1) and (2) in step 8 and step 12, as well as computation of steps 19-20 can be done in constant time. Therefore, the overall complexity becomes O(|Λ| 2 ) + |M | × log 2 |M |).
V. MODIFYING THE QUERY POINT
In this section, we describe how to modify the query point q into q * to include the why-not point c t ∈ C in the reverse skyline of q * (i.e., c t ∈ RSL(q * )). Recall that to modify the why-not point c t , we propose to move c t towards q, but now to modify the query point q, naturally we aim to move q towards c t . However, their computations are not symmetrical. For query point modification, we want to move q onto the dynamic skyline of c t so that c t becomes a reverse skyline point of q. But for why-not point modification, the solution is not moving c t onto the dynamic skyline of q. Rather, we have moved c t towards q in a way so that q can dynamically dominate all points returned by window query(c t , q). Next, we formally define our query-point modification problem in this section as follows:
Definition 6: (Moving the Query Point) Given a dataset of products P , a query point q as product and a why-not point c t ∈ C, modify q into q * so that c t appears in the reverse skyline of q * , i.e., c t ∈ RSL(q * ). From Section II, we know that the query point q can be moved arbitrarily in the DDR(c t ) to include c t in RSL(q * ). However, this arbitrary movement may incur lots of changes to the query point q and it may also happen that we lose many of the existing reverse skyline points (existing customers), which is not always desirable. We find that it is possible to locate a safe region (defined in Definition 7), where the query point q can be moved without losing any existing reverse skyline point. Therefore, in this section, we show how to move the query point q with and without considering this safe region to include c t in the reverse skyline list of q * . Definition 7: (Safe Region) A region in the data space is said to be safe, termed as safe region (SR(q)), for the query point q where q can be moved without losing any of the original reverse skyline points. That is, if q is modified to q * by moving the query point q anywhere within SR(q), then the following holds:
A. Moving the Query Point without Considering Safe Region
We already know from Section II that we can move the query point q within DDR of the why not point c t to include c t in RSL(q). However, moving the query point arbitrarily within DDR(c t ) may incur lots of changes to q. Therefore, we need to consider only those locations within DDR(c t ) that can minimize the edit distance between the original q and the refined query point q * . For example, it can be easily seen from Fig. 8 that q should be moved to the locations 'A-B-C-D' at least to include c t in RSL(q). But only locations 'A', 'B', 'C', and 'D' can possibly minimize |q − q * |. Therefore, we want to compute only these locations within the DDR of c t .
Fig. 8. Movement of query point q
Let Λ = {p l−1 , p l , p k , p m , p l+1 } ⊆ P be the data points whose deletion can include q in c t 's dynamic skyline. The Λ can be retrieved by running a window query centered at c t , i.e., Λ ← window query(c t , q). Assume that F ← Λ ∩ DSL(c t ). That is, F contains only points that appear in both Λ and DSL(c t ). The point-set F can be computed as follows: (1) F is initialized to Λ and (2) if for each e 1 ∈ F , ∃e 2 ∈ F such that e 1 ct e 2 , then we remove e 2 from F . The above steps allow computing F without computing DSL(c t ) and therefore, save a lot of computational time.
Then, we assign F to M . Now, we sort M based on an arbitrary dimension, say i. Then, we update the entries of M by replacing each successive pair u l , u l+1 ∈ M by u l,l+1 except the first and last one. The construction of u l,l+1 is done as follows:
Then, we update the first entry, u 1 and the last entry, u |M | as
Finally, M contains the locations of q * . Example. Consider the data points pt 2 − pt 8 given in Fig.  1(a) as P , the query point q(8.5K, 55K) and data point p 1 given in Fig. 1(a) as why-not point c 1 . The window query centered at c 1 returns Λ = {p 2 }. The two different locations of q * according to Algorithm 2 are q * (price, mileage) = {(8.5K, 42K), (7.5K, 55K)} as shown in Fig. 9 . According to option q * (7.5K, 55K), the car dealer has to decrease the price of q at least 1K to make q interesting to customer c 1 . Complexity Analysis. The complexity of modifying a querypoint without considering the safe region is the same as modifying a why-not point, and is mainly dominated by the cost of checking pairwise dominance tests performed in steps Algorithm 2 Modify Query Point (c t , q) 1: Λ ← window query(ct, q); 2: F ← Λ; 3: for each e1 ∈ F do 4: if ∃e2 ∈ F such that e1 c t e2 then 5: remove e2 from F ; 6: M ← F ; 7: Sort M based on dimension i; 8: for u l , u l+1 ∈ M do 9:
if u l is the first entry in M then 11: Replace u l+1 in M by u l,l+1 ; 12: else if u l+1 is the last entry in M then 13: Replace u l in M by u l,l+1 ; 14: else 15: Replace u l and u l+1 in M by u l,l+1 ; 16: z1 ← q; z |M | ← q; 
3-5 (i.e., O(|Λ|
2 )) and sorting the entries in M performed in step 7 (i.e., O(|M | × log 2 |M |))) in Algorithm 2. Steps 8-15 in Algorithm 2 require linear scan of the entries in M . We assume that the execution of the window query in step 1, the computation of Eqn. (5) in step 9 as well as compuation of steps 16-20 can be done in constant time. Therefore, the overall complexity becomes O(|Λ| 2 ) + |M | × log 2 |M |).
B. Moving the Query Point Considering Safe Region
Computing the safe region of the query point q relies on the fact that existing reverse skyline points include q in their dynamic skylines. That is, DDR of each point c l ∈ RSL(q) contains q. For example, DDR of c 2 ∈ C includes q as shown in Fig. 3 . If the query point q is moved to an arbitrary position within DDR(c l ), then q * will again be in the dynamic skyline of c l . Therefore, the following important lemma is our key to the construction of the safe region of q.
Lemma 2: The safe region of the query point q is the intersection of DDRs of all points c l ∈ RSL(q). That is,
Proof: Let RSL(q) consists of k points as follows: {c 1 , c 2 , ..., c k }. According to the definition of reverse skyline and DDR, each c l ∈ RSL(q) contains q in its dynamic skyline and q must reside within DDR(c l ). If we move q arbitrarily within DDR(c l ), it will still be in the dynamic skyline of c l . Therefore, if we take the intersection of DDRs of all k points of RSL(q) and move q in their intersecting region, q will still be in their dynamic skylines. Therefore, q can move arbitrarily anywhere in the intersecting region of DDR(c l ) and can retain the original reverse skyline.
Lemma 3: The safe region of the query point q computed by following Eqn. (7) is correct and exact.
Proof: Suppose that the safe region, SR, of q computed by following the Eqn. (7) is not correct. Assume that the correct safe region of q is SR * . According to the definition of safe region, this SR * must be included in DDR of all points c l ∈ RSL(q). Then, the only way we can construct this SR * is by taking the intersection of all DDR(c l ). Hence, SR * = SR. Therefore, the SR of the query point q computed by following Eqn. (7) is correct and exact. Computing the Safe Region. The steps for computing the exact safe region of the query point q are given in Algorithm 3. To find the intersection of all DDR(c l ), we represent each DDR(c l ) by a collection of rectangles (rectangles for 2D data points, cubes for 3D data points and so on).
Consider a particular reverse skyline point c l (c l ∈ C). We first compute the dynamic skyline points of c l , DSL(c l ) ⊆ P and assign it to M . Then, we sort M based on any dimension i. Then, we update the entries of M by replacing each successive pair u l , u l+1 ∈ M by u l,l+1 (u l,l+1 is computed by following Eqn. (5)) except the first and last one. The first entry is updated by shifting it's i th dimensional value to the maximum value appearing in the i th dimension in the dataset of products P . Similarly, the last entry is updated by shifting it's j th (j = i) dimensional value to the maximum value appearing in the j th dimension in the dataset of products P .
Considering each entry u l ∈ M , then we form rectangles, whose extension are the coordinate-wise distances from the point c l . It should be noted that a rectangle is represented by its lower-left and upper-right corner points only, as shown in Fig. 10 (b) . Though the rectangles here have common space between them, it reduces the number of intersections needed to compute the safe region of q. The DDR of c l is then represented by |DSL(c l )| + 1 rectangles, as shown Fig. 10(a) . The step 3 in Algorithm 3 computes the above rectangle-based representation of DDR of each reverse skyline point c l of q.
Finally, the safe region of the query point is computed by taking intersections of constituent rectangles of DDR(c l ) of all c l ∈ RSL(q) as shown in step 7 of Algorithm 3. For example, assume that we have two reverse skyline points of q, i.e., RSL(q) = {c 1 , c 2 } ⊆ C and the DDRs of c 1 and c 2 are rectangles {r 11 , r 12 } and {r 21 , r 22 }, respectively. Then, SR(q) is computed as r 11 · r 21 + r 11 · r 22 + r 12 · r 21 + r 12 · r 22 , where + and · represents the union and the intersection operation, respectively. The safe region constructed in this section (i.e., following Eqn. (7)) can be, however, truncated/expanded to a smaller/greater one by limiting/relaxing certain product feature to achieve certain flexibility for practical applications. Because, the companies know about the certain feature range of the query product, they can modify. Though truncation/expansion of the safe region gives more flexibility, the companies may lose a few existing customers as a side effect. Example. Consider the data points given in Fig 1(a) as set of products P as well as set of customer preferences C. Then, the safe region of the query point q(8.5K, 55K) for our example data given in Fig. 1(a) consists of two rectangles: (a) (price, mileage): {(7.5K, 50K), (10K, 58K)} and (b) {(7.5K, 50K), (12.5K, 54K)}. That is, if we move q in these regions, none of the existing reverse skyline points {c 2 , c 3 , c 4 , c 6 , c 8 } will be lost. Complexity Analysis. The computation of the safe region of the query point q requires computing the DDR of all c l ∈ RSL(q) and their representations. Then, finally computing the pairwise intersections of DDR of all c l ∈ RSL(q). Therefore, the overall complexity of computing the safe region of the query point q is O(C × (|DSL(c l )| + 1) |RSL(q)| ). In the following, we adopt the query point as well as the data point modification approach to answer why-not questions in reverse skyline queries. That is, we want to modify the original query point q into q * to retain the original reverse skyline points. Then, we want to modify the why-not point if necessary. We formally redefine our problem as follows:
Definition 8: (Moving Both Points) Given a data set of products P , a query point q and a why-not point c t ∈ C, derive a new query point q * and a new c * t where q * appears in the dynamic skyline of c * t , i.e., q * ∈ DSL(c * t ). We already know that we can refine the query point q into q * by moving q within SR(q) while keeping its original reverse skyline points. However, the DDR of the why-not point c t may or may not include q * if we move the query-point q within SR(q), as shown Fig. 11 . If DDR(c t ) and SR(q) overlap with each other, then we need to modify only the query point q, otherwise we need to modify the why-not point c t too. Therefore, there are two different cases in why-not reverse skyline queries as shown in Table I . In the first case, we need to modify only the query point q. In the second case, we need to modify both the query point q and the why-not point c t . 
However, it is possible to modify both the query point q and the why-not point c t arbitrarily in the data space to include c * t in the reverse skyline of q * . Then, we need to report the optimal (q * , c * t ) subject to the following:
The cost(q * , c * t ) of an arbitrary answer (q * , c * t ) is defined as follows:
where α i , β i ∈ [0, 1]. The α i and β i can be set based on how much we are willing to modify q and why-not c t along the i th dimension, respectively. But, solving the above equation is very difficult as there are an infinite number of pairs (q * , c * t ) in the data space that can minimize the cost function, cost(q * , c * t ), optimally. Also, we do not want to lose existing reverse skyline points. Therefore, we allow the query point q to move only within the safe region of q, and assume that the cost of moving the query point q within the safe region of the query point q is zero. That is, cost(q, q
Therefore, Eqn. (9) becomes as follows: From Eqn. (11), we conclude that the minimization of cost(q * , c * t ) becomes the minimization of cost(c t , c * t ) if q * stays within the safe region of q (i.e., q * ∈ SR(q)). Now, assume that DDR(c t ) of why-not point c t and SR(q) of the query point q overlap with each other as shown in Fig.  12 (case C1 in Table I ). Therefore, we need to modify only the query point q. The new location of q in the space must be anywhere in DDR(c t ) ∩ SR(q). But, we consider only those locations that can minimize the edit distance between the original query point, q and the refined query point, q * . To test whether DDR(c t ) and SR(q) overlap with each other or not, we first compute the rectangle(s) based representation of DDR(c t ) and perform intersection with SR(q) (SR(q) is also a collection of of rectangles). For example, consider the DDR(c t ) of a why-not point c t as shown in Fig. 12 . This DDR(c t ) of c t here consists of four rectangles, {r 1 , r 2 , r 3 , r 4 } and the SR(q) of q here consists of two rectangles {r q 1 , r q 2 }. The result of intersection between DDR(c t ) and SR(q) consists of three new rectangles {A, B, C}, which indicates that DDR(c t ) and SR(q) overlap with each other. Finally, we compute the new locations of the query point q by locating the nearest point of these rectangles from q. These new locations are shown as big dots in Fig. 12 and marked with arrows originated from q. The pseudo-code of the above is shown in steps 1-6 in Algorithm 4. Now, assume that the dynamic anti-dominance region of the why-not point c t , DDR(c t ) and the safe region of the query point q, SR(q) do not overlap with each other, i.e., DDR(c t ) ∩ SR(q) = ∅. Therefore, we need to modify both q and c t (case C2 in Table I ). But the query point can not move outside its safe region, SR(q). This is because we want to keep the existing reverse skyline of q and we can move the query point q only within SR(q) with zero cost. Therefore, we need to maximize the movement of q towards the whynot point c t to minimize the movement of c t . The movement of the query point q can be maximized by moving it up to the edges of SR(q) towards c t as shown in Fig. 13 . To find the best new locations of q within its safe region, we first get the corner points of the constituent rectangle(s) of SR(q) and assign them to E. Then, we transform these points into a new space considering c t as their origin. Then, we perform the dominance test on these points. Then, we take only the non-dominated points and assign these points to Q. Then, considering each entry in Q as the refined query point q * , we call Algorithm 1 to find the movement of c t and collect all movements of c t into M c . Finally, the new locations in Algorithm 4 Modify Query and Why-not Point (SR, c t , q)
Mq ← {}; 3: OR(ct, q) ← SR(q) ∩ DDR(ct); 4: for each rec1 ∈ OR(ct, q) do 5: e1 ← nearest point(rec1, q); 6: Add e1 to Mq; 7: else 8: E ← {}; 9: for each rec1 ∈ SR(q) do
10:
E ← E ∪ corner points(rec1); 11: Q ← T S(E, ct); // transformed space, ct is origin 12: for ∃e1, e2 ∈ Q such that e1 c t e2 do 13: Remove e2 from Q;
14:
Mc ← {}; 15: for each e1 ∈ Q do Mc ← ∀e1 ∈ Mc which has the lowest score s1; Example. Consider the data points given in Fig. 1(a) as set of products P as well as set of customers C, query point q(8.5K, 55K) as product and why-not point c 7 ∈ C, then the DDR of c 7 consists of four rectangles as follows: r If we intersect the DDR of c 7 with SR(q), we get: {(7.5K, 60K), (10K, 70K)}, which is the overlapped region between DDR(c 7 ) and SR(q). If we move q in this overlapped region, customer c 7 will be included in RSL(q). Therefore, the new location of q according to Algorithm 4 is q * (8.5K, 60K). Now, consider another why-not point c 1 ∈ C, the DDR of c 1 ∈ C does not overlap with SR(q). According to Algorithm 4, the best candidate of q * within SR(q) is q * (7.5K, 50K). Therefore, the new location of c 1 ∈ C with respect to this q * is c * 1 (50K, 46). Complexity Analysis. The complexity of modifying both query and why-not point is dominated by the computational cost of constructing the safe region of q (O(C × (|DSL(c l )| + 1) |RSL(q)| )) for step 1 and step 6 in Algorithm 4) and then checking whether it overlaps with the DDR of why-not point c t or not (O(C × |SR(q)| × (|DSL(c t )| + 1) for step 3). We assume that computing the nearest point of the intersecting rectangles from q can be done in constant time in step 5 of Algorithm 4 and therefore, the complexity of steps 4-6 is O(C × |OR(c t , q)|). Steps 9-10 in Algorithm 4 can be done in O(C × |SR(q)|), assuming that we can retrieve the corner points in constant time.
Step 11 requires a linear scan of the points in Q. The dominance tests performed in steps 12-13 require O(|Q| 2 ) time.
Step 16 calls Algorithm 1 for each entry in Q. Finally, steps 18-20 require a linear scan of the entries in M c and computing Eqn. 11 requires constant time. Answering why-not questions in this dataset makes excellent sense in practice. The car sellers are often interested in finding potential customers to maximize the chance of a car being sold. An extended customer list (for targeted marketing) can be found by answering why-not questions in reverse skyline queries in such a dataset. We also present experimental results based on three types of synthetic data 3 : uniform (UN), correlated (CO) and anti-correlated (AC). A summary about the above datasets is given in Table II. All experiments presented in this paper are performed on a Windows PC with 2.99 GHz CPU and 3.49 GB main memory. For each experiment we run queries with 1-15 reverse skyline points. The queries follow the distribution of the particular tested dataset. Each dataset is indexed by an R-tree [11] , where the page size is set to 1536 bytes. We also implement the BBRS algorithm developed in [9] to compute the reverse skylines for the tested queries. All of our methods proposed in this paper are implemented in Java using the XXL library [12] .
A. Effectiveness
In this section, we demonstrate the effectiveness of our proposed approach of answering why-not question in reverse skyline queries. More specifically, we compare the three different techniques proposed in this paper: (1) modifying only the why-not point (MWP), (2) modifying only the query point (MQP), and (3) modifying both the query point and the whynot point (MWQ). To do so, we first randomly select a datapoint as an why-not-point for each reverse skyline query where each reverse skyline query has a different number of reverse safe region of the query point, SR(q). An important aspect of computing the safe region of the query point is that we do not need to recompute it to answer another why-not question for the same query point. This property allows a user to inspect multiple why-not questions for a query once the safe region of the query point is computed by MWQ. Beside of this, we intend to find an approximated safe region that can be computed quickly by taking advantage of the precomputed approximated DSL of data-points [9] . 1) Approximating the Safe Region: To find an approximated safe region of the query point, we pre-compute an approximated DSL for each data-point in C and store it (off-line). To approximate the DSL of the data-point, we first sort the points ∈ DSL to a specific dimension and then, every (|DSL|/k) th point is drawn from the sorted sequence to store [9] , where k is a constant. Now, when a query is submitted, we calculate its safe region from these precomputed approximated DSLs. However, we do not replace the successive pair u l and u l+1 by u l,l+1 here as we do for computing the exact safe region of the query point (Algorithm 3). But, to maximize the chance of overlap between the DDR of why-not point and the safe region of the query point, we always store the first and last point from the sorted sequence to approximate the DSL for each data-point as shown in Fig. 16 .
2) Effect of Approximation: The execution time of MWQ for approximated DSLs (which are precomputed) dramatically reduces from mins to secs as we see in Fig. 17 5 . However, we may not receive results as good as the one returned by the original MWQ when the number of reverse skyline points increases as we see in Table V and Table VI . But, the result is no worse than the one received from MWP. The value of k is chosen empirically in our experiments for both datasets. 5 The execution time includes the time spent for computing the best result. propose to identify the culprit operator(s) that filters out the why-not (missing) tuple(s) from the query output. As a next step, Tran and Chan [2] answer why-not questions for SPJA queries through query refinement where they collect whynot (missing) tuples as feedback from the user. The authors exploit the idea of skyline queries to report the closest refined query with respect to the original one to minimize the distance between refined and original query. In [3] , He et al. propose an approach to answer why-not questions on top-k queries through the modification of both k and/or weightings. Yet, before [5] , [4] , [6] , [2] and [3] , Motro [13] has discussed about the approaches for explaining empty answer for a query. In user feedback-based query refinement techniques, only false positives (why) feedback have been emphasized in both database and information extraction areas before [14] , [15] . In [14] , Ma et al. model user feedback query refinement for both learning the structure of the query as well as learning the relative importance of query components, but they collect VII. RELATED WORK AND DISCUSSION Previous studies [5] , [4] , [6] , [2] and [3] have addressed 
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only false positive feedback from users. In [15] , Liu et al. collect false positives (why tuples), again identified by users, to modify the initial rules in information extraction settings. In
