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Abstract
We consider the problem of estimating a p-dimensional parameter y ¼ ðy1;y; ypÞ when the
observation is a p þ k vector ðX ; UÞ where dim X ¼ p and where U is a residual vector with
dim U ¼ k: The distributional assumption is that ðX ; UÞ has a spherically symmetric
distribution around ðy; 0Þ: Two restrictions on the parameter y are considered. First we assume
that yiX0 for i ¼ 1;y; p and, secondly, we suppose that only a subset of these yi are
nonnegative. For these two settings, we give a class of estimators dðX ; UÞ ¼ d0ðXÞ þ
gðX ÞU 0U which dominate, under the usual quadratic loss, a natural estimator d0ðXÞ which
corresponds to the MLE in the normal case. Lastly, we deal with the situation where the
parameter y belongs to a cone C of Rp: We show that, under suitable condition, domination of
the natural estimator adapted to this problem can be extended to a larger cone containing C
and to any orthogonal transformation of this cone.
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1. Introduction
Recently, the problem of estimating a location parameter under constraints has
received several new developments. Following the works of Kariya [7] and Perron
and Giri [13], Marchand [9], in the normal case Npðm;SÞ; considers the constraint
mS1m ¼ l0 (for m and S unknown). In [8], he considers distributions spherically
symmetric about y (principally for mixture of normal distributions) and the
constraint jjyjj ¼ l0: He gives an explicit expression of the best equivariant estimator
(BEE) and proves that the BEE dominates the maximum likelihood estimator
(MLE) and the best linear estimator (BLE). Marchand and Giri [10] also consider a
class of James–Stein-type estimators and extend the domination results to the
variance mixture of normal distributions case. In addition to constraints on spheres,
complete class results are given when the parameter belongs to an annulus.
The general spherical case with constraints is tackled by Fourdrinier and Ouassou
[5] within the context of extra observation, that is, when the observation has the form
ðX ; UÞ and has a spherically symmetric distribution around a vector of the form
ðy; 0Þ with dim X ¼ dim y ¼ p and dim U ¼ dim 0 ¼ k: In that model, the p-
dimensional part of the location parameter, say y; is unknown and the k-dimensional
part of the observation is the residual vector. When the constraint on y is a sphere of
radius l; Fourdrinier and Ouassou ﬁnd, for James–Stein estimators ð1 a=jjX jj2ÞX ;
the optimal constant a; say aðlÞ; which minimizes the risk of these estimators.
Explicitly, they deal with a general class of robust estimators (including the residual
vector U) of the form ð1 ajjU jj2rðjjX jj2Þ=jjX jj2ÞX and, given a certain class of
functions r; they exhibit a practical lower bound depending only on l and not on r;
for the optimal constant a: Complete class results are also obtained when the
constraint is an annulus.
In this paper, we are still in the context of spherically symmetric distributions
where a residual vector U is available. The types of constraints we consider are
different from spheres and annuli; they are mainly based on cones or unions of
cones. Thus, in Section 2, we assume that all the components of y are nonnegative
ðyiX0; 8i ¼ 1;y; pÞ: A natural estimator is d0ðXÞ ¼ ðd01ðX Þ;y; d0pðXÞÞ where
d0iðX Þ ¼ maxðXi; 0Þ; for i ¼ 1;y; p: It is a minimax estimator when the variance is
known and it is the MLE in the normal case. For the general class of estimators
dðX ; UÞ ¼ d0ðXÞ  cU 0UðrðX 0XÞ=X 0XÞX ; we give sufﬁcient conditions on the
functions r and on the constant a in order that dðX ; UÞ dominates d0ðXÞ under
the usual quadratic loss.
In Section 3, only a subset of the yi are restricted to be nonnegative. The natural
estimator here is d0ðX Þ ¼ ðd01ðXÞ;y; d0pðX ÞÞ where d0iðXÞ ¼ maxðXi; 0Þ if yi is
supposed to be nonnegative and d0iðXÞ ¼ Xi when there is no restriction. For the
same type of competitive estimators dðX ; UÞ; we give similar sufﬁcient conditions of
domination of dðX ; UÞ over d0ðXÞ; these conditions taking into account the number
of components of yi being nonnegative.
Section 4 is devoted to restriction to cones and to orthogonal transformations of
cones. When the parameter is restricted to a cone C; we show that, if the natural
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estimator given by the projection PC on this cone is improved by an estimator of the
form dðX ; UÞ ¼ PCðXÞ þ gðjjX jj2ÞU 0UX ; then we can derive similar improvement
over the natural estimator corresponding to a larger cone C0 or to an orthogonal
transformation of C:
Note that Chang [2,3] and Sengupta and Sen [14] have studied Stein-type
shrinkage estimators of a multivariate normal mean subject to linear restrictions.
Our results overlap substantially with these papers in the case of a normal
distribution with known covariance matrix.
Ouassou and Strawderman [12] consider the current model where the constraints
are cones. However, the shrinkage estimators and the techniques of proof are
different.
Finally we gather, in an appendix, basic results about spherically symmetric
distributions (as covariance inequality and conditional distributions) and some links
with super-harmonicity. We also give results relative to cones and their projections.
2. The case when all the components hi are nonnegative
We consider the model introduced in Section 1 where ðX ; UÞ is a p þ k random
vector having a spherically symmetric distribution around the p þ k vector ðy; 0Þ
with y being the unknown parameter of interest. Here dim X ¼ dim y ¼ p and
dim U ¼ dim 0 ¼ k:
We wish to estimate y ¼ ðy1;y; ypÞ under the usual quadratic loss Lðy; dÞ ¼
jjd yjj2 ¼Ppi¼1ðdi  yiÞ2: Then the risk of any estimator d will be denoted by
Rðy; dÞ ¼ Ey½jjd yjj2 where Ey holds for the expectation with respect to the
sampling distribution.
In this section, the main hypotheses about the parameter y is that we know that
each component yi is nonnegative ði ¼ 1;y; pÞ: In this setting, a natural estimator is
d0ðXÞ ¼ ðd01;y; d0pÞ; ð1Þ
where
d0iðX Þ ¼ maxðXi; 0Þ; i ¼ 1;y; p: ð2Þ
This is the MLE in the normal case and it is minimax under mild conditions in the
general case. Since a proof of minimaxity of d0 does not seem to exist in the
literature, we provide a simple proof in a general setting.
Theorem 2.1. Let ðX ; UÞ have a spherically symmetric distribution with known
variance s20oN: Let C be a closed convex cone with nonempty interior, and let
d0ðX ; UÞ ¼ PCðX Þ: Then d0 is minimax for the loss jjd yjj2:
Proof. Suppose d0 is not minimax. Then there exist d such that
sup
yAC
Rðy; dÞp sup
yAC
Rðy; d0Þ  epEy½jjX  yjj2  e ¼ R0  e
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(since d0 dominates X on C). Since C has nonempty interior, there exists a ball of
radius r40 centered at some y0; By0;rCC: Hence, Bny0;nrCC for all nX1 since C is a
cone.
Consider dnðX Þ ¼ dðX þ ny0Þ  ny0 and note that Rðy; dnÞ ¼ Rðny0 þ y; dÞ:
Hence, we have
sup
yAB0;nr
Rðy; dnÞ ¼ sup
yABny0 ;nr
Rðy; dÞpR0  e:
A standard proof of minimaxity of X in the unrestricted problem shows that the
Bayes risk rn corresponding to the uniform prior pn on B0;nr converges to R0: Hence,
for any e040; there exists n0 such that rn4R0  e0: But
R0  eX sup
yAB0;nr
Rðy; dnÞXrnXR0  e0:
This is a contradiction since e is ﬁxed and e0 may be any positive value. Hence the
result follows.
Note that if s2 is not ﬁxed a similar argument establishes minimaxity for the loss
jjd yjj2=s2: &
A convenient form for d0ðXÞ is d0ðXÞ ¼ X þ gðX Þ with gðX Þ ¼ ðg1ðX Þ;y; gpðX ÞÞ
and
giðXÞ ¼
Xi if Xio0;
0 if XiX0:
(
Alternative estimators will be of the form
dðX ; UÞ ¼ d0ðX ; UÞ þ gðX ÞU 0U
¼X þ gðX Þ þ gðX ÞU 0U : ð3Þ
These estimators include the residual vector U and are reminiscent of the robust
estimators used by Fourdrinier and Strawderman [6].
First note that, in order that the estimation problem makes sense, we need the risk
Rðy; d0Þ of d0 to be ﬁnite. Now, it is easy to see this is the case as soon as the risk of
the usual estimator is ﬁnite or, equivalently, E0½jjX jj2oN: Under that last
assumption, it is also easy to check (through Schwarz’s inequality) that the risk
Rðy; dÞ is ﬁnite if Ey½jjgjj2ðU 0UÞ2oN:
We are now able to give an expression for the difference in risk
DRðyÞ ¼Rðy; dÞ Rðy; d0Þ
¼Ey½jjd yjj2  jjd0  yjj2
¼Ey½jjX þ gðX Þ þ gðXÞU 0U  yjj2  jjX þ gðX Þ  yjj2
¼Ey½jjgðXÞU 0U jj2 þ 2U 0UðgðX ÞÞ0ðX þ gðXÞ  yÞ
¼Ey½jjgðXÞjj2ðU 0UÞ2 þ 2U 0UðgðXÞÞ0ðX  yÞ þ 2U 0UðgðX ÞÞ0gðXÞ: ð4Þ
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Inside the expectation of the right-hand side of the last equality, the second term
depends on y: We can get rid of it with the following result stated ﬁrst by Cellier
and Fourdrinier [1]; a straightforward proof is given by Fourdrinier and
Strawderman [6].
Lemma 2.1. For every weakly differentiable function g :Rp-Rp; for every integer q
and for every yARp; we have
Ey½ðU 0UÞqgðXÞ0ðX  yÞ ¼ 1
k þ 2q Ey½ðU
0UÞqþ1r  gðXÞ
provided these expectations exist.
Then, setting q ¼ 1; if g is weakly differentiable, the risk difference equals
DRðyÞ ¼ Ey jjgðXÞjj2ðU 0UÞ2 þ 2ðU
0UÞ2
k þ 2 r  gðX Þ þ 2U
0UgðX Þ0gðX Þ
" #
: ð5Þ
As a ﬁrst application of the above we have the following result.
Theorem 2.2. Assume that p44; k42þ 4p
p4 and that the distribution is unimodal. Let
dðX ; UÞ ¼ X þ gðX Þ þ gðX ÞU 0U where the function g is of the form gðX Þ ¼
crðX 0XÞ
X 0X X : If the function r and the constant c satisfy
(i) 0prðX 0X Þp1;
(ii) rðX 0XÞ is twice differentiable and concave,
(iii) 0ocp2ðp2
kþ2Þ  pk2;
then dðX ; UÞ dominates d0ðX Þ ¼ X þ gðX Þ for yARpþ:
Proof. By standard calculations it follows easily from (5) that the difference DRðyÞ
in risk is given by
Ey ðU 0UÞ2c2 r
2ðX 0X Þ
X 0X

 2c ðp  2ÞðU
0UÞ2rðX 0XÞ
ðk þ 2ÞX 0X  4c
ðU 0UÞ2r0ðX 0X Þ
k þ 2
þ2c U
0UrðX 0XÞ
X 0X
Xp
i¼1
X 2i I½Xio0
#
pEy ðU 0UÞ2 rðX
0X Þ
X 0X
c c  2 p  2
k þ 2þ 2
Pp
i¼1 X
2
i I½Xio0
U 0U
  	
; ð6Þ
where according to assumptions (i) and (ii), we ﬁrst used the fact that 0prðX 0XÞp1
and the fact that r0ðÞX0 from Lemma A.1.
In the last expectation, we ﬁrst consider for ﬁxed i the term
ðU 0UÞ2 rðX
0X Þ
X 0X
 
X 2i I½Xio0
U 0U
 
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and we treat its expectation conditioning on U 0U and ðXj  yjÞ2 for jai: Note that
by Lemma A.1, rðX 0XÞ=X 0X is nonincreasing in X 0X and hence in X 2i : Then, since
the conditional distribution of Xi conditionally on U
0U and ðXj  yjÞ2 for jai is
symmetric and unimodal about yi; Lemma A.2 gives
cE U 0U
rðX 0XÞ
X 0X
X 2i I½Xio0


U 0U ¼ r2; ðXj  yjÞ2 ¼ Z2j ; jai
 	
pc
2
E U 0U
rðX 0X Þ
X 0X
Z2i


U 0U ¼ r2; ðXj  yjÞ2 ¼ Z2j ; jai
 	
: ð7Þ
Therefore, unconditionally, the difference in risk (6) is bounded above in terms of
Z ¼ X  y and U by
cEy ðU 0UÞ2 rðjjZ þ yjj
2Þ
jjZ þ yjj2 c  2
p  2
k þ 2þ
Z0Z
U 0U
 " #
: ð8Þ
We now let U 0U þ Z0Z ¼ R2 and ﬁnd an upper bound on the conditional
expectation of (8) given R2: First, note that rðX 0XÞ=ðX 0X Þ is superharmonic for
pX4; by (i), (ii) and Lemma A.1. Since the distribution of Z conditionally on R2 is
spherically symmetric, E½rðjjZ þ yjj2Þ=jjZ þ yjj2 is nonincreasing in Z0Z for
Z0ZoR2 by Lemma A.4. Therefore, an upper bound on the conditional expression
(8) given R2 is
cE ðR2  Z0ZÞ2E rðjjZ þ yjj
2Þ
jjZ þ yjj2
" ,
Z0Z; R2
#
c  2 p  2
k þ 2þ
Z0Z
R2  Z0Z
 

R2
" #
pcE ðR2  Z0ZÞ2E rðjjZ þ yjj
2Þ
jjZ þ yjj2
,
Z0Z; R2
" #,
R2
" #
 E c  2 p  2
k þ 2þ
Z0Z
R2  Z0Z
 

R2
 	
: ð9Þ
This last inequality follows from the covariance inequality since ðR2  Z0ZÞ2 is
nonincreasing in Z0Z and Z0Z=ðR2  Z0ZÞ is nondecreasing.
On the right-hand side of (9), the ﬁrst conditional expectation is nonnegative.
Hence, the conditional risk difference will be nonpositive provided the second
conditional expected value is nonpositive. But
E
Z0Z
R2  Z0Z


R2
 	
¼ E b
1 b
 	
¼ p
k  2 ð10Þ
since, by Lemma A.3, the distribution of b ¼ Z0Z=R2 conditionally on R2 is a bðp
2
; k
2
Þ
distribution. Hence, the conditional difference in risk is nonpositive provided
cp2 p  2
k þ 2
p
k  2:
Finally, when we uncondition the risk difference is nonpositive, which is the desired
result. &
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Comment 1. The type of shrinkage introduced here is somewhat different than that
in the literature. Chang [3] and Sengupta and Sen [14] in the normal case with
identity covariance and Ouassou and Strawderman [12] for the current model,
consider estimators which shrink d0 toward 0 on certain subsets strictly contained in
Rp: The shrinkage is obtained by applying a Stein-type shrinkage factor directly to
d0: Here we apply shrinkage directly to X on the entire space Rp and then adjust d0:
This results in a shrinkage which agrees (except for a reduction in the set of possible
values of the constant, c; from 2 p2
kþ2 to 2
p2
kþ2 pk2) with that in Ouassou and
Strawderman on R
p
þ; but is different in the rest of the space. The reduction in range
of c is a direct result of this different shrinkage pattern as is evident from the last
term in (6). Besides this term, which requires additional techniques, the method of
proof is quite similar to that in Cellier and Fourdrinier [1] or Fourdrinier and
Strawderman [6] in the unrestricted problem. The method of proof is quite different
from that in Ouassou and Strawderman [12].
There are both positive and negative aspects to the results of this paper relative to
Ouassou and Strawderman [12]. The main beneﬁt is that d takes values in the interior
of R
p
þ with probability 1, while the estimator in [12] takes on values on the boundary
of R
p
þ with probability as great as 1 12p (when y ¼ 0; i.e. whenever XeRpþ). This
is a beneﬁt in the sense that it is quite generally true that admissibility of an
estimator requires that it takes on values in the interior of the parameter space with
probability 1.
There are two main disadvantages of the present result: (1) the range of possible
shrinkage values is reduced and (2) the resulting estimator is nonmonotone. It seems
that some reduction in the shrinkage constant is necessary in order that the resulting
estimator lies in the interior of the sample space, however, we may be giving up too
much. Clearly, it is desirable to adjust the resulting estimator so that it becomes
monotone. It is not entirely clear how to do this without giving up domination.
Comment 2. It seems worthwhile pursuing further the implications of the condition
0oco2 p2
kþ2  pk2 on the shrinkage constant. Note in particular that it implies p44:
In order that the upper bound be positive it is straightforward to show that k42þ
4p
p4: Since
4p
p444; it is necessary that kX7 for all p: In particular, if p420; kX7 is
also sufﬁcient. For p ¼ 5; k must be at least 23 and for p ¼ 10; k must be at least 11.
In contrast, Ouassou and Strawderman [12] require only pX4 and kX1:
3. The case where a subset of hiX0
The above method of proof also gives a class of dominating estimators in the
related problem where only a subset of the yi are restricted to be nonnegative.
Suppose that there exists s in f1;y; pg such that y1X0; y2X0;y; ysX0 and that
ysþ1; ysþ2;y; yp are unrestricted. Then, following the setting in Section 2, a natural
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estimator is ds0ðXÞ ¼ X þ gsðXÞ where
gs;jðX Þ ¼
Xj if Xjo0
0 if XjX0
(
for j ¼ 1; 2;y; s ð11Þ
and
gs;jðX Þ ¼ 0 if j4s:
As above ds0ðXÞ is the MLE in the normal case and is minimax in the general
spherically symmetric case. Consider a competitive estimator of the form
dsðX ; UÞ ¼ X þ gsðX Þ þ U 0UgðXÞ: ð12Þ
Similar to Theorem 2.2, we have the following result.
Theorem 3.1. Assume that p44; pXs; k42þ 4s
2ps4 and that the distribution is
unimodal. Let dsðX ; UÞ be given by (12) where the function g is of the form gðX Þ ¼
c rðX 0XÞ
X 0X X : If the function r and the constant c satisfy
(i) 0orðX 0X Þp1;
(ii) rðX 0XÞ is twice differentiable and concave,
(iii) 0ocp2 p2
kþ2  sk2;
then dsðX ; UÞ dominates ds0ðXÞ ¼ X þ gsðXÞ for y1X0; y2X0;y; ysX0:
Note that the bound 2ðp2Þ
kþ2  sk2 is larger than 2ðp2Þkþ2  pk2 for sop and hence
Theorem 3.1 is stronger than Theorem 2.2.
Proof. The proof of Theorem 2.2 goes through without essential change and Eq. (6)
becomes
Ey ðU 0UÞ2c2 r
2ðX 0XÞ
X 0X
 2c ðp  2ÞðU
0UÞ2rðX 0XÞ
ðk þ 2ÞX 0X  4c
ðU 0UÞ2r0ðX 0XÞ
k þ 2
"
þ 2cU
0UrðX 0X Þ
X 0X
Xs
i¼1
X 2i I½Xio0
#
pEy ðU 0UÞ2 rðX
0X Þ
X 0X
c c  2 p  2
k þ 2þ 2
Ps
i¼1 X
2
i I½Xio0
U 0U
  	
: ð13Þ
Now let V ¼ ðZ1;y; ZsÞ; Z ¼ ðy1;y; ysÞ; T ¼ ðZsþ1;y; ZpÞ and m ¼
ðysþ1;y; ypÞ: We conclude the proof essentially as in Theorem 2.2, except here we
condition on W 2 ¼ V 0V þ U 0U and T :
D. Fourdrinier et al. / Journal of Multivariate Analysis 86 (2003) 14–27 21
We have, from (13), that the conditional difference in risk given W 2 and T is
bounded above by
E ðW 2  V 0VÞ2 rðjjV þ Zjj
2 þ jjT þ mjj2Þ
jjV þ Zjj2 þ jjT þ mjj2 c c  2
p  2
k þ 2þ
V 0V
W 2  V 0V
 

W 2; T
" #
pcE ðW 2  V 0VÞ2 rðjjV þ Zjj
2 þ jjT þ mjj2Þ
jjV þ Zjj2 þ jjT þ mjj2
,
W 2; T
" #
 E c  2 p  2
k þ 2þ
V 0V
W 2  V 0V


W 2; T
 	
: ð14Þ
Here we have again used the covariance inequality and the fact that for ﬁxed W 2
and T
E
rðjjV þ Zjj2 þ jjT þ mjj2Þ
jjV þ Zjj2 þ jjT þ mjj2
,
W 2; T
" #
is nonincreasing in V 0V by the same argument as in Theorem 2.2. Hence, again it
sufﬁces to show that the second conditional expectation in (14) is nonpositive. But,
given W 2 and T ; ðV 0VÞ=ðW 2Þ has distribution bðs
2
; k
2
Þ and hence, as in Theorem 2.2,
we have E½V 0V=ðW 2  V 0VÞ ¼ s=ðk  2Þ: Then the conditional, and therefore
unconditional, difference in risk is bounded above by zero as soon as 0oco
2ðp  2Þ=ðk  2Þ  s=ðk  2Þ: A simple calculation shows that the right-hand side is
positive if and only if k42þ 4s
2ps4: This completes the proof. &
Comment. It is worthwhile to note that the stated conditions for domination are too
restrictive in certain cases ðsp4Þ: In particular, what is needed is the ﬁniteness of (13)
which is governed by the ‘‘ﬁnal’’ term of the expression. Thus, if s ¼ 0; it sufﬁces that
pX3; kX1; and 0oco2ðp2Þ
kþ2 which is the same bound as in the unrestricted case. If
s ¼ 1; or 2, it sufﬁces that pX3 and, if s ¼ 4; that pX4: The conditions on k for sX1
are as in the theorem. In particular, if s ¼ 1 and p ¼ 3; we require kX7: Similarly, if
s ¼ 2 and p ¼ 4; we also require kX7; but, for s ¼ 3 and p ¼ 4; we need kX15: For
s ¼ 4 and p ¼ 4; we need that kZ11: In general, for ﬁxed s; the value of k which is
required decreases to 3 as p increases to ½5sþ4
2
 þ 1:
A similar result can be obtained when the sampling distribution is speciﬁed to be a
p-variate normal distribution with covariance matrix s2Ip; when s2 is known and
when no residual vector U is available. In that case, as a competing estimator to
ds0ðX Þ; we consider dsðX Þ ¼ X þ gsðX Þ þ gðX Þ: As in the previous section, we can
derive an expression for the difference in risk DRðyÞ ¼ Rðy; dsÞ  Rðy; ds0Þ: We have
analogous to (4)
DRðyÞ ¼ Ey½jjgðX Þjj2 þ 2s2r  gðX Þ þ 2ðgðX ÞÞ0gðXÞ:
A proof similar to that of Theorem 3.1 gives the following result.
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Theorem 3.2. Assume that pXsX4 and that the distribution is a p-variate normal
distribution Npðy; s2IpÞ: If gðX Þ ¼ cs
2rðX 0XÞ
X 0X X ; where
(a) 0orðX 0XÞp1;
(b) rðX 0X Þ is twice differentiable and concave,
(c) 0ocp2ðp  2Þ  s;
then dsðXÞ dominates ds0ðXÞ:
4. Improvement implication for nested cones and for orthogonal transformations
In this section, we assume there are two positive closed convex C1 and C2 such that
C1CC2 and such that if yAC2  C1 there is an orthogonal transformation Q such
that
(a) C1CQC2;
(b) QyAC1:
We assume the same spherical context as in the previous sections. When y
belongs to one of the cones Ci (i ¼ 1 or 2) a natural estimator is di0ðX Þ ¼ PCi X ;
that is, PCi X is the projection of X onto the cone Ci: This is the MLE in the
normal case and it is convenient to express it as di0ðXÞ ¼ X þ giðXÞ with giðX Þ ¼
PCi X  X :
In this section, we show that, when y is restricted to C1 and an alternative
estimator d1ðX ; UÞ dominating d10ðXÞ is available, we can derive a competitive
estimator d2ðX ; UÞ dominating d20ðXÞ; when y is restricted to C2: More speciﬁcally,
we set
diðX ; UÞ ¼ X þ giðXÞ  gðjjX jj2ÞU 0UX
for i ¼ 1; 2 where g is a nonnegative function.
Theorem 4.1. Assume (a) and (b). If d1ðX ; UÞ dominates d10ðXÞ when y is restricted to
C1; then d
2ðX ; UÞ dominates d20ðX Þ when y is restricted to C2:
Proof. Since C1CC2; we will distinguish two cases. Suppose ﬁrst that yAC1: Note
that the risk difference between d2ðX ; UÞ and d20ðX Þ is equal to
DR2ðyÞ ¼Ey½jjX þ g2ðXÞ  gðjjX jj2ÞU 0UX  yjj2  jjX þ g2ðXÞ  yjj2
¼Ey½ðU 0UÞ2g2ðjjX jj2ÞjjX jj2  2U 0UgðjjX jj2ÞX 0ðX  yÞ
 2U 0UgðjjX jj2ÞX 0g2ðX Þ:
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By Lemma A.6, X 0g2ðX ÞXX 0g1ðXÞ for each XARp: Hence since gðjjX jj2ÞX0; we
have
DR2ðyÞpEy½ðU 0UÞ2g2ðjjX jj2ÞjjX jj2  2U 0UgðjjX jj2ÞX 0ðX  yÞ  2U 0UgðjjX jj2ÞX 0g1ðXÞ
¼DR1ðyÞ
p 0
since we have domination of d1ðX ; UÞ over d10ðX Þ for yAC1:
Suppose now that yAC2  C1: Let Q be an orthogonal transformation as above.
Let Y ¼ QX and note that ðY ; UÞ is spherically symmetric about ðn; 0Þ where n ¼
Qy: Consider the problem of estimating n when n is restricted to QC2: Since
C1CQC2; we have, by the result in the ﬁrst case, that for Qy ¼ nAC1
En½jjY þ g2ðYÞ  V 0VgðjjY jj2ÞY  njj2pEn½jjY þ g2ðY Þ  njj2
or equivalently
Ey½jjQX þ g2ðQX Þ  jjQV jj2gðjjQX jj2ÞQX  Qyjj2
 Ey½jjQX þ g2ðQX Þ  Qyjj2p0;
where
g2ðQX Þ ¼ PQC2ðQX Þ  QX ¼ QðPC2ðXÞ  XÞ ¼ Qg2ðX Þ
as shown in Lemma A.7. Hence
Ey½jjQX þ Qg2ðX Þ  QU 0UgðjjX jj2ÞX  Qyjj2  Ey½jjQX þ Qg2ðX Þ  Qyjj2
¼ Ey½jjX þ g2ðXÞ  U 0UgðjjX jj2ÞX  yjj2  Ey½jjX þ g2ðXÞ  yjj2
¼ DR2ðyÞ
p0: &
The following theorem also follows from the above discussion.
Theorem 4.2. Let C be a closed convex cone. Suppose that, for yAC; the estimator
X þ gCðX Þ  gðjjX jj2ÞX dominates X þ gCðXÞ: Then, for any orthogonal transforma-
tion Q; the estimator X þ gQCðXÞ  gðjjX jj2ÞX dominates X þ gCðX Þ; for yAQC:
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Appendix
Lemma A.1. If r is a nonnegative, differentiable and concave real-valued function, then
r is nondecreasing on Rþ and the function t-rðtÞ=t is nonincreasing on Rþ:
Furthermore, if in addition r is twice differentiable, then the function x-rðjjxjj2Þ=jjxjj2
is super-harmonic for pX4:
Proof. The ﬁrst part of the lemma follows since, as r is differentiable, its concavity is
equivalent to rðtÞ  rðt0Þpr0ðt0Þðt  t0Þ for any t0 and any t: Hence, if r0ðt0Þo0 for
some t0X0; then limt-N rðtÞ ¼ N which contradicts the assumption that rðtÞX0
for any t: Therefore, r0ðtÞX0 for all tX0:
Similarly, for any t40; we have rð0Þ  rðtÞp tr0ðtÞ: Hence, t2ðrðtÞ=tÞ0 ¼ tr0ðtÞ 
rðtÞp rð0Þp0 so that rðtÞ=t is nonincreasing.
Finally, by straightforward calculation the Laplacian of rðjjxjj2Þ=jjxjj2 is given by
D½rðjjxjj2Þ=jjxjj2 ¼ 2jjxjj4½2jjxjj
4
r00ðjjxjj2Þ þ ðp  4Þðjjxjj2r0ðjjxjj2Þ  rðjjxjjÞ2Þ
p 0
since r00ðÞp0; tr0ðtÞ  rðtÞp0 and pX4; which is the desired result. &
Lemma A.2. Assume X is a real-valued random variable with symmetric unimodal
distribution about yARþ: If f is a nonnegative function on Rþ; then
Ey½f ðX 2ÞX 2I½Xo0p1
2
Ey½ðX  yÞ2f ðX 2Þ: ðA:1Þ
Proof. Note that, by the symmetry assumption, X has density of the form
gððX  yÞ2Þ with g nonincreasing. The lemma reduces showing that
Ey f ðX 2Þ X 2I½Xo0  1
2
ðX  yÞ2
  	
p0: ðA:2Þ
The left-hand side of (A.2) can be written as
Ey f ðX 2Þ 1
2
X 2 þ yX  1
2
y2
 
I½Xo0  1
2
X 2  yX þ 1
2
y2
 
I½XX0
  	
: ðA:3Þ
Conditioning on jX j; expression (A.3) is
E f ðX 2Þ 1
2
X 2  yjX j  1
2
y2
 
gððjX j  yÞ2Þ

 1
2
X 2  yjX j þ 1
2
y2
 
gððjX j  yÞ2Þ
	
: ðA:4Þ
By unimodality of X ; it is clear that
gððjX j  yÞ2ÞpgððjX j  yÞ2Þ for y40
D. Fourdrinier et al. / Journal of Multivariate Analysis 86 (2003) 14–27 25
and hence that an upper bound of (A.4) is given by
E½f ðX 2ÞI½1
2
X 2yjX j1
2
y240ðy
2ÞgððjX j  yÞ2Þp0: &
Comment. Note that the coefﬁcient 1
2
on the right-hand side of (A.1) is the smallest
positive constant and that equality holds for y ¼ 0:
Lemma A.3. If ðZ; UÞ has a spherically symmetric distribution about 0 when dim Z ¼
p and dim U ¼ k; then the distribution of Z0Z=ðZ0Z þ U 0UÞ is bðp
2
; k
2
Þ and is
independent of Z0Z þ U 0U :
For a proof, see e.g. Muirhead [11, pp. 38–39].
Lemma A.4. If g is a super-harmonic function on Rp and Z is a random variable with a
uniform distribution on the sphere centered at the origin and of radius t; then, for any
yARp; the expectation E½gðyþ ZÞ is a nonincreasing function of t:
For a proof, see Du Plessis [4, Theorem 2.30, p. 54].
Lemma A.5. If C is a positive closed convex cone then, for all X ;
ðX  PCðXÞÞ0PCðXÞ ¼ 0:
Proof. The lemma is obviously true if PCðX Þ ¼ 0: Assume PCðXÞa0: Since C is a
positive cone, then aPCðX ÞAC for all aX0: Also, since C is closed and convex,
PCðXÞ is uniquely deﬁned for each X : Hence,
QðaÞ ¼ jjX  aPCðXÞjj2
¼ jjX  PCðXÞ þ ð1 aÞPCðX Þjj2
¼ jjX  PCðXÞjj2 þ ð1 aÞ2jjPCðXÞjj2 þ 2ð1 aÞPCðXÞ0ðX  PCðXÞÞ
is uniquely minimized, for a40; at a ¼ 1: This implies that Q0ð1Þ ¼ 0: Hence,
Q0ð1Þ ¼ ½2ð1 aÞjjPCðXÞjj2  2PCðX Þ0ðX  PCðX ÞÞja¼1
¼  2ðPCðXÞÞ0ðX  PCðXÞÞ ¼ 0
as it was to be shown. &
Lemma A.6. If C1 and C2 are positive closed convex cones such that C1CC2 then
X 0PC1ðXÞpX 0PC2ðXÞ for all XARp: Hence also X 0g1ðX ÞpX 0g2ðXÞ where giðX Þ ¼
PCiðXÞ  X ði ¼ 1; 2Þ:
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Proof. As shown in Lemma A.5, ðX  PCiðXÞÞ1PCiðX Þ ¼ 0 for all XARp i ¼ 1; 2:
Also, since C1CC2; we have jjX  PC1ðXÞjj2XjjX  PC2ðXÞjj2 for all X : Hence,
jjX  PC1ðX Þjj2 ¼ðX  PC1ðXÞÞ0X  ðX  PC1ðXÞÞ0PC1ðX Þ
¼ ðX  PC1ðXÞÞ0X
X ðX  PC2ðXÞÞ0X
then X 0PC1ðXÞpX 0PC2ðX Þ and also X 0g1ðX ÞpX 0g2ðXÞ: &
Lemma A.7. If C is a positive closed convex cone and Q is an orthogonal
transformation then PQCðQX Þ ¼ QPCðX Þ and hence
PQCðQX Þ  QX ¼ QðPCðX Þ  X Þ: ðA:5Þ
Proof. For any YAC and for any XARp; jjY  X jj2 ¼ jjQY  QX jj2: Hence, if
Y0 ¼ PQCðXÞ minimizes the norm on the left-hand side of (A.5) for YAC; then QY0
minimizes the norm on the right-hand side of (A.5) for all QYAC; and the result
follows. &
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