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Editor’s Note: In graduate school, it became too cumbersome for me to look-up equations, theorems,
proofs, and problem solutions from previous courses. I had three boxes full of notes and was going on my
fourth. Due to the need to reference my notes periodically, the notes became more unorganized over time.
That’s when I decided to typeset them. I have been doing this for over a decade. Later in life, some colleagues
asked if I could make these notes available to others (they were talking about themselves). I did. These
notes can be downloaded for free from the web site http://www.repec.org/ and can be found in the Library
of Congress. Note that the beginning of each chapter lists the professor’s name and aliation. Additionally,
the course number, the date the course was taken, and the text book are given. The reader may also notice
that I have made more use of the page space than in the previous editions of this manuscript. Hence, the
book is shorter. If this causes the reader problems, then simply copy the proofs onto a blank sheet of paper
— one line per algebraic manipulation. In this text, I put several algebraic manipulations on one line to
save space. I thank Winston for helping typeset the notes.
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Discrete Structures
Place: Old Dominion University
Timeframe: Fall Semester, 1987
Instructor: Jane Randall
Oce: ED 256-7
Phone: 440-3890 (my oce)
Phone: 440-3915 (CS oce)
Oce Hours: Monday: 3:00 - 5:00, Wednesday: 11:00 - 12:00, Friday: 10:00 - 12:00
Course Description: This course will cover a variety of discrete mathematical concepts which have ap-
plications in computer science. Topics will include symbolic logic, set theory, binary relations, and functions.
Prerequisite: CS 160
Text: Discrete Mathematics in Computer Science, by Stanat and McAllister.
Material to be covered: Chapters 0 through 3, and if time permits, part of chapter 4.
Grading: Your grade will be based on the following –
1. Four tests (including the final) 80% (20% each)
2. Several quizes 20%
Make-up tests: A test may be made up only if I am contacted within 24 hours after the test is given and if
the reason for absence is legitimate.
Attendance plolicy: Students are expected to attend class. A student who must miss class is expected to
obtain the assignment and be prepared for the next class meeting.
Honor code: All students are expected to abide by the ODU Honor Code. This means that all exams sub-
mitted are to be the exclusive work of the student. An honor pledge will be required on all work which is
graded.
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1.1 Mathematical Models and Reasoning
1.1.1 Hand-Out of Reasoning Problems
1. (a) All Students who major in philosophy wear Calvert Kreem jeans.
(b) None of the students in the Marching and Chowder Society wears Clavert Kreem jeans or majors
in history.
(c) If Jack majors in philosophy, Mary majors in history.
Question: If the statements above are all true, which of the following must also be true?
(A) If Jack majors in philosophy, Mary does not wear Calvert Kreem jeans.
(B) None of the students in the Marching and Chowder Society majors in philosophy.
(C) If Jack wears Calvert Kreem jeans, he majors in philosophy.
(D) If Mary majors in history, Jack is not in the Marching and Chowder Society.
(E) Either Jack or Mary wears Calvert Kreem jeans.
Question: The conclusion ”Jack does not major in philosophy” could be validly drawn from the
statements above if it were established that
I. Mary does not major in history.
II. Jack does not belong to the Marching and Chowder Society.
III. Jack does not wear Calvert Kreem jeans.
(A) I only, (B) II only, (C) III only, (D) I and III, (E) II and III
2. All good athletes want to win, and all athletes who want to win eat a well-balanced diet; therefore, all
athletes who do not eat a well-balanced diet are bad athletes.
Question: If the argument above is valid, then which of the following statements must be true?
(A) No bad athlete wants to win.
(B) No athlete who does not eat a well-balanced diet is a good athlete.
(C) Every athlete who eats a well-balanced diet is a good athlete.
(D) All athletes who want to win are good athletes.
(E) Some good athletes do not eat a well-balanced diet.
Question: Which of the following, if true, would weaken the argument above?
(A) Ann wants to win, but she is not a good athlete.
(B) Bob, the accountant, eats a well-balanced diet, but he is not a good athlete.
(C) All the players on the Burros baseball team eat a well-balanced diet.
(D) No athlete who does not eat a well-balanced diet wants to win.
(E) Cindy, the basketball star, does not eat a well-balanced diet, but she is a good athlete.
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1.1.2 Introduction
Mathematical modeling is a model which is an analogy for an object, phenomenon, or process. A mathemat-
ical model is a model based on mathematically stated principles. Because of the rigor and lack of ambiguity,
it provides a good means for expressing principles. It has three components:
1. The phenomena or process that is to be modeled.
2. A math structure which is used to make assertions about the object being modeled.
3. A correspondence between the real world object and the math structure.
Example: Consider the position function f(t) = 4t2 + t + 16 where t represents time and f(t) represents
position.
Here is a list of reasons for using models.
1. To present information in a form which is easily understood.
2. To provide a means for simplifying computations.
3. To predict parameter values for events which have not yet occurred.
The value of a model is best measured by its ability to answer questions and to make predictions about the
object being modeled.
1.1.3 Mathematical Reasoning
A proposition is a statement which is either true or false but not both. We say that the true value of the
statement is True or False.
Example: 2 + 4 ≤ 3 is False.
Example: 0 is an integer is True.
Example: 2x = 8 is not a proposition.
Example: ”Close the door” is not a proposition.
Example: ”This sentence is false” is not a proposition because it is both True and False.
Notation: We use capital letters beginning with P to denote arbitrary propositions. The following is a list
of operations on propositions.
1. Negation or not is denoted by ¬. The truth table is:
P ¬P
T F
F T
The value True can also be defined as True ≡ 1 and the value False can be defined as False ≡ 0.
2. Conjunction (i.e. and) is denoted by ∧. The truth table is:
P Q P ∧Q
0 0 0
0 1 0
1 0 0
1 1 1
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3. Disjunction (i.e. or) is denoted by ∨. The truth table is:
P Q P ∨Q
0 0 0
0 1 1
1 0 1
1 1 1
4. Exclusive Or is denoted by ⊕. The truth table is:
P Q P ⊕ Q
0 0 0
0 1 1
1 0 1
1 1 0
5. Implication is denoted by ⇒ . The truth table is:
P Q P ⇒ Q
0 0 1
0 1 1
1 0 0
1 1 1
Q⇒ P is called the converse of P ⇒ Q.
¬Q⇒ ¬P is called the contra-positive of P ⇒ Q.
¬P ⇒ ¬Q is called the inverse of P ⇒ Q.
6. Equivalence is denoted by ⇔ . The truth table is:
P Q P ⇔ Q
0 0 1
0 1 0
1 0 0
1 1 1
Note that P ⇔ Q means the same thing as (P ⇒ Q) ∧ (Q⇒ P ).
P Q P ⇒ Q Q⇒ P (P ⇒ Q) ∧ (Q⇒ P )
0 0 1 1 1
0 1 1 0 0
1 0 0 1 0
1 1 1 1 1
Here are some more properties. (P ∨¬Q)⇒ ¬P.
P Q ¬Q P ∨ ¬Q ¬P (P ∨ ¬Q)⇒ ¬P
0 0 1 1 1 1
0 1 0 0 1 1
1 0 1 1 0 0
1 1 0 1 0 0
The distributive property is [P ∧ (Q ∨R)]⇔ [(P ∧Q) ∨ (P ∧R)].
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P Q R Q ∨R P ∧ (Q ∨R) P ∧Q P ∧R (P ∧Q) ∨ (P ∧R)
0 0 0 0 0 0 0 0
0 0 1 1 0 0 0 0
0 1 0 1 0 0 0 0
0 1 1 1 0 0 0 0
1 0 0 0 0 0 0 0
1 0 1 1 1 0 1 1
1 1 0 1 1 1 0 1
1 1 1 1 1 1 1 1
A tautology is a proposition which is always true. A contridiction is a proposition which is always false. A
contigency is a proposition which is not a tautology and is not a contradiction. It is true part of the time
and false part of the time.
Identities on page 15 of the text book. 7, 8, 18, 22. Delete 20 and 21. Logical implications on page 16 of
the text book. Delete 7, 8, and 9. For homework, on page 17 in Section 1.1 of the text book, do problems
1, 3, 4, 5, and 7. Also show (P ⇔ Q)⇔ [(P ⇒ Q) ∧ (Q⇒ P )].
1.1.4 Homework and Answers
These are the homework problems from Section 1.1 on pages 17 and 18 in the textbook.
Show (P ⇔ Q)⇔ [(P ⇒ Q) ∧ (Q⇒ P )].
P Q P ⇔ Q P ⇒ Q Q⇒ P (P ⇒ Q) ∧ (Q⇒ P )
0 0 1 1 1 1
0 1 0 1 0 0
1 0 0 0 1 0
1 1 1 1 1 1
3. Establish whether the following propositions are tautologies, contigencies, or contradictions.
a) P ∨ ¬P Tautology.
b) P ∧ ¬P Contridiction.
c) P ⇒ ¬(¬P )
P P ⇒ ¬(¬P )
0 0 1
1 1 0
⇒ contingency
d) ¬(P ∧Q)⇔ (¬P ∨ ¬Q). Tautology.
e) ¬(P ∨Q)⇔ (¬P ∧¬Q). Tautology.
f) (P ⇒ Q)⇔ (¬Q⇒ ¬P ). Tautology.
g) (P ⇒ Q) ∧ (Q⇒ P ).
(P ⇒ Q) ∧ (Q⇒ P )
0 1 0 1 0 1 0
0 1 1 0 1 0 0
1 0 0 0 0 1 1
1 1 1 1 1 1 1
⇒ contingency
h) [P ∧ (Q ∨R)]⇒ [(P ∧Q) ∨ (P ∧R)]. Tautology.
6 CHAPTER 1. DISCRETE STRUCTURES
i) (P ∧ ¬P )⇒ Q. Taugology.
j) (P ∨ ¬Q)⇒ Q.
P Q P ∨ ¬Q (P ∨ ¬Q)⇒ Q
0 0 1 0
0 1 0 1
1 0 1 0
1 1 1 1
⇒ contingency
k) P ⇒ (P ∨Q).
P Q P ∨Q (P ⇒ (P ∨Q)
0 0 0 1
0 1 1 1
1 0 1 1
1 1 1 1
⇒ tautology
l) (P ∧Q)⇒ P.
P Q P ∧Q (P ∧Q)⇒ P
0 0 0 1
0 1 0 1
1 0 0 1
1 1 1 1
⇒ tautology
m) (P ∧Q)⇔ P ]⇔ [P ⇔ Q]
P Q P ∧Q (P ∧Q)⇔ P P ⇔ Q [(P ∧Q)⇔ P ]⇔ [P ⇔ Q]
0 0 0 1 1 1
0 1 0 1 0 0
1 0 0 0 0 1
1 1 1 1 1 1
⇒ contingency
n) [(P ⇒ Q) ∨ (R⇒ S)]⇒ [(P ∨R)⇒ (Q ∨ S)].
[(¬P ∨Q) ∨ (¬R∨ S)]⇒ [¬(P ∨R) ∨ (Q ∨ S)],
¬[(¬P ∨Q) ∨ (¬R ∨ S)] ∨ [¬(P ∨R) ∨ (Q ∨ S)],
[¬(¬P ∨Q) ∧ ¬(¬R ∨ S)] ∨ [(¬P ∧ ¬R) ∨ (Q ∨ S)],
[(P ∧ ¬Q) ∧ (R ∧ ¬S)] ∨ [(¬P ∧ ¬R) ∨ (Q ∨ S)].
Complete the truth table. Contingency.
4. Let P be the proposition ”It is snowing.” Let Q be the proposition ”I will go to town.” Let R be the
proposition ”I have time.” Using logical connectives, write a proposition which symbolizes each of the
following:
4a. i) If it is not snowing and I have time, then I will go to town. (¬P ∧R)⇒ Q,
ii) I will go to town only if I have time. Q⇒ R.
iii) It isn’t snowing. ¬P.
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iv) It is snowing and I will not go to town. P ∧ ¬Q.
4b. i) Q⇔ (R ∧ ¬P ). I will go to town is equivalent to I have time and it is not snowing.
ii) R ∧Q. I have time, and I will go to town.
iii) (Q⇒ R)∧ (R⇒ Q). If I will go to town then I have time, and If I have time then I will go to town.
iv) ¬(R ∨Q). I don’t have time and I won’t go to town.
5. State the converse and contrapositive of each of the following:
a. If it rains, I’m not going. Solution: If I’m not going, it rains. If you don’t go then it won’t rain.
b. I will stay only if you go. Solution: If you go then I will stay. If you don’t go then I won’t stay.
c. I you get 4 pounds, you can bake the cake. Solution: If you bake the cake, you get 4 pounds. If you
don’t bake the cake then you won’t get 4 pounds.
d. I can’t complete the task if you don’t get more help. Solution: If I can’t complete the task, then I
don’t get more help. If I can complete the task, then I get more help.
7. Establish the following tautologies by simplifying the left side to the form of the right side:
a. [(P ∧Q)⇒ P ]⇔ 1 Solution:
¬(P ∧Q) ∨ P
(¬P ∨ ¬Q) ∨ P
(¬P ∨ P ) ∨ ¬Q
1 ∨ ¬Q
1
b. ¬(¬(P ∨Q)⇒ ¬P )⇔ 0, Solution:
¬((P ∨Q) ∨ ¬P ),
¬(P ∨Q) ∧ P,
(¬P ∧ ¬Q) ∧ P,
(¬P ∧ P ) ∧ ¬Q,
0 ∧ ¬Q,
0.
1.1.5 Predicates and Quantifiers
Quiz on Section 1.1 on Monday. It will cover truth tables, tautologies, etc. Don’t have to know identities.
The statement P ⇔ Q can be re-stated several ways, such as P if and only if Q or P iÿ Q.
A predicate is a property of an object or a relationship between objects.
Example: x < y means x is less than y where the phrase ”is less than y” is the predicate. ”x is an integer
is an integer” where the phrase ”is an integer” is a predicate.
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Notation: Assertions made with predicates are denoted with capital letters.
Example: x is less than y → L(x, y).
Example: x is tall → T (x).
Example: x+ y = z → S(x, y, z).
The predicate (P ) P (x1, x2, ..., xn) is said to have n arguments with individual variables x1, x2, ...., xn. Values
for the variables are drawn from a non-empty set called the universe, denoted by U.
Example: Let P (x, y) mean x ≤ y where U is the set of integers. Then, P (3, 5) is True. P (6, 6) is True.
P (6, 2) is False.
Example: Let S(x, y) mean x−y = 5 and U be the set of integers. Then, S(12, 7) is True. S(4,−2) is False.
To change a predicate into a proposition, each individual variable must be bound. There are two ways to do
this:
1. A variable is bound when a value is assigned to it.
2. A variable is bound when it is quantified.
This is a list of quantifiers:
1. The universal quantifier ∀ (for all). ∀x P (x) means for all x, P (x) is true if the predicate P (x) is true
for all x in the universe. Otherwise, ∀x P (x) is false.
Example: Let U be the set of integers. ∀x [x > 0] is False.
Example: Let U be the set of natural numbers {1, 2, 3...}. ∀x [x > 0] is True.
Example: Let U be the set of integers. ∀x∀y [x+ y > x] is False.
Example: Let U be the set of integers. ∀x∀y [2(x+ y) = 2x+ 2y] is True.
Note that ∀x P (x)⇒ P (c) is true for any c in the universal set. The notation {c ∈ U} is also used.
2. The existential quantifier ∃ (there exists or for some). ∃x P (x) means there exists x such that P (x) is
true if P (x) is true for at least one x ∈ U, otherwise ∃x P (x) is false.
Example: Let U be the set of integers. ∃x [x > 2] is true.
Example: Let U be the set of natural numbers. ∃x [x = 0] is false.
Note that if P (c) is true, then ∃x P (x) is true.
3. The unique existential quantifier ∃! (one and only one). ∃!x P (x) is true if P (x) is true for exactly one
element in U.
Example: Let U be the set of natural numbers. ∃!x [x < 1] is false.
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Example: Let U be the set of natural numbers. ∃!x [x = 3] is true.
Example: Let U be the set of natural numbers. ∃!x [x < 2] is true.
Note: Let P (x) represent x ≤ 5 where U is the set of natural numbers. Then, ∀x P (x) = P (1)∧P (2)∧
P (3)∧ P (5) ∧ P (6) · · · .
In general, ∀x P (x) = P (x0) ∧ P (x1) ∧ · · · .
all at least one uniqueness
∀x P (x) ∃x P (x) ∃!x P (x)
∧ ∨ P (x0)⊕ P (x1) ⊕ P (x2) · · ·
When combining more than one quantifier, order is important in predicates with more than one quantifier.
The notation ∀x∀y P (x, y) means ∀x[∀y P (x, y)].
Example: ∀x[∃y P (x, y)] : for every x there is some y — not necessarilary the same y.
Example: ∃y[∀x P (x, y)] : there is some y such that for every x there is a value which makes P true.
Example: ∀x∀y P (x, y) = ∀y∀x P (x, y).
Example: ∃x∃y P (x, y) = ∃y∃x P (x, y).
Read the examples on page 26 in the text book. In Section 1.2 on page 27, do problems 1, 3, 5(d*), 7, and
9.
1.1.6 Quiz 1
1. Using truth tables, show that an implication is equivalent to its contrapositive. Solution:
P Q P ⇒ Q ¬Q ¬P ¬Q⇒ ¬P P ⇒ Q⇔ ¬Q⇒ ¬P )
0 0 1 1 1 1 1
0 1 1 0 1 1 1
1 0 0 1 0 0 1
1 1 1 0 0 1 1
2. Make a truth table for (¬Q ∧ P ) ∨ (¬P ⇒ Q). Is this proposition a tautology, contingency, or contra-
diction? Solution: contingency.
P Q ¬Q ¬Q ∧ P ¬P ¬P ⇒ Q (¬Q ∧ P ) ∨ (¬P ⇒ Q)
0 0 1 0 1 0 0
0 1 0 0 1 1 1
1 0 1 1 0 1 1
1 1 0 0 0 1 1
3. Le P : dogs bark. Q : cats bite. R : horses swim. Write each of the following in symbolic form.
(a) Horses swim if and only if cats do not bite. Solution: R⇔ ¬Q.
(b) If horses swim then dogs do not bark, and if dogs do not bark then cats bite. Solution: (R →
¬P ) ∧ (¬P ⇒ Q).
(c) Either dogs bark or cats bite, but not both. Solution: (P ∨Q) ∧ ¬(P ∧Q).
(d) It is not the case that horses do not swim and dogs do not bark. Solution: ¬(¬R∧ ¬P ).
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1.1.7 Quantifiers with Negation
This section covers quantifiers with negation.
1. ¬∀x P (x) means ∃x¬ P (x). Proof:
¬(P (x0) ∧ P (x1) ∧ P (x2) ∧ · · · ) =
¬P (x0) ∨¬P (x1) ∨ ¬P (x2) ∨ · · · =
∃x¬ P (x).
¬∃x P (x) means ∀x ¬P (x). Proof:
¬(P (x0) ∨ P (x1) ∨ P (x2) ∨ · · · ) =
¬P (x0) ∧¬P (x1) ∧ ¬P (x2) ∧ · · · =
∀x¬P (x).
¬∀x∃y∀z P (x, y, z) = ∃x∀y∃z¬P (x, y, z).
2. Conjunction: ∀x[P (x)∧Q(x)]⇔ ∀x P (x)∧ ∀x Q(x). Proof:
[P (x0) ∧Q(x0)]∧ [P (x1) ∧Q(x1)] ∧ [P (x2) ∧Q(x2)] ∧ · · ·
Regroup.
[P (x0) ∧ P (x1) ∧P (x2) ∧ · · · ] ∧ [Q(x0) ∧Q(x1) ∧Q(x2) ∧ · · · ] =
∀x P (x) ∧ ∀x Q(x).
Here are some properties:
1. ¬∀x P (x)⇔ ∃x ¬P (x).
2. ¬∃x P (x)⇔ ∀x ¬P (x).
3. ∀xP (x)∧Q(x))⇔ ∀x P (x)∧∀x Q(x). This is not the same as ∃x(P (x)∧Q(x)) = ∃x P (x)∧∃x Q(x).
Left-proof:
(P (x0) ∧Q(x0)) ∨ (P (x1) ∧Q(x1)) ∨ (P (x2) ∧Q(x2)) ∨ · · · .
∃x P (x) ∧ ∃x Q(x)⇔
Right-proof:
[P (x0) ∨ P (x1) ∨P (x2) ∨ · · · ] ∧ [Q(x0) ∨Q(x1) ∨Q(x2) ∨ · · · ].
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4. ∃x(P (x)∧Q(x))⇒ ∃x P (x) ∧ ∃x Q(x) is true.
5. ∀x(P (x)∨Q(x)) = ∀x P (x) ∨ ∀x Q(x). Also, ∃x(P (x)∨Q(x))⇔ ∃x P (x) ∨ ∃x Q(x).
6. ∀x(P (x)∨Q(x))⇐ ∀x P (x) ∨ ∀x Q(x).
The scope of a quantifier is that part of an assertion in which variables are bound by the quantifier. It is the
smallest subexpression which is consistent with the parenthesis of the expression.
Example: ∀x[P (x)∧Q]. The scope of ∀ is [P (x)∧Q].
Example: ∀xP (x)∧Q. The scope of ∀ is P (x).
Example: ∀xP (x)∧Q(x)⇔ ∀yP (y) ∧Q(x). The scope of ∀ is P (x).
Result: Predicates which occur in ∨ and ∧ assertions and which are not bound by a quantifier may be
removed from the scope of the quantifier.
Example: ∀x[P (x)∧Q]⇔ ∀x P (x) ∧Q. Q is not bound by ∀. Proof:
∀x[P (x)∧Q]⇔
[P (x0) ∧Q] ∧ [P (x1) ∧Q]∧ [P (x2) ∧Q]∧ · · ·
[P (x0) ∧P (x1) ∧ P (x2) ∧ · · · ] ∧ [Q∧Q ∧Q ∧ · · · ]
∀x P (x) ∧Q.
Example: ∀x[P (x)∧Q]⇔ ∀x P (x) ∨Q. Proof:
[P (x0) ∨Q] ∧ [P (x1) ∨Q]∧ [P (x2) ∨Q]∧ · · ·
[P (x0) ∧P (x1) ∧ P (x2) ∧ · · · ] ∨Q
∀x P (x) ∨Q.
Example: ∃x[P (x)∧Q]⇔ ∃x P (x) ∧Q.
Example: ∃x[P (x)∨Q]⇔ ∃x P (x) ∨Q.
Example: ∀x[P (x)∧Q(y)]⇔ ∀x P (x) ∧Q(y).
In Section 1.3 of the textbook, page 37, do problems 1a-d, 2, 3a-c, 4, 9. On Friday, Quiz 2 which will cover
Sections 1.2 and 1.3.
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1.1.8 Homework and Answers
Section 1.2 homework and answers on Page 27 of the textbook.
1. Let S(x, y, z) denote the predicate x+ y − z, P (x, y, z) denote x · y = z, and L(x, y) denote x < y. Let
the universe of discourse be the natural numbers N. Using the above predicates, express the following
assertions. The phrase ”there is an x” does not imply that x has a unique value.
a. For every x and y, there is a z such that x+ y = z. Solution: ∀x∀y S(x, y, z).
b. No x is less than 0. Solution: ∀x¬L(x, 0).
c. For all x, x+ 0 = x. Solution: ∀x S(x, 0, 0).
d. For all x, x · y = y for all y. Solution: ∀x∀y P (x, y, y).
e. There is an x such that x · y = y for all y. Solution: ∃x∀y P (x, y, y).
3. Determine which of the following propositions are true if the universe is the set of integers I and ·
denotes the operation of multiplication.
a. ∀x, ∃y[x · y = 0]. True
b. ∀x, ∃!y[x · y = 1]. False (x = 0).
c. ∃y, ∀x[x · y = 1]. False.
d. ∃y, ∀x[x · y = x]. True.
5. Specify a universe discourse for which the following propositions are true. Try to choose the universe
to be as large a subset of the integers as possible. Explain any diculties.
a. ∀x[x > 10]. Solution: U = {11, 12, 13, ...}.
b. ∀x[x = 3]. Solution: U = {3}.
c. ∀x∃y[x+ y = 436]. Solution: U = integers.
d. ∃y∀x[x+ y < 0]. Solution: U = integers, |y| > |x|.
7. Consider the univers of integers I.
a. Find the predicate P (x) which is false regardless of whether the variable x is bound by ∀ or ∃. Solution:
x = x+ 1. P (x)[x = 12 ].
b. Find the predicate P (x) which is true regardless of whether the variable x is bound by ∀ or ∃. Solution:
x = x. [x+ 1 > x].
c. Is it possible for a predicate P (x) to be true regardless of whether the variable is bound by ∀, ∃ or ∃!?
Justify your answer. Solution: Yes. The universal set equal to one element say 1 [x = 1 for all cases].
9. Consider the universe of integers and let P (x, y, z) denote x−y = z. Transcribe the following assertions
into logical notation.
a. For every x and y, there is some z such that x− y = z. Solution: ∀x∀y∃z P (x, y, z).
b. For every x and y, there is some z such that x− z = y. Solution: ∀x∀z∃y P (x, y, z).
c. There is an x such that for all y, y − x = y. Solution: ∃x∀y P (x, y, y).
d. When 0 is subtracted from any integer, the result is the original integer. Solution: ∀x∃y P (x, y, x).
e. 3 subtracted from 5 gives 2. Solution: P (5, 3, 2).
Some additional observations: If ∃P (x) is false, then ∀x P (x) is false. If ∀x P (x) is true, then ∃x P (x)
is true.
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1.1.9 Homework and Answers
This is Section 1.3 homework and answers on page 37 from the textbook.
1. Let P (x, y, z) denote xy = z. Let E(x, y) denote x = y. Let G(x, y) denote x > y. Let the universe of
discourse be the integers. Transcribe the following into logical notation.
a. If y = 1, then xy = x for any x. Solution: ∀y[E(y, 1)⇒ ∀x P (x, y, x)].
b. If xy = 0, then x = 0 and y = 0. Solution: ∀x∀y[¬P (x, y, 0)⇒ ¬E(x, 0)∧ ¬E(y, 0)].
c. If xy = 0, then x = 0 or y = 0. Solution: ∀x∀y[P (x, y, 0)⇒ E(x, 0) ∨E(y, 0)].
d. 3x = 6 if and only if x = 2. Solution: ∀x[P (3, x, 6)⇔ E(x, 2)].
2. Let the universe of discourse be the set of arithmetic assertions with predicates defined as follows: P (x)
denotes ”x is provable. T (x) denotes ”x is true.” S(x) denotes ”x is satisfiable.” D(x, y, z) denotes
”z is the disjuntion x ∨ y.” Translate the following assertions into English statements. Make your
transcriptions as natural as possible.
a. ∀x[P (x)⇒ T (x)]. Solution: For all arithmetic assertions x such that if x is provable, then x is true.
b. ∀x[T (x)∨ ¬S(x)]. Solution: For all x such that x is true or x is not satisiable.
c. ∃x[T (x)∧ ¬P (x)]. Solution: For all x such that if x is true, then x is not provable.
d. ∀x∀y∀z[[D(x, y, z) ∧ P (z)]⇒ [P (x)∨ P (y)]]. Solution: For all x, y, and z if z is disjunction x ∨ y and
z is provable, then x is provable or y is provable.
e. ∀x[T (x) ⇒ ∀y∀z[D(x, y, z) ⇒ T (z)]]. Solution: For all x if x is true, then for all y and z if z is the
disjunction x ∨ y then z is true.
3. Put the following into logical notation. Choose predicates so that each assertion requires at least one
quantifier.
a. There is one and only one even prime. Solution: P (x) = the even numbers. Q(x) = the prime numbers.
∃!x [P (x)∧Q(x)].
b. No odd numbers are even. Solution: P (x) = the even numbers. Q(x) = the odd numbers. ∀x [Q(x)⇒
¬P (x)]. ∀x[¬P (x)∨ ¬Q(x)].
c. Every train is faster than some cars. Solution: P (x) = trains. Q(y) = cars. R(x, y) = trains travel
faster than cars. ∀x[P (x)⇒ ∃y[Q(y) ∧R(x, y)].
d. Some cars are slower than all trains but at least one train is faster than every car. Solution: ∃x¬P (x).
¬∀x P (x).
9. Show that the following are valid for the universe of natural numbers N either by expanding the
statement or by applying identities.
a. ∀x∀y[P (x) ∨Q(y)]⇔ [∀xP (x)∨ ∀yQ(y)]. Solution: ∀x∀y[P (x) ∨Q(y)]⇔ [∀x P (x) ∨ ∀y Q(y)].
∀x[∀y[P (x)∨Q(y)]⇔
∀x[P (x)∨ ∀yQ(y)] ⇔
∀xP (x)∨ ∀yQ(y).
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b. ∃x∃y[P (x) ∧Q(y)]⇒ ∃xP (x). Solution: P ∧Q⇒ P.
e. ∀x∀y[P (x)⇒ Q(y)]⇔ [∃xP (x)⇒ ∀yQ(y)]. Solution:
∀x∀y[P (x)⇒ Q(y)]⇔
∀x∀y[¬P (x)∨Q(y)]
∀x¬P (x)∨ ∀yQ(y)
¬∃xP (x)∨ ∀yQ(y)
∃xP (x)⇒ ∀yQ(y).
1.1.10 Quiz 2
September 11, 1987
1. Let the universe be the set of integers. Determine whether each of the following propositions is True
or False. Explain your answers.
(a) ∀x∃!y[3x− y = 5]. Solution: True because if x is positive, y can be negative. If x is negative, y
can be positive to make up the diÿerence.
(b) ∃x[x = 1x ]. Solution: True at x = 1. ∃ only takes at least one case to make it true.
(c) ∀x∃y[x = 2y]. Solution: False. What if x is an odd number? Then, y would have to be a real
number that is not in the universe.
(d) ∀x∀y[(x + y > 0) ∨ (x + y < 0)]. Solution: False. What if x and y equal to zero? Then neither
case would hold true.
(e) ∃y∀x[y · x = x]. Solution: True for the case y = 1. Then, any x would hold true.
2. Prove the following identity by expanding the left-hand side. ∀x¬P (x)⇔ ¬∃xP (x). Solution:
¬P (x0) ∧ ¬P (x1) ∧¬P (x2) ∧ · · · ⇔
¬(P (x0) ∨ P (x1) ∨ P (x2) ∨ · · · )⇔
¬∃xP (x).
3. Prove the following identity by expanding the left-hand side. ∃x[Q(y) ∧ P (x)]⇔ Q(y) ∧ ∃xP (x). So-
lution:
(Q(y) ∧ P (x0)) ∨ (Q(y) ∧ P (x1)) ∨ (Q(y) ∧ P (x2)) ∨ · · · )⇔
Q(y) ∧ (P (x0) ∨ P (x1) ∨ P (x2) ∨ · · · )⇔
Q(y) ∧ ∃xP (x)
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1.1.11 Logical Inferences
A proof is a sequence of statements which establishes that a theorem is true. The sequence of assertions in
a proof consists of three things:
1. Axioms or previously proved theorems.
2. Hypotheses of the theorem.
3. Assertions inferred from previous assertions in the proof.
Some rules of inference include:
1. Modus ponens
P
P ⇒ Q
∴ Q
Example:
If it rains, then I will study.
It rains.
∴ I will study.
An argument iÿ, the conjunction of the hypotheses, implies the conclusion is a tautology.
P Q P ⇒ Q P ∧ (P ⇒ Q) [P ∧ (P ⇒ Q)]⇒ Q
0 0 1 0 1
0 1 1 0 1
1 0 0 0 1
1 1 1 1 1
2. Modus tollens.
¬Q
P ⇒ Q
∴ ¬P
3. Addition.
P
∴ P ∨Q
4. Simplification.
P ∧Q
∴ P
5. Disjunctive syllogism.
P ∨Q
¬P
∴ Q
[(P ∨Q) ∧ ¬P ]⇒ Q.
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6. Hypothetical syllogism.
P ⇒ Q
Q⇒ R
∴ P ⇒ R
7. Conjunction.
P
Q
∴ P ∧Q
8. Constructive delimma.
(P ⇒ Q) ∧ (R⇒ S)
P ∨R
∴ Q ∨ S
9. Destructive delimma.
(P ⇒ Q) ∧ (R⇒ S)
¬Q ∨ ¬S
∴ ¬P ∨ ¬R
Some fallacious agruments include the following:
P ⇒ Q
Q
∴ P
and
P ⇒ Q
¬P
∴ ¬Q
Some more complex arguments:
Example: Prove that the following argument is valid.
1.P ⇒ Q
2.Q⇒ R
3.¬R
∴ ¬P
Assertions Reasons
1. P ⇒ Q Hypothesis 1
2. Q⇒ R Hypothesis 2
3. P ⇒ R Hypotheses 1,2 and hypothetical syllogism
4. ¬R Hypothesis 3
5. ¬P Hypotheses 3,4 and modus tollens
Exam #1 will be on Monday, September 21. It covers Sections 1.1 thru 1.4.
Example:
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1.R⇒ ¬S
2.¬M ⇒ T
3.¬P ⇒ R
4.T ⇒ S
∴ ¬P ⇒M
Assertions Reasons
1. ¬P ⇒ R Hypothesis 3
2. R⇒ ¬S Hypothesis 1
3. ¬S ⇒ ¬T Contrapositive
4. ¬T ⇒M Contrapositive of hypothesis 2
5. ¬P ⇒M Hypothesis 1,23,4 and hypothetical syllogism
Example: Premises:
1.A⇒ ¬B
2.¬C ⇒ F
3.A∨ ¬C
4.¬B ⇒ D
5.F ⇒ H
∴ D ∨H
Assertions Reasons
1. A⇒ ¬B Hypothesis 1
2. ¬B ⇒ D Hypothesis 4
3. A⇒ D Hypothesis 1,2
4. ¬C ⇒ F Hypothetical syllogism
5. F ⇒ H Hypotheses 2,5
6. ¬C ⇒ H Hypotheses 4,5 and chain rule
7. (A⇒ D) ∧ (¬C ⇒ H) Hypotheses 3,6 and conjunction
8. A ∨ ¬C Hypothesis 3
9. D ∨H Hypotheses 7,8 and constructive delimma
The test covers Sections 1.1 to 1.4, truth tables, the operators +,−,⊕,⇒, and ⇔ . You must know
how to read symbolic form to English and vise-versa; page 15 Table of Identities (omit 20 and 21); page 16
implications (omit 7, 8, and 9); qualifiers — read, figure true / false of propositions; properties; proofs of
valid arguments with truth tables; rules of inference (page 41).
1.1.12 Handout
3.
S ⇒ L
¬S ⇒ ¬F
SON⇒ ¬L
∴
SON⇒ ¬L
¬L⇒ ¬S
¬S ⇒ ¬F
∴ SON⇒ ¬F
4.
D ⇒ ¬W
O ⇒W
P ⇒ D
P ⇒ D
D ⇒ ¬W
¬W ⇒ ¬O
∴ p→ ¬O
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5.
B ⇒ I
C ⇒ ¬D
I ⇒ D
∴
B ⇒ I
I ⇒ ¬D
D ⇒ ¬C
∴ B ⇒ ¬C
1.1.13 Homework Handout Questions and Answers
Verify that the following argument forms are valid.
1. Form:
¬Q⇒ ¬R
R
P ⇒ ¬Q
∴ ¬P
Solution:
Assertions Reasons
1. ¬Q⇒ ¬R Hypothesis 1
2. R⇒ Q Assertions 1, Contrapositive
3. R Hypothesis 2
4. Q⇒ ¬P Hypothesis 3, Contrapositive
5. Q Assertions 3, 2, Modus ponens
6. ¬P Assertions 4, 5, Modus ponens
2. Form:
(P ⇒ ¬Q) ∧ (¬R⇒ S)
¬P ⇒ ¬R
∴ ¬Q∨ S
Solution:
Assertions Reasons
1. ¬P ⇒ ¬R Hypothesis 2
2. P ∨ ¬R Equivalence
3. (P ⇒ ¬Q) ∧ (¬R⇒ S) Hypothesis 1
4. ¬Q∨ S Assertions 2,3, Constructive dilemma
3. Form:
¬B ⇒ F
I ⇒ ¬C
A⇒ ¬B
F ⇒ I
∴ A⇒ ¬C
Solution:
Assertions Reasons
1. A⇒ ¬B Hypothesis 3
2. ¬B ⇒ F Hypothesis 1
3. F ⇒ I Hypothesis 4
4. I ⇒ ¬C Hypothesis 2
5. A⇒ ¬C Assertions 1,2,3,4, Hypothetical syllogism
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4. Form:
N ⇒ ¬R
¬M ⇒ N
R
P
∴M ∧P
Solution:
Assertions Reasons
1. N ⇒ ¬R Hypothesis 1
2. R⇒ ¬N Hypothesis 1, Contrapositive
3. ¬M ⇒ N Hypothesis 2
4. ¬N ⇒M Assertion 3, Contrapositive
5. R⇒M Assertions 2,4, Hypothetical syllogism
6. R Hypothesis 3
7. M Assertion 5, 6, Modus ponens
8. P Hypothesis 4
9. M ∧ P Assertion 7, 8, Conjunction
5. Form:
¬F ⇒ C
¬C ∨ ¬D
B ⇒ ¬F
D
∴ ¬B
Solution:
Assertions Reasons
1. ¬C ⇒ ¬D Hypothesis 2
2. C ⇒ ¬D Hypothesis 2, Equivalence
3. D ⇒ ¬C Assertion 2, Contrapositive
4. ¬C ⇒ F Hypothesis 1, Contrapositive
5. F ⇒ ¬B Hypothesis 3, Contrapositive
6. D Hypothesis 4
7. ¬B Assertions 3, 4, 5, 6, Hypothetical syllogism
1.1.14 Exam 1
1.1.15 Methods of Proof
There are several techniques for proving implications.
1. Vacuous proof of P ⇒ Q. (Rows 1, 2) Recall P ⇒ Q is True whenever P is False. If we can establish
that P is False, then we say vacously that P ⇒ Q is True.
2. Trivial proof of P ⇒ Q (Rows 2,4) Observe that P ⇒ Q is true whenever Q is True. So, if we establish
Q as True, then P ⇒ Q is True.
3. Direct proof of P ⇒ Q. P ⇒ Q is True when P and Q are both True. Assume that P is True and
show that Q is also True.
4. Indirect proof of P ⇒ Q.We show that the contrapositive is true by direct proof. Assume ¬Q is True
and show that ¬P is also True.
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5. If the premise is a conjunction (P0 ∧ P1 ∧ P2 ∧ P3 · · · ∧ Pn) ⇒ Q, we look at the contrapositive
¬Q⇒ ¬(P1 ∧ P2 ∧ P3 ∧ · · ·Pn) or ¬Q⇒ ¬P1 ∨ ¬P2 ∨ ¬P3 ∨ · · ·¬Pn is True if ¬Q⇒ ¬Pi for at least
one i.
6. If the premise is a disjunction,
(P0 ∨ P2 ∨P3 ∨ · · · ∨Pn)⇒ Q⇔
¬(P0 ∨ P2 ∨ P3 ∨ · · · ∨ Pn) ∨Q⇔
(¬P0 ∧ ¬P2 ∧ ¬P3 ∧ · · · ∧ ¬Pn) ∨Q⇔
(¬P0 ∨Q) ∧ (¬P2 ∨Q) ∧ (¬P3 ∨Q) ∧ · · · ∧ (¬Pn ∨Q)⇔
(P0 ⇒ Q) ∧ (P2 ⇒ Q) ∧ · · · ∧ (Pn ⇒ Q)
is True when Pi ⇒ Q for all i between 0 and n called a proof by cases.
Some other proof techniques include:
1. Proofs of equivalence.
(a) Use P ⇔ Q means (P ⇒ Q) and (Q⇒ P ). Show the two parts seperately. P ⇔ Q is also read if
and only if.
(b) Begin with an equivalence R⇔ S and proceed through a sequence of equivalencies to eventually
generate P ⇔ Q.
2. Proof by contradiction. Assume that the opposite with negation is true. Eventually, you arrive at a
contridiction. The contradiction implies that the assumption was incorrect.
Note: Theorem: P ⇒ Q. Assume ¬(P ⇒ Q) is true. Then,
¬(P ⇒ Q)
¬(¬P ∨Q)
(P ∧ ¬Q)
i.e. assume True so that P is True and Q is False. 0 = 1 is a contradiction to ¬(P ⇒ Q) ∴ P ⇒ Q.
Theorem: For all integers x, x is even iÿ x2 is even. Proof: Case 1 (the only if part). Show if x is even,
then x2 is even. x2 = (2k)2 = 4k2 = 2(2k2) where 2k2 ∈ I. So, x2 is even. Case 2 (the if part). Show if x2
is even, then x is even. Use an indirect proof. Prove if x is not even, then x2 is not even. x is not even ⇒ x
is odd ⇒ x = 2k + 1 where k ∈ I ⇒ x2 = (2k + 1)2 ⇒ x2 = 4k2 + 4k + 1 ⇒ x2 = 2(2k2 + 2k) + 1 ∈ I ∴ x2
is odd (i.e. x2 is not even).
Theorem: If the product of two integers (A and B) is even, then either A is even or B is even. A×B even
⇒ A even ∨B even. Proof (indirect proof):
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¬(A even ∨B even )⇒ ¬AB even
Show
A odd ∧B odd ⇒ AB odd
A odd ∧B odd ⇒ A = 2k + 1 ∧B = 2n+ 1 k, n ∈ I
⇒ AB = (2k + 1)(2n+ 1)
⇒ AB = 4kn+ 2k + 2n+ 1 =
2(2kn+ k + n) + 1,
2kn+ k + n ∈ I
∴ AB is odd.
Theorem: If A is an integer, such that A− 2 is divisible by 3, then A2− 1 = (A+ 1)(A− 1) is divisible by
3. Proof (direct proof): Assume that A−2 is divisible by 3⇒ A−2 = 3k where k ∈ I ⇒ A−2+3 = 3k+3
⇒ A+ 1 = 3(k + 1) ⇒ A2 − 1 = (A + 1)(A− 1) = 3(k + 1)(k − 1). (k + 1), (k− 1) ∈ I ∴ A2 − 1 is divisible
by 3.
Theorem: If n is a prime number diÿerent from 2, then n is odd. A prime number is any natural number
greater than 1 which is divisible only by itself and 1.
Proof: By contradiction. Recall that to prove P ⇒ Q, assume ¬(P ⇒ Q) ⇔ (P ∧ ¬Q). Assume n is prime
and n = 2 and n is even.
n is even
⇒ n = 2k where k ∈ Interger, k = 1.
⇒ n is divisible by 2
n is not prime
Contradiction: n is prime.
∴ If n is prime and = 2, then n is odd.
Homework: page 56, 1a, b, c, i, j, m.
1.1.16 Proof Techniques for Quantified Assertions
1. Assertions of the form ¬∃xP (x) can be proved best by contradiction. Assume ∃xP (x) and derive a
contradiction.
2. To prove ∃xP (x) :
(a) Constructive existence proof — find a c such that P (c) is true ⇒ ∃xP (x) is true.
(b) Non-constructive existence proof — a proof by contradiction. Assume ¬∃xP (x) and derive a
contradiction.
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3. To prove ¬∀xP (x) :
(a) Constructive proof: Find a particular value of x, c such that P (c) is false.
(b) Non-constructive proof: proof by contradiction.
4. To prove ∀xP (x) show that P (x) is true for an arbitrary x.
Homework: all of # 1 on page 56 in the textbook.
1.1.17 Homework and Answers
Problem 1 on page 56 in the textbook.
1. Prove or disprove each of the following assertions. Indicate the proof technique employed. Consider
the universe to be the the set of integers I. Put each assertion into logical notation. You must assume
the following five definitions and properties of itegers.
1. An integer n is even if and only if n = 2k for some integer k.
2. An integer n is odd if and only if n = 2k + 1 for some integer k.
3. The product of two non-zero integers is positive if and only if the integers have the same sign.
4. For every pair of integers x and y, exactly one of the following holds: x > y, x = y or x < y.
5. If x > y, then x− y is positive. If x = y then x− y = 0. If x < y, then x− y is negative.
a. An integer is odd if its square is odd. Solution: ∀x[x2 odd⇒ x odd]. If x2 is odd, then x is odd. Proof
(indirect): If x is not odd, then x2 is not odd.
x is not odd ⇒ x is even.
⇒ x = 2k where k ∈ Integer.
⇒ x2 = (2k)2.
⇒ x2 = 4k2 = 2(2k2) ∈ Integer.
⇒ x2 is even.
x2 is not odd.
b. The sum of two even integers is an even integer. Solution: If two even integers are added, then the
result is an even integer. Proof (direct): ∀x∀y[x even ∧ y even ⇒ x+ y even]
x, y are even ⇒ x = 2k, k ∈ Integers.
y = 2n, n ∈ Integers.
⇒ x+ y = 2k + 2n.
⇒ x+ y = 2(k + n) ∈ I.
∴ x+ y is even.
c. The sum of an even integer and an odd integer is an odd integer. Solution: If an even and odd number
are added together, then the result is odd. ∀x∀y[x even ∧ y odd ⇒ x+ y odd].
x+ y is odd ⇒ x = 2k, k ∈ Integers.
y = 2n+ 1, n ∈ I.
⇒ x+ y = 2k + 2n+ 1.
⇒ x+ y = 2(k + n) + 1.
⇒ 2(k + n) + 1 ∈ Integer.
∴ x+ y is odd.
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d. There are two odd integers whose sum is odd: Solution: ∃x∃y[x odd ∧ y odd ∧ x+ y odd]. Show it is
a false statement. Show ¬∃x∃y[x odd ∧ y even ∧ x+ y odd] is true.
∀x∀y¬[(x odd ∧ y odd) ∧ x+ y odd].
∀x∀y¬[(x odd ∧ y odd) ∨ ¬[x+ y odd].
∀x∀y[(x odd ∧ y odd) ⇒ ¬[x+ y odd].
∀x∀y[x odd ∧ y odd ⇒ x+ y even].
x odd ⇒ 2k + 1, k ∈ I.
y odd ⇒ 2n+ 1, n ∈ I.
x+ y = 2k + 2n+ 2 = 2(k + n+ 1), k+ n+ 1 ∈ I.
∴ x+ y is even.
e. The square of any integer is negative. Solution: ∀x[x2 < 0] is false. If x = 1, x2 = 1 > 0; x = 1 is a
counter example.
g. There does not exist an integer x such that x2 + 1 is negative. Solution: ¬∃x[x2+ 1 < 0] true.
∀x¬[x2+ 1 < 0].
∀x[x2 + 1 ≥ 0].
x2 = x× x ≥ 0.
⇒ x2 + 1 ≥ 0.
i. If 1 = 3, then the square of any integer is negative. Solution: Vacuous proof.
j. If 1 = 3, then the square of any integer is positive. Solution: Vacuous proof.
k. The sum of any two primes is a prime number. Solution: 7, 11.
l. There exists two primes whose sum is prime: Solution: 2,3.
m. If the square of any integer is negative, then 1 = 1. Solution: Vacuous proof.
1.2 Sets
A set is a collection of objects or elements. Capital letters denote sets and lower case letters denote elements
of sets. To describe a set:
1. List elements {1, 2, 3}.
2. Set builder notation {x|x is a natural number}.
{pq |p and q are integers and q = 0} = rational numbers.
The null set or the empty set is the set which contains no elements. This is denoted by ∅. The null set
∅ = {∅}. Sets can be:
1. Finite — has a last element.
2. Infinite
Sets A and B are equal (A = B) if they contain exactly the same elements {1, 2, 3} = {3, 2, 1}. A = B iÿ
every element in A is also in B and every element in B is also in A. A = B iÿ ∀x[(x ∈ A ⇒ x ∈ B) ∧ (x ∈
B ⇒ x ∈ A)].
A is a subset of B if every element of A is also an element of B. This is denoted by A ⊂ B. A ⊂ B ⇔ ∀x[x ∈
A⇒ x ∈ B]. If A ⊂ B then B ⊃ A.
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Let U be a universal set. Then, A ⊂ U for all sets A. Proof: x ∈ A⇒ x ∈ U. A ⊂ U by definition.
(A = B) iÿ (A ⊂ B ∧B ⊂ A). Proof: Only if part (left to right) definition of subsets.
Corrolary: (falls directly from something proved) A ⊂ A. Proof: Since every set is equal to itself, then
every set must be a subset of itself.
If A ⊂ B and B ⊂ C, then A ⊂ C. Proof:
A ⊂ B ⇔ x ∈ A⇒ x ∈ B.
B ⊂ C ⇔ x ∈ B ⇒ x ∈ C.
A ⊂ C ⇔ x ∈ A⇒ x ∈ C.
Prove ∅ ⊂ A, ∀A. Proof: ∅ ⊂ A ⇔ x ∈ ∅ ⇒ x ∈ A. Vacuous proof. x ∈ ∅ has no elements and therefore
always false making the implication always true.
Let ∅ and ∅ both be null sets. Then, ∅ = ∅. Proof: if ∅ is null, then ∅ ⊂ ∅. If ∅ is null then ∅ ⊂ ∅. ∴ ∅ = ∅.
A singleton set is a set with exactly one element. For example, S = {a}. Result: every singleton set has
exactly two subsets, the ∅ set and the subset itself. Result: ∅ has one subset, ∅.
Example: S = {a, b}. The subsets are ∅, S, {a}, {b}. (22).
Example: S = {a, b, c} has 8 choices (23).
Example: S = {x1, x2, ..., xn} has 2n.
A set with n elements has 2n subsets.
Homework: page 79, 1-4 all, section 2.2 omit; section 2.3 page 84 1, 3, 4, 5.
Quiz # 3 — Friday October 9. 1 proof from Section 1.5. 2-3 problems from Sections 2.1 and 2.3.
Exam # 2 — Friday October 16. Section 1.5, 2.1, 2.3, 2.4.
1.2.1 Exam 2
1. Prove each of the following assertions using the method indicated.
(a) The cube of an even integer is even. Direct proof. Solution: If x is even, then x3 is even. Assume
x is even,
⇒ x = 2k where k is an integer
⇒ x3 = (2k)3
⇒ x3 = 8k3
⇒ x3 = 2(4k3) where 4k3 ∈ Integer
∴ x3 is even.
(b) If x is an odd integer, then x2 is odd. Proof by contradiction. Solution: ¬(x odd ⇒ x2 odd)
⇔ ¬(¬x odd ∨x2 odd)
⇔ x odd ∧¬x2 odd
⇔ x odd ∧x2 even
Let x = 2k+ 1 where k ∈ Integer
Then, x2 = (2k + 1)2 = 4k2 + 4k + 1 = 2(2k2 + 2k) + 1
where 2k2 + 2k ∈ Integer
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∴ x2 is odd which contradicts x2 even.
∴ x2 is even.
(c) There is a prime number which is not odd. Constructive existence. Solution: Find a prime x such
that x = 2k. 2 is an even prime number.
(d) If x2 is an odd integer, then x is an odd integer. Indirect proof. Solution: if x is not odd, then x2
is not odd. Assume x is not odd ⇒ x is even
⇒ x = 2k where k ∈ Integer
⇒ x2 = (2k)2
⇒ x2 = 4k2
⇒ x2 = 2(2k2) where 2k2 ∈ Integer
∴ x2 is even.
∴ x2 is not odd.
2. Give all subsets of {∅, {1}, 2}. Solution: 23 = 8. ∅, {∅}, {{1}}, {2}, {∅, {1}}, {∅, 2}, {{1}, 2}, and
{∅, {1}, 2}.
3. Draw a Venn diagram for (A− B) ∪C. See Figure 1.1.
Figure 1.1: Venn diagram for problem 3a on Exam 2.
Figure 1.2: Venn diagram for problem 3b on Exam 2.
(a) Draw a Venn diagram for (B ∪C) ∩A. See Figure 1.2.
4. Let U = {5, 6, 7, ..., 15}, A = {5, 9, 10, 11, 14}, B = {5, 7, 8, 9, 11, 15}, and C = {6, 7, 9, 10,14,15}. Give
each of the following sets.
(a) A ∩B. Solution: A = {6, 7, 8, 12,13, 15}. A ∩B = {7, 8, 15}.
(b) C − (A ∪B). Solution: A ∪B = {5, 7, 8, 9, 10, 11, 14,15}. C − (A ∪B) = {6}.
(c) (A ∩C). Solution: A ∩C = {9, 10, 14}. (A ∩C) = {5, 6, 7, 8,11,12,13,15}.
5. Prove the following identities.
(a) A− ∅ = A. Solution: Let x ∈ A − ∅ ⇔ x ∈ A ∧ x ∈ ∅ ⇔ x ∈ A ∧ 1⇔ x ∈ A. ∴ A− ∅ = A.
(b) A∪(A∩B) = A∪B. Solution: Let x ∈ A∪(A∩B). Then, x ∈ A∨x ∈ (A∩B)⇔ x ∈ A∨(x /∈ A∧x ∈
B) ⇔ (x ∈ A ∨ x /∈ A) ∧ (x ∈ A ∨ x ∈ B)⇔ 1 ∧ (x ∈ A ∨ x ∈ B)⇔ x ⊂ A ∨ x ∈ B ⇔ x ∈ A ∪B
∴ A ∪ (A ∩B) = A ∪B.
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1.2.2 Quiz 3
1. Probe the following assertion by using a direct proof: The product of an even integer and an odd
integer is even. Solution:
x is even ∧y is odd ⇒ x · y even
x even ∧ y odd ⇒
x = 2k where k ∈ I
y = 2n+ 1 where n ∈ I
 x · y = 2k(2n+ 1)
⇒ x · y = 4kn+ 2k
⇒ x · y = 2(2kn+ k)
⇒ (2k + k) ∈ I
∴ x · y even.
2. List all subsets of {{2}, 5}. Solution: ∅, {{2}, 5}, {{2}}, {5}.
3. Let S = {4, 5, 9, 12, 14, 20}. How many subsets does S have? Solution: 26 = 64 subsets.
4. Disprove the following statements by finding a counterexample for each.
(a) (A ∈ B ∧B /∈ C)⇒ A /∈ C. Solution: A ∈ B ∧B /∈ C ∧A ∈ C.
(b) (A ⊂ B ∧A ⊂ C)⇒ B ⊂ C. Solution: A = {1}, B = {1, 2, 3}, C = {1, 2, 4}.
1.2.3 Operations on Sets
The union of sets A and B is A ∪ B = {x|x ∈ A ∨ x ∈ B}. The intersection of sets A and B is
A ∩B = {x|x ∈ A ∧ x ∈ B}. The diÿerence of sets A and B is A −B = {x|x ∈ A ∧ x /∈ B}.
Example: A = {1, 2, 3, 4, 5}. B = {2, 4, 6}. A ∪B = {1, 2, 3, 4,5, 6}. A ∩B = {2, 4}. A −B = {1, 3, 5}.
Sets A and B are called disjoint if they have no elements in common. A ∩B = ∅. A collection, C, of sets in
which any two elements are disjoint is called a collection of pairwise disjoint sets.
Example: C = {{1, 2, 3}, {4},{5,6}}.
The union and intersection are both commutative and associative operations. A∪B = B∪A is commutative.
A∩B = B ∩A is commutative. A∪ (B ∪C) = (A ∪B) ∪C is associative and A∩ (B ∩C) = (A∩B) ∩C is
associative. Proof:
Show that A ∩B = B ∩A.
x ∈ A ∩B ⇔ x ∈ A ∧ x ∈ B.
⇔ x ∈ B ∧ x ∈ A.
⇔ x ∈ B ∩A.
Recall:
1. R ⊂ S ⇔ x ∈ R⇒ x ∈ S.
2. If R ⊂ S and S ⊂ R, then R = S.
The union and intersection distribute over each other. A∪ (B ∩C) = (A∪B) ∩ (A∪C) and A ∩ (B ∪C) =
(A ∩B) ∪ (A ∩C). Proof:
A ∪ (B ∩C) = (A ∪B) ∩ (A ∪C)
x ∈ A ∪ (B ∩C)⇔ x ∈ A ∨ x ∈ (B ∩C)
⇔ x ∈ A ∨ [x ∈ B ∧ x ∈ C]
⇔ (x ∈ A ∨ x ∈ B) ∧ (x ∈ A ∨ x ∈ C)
⇔ x ∈ (A ∨B) ∧ x ∈ (A ∪C)
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⇔ x ∈ (A ∪B) ∩ (A ∪C)
∴ A ∪ (B ∩C) = (A ∪B) ∩ (A ∪C)
Page 88, Theorem 2.43: Show that A ∪ ∅ = A. Proof:
x ∈ (A ∪ ∅)⇔ x ∈ A ∨ x ∈ ∅.
⇔ x ∈ A ∨ ∅.
⇔ x ∈ A.
∴ A ∪ ∅ = A.
Theorem: A −B ⊂ A. Proof:
x ∈ A −B ⇔ x ∈ A ∧ x /∈ B.
⇒ x ∈ A.
∴ A −B ⊂ A.
Theorem: A ⊂ A ∪B. Proof:
x ∈ A⇒ x ∈ A ∨ x ∈ B.
⇔ x ∈ A ∪B.
∴ A ⊂ A ∪B.
1.2.4 Homework and Answers
Section 2.1, page 79 1-4 in the textbook.
1. Specify the following sets explicitly.
a. The set of non-negative integers less than 5. Solution: {0, 1, 2, 3, 4}.
b. The set of letters in your first name. Solution: {r, o, g, e, r}.
c. The set whose only element is the first president of the United States. Solution: {washington}.
d. The set of prime numbers between 10 and 20. Solution: {11, 13, 17, 19}.
e. The set of positive multiples of 12 which are less than 65. Solution: {12, 24, 48, 60}.
2. For each of the following, choose an appropriate universe of discourse and a predicate to define the set.
Do not use ellipses.
a. The set of integers between 0 and 100. Solution: {x|x > 0 ∧ x < 100}.
b. The set of odd integers. Solution: {x|∃y[x = 2y + 1]}.
c. The set of integer multiples of 10. Solution: {x|∃y[x = 10y]}.
d. The set of human fathers. Solution: U = all humans. {x|x is a father }.
e. The set of tautologies. Solution: U = tautalogies.
3. List the members of the following sets.
a. {x|x ∈ I ∧ 3 < x < 12}. Solution: {4, 5, 6, 7,8,9, 10, 11}.
c. {x|x = 2 ∨ x = 5}. Solution: {2, 5}.
4. Determine which of the following sets are equal. The universe of discourse is I. A = {x|x is even and
x2 is odd}. B = {x|∃y[y ∈ I ∧ x = 2y]}. C = {1, 2, 3}. D = {0, 2,−2, 3, 4,−4, ...}. E = {2x|x ∈ I}.
F = {3, 3, 2, 1,2}. G = {x|x3−6x2−7x−6 = 0}. Solution: A = ∅. B = {−4,−2, 0, 2, 4}. C = {1, 2, 3}.
D = {0, 2,−2, 3,−3,4,−4, ...}. E = evens. F = {3, 2, 1}. G = ∅. Result pa where p is a factor of a0 and
a is a factor of an. B = E, C = F, and A = G.
28 CHAPTER 1. DISCRETE STRUCTURES
1.2.5 Homework and Answers
Page 84: Section 2.3, problems 1, 3, 4, 5 in the textbook.
1. List all alphabets of the following sets.
a. {1, 2, 3}. Solution: 23 = 8. {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}, ∅.
b. {1, {2, 3}}. Solution: 22. ∅, {1}, {{2, 3}}, {1, {2, 3}}.
c. {{1, {2, 3}}}. Solution: ∅, {{1, {2, 3}}.
d. ∅, Solution: {∅}.
e. {∅, {∅}}, Solution: ∅, {∅}, {{∅}}.
3. Let A, B and C bet sets. If A ∈ B and B ∈ C, is it possible that A ∈ C? Is it always true that A ∈ C?
Give examples to support your assertions. Solution: Yes A = {1}. No B = {2, {5, 6},{1}}. Not always
true C = {{1}, {2, {5, 6}}}. A ∈ B, B ∈ C. ∴ A ∈ C.
5. Briefly describe the diÿernce between the sets {2} and {{2}}. List the elements and all the subsets of
each set. Solution: {2} contains the element 2. {{2}} contains the set {2}. The type of element is
diÿerent. The set {2} has the subsets ∅, {2}. The set {{2}} has the subset {2}.
1.2.6 Homework and Answers
Page 88 Theorem 2.4.3 prove parts (m), (n), and (p).
m. Prove A ∩ (B − A) = ∅. Solution:
x ∈ A ∩ (B − A)⇔
x ∈ A ∧ x ∈ (B −A)⇔
x ∈ A ∧ (x ∈ B ∧ x /∈ A)⇔
(x ∈ A ∧ x /∈ A) ∧ x ∈ B ⇔
0 ∧ x ∈ B ⇔
0⇔
x ∈ ∅
∴ A ∩ (B − A) = ∅.
n. Prove A ∪ (B − A) = A ∪B. Solution:
x ∈ A ∪ (B − A)⇔
x ∈ A ∨ x ∈ (B −A)⇔
x ∈ A ∨ (x ∈ B ∧ x /∈ A)⇔
(x ∈ A ∨ x ∈ B) ∧ (x ∈ A ∨ x /∈ A)⇔
(x ∈ A ∨ x ∈ B) ∧ 1⇔
x ∈ A ∨ x ∈ B
x ∈ (A ∪B).
p. Prove A− (B ∩C) = (A− B) ∪ (A− C). Solution:
x ∈ A − (B ∩C)⇔
x ∈ A ∧ x /∈ (B ∩C)⇔
x ∈ A ∧¬x ∈ (B ∩C)⇔
x ∈ A ∧¬(x ∈ B ∧ x ∈ C)⇔
x ∈ A ∧ (¬x ∈ B ∨¬x ∈ C)⇔
(x ∈ A ∧ ¬x ∈ B) ∨ (x ∈ A ∧¬x ∈ C)⇔
(x ∈ A ∧ x /∈ B) ∨ (x ∈ A ∧ x /∈ C)⇔
1.2. SETS 29
(x ∈ (A −B)) ∨ (x ∈ (A− C))⇔
x ∈ (A −B) ∪ (A −C)⇔
∴ A− (B ∩C) = (A− B) ∪ (A− C).
1.2.7 Complement of Sets
Let A ⊂ U. Then, the complement of A is denoted by A¯ and is given by A¯ = U − A = {x|x /∈ A}.
Example: Let U = {1, 2, 3, 4, 5} and A = {2, 5}. Then, A¯ = {1, 3, 4}.
Let A ⊂ U. Then the following statements are true:
1. A ∪ A¯ = U.
2. A ∩ A¯ = ∅.
Proof: A ∪A = U.
x ∈ A ∪A⇔
x ∈ A ∨ x ∈ A⇔
x ∈ A ∨ x /∈ A⇔
1⇔
x ∈ U.
∴ A ∪A = U.
Proof: A ∩A = ∅. Let A ⊂ U ∧B ⊂ U. Then, B = A iÿ A ∪B = U ∧A ∩B = ∅. Proof (only part):
If B = A, then A ∪B = A ∪A = U ∧A ∩B = A ∩A = ∅. If A ∪B = U ∧A ∩B = ∅, then B = A.
B = U ∩B
= (A ∪A) ∩B
= (A ∩B) ∪ (A ∩B)
= ∅ ∪ (A ∩B)
= (A ∩A) ∪ (A ∩B)
= A ∩ (A ∪B)
= A ∩ U
= A.
Let A ⊂ U. Then, A = A.
1.2.8 Venn Diagrams
This section covers Venn diagrams and De’Morgan’s laws. Let A ⊂ U ∧ B ⊂ U. Then, the following are
De’Morgan’s Laws:
1. A ∪B = A ∩B.
2. A ∩B = A ∪B.
Venn diagrams are used to represent set operations. See Figures 1.3 thru 1.8.
Do problems 1a, b and 10 on page 92.
1.2.9 Homework and Answers
Page 92 of the textbook.
1. Construct Venn diagrams for each of the following.
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Figure 1.3: Venn diagram of the intersection of two sets being the null value.
Figure 1.4: Venn diagram of the intersection of two sets.
Figure 1.5: Venn diagram of the union of two sets.
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Figure 1.6: Venn diagram of a complicated intersection.
Figure 1.7: Venn diagram of a complicated negation.
Figure 1.8: Venn diagram of negation and union.
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Figure 1.9: Venn diagram of Problem 1a A ∩B = A ∪B.
Figure 1.10: Venn diagram of Problem 1a A− (B ∪C).
Figure 1.11: Venn diagram of Problem 1a A ∩ (B ∪C).
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a. A ∪ B. Solution: See Figure 1.5. A ∩ B = A ∪B. See Figure 1.9. A − (B ∪C). See Figure 1.10.
A ∩ (B ∪C). See Figure 1.11.
Figure 1.12: Venn diagram of Problem 1b (i).
Figure 1.13: Venn diagram of Problem 1b (ii).
b. Give a formula which denotes the shaded portion of each of the following Venn diagrams. Solution:
See Figure 1.12. (i) (B ∩C)−A. See Figure 1.13. (ii) (A ∪B ∪C)∪ (A∩B∩C). See Figure 1.14. (iii)
∅.
10. Prove the following identities.
a. A ∪ (A ∩B) = A. Solution:
x ∈ A ∪ (B ∩A)
x ∈ (A ∨ (B ∧A))
x ∈ (A ∨B) ∧ x ∈ (A ∨A)
x ∈ (A ∨B) ∧ x ∈ A
x ∈ (A ∧A) ∨ x ∈ (A ∧B)
x ∈ A ∨ x ∈ (A ∧B).
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Figure 1.14: Venn diagram of Problem 1b (iii).
b. A ∩ (A ∪B) = A. Solution:
x ∈ A ∩ (A ∪B)
x ∈ A ∧ x ∈ (A ∨B)
(x ∈ A ∧ x ∈ A) ∨ (x ∈ A ∧ x ∈ B)
x ∈ A ∨ x ∈ (A ∧B)
x ∈ A
∴ A.
c. A− B = A ∩B. Solution:
x ∈ A −B
x ∈ A ∧ x /∈ B
x ∈ A ∩B
A ∩B.
d. A ∪ (A ∩B) = A ∪B. Solution:
x ∈ A ∪ (A ∩B)
x ∈ A ∨ (x /∈ A ∧ x ∈ B)
(x ∈ A ∨ x /∈ A) ∧ (x ∈ A ∨ x ∈ B)
1 ∧ x ∈ (A ∨B)
x ∈ (A ∪B)
(A ∪B).
e. A ∩ (A ∪B) = A ∩B. Solution:
x ∈ A ∩ (A ∪B)
x ∈ A ∩ x ∈ (A ∪B)
x ∈ A ∩ (x /∈ A ∪ x ∈ B)
x ∈ A ∧ (x /∈ A ∨ x ∈ B)
(x ∈ A ∧ x /∈ A) ∨ (x ∈ A ∧ x ∈ B)
0 ∨ (x ∈ A ∧ x ∈ B)
x ∈ (A ∧B)
x ∈ (A ∩B)
A ∩B.
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1.2.10 Generalized Unions and Intersections
Test on Section 1.5. Direct proof, indirect proof, vacuous proof, trivial proof, contradition proof, constructive
proof. Section 2.1, 2.3 and 2.4. Set operations, subsets and Venn diagrams. Prove page 88 but not f and g.
If C is a non-empty collection of subsets of U, then
1. The union of the elements of C is ∪s∈CS = {x|∃s[s ∈ C ∧ x ∈ S}.
Example: C = {{1, 2, 3}, {3,4},{2,5,8}}. ∪s∈CS = {1, 2, 3, 4,5, 8}.
2. The intersection of the elements of C is ∩s∈CS = {x|∀s s ∈ C ⇒ x ∈ S}.
Also, ∩s∈CS = ∅.
The power set of a set A is denoted by P (A) and is the set of all subsets of A.
Example: A = {a, b}. P (A) = {∅, {a, b}, {a},{b}}.
Do problems 11, 14, and 15 on page 94 in the textbook.
1.2.11 Induction
Inductively defined sets are all infinite. An inductive definition has 3 components:
1. The basis clause — it establishes that certain elements are in the set.
2. The inductive clause — this describes how elements of the set can be combined to form new elements
of the set.
3. The extremal clause — this asserts that the only elements in the set are those which can be generated
by applying clauses (1) and (2) a finite number of times.
Example: Define the set of even, non-negative integers E = {0, 2, 4, 6, ...}.
1. Basis — 0 ∈ E.
2. Inductive — If n ∈ E, then n+ 2 ∈ E.
3. Extremal — All elements in E can be generated by a finite number of applications of caluses (1) and
(2).
Prove that 8 ∈ E. Solution:
0 ∈ E. Basis
0 ∈ E ⇒ 0 + 2 ∈ E. Inductive
2 ∈ E ⇒ 2 + 2 ∈ E. Inductive
4 ∈ E ⇒ 4 + 2 ∈ E. Inductive
6 ∈ E ⇒ 6 + 2 ∈ E. Inductive
An alphabet denoted by Σ is a finite non-empty set of symbols or characters. A word or a string over Σ is a
string of finite number of symbols from Σ.
Example: If x = a1a2 · · ·an is a string over sigma (Σ), the length of x is n.
The null string or empty string is denoted by Λ and is the string of length 0. If x and y are strings over
Σ and x = a1a2 · · ·an and y = b1b2 · · ·bm, then x concatenated with y is denoted by xy is the string
xy = a1a2 · · ·anb1b2 · · ·bm. Note that concatenation is not commutative. If Σ is an alphabet, then Σ+
denotes a set of all non-empty strings over sigma (Σ).
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1. Basis — if a ∈ Σ, then a ∈ Σ+.
2. Inductive — if x ∈ Σ+, and a ∈ Σ, then ax ∈ Σ+.
3. Extremal — Σ+ contains only those strings which can be generated by a finite number of applications
of (1) and (2).
Example: Σ = {a, b}. Prove babba ∈ Σ+. Go right-to-left.
a ∈ Σ+. Basis
ba ∈ Σ+. Inductive
bba ∈ Σ+. Inductive
abba ∈ Σ+. Inductive
babba ∈ Σ+. Inductive
The transitive closure Σ∗ of Σ is the set of all finite length strings over Σ. Σ∗ = Σ+ ∪ {Λ}. The inductive
definition of Σ∗ is as follow:
1. Basis — Λ ∈ Σ∗.
2. Inductive — If x ∈ Σ∗ and a ∈ Σ, then ax ∈ Σ∗.
3. Extremal — The same.
For any string x over Σ, xΛ = Λx = x.
Example: Σ = {a, b}. Σ∗ = {Λ, aΛ, bΛ, ...}.
1.2.12 Inductive Definition of Sets
This section covers the bottom of page 97 of the textbook and page 98, part A.
Let S equal to well formed arithmetic expressions. S = {0, 1, 2, ...,9,10,11,12,13, ..., (+0), (2 + 9),
31
42

,
(2 + 0×
31
42

, ...}. Part B: V = {P,Q,R, ...}.. Basis: {0, 1, P,Q,R, (P ∨Q), (¬(P ∨Q)).
Inductive proofs: These are proofs of assertions of the form ∀xP (x). The universe is inductively defined.
The proofs have 2 parts:
1. Basis — show that P (x) is true for all elements in the basis part of the definition.
2. Induction — show that every element obtained using the indutive clause of the difinition satisfies P (x)
of all elements used in its construction also satisfies P (x).
Example: Let U = natural numbers = {0, 1, 2, ...}. The natural numbers N are defined as follow:
1. 0 ∈ N.
2. If n ∈ N, then n + 1 ∈ N.
3. Same.
To use this definition to prove ∀xP (x), show that
1. P (0) is true
2. Show ∀n[P (n)⇒ P (n+ 1)].
This is called the first principle of mathematical induction.
Example: ∀n ∈ N. ni=0 i = n(n+1)2 . Proof:
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1. If n = 0,0i=0 = 0(1)2 = 0 = 0.
2. Assume P (n) is true. Show that P (n+ 1) is also true.
n+1
i=0
i = (n+ 1) +
n
i=0
i =
2(n+ 1)
2 +
n(n+ 1)
2 =
2(n+ 1) + n(n+ 1)
2 =
(n+ 1)(n + 2)
2
∴ ∀nP (n).
For the first principle of mathematical induction over natural numbers:
(a) Show that P (0) is true.
(b) Assume P (n) is true, then show P (n+ 1) is true.
Applied to binary trees, this gives the following result. If a binary tree has n nodes, then there are
n+ 1 nil pointers. Proof:
(a) If n = 1, then there are 2 nil pointers.
(b) Assume if there n nodes, then there are n + 1 nil pointers. Show if there are n + 1 nodes then
there are n + 2 nil pointers. Add 1 node to a tree with n nodes. The original tree had n + 1 nil
pointers. By adding 1 node, one nil pointer is lost, but 2 nil pointers are gained. So, the total
gain is 1 nil pointer. ∴ There are now n+ 2 nil pointers.
The second principle of induction: Assume P (k) is true for all k < n. Show that P (n) is also true.
procedure inorder(p: pointer);
begin
if p <> nil then
begin
inorder(p↑ .left);
process(p);
inorder(p↑ .right);
end;
end;
Prove that the procedure INORDER correctly visits the nodes in a tree of size n. Proof: Assume that
INORDER works correctly on all trees with fewer than n nodes. Each node has at most n − 1 nodes.
1.2.13 Set Operations on Σ∗
Set operations on Σ∗, where Σ∗ is equal to the set of all finite length strings over Σ (chosen characters).
Note that Λ ∈ Σ∗. Let x ∈ Σ∗ and n ∈ N, then
(a) Basis — x0 = Λ.
(b) Induction — xn+1 = xnx.
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Example: Σ = {a, b, c}. Choose x = abc ∈ Σ∗.
x0 = (abc)0 = Λ
x1 = x0 · x = Λ · x = abc
x2 = x1 · x = abc · abc = abcabc.
Example: {(a, b)n|n ≥ 0} = {Λ, ab, abab, ababab, ...}.
Example: {(anbn|n ≥ 0} = {Λ, ab, aabb, aaabbb, ..., }.
Let Σ be a finite alphabet. Then a language over Σ is any subset of Σ∗.
Example: Σ = {a, b, c}. Let A = {ab, acc, b, ca}. A is a language over Σ.
Σ is equal to the set of ASCII characters. Σ∗ is equal to all finite strings of ASCII characters. Let A
equal to the set of all legal Pascal commands or programs. If A and B are languages over Σ, then the
set product of A with B is the language consisting of all strings formed by concatinating an element of
A with an element of B.
Example: Σ = {a, b, c}. A = {a, bc}. B = {Λ, b, ac}. Then, AB = {a, ab, aac, bc, bcb, bcac}. Also,
AB = BA.
Quiz on Monday: Induction and sets. Don’t have to know Section 2.7.1 on 113. Know Section 2.7.3
on page 115. Have to know 1 induction proof like the one on page 107 #4 and 6. Given an induction
definition — work with it — prove an element is in the set. Know Section 2.5 and 2.7
1.2.14 Homework and Answers
Page 106 - 107, 1, 3, 4, 6a, b, c in the textbook.
1. Give inductive definitions for the following sets.
a. The set of unsigned integers in decimal representation. The defined set should include 4, 167,
0012, etc. Solution: Unsigned integers equals to S. Basis: let D = {0, 1, 2, ...,9}. If d ∈ D, then
d ∈ S. Induction: If x ∈ S, and d ∈ D, then xd ∈ S. External: 271 is an unsigned integer. So,
Step:
(a) 2 ∈ S.
(b) 2 ∈ S, 7 ∈ D ⇒ 27 ∈ S.
(c) 27 ∈ S, 1 ∈ D ⇒ 271 ∈ S.
b. The set of real numbers with terminating fractional parts in decimal representation. The defined
set should include 6.1, 712., 01.2100, 0.190, etc. Solution: Real number with terminating frac-
tional parts equal to S. Basis: let D = {0, 1, 2, ...,9}. If d ∈ D, then d· ∈ S and ·d ∈ S. Induction:
If x ∈ S and d ∈ D, then xd ∈ S and dx ∈ S. Extremal: consider 21.68. So,
Step:
(a) 1. ∈ S.
(b) 1. ∈ S ∧ 2 ∈ D ⇒ 21. ∈ S.
(c) 21. ∈ S ∧ 6 ∈ D ⇒ 21.6 ∈ S.
(d) 21.6 ∈ S ∧ 8 ∈ D ⇒ 21.68 ∈ S.
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3. Give an inductive definition of n! and use it to prove the identity
n! =
n
i=1
i.
Solution: n! = n(n− 1)(n − 2) · · ·3 · 2 · 1. Basis: 1! = 1. Induction: show n+1i=1 i = (n + 1)!
n+1
i=1
i = (n+ 1)
n
i=1
i =
(n+ 1)n! =
(n+ 1)!
4. Prove by induction that (1 + 2+ 3+ · · ·+ n)2 = 13 + 23 + 33 + · · ·+ n3 for all n ∈ I + . Solution:
Proof basis case. n = 1, P (1) = 12 = 13 = 1. Induction: Assume P (n) is true. Show P (n+ 1) is
true.
P (n+ 1) =
(1 + 2+ · · ·+ n+ (n+ 1))2 =
(13 + 23 + 33 + · · ·+ (n+ 1)3) =
(1 + 2+ · · ·+ n+ 1)2 =
((1 + 2 + · · ·+ n) + (n+ 1))2 =
(1 + 2+ 3 + · · ·+ n)2 + 2(1 + 2 + · · ·+ n)(n+ 1) + (n+ 1)2 =
13 + 23 + · · ·+ n3 + 2n(n+ 1)(n+ 1)2 + (n + 1)
2 =
13 + 23 + · · ·+ n3 + n(n+ 1)2 + (n+ 1)2 =
13 + 23 + · · ·+ n3 + (n+ 1)2(n+ 1) =
13 + 23 + · · ·+ n3 + (n+ 1)3.
6. Prove each of the following relationships for all n ∈ N.
a. ni=0 i2 =
n(n+1)(2n+1)
6 . Basis: n = 0.
0
i=0 i2 =
0(0+1)(0+1)
6 = 0 = 0. Induction: Assumen
i=0 i2 =
n(n+1)(2n+1)
6 . Show that
n+1
i=0 i2 =
(n+1)(n+2)(2n+3)
6 .
n+1
i=0
i2 = (n+ 1)2 +
n
i=0
i2 =
(n+ 1)2 + n(n+ 1)(2n+ 1)6 =
6(n+ 1)2
6 +
n(n+ 1)(2n+ 1)
6 =
6(n+ 1)2 + n(n+ 1)(2n+ 1)
6 =
(n+ 1)[6(n+ 1) + n(2n+ 1)]
6 =
(n+ 1)[6n+ 6 + 2n2 + n]
6 =
(n+ 1)[2n2 + 7n+ 6]
6 =
(n+ 1)(n+ 2)(2n+ 3)
6 .
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b. ni=0(2i+1) = (n+1)2 = P (n). Solution: For the basis case, show that P (0) = 0.
0
i=0(2i+1) =
(0 + 1)2, 1 = 1. For the induction case, show P (n+ 1) is also true.
P (n+ 1) =
n+1
i=0
(2i+ 1) = (n+ 2)2
n+1
i=0
(2i + 1) = (2(n+ 1) + 1) +
n
i=0
2i + 1 =
(2n+ 3) + (n+ 1)2
2n+ 3 + n2 + 2n+ 1 =
n2 + 4n+ 4 =
(n+ 2)2.
c. ni=0 i(i!) = (n+ 1)!− 1. Solution: Show
n
i=0 i(i!) = (n+ 1)!− 1. Basis: if n = 0,
0
i=0 i(i!) =
(0 + 1)! − 1 = 0(0!) − 1 = 0 = 0. Induction: Assume that ni=0 i(i!) = (n + 1)! − 1. Shown+1
i=0 i(i!) = (n + 2)!− 1.
n+1
i=0
i(i!) =
(n+ 1)(n+ 1)! +
n
i=0
i(i!) =
(n+ 1)(n+ 1)! + (n+ 1)!− 1 =
(n+ 1)![(n+ 1) + 1]− 1 =
(n+ 1)![(n+ 2)]− 1 =
(n+ 2)!− 1.
1.3 Binary Relations
An ordered n−tuple is a sequence of n objects denoted by < a1, a2, ..., an > where ai represents the ith com-
ponent of the n tuple. If n = 2, we have an ordered pair. If n = 3, we have an ordered triple. The Cartesian
product of sets A1, A2, ... An is denoted by A1×A2×A3×· · ·×An and is given by {< a1, a2, ..., an > |ai ∈ Ai}.
Example: A = {2, 4}. B = {a, b, c}. A × B = {< 2, a >,< 2, b >,< 2, c >,< 4, a >,< 4, b >,< 4, c >}.
B × A = {< a, 2 >,< b, 2 >,< c, 2 >,< a, 4 >,< b, 4 >,< c, 4 >}. A × B = B × A. Let C = {6}.
ABC = A× B × C = {< 2, a, 6 >,< 2, b, 6 >,< 2, c, 6 >,< 4, a, 6 >,< 4, b, 6 >,< 4, c, 6 >}. A2 = A × A =
{< 2, 2 >,< 2, 4 >,< 4, 2 >,< 4, 4 >}. An = A× A×A × · · · ×A.
 equals to the real numbers. 2 = R × R = {< x, y > |x, y ∈ }. A relation, R, is an n−ariry relation onn
i=1Ai if R is a subset of
n
i=1Ai. If R = ∅, then we say R is the empty relation. If R =
n
i=1Ai, then we
say R is the universal relation. If n = 1, then R is a unary relation. If n = 2, then R is a binary relation. If
R is a binary relation on A, then R ⊂ A × A. Let P be a predicate. Define P as P < a1, a2, a3, ..., an > is
true iÿ < a1, a2, ..., an >∈ R.
Example: Let A = natural numbers = {0, 1, 2, ...}. Let P (x, y) mean x < y. P corresponds to a binary
relation on A. R = {< x, y > |x < y}.
Some notation: < a, b >∈ R is donoted by a R b. Read page 124 and the top of page 125 in the textbook.
There are 4 examples. Define < (less-than relation). Basis: 0 < 1. Induction: if x < y, then x < y + 1.
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x+ 1 < y + 1.
R is a binary relation on set A if R ⊂ A ×A. {< x, y > |x, y ∈ A}.
1.3.1 Graph Theory
A directed graph (digraph) is an ordered pair of the form D =< A,R > where A is a set and R is a binary
relation on A. R ⊂ A×A. Elements of A are the nodes or vertices of the graph. Elements of R are the edges
or arcs or lines of the graph. We will assume that A is finite. If < x, y >∈ R, then we write x R y. This will
mean that there is an arrow from x to y in the graph.
Example: A = {a, b, c}. R = {< a, b >,< b, c >,< c, c >}. G :< A,R > is a graph.
To represent a graph in a computer:
1. Incidence matrix
a b c
a 0 1 0
b 0 0 1
c 0 0 1
This representation takes alot of space.
2. Adjacency list
An edge orginates at a and terminates at b. A = {a, b, c}. D =< A,R > . R ⊂ A × A. R = {< a, b >,<
a, c >,< b, a >,< b, c >,< c, c >}. Let D =< A,R > be a directed graph with a, b ∈ A. An undirected path
P from a to b is a finite sequence of verticies such that P =< c0, c1, c2, ..., cn > such that 3 things are true:
1. c0 = a.
2. cn = b.
3. Either ci R ci+1 or ci+1 R ci, ∀0 ≤ i ≤ n. The latter is not in directed graphs. The path from b to c
for undirected graphs is < b, c >,< b, a, c >,< b, a, b, c, c > . The path from c to b is undirected.
If P is a directed path from a to b then:
1. Vertex a is the initial vertex. Vertex b is the terminal vertex.
2. The length of the path is n edges.
3. If all the verticies of P are distinct except possibly c0 and cn, then P is a simple or cordless path.
4. If c0 = cn, then P is a cycle.
Digraph D =< A,R > is strongly connected if for all verticies, ∀a, b ∈ A, there is a directed path from a to
b and from b to a. D is connected if ∀a, b ∈ A there is an undirected path from a to b. D is disconnected if
there exist verticies a, b ∈ A such that there is no undirected path between a and b.
Example: See Figure 1.15.
D is complete over A if R = A× A. See Figure 1.16.
Let R be a binary relation on set A. R ⊂ A× A. Then,
1. R is reflexive if x R x ∀x ∈ A. Loops.
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Figure 1.15: Diagram of a disconnected, strongly connected, and connected graphs.
Figure 1.16: Diagram of a complete graph.
Figure 1.17: Diagram A for problem 2 on page 130 in the textbook.
Figure 1.18: Diagram B for problem 2 on page 130 in the textbook.
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Figure 1.19: Diagram of the solution to homework question 3a on page 130 in the textbook.
Figure 1.20: Diagram of the solution to homework question 3b on page 130 in the textbook.
2. R is irreflexive if x R/ x ∀x ∈ A. No loops.
3. R is symmetric if x R y ⇒ y R x∀x, y ∈ A. 2 edges.
4. R is antisymmetric if (x R y ∧ y R x)⇒ (x = y)∀x, y ∈ A. No double edges.
5. R is transitive if (x R y ∧ y R z)⇒ x R z∀x, y, z ∈ A.
Do problems on page 130, #1, 2a, b, c, 3, 4, 5, 6.
1.3.2 Homework and Answers
Problems on page 130 in the textbook. #1, 2a, b, c, 3, 4, 5, 6.
1. Let A = {0, 1, 2, 3, 4}. For each of the predicates given below, specify the set of n-tuples in the n-
ary relation over A which corresponds to the predicate. For parts (d) - (f), draw the diagram which
represents the relation.
a. P (x)⇔ x ≤ 1. Solution: R = {< 0 >,< 1 >}.
b. P (x)⇔ 3 > 2. Solution: {< 0 >,< 1 >,< 2 >,< 3 >,< 4 >}.
c. P (x)⇔ 2 > 3. Solution: Always false ∅.
e. P (x, y)⇔ ∃k[x = ky ∧ k < 2]. Solution: K = 0, 1. R = {< 0, 0 >,< 0, 2 >,< 0, 3 >,< 0, 4 >,< 1, 1 >
,< 2, 2 >,< 3, 3 >,< 4, 4 >}.
2. For the following digraphs A and B in Figures 1.17 and 1.18.
a. Find all simple paths from node a to node c. Give the path lengths. Solution: Graph A. < a, b, d, c > .
n = 3. Graph B {< a, c >}, {< a, b >,< b, c >}.
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b. Find the indegree and outdegree of each node. Solution: GraphA. Indegree a 1, b 1, and c 1.Outdegree
a 1, b 1, and c 1. Graph B. Indegree a 3, b 3, and c 3. Outdegree a 3, b 3, and c 3.
c. Find all simple cycles with initial and terminal node a. Solution: Graph A : < a, bd, c, a >,< a > .
Graph B : {< a, b, c, a >} {< a, c, b, a >}.
3. For each of the following, sketch a digraph of the given binary relation on A. State whether the digraph
is disconnected, connected, or strongly connected and state how many components the digraph has.
a. [< 1, 2 >,< 1, 3 >,< 2, 4 >] where A = {1, 2, 3, 4}. Solution: Connected. See Figure 1.19.
b. [< 1, 2 >,< 3, 1 >,< 3, 3 >] where A = {1, 2, 3, 4}. Solution: Disconnected. See Figure 1.20.
c. [< x, y > |0 ≤ x < y ≤ 3] where A = {0, 1, 2, 3, 4}. Solution: Disconnected.
e. [< x, y > |0 ≤ x− y < 3] where A = {0, 1, 2, 3, 4}. Solution: R = {< 0, 0 >,< 1, 0 >,< 1, 1 >,< 2, 0 >
,< 2, 1 >,< 2, 3 >,< 3, 1 >,< 3, 2 >,< 3, 3 >,< 4, 2 >,< 4, 3 >,< 4, 4 >}.
4. Construct the incidence matrix for the following binary relation on [0, 1, 2, 3,4, 5, 6] : {< x, y > |x <
y ∨ x is prime }. Solution: Connected.
1 2 3 4 5 6 7 8
0 0 1 1 1 1 1 1
1 0 0 1 1 1 1 1
2 1 1 1 1 1 1 1
3 1 1 1 1 1 1 1
4 0 0 0 0 0 1 1
5 1 1 1 1 1 1 1
4 0 0 0 0 0 0 0
5. For each of the following, give an inductive definition for the relation R on N. In each case, use your
definition to show x ∈ R.
a. R = {< a, b > |a ≥ b};x =< 3, 1 > . Solution: Basis: 0 ≥ 0 or < 0, 0 >∈ R or 0 R 0. Induction: if
x ≥ y, then x+ 1 ≥ y and x+ 1 ≥ y + 1. For example, prove that 5 ≥ 3.
0 ≥ 0 basis
1 ≥ 0
2 ≥ 0
3 ≥ 1
4 ≥ 2
5 ≥ 3.
b. R = {< a, b > |a = 2b};x =< 6, 3 > . Solution: Basis: < 0, 0 >∈ R. Induction: if < x, y >∈ R, then
< x+ 2, y + 1 >∈ R.
c. R = {< a, b, c > |a + b = c};x =< 1, 1, 2 > . Solution: Basis: < 0, 0, 0 >∈ R. Induction: If
< x, y, z >∈ R then < x+ 1, y, z + 1 >∈ R. If < x, y, z >∈ R then < x, y + 1, z + 1 >∈ R. Show that
< 2, 3, 5>∈ R.
< 0, 0, 0>∈ R
< 1, 0, 1>∈ R
< 2, 0, 2>∈ R
< 2, 1, 3>∈ R
< 2, 2, 4>∈ R
< 2, 3, 5>∈ R.
6. Let A = {1, 2, 3}.
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a. List the unary relation on A. Solution: If R is a unary relation on A, then R ⊂ A. R = ∅. R = {< 1 >
,< 2 >,< 3 >}. R = {< 1 >}, {< 2 >}, {< 3 >}, {< 1, 2 >}, {< 1, 3 >}, {< 2, 3 >}.
b. How many binary relations are there on A? Solution: R ⊂ A × A is a binary relation. A × A has 9
elements. ∴ 29 subsets = 512.
1.3.3 Homework and Answers
Figure 1.21: Diagram to homework question 1a on page 147 in the textbook.
Figure 1.22: Diagram to homework question 1b on page 147 in the textbook.
Page 147 and 148 in the textbook.
1. List the properties defined in Definition 3.3.1 which hold for the relations represented by the following
graphs.
a. See Figure 1.21. Solution: Not reflexive. Not irreflexive. Not symmetric. Antisymmetric. Transitive.
b. See Figure 1.22. Solution: Relfexive. Not irreflexive. Symmetric. Not antisymmetric. Transitive.
3. Consider the set of integers I. Fill in the following table with Yes and No according to whether the
relation possesses the property. The notation ∅ denotes the empty set, I × I is the universal relation,
and D denotes ”divides with an integer quotient” (e.g. 4D8 but 4D/7). Solution: D : R = {< x, y > |x
divides y}. For example, < 4, 8 >∈ R.
I × I ≤ D
Reflective Reflexive Not reflexive
Not Irreflective Not Irreflective Not Irreflective
Symmetric Not symmetric No
Not antisymmetric Antisymmetric No
Transitive Transitive Yes
1.3.4 Composition of Relations
Let R1 be a relation from A to B. R1 ⊂ A ×B. Let R2 be a relation from B to C. R2 ⊂ B × C. Then, the
composite relation from A to C is denoted by R1 ·R2 or R1R2 and is given by R1R2 = {< a, c > |a ∈ A∧ c ∈
C ∧ ∃b[b ∈ B∧ < a, b >∈ R1∧ < b, c >∈ R2]}.
Example: A = {0, 1, 2}. B = {a, b, c}. C = {y, z}. R1 = {< 0, a >,< 1, b >,< 1, c >,< 2, b >}.
R2 = {< a, 2 >,< b, y >,< b, z >,< c, y >}. R1R2 = {< 0, z >,< 1, y >,< 1, z >,< 2, y >,< 2, z >}. R2R1
is impossible.
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If R1 ⊂ A × B ∧ R1 ⊂ B × C then R1R2 ⊂ A × C. R1R2 = {< a, c > |a ∈ A, c ∈ C, ∃b[b ∈ B∧ < a, b >∈
R1∧ < b, c >∈ R2]}. Let R be a binary relation on set A. Then, the nth power of R is denoted by Rn, is
defined by
1. R0 = {< x, x > |x ∈ A} i.e. R0 means ”=.”
2. Rn+1 = Rn ·R.
Example: A = {a, b, c}. R = {< a, b >,< a, c >,< b, b >,< c, a >}. R0 = {< a, a >,< b, b >,< c, c >}.
R1 = R0R = {< a, b >,< a, c >,< b, b >,< c, a >}. R2 = R1R = {< a, b >,< a, a >,< c, b >,< c, c >,<
b, b >}. R3 = R2R = {< a, b >,< a, c >,< b, b >,< c, b >,< c, a >}.
1.3.5 Closure Operations on Relations
Let R be a binary relation on set A. Then, the reflexive closure of R, r(R), is the relation R such that:
1. R is reflexive.
2. R is a super-set of R i.e. R ⊃ R.
3. R is the smallest relation which satisfies (1) and (2).
Figure 1.23: Diagram illustrating an example of adding arc to show the diÿerent relations.
Figure 1.24: Diagram illustrating an example of reflexive, antisymmetric, transitive, and partial order.
Example: A = {a, b, c, d}. R = {< a, b >,< b, b >,< b, d >,< c, c >,< d, a >}. R is not reflexive.
R = r(R) = {< a, b >,< b, b >,< b, d >,< c, c >,< d, a >,< a, a >,< d, d >}.
Let E be the binary relation of equality on any set A i.e. E = {< x, x > |x ∈ A}. Notice that r(R) = R∪E
by a computer.
Example: A = {a, b, c, d}. R = {< a, a >,< a, c >,< b, c >,< d, b >,< d, d >}. R is not symmetric. A R c
but c R/ a. S(R) = {< a, a >,< a, c >,< b, c >,< d, b >,< d, d >,< c, a >,< c, b >, b, d >}.
Let R be a binary relation on A. Then, Rc is called the converse of R and is given by Rc = {< y, x > | <
x, y >∈ R}. Result: S(R) = R ∪Rc by a computer. Another result: R is symmetric iÿ R = Rc.
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Example: A = {a, b, c}. R = {< a, b >,< b, a >,< a, c >}. R is not transitive. t(R) = {< a, b >< b, a >,<
a, c >,< a, a >,< b, c >,< b, b >}. Note that t(R) = R ∪Rn.
Example: Consider Figure 1.23. A = {a, b, c, d}. Add < a, a >,< c, c >,< d, d > to make it reflexive. Add
< b, c > to make it symmetric. Add < a, d >,< d, a > to make it transitive.
Page 161 in the textbook, do problem 1.
Let R be a binary relation on set A. Then, R is a partial order if R is reflexive, antisymmetric, and transitive.
The digraph < A,R > is called a partially ordered set or poset. If R is a partial order on A then we write
a ≤ b, when a R b.
Example: ” ≤ ” on integers is a partial order.
Example: ” ⊂ ” on the power P (A) is a partial order. Let T ∈ P (A). T ⊂ T ⇒ reflexive. T, S,R ∈ P (A).
T ⊂ S ∧ S ⊂ T ⇒ S = T ⇒ antisymmetric. T ⊂ S ∧ S ⊂ R⇒ T ⊂ R⇒ transitive. See Figure 1.24
In a poset diagram, all loops are omitted; all edges implied by the transitive property are omitted; and all
arrows are omitted. Let R be a binary relation on set A. R is a quasi order if R is transitive and irreflexive.
Note it will also be antisymmetric. Does (x R y ∧ y R x)⇒ x = y? If x R y ∧ y R x then x R x (transitive
property) which is a contradiction by being irreflexive. Let E = {< x, x > |x ∈ A}. Results:
1. If R is a quasi-order then R ∪E must be a partial order.
2. If R is a partial order then R− E is quasi-order.
Partial order (≤) on set A is a linear order if a ≤ b or b ≤ a, ∀a, b ∈ A. The digraph < A,R > is called a
linear ordered set.
Example: ” ≤ ” on I is a linear order.
Example: A = {a, b}. P (A) = {emptyset}, {a, b}, {a}, {b}. R ∼ C. Not linear order.
If < A,≤> is a poset and if B ⊂ A, then:
1. b ∈ B is a greatest element of B if b ≤ b∀b ∈ B.
2. b ∈ B is a least element of B if b ≤ b∀b ∈ B.
Let R be a binary relation on A. Then R is a well order if R is a linear order and every non-empty subset
of A has a least element. < A,R > is called a well ordered set.
Example: ” ≤ ” on I but is well ordered on N. It is a linear order.
On page 175 in the textbook, do problems 1 and 3.
1.3.6 Homework and Answers
Page 153 of the textbook, Section 3.4
1. Let R1 and R2 be relations on a set A = {a, b, c, d} where R1 = {< a, a >,< a, b >, b, d >} and
R2 = {< a, d >,< b, c >,< b, d >,< c, b >}. Find R1, R2, R2R1, R11, and R22. Solution: R21 = R11 ·R1 =
{< a, a >,< a, b >,< a, d >}.
9. Let R1 and R2 be arbitrary relations on a set A. Prove or disprove the following assertions.
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a. If R1 and R2 are reflective, then R1R2 is reflective. Solution: True. b-e is False. R1 is reflexive
⇒< x, x >∈ R, ∀x ∈ A. R2 is reflexive ⇒< x, x >∈ R2∀x ∈ A. R1R2 < x, x > ∀x ∈ A.
b. If R1 and R2 are irreflective, then R1R2 is irreflective. Solution: False. Find a counter example — one
that is reflexive. A = {a, b, c}. R1 = {< a, b >,< b, c >,< c, a >}. R2 = {< b, a >,< c, b >,< b, c >}.
R1 ·R2 = {< a, a >,< a, c >,< b, b >}. ∴ R1R2 is not irreflexive.
1.3.7 Homework and Answers
Page 161 of the textbook, Section 3.5
Figure 1.25: Diagram for problem 1b on page 161 in the textbook.
1b. Find the reflective, symmetric, and transitive closures of each of the graph in Figure 1.25. Solution:
Reflexive {< b, b >}. Symmetric {< b, a >}. Already transitive.
1.3.8 Homework and Answers
Page 175, problems 1 and 3.
Figure 1.26: Diagram for problem 3a on page 175 in the textbook.
Figure 1.27: Diagram for problem 3b on page 175 in the textbook.
1. Fill in the following table describing the characteristics of the given ordered sets.
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Figure 1.28: Diagram for problem 3c on page 175 in the textbook.
Figure 1.29: Diagram for problem 3d on page 175 in the textbook.
Figure 1.30: Diagram for problem 3e on page 175 in the textbook.
Figure 1.31: Diagram for problem 3f on page 175 in the textbook.
Figure 1.32: Diagram for problem 3g on page 175 in the textbook.
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Quasi Partial Linear Well
Ordered Ordered Ordered Ordered
< N,<> Yes No No No
< N,≤> No Yes Yes Yes
< I,≤> No Yes Yes No
< R,≤> No Yes Yes No
< P (N ), proper containment > Yes No No No
< P (N ),⊂> No Yes No No
< P ([a]),⊂> No Yes Yes Yes
< P ([∅]),⊂> No Yes Yes Yes
3. State which of the following digraphs represent a quasi-order; a poset; a linearly ordered set; a well
ordered set;
a. See Figure 1.26. Solution: Partial, not linear, not well.
b. See Figure 1.27. Solution: Partial, linear, well.
c. See Figure 1.28. Solution: No order. Symmetric.
d. See Figure 1.29. Solution: No order. Not transitive.
e. See Figure 1.30. Solution: Partial. Not linear < b, d >,< b, c > . Not well.
f. See Figure 1.31. Solution: Not partial — not transitive. Not linear, well quasi.
g. See Figure 1.32. Solution: No orders. Not reflexive or transitive.
The final exam will be Wednesday, December 9 from 1:00 to 2:00pm. It will cover Section 3.3 properties
of binary relations; Section 3.4 Composition; also take powers of relations; Section 3.5 reflexive, symmetry,
transitive closures of binary relation; Section 3.6 order relations. Oce hours are Friday 10-12, Tues 10-12
and Weds 12-1.
1.3.9 Quiz 4
November 2, 1987
1. Using induction, prove the followingni=1 i3 =

n(n+1)
2
2
. Solution: basis, let n = 1. Then 1i=1 i3 =
1(1+1)
2
2
= 13 = 12 = 1 = 1. Induction: assume
n
i=1
i3 =
n(n+ 1)
2
2
is true.
Show
n+1
i=1
i3 =
 (n+ 1)(n+ 2)
2
2
is true.
n+1
i=1
i3 =
n
i=1
i3 + (n+ 1)3 =
n(n + 1)
2
2
+ (n + 1)3 =
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n(n + 1)
2
 n(n+ 1)
2

+ [(n+ 1)(n+ 1)(n+ 1)] =
(n+ 1)2
n2
4 + n+ 1

=
(n+ 1)2
n2
4 +
4n
4 +
4
4

=
(n+ 1)2
n+ 2
2
2
=
(n + 1)(n+ 2)
2
2
.
2. Define a set S inductively as follows:
(a) 1 ∈ S.
(b) If x ∈ S, then x1 ∈ S.
If x ∈ S, then 0x ∈ S.
If x ∈ S and y ∈ S, then xy ∈ S.
Using this definition, verify that 1101 ∈ S. Solution: Basis: 1. Step 2 induction: 01. Step 3
induction: 101. Step 4 induction: 1101.
3. Let Σ = {c, d}, A = {c, dd}, B = {Λ, cd, d}, and C = {d}. Find:
(a) AB. {c, dd}, {Λ, cd, d}. AB = {c, ccd, cd, dd, ddcd, ddd}.
(b) A2. {c, dd}, {c, dd}. A2 = {cc, cdd, ddc, dddd}.
(c) C∗. C0 ∪ C1 ∪ C2 ∪ · · · ∪ Cn where C0 = {Λ}, C1 = {d}, C2 = C1C = {dd}, C3 = C2C1 =
{dd}{d}= {ddd}, and so on.
1.3.10 Exam 3
November 18, 1987
1. Prove by induction that ni=1 2i−1 = 2n − 1. Solution:
Basis: 1i=1 2i−1 = 21 − 1 = 21−1 = 21 − 1 = 20 = 1 = 1 = 1.
Induction: Assume ni=1 2i−1 = 2n − 1 is true. Then show
n+1
i=1 2i−1 = 2(n+1) − 1.n+1
i=1 2i−1 = 2n +
n
i=1 2i−1.
2. Let Σ = {c, d, g} be an alphabet, and let A = {cg, d} and B = {Λ, c, gg} be languages over Σ. List the
elements in the following sets.
(a) AB. {cg, d}, {Λ, c, gg}. Solution: AB = {cg, d, cgc, dc, cggg, dgg}.
(b) B2. {Λ, c, gg}, {Λ, c, gg}.n Solution: B2 = {Λ, c, gg, cc, cgg, ggc, gggg}.
(c) A+. {A∪A2∪A3∪· · · . A1 = {cg, d}. Solution: A2 = {cg, cg, cgd, dcg, dd}.A+ = {cg, d, cgcg, cgd, dcg, dd, ...}
3. Give an inductive definition of the binary relation on N = {0, 1, 2, ...} where R = {< a, b > |b = 3a}.
{< 0, 0 >,< 1, 3 >,< 2, 6 >, ...}. Basis: < 0, 0 >∈ R. Induction: if < x, y >∈ R then < x+1, y+3 >∈
R.
4. Sketch the digraph which corresponds to A = {3, 4, 5, 6, 7,8} and R = {< x, y > |2 ≤ x − y < 4}.
R = {< 8, 5 >,< 8, 6 >,< 7, 4 >,< 7, 5 >,< 6, 3 >,< 6, 4 >, 5, 3 >}. See Figure 1.33.
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Figure 1.33: Digraph for problem 4 on Exam 3.
(a) Is the digraph connected, strongly connected, or disconnected? Connected. There are arrows to
each vertex in the graph. It is not disconnected because there is an undirected path to each node.
(b) Give the incidence matrix for the digraph.
x/y 3 4 5 6 7 8
3 0 0 0 0 0 0
4 0 0 0 0 0 0
5 1 0 0 0 0 0
6 1 1 0 0 0 0
7 0 1 1 0 0 0
8 0 0 1 1 0 0
5. Let A = {x, y, z, w}.How many binary relations are there on A? Explain. Solution: A×A has 4×4 = 16
tuples. So, there are 216 binary relations or subsets on A.
6. Indicate which of the properties listed are satisfied by the given digraph. For each property which is
not satisfied, give an example to show it is not.
Figure 1.34: Digraph for problem 6a on Exam 3.
Figure 1.35: Digraph for problem 6b on Exam 3.
(a) See Figure 1.34. reflexive. No, a is not related to itself.
irreflexive. No, c is related to itself.
symmetric. No, a R c but c R/ a.
antisymmetric. No, a R b ∧ b R a, but a = b.
transitive. No, a R c ∧ c R d, but a R/ d.
(b) See Figure 1.35. reflexive. Yes.
irreflexive. No, no node such that x R/ x.
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symmetric. Yes.
antisymmetric. No, a R c and c R a but c = a.
transitive. Yes.
1.3.11 Quiz 5
Figure 1.36: Digraph for problem 2 on Quiz 5.
1. Let A = {0, 1, 2, 3, 4}.Give the relation over A which corresponds to the predicate P (x, y, z)⇔ x+2y ≥
z. Solution: R = {< 0, 0, 0 >,< 0, 1, 2 >,< 0, 2, 4 >,< 1, 0, 1 >,< 1, 1, 3 >,< 2, 0, 2 >,< 2, 1, 4 >,<
3, 0, 3>,< 4, 0, 4 >}. The L. J. Randall’s comment is ”there are many others.”
2. Let A = {1, 2, 3, 4, 5} and let R be the binary relation on A defined by R = {< x, y > |x is prime and
x ≤ y}. Sketch the digraph which corresponds to < A,R > . Solution: See Figure 1.36.
3. Give an inductive definition of the relation of > on N = {0, 1, 2, ...}. Solution: basis < 1, 0 >∈ R.
Induction: if < x, y >∈ R, then a) x+ 1 > y, and b) x+ 1 > y + 1.
(a) Use your definition to verify that 6 > 4. Solution: basis < 1, 0 > . Induction
< 2, 1 >
< 3, 2 >
< 4, 3 >
< 5, 4 >
< 6, 4 >
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Chapter 2
Theory of Formal Languages
Instructor: Jane Randall
CS 390/590
Course Outline, Summer 1988
Oce ED-249-1
Phone 440-3890, Main 3915
Oce Hours: Monday, Wednesday 3:00 - 3:30pm
Course Description: This is an introduction to theoretical computer science. Topics covered will include
Turing machines, foundational programming languages, computable functions, context-free grammars for
formal languages, and finite automata.
Prerequisites: CS 281
Text: Elementary Computability, Formal Languages, and Automata, by Robert McNaughton.
Grading for 390: Your grade will be based on three tests, including the final. Each test will be 33.33% of
your grade.
Make-up tests: A test may be made up only if I am contacted within 24 hours after the test is given
and if the reason for absence is legitimate.
Attendance policy: Students are expected to attend class. A student who must miss class is expected to
obtain the assignment and be prepared for the next class meeting.
Honor code: All students are expected to abide by the ODU Honor Code. An honor pledge will be required
on all work which is to be graded.
2.1 Overview of the Course
This section gives an overview of the course. There are 3 main topics:
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1. Computability — The study of what is computable and what is not; what problems can be solved
using algorithms.
2. Formal languages — Special languages like programming languages or symbolic logic which have strict
rules governing them.
3. Automata — Idealized computational models such as computers of which there is no physical instance.
The theory of computability is a study of problems which are solvable by algorithms and of problems which
are not solvable. A problem is a class of questions. Each question in the class is an instant of the problem.
Example: Problem: What is the value of 2x+ 1 where x is some integer?
Example: Instance: What is the value of 2x+ 1 when x = 5?
We will assume that all questions (and answers) must be expressed in some written language like English or
a programming language. We also assume that it is possible to determine whether an answer to a problem
is correct or not. There are two math problem types:
1. Determine the value of a function for given values for its arguments. For example, if f(x) = 2x + 1,
find f(5).
2. Decidable problems. Problems requiring yes/no answers. For example, is x = 3 a solution to the
equation x2 + 1 = 12?
An algorithm for a problem is an organized set of commands for answering on demand any question that is
an instance of the problem subject to the following:
1. The algorithm is written as a finite expression A, in some language.
2. Exactly which question is answered by executing the algorithm is determined by setting the inputs
before execution begins.
3. Execution of the algorithm is a step-by-step process where the total result of the action during any
one step is simple.
4. The action at each step and all results of this action are strictly determined by expression A, by the
inputs, and by the results of the previous steps.
5. Upon termination, the answer to the question is a clearly specified part (the output) of the result of
execution.
6. Whatever the input values, execution will terminate after a finite number of steps.
A procedure for a problem is an organized set of commands which satisfy conditions (1) thru (5) of the
definition of the algorithm i.e. there may be inputs such that the procedure does not terminate after a finite
number of steps. A future result will tell us that there is no method (or algorithm) for determining whether a
procedure will always halt or even whether it will halt for a particular set of inputs. This is called the halting
problem. A non-deterministic procedure is an organized set which satisfy conditions (1), (2), (3) and (5). A
problem is solvable if there is an algorithm for it. Otherwise, it is non-solvable. A decision procedure is an
algorithm for a class of questions for which all answers are either ”yes” or ”no.” A problem is decidable if it
has a decision procedure. It is un-decidable otherwise. Some examples of algorithms include the Euclidean
algorithm for finding the greatest common divisor of two natural numbers; and the Labyrinth algorithm for
determining whether a particular object is in a labyrinth.
We will represent the labyrinth by a graph. A graph is a ordered pair (N,E) where N is a finite set of nodes
and E is a finite set of edges, each of which connects two distinct nodes. See Figure ??. A walk from N0 to
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Nn is a sequence where n ≥ 0 and Ei connects nodes Nj−1 and Nj .
Example: A, e1, B, e3, C, e4, D is a walk from A to D.
A path from N0 to Nn is a walk N0, E1, N1, E2, ..., En, Nn where Ni = Nj where i = j. All nodes are distinct
in a path. A graph is connected if for any two nodes, there is a path between them. Some assumptions for
the labyrinth problem include:
1. The graph representing the labyrinth must be connected.
2. There is an origin node labeled A.
3. One of the edges from A is named the leading edge.
4. If there is a target node in the labyrinth, it is labeled T.
5. Initially, no nodes or edges are colored.
6. Edges can be colored and re-colored using the colors yellow and red.
The labyrinth problem: beginning at A, travel through the graph and determine whether or not there is a
node labeled T. Return to node A with the answer. See Figure ??
2.2 Turing Machines
Alan Turing proposed Turing machines in a 1936 paper. The Turing machine, as discussed here, is a n
example of a deterministic finite state automaton. The machine consists of a read/write head and infinite
tape. The machine can assume a finite number of states and works with a finite character set. During a
time cycle, the machine reads on a position on the tape and either halts or takes an action depending on
what it reads and the state that it is in at the time of the read. There are at most four possible actions per
time cycle:
1. Erase the symbol, just read.
2. Print a new symbol at the current position if there is no symbol already there.
3. Move one position left or right.
4. Change to a new state.
We will discuss how a Turing machine works by means of a table which gives all possible states, all possible
characters which can be read, and the corresponding actions taken. Some notation: B represents a blank.
No entry in the table means the machine halts in that situation. Execution begins at the first non-blank
character. See Figure ??.
R Move one position to the right.
L Move one position to the left.
* Indicates start of new number.
qi State change.
Example: Consider the input ∗// ∗ ///. The output is ∗/////. It adds two numbers.
We will represent non-negative integers by using a unary number system.
0→ ∗
1→ ∗/
2→ ∗//
3→ ∗///
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When the input consists of more than one number, we write them consecutively on tape. See Figure 2.1.6
on page 28 in the textbook. Analysis:
1. The input is a string over the alphabet {b, c}.
2. An ∗ will be used to separate the input string from the copy.
3. The machine alphabet will consist of {b, c, ∗, y, z}.
4. As characters from the input string are copied, ”b” will be changed to ”y” and ”c” will be changed to
”z.”
5. The ”y’s” and ”z’s” are changed back to ”b’s” and ”c’s” at the end.
Example: Input → c b b c.
c b b c * c b
↑ ↑ ↑ ↑ ↑
q1 → → → →
↑ ↑ ↑ ↑ ↑
← ← ← ← q2
↑ ↑ ↑ ↑ ↑ ↑
q3 qc → → → →
← ← ← ← ← q2
↑ ↑ ↑ ↑ ↑ ↑ ↑
q3 qb q2
Finish the table for homework.
Turing machines are often used to compute function values. Turing machine M computes function f with
n non-negative integer arguments i1, i2, ..., in if M begins with the sequence i1, i2, ..., in as input and upon
halting, contains one number on the tape which is f(i1, i2, ..., in). Figure 2.1.8 in the textbook is not a
function. It leaves two numbers on the output string. Figure 2.1.8 in the textbook analysis:
1. A copies the strokes of i into the positions immediately following the strokes of j.
2. As each stroke is copies, ..., etc.
Figure 2.1.9 in the textbook is multiplication. The input string ∗// ∗ ///⇒ ∗// ∗ ///∗ ⇒ ∗/B ∗ ///∗ ///⇒
∗BB ∗ /// ∗ //////.
Homework: On page 34 of the textbook, problems 1 thru 4, 8 thru 11. Skip Sections 2.2.1, 2.2.2, 2.2.3, and
2.2.4.
2.3 The Foundational Programming Languages
To study algorithms in terms of programs, we will develop two simplistic programming languages:
1. The Goto language.
2. The While language.
Both the Goto and While languages are formal string languages. The rules that govern them is very precise.
To define each language, we do the following:
1. Enumerate the alphabet.
2. Define certain kinds of strings called syntactic categories.
3. Explain the meaning of each string in each syntactic category (semantics).
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2.3.1 The Goto Language
The alphabet of the Goto language consists of 0-9, A, B, ..., Z (capitals only), :, ;, =, (, ). The syntax
categories are:
1. Numeral — a single digit or a string of digits which does not begin with zero.
2. Name — any string of letters and digits which begins with a letter.
3. Unlabeled command — there are 7 types.
(a) Name := name — unlabeled variable assignment.
(b) Name := numeral — unlabeled numerical assignment.
(c) INCR(name) — unlabeled increment.
(d) DECR(name) — unlabeled decrement.
(e) GOTO name — unlabeled unconditional transfer.
(f) If name = 0 GOTO name — unlabeled conditional transfer.
(g) HALT — unlabeled halt.
4. Name — unlabeled command (label)
5. Program — a single command or a sequence of commands (labeled or unlabeled) seperated by semi-
colons. Blanks are not part of the syntax.
See Section 3.1.3 in the textbook for a discussion of parsing a program in the GOTO language. The semantics
of the GOTO assumptions are:
1. The machine has unlimited storage.
2. All numbers are non-negative integers.
3. Before execution, each variable is assigned a storage location and input values are loaded into these
locations.
See Section 3.2.1 in the textbook for a complete description of the meaning of each command.
Example: DECR(x1) means subtract 1 from the storage location for x1, unless x1 is zero.
Notice the conditions which will cause the machine to halt. Know the three ways. A time cycle is the time
during which the machine executes one command. A run history is a table showing each time cycle, the
command executed, and the numbers in each storage location at the beginning and end of each time cycle.
Consider Figure 3.2.1 on page 50 in the textbook which adds x, y and stores in z. Define a proper program
in the Goto language as one satisfying:
1. For every label after a GOTO, there is exactly one labeled command in the program which has that
label.
2. The last command is either a halt or an unconditional transfer. Avoid the default halt situation.
Homework, page 34, problems 1, 2,3, 4, 8, 9, 10, 11 in the textbook.
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2.3.2 Homework and Answers
This is the assignment on page 34 in the textbook. Problems 1 thru 4, 8 thru 11.
These computations are similar to the copying machine of Section 2.1.3 in the textbook. In each case, design
a Turing machine which, when given a string W over the alphabet {c, d} will transform the tape into the
output tape as indicated. The input string W is to be written on consecutive squares of an otherwise blank
tape; and your machine is to begin in state q1 on the leftmost nonblank square. Make sure that your machine
computes correctly for every string W of length one or more over the alphabet {c, d}.
There is no restriction on how much tape you may use in the computation; or on which particular set of
squares in reference to the input location the output string appears on. However, the output must appear
exactly as specified, which may require that the machine ”clean up” excess characters before halting. Nothing
but the output should be on the output at the halt.
1. The output is the string W written backwards on consecutive squares. Solution:
State B c d z *
q1 ∗q3 R R
q2 q4 L L Lq3
q3 Rq5 zRqc zRqd L L
qc cLq2 R R R R
qd dLq2 R R R R
q4 Rq5
q5 BR BR
2. The output is a string written on consecutive squares with the same number of cs and with the same
number of ds. In other words, the output is the input string with the input characters put in alpha-
betical order. Solution:
1


Place * at end
2

loop: find c;
change to z — send to end;
restart
3

loop: find d;
change to z — send to end;
State B d c z *
a1 ∗La2 R R
a2 Ra4 L zRac L L
ac cLa3 R R R R
a3 a2 L L L L
a4 R R La5
a5 a10 zRad L
ad dLa6 R R R R
a6 L L La7
a7 Ra8 zRad L
a8 BR BR
3. The output is the stringW written on the tape with a single blank space between each pair of adjacent
characters. Solution:
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Comment State B c d z / *
Initialize a1 a2 R R
a2 ∗La3
Reset a3 Ra4 L L L L L
Put c at end a4 zRac zRad R La5
ac cac2 R R R R
ac2 R/a3
ad dad2 R R R R
ad2 R/a3
Clean-up a5 Ra6 L L
a6 R R BR BR BR
4. The output is the string W (as written as input) followed without a blank by (1)*MORE.; if there are
more cs than ds in W. (2) *EQUAL; if there are as many cs as ds in W, or (3) LESS; if there are
fewer cs than ds in W. Solution:
State B c d x y * Comment
a1 a2 R R
a2 ∗La3
a3 Ra4 L L L
a4 a5 a5 B empty string
a5 xa6 R R R aa more ds
a6 Ra7 L L L L
a7 R ya8 R R a11 more or equal cs
a8 Ra5 L L L L
a9 R R R Ra10 less cs
a10 Less a14
a11 R a12 R R Ra13
a12 More a14 R R R R more cs
a13 Equal a14 Equal cs
a14 Ra15 L L L L L Clean-up
a15 cR dR
Design Turing machines to compute the following functions according to the conventions laid down in Section
2.1.4 in the textbook.
8. Absolute diÿerence:
|i1 − i2| =

i1 − i2, If i1 ≥ i2.
i2 − i1, If i1 < i2.
Solution:
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State B / * $ α x Comment
a1 a2 R R
a2 $La3
a3 B L αLa3,5
a4 xRa5 R Ra8 R cancel /’s
a5 R Ra6
a6 xa7 R
a7 L a4 La11 L L
a8 xRa9 R i1 > i2
a9 /a10 R R
a10 L L Ra8
a11 L a12 L L L
a12 xRa15 R R Ra13 R
a13 /a14 R R R
a14 a16
a15 /a11 R R R R i1 > i2
a16 L a17 L L L clean-up
a17 R BR * BR BR
9. QU (i1, i2) equals to the quotient when i1 is divided by i2. This is sometimes written as [i1/i2] or i1/i2.
The quotient is the greatest integer not greater than i1/i2. Solution: QU (i1, i2).
bb bb  
∗/////// ∗ // ∗ / .
bbbbb  
∗///// bb
bb
∗// ∗///.
State B * α / x $ Comment
a1 $La2 R R Prep string
a2 αa3 L
a3 Ra4 L L
a4 a11 Ra5 R R
a5 xLa6 R a8 Division
a6 La7 L
a7 a11 xRa4 L
a8 /La9 R R
a9 L La10
a10 a4 /L Reset divisor
a11 BR BR BR ∗a12 Clean-up
a12
10. REM (i1, i2) ∗//
bbb
/// ∗
bbb
/// .
bb
∗// bbb ∗
bbb
/// where b = erase.
11. MIN (x1, ..., xn) equals to the smallest value among x1, x2, ..., xn. Your Turing machine should work
for any value of n ≥ 2. Solution: MIN (x1, x2). ∗
ccc
/// // ∗
cc
// . ∗
cc
// ∗
cc
// /// ∗
cc
// // ∗
cc
// ///
where c = erase.
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State B / x * $ y Comment
a1 $La2 R R Prep string
a2 Ra3 L L
a3 Ra4
a4 xRa5 Find min
a5 Ra6 a7 a7
a6 a3
a7 La8
a8 yL a9 Put min at end
a9 R xa10
a10 /a11 R R R R R
a11 a12 L L L L a9
a12 Ra13 Clean-up
a13 BR BR BR a14
a14 *
2.3.3 The While Language
The alphabet is the same as the GOTO language plus the characters >, [, ]. The syntactic categories are:
1. Numeral — a single digit or a string of digits which does not begin with zero.
2. Name — any string of letters and digits which begins with a letter.
3. Command — 7 types (unlabeled).
(a) Variable assignment — := name is an unlabeled variable assignment. Level 0 command.
(b) Numeric assignment—Name := numeral is an unlabeled numerical assignment. Level 0 command.
(c) Increment — INCR(name) is an unlabeled increment. Level 0 command.
(d) Decrement — DECR(name) is an unlabeled decrement. Level 0 command.
(e) Unilateral conditional of level i + 1 (i ≥ 0) : If name = 0 then [Program of level i]
(f) Bilateral conditional of level i + 1 : If name = 0 then [Program of level i] Else [Program of level
k] where i = max(i, k).
(g) While command of level i + 1 : While name > 0 Do [Program of level i]
A program of level i is a command of level i or a sequence of commands of maximum level i separated by
semicolons. Levels tell how deeply nested commands are. There are no labels in the While language. Halt
is missing. Each command is executed in turn. The machine halts after the last command is executed. See
Section 3.3.2 in the textbook for a description of how commands are executed. In Figure 3.3.1 on page 56
of the textbook, the second While is level 1; the first While is level 2; and Program is level 2. A While
language program can easily be translated into the Goto language such that the two programs have identical
flowcharts. It is not always possible to translate a Goto language program into the While language and have
identical flowcharts.
Homework: page 57, problem 1 in the textbook.
2.3.4 Flowcharts
A flowchart is a directed graph. A directed graph is an ordered pair (N,A) where N is a finite set of nodes
and A is a finite set of arcs or edges. Each arc goes from a node to a node (possibly the same node). A walk
and a path are defined for a directed graph similar to the directions in Section 2.1. A flowchart is a directed
graph whose nodes are circles, rectangles, and diamonds.
• Rectangle — represents a command.
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• Circle — represents Begin, Halt.
• Diamond — represents a decision.
A flowchart represents a program. The language of flowcharts is a non-string formal language. Figure 3.4.1
on page 60 in the textbook is the sum of x + y = z. Figure 3.4.2 in the textbook is a schematic flowchart.
It contains non-existent commands. Some programs may not always halt. Many functions are extremely
dicult to compute. It may be hard to check that all possible situations eventually halt. Some math
programs seek to find a number which satisfies a certain property without knowing whether such a number
exists. Future results:
1. All computable functions can be expressed as programs in the Goto and While language.
2. There is no algorithm to tell whether a program in the Goto and While language will halt for a given
input.
For homework, do problems 1, 2, 4, 5, 7, 8, 9, 10, 11, and 12 on page 64 in the textbook.
2.3.5 Homework and Answers
Page 57, problem 1 in the textbook.
1. Consider the following WHILE-language program of level 3 in which X and Y are inputs; Z is an
output; and U is an auxiliary variable. Translate the program on page 58 in the textbook into
a GOTO-language program, in executing which the machine will do the same things in order for
each value of the inputs X and Y. Your program must have exactly the same variables, inputs, and
outputs; and at the halt the value of the output must be the same. The program in this exercise
computes the function Z = f(X,Y ) where f(X,Y ) is the sum of the positive terms in the sequence
2x, 2(x− 3), 2(x− 6), ...,2(x− 3(y− 1)), (x− 3y), (x− 3y− 1), (x− 3y− 2), .... For Y = 0, this sequence
is X,X − 1, X − 2, .... Solution:
1


z:= 0
INCR(y);
same: If x = 0 then HALT;
u := x;
DECR(y);
if y = 0 then GOTO loopif;
DECR(x);
DECR(x);
DECR(x);
loop1: If u = 0 then GOTO same;
DECR(u);
INCR(z);
INCR(z);
GOTO loop1;
loopif: DECR(x);
loop2: if u = 0 then GOTO same;
DECR(u);
INCR(z);
GOTO loop2;
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2.3.6 Homework and Answers
Page 64, problems 1, 2, 4, 5, 7, 8, 9, 10, 11, and 12.
1. Give a run history in tabular form for the multiplication program in the GOTO language which was
given for the flowchart of Figure 3.4.4, assuming that X, Y, W, and U are set at 3 and 2;1914, and
1939, respectfully. You will trace the multiplication of 3 by 2. Number the commands in the program
1 thru 9. Solution:
Time
Cycle Line x y W U
---------------------------------
\ 3 2 1914 1939
1 1 -----------------------
/ - - 0 -
\
2 2 -----------------------
/
\ - - - -
3 3 -----------------------
/
\ - 1 - -
4 4 -----------------------
/
\ - - - 3
5 5 -----------------------
/
\ - - - -
6 6 -----------------------
/
\ - - - 2
and so on...
In each of the following, write a program to compute the function F that is indicated. Let x1, X2, X3, ...
and so on, be your input variables; or simply Xif there is only one; and let Y be your output variable,
with auxiliary variables as you see fit. The values of your input variables may be destroyed in the
working of your program. You may give your answer as a detailed flowchart, as a GOTO-language
program, or as a WHILE-language program, as you choose.
2. F (X1, X2) is the maximum of two values X1, X2. Solution:
1


y:= 0
loop: If x1 = 0 then GOTO bottom1;
DECR(x1);
if x2 = 0 then GOTO bottom2;
DECR(x2);
GOTO loop;
bottom1: y:= x1;
Halt;
bottom2: y:= x2;
Halt;
5. The given function is:
f(x1, x2) =

0, If X1 ≤ X2.
X1 −X2, If X1 > X2.
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Solution:
1


if x1 = 0 then GOTO case3;
top: DECR(x1);
if x1 = 0 then GOTO case1;
DECR(x2);
if x2 = 0 then GOTO case2;
GOTO top;
case1: y:= x1;
DECR(x2);
if x2 = 0 then y:=0;
HALT;
case2: y:= x1;
HALT;
case3: y:= 0;
HALT;
7. The given function is:
f(x) =

X, If X is divisible by 3.
X − 1, If X is not divisible by 3.
Solution:
1


x1:= x;
top: DECR(x1);
if x1 = 0 then GOTO bottom2;
DECR(x1);
if x1 = 0 then GOTO bottom2;
DECR(x1);
if x1 = 0 then GOTO bottom;
GOTO top;
bottom2: y:= DECR(x);
HALT;
bottom: y:=x;
HALT;
8. The given function is:
f(x) =

2X, If X is even.
3X, If X is odd.
Solution:
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1


x1:=x;
top: DECR(x1);
if x1 = 0 then GOTO x2;
DECR(x1);
if x1 = 0 then GOTO x3;
GOTO top;
x3: w:= 0; z:= 2;
outter: if z = 0 GOTO exit1;
DECR(z);
u:= x;
inner: if u = 0 GOTO outter;
DECR(u);
INCR(w);
GOTO inner;
exit1: HALT;
x2: w:= 0; z:= 3;
outter2: if z = 0 GOTO exit2;
DECR(z);
u:= x;
inner2: if u = 0 then GOTO outter2;
DECR(u);
INCR(w);
GOTO inner2;
exit2: HALT;
9. The given function is:
f(X1, X2) =

0, If X1 = X2.
1, If X1 = X2.
Solution:
1


top: DECR(x1);
DECR(x2);
if x1 = 0 then GOTO bottom;
if x2 = 0 then GOTO bottom2;
GOTO top;
bottom: if x2 = 0 then GOTO exityes;
y:= 1;
HALT;
exityes: y:= 0;
HALT;
bottom2: if x1 = 0 then GOTO exit2yes;
y:= 1;
HALT;
exit2yes: y:= 0;
HALT;
11. F (X1, X2) is the quotient when X1 is divided by X2 = 0. F (X1, X2) = 0 if X2 = 0. See Figure 2.1
for the solution.
12. F (X1, X2) is the remainder when X1 is divided by X2 = 0. F (X1, X2) = X1 if X2 = 0. See Figure
2.2 for the solution.
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Figure 2.1: This figure shows the solution to problem 11 on page 65 in the textbook
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Figure 2.2: This figure shows the solution to problem 12 on page 65 in the textbook
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2.3.7 Exam 1 and Answers
1. Explain the diÿerence between an algorithm and a procedure. Solution: An algorithm always halts. A
procedure may or may not halt. Procedures contain algorithms.
2. The Euclidean Algorithm produces an answer to the problem ”find the greatest divisor of two positive
integers x1 and x2.”
(a) Give an instance of this problem. Solution: x1 = 3 and x2 = 6. Find the GCD. The answer is 3.
(b) Is this problem solvable or decidable? Explain. Solution: The GCD problem is solvable. It’s not
decidable because it does not return a yes / no answer. It is solvable because there is algorithm
for it.
3. An algorithm must be deterministic. Explain what this means. Solution: Given the same set of
inputs for each execution of the same algorithm, the algorithm will execute the same steps in the same
order every time. To be deterministic means that the result of a step depends on expression A (the
algorithm), the inputs and the results of previous steps.
4. Design a Turing machine which takes as input a non-empty string W over the alphabet {a, b} and
which produces as output string W with the first and last characters interchanged. For example, if the
input is abbab, then the output is bbbaa. Give a short description of each state of your machine. Be
sure to cover special cases such as strings of length one. Solution:
State B a b z ∗
a1 a2 R R prepare string
a2 ∗La3
a3 Ra6 L zRa L L find all bs
a4 a5 R R R R
a5 bL L a3
a6 zRa7 R a10 find all as
a7 a8 R R R R
a8 aLa9
a9 Ra6 L L L L
a10 BL BL erase input
5. Write a GOTO language program to compute the function F (X1, X2) = MIN (X1, X2). Use Y as
your output variable.
1


z1:= x1;
z2:= x2;
top: DECR(z1);
If z1 = 0 Then GOTO minx1;
DECR(z2);
If z2 = 0 then GOTO minz2;
GOTO top;
minx1: y:= x1;
HALT;
minx2: y:= x2;
HALT;
6. Describe the diÿerence between a total function and a partial function. Solution: A total function
always returns one value for n-tuples; otherwise it is a partial function.
(a) Give an example of a total function. Solution: addition.
2.4. FUNCTIONS 71
Figure 2.3: This figure shows the flowchart for problem 8 on Exam 1
(b) Give an example of a partial function. Solution: square root.
7. Write a DO-TIMES program to compute the function:
f(x1, x2) =

0, If x1 ≤ x2.
x1 − x2, If x1 > x2.
Use y as your output variable.
1


z1:= x1:
z2:= x2;
DO z1 TIMES
[DECR(z1);
DECR(z2);
If z2 = 0 Then [y:= z1]
Else y:= 0]
8. Give either a WHILE language program or a detailed flowchart to compute the function:
f(x) =

x, If x is even.
x+ 1, If x is odd.
Use y as your output variable. Solution: See Figure 2.3.
2.4 Functions
Assume the universal set is non-negative integers. F is an n-argument function if f associates with each
n-tuple (x1, x2, ..., xn) at most one number. If this number exists, it is called the value of f for the given
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arguments. If no number exists, then the function is undefined. An argument function f is a total function
if f always computes a value for every n-tuple. Otherwise, f is a partial function.
Example: The addition function is total.
Example: The square root function is partial.
A program P computes a function F of n arguments with respect to a sequence of n+1 variables if for each
n-tuple x1, x2, ..., xn when P is run with the first n variables of S as x1, ..., xn input. Then,
1. If f(x1, ..., xn) has a value then the program will halt in a finite amount of time and the (n + 1)st
variable of S has value f(x1, ..., xn) at the halt.
2. If f(x1, ..., xn) is undefined, then program P will never halt.
Skip Section 3.6.3 Verification in the textbook. Add a new command to the While language.
• DO x TIMES [program] — execute the program the number of times equal to the value of x when the
command is first executed even if x changes.
Example: x := 4.DO x TIMES [INCR(x)]. The program part in the DO-TIMES loop gets executed 4 times.
A DO-TIMES program is a While language which contains no While command. It may contain DO-TIMES
commands. This results in DO-TIMES programs that always halts. Every DO-TIMES can be written as a
While command.
Homework: Chapter 3, page 82 # 1, 3 in the textbook.
2.4.1 Computable Functions
We wish to be able to describe the set of computable functions over the non-negative integers. We will study
four types of formal definitions for functions:
1. Explicit definition.
2. Primitive recursion.
3. Mu recursion.
4. General equational definition.
Each of these is dependent on the concept of functional expressions.
1. Numeral — the same as in GOTO and WHILE.
2. Variable — one of x, y or z or one of these letters followed by a numeral subscript.
3. Function symbol — one of f, g or h or one of these followed by a numeral subscript. Can also be S for
successor function. Also can be any symbol introduced by a function definition.
4. Functional expression of level 0 — a numeral or a variable.
5. Functional expression of level i + 1 — At least one funct.expr is of level i; none are of level greater
than i. For example, f(4, x1, z5, 8) is level 1. Another example: f(x, y, g(x), h(y, z)) is level 2 because
x, y is level 0 and g(x) and h(y, z) are level 1.
6. Equation — functional expression = function expressions.
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An explicit definition of a function with n arguments is an equation with a function symbol followed by the
argument variables on the left-hand side. The right side is a functional expression with no variables except
those given as arguments and using only known function symbols.
Example: Assume that multiplication and addition are known function symbols. f(x, y) = +(∗(x, y, 2) ≈
x ∗ y + 2.
Example: g(z) = ∗(z, S(z)) ≈ z ∗ (z + 1).
Example: h(x, y, z) = +(+(∗(3, x), y), ∗(2, z)) ≈ (3x+ y) + 2 ∗ z.
If functions g and h are known, then a primitive recursion definition of the n-argument function f from g
and h is a pair of equations of the form

f(x1, x2, ..., xn−1, 0) = g(x1, x2, ..., xn−1)
f(x1, x2, ..., xn−1, S(xn)) = h(x1, x2, ..., xn, f(x1, x2, ..., xn))
Example: To define addition,

+(x, 0) = x
+(x, S(y)) = S(+(x, y))
+(3, 2) = +(3, S(1)) = S(+(3, 1)). +(3, 1) = +(3, S(0)) = S(+(3, 0)) = S(3) = 4 = S(4) = 5.
Example: To define multiplication,

∗(x, 0) = 0
∗(x, S(y)) = +(x, ∗(x, y))
Example: To define factorial,

f(0) = 1
f(S(x)) = ∗(S(x), f(x))
Example: To define exponentiation,

↑ (x, 0) = 1
↑ (x, S(y)) = ∗(x, ↑ (x, y))
Notice that 00 = 1 by this definition.
Example: To define the predecessor function,

P (0) = 0
P (S(x)) = x
Example: To define the floored subtraction,

−˙(x, 0) = x
−˙(x, S(y)) = P (−˙(x, y))
−˙(6, 2) = −˙(6, S(1)) = P (−˙(6, 1)) = −˙(6, 1) = (6, S(0)) = P (−˙(6, 0)) = P (6) = 5 = P (5) = 4.
Example: To define the signum function,

SG(0) = 0
SG(S(x) = 1
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where

SG(x) = 0 if x = 0.1 if x > 0.
Example: To define the inverse of the signum function (SG),

ISG(0) = 1
ISG(S(x) = 0
Another way to state the inverse of the signum function is

ISG(x) = 1 if x = 0.0 if x > 0.
Some more examples using explicit definitions follows.
Example: The absolute diÿerence is defined as ABD(x, y) = +(−˙(x, y, −˙(y, x)) where if x ≤ y then
−˙(x, y) = 0 and −˙(y, x) = y − x. If x > y, then −˙(x, y) = x− y and −˙(y, x) = 0.
Example: The maximum function is defined as max(x, y) = +(x, −˙(y, x)) where if x < y, +(x, y − x) =
x+ y − x = y and if x ≥ y, +(x, −˙(y, x)) = +(x, 0) = x.
Example: The minimum function is defined as min(x, y) = −˙(x, −˙(x, y)) where if x < y, −˙(x, 0) = x and
if x ≥ y, −˙(x, x− y) = x− x+ y = y.
Example: The greater-than function is defined as
GT (x, y) = SG(−˙(x, y)) =

1 if x > y.
0 if x ≤ y.
Example: The greater-than or equal-to function is defined as
GE(x, y) = GT (S(x), y) =

1 if x ≥ y.
0 if x < y.
Example: The equal function is defined as
EQ(x, y) = ∗(GE(x, y), GE(y, x)) =

1 if x = y.
0 Otherwise.
We can use these basic functions to define more complex functions.
Example: Definition by cases.
f(x) =



3 if x < 3.
2x if 3 ≤ x ≤ 6.
x− 2 if x > 6.
The above function can be defined explicitly by f(x) = 3 ∗GT (3, x) + 2x ∗GE(x, 3) ∗GE(6, x) + −˙(x, 2) ∗
GT (x, 6).
Example: The remainder function. We wish to define the function REM (x, y) equal to the remainder
when x is divided by y. Recall if x is divided by y, then x = y · a+ r, 0 ≤ r ≤ y − 1. Observation:
REM (x+ 1, y) =

0 if REM (x, y + 1) = y.
REM (x, y) + 1 Otherwise.
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Due to the way primitive recursive functions are given, we cannot define the function REM (x, y) this way.
So, we will define a new function f by primitive recursion such that:
REM (x, y) = f(x, y) =



f(y, 0) = 0
f(y, S(x)) = S(f(y, x))∗
ISG(EQ(S(f(y, x)), y))
This remainder function REM (S(x), y) = [REM (x, y) + 1].
Example: The quotient function is explicitly defined as QU (x, y) equal to the quotient where x is divided
by y. Observation:
QU (x+ 1, y) =

Q(x, y) if REM (x+ 1, y) = 0.
Q(x, y) + 1 if REM (x+ 1, y) = 0.
We will define g by primitive recursion such that
QU (x, y) = g(y, x) =

g(y, 0) = 0
g(y, S(x)) = g(y, x) + ISG(REM (S(x), y))
Then, QU (x+ 1, y) = QU (x, y)+ If REM (x+ 1, y) = 0, then ISG(REM...) = 1.
Do the following problems on page 98 in the textbook. # 1, 2, 3, 4, 9, 12, 17. Test on Wednesday. It
covers Chapter 1 algorithm requirements (understand steps), Labyrinth and Euclidean algorithms. Chapter
3. Know commands in languages, trace programs, write programs.
2.4.2 Homework and Answers
Problems on page 98 of the textbook.
Define the function described in each exercise by using primitive recursion or explicit definition or both,
from the functions listed in Section 4.2.4 in the textbook. If possible, define the function entirely by means
of explicit definition.
1. MUL(x, y) = 1 if x is an integral multiple of y. MUL(x, y) = 0 if not. Note that MUL(0, y) = 1 but
MUL(x, 0) = 0 if x = 0. Solution:
MUL(x, y) =



0 if y = 0 and x = 0.
1 if x = 0 and y = 0.
SG((REM (y, x)
2. CON (x, y, z) = 1 if REM (x, z) = REM (y, z). CON (x, y, z) = 0 if REM (x, z) = REM (y, z). Solu-
tion: CON (x, y, z) = EQ(REM (x, z), REM (y, z)).
3. SD(x) is the sum of the positive integer divisors of x for x = 0. For example, SD(1) = 1. SD(3) = 4.
SD(6) = 12. Solution:
SD(x) =

f(x, 0) = 0
f(x, y) = +(x,QU (x, S(u)) ∗ ISG(REM (x, S(y))))
4. PR(x) = 1 if x is prime. PR(x) = 0 otherwise. For example, PR(0) = PR(1) = PR(4) = 0.
PR(2) = PR(3) = PR(7) = 1. Solution:
PR(x) =

1 If x is prime.
0 Otherwise.
x is prime iÿ x has exactly two divisors. D(x) counts the number of divisors of x. PR(x) = EQ(D(x), 2).
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9. f(0) = 1 for all x. f(x + 1) =↑ (2, f(x)) if x is even. f(x + 1) =↑ (f(x), 2) if x is odd. Solution:
f(x+ 1) =

↑ (2, f(x)), If x is even.
↑ (f(x), 2), If x is odd.
f(0) = 1. f(S(x)) = ISG(REM (x, 2))∗ ↑ (2, f(x)) + SG(REM (x, 2))∗ ↑ (f(x), 2).
12. Solution:
f(x, y, z) =

x+ y, If 50 ≤ x+ y ∗ z ≤ 100.
z, Otherwise.
f(x, y, z) = (x+y)∗GE(x+y ∗ z, 50)∗GE(100, x+y∗ z)+ z ∗GT (50, x+y∗ z)+ z ∗GT (x+y∗ z, 100).
Assume f, f1, f2, ... are given total functions of one argument whose mathematical nature you do not know.
In each case, a one argument function h is described intuitively in terms of these. Define h by means of a
primitive recursion or explicit definition.
17. h(x) =xi=0 f(x). Solution:
h(x) =
x
i=0
f(i) = f(0) + f(1) + · · ·+ f(x).
Note that h(x+ 1) = f(0) + h(1) + · · ·+ f(x) + f(x + 1). Then,
h(x) =

h(0) = f(0)
h(S(x)) = h(x) + f(S(x))
22. h(x) = 1 if both f1(x) = 1 and f2(x) = 1. h(x) = 0 otherwise. Solution: h(x) = EQ(f1(x), 1) ∗
EQ(f2(x), 1).
2.4.3 Primitive Recursion
Recall that we defined
1. Addition

+(x, 0) = x
+(x, S(y)) = S(+(x, y))
2. Multiplication

∗(x, 0) = 0
∗(x, S(y)) = +(x, ∗(x, y))
3. Exponentiation

↑ (x, 0) = 1
↑ (x, S(y)) = ∗(x, ↑ (x, y))
Define:
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• Φ0(x, y) = S(y).
• Φ1(x, y) = +(x, y).
• Φ2(x, y) = ∗(x, y).
• Φ3(x, y) =↑ (x, y).
Similarily, define Φ4(x, 0) = 1. Φ4(x, S(y)) =↑ (x,Φ4(x, y)). Notice that Φ4(2, 0) = 1 gives the next power.
Φ4(2, 1) = 2. Φ4(2, 2) = 4. Φ4(2, 3) = 24 = 16. Φ4(2, 4) = 216 = 65536. Φ4(2, 5) = 265536. In general,
Φ4(x, 0) = 1. Φ4(x, 1) = x1 = x. Φ4(x, 2) = xx. Φ(x, 3) = xx
x . and so on. Likewise, define Φ5 = (x, 0) = 1.
Φ5(x, S(y)) = Φ4(x,Φ5(x, y)). Verify that Φ5(2, 4) = Φ4(2, 65536). Continuing in this manner, we can define
an entire sequence of functions Φ0, Φ1, Φ2, ..., Φi, Φi+1, ... such that
Φi+1(x, 0) = 1
Φi+1(x, S(y)) = Φi(x,Φi+1(x, y))
Notice that for each x ≥ 2, Φi+1(x, y) increases faster with y than Φi(x, y). The class of primitive recur-
sive functions consists of all functions which can be divided by explicit definition or primitive recursion.
Φ0,Φ1,Φ2, ... are in the class of primitive recursive functions. All functions in the class are computable. The
Ackerman function (A) :
A(0, x, y) = S(y)
A(1, x, y) = +(x, y)
A(2, x, y) = ∗(x, y)
A(SSS(z), x, 0) = 1
A(SSS(z), x, S(y)) = A(SS(z), x, A(SSS(z), x, y))
In general, A(i, x, y) = Φi(x, y). A is computable, but A is not in the class of primitive recursive functions
(not primitive recursion and not explicit either). The trivial cases of S, +, ∗, and ↑ are not the same
as the Ackerman function. If we define h(x) = A(x, x, x) then h increases faster than any one-argument
primitive-recursion function.
We wish to formally show how to compute the value of a function. We will begin with a set of equations which
define the function and generate a sequence of equations which ends with the evaluation. Some definitions
and notation:
• An evaluation — ∗(3, 5) = 15.
• Rule of uniform substitution — Given ∗(x, S(y)) = +(x, ∗(x, y))⇒ ∗(3, S(y)) = +(3, ∗(3, y)).
• Rule of evaluation replacement — Given ∗(4, 0 = 0, ∗(4, 1) = +(4, ∗(4, 0))⇒ ∗(4, 1) = +(4, 0).
The fourth means to define a function: An n argument function, Q, is equationally defined by a set of
equations, Φ, if for every n-tuple (i1, i2, ..., in), no two distinct evaluations for Q(i1, i2, ..., in) are derived from
Φ. All explicit, primitive recursion, and mu recursion definitions can be converted to equational definitions.
2.4.4 Mu Recursion
Add µ and [] to our syntax for defining functions. A mu expression has the form (µV )[E = 0] where V
equals a variable and E equals an expression. The minimum value of V such that E = 0. A mu recursion
definition of an f with n arguments has the form f(x1, x2, ..., xn) = (µV )[ functional expression = 0] where
the functional expression has only x1, x2, ..., xn, V. We will assume that the functional expression contains
no mu expressions and that it contains only function symbols for total functions.
Example: f(x, y) = (µz)[ISG(EQ(y ∗ z, x)) = 0] i.e. f(x, y) equals to the smallest value of z such that
y ∗ z = x. f(8, 4) = (µz)[ISG(EQ(4 ∗ z, 8)) = 0] = 2. f(7, 4) has no value.
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f(x, y) = (µz)[−˙(x, z) = 0]. f(3, 7) = (µz)[−˙(3, 2) = 0] = 3, 3− 2 = 0.
Define f(x, y) to be the least common multiple of x and y. If either x = 0 or y = 0, then let f(x, y) = 0.
If z = LCM (x, y), then z is the smallest number such that z is divisible by x and y. f(x, y) = (µz)[x ∗ y ∗
(ISG(z) +REM ((z, x) +REM (z, y)) = 0].
1. If x or y equal to zero, then z is zero. Consider f(x, y) = 0.
2. If neither x nor y equal to zero, consider f(3, 6) = (µz)[3 ∗ 6 ∗ (ISG(z) +REM (z, 3) +REM (z, 6)) =
0] = 6.
f can be defined in two steps as follows:
1. Explicit — g(x, y, z) = x ∗ y ∗ (ISG(z) +REM (z, x) +REM (z, y)).
2. Mu Recursion — f(x, y) = (µz)[g(x, y, z) = 0].
Example: Another definition for the quotient. Recall if x is divided by y, then x = y · a+ r. ⇒ x ≥ y · a
and ⇒ y · a ≤ x. So, define QU (x, y) equal to the largest non-negative integer, w, such that w · y = x = the
smallest z such that z · y > x − 1. To illustrate, QU (7, 3) = largest w where w · 3 ≤ 7⇒ w = 2. QU (7, 3) =
smallest z where z· > 7 − 1 ⇒ z = g(x, y) = (µz)[y ∗ ISG(GT (z ∗ y, x)) = 0]. QU (x, y) = P (g(x, y)).
QU (x, 0) = (µz)[0 ∗ · · · = 0] = 0. QU (x, 0) = P (0) = 0.
Since mu recursive definitions can lead to partial functions, we see that there is a relationship between mu
recursion functions and the halting problem.
Example: f(x) = (µz)[↑ (z, 2) = x] is the partial square root function. z = 5 is an example.
Example: g(x, y) = (µz)[ISG(z) + REM (z, x) + REM (z, y) = 0] is the partial positive least common
multiple function. g is undefined when x = 0 or y = 0. Programs for defined functions include:
• If f is defined explicitly in terms of other functions for which the While-language programs exist, then
it is possible to write a While-language program with no new loops which computes f. See Section
4.5.1 in the textbook.
• The previous result applies for the Goto-language, also.
• If f is defined by primitive recursion in terms of other functions for which the While-language programs
exist, then it is possible to construct a DO-TIMES program which computes f. See Section 4.5.2 in
the textbook.
• If f is defined by a sequence of explicit definitions and primitive recursions, then f is computable by
the DO-TIMES program.
• If f is defined by mu recursion in terms of total functions which has a While-language program, then
f can be computed by a While-language program. See Section 4.5.3 in the textbook. The program for
f may not always halt.
Some additional results include:
• Any function which is computed by a DO-TIMES program is in the class of primitive recursion func-
tions. This means it can be defined from the successor function by a sequence of explicit definitions
and primitive recursions.
• Any function, partial or total, which can be computed by a While-language program can be defined by
repeated applications of explicit definitions, primitive recursions, and mu recursion. This is the class
of mu-recursion functions.
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• A function is mu-recursive if it can be defined in a sequence of steps from the successor function by
explicit definition, primitive recursion, and mu recursion.
• A function is equationally definable if it can be equationally defined in the formalism of functional
expressions.
All classes of functions are equal. This is the class of computable functions.
Homework: problems on page 119, #1, 3, 5, 7.
2.4.5 Homework and Answers
Problems from page 119 in the textbook.
1. Assume as given, the function PR where PR(x) = 1 if x is prime; and PR(x) = 0 if x is not prime. (a)
Define f from PR by mu recursion where f(x) is the smallest prime number greater than x. (b) Define
g by mu recursion, possibly with the help of explicit definition, where g(x) is the greatest prime number
less than x. Note that g is a partial function since g(0), g(1) and g(2) have no values. (c) By means of
primitive recursion from f, define the one-argument function PRIME where PRIME(x) = the xth
prime in order of magnitude counting 2 as the zero-th prime. Thus PRIME(0) = 2. PRIME(1) = 3.
a. Solution: f(x) = smallest prime > x. f(x) = (µz)[ISG(PR(z) ∗GT (z, x)) = 0].
b. Solution: g(x) = greatest prime< x. Find z = −˙(x,w) such that z is minimized. Note that w = −˙(x, z).

h(x) = (µz)[ISG(PR(−˙(x, z))) + ISG(z) = 0]
g(x) = −˙(x, h(x))
c. Solution: Prime(0) = 2. Prime(1) = 3. Prime(2) = 5. Prime(3) = 7. f(x) = smallest prime > x. By
primitive recursion, Prime(0) = 2; Prime(S(x)) = f(Prime(x)).
3. Define each of the two functions by mu recursion, possibly with the help of explicit definition. (a)
g(x) = 0 if x is a perfect square. Otherwise g(x) has no value. (b) h(x) = 0 if x is not a perfect square.
Otherwise h(x) has no value.
a. Solution:
g(x) =

0 If x is a perfect square.
No value Otherwise.

h(x) = (µz)[ISG(EQ(↑ (z, 2), x)) = 0]
g(x) = ∗(0, h(x))
If x is not a perfect square, then h(x) has no value.
b. Solution:
h(x) =

0 If x is not a perfect square.
No value Otherwise.
z2 < x < (z + 1)2. h1(x) = (µz)[ISG(GT (x, z2) ∗GT ((z + 1)2, x)) = 0]. h(x) = ISG(h1(x)) or z2 > x
and h1(x) = (µz)[ISG(GT (z2, x)) = 0]. L. J. Randall’s comment: One idea is to look at (z− 1)2. Case
1: (z − 1)2 = x. Case 2: (z − 1)2 = x. h(x) = (µz)[EQ(P (h1(x))2, x) = 0] for the case (z − 1)2 = x.
In each exercise, define the two functions described using mu recursion, possibly with the help of
explicit definition, but without using primitive recursion. The function you define in part (a) of each
exercise must not have a value precisely where the specification calls for it not to have a value. The
function you define in part (b) must be a total function.
80 CHAPTER 2. THEORY OF FORMAL LANGUAGES
5a.
f(x, y) =

x+ 2y If x = y.
Undefined Otherwise.
Solution: f(x, y) = (µz)[ISG(EQ(z, x + 2y)) + EQ(x, y) = 0].
5b.
g(x, y) =

x+ 2y If x = y.
0 If x = y.
Solution: g1(x, y) = (µz)[ISG(EQ(z, x+ 2y)) = 0]. g(x, y) = ISG(EQ(x, y)) ∗ g1(x, y).
7a.
f(x, y) =

Largest w ≤ x and h(w) = y
No value if no w exists.
Solution: The smallest z will produce the largest w. z = −˙(x,w) or w = −˙(x, z). f1(x, y) = (µz)[ISG(EQ(h(−˙(x, z), y))
ISG(GE(x, z)) = 0]. f(x, y) = −˙(x, f1(x, y)).
7b. Solution: f2(x, y) = (µz)[ISG(EQ(h(−˙(x, y)), y)) ∗ ISG(EQ(x, z)) = 0]. f(x, y) = −˙(x, f2(x, y)).
2.4.6 Formal Computations Summary
A formal computation is a derivation of an evaluation from a given set of evaluations.
Example: The following shows a formal computation of −˙(3, 1) for Φ.
Φ =



−˙(x, 0) = x
−˙(x, S(y)) = P (−˙(x, y))
P (0) = 0
P (S(x)) = x
• For the class of primitive-recursive functions, these are all functions which can be defined by a sequence
of explicit definitions and primitive recursions.
• Total functions — given the definition of a function in this class, we can write an algorithm to compute
the function. Every function in this class is computable by a DO-TIMES program. These programs
always halt.
• Not all primitive recursive functions are practically computable.
• All computable functions can be defined by a mu-recursive and an explicit definition. This is a major
result.
The following four definitions are equivalent:
1. A function is Turing computable if it possible to construct a Turing machine that computes it.
2. A function is program computable if it is possible to write a program (Goto, While) that computes it.
3. A function is mu-recursive if it can be defined in a sequence of steps from the successor function by
explicit definition, primitive recursion, and mu recursion.
4. A function is equationally definable if it can be equationally defined in the formalism of functional
expressions.
All classes of functions are equal. This is the class of computable functions.
Omit Section 4.7 in the textbook.
Skip Chapters 5 and 6 in the textbook.
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2.5 Context Free Grammars
A grammar is a formal description of the syntax of a formal language. A context free grammar consists of:
1. A set of characters called the terminal alphabet.
2. A set of characters called the non-terminal alphabet, disjoint from the set in (1).
3. The start symbol — a character from the non-terminal alphabet.
4. A set of productions of the form: non-terminal → character string, where the character string may
consist of both terminal and non-terminal characters.
Example: A simplified version of the language of functional expressions.
Assume that there are:
1. Two functional symbols: S and +.
2. Three variables x, y, and z.
3. Binary numbers only.
The terminal alphabet is: S,+, x, y, z, 0, 1, (, ), comma, <,> . We can generate only binary numeral N with
the following productions:
N → 0
N → 1
N → 1R
R→ 0R
R→ 1R
R→ 0
R→ 1
To use a production, replace the non-terminal on the left of the arrow with the string on the right. A
derivation to show that 1100 is a numeral is as follow:
N start symbol
1R
11R
110R
1100
0110 is not possible using the above productions. A derivation to show that 1100 is a numeral is as follow:
N start symbol
1A
11A
110A
1100
We can generate any variable V with the following productions:
V → x
V → y
V → z
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The functional expression E can be generated by:
E → N
E → V
E → +(E,E)
E → S(E)
An equation Q needs only one production: Q→ E = E. A derivation to show that +(+S(x)), 11), S(0) is a
functional expression is as follow:
E Start symbol
+(E,E)
+(+(E,E), E)
+(+(S(E), E), E)
+(+(S(V ), E), E)
+(+(S(x), E), E)
+(+(S(x), N ), E)
+(+(S(x), 1A), E)
+(+(S(x), 11), E)
+(+(S(x), 11), S(E))
+(+(S(x), 11), ...
This is in the textbook.
In a grammar, one type of production is chosen as being the most important. In our example, we will choose
the set of Equations Q. Q will be the start symbol of the grammar and henceforth all derivations in the
derivation will start with Q. The language of a context-free grammar is the set of strings over the terminal
alphabet that are derivable from the start symbol. If G is a context-free grammar, then we denote the
language of G by L(G). The grammar defines the language. Summary:
1. Terminal alphabet S,+, x, y, z, 0, 1, (, ), comma.
2. Non-terminal alphabet N,A, V,E,Q.
3. Start symbol Q.
4. Productions:
Q→ E = E
N → 0|1|1A
A→ 0A|1A|0|1
V → x|y|z
E → +(E,E)|S(E)|N |V
Page 197 in the textbook gives the full formalism of functional expressions. The more grammars, the more
productions. {1−3} are numerals. {4} are variables. {5−12} are functional expressions. {13} are a sequence
of functional expressions. {14} is equations. Page 198 in the textbook gives a context free grammar for the
GOTO language. {1 − 3} is names. {4 − 5} is unlabeled commands. {6} is labeled commands. {7} is
programs. {8− 10} is numerals.
δ → ...
γ → ...
α→ ...
are the same as numerals in the previous expressions.
Example: A context-free grammar, G-IN, for propositional calculus that uses parenthesis. Assumptions:
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1. Only operators are δ,∨, and ≈ .
2. Only variables are p, q, r, p, q, r, p, q, r, ....
3. The terminals are δ,∨,≈, p, q, r, , (, ).
4. The non-terminals are s, A.
5. The start symbol is s.
6. Productions — see page 199 in the textbook. s→ and A→ .
Example: p∨ ≈ q is not possible. But (p) ∨ (≈ (q)) is possible.
s
(s) ∨ (s)
(A) ∨ (A)
(p) ∨ (q)
Example: A grammar, G-PRE, for parenthesis free propositional calculus. See page 202, bottom in the
textbook. p ∨ q ≈ ∨pq.
Example: A grammar, G-Suf, for parenthesis free propositional calculus in sux form. See page 203 in the
textbook.
Example: Describe the language of the grammar. Given: S → cS|bD|c. D → cD|bS|b. Start symbol is S.
Terminals c, b. Generate strings:
S S
c cS
ccS
cccS
...
ccc · · ·c
S S S
bD bD bb
bccD bccD
bcccb bcccD
bcccb bcccbS
bcccbc
All strings in this language have an even number of bs.
Example: A grammar for the set of palindromes over the alphabet {b, c}. S → bSb|cSc|bb|cc|b|c. Derive
bbcbcbcbb.
S
bSb
bbSbb
bbcScbb
bbcbSbcbb
bbcbcbcbb
84 CHAPTER 2. THEORY OF FORMAL LANGUAGES
Example: A grammar for {bmcndnem|m,n ≥ 1}. S → bSe|bJe. J → cJd|cd. Note that b3 = bbb. Derive
b3c2d2e3.
S
bSe
bbSee
bbbJeee
bbbcJdeee
bbbccddeee
Example: A grammar for {bmcndnemfp(gh∗)p|m ≥ 2, n ≥ 0, p ≥ 1}.
S → JK
J → bJe|bbee|bbLee
L→ cLd|cd
K → fKQ|fQ
Q→ Qh|g
Note that h∗ represents hn ≥ 0. Derive b3c2d2e3f4(gh∗)4.
S
JK
bJeK
bbbLeeeK
bbbcLdeeeK
bbbccddeeeK
bbbccddeeeKfKQ
bbbccddeeeKffKQQ
bbbccddeeeKfffKQQQ
bbbccddeeeKffffQQQQ
bbbccddeeeKffffQhQQQ
bbbccddeeeKffffghQQQ
2.5.1 Exam 2 and Answers
All functions on this exam are defined over the non-negative integers.
1. Define function g by explicit definition where
g(x, y) =

x+ y, If x is even.
yx, If x is odd.
Solution: ISG(REM (x, 2)) ∗ (x+ y) +REM (x, 2) ∗ (↑ (y, x)).
2. Define function h by primitive recursion where h(0) = 3 and h(x + 1) = 2 ∗ h(x) if 0 < x < 10, and
h(x+ 1) = 3 ∗ h(x) if x ≥ 10. Solution:
h(x+ 1) =

h(0) = 3
h(S(x)) = GT (x, 0) ∗GT (10, x) ∗ 2 ∗ h(x) +GE(x, 10) ∗ 3 ∗ h(x)
3. Assume that f1 and f2 are known total functions. Define h such that:
h(x) =

1, If f1(x) = 1 or f2(x) = 1 or both.
0, Otherwise.
4. Give a mu-recursive definition of function f such that f(x, y) is the smallest z ≤ x such that h(z) = y.
f(x, y) has no value if there is no such z. Assume that h is some known total function of one argument.
Solution: f(x, y) = (µz)[ISG(EQ(h(z), y)) + ISG(GE((x, z)) = 0].
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5. Consider the following definition of function g. Find g(15).
f(x) = (µz)[ISG(GT (x, ∗(2, −˙(x, z))))) = 0]
g(x) = −˙(x, f(x))
Solution:
g(15) = −˙(15, f(15) = −˙(15, 8) = 7
f(15) = (µz)[ISG(GT (15, ∗(2, −˙(15, z)))) = 0]
z = 1 ISG(GT (15, 2 ∗ 14))
GT (15, 28)
z = 2 ISG(GT (15, 2 ∗ 13))
GT (15, 26)
z = 3 ISG(GT (15, 2 ∗ 12))
GT (15, 24)
z = 4 ISG(GT (15, 2 ∗ 11))
GT (15, 22)
z = 5 ISG(GT (15, 2 ∗ 10))
GT (15, 20)
z = 6 ISG(GT (15, 2 ∗ 9))
GT (15, 18)
z = 7 ISG(GT (15, 2 ∗ 8))
GT (15, 16)
z = 8 ISG(GT (15, 2 ∗ 7))
GT (15, 14)
ISG(1) = 0
6. Define the class of primitive recursive functions. Given an argument to show that this class contains
infinitely many functions.
7. Describe (by giving a formula) the language of the following grammar.
S → bSc|H
H → aHd|add
8. Give a context-free grammar for the following set of strings. {xnb2n−1c|n ≥ 1}.
9. Give a context-free grammar which uses λ productions for {(d∗c)n(ab∗)2n|n ≥ 0}.
2.5.2 Lambda Productions
Let λ denote the null string. If we concentrate λ with any s, we obtain s. λs = sλ = s. Consider a context
free grammar for {bmcn|m ≥ 0, n ≥ 1}. To generate bm,m ≥ 0 we can use B → λ|bB. To generate cn, n ≥ 1
we use H → c|cH. Now to get bmcn, we use S → BH. This grammar can be written without a lambda
production.
S → c|bS|bH|cH
H → c|cH
Example: Write a context free grammar for {bmcmhdnenhfpgp|m,n, p ≥ 0}.
S → BhDhF
B → bBc|λ
D → dDe|λ
F → fFg|λ
This grammar can be written without lambda productions.
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It is always possible to convert a context free grammar with λ productions into a context free grammar with
out lambda productions. If λ is in the first language, it will not be in the second language. There are three
steps to convert G0 to a grammar without lambda productions.
Step 1: Identify all non-terminals which can yield λ, either directly or indirectly. For example,
S → eSe
S → CD
C → fCg
C → λ
D → λ
B → hB
B → f
Step 2: Construct G1 from G0 as follows:
1. Identify each production of G0 which has at least one λ-yielding non-terminal on the right side.
2. Suppose the production identified in (1) has the formB → · · ·G1 · · ·G2 · · ·Gp · · · where G1, G2, ..., Gp
are λ-yielding productions.
3. Add to the list of productions all those that can be formed by deleting a non-empty subset of
{G0, G1, ..., Gp} from the right side.
Step 3: Construct G0 from G1 by deleting. For example, for G1,
S → eSe|ee
S → CD|D|C|λ
C → fCg|fg
C → λ
gets converted into:
D → BDh|Bh
D → λ
B → hB
B → f
Another example, G2 :
S → eSe|ee
S → CD|D|C
C → fCg|fg
gets converted into:
D → BDh|Bh
B → hB
B → f
Do problems 1, 3, 5, 6, 7, 11 on page 212 in the text book.
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2.5.3 Homework and Answers
Page 212 in the textbook.
Give a formula for the language of each of the following grammars.
1.
S → bbSc|H
H → cHdd|cd
Solution: {b2ncmd2m−1en|n ≥ 0,m ≥ 1}.
3.
S → HSKK|HK
H → bH|c
K → Kc|d
Solution: {(b∗c)n(de∗)2n−1|n ≥ 1}.
S → (H)n(K)2n−1
H → b∗c
K → de∗
5. S → bSc|bScc|bSccc|bc. Solution: {bncm|n ≥ 1, n ≤ m ≤ 3n− 2}.
S
bSccc
bScccccc
bbbccccccc
In each exercise, give a context-free grammar for the set of strings described. Exclude the null string
from consideration.
6. {bm+ncmdn|m ≥ 0, n ≥ 1}. Solution:
S → bSd|bTd|bd
T → bT c|bc
7. {bm+ncmdn|m ≥ 1, n ≥ 0}. Solution:
S → bSd|T
T → bT c|bc
11. {(d∗c)m(c∗d)m|m ≥ 2}. Solution:
S → HSK|HHKK
H → dH|c
K → cK|d
2.5.4 Homework and Answers
Page 228 in the text book.
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1. Construct G1 and G2 where G0 is
S → bEf
E → bEc|GGc
G→ b|KL
K → cKd|λ
L→ dLe|λ
Solution: G, K,L can produce λ. G0 is in the text book. G1 is:
S → bEf
E → bEc|GGc|Gc|c
G→ b|KL|L|K|λ
K → cKd|cd|λ
L→ dLe|de|λ
G2 is
S → bEf
E → bEc|GGc|Gc|c
G→ b|KL|L|K
K → cKd|cd
L→ dLe|de
Note that λ = L(G0) and that λ = L(G2).
2.5.5 Parsing
To parse a string means to determine the structural meaning of the string. For example, strings of a high-level
programming language must be parsed to be translated into machine code. We wish to study ambiguities in
formal languages. There are two types of ambiguity:
1. Lexical ambiguity — here a symbol or expression has more than one meaning.
2. Structural ambiguity — a string can be parsed into more than one way, giving it diÿerent meanings.
Formal languages should be free of structural ambiguities. If a context-free grammar is used to describe
the syntax of a language, then a derivation tree can be used to parse a string of the same language. If a
string has more than one derivation tree, then it has more than one structural meaning and is structurally
ambiguous. A context-free grammar is ambiguous if there is a string in the language of the grammar that
has at least two non-isomorphic derivation trees.
Example: S → bS|Sb|c is an ambiguous grammar. See Figure 2.4. Change to
S → bS|A
A→ Ab|c
which is isomorphic.
How can we change an ambiguous grammar into an unambiguous one? One possible solution is to modify
the language. This might be done by adding parenthesis or by changing to prefix notation. Suppose we do
not want to modify the language to remove ambiguities. Then we must try to change the grammar for the
language.
Example: S → bS|cS|bbS|λ is ambiguous. See Figure 2.5. The solution is S → bS|cS|λ.
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Figure 2.4: This figure shows the ambiguous grammar example
Figure 2.5: This figure shows the ambiguous grammar example
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Figure 2.6: This figure shows the ambiguous grammar example
Example: The following is ambiguous
S → B|D
B → bBc|λ
D → dDe|λ
See Figure 2.6. The solution is
S → B|D|λ
B → bBc|bc
D → dDe|de
Result: Some ambiguities in a context-free grammar may not have an unambiguous equivalent. The corre-
sponding language is said to be inherently ambiguous. Some more results:
1. There is no decision procedure to tell whether or not a grammar is ambiguous.
2. There is no decision procedure to tell whether or not a grammar is inherently ambiguous.
3. There is no algorithm for converting an ambiguous context free grammar into an unambiguous one.
For homework, do problems 7, 9, 11, 13, 15 on page 247 in the textbook.
2.6 Regular Languages and Finite Automata
A regular grammar is a context-free grammar in which every production has as its right side either
1. A terminal followed by a non-terminal.
2. A single terminal.
3. λ.
A language is regular if there is a regular grammar for it.
Example: G :
S → cS|bD|λ
D → cD|bS
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Figure 2.7: This figure shows a directed graph
Figure 2.8: This figure shows a one-to-one correspondence
Regular grammars generate strings left to right. A reverse regular grammar is a context-free grammar which
generates strings right to left.
Example: G :
S → Sc|Db|λ
D → Dc|Sb
Notice that L(G) = L(G).
Every regular grammar can be represented by a directed graph in which nodes correspond to non-terminals
and arcs correspond to productions. See Figure 2.7.
Example: G1 :
S → cS|bD|c
D → cD|bS|b
See Figure 2.8. There is a one-to-one correspondence between the walks in the graph and the strings in the
grammar.
A transition graph is a directed graph whose arcs are labelled by characters from an alphabet. One node is
the start node. One or more nodes are accepting nodes indicated by the double circles. The language of a
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Figure 2.9: This figure shows the transition graph for the regular grammar
transition graph is the set of all strings generated by all walks from the start node to the accepting nodes.
Every regular grammar has an equivalent transition graph and every transition graph has an equivalent
regular grammar.
Example: Consider the regular grammar:
S → bS|cS|cD
D → cE
E → cF
F → bF |cF |λ
See Figure 2.9 for the transition graph.
We wish to consider a finite automata which is a language recognition device. A finite automata has a finite
amount of memory. It has as input a string written on an input tape. Its goal is to determine whether the
string is ”acceptable.” A deterministic finite automata consists of:
1. The machine alphabet G. These are the characters which it can read.
2. A finite set of states, K.
3. One element of K called the start state.
4. A subset of K called the accepting states.
5. A transition function t : K × G → K where × is the Cartesian product and t maps T : (state, char)
→ state.
The automata begins in the start state. It reads the leftmost non-blank square on the input tape and pro-
ceeds according to the transition function. Then it goes one square to the right on the input tape. If the
automata halts in an accepting state, the string is accepted; otherwise it is rejected. The language of the
automata is the set of all strings over the machine alphabet that it accepts.
Example: The following defines an automata:
1. Machine alphabet {c, d}.
2. States S,Q,R.
3. Start state S.
4. Accepting state Q.
5. Transition function t :
t(S, L) = t(Q, c) = S
t(S, c) = Q
t(Q, b) = t(R, b) = t(R, c) = R
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2.6.1 Regular Expressions
We will define a general regular expression. Each general regular expression denotes a set of strings. We will
see that every general regular expression corresponds to a regular language. Let α and β be sets of strings.
The concatenation of αβ is given by αβ = {xy|x ∈ α, y ∈ β}.
Example: α = {b, bc, bcb}. β = {c, bb}. αβ = {bc, bbb, bcc, bcbb, bcbc, bcbbb}.
In general, αβ = βα, is not commutative. If α = {λ}, then αβ = β. If α = ∅, then αβ = ∅. If α is a set of
strings, then
1. α0 = {λ}.
2. αn+1 = ααn.
Example: α = {a, b}. α0 = {λ}. α1 = αα0 = {a, b}. α2 = αα1 = {aa, ab, ba, bb}. α3 = αα2 =
{aaa, aab, aba, abb, baa, bab, bba, bbb}.
Let α be a set of strings. The star closure of α is denoted by α∗ and is given by α∗ = ∞n=0 αn =
α0 ∪α1 ∪ α2 · · · . α∗ = G∗ equals to all strings over G.
Example: α = {b, bc}. α∗ = {λ, b, bc, bb, bbc, bc, bb, bbc, bcb, bcbc, ...}.
Definition: Let G be a string alphabet. Then,
1. ∅, {λ}, and {w}w∈G are general regular expressions.
2. If α and β are general regular expressions, then so are:
(a) (α) ∪ (β).
(b) (α) ∩ (β).
(c) (α)− (β).
(d) (α)n.
(e) (α)∗.
Notation: we will write b instead of {b}, c∗ instead of {c}∗ and bc∗d instead of {b}{c}∗{d}. The precedence
of operations is in this order:
1. Star, exponents.
2. Concatenation
3. Union, intersection, and diÿerence.
Rule: parenthesis may be omitted only when operators are in diÿerent classes. For example, α∗β ∩ γ means
(α)∗(β) ∩ γ.
Example: b∗ = {λ, b, bb, bbb, ...} is the set of all strings over {b}.
Example: (b ∪ c)∗ = {λ, b, c, bb, bc, cb, cc, ...}
Example: (a ∪ b)∗a = {a, b}∗{a} is the set of all strings over {a, b} which end in ”a.”
Example: (b ∪ c)∗bbb(b ∪ c)∗ is the set of all strings over {b, c} having ”bbb” as a substring.
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Example: (b ∪ c)∗bbb(b ∪ c)∗ ∩ (b ∪ c)∗ccc(b ∪ c)∗ is the set of all strings over {b, c} containing a substring
”bbb” and a substring ”ccc.”
Example: a∗b∗ is the set of all strings in which all as come before bs.
Example: (aa)∗ = {λ, aa, aaaa, aaaaaa, ...}.
Example: (a ∪ c)b∗ = {a, c, abbb, ..., cbbb, ...}.
Example: Give a regular expression for the set of all strings of as and bs of length exactly three.
(a ∪ b)(a ∪ b)(a ∪ b) = (a ∪ b)3.
Example: (a ∪ b)∗a(a ∪ b)∗a(a ∪ b)∗.
Example: b∗ab∗a(a ∪ b)∗.
Example: (a ∪ b)∗ab∗ab∗.
Theorem: For a formal language L, the following are equivalent:
1. L is regular.
2. L is denoted by a restricted regular expression.
3. L is denoted by a general regular expression.
Some languages are not regular. Take the next three examples.
Example: {anbn|n ≥ 0}.
Example: Any language in which parentheses are used in the usual way.
Example: {wwR|w ∈ G∗} where wR is the reverse of w.
2.6.2 Pushdown Automata
This section describes ”pushdown store” or a stack. There are languages which are not context-free. For
example, {anbncn|n ≥ 0}. The languages can be recognized by Turing machines.
The following are equivalent:
1. Regular grammar.
2. Reverse regular grammar.
3. Transition graph.
4. State graph.
5. Finite automata (deterministic).
Corollary: If L is a language, the following are equivalent:
1. L is regular.
2. L is the language of a transition graph.
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3. L is the language of a state graph.
4. L is the language of a finite automata.
If L1 and L2 are regular languages, then so are L1∪L2 and L1∩L2. Note that G∗−L is the set of all strings
over G which are not in L. This is called the complement of L. A two-way finite automata is an automaton
which can move left and right on the input tape. Result: Every two way automaton has an equivalent
one-way automaton. A two-way automation is not more powerful than a one-way finite automaton.
The test will cover ambiguous grammars (2 or more); grammars: what is regular. Draw transition and state
graphs. Sets. Basic results in Chapter 9 in the textbook.
A transition graph is a state graph iÿ for every node and character in the alphabet, there is exactly one arc
leaving that node labeled with that character. For example, for the input table,
b c
↑ ↑ ↑
S S Q
R is called the dead or trapped state.
c c b c
↑ ↑ ↑ ↑
S Q Q R
The last b is rejected because it is deterministic.
State graphs correspond to finite automaton. There is exactly one arc per character. See Figure 9.2.1
in the textbook. In a non-deterministic finite automata, t is not a function. (Q, b) may have more than
one value or no value at all. If the input string is not accepted, we can not say it should be rejected. A
diÿerent execution with the input string could lead to acceptance. Every transition graph can be seen as
a non-deterministic finite automata. Every non-deterministic finite automata is equivalent to deterministic
finite automata. Every transition graph can be converted to a state graph. The following is an algorithm to
convert a transition graph into a state graph (version 2 only).
Step 1: Begin with state Q1, which corresponds to the start node N1. For each character of G, find the set
of nodes to which there is an arc from N1 labeled with that character. If this set consists of N1 only,
draw an arc from Q1 to Q1 labeled with the character, else add a new state Qi and draw an arc from
Q1 to Qi.
Step i : Check if there is an arc leaving each state node labeled with each character ofG. If so, we are done. Else,
if Qi is a state node with no arc labeled ”w” (w ∈ G) find the set of all nodes to which there is an arc
labeled ”w” from a node of Qi. If there is already a state corresponding to this set, draw an arc from Qi
to that state node and label it ”w” else add a new state node and draw an arc labeled ”w” from Qi to it.
Make a state an accepting state iÿ it corresponds to at least one accepting node in the transition graph.
Example: See Figure 2.10 for the transition graph. See Figure 2.11 for step 1. Many times state graphs
can be simplified by collapsing several states into a single state. See Figure 2.12 for the collapsed graph.
Example: The following push down automata accepts the language {wwr|w ∈ {a, b}∗}. G = {a, b}.
R = {a, b}. K = {S,E}. F = {E}.
t(S, a, b) = (S, a) = push ”a”
t(S, b, λ) = (S, b) = push ”b”
t(S, λ, λ) = (E, λ) = no read
t(E, a, a) = (E, λ) = pop ”a”
t(E, b, b) = (E, λ) = pop ”b”
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This machine must guess when it has reached the middle of the input string and change from state S to
state E in a non-deterministic way. Whenever the machine is in state S, it can choose to either push the
next symbol onto the graph or to switch to state E.
a b b a
↑ ↑ ↑ ↑
S S S S
Decision: can not accept the string, but not the same as reject.
a b b a
↑ ↑ ↑ ↑
S S E E
Changes states only.
For homework, on page 247 in the textbook do problems 7, 9, 11, 13, 15. On page 320, do problems 1 thru
9.
The test will cover ambiguous grammars (2 or more); grammars: what is regular. Draw transition and state
graphs. Sets. Basic results in Chapter 9 in the textbook.
A transition graph is a state graph iÿ for every node and character in the alphabet, there is exactly one arc
leaving that node labeled with that character. For example, for the input table,
b c
↑ ↑ ↑
S S Q
R is called the dead or trapped state.
c c b c
↑ ↑ ↑ ↑
S Q Q R
The last b is rejected because it is deterministic. State graphs correspond to finite automaton. There is
exactly one arc per character. See Figure 9.2.1 in the textbook. In a non-deterministic finite automata, t is
not a function. (Q, b) may have more than one value or no value at all. If the input string is not accepted,
we cannot say it should be rejected. A diÿerent execution with the input string could lead to acceptance.
Theorem: The class of languages accepted by push down automata is exactly the class of context-free
languages.
There are languages that are not context-free. For example, {anbncn|n ≥ 0}. These languages can be
recognized by Turing machines. Final results:
• Finite automata recognize regular languages.
• Push down automata recognize context-free languages.
• Turing machines can recognize all mu-recursive functions and recognize non-context free languages.
For homework, in Chapter 8 on page 247, do problems 7, 9, 11, 13, 15. In chapter 9 on page 308, do problems
11, 12, 13, 15. In Chapter 9 on page 320, do problems 1 thru 9. The final exam will be during Final Exam
week.
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2.7 Homework and Answers
Page 247 in the textbook.
Show that the grammar is ambiguous with two non-isomorphic derivation trees for the same string.
Find an equivalent unambiguous grammar.
7.
S → bSE|λ
E → bE|λ
Solution: {bn|n = 1}. S → bE|λ. E → bE|λ.
S
bSE
bbSEE
bbλEEbbλbE
bbλbb
b4
S
bSE
bλE
bλbE
bλbbE
bλbbbb
b4
9. S → bSc|bSd|bS|λ. Solution: Either S → bSc|bSd|H|λ, H → bH|b or S → bSc|bSd|H, H → bH|λ.
S
bSc
bbSdS
bbbλdc
b3dc
S
bS
bbSc
bbbSdc
bbbλdc
b3dc
11.
S → cS|cSb|Q
Q→ cQc|c
Solution: {cnbm|m ≥ 0, n ≥ 1, n ≤ m}. S → cSb|Q. Q→ cQ|c.
S
cS
ccS
ccQ
ccc
c3
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S
Q
cQc
ccc
c3
13.
S → bSE|λ
E → cE|c
Solution: S → bSc|bHc|λ. H → cH|c.
S
bSE
bbSEE
bbλEE
bbλcEE
bbλccE
bbλccc
b2c3
S
bSE
bbSEE
bbλEE
bbλcE
bbλccE
bbλccc
b2c3
15.
S → bS|bE
E → Ed|Fd
F → bFd|bddd
Solution: {bndm|n ≥ 2,m ≥ 4}. S → bS|bE. E → Ed|Fd. F → bddd.
S
bE
bEd
bEdd
bEddd
bbFdddd
bbbddddddd
b3d7
S
bS
bbE
bbEd
bbEdd
bbEddd
bbFdddd
bbbddddddd
b3d7
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The final exam is on Thursday afternoon from 12:30 to 2:30pm.
2.8 Homework and Answers
Problems on page 308 in the textbook. Do # 11, 12, 13, 15.
In Exercises 1 to 22, draw a transition graph for each set.
11. The set of strings over {b, c} whose length is no greater than 5. Solution: See Figure 2.13.
12. The set of strings over {b, c} whose length is at least 5. Solution: See Figure 2.14.
13. The set of all strings over {b, c} with length at least two, having an even number (possibly zero) of bs.
Solution: See Figure 2.15.
2.9 Homework and Answers
Problems on page 320 in the textbook.
1. Convert Figures 9.1.1, 9.1.3 to 9.1.7 and 9.1.9 to 9.1.11, respectively, into equivalent state graphs.
Solution: Figure 2.16 gives the state graph for Figure 9.1.1. Figure 2.17 gives the state graph for
Figure 9.1.3. Figure 2.18 gives the state graph for Figure 9.1.7 in the textbook. Figure 2.19 gives the
state graph for Figure 9.1.9 in the textbook.
2.10 Handout and Answers
1. Give a regular expression for each of the following languages over the alphabet {a, b}.
a. All strings which at some point contain a double letter (aa or bb). Solution: G = {a, b}. (a ∪
b)∗(aa ∪ bb)(a ∪ b)∗.
b. All strings which do not contain a double letter. Solution: (a ∪ b)∗ − (a ∪ b)∗(aa ∪ bb)(a ∪ b)∗.
Alternatively, (ab)∗ = {λ, ab, abab, ababab, ...}. (Λ ∪ b)(ab)∗(a ∪ Λ).
c. All strings containing exactly three bs. Solution: a∗ba∗ba∗ba∗.
d. All strings that contain the substring aaa or the substring bbb but not both. Solution: (a∪b)∗(aa∪
bb).
2. Describe the languages of the following regular expressions.
a. (a∗b∗)∗.
b. b∗(abb∗)(Λ ∪ a). Solution: Two as not adjacent. Has ab.
c. (ab)∗a. Solution: It has to end in a. λ is not in the set.
d. a(aa)∗(Λ ∪ a)b ∪ b. Solution: a∗b.
e. (a ∪ b)∗a(Λ ∪ bbbb). Solution: It has at least one a. Can end in a or bbbb. Can only be a.
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Figure 2.10: This figure shows the transition graph that needs to be simplified
Figure 2.11: This figure shows step 1 of the simplified transition graph
Figure 2.12: This figure shows the final step of the simplified transition graph
Figure 2.13: This figure shows the solution to problem 11 on page 308 in the textbook
Figure 2.14: This figure shows the solution to problem 12 on page 308 in the textbook
Figure 2.15: This figure shows the solution to problem 13 on page 308 in the textbook
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Figure 2.16: This figure shows the state graph for Figure 9.1.1 to problem 1 on page 320 in the textbook
Figure 2.17: This figure shows the state graph for Figure 9.1.3 to problem 1 on page 320 in the textbook
Figure 2.18: This figure shows the state graph for Figure 9.1.7 to problem 1 on page 320 in the textbook
Figure 2.19: This figure shows the state graph for Figure 9.1.9 to problem 1 on page 320 in the textbook
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Chapter 3
Vector Processing and
Supercomputers
Course: CSCI 584
Place: College of William and Mary
Instructor: J. J. Lambiotte
Timeframe: Fall 1992
Phone: 864-5794, Home: 886-0053
Grading
Homework 10%
Programs 40%
Paper 20%
Exam 30%
Notes:
1. ”Supercomputing” paper due approximately Dec. 1, 1992
2. Two or three programs
3. Final exam take-home — may include programming problem
4. E-mail lambj@jaysum.larc.nasa.gov
Course Summary
Three Paths:
1. Supercomputing concepts (General)
Scalar vs vector vs parallel
Performance measures
Algorithms
Linear equations
Matrix multiplication
Finite diÿerences
2. Supercomputer Specific
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CYBER-205
CRAY-2, CRAY Y-MP
Architecture, performance
Algorithms
3. Programming Experience
Voyager, Sabre
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Figure 3.1: This figure shows the example of solving the problem of a small crack in composite material
3.1 Introduction
A supercomputer is one of a small group of computers accepted to be significantly more powerful than the
vast majority of scientific computers. Supercomputers are characterized by four things:
1. Large, but fast memory.
2. Extraordinarily fast CPU’s.
3. Non-conventional architectures.
4. Expensive machines.
Supercomputers are used to solve problems that cannot be solved using a workstation. Take for example
the composite material research problem on the Cyber 205. See Figure 3.1. How does a small crack de-
velop? Solve the symmetric system of equations Ax = b where A is a positive definite matrix. An algorithm is
1


For i = 1, n
2


At the ith step
Form Li
For j = i+1, i+2, ..., i+b
Add multiples of Li to jth column
It took 1.3 hours at 156 million floating-point operations per second, called megaflops, to solve the
problem. There are three major ingredients:
1. CPU power (65 hours of Cyber 175).
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Figure 3.2: This figure shows an overview of supercomputing
2. Memory = S = Nβ = 270 Mwords.
• Virtual memory machine.
• 8 Mwords of real memory (64 bits per word).
3. Unique architecture.
(a) Column multiplication.
(b) Must deal with thrashing.
See Figure 3.2.
1. Conventional serial computers — Cyber 180.
2. CM-2 (thinking machines) — every processor does the exact same thing.
3. Empty (∅) — most have a scalar unit.
4. Intel IPSC/860 — independent processors.
5. Cyber-205, CRAY-1
6. Empty (∅)
7. CRAY XMP, YMP, CRAY-2, CM-5 — have vectored units that can operate in parallel and scalar units
that can operate in parallel.
Mflops means millions of floating-point operations per second. Stride refers to the ways vectors are
arranged in memory. Register to registers are downloads of vectors to registers to do computations and store
in memory (CRAY-YMP).
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3.2 Vectorizable Task
The following statements characterize a vectorizable task.
1. Repeated computation on a large set of data.
(a) ci = ai + bi, i = 1, ..., 1000.
(b) ci = (ai + bi − 3)/(ei ∗ ei), i = 1, ..., 1000.
(c) Solve 1000 independent sets of tridiagonal equations.
2. Source and result operands must be independent.
1


DO 2 j = 2, N-1
DO 1 i = 2, N-1

A(i,j) = B(i,j) - A(i, j-1) * C(i,j) ’yes, vectorizable
A(i,j) = B(i,j) - A(i-1, j) * C(i,j) ’no, not vectorizable
A(i,j) = B(i,j) - A(i+1, j) * C(i,j) ’yes, vvectorizable
3. Must be able to store the data as a vector. Best performance implies:
(a) Computations are over contiguous locations (or odd strides) — innermost loop is over the first
dimension and there is little or no indirect addressing (e.g. A(I(j)) = · · · ).
(b) The data is referenced in only one direction — data referenced in multiple directions can be a
problem.
3.2.1 Taylor’s Theorem
U (x) = lim
h→0
U (x+ h)− U (x)
h .
Taylor’s Theorem: if U is a function with n+ 1 derivatives existing everywhere in some interval I, and if
x and x+ h are two points in I, then there exists a value z between x and x+ h, z ∈ (x, x+ h), such that
U (x+ h) = U (x) + hU (x) + h
2
2 U
(x) + · · ·+ h
n
n! U
n(x) + U
n+1(z)
(n+ 1)! .
The first order approximation to U (x) is
U (x+ h) = U (x) + hU (x) + h
2U (z)
2! , z ∈ (x, x+ h)
where
U (x) = U (x+ h)− U (x)− h
2U (z)
2! =
U (x+ h) − U (x)
h + e.
U (x) ≈ U (x+ h)− U (x)h .
Say, |U (x)| ≤ m for all x ∈ I. Then,
U (x)−
U (x+ h) − U (x)
h
 ≤
nm
2 .
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A second order approximation is
U (x+ h) = U (x) + hU (x) + h
2U (x)
2! +
h3U (z1)
3! ,
U (x− h) = U (x)− hU (x) + h
2U (x)
2! −
h3U (z2)
6 ,
U (x+ h) − U (x− h) = 2hU (x) + h
3
6 [U
(z1) + U (z2)] .
U (x) = U (x+ h)− U (x− h)2h −
h2
12 [U
(z1) + U (z2)] .
U (x) ≈ U (x+ h)− U (x− h)2h ,
e = h
2
6 m⇒(h
2).
To derive an approximation for U (x) :
U (x+ h) + U (x− h) = 2U (x) + h2U (x) + h
4
24

U4(z1) + U4(z2)

,
U (x) = U (x− h)− 2U (x) + U (x+ h)h2 −
h2
24

U4(z1) + U4(z2)

.
Solutions
To solve U (x) = f(x) on the line (a, b), U (0) = a and U (1) = b, we can use finite diÿerences. Choose n
points on a line.
|----|----|----|----|----|----|-----|----|
n = 9
x=0 x = 1
h = 1n− 1 ,
xi = (i− 1)h,
U (xi) = Ui,
f(xi) = fi,
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Then,
Ui−1 − 2Ui + Ui+1
h2 = fi, at i = 2 to n − 1.
Ui = 0.5(−h2fi + Ui−1 + Ui+1).
Jacobi (use old values):
U (k)I = 0.5(−h2fi + Uk−1i−1 + Uk−1i+1 )
Gauss-Seidel (use latest available information):
U (k)i = 0.5(−h2fi + Uki−1 + Uk−1i+1 )
Gauss-Seidel converges twice as fast.
U (0)(x) = 0.
Show U (x, y) where Uxx and Uyy are partial derivatives.
Uxx + Uyy = U (x+ h, y) + U (x− h, y) − 4U (x, y) +
U (x, y + h) + U (x, y − h)
h2 + e, e =(h
2).
Hint: Using Taylor’s Theorem,
U (x+ h, y) = U (x, y) + hUx(x, y) +
h2
2 Uxx(x, y) +
h3
6 Uxxx(x, y) +
h4
4! Uxxxx(ξ, y), where ξ ∈ (x, x+ h).
We need the above result for Programming Assignment 1.
Cyber 205
6-bits. C = A+ B.
----------------------------------------
| OP | 6-bit | A | --- | B | Z | C | X |
----------------------------------------
256 registers. The descriptor is:
0 15 63
------------
| LT | FWA |
------------
G-bit (0-7):
0 — On— 64 bit arithmetic. Oÿ — 32-bit.
1 — On — control vector operates on 1’s. Oÿ — control vector operates on 0’s.
3 — On — A is a broadcast (not a vector).
5,6,7— Sign control. 10x — use magnitude of elements of A. 11x —make all positive elements negative
in A.
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Example: Compare Z(1;N ) = A(1;N ).LT.B(1;N ).
A

4
3
6
2
9


B

5
−1
4
6
15


→
Z

1
0
0
1
1


→


5
6
15


To obtain the final vector with 3 elements, it is A = B compressed by Z. A(1;num) = Q8CMPRS(B(1;N ),
Z(1;N ), A(1;num)).
Example: C = A merge B by Z, where 0 = use right and 1 = use left.


2
6
3




3
1
9

 by Z


1
1
0
0
0
1


→


2
6
5
1
9
3


Vector Macros
Here are some definitions for vector macros:
1. The adjacent mean cj = aj+1+aj2 .
2. The average cj = aj+bj2 .
3. The delta cj = Aj+1 −Aj .
Example: S = Q8SDOT (A(1;N ), B(1;N )).


a1
a2
...
an

→


an
an−1
...
a2
a1


reverses the vectors.
Example: B = [101, 102, 103, 104]. I = [2, 3, 1, 4]. Scatter B → C using I. C = [103, 101, 102, 104]. Gather
B → C using I. C = [102, 103, 101, 104].
A control store looks like:
-----O----O----O----O----O------
| | | | | | |
| . | | | | |
| | | | | | |
| | \./ | | | |
| | | | | | |
| | | | \./ | |
| | | \./ | | |
| \|/ | | | \|/ |
-----O---------O---------O------
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A bit-vector looks like:
-----O----O----O----O----O------
| | | | | | |
| * | | | | |
| | | | | | |
| | * | | | |
| | | | | | |
| | | | * | |
| | | * | | |
| | | | | | |
-----O----O----O----O----O------
Consider the computation aij = bi − bij−1 which is at the interior. The term aij is at the boundary.
Example: LT = N∗M−2∗N−2. T (2, 2;LT ) = B(2, 2;LT )−B(2, 1;LT ). A(2, 2;LT ) = Q8KTRL(T (2, 2;LT ),
BT (2, 2;LT ), A(2, 2;LT )) where BT (2, 2;LT ) A(2, 2;LT ) = B(2, 2;LT )−B(2, 1;LT ).
3.2.2 Homework
Problem 1: Use Jacobi and Gauss-Seidel methods to solve as eciently as possible the following PDE:
Uxx + Uyy = f(x, y, U ) at the interior points and with the boundary conditions:
U (0, y) = 0, U (1, y) = y4 − y − 3
U (x, 0) = −3x2, U (x, 1) = x− 4x2
where f(x, y, U ) = 12y2x− 2(y+ 3)U (x, y) and U (x, y) = U ((i− 1)h, (j− 1)h) .= Uij . Develop the equations
specifically for n = 32 (h = 1/31). Using U0(x, y) = xy at the interior as the initial estimate, consider the
solution converged when:
max
i,j

Ukij − Uk−1ij
Uk−1ij
 < 
where  = 10−6.
Programming notes:
1. Put an iteration limit of 5,000 in the program.
2. In computing f(x, y, U ), use the old value for U in both algorithms.
3. At convergence, print out:
(a) Maximum error.
(b) Uii for i = 1, 32 (6F13.6 format) and
32
i=1 Uii and sum the 32 numbers.
(c) The total CPU time and time per iteration for each algorithm where the CPU time includes only
the iteration step (not the error calculation or the initialization).
4. Vectorize to the fullest extent.
5. Run on both Voyager and Sabre, and then turn in a listing of your programs and output along with a
description of the problem and analysis of the results. Which ran faster? Why?
6. The exercise is due October 19, 1992.
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Figure 3.3: This figure shows two graphs of the problem size n versus the timing t(n).
Solution Timing
1. F (n) = f(n)n¯ = 4n(23n).
T (n) = 2nτ (52 + n¯4 ) + τn(116 + n¯) =
τn(104 + n¯2 + 116 + n¯) =
τn(220 + 23 n¯) =
3
2nτ (146 + n¯) =
(4n)38τ (146 + n¯)⇒
r∞ = 1τα = 83 (50) = 133,
where n¯ 1
2
= 146⇒ n 1
2
= 32 (146) = 216.
2. For F (n) = 2n, :
n t(n) nsecs t(n)2
100 2660 1330
300 4660 2330
t(n) = αmτ (C + n). t(n)m = ατ (C + n) = r−1∞ (C + n). C = n 12 . See Figure 3.3. It shows two graphs of
the problem size n versus the timing t(n). r∞ = 20010000×10−9 = 200 mflops. C = A+BS ⇒ F (n) = 2n.
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Instruction Issue First Result Last Result
Load B 0 35 34 + L
Load A 34+L 69+L 68+2L
Multiply B*S 35+L 58+L 57+2L
Add A+B*S 68+2L 91+2L 90+3L
Store C 90+3L 125+3L 124+4L
On the Cray-2, T = τ (LSU + n64(124 + 4(64))) = τ (LSU + 6n) = 6τ (LSU6 + n) = 2(3)τ (LSU6 + n) ⇒
r∞ = 1τα = 13(240) = 80 mflops on the Cray-2. n 12 =
400
6 .
On the Cray-YMP with chaining and piping,
Instruction Issue First Result Last Result Comment
Load B 0 20 19 + L 2 load pipes
Load A 1 21 20+L 2 load pipes
Multiply B*S 20 33 32+L chaining
Add A+B*S 33 45 44+L chaining
Store C 45 65 64+L store pipe
T = τ (LSU + n64(64 + 1 ∗ 64)) = τ (LSU + 2n) = 2τ (LSU2 + n) = 2(1)τ (200 + n) ⇒ n 12 = 200, r∞ =
1
τα =
(1)(166) = 166 mflops.
A tri-diagonal matrix set-up looks like this Dx = B :
D

. . .
. . .
. . .
. . .


x


=
B



Dim D(N), X(N), B(N). B(1; N) = D(1; N) * X(1; N).
A four-diagonal matrix looks like this Ax = B :
A

x11 x14
. . . . . . 0
. . . . . .
0 . . .


x


=
B



where


b1
b2
↓
bn

 =


a11
a22
↓
ann




x1
x2
↓
xn

+


a14
a25
↓
an−3,n




x4
x5
↓
xn


D(n,2). b(1; n) = D(1, 1; N)*X(1; N). b(1; n-3) = D(1, 2; N-3) * x(4; N-3) + b(1; N - 3).
Solution Iterative Methods
Solve Au = b. Write A = L+D +R where L equals to a strictly lower diagonal matrix, D equals to a main
diagonal matrix, and R equals to a strictly upper diagonal matrix. The Jacobi equation is DUk+1 = (−L−
R)Uk+b⇒ Uk+1 = D−1[−L−R)Uk+b]. The Gauss-Seidel equation is (L+D)Uk+1 = −RUk+b⇒ Uk+1 =
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Figure 3.4: This figure shows a conceptual view of the Poisson equations.
(L+D)−1 [−RUk+b]. The Poisson equation is Uxx+Uyy = f(x, y). Ui−n+Ui−1−4Ui+Ui+1+Ui+n = h2fi.
See Figure 3.4.
A =


C I
I C I
I C I
I
I C


.
C =


−4 1
1 −4 1
1 −4 1
1 −4 1
.. . . . . . . .
1 −4 1
1 −4


.
For the Jacobi method, Uk+1 = D−1[−LUk − RUk + b] where D−1 is just another diagonal matrix.
D = −4I ⇒ D−1 = −14I. −L,−R are diagonally stripped. Therefore, (n2). Store as coeffs(N,N, 5)
or as (N ∗N, 5).
For the Gauss-Seidel method, (L +D)Uk+1 = −RUk + b = r. ri = Uki+1 + Uki+n + h2fi.


D1 0
L2 D2
L3 D3
. . . . . .
Ln Dn




U1
U2
U3
...
Un


=


r1
r2
r3
...
rn


,
where Li = I. D1Uk+11 = r1 ⇒ Uk+11 = D−11 r1. L2Uk+11 + D2Uk+12 = r2 ⇒ D2Uk+12 = r2 − L2Uk+11 .
Uk+12 = D−12 [r2 − L2Uk+11 ]. So,


−4
1 −4
1 −4




Uk+11
Uk+12
Uk+13

 =


r1
r2
r3

 .
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Uk+11 = r1−4 . −4Uk+12 = r2 − Uk+11 . Uk+12 = −14(r2 − Uk+11 ). r ← RUk + b⇒(n2). r2 − L2Uk+11 ⇒(n).
D2Uk+12 equals to the recursive part which is also the right-hand side.
Red and Black or Checker Board Ordering
Consider the grid:
O O O O O O O
22 47 23 48 24 49 25
-------
O O O O O | O | O
43 19 44 20 45 | 21 | 46
| |
------- ------
O O O O | O O O |
15 46 16 41 | 17 42 18 |
| |
------ ------
O O O O O | O | O
36 12 37 13 38 | 14 | 39
-------
-------
O O O | O | O O O
8 33 9 | 34 | 10 35 11
------- -------
O O | O O O | O O
29 5 | 30 6 31 | 7 32
------- -------
O O O | O | O O O
1 26 2 | 27 | 3 28 4
-------
n2
2
n2
2

x x
x x

(L +D)Uk+1 = −RUk + b has the matrix form:

D1 0
L2 D2
 
Uk+11
Uk+12

=

r1
r2

.
D1Uk+11 = r1 ⇒ Uk+11 = D−11 r1. D2Uk+12 = r2 − L2Uk+11 . Uk+12 = D−12 [r2 − L2Uk+11 ]. All vectors vectorize
in the Gauss-Seidel method. The convergence rate is slower.
An alterate ordering to improve convergence is to do a diagonal ordering.
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

.
.
.
16
11 17
7 12 18
4 8 13 19
2 5 9 14 20
1 3 6 10 15 21 . . .


L+D +R. Uk+11 = D−11 ri ⇒(n2 ). D2Uk+12 = r2 − L2Uk+11 , and so on to Uk+1n .
Fortran Code
This is the FORTRAN 77 code on the CRAY for the Jacobi matrix.
1


parameter (n = 32, h = 1./(n-1), eps = 1.e-6, itmax = 8000)
dimension uold(n, n), u(n, n), hf(n, n)
hsq = h*h
2


do 2 j = 1, n
y = (j-1)*h
3


do 1 i = 1, n
x = (i-1.) * h
uold(i, j) = x * y
1 continue
uold(n, j) = y*y*y*y - y - 3.
2 continue
4


do 3 i = 1, n
x = (i - 1)*h
uold(i, 1) = -3.*x*x
uold(i, n) = x - 4.*x*x
3 continue
c write (6, 10) uold
101 format (8e12.4)
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1


c begin iteration
cpu = 0.
numits = 0
200 continue
t1 = second()
numits = numits + 1
if (numits .gt. itmax) stop
5


do 15 j = 2, n-1
y = (j-1)*h
ysq = y*y
6


do 15 i = 2, n-1
x = (i-1)*h
hf(i, j) = -hsq*(12.*ysq*x - 2.*(y + 3.)*uold(i, j))
u(i, j) = .25*(hf(i, j) + uold(i, j-1) + uold(i, j+1) + uold(i+1, j) + uold(i-1, j))
15 continue
cpu = cpu + second() - t1
num = 0
diÿmax = 0.
7


do 7 j = 2, n-1
8


do 6 i = 2, n-1
diÿ = (u(i, j) - uold(i, j)) / uold(i, j)
diÿ = abs(diÿ)
uold(i, j) = u(i, j)
if (diÿ .gt. diÿmax) diÿmax = diÿ
if (diÿ .gt. eps) num = num + 1
6 continue
7 continue
1


if (mod(numits, 100) .eq. 1) write (6, 100) num, diÿmax
100 format (/i5, e12.4)
c stop
if (num .gt. 0) go to 200
write (6, 110) numits
ave = cpu / numits
write(6, 115) cpu, ave
115 format (/’ total time, time per iteration ’, 2e12.4/)
write (6, 101) uold
call check (uold, n, h)
stop
110 format (////’ convergence, its = ’,i6///)
end
This is the FORTRAN 77 code on the CRAY for the Gauss-Seidel matrix.
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1


parameter (n = 32, h= 1./(n-1), eps = 1.e-6, itmax = 5000)
dimension uold(n, n), u(n, n), hf(n, n)
hsq = h*h
2


do 2 j = 1, n
y = (j-1)*h
3


do 1 i = 1, n
x = (i-1)*h
uold(i, j) = x*y
1 continue
uold(n, j) = y*y*y*y - y - 3.
uold(1, j) = 0.
u(n, j) = uold(n, j)
u(1, j) = 0
2 continue
1


4


do 3 i = 1, n
x = (i-1)*h
uold(i, 1) = -3.*x*x
uold(i, n) = x - 4.*x*x
u(i, 1) = uold(i, 1)
u(i, n) = uold(i, n)
3 continue
write(6, 101) uold
101 format (8e12.4)
1


c begin iteration
cpu = 0.
numits = 0.
200 continue
t1 = second()
numits = numits+1
if (numits .gt. itmax) stop
5


do 15 j = 2, n-1
y = (j - 1)*h
ysq = y*y
6


do 15 i = 2, n-1
x = (i-1)*h
hf(i, j) = -hsq*(12. * ysq*x - 2.*(y + 3.)*uold(i, j))
u(i, j) = .25*(hf(i, j) + u(i, j-1) + uold(i, j+1) + uold(i+1, j) + u(i-1, j))
15 continue
cpu = cpu + second() - t1
num = 0
diÿmax = 0.
7


do 7 j = 2, n-1
8


do 6 i = 2, n-1
diÿ = (u(i, j) - uold(i, j)) / uold(i, j)
diÿ = abs(diÿ)
uold(i, j) = u(i, j)
if (diÿ .gt.diÿmax) diÿmax = diÿ
if (diÿ .gt.eps) num = num + 1
6 continue
7 continue
3.2. VECTORIZABLE TASK 119
1


if (mod(numits, 100) .eq. 1) write (6, 100) num, diÿmax
100 format (/15, e12.4)
c stop
if (num .gt. 0) go to 200
write (6, 110) numits
ave = cpu/numits
This is the modified and vectored Fortran 77 code for the Gauss-Seidel matrix.
1


parameter (n = 32, h = 1./(n-1), eps = 1.e-6, itmax = 5000)
dimension uold(n, n) u(n, n) hf(n, n)
dimension t(n)
hsq = h*h
2


do 2 j = 1, n
y = (j - 1)*h
3


do 1 i = 1, n
x = (i - 1)*h
uold(i, j) = x*y
1 continue
uold(n, j) = y*y*y*y - y - 3.
uold(1, j) = 0.
u(n, j) = uold(n, j)
u(1, j) = 0.
2 continue
1


4


do 3 i = 1, n
x = (i - 1) * h
uold(i, 1) = -3.*x*x
uold(i, n) = x - 4.*x*x
u(i,1) = uold(i, 1)
u(i, n) = uold(i, n)
3 continue
c write (6, 101) uold
101 format (8e12.4)
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1


c
c
c begin iteration
c
cpu = 0.
numits = 0
200 continue
t1 = second()
numits = numits + 1
if (numits .gt. itmax) stop
5


do 15 j = 2, n-1
y = (j - 1)*h
ysq = y*y
6


do 14 i = 2, n-1
x = (i-1)*h
hf(i, j) = -hsq*(12.*ysq*x - 2.*(y + 3.)*uold(i, j))
t(i) = hf(i, j) + u(i, j-1) + uold(i, j+1) + uold(i+1, j)
14 continue
c do the scalar part separately
7


do 40 i = 2, n-1
u(i, j) = .25*( t(i) + u(i-1, j))
40 continue
15 continue
cpu = cpu + second() - t1
1


num = 0
diÿmax = 0.
8


do 7 j = 2, n-1
9


do 6 i = 2, n-1
diÿ = ( u(i, j) - uold(i, j) / uold(i, j)
diÿ = abs(diÿ)
uold(i, j) = u(i, j)
if (diÿ .gt. diÿmax) diÿmax = diÿ
if (diÿ .gt. eps) num = num + 1
3.3 Scalar versus Vectors
1. Huge disparity in performance (scalar / vector).
2. Programs, algorithms, database design more closely related to the architecture.
3. More sensitivity to compiler eciency.
A vector operation is a hardware instruction in which source and result operands are streams of data (vec-
tors). Pipelining and separating the functional unit helps. A vectorizable computation is one that can be
carried out eciently with vector operations. A vector is a collection of data which qualify as operands in
a vector operation (instruction). In the Cyber 205, data is stored contiguously in memory. In the Cray-2, a
collection with stride that is not a multiple of 128 is a vector. See Figures 3.5 and 3.6.
On the EDSAC-1 in 1949, a minor cycle equals 2µs or 2 × 103n seconds. The peak speed equals 100 ops
/ sec. On the Cray-2, τ = 4.1 nsec and r∞ = 400 mflops. 2000 nsecs4.1 = 500−fold increase in speed.
400×106
100 = 4× 106 increase in peak performance due to architecture built by designers.
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Figure 3.5: This figure shows the Cyber 205
Figure 3.6: This figure shows a graph of N versus r.
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• Overlap:
1. Broad scale
(a) Overlap CPU and I/O activity
(b) Multiprogramming
(c) Independent functional units
2. Finer scale
(a) Pipelining — CPU, memory fetch process, instruction decoding
• Replication:
1. Multiple functional units (pipelines)
2. Multiple CPU’s
History of Parallelism in Computing
1949 EDSAC — University of Cambridge. First stored program computer. Bit serial. Took 32 cycles to
add two 32-bit quantities.
1952 IBM 701 — First parallel arithmetic — electrostatic cathode ray tube storage.
1955 IBM 704 — First magnetic core memory. First floating point hardware.
1955 IBM 709 — Re-engineered 704 with I/O channel. Worked independent of CPU.
1962 ATLAS — University of Manchester. Complex operating system including multiprogramming and
virtual memory. Had banked memory and multiple functional units.
1964 CDC 6600 — Seymour Cray. Lots of parallelism. Ten functional units. Ten peripheral processors
(early example of parallel processing). Thirty two banks of memory. Look-ahead instruction fetch and
decode. Significant market impact.
Vector Computers:
1964 CDC STAR-100 computer — 100 Mflops for long vectors, but slow scalar, short vector, and non-unit
stride. Only three made. Virtual memory (0.5 Mwd) 40 nsec cycle. Multiple pipes (Langley received
2-pipe machine in 1977). Memory to memory.
1980 CYBER-203 — Electronic memory (1Mwd). Separate scalar unit increased scalar speed by six and
improved non-unit stride.
1984 CYBER-205 — Halved minor cycle speed. Increased speed by 4 on some instructions and introduced
linked triad that could achieve 800 Mflops. Reduced startup times.
1976 CRAY-1 — Register to register. 12.5 nsec cycle. Single load / store. Pipe a negative. Better vectoring
software than CDC.
1980 CRAY-XMP — Redesigned CRAY-1 (Steve Chen). Multiple ports. Automatic chaining. Multiple
CPU’s. 8.5 nsec cycle.
1985 CRAY-2 — Huge memory gain compared to the CRAY-1 (256Mwds but slow). 4.1 nsec cycle.
1989 CRAY-YMP — Faster than the CRAY-XMP (6 Nsec). Up to 8 CPU’s and 128 Mwds.
1992 CRAY C-90 — Up to 16 processors. 4 clocks. 4 results / clock.
Parallel Computers:
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1970 Illiac IV
1988 Intel IPSC/860 — CRAY on a chip. MIMD CM-2. 65,000 1-bit processors. SIMD.
1992 Intel Paragon — Mesh routing. 25% faster chip. CM-5. Full processors. SIMD and MIMD capability.
Vector units. Kendall square. Shared memory paradigm.
1993 CRAY, Convex, et al.
3.3.1 Linear Algebra
Compute b¯ = Ax¯ where matrix A is an n× n matrix and b¯, x¯ are n × 1 vectors.
A =


a11 a12 a13 · · · a1n
a21 · · · · · · · · · a2n
...
...
an1 · · · · · · · · · ann

 , X¯ =


x1
x2
...
xn

 , b¯ =


b1
b2
...
bn

 .
aij resides in the ith row of the jth column in matrix A. The inner-product (also called the dot product) of
vectors a¯ and b¯ is defined as < a¯, b¯ >= a1b1 + a2b2 + · · ·+ anbn =
n
j=1 ajbj. The notation b = Ax means
bi =
n
j=1
aijXj = < ith row of A, x¯ > .
Example: Let n = 3. Then, for the equations b = Ax,


b1
b2
b3

 =


a11
a21
a31




x1
x1
x1

+


a12
a22
a32




x2
x2
x2

+


a13
a23
a33




x3
x3
x3


is the inner-product formation. The outer-product uses vector multiplication and vector addition. See Figure
3.7.
For the system of equations Ax = b, solve for x¯. The solution is x = A−1b. We can factor A = LU which is
called LU factorization where
L =


1 0 0 0 · · · 0
l21 1 0 0 · · · 0
l31 l32 1 0 · · · 0
. . . . . .
... . . .
ln1 ln2 ln3 · · · · · · 1


, U =


u11 u12 · · · · · · u1n
u22 · · · · · · u2n
. . . . . . u32
... u2n
unn

 .
LUx = b. L(Ux) = b. Ly = b where y = Ux. The forward solve is y1 = b1. l21y1 + y2 = b2 ⇒ y2 = b2− l21y1.
l31y1+ l32y2+ y3 = b3 ⇒ y3 = b3− l32y2− l31y1. The back-solve is x3 = y3u33 . x2 =
y2−u23x3
u22 . It takes (
2
3n3)
to compute L and U. Therefore, for the forward solve (n2) and for the back-solve (n2). To compute the
inverse of the matrix (2n3)→(2n2).
A tridiagonal matrix looks like:
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Figure 3.7: This figure shows a diagram of the timing of serial, piped, and parallel computers.


x x
x x x 0
x x x
x x x
x x x
. . . . . . . . .
x x x
0 x x x
x x


=


1
x 1 0
x 1
x 1
x 1
x 1
.. . . . .
0 x 1
x 1




x
x x 0
x x
x x
x x
x x
. . . . . .
0 x x
x x


.
Decomposition proof. Let
A =


a11 a12 a13
a21 a22 a23
a31 a32 a33

 = A(1).
lij = aijaji form:
1. l21 = a21a11 . Replace row 2 by row 2 minus l21 times row 1.
2. l31 = a31a11 . Replace row 3 by row 3 minus l31 times row 1.
A(2) =


a11 a12 a13
0 a(2)22 a
(2)
23
0 a(2)32 a
(2)
33


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3. l32 = a
(2)
32
a33 . Replace row 3 by row 3 minus l32 times row 2.
A(3) =


a11 a12 a13
0 a(2)22 a
(2)
23
0 0 a(3)33


= U.
L =


1 0 0
l21 1 0
l31 l32 1

 .
We wish to do the following:
(a) Multiply a row of matrix A by a scalar (scale row).
(b) Replace a row of matrix A by itself minus another scaled row.
Then,
(a) Performing the above operations on the unit matrix.
(b) Pre-multiplying matrix A by that matrix.
Example: Let matrix A be
A =


1 2 1
4 1 2
2 0 3


Compute row 3 ← row 3 −2∗ row 1. (0 − 4 1)← (2 0 3)− 2(1 2 1).
I3 =


1 0 0
0 1 0
0 0 1

→


1 0 0
0 1 0
−2 0 1

 = I3.
Then,
I3A =


1 0 0
0 1 0
−2 0 1




1 2 1
4 1 2
2 0 3

 =


1 2 1
4 1 2
0 −4 1

 .
Define
L21 =


1 0 0
−l21 1 0
0 0 1

 , L31 =


1 0 0
0 1 0
−l31 0 1

 .
L31(L21A)→


a11 a12 a13
0 a(2)22 a
(2)
23
0 a(2)32 a
(2)
33


,
126 CHAPTER 3. VECTOR PROCESSING AND SUPERCOMPUTERS
L31(L21) =


1 0 0
−l21 1 0
−l31 0 1

 = L1.
L32 =


1 0 0
0 1 0
0 −l32 1

 = L2.
L2L1A = U. A = L−11 L−12 U. If
L1 =


1 0 0
−l21 1 0
−l31 0 1


Then, the inverse of L1 is
L−11 =


1 0 0
l21 1 0
l31 0 1

 .
L−11 L−12 =


1 0 0
l21 1 0
l31 l32 1

 .
Therefore, A = LU.
3.3.2 Decomposition
Decomposition of matrix A where Ax = b and A = LU. The forward solve is Ly = b. The back-solve is
Ux = y.
1. Forward solve.
2. Do forward solve with decomposition.
Ax = b,
L1A→ A(2), L1Ax = L1b,
L2A(2)x = L2(L1b),
Ux = b.
No extra storage is needed. Place the lijs in the lower part of the new matrix.


a11 a12 a13 a14
l21 a22 − l21a12 a23 − l21a13 a24 − l21a14
l31 a32 − l31a12 a33 − l31a13 a34 − l31a14
l41 a42 − l41a12 a43 − l41a13 a44 − l41a14


We can define one vector as


l21
l31
l41

 =


a21
a31
a41

 .
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n−1 vector subtractions and n−1 vector multiplications are needed. Pivot the row with the largest number
in a column. The vector syntax for the Cyber-205 is A(FWA, LT) where FWA means first word address,
A(FWA) is a vector name, and LT is the length of the vector. For example, A(1, 1; 4) is the first column of
matrix A.
A =


1, 1 1, 2 1, 3 1, 4
↓ ↓ ↓ ↓
↓ ↓ ↓ ↓
4, 1 4, 2 4, 3 4, 4

 .
A(1, 2; 8) is the middle two columns or k := 2, N = 4, A(1, k; 2 ∗N ). Look at the forward solve Ly = b.


1 0 0 0
l21 1 0 0
l31 l32 1 0
l41 l42 l43 1




y1
y2
y3
y4

 =


b1
b2
b3
b4

 .
1. Without storing solutions in b¯ but in y¯ :


y1
y2
y3
y4

 =


b1
b2 − l21y1
b3 − l31y1 − l32y2
b4 − l41y1 − l42y2 − l43y3


2. Scalar codes:
1


DO 2 i = 2, N-1
S = B(i)
2

DO 1 j = 1, i-1
1 S = S - A(i,j) * B(j)
C S is now y(i)
2 B(i) = S
3. Vector code:
1


DO 1 i = 2, N
LT = N - j + 1
B(i; LT) = B(i; LT) - A(i,i-1; LT) * B(i-1)
1 Continue
3.3.3 Homework
Let
A =


6 3 −3 6
2 7 2 5
2 4 5 1
−4 4 1 −1

 , b =


0
−3
3
7

 .
What are L, U, and x? Write Ux = y code in three steps mentioned in class for the back-solve. Write the
code for Gaussian elimination (no three steps involved) decomposition methods.
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Figure 3.8: This figure shows storing results in memory for the linked triad example.
3.4 Cyber 205
Memory:
• 32 mwds (64 bit).
• Virtual memory.
• Small page — 512 wds.
• Large page — 65K words (128 sm pgs).
The virtual memory never worked as they would like. The virtual memory is bit addressable. It has super-
word access (8 × 64 bits) = super-word = 512. Some comments on the CPU speed:
• Memory to memory vectors.
• Vector ⇔ consecutive locations.
• Register to register scalars (256 scalar registers).
• 20 nanosec cycle time (τ ). 1τ = 50 million cycles / second.
• 1, 2 or 4 pipes each returning one result per cycle with the exception of linked triad. See Figure 3.8.
The following equations give an example of linked triads.
V3 = V1 + S ∗ V2
V3 = S + V1 ∗ V2
V3 = S ∗ (V1 + V2)
Example: An example of a linked triad. 4 pipes → 200 mflops. 32 bit → 200× 2. Linked triad → 200× 2.
Therefore, 800 mflops is the peak speed.
Example: Assume 11 functional units. τ = 20 nsecs. One result each, 10 nsecs → 100 mflops. Must get 4
operands to the CPU or 1 operand per 5 nsecs ⇒ bandwidth 200 mwds / sec. One result per 10 nsecs ⇒
100 mwrd / sec. A super-word has 512 bits = 8 words / cycle or 1 word / 2.5 nsec = 400 mwds / sec ⇒
bandwidth is sucient to support the computation.
A(1) A(2) ...... A(8)
32 banks \ | | |
512 | | |
16 stacks / | | |
| | |
Stack Stack Stack
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Figure 3.9: This figure shows the memory for approximating division on a Cray.
On the Crays, estimates of division are used. The Newton iteration is performed.
f(x + h) = f(x) + hf (x) +(h2) = f(x) + hf (x).
Choose h such that x1 = x+ h satisfies f(x1) = 0. So, 0 = f(x1) = f(x) + (x1 − x)f (x), x1 = x0 − f(x0)f (x0) .
Suppose f(x) = b− 1x . f(x1) = 0 = b− 1x1 . xi =
1
b . f (x) = 1x2 .
x1 = x0 −
(b− 1x0 )
1
x20
= x0 − bx20 + x0 = x0(2− bx0).
To compute a/b :
1. Get an approximation to 1/b(x0).
2. v1 = 2− b ∗ x0.
3. v2 = v1 ∗ x0 (x1 = 1/b to ∼ 48 bits).
4. v3 = a ∗ v2.
Example: Find
√
b. Solution: f(x) = b− 1x2 . f(x1) = 0⇒ x1 = 1√b . Assume x0 =
1√
b . f
(x) = 2x3 .
x1 = x0 −
b− 1x20
2
x30
= 32x0 −
x3b
2
where the last two terms are approximations provided by the Cray-2.
Compute 64i=1 ai. See Figure 3.9. A(i + 8) + S(i) → Si+8, i = 1, 56, ...
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Figure 3.10: This figure shows a comparison of two machines A and B.
a9 + S1 → S9, (a9 + a1)
a10 + S2 → S10, (a10 + a2)
...
a16 + S8 → S16, (a16 + a8)
a17 + S9 → S17, (a17 + a9 + a1)
...
a24 + S16 → S24, (a24 + a16 + a8)
a25 + S17 → S25, (a25 + a17 + a9 + a1)
...
S57 = a57 + a49 + a41 + · · ·+ a1
S58 = a58 + · · ·+ a2
...
S64 = a64 + a56 + · · ·+ a8
Therefore, the problem is reduced to summing eight numbers S57 to S64.
3.4.1 Performance Analysis
The computing rate is r(n) = mflopssec = number of floating-point operations divided by time. If f(n) defines
the number of operations, then r(n) = f(n)t(n) . r∞ = limn→∞ r(n) = limn→∞
f(n)
t(n) tells how fast the machine
can go (under the best circumstances is assumed). n 1
2
= vector length at which the machine achieves 12 of r∞.
Consider Figure 3.10. Which machine is better, A or B? We would want machine A if large vector lengths
are going to be used. We would want machine B if short vector lengths are anticipated.
3.4.2 Linked Triad Example on the Cyber 205
T (n) = τ

83 + n2

, τ = 20× 10−9 sec. f(n) = 2n
r(n) = 2n× 10
−6
20× 10−9(83 + n2 )
= 200n166 + n.
lim
n→∞
r(n) = lim
n→∞
200n
166 + n =
200
0 + 1 = 200.
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Solve for n 1
2
.
200n
166 + n = 100,
200n = 16600+ 100n,
n 1
2
= 166.
The vector length must be at least 166.
Suppose F (n) = mn for vector length n. T (n) = τ (S + α(mn)) = ταm(C + n), where C = Sαm . r(n) =
F (n)
T (n) = mnταm(C+n) = nTα(C+n) . limn→∞ nTα(C+n) = 1τα . α is a constant that is a function of the hardware
used. nτα(C+n) = 12τα , where n = C+n2 ⇒ n = C.
Example: f(n) = 2n ⇒ m = 2. T (n) = τ (83 + n2 ) = τ2 (166 + n) = 2τ4 (166 + n). Therefore, α = 12 .
r∞ = 1αT = T
−1
α = 4τ−1.
Example: For the Cyber 205, τ = 20 nsec and T−1 = 50 mflops.
Example: For the Cray, τ = 6 nsec and T−1 = 166 mflops.
Example: For the Star, τ = 60 nsec and T−1 = 25 mflops.
Example: For the vector divide problem on the Cyber 205, let T (n) = τ

80 + n0.25

. f(n) = n = (1)(n)⇒
m = 1. τ (80 + 4n) = 4τ (20 + n)⇒ n 1
2
= 20⇒ r∞ = τ
−1
α = 504 = 12.5
Example: For the inner-product problem on the Cyber 205, where vector one is gathered from a row of an
array, the procedure is to:
1. Gather data of length n.
2. Calculate the inner-product.
Step 1 takes T = τ

39 + n0.8

amount of time. Step 2 takes T = τ (116 + n) amount of time. f(n) = 2n⇒
m = 2.
T (n) = τ

39 + 54n+ 116 + n

= τ (115 + 94n) =
9
4τ
155
9/4 + n

⇒
C = n 1
2
= 4(155)9 = 69,
9
8(2)τ
155
9/4 + n

where α = 98 , m = 2, and C = 69.
r∞ =
8
9

50 = 44 mflops.
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Average Vector Lengths
Theorem: A series of k similar vector operations, whose average vector length is n¯, has the same performance
as if all k vector operations were of length n¯. Prove that T = τk

S + kL

. Proof:
T = τ
k
i=1
S + niL = TkS +
τ
L
k
i=1
ni = τk

S + kL
k
i=1
ni
k

= τk

S + n¯L

.
Identities
1. nk=1 k = n(n+1)2 .
2. nk=1α = nα.
3. nk=1 k2 =
n(n+1)(2n+1)
6 .
Determine the average vector length n¯ in Gaussian elimination. The average vector length is
 vector lengths
vector instructions = n¯.
1


FOR j = 1, n-1
2

FOR i = j+1, n
Lij = aij/aii → aij
1


FOR k = j+1, n (modify column k)
2

FOR i = j+1, n
aik = aik − Lij ∗ ajk (linked triad)
At the jth step, have n− j linked triads of length n− j.
n¯ =
n
j=1(n− j)(n − j)n−1
j=1 (n− j)
=
n
j=1(n2 − 2nj + j2)n−1
j=1 (n− j)
= n
3 − 2n(n)(n+1)2 +
n(n+1)(2n+1)
6
n(n− 1)− n(n−1)2
= 
n3
3
n22
=
2
3n

.
Example: Suppose f(n) = mn. T (n) = τ (S + αmn) = αmτ (C + n) where C = Sαm . r∞ = 1τα . n 12 = C.τ = 4.1 nsec for the Cray-2. τ = 6 nsec for the Cray-YMP.
Example: Suppose the operation count is F (n) = f(n)n¯. T (n) = τ (S+αf(n)n¯) = αf(n)τ (C+n¯). r∞ = 1τα .
n 1
2
= C. n 1
2
is the value of n¯ which you get 12 of r∞. r∞ = 1τα .
Example: Suppose we have n vector adds each of length n on a two pipe Cyber-205. F (n) = n2. n¯ = n.
f(n) = n. Suppose T4 = τ

50 + n2

. T = nτ

50 + n2

= n2 τ (100 + n) = n
1
2

τ (100 + n). α = 12 . Then,
r∞ = 1τα = 2τ = 100 mflops. n 12 = 100.
Example: 2n2 flops using 4n vector adds of one length n2 . What is r∞? And for what problem size n do
we get half performance? F (n) = 2n2 = (4n)n2 . T (n) = 4nτ (50 + n¯2 ) = 2nτ (100 + n¯) = (4n)12τ (100 + n¯).
n¯ 1
2
= 100. r∞ = 2τ = 100. The problem size should be n = 200.
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3.4.3 Homework
Use 64-bit numbers.
1. Inner-product on Star-100, T = τ (100 + 4n), τ = 40 nsecs. Solution: The inner-product on the Star-
100, T (n) = τ (100 + 4n), τ = 40 nsec. F (n) = 2n. T (n) = 4τ (25 + n) = 2(4)τ (25 + n) ⇒ n 1
2
= 25⇒
r∞ =
 1
τ
 1
2

= 12.5 mflops.
2. Vector sum on Cyber-205. Solution: F (n) = n. T (n) = τ (116 + n) = 1(1)τ (116 + n) ⇒ n 1
2
= 116⇒
r∞ = 50 mflops.
3. Two vector adds and one vector divide on a 4-pipe Cyber-205. τ

S + n4

. Solution: F (n) = 3n.
T (n) = τ [2(51 + n4 ) + 80 + n0.56 ] = τ (182 + 2.28n) = 2.28τ (79.6 + n). T (n) = 3
2.28
3

τ (79.6 + n) ⇒
r∞ = 1τα =
 3
2.28

(50) = 68⇒ n 1
2
= 79.6. α = 3.
3.4.4 Homework
For a 4-pipe Cyber-205, 2n vector multiplies and inner-product of average length 23n. Find f∞ and the value
of n that we get 12r∞.
3.5 Cray Timing
Cray-2 Cray-YMP
Load / Store 34 + L 19 + L
Add 22 + L 11 + L
Multiply 22 + L 12 + L
where L ≤ 64. T (L) = τ (S + αmL), L ≤ 64, n = βL ⇒ β = nL . T (n) = τ [LSU + β(S + αmL)] =
τ [LSU + n64(S + αm(64))] = τ [LSU + n( S64 + αm)].
Example: Consider a symmetric matrix where the elements aij = aji. Devise a stride one algorithm which
only uses one-half the matrix.


a11 a21 a31 a41 a51
a21 a22 a32 a42 a52
a31 a32 a33 a13 a53
a41 a42 a43 a44 a54
a51 a52 a53 a54 a55




x1
x2
x3
x4
x5


→


b1
b2
b3
b4
b5


Solutions:
1. b1 = b1+ < (a21, a31, a41, , a51), (x2, x3, x4, x5) > .


b1
b2
b3
b4
b5


=


a11
a21
a31
a41
a51


x1.
2. b2 = b2+ < (a32, a42, , a52), (x3, x4, x5) > .


b2
b3
b4
b5

 =


b2
b3
b4
b5

+


a22
a32
a42
a52

x2.
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We want to solve Ax = R.


a1 b1
c2 a2 b2
c3 a3 b3
. . . . . . . . .
. . . . . . . . .


=


1
L2 1
L3 1
L4 1
.. . . . .
. . . . . .
Ln 1




u1 b1
u2 b2
u3 b3
u4 b4
. . . . . .
. . . . . .
un bn


Solve Ly = R with forward substitution. Solve Ux = y with backward substitution. We can use the following
factorization algorithm (Thomas’ algorithm): define di = 1ui . d1 =
1
a1 . Li = cidi−1. di =
1
ai−Libi−1 where
i = 2, 3, ..., n. The forward solve for Ly = R is y1 = R1, yi = Ri − Liyi−1, i = 2, ..., n. The back solve
is xn = yndn, xi = (yi − xi+1bi)di, i = n − 1, n − 2, ..., 1. The algorithm is on the order (n). Thomas’
algorithm is all recursive.
Stone’s recursive doubling algorithm is as follow. Given a1, a2, ..., an, compute pj =
γ
k=1 ak.
p1 = a1
p2 = a1a2
...
pn = a1a2 · · ·an
The serial algorithm is
P (1) = n(n).
For j = 2, n P (j) = P (j − 1)A(j)
So, define sij =
γ
k=i ak.
s1j = Pj
sijsj−1,k = si,k


a1
a2
a3
...
an




−− −
a1
a2
...
an−1


=


a1
a1a2
a2a3
...
an−1an


=


s11
s12
s23
...
...
...
sn−1sn




− −−
− −−
s11
s12
s23
...
sn−3sn−2


=


s11
s12
s13
s14
s25
...
sn−3sn


.
Assume n = 8. Then,


s11
s12
s13
s14
s25
s36
s47
s58




−− −
−− −
−− −
−− −
s11
s12
s13
s14


=


s11
s12
s13
s14
s15
s16
s17
s18


.
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Let’s try to cast the tridiagonal solution in the above way. y1 = r1, yi = ri − Liyi−1, L = 2, 3, ..., n. Define
yi =

yi
1

.
yi =

yi
1

=

−Li ri
0 1
 
yi−1
1

= Hiyi−1.
yi =


i
j=2
Hj

 y1 = H2,iy1.


H2
H3
H4
...
H8




− −−
H2
H3
...
H7


=


H2
H23
H34
...
H78




− −−
− −−
H2
...
H67


.
Consistent Vectorization
A vectorization that requires the same order of magnitude of operations as the best serial algorithm it
replaces is called a consistent vectorization. log2 n at the kth step, the vector length equal to n− 2k−1,
log2 n
k=1
2k−1 = n− 1 =
logn
k=1
n
2k .
The average vector length is
 vector lengths
no. of vectors . So,
log2 n
k=1 n− 2k−1
log2 n
= 1log2 n
(n logn− (n− 1)) = nlogn (logn− 1) +
1
logn ≈ n
 logn− 1
logn

∈ (n).
Performance analysis: Vector Tv = τ log2 n(S + n2 ). Serial Ts = Cn.
lim
n→∞
Tv
Ts
= lim
n→∞
n logn
n →∞.


a1 b1
c2 a2 b2
c3 a3 b3
...
...
...
c8 a8


.
In Gaussian elimination, R(2) ← R2 − c2a1R1 −
b2
a3R2 and R4 ← R4 − c1R2 − c2R6. Solving for the odd
equations is called the cyclic reduction algorithm.
Fact: If in some system Ax = b, you wish to reorder the equations according to P Tx where P T is a permu-
tation matrix that satisfies P TP = I = PP T , then P TAX = P Tb.
P TA(PP T )x = (P TAP )(P Tx) = P Tb,
Ax = b,
x = P Tx⇒ x = Px.
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A = P TAP =


a1 b1
a3 c3 b3
a5 c5 b5
a7 c7 b7
c2 b2 a2
c4 b4 a4
c6 b6 a6
c8 a8




x1
x3
x5
x7
x2
x4
x6
x8


=


b1
b3
b5
b7
b2
b4
b6
b8


.
A =

D1 F
G D2

.
A = L1T1U1 where L1 =

I 0
GD−11 I

, U1 =

I D−11 F
0 I

, T1 =

D1 0
0 D2 −GD−11 F

.
D2 − GD−11 F is tridiagonal of length n2 .


c2 b2
c4 b4
c6 b6
c8


D−11

1
a1 1
a3 1
a5 1
a7

=


c2
a1
b2
a3c4
a3
b4
a5c6
a5
b6
a7c8
a7

 .
A = P1AP T1 = L1

T11 0
0 T22

U1,
where A =
=Q
(P T1 L1P T2 L2 · · ·Lk)
=Tk
Tk
=E
(UkPkUk−1Pk−1 · · ·P1), Tk will eventually be a diagonal matrix. Solve
Ax = b = (QTkE)x = b, P T1 U = r, U = P1r. The perfect shue is used on the permutation matrix P.
p =

i→ 2i− 1, If i ≤ n2 .
i→ 2i− n, If i > n2 .


1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1




x1
x2
x3
x4
x5
x6
x7
x8


=


x1
x5
x2
x6
x3
x7
x4
x8


.


x1
x2
x3
x4

 merge


x5
x6
x7
x8

 using


1
0
1
0
1
0
1
0


.
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T = τ

58 + n2

.
P T


x1
x2
x3
x4
x5
x6
x7
x8


=


x1
x3
x5
x7
x2
x4
x6
x8


.
The problem on the Cray’s is that everything is 2 apart (stride = 2). There is no compress instruction.
Strides up to 8 or 16 still run good. After 16, the algorithm runs poorly.
Consider the computation yi = Ai ∗Bi+Ci ∗Di+3∗ (Fi−Gi)∗ (Gi+Hi), i = 1, ..., L. LS = 34+L. Multiples
are 23 + L. The Voyager timing of yi is
Instruction Issue Time First Result Last Result
Load F 0 35 34 + L
Load G 34 + L 69 68 + 2L
Subtract F −G→ V1 68 + 2L 91 + 2L 90 + 3L
Load H 69 + 2L 104 + 2L 103 + 3L
Load C 103 + 3L 138 + 3L 137 + 4L
Add G+H → V2 104 + 3L 127 + 3L 126 + 3L
Multiply V1 ∗ V2 → V3 126 + 4L 149 + 4L 148 + 5L
Load D 137 + 4L 172 + 4L 171 + 5L
Multiply 3 ∗ V3 → V4 148 + 5L 171 + 5L 170 + 6L
Load A 171 + 5L 206 + 5L 205 + 6L
Multiply C ∗D → V5 170 + 6L 193 + 6L 192 + 7L
Load B 205 + 6L 240 + 6L 239 + 7L
Add V4 + V5 → V6 192 + 7L 215 + 7L 214 + 8L
Multiply A ∗B → V1 239 + 7L 262 + 7L 261 + 8L
Add V1 + V6 → y 261 + 8L 284 + 8L 283 + 9L
Store y 283 + 9L 318 + 9L 317 + 10L
The above operation requires eight floating-point operations.
F (L) = 8L,
T (L) = τ (317 + 10L),
T (n) = τ (LSU + n64(317 + 10(64)) =
τ (LSU + 15n) = 15τ (LSU15 + n) =
(8)
15
8

τ
LSU
15 + n

⇒ n 1
2
= 27⇒ r∞ = 1τα =
 8
15

240 = 130.
Homework: Do the above calculation on the Cray-YMP. The answer is similar to τ (C + 4L). Need at least
7 loads and 1 store. 8(35 + L) = (280 + 8L) in the worst case. Take advantage of pipes, chaining, etc.
Example: ci = Ai + bi. T (L) = τ (124 + 4L), L ≤ 64.
T (n) = τ (LSU + n64 [124 + 4(64)]) =
τ (LSU + n(2 + 4)) =
τ (LSU + 6n) =
6τ (LSU6 + n) =
1(6)τ (LSU6 + n) =
m = 1. α = 6. n 1
2
= LSU6 . r∞ = 1τα = 16 = 40 mflops. Use LSU = 400.
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Figure 3.11: This figure shows the example for the grid problem.
Figure 3.12: This figure shows the speed-up as a function of parallelism and number of processors.
Amdahl’s Law
Let α be the fraction of time in a code that cannot be speed-up (vectored or parallelized) by a factor of p
when vectored or parallelized. Then, the speed-up is given by
S(p, α) = 1
α+ (1−α)p
where p equals to the number of processors.
Example: Suppose we have a grid problem. See Figure 3.11. nn2 ⇒ α =( 1n ). The eciency which is the
percent on p achieved for given p and α equals
1
pα+ (1− α) .
See Figure 3.12.
User involvement to vectorize an algorithm:
1. None — dust deck runs very well.
2. Minor changes to existing code to increase eciency. Example: interchanging loops.
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3. Minor changes to existing code to allow it to vectorize. Example: break-out oÿending code.
4. Choosing an eÿective implementation of an existing algorithm. Example: vectorize the solution of
multiple tri-diagonal systems. One tri-diagonal operation does not vectorize. Example: Matrix times
vector multiply for a banded matrix.
5. Use or develop a new algorithm to replace the old algorithms. Example: Odd-even reduction for
tri-diagonal equations. Example: Recursive doubling to sum a vector.
Suppose we have the following matrix:


a11 a12
a21 a22 a23
a32 a33 a34
a43 a44




x1
x2
x3
x4

 =


b1
b2
b3
b4

 .
b1 = a11x1 + a12x2
b2 = a21x1 + a22x2 + a23x3
b3 = a32x2 + a33x3 + a34x4
b4 = a43x3 + a44x4


b1
b2
b3
b4

 =

a11
a21

x1 +


a12
a22
a32

x2 +


a23
a33
a43

x3 +

a34
a44

x4.
Suppose we take an alternate view.


b1
b2
b3
b4

 =


a11
a22
a33
a44




x1
x2
x3
x4

+


a12
a23
a34




x2
x3
x4

+


a21
a32
a43




x1
x2
x3

 .
The schedule for the remainder of the course:
• November 2 — Assign second problem. Paper topic due.
• November 16 — Second problem due.
• November 23 — Oral presentation (3 volunteers).
• November 30 — Remaining presentations. Paper due. Give out exam.
• December 7 — Exam due.
If F (n) = mn where n is the vector length, then T (n) = τ (S + αmn) where α depends on the architecture.
T (n) = αmτ ( Sαm + n) = αmτ (C + n)⇒ n 12 = C ⇒ r∞ =
1
τα .
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3.6 Homework
Instruction Issue Time 1-st Result Last Result
Load F 0 20 19+ L
Load G 1 21 20 + L
Subtract F − G→ V1 21 33 32+L
Multiply 3 ∗ V1 → V2 33 46 45+L
Load H 19+L 39+L 38+2L
Load C 20+L 40+L 39+2L
Add G+H → V3 39+L 51+L 50+2L
Multiply V2 ∗ V3 → V4 51+L 64+L 63+2L
Load D 38+2L 58+2L 57+3L
Load A 39+2L 59+2L 58+3L
Multiply C ∗D → V5 63+2L 76+2L 75+3L
Add V5 + V4 → V6 76+2L 88+2L 87+3L
Load B 57+3L 77+3L 66+4L
Multiply A ∗B → V7 77+3L 90+3L 89+4L
Add V6 + V7 → V1 90+3L 102+3L 101+4L
Store V1 → y 102+3L 122+3L 121+4L
F (L) = 8L. T (L) = τ (142 + 4L). T (n) = τ (LSU + n64(142 + 4(64))) = τ (LSU + 6.2n) = 6.2τ (LSU6.2 + n) =
8(6.28 )τ (LSU6.2 + n). For the Cray-YMP, 1τ = 16×10−4 sec = 167 mflops. r∞ = ( 86.2)167 = 215.5.
An outline of the source code is as follow:
1


Dimension U(32, 32)
Integer itmax c max iterations
Float Ax, Bx, Ay, By
Integer Nx, Ny c # x, y grid points
h = 1.0/31.0
Nx = 32
Ny = 32
itmax = 5000
Ax = 0.0
Ay = 0.0
Bx = 1.0
By = 1.0
c initialize boundaries
2


DO 2 J = 1, Ny
x = Ax + Real(J-1)*H
U(0, J) = 0
U(J, 0) = -3.0*x*x
2 Continue
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1


3


DO 3 I = 2, Ny-1
y = Ay + Real(I-1)*H
U(Nx, I) = y*y*y*y - y - 3.0
U(i, Nx) = x - 4.0 *x*x
3 Continue
c initialize array
4


DO 4 J = 2,Ny-1
y = Ay + Real(J-1)*H
5


DO 5 I = 2,Nx-1
x = Ax + Real(I-1)*H
U(I, J) = x*y
5 Continue
4 Continue
1


HSQ = H*H
6


DO 6 K=1, Itmax
7


DO 7 J= 2, Ny-1
y = Ay + Real(J-1)*H
8


DO 8 I = 2,Nx-1
x = Ax + Real(I-1)*H
v = U(I+1, J) + U(I-1, J) + U(I, J+1) + U(I, J-1)
f = 12.0*y*y*x - 2.0*(y + 3.0) * U(I-1, J-1)
U(I, J) = v / (4.0 - HSQ*f)
8 Continue
7 Continue
6 Continue
Print 9, (U(I, J), I=1, Nx), J=1, Ny)
9 Format(//32(6F13.6)
3.7 Homework
This is the matrix multiply programming problem.
Dimensions: arrays A,B,C as nmax x nmax arrays.
Define matrices A and B as follows:
A(i, j) = SIN (i + j)
B(i, j) = COS(i + 2 ∗ j)
where i, j = 1, ..., nmax. Perform a matrix by matrix multiplication of A times B for n = 25, nmax, 25
where a) nmax = 200 and b) nmax = 225. For each value of n, compute C = AB using the outer-product by
columns, the inner-product, and the outer-product by rows. Print nmax, n, mflops, C(2, 2) for each method.
Run your code on Voyager. Turn in the source listing, and the computed results.. Turn in a discussion of
the problem and an analysis of the observed performance.
Due date: November 15, 1992.
1. Outer-product by columns.


c11
c21
c31

 =


a11
a21
a31

 b11 +


a12
a22
a33

 b21 +


a13
a23
a33

 b31.
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2. Inner-product method. cij =< (ith row of A), (jth column of B) > .
3. Outer-product by rows.
(c11, c12, c13) = a11(b11, b12, b13)
(c21, c22, c23) = a12(b21, b22, b23)
(c31, c32, c33) = a13(b31, b32, b33)
3.7.1 Fortran Code
The given problem is to compute the multiplication of two matrices, A and B, and store the result in matrix
C. The matrices have the following values: A(I, J) = sin(I+J), I, J = 1, nmax and B(I, J) = cos(I+2∗J),
I, J = 1, nmax. The three techniques used to compute A ∗B are:
1. The outer-product by columns.
2. The inner-product.
3. The outer-product by rows.
All three algorithms vectorized. The lengths of the vectors are determined by
DO n = 1, nmax, 25
for the two values of nmax equal to 200 and 225. A performance analysis of each algorithm and the source
code follows. Figure 3.13 shows the timing.
For the inner-product on the CRAY-YMP, F (n) = 2n. T (n) = τ [400 + n64(12 + 2(2)(64)], T (n) = τ (400 +
4.19n), T (n) = 4.19τ (95.5+ n), T (n) = 2(4.192 )τ (95.5 + n). n 12 = 95.5. r∞ =
1
τα =
 2
4.19

(240) = 115.
For the outer-product by rows and columns on the CRAY-YMP, F (n) = n. T (n) = τ (400 + n64 (12 + 128)),
T (n) = τ (400 + 2.19n), T (n) = (1)2.19τ (182.6+ n). n 1
2
= 182.6. r∞ = 1τα = 2402.19 = 109.6.
Some source code is as follow:
1


type matrix, f
cat matrix, f
real a(225, 225), b(225, 225), c(225, 225)
real mflop1
real time1
nmax = 225
call initialize(a, b, nmax)
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1


2


do 60 nmax = 200, 225, 25
write(6, 200)
3


do 17 n = 25, nmax, 25
call init c(c, nmax, n)
c outer product by columns
t1 = second()
4


do 8 k = 1, n
5


do 10 i = 1, n
6


do 15 j=1, n
c(j, k) = a(j, i) * b(i, k) + c(j, k)
15 continue
10 continue
8 continue
t2 = second()
time1 = t2 - t1
mflop1 = 2*real(n**3)/(time1*1.0e+06)
write(6, 100) nmax, n, mflop1, c(2, 2)
17 continue
1


2


c inner-product
call init c(c, nmax, nmax)
write(6, 300)
7


do 18 n = 25, nmax, 25
call init c(c, nmax, n)
t1 = second()
8


do 27 k = 1, n
9


do 20 j = 1, n
10


do 25 i = 1, n
c(j, k) = a(j, i) * b(i, k) + c(j, k)
25 continue
20 continue
27 continue
t2 = second()
time1 = t2 - t1
mflop1 = 2.0*real(n**3)/(time1*1.0e+06)
write(6, 100) nmax, n, mflop1, c(2, 2)
18 continue
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1


2


c outer-product by rows
call init c(c, nmax, nmax)
write(6, 400)
3


do 39 n = 25, nmax, 25
call init c(c, nmax, n)
t1 = second()
4


do 40 k = 1, n
5


do 45 i = 1, n
6


do 50 j = 1, n
c(k, j) = a(k, i) * b(i, j) + c(k, j)
50 continue
45 continue
40 continue
t2 = second()
time1 = t2 - t1
mflop1 = 2.0*real(n**3)/(time1*1.0e+06)
write(6, 100) nmax, n, mflop1, c(2, 2)
39 continue
60 continue
stop
100 format(//,’nmax= ’,i3,’ n= ’,i3,’ mflops = ’,f10.3,’ c= ’f10.3,//)
200 format(//,’outer-product by columns’,//)
300 format(//,’inner-product’,//)
400 format(//,’outer-product by rows’,//)
end
1


subroutine initialize(a, b, nmax)
real a(nmax, nmax), b(nmax, nmax)
7


do 2 i = 1, nmax
8


do 1 j = 1, nmax
a(i, j) = sin(real(i) + real(j))
b(i, j) = cos(real(i) + 2.0*real(j))
1 continue
2 continue
return
end
1


subroutine init c(c, nmax, n)
real c(nmax, nmax)
9


do 4 j = 1, n
10


do 5 i = 1, n
c(i, j) = 0.0
5 continue
4 continue
return
end
Some of the script on Voyager looks like this:
3.7. HOMEWORK 145
Figure 3.13: This figure shows the ”saw-toothed” function for the performance function.
1


voyager %
c> type out.1
cat output
script started on Fri Nov 6 12:18:12 1992
[/dev/ttyp078]
voyager % cft77 -es matrix.f
voyager % segidr -o matrix matrix.o
voyager % matrix
....
STOP (called by $Main, line 68)
CP: 5.206s, Wallclock: 42.160s, 3.1% of 4-CPU Machine
voyager % exit
voyager %
Script finished on Fri Nov 6 12:19:38 1992
voyager %
The instructor’s general comments on this homework problem are as follow:
1. At n = 64, should see a ”saw-toothed” function for the performance function f(n). See Figure 3.13.
2. The inner-product has considerably lower mflops.
3. The eÿect of nmax:
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Figure 3.14: This figure shows the memory for chaining paths for the Cray-YMP.
Figure 3.15: This figure shows the timing for chaining paths for the Cray-YMP.
(a) Outer-product by column independent of nmax.
(b) Outer-product by rows is not noticeably aÿected when nmax = 225.
(c) Reduced performance for other two algorithms when nmax = 200.
(d) Why is the outer-product by rows so low and flat at nmax = 200? Because there are 2 loads and
1 store. T (L) = τ (C + 12L). n 1
2
= LSU14 which makes r∞ low.
3.8 Highlights of the Cray-YMP
• Has up to 8 processors.
• 6 NS clock cycle.
• Has hardware chaining. See Figures 3.14 and 3.15.
• Has 3 ports to memory.
• Has compressed IOTA — gather, scatter.
• Has up to 256 megaword of memory.
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Figure 3.16: This figure shows the swapping of memory in parallel time.
• SSD — 1 gigaword (1,024 megaword).
• I/O subsystem.
– 4 I/O processors.
– Local memory.
– 4 parallel streams per disk controller.
– 100M byte / sec external channel (HSX).
Sequentially,
Load A 83
Load B 83
A+B → C 76
Store C 83
325 Cycles
SSD is dynamic RAM memory. It can be up to 1,024 megawords. The rates to and from memory are 1,000
MB / sec. SSD is used as:
1. Fast disk.
1


Write to SSD UKM1
UK → UKM1
UKP1 → UK
Read from SSD UKP1
Compute results for UK
2. Extended memory — common block of data.
3. Cache for the file system.
4. Swap space.
See Figure 3.16. Two factors aÿect memory speed:
1. How long is a bank busy? Behavior under a load.
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2. How fast data travels to the V registers? Mflop rate is a dedicated system.
Memory cycle time (MCT) is defined as bank busy time. MCT equals to the access time plus the refresh
time. Load time equals to the access time plus the travel time.
Example: Suppose MCT equals access time plus refresh time DRAM = 120+110 = 230. SRAM = 45 = 45
s = MCT access time.
Assemble code:
Register Operation Comment
VL Ak Transmit (Ak) to VL
Vi A0, Ak Read VL words from A0 with stride Ak → Vi
Vi Sj ∗ FVR Floating point multiplication Sj ∗ VR → Vi
Vm V5, P Set Vm bit to 1 where V5 > 0
Vi /HVj 1Vj → Vi
Vi Vj ∗ IVk Z − Vj ∗ Vk → Vi
Vi Vj!Vk&Vm Merge Vj and Vk using the bit pattern in Vm reg-
ister and store into Vi
Example:
1


DO 3 I = 1, N

If (C(I).GT.0) Then A(I) = Exp1
Else A(I) = Exp2
Endif
3 Continue
Assume C(I) lives in V3.
1. Evaluate EXP1 → V1.
2. Evaluate EXP2 → V3.
3. Vm, V3, P.
4. V4, V !!V2&Vm.
5. V4 → A(I).
C =


1
−3
9
−2
−5
4
−1


→ Vm


1
0
1
0
0
1
1


→ Compressed IOTA


1
3
6
7

 .
3.9 Project
Roger Goodwin
email: goodwin@wm.edu
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CRAY-2 Architecture has no Impact on CNF Satisfiability
Abstract
The Conjunctive Normal Form (CNF) satisfiability problem is the problem of finding boolean assignments
to an expression in CNF form such that the expression evaluates to true. A vectored CNF algorithm is
presented which loads the boolean truth table into r vector registers. Boolean arithmetic is performed across
the registers and the result stored in memory. A sequential algorithm is run on the resulting vector to
determine which lines in the truth table made the expression evaluate to true.
The CNF expression contains at most kn operators where k is equal to the number of clauses and n is equal
to the number of literals. To evaluate a CNF expression, an exponential amount of time is required despite
the CRAY-2 architecture. The evaluation algorithm presented is only executed once to find all the boolean
assignments as opposed to an exponential number of times for each line in the truth table. However, the
evaluation algorithm presented is still in NTIME due to the exponential length of the vectors.
Introduction
A boolean expression is said to be in CNF form when clauses of ”or’s” and literals are separated by ”and’s.”
An example of a CNF expression would be as follow: (a+ b+−c) ∗ (−a+ c) ∗ (a+−b+−c). The truth table
corresponding to any CNF expression has n2n entries. The n2n entries are a listing of every possible boolean
combination for each literal. The run-time of the algorithm which builds the truth table is in NTIME.
It is the truth table that is being vectored. A conjunction or a disjunction is performed across 2 registers of
length 2n. A negation is performed across 1 register. The results are stored in memory and brought in for
the next calculation. The truth table for the above example looks like this:
i a b c (a+b+-c)*(-a+c)*(a+-b+-c) result
0 0 0 0 1
1 0 0 1 0
2 0 1 0 1
3 0 1 1 0
4 1 0 0 0
5 1 0 1 1
6 1 1 0 0
7 1 1 1 1
In the above example, there are three column vectors — one corresponding to each literal. As we will see,
the truth table does not have to be extended over the expression. The result after evaluating the expression
is given on the right. Note that there are 4 1’s in the vector. This means that four lines in the truth table
make the expression evaluate to true.
Algorithm 1: Calculate the Truth Table
On a sequential machine, the truth table is generated by converting an integer i into binary form and storing
the result in the truth table. A ”1” is interpreted as true and a ”0” is interpreted as false. The integer i is
such that 0 ≤ i < 2n − 1 and is shown on the far left end of the above example. The truth table need not
be computed in its entirety — just one line at a time. This observation will become useful later on. Later
on, it will become necessary to identify specific lines in the truth table which made the expression evaluate
to true from a column vector.
On a vector machine, it is more desirable to use an algorithm which generates the truth table column by
column to increase performance. It will be shown that the evaluation algorithm uses an exponential amount
of memory and in thus in NSPACE. The algorithm for constructing the truth table is as follow:
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Figure 3.17: This figure shows the timing of Algorithm 1 — n versus time.
Algorithm 1:


length = 2n
1


do 1 i = 1, n
k = 2i/2
m = 1
2


do 2 j = 1, length
3


do 3 p = 1, k
table(m , i) = false
m = m + 1
3 continue
4


do 4 p = 1, k
table(m , i) = true
m = m + 1
4 continue
2 continue
1 continue
See Figure 3.17 for the timing of Algorithm 1 of the size of the problem n versus time. See Figure 3.18 for
another timing graph of Algorithm 1 — the size of the problem versus mflops.
Algorithm 2: Infix Notation
In Algorithm 1, the number 1 loop terminates after n iterations. The second do loop terminates after 2n
iterations. Thus, to construct the boolean truth table, we need n2n iterations. The truth table only needs to
be constructed once for all expressions. We can re-use the table over and over again for diÿerent expressions
since we did not initially extend the table over the expression.
With the boolean truth table in hand, two other algorithms are needed: 1) an algorithm to convert infix
expressions into postfix form and 2) an algorithm to evaluate the columns in the truth table according to
the expression. When an expression is in postfix form, the evaluation of expressions is facilitated since there
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Figure 3.18: This figure shows the timing of Algorithm 1 — n versus mflops.
are no parentheses. The algorithm for converting a boolean expression into postfix notation is as follow:
Algorithm 2:


c ”last” is the last position in the array infix()
j = 1
1


do 1 i = 1, last
symb = infix(i)
if opnd(symb)
postfix(j) = symb
j = j + 1
else
2


while (.not. empty) .and. (prcd(stktop.symb)) do

call pop(topsymb)
postfix(j) = topsymb
j = j + 1
end while
if (empty) .or. (symb .ne. ’)’) call push(symb)
else call pop(topsymb)
endif
endif
1 continue
c copy remaining symbols into the postfix expression
3


while .not. empty do

call pop(topsymb)
postfix(j) = topsymb
j = j + 1
end while
It is easy to see that the above algorithm will terminate in a polynomial amount of time. The number 1
DO loop will terminate at most after k(3n− 1) + k iterations where k is a constant equal to the number of
clauses.
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Figure 3.19: This figure shows the timing of Algorithm 3 — n versus time.
Algorithm 3: Evaluation
When an expression is evaluated, for each literal there corresponds a unique arrangement of boolean values
that is used throughout the expression. It does not matter which literal gets which column at the start.
However, once a decision is made, one must consistently use the same column for a literal throughout the
expression. The evaluation algorithm follows:
Algorithm 3:


c ”last” is the length of the postfix expression
c ”length” is the length of the boolean truth table
1


do 1 i = 1, last
symb = postfix(i)
2


if opnd(symb) call push(symb)
else
call pop(temp)
3


if symb .ne. ’-’ call pop(temp2)
4


do 2 j = 1, length
if symb .eq. ’-’ table(j.result) = .not. table(j.temp)
else
if symb .eq. ’*’ table(j.result) = table(j.temp) .and. table(j.temp2)
else
if symb .eq. ”+” table(j.result) = table(j.temp) .or. table(j.temp2)
2 continue
end if
call push(value)
end if
1 continue
See Figure 3.19 for the timing of Algorithm 3 of the size of the problem n versus time. See Figure 3.20 for
another timing graph of Algorithm 3 — the size of the problem versus mflops.
Note that it is the number 2 DO loop which is being vectored. Once the inner DO loop is vectored, there are
at most 2n−1 operations per operand in any clause. There are k clauses. Hence, k(2n−1) operations inside
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Figure 3.20: This figure shows the timing of Algorithm 3 — n versus mflops.
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Figure 3.21: This figure gives some of the output for the CS 584 Project. Handwritten comments are
acceptable.
all clauses. The total number of ”and’s” outside the parentheses is k− 1. The most number of operations to
be performed is k(2n− 1) + (k − 1). Each vector is 2n in length. Hence, (kn2n) algorithm.
A programming trick that was used in Algorithm 3 replaces all literals with an integer valued index into
the boolean truth table. It not only ensures that the number 2 DO loop is vectored, but it also facilitates
looking-up columns in the table corresponding to some literal.
Conclusion
The architecture of the CRAY-2 had no impact on the CNF satisfiability problem. It does allow us to solve
larger instances of the problem at faster rates. However, architecture is not a substitute for problem solving.
The successful algorithms on the CNF problem take advantage of problem characteristics and certain data
structures.
Fortran Code
Figure 3.21 shows some of the printout for this project. Noted, the instructor did have comments.
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1


logical table(8192, 19)
integer length
real time1, mflop1, t1, t2
integer temp, temp2, r, flag, tp2
integer pop, a(100), top
integer postfix(100)
integer last, m
n = 10
top = 0
c read input expression
2


do 70 i= 1, 19
read *, postfix(i)
70 continue
last = 19
1


c compute the boolean truth table
length = ifix((2.0**n)
t1 = second()
3


do 1 i = 1, n
k = ifix(2.0**i/2.0)
m = 1
4


do 2 j = 1, length
5


do 3 p = 1, k
table(m, i) = .false.
m = m+1
3 continue
6


do 4 p = 1, k
table(m, i) = .true.
m = m+1
4 continue
2 continue
1 continue
t2 = second()
time1 = t2 - t1
mflop1 = 3.0*real(n)*real(length)/(time1*10e+06)
write(6, 100) time1
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1


c the evaluation algorithm
r = n+1
t1 = second()
7


do 20 i = 1, last
symb = postfix(i)
flag = opnd(symb)
8


if (flag .eq. 1) then
call push(s, top, symb)
else
temp = pop(s, top)
if (symb .ne. 24) tp2 = pop(s, top)
9


do 25 j = 1, length
if (symb .eq. 24) table(j, r) = .not.table(j, temp)
if (symb .eq. 23) table(j, r) = table(j, temp).and.table(j, tp2)
if (symb .eq. 22) table(j, r) = table(j, temp).or.table(j, tp2)
25 continue
call push(s, top, r)
end if
20 continue
t2 = second()
time1 = t2 - t1
mflop1 = 3.0*real(last)*real(length)/(time1*1.0e+06)
write(6, 100) time1
100 format(//,’seconds = ’, f15.8,//)
200 format(//,i1,i1, i2//)
300 format(//,i2,//)
stop
end
1


function opnd(symb)
10


if ((symb .ge. 1).and.(symb .le. 18)) then
opnd = 1
else
opnd = 0
end if
return
end
1


subroutine push(s, top, c)
integer s(100), top, c
top = top+1
s(top) = c
return
end
1


integer function pop(s, top)
integer s(100), top
pop = s(top)
top = top - 1
return
end
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3.10 Final Exam
1. Determine r∞ and n 12 for:
(a) A linked triad on a 4-pipe CYBER-205 when 32-bit arithmetic is used.
(b) Same computer as above, but for the computation ai = bici + di − ei, i = 1, ..., n. Use a table.
(c) A succession of 3 vector multiplies and 3 vector additions on our CRAY-2 which gives (you may
presume) a timing of T = τ (300 + 5m) when m .= 64.
(d) Same computation as in (c), but for a CRAY-like computer with a 2 nsec clock, vector registers
of length 128, and an LSU value of 200.
2. The N × N matrix A is symmetric and banded. The semi-bandwidth is S. That is, there are S non-
zero super diagonals and sub-diagonals, as well. Define the variable W = S + 1. Assume that the
main and super diagonals are stored as columns of the FORTRAN array ABAND, where ABAND is
dimensioned ABAND(N, W) according to the following rule: AI,J → ABAND(I, J − I + 1). Write
a stride 1 program that computes b = Ax for any value N or S. Assume that A and x are already
initialized. You may use CYBER-205 vector syntax or regular CRAY FORTRAN.
3. In general, what would be the eÿect on r∞ and n 12 if the computer manufacturer did the followingthings to his architecture? Treat each of those below as independent of the others in this exercise.
(a) Halved the minor cycle time on the CYBER-205.
(b) Halved the start-up time on the CYBER-205.
(c) CRAY reduces the size of vector registers to 32 words.
(d) CRAY halves the start-up time for each of their vector instructions. For instance, an instruction
with timing like 22 +m is reduced to 11 +m.
4. Over the years, the Control Data Corporation CYBER-205 and CRAY X-MP were two main super-
computer architectures. However, CRAY has prevailed and CDC no longer is in the supercomputer
business. Describe the important attributes of the two computers, emphasizing the features of the two
computers that explain the downfall of one and the success of the other.
5. In class, we manipulated the timing equation for a computation which has an operation count of the
form F (n) = mn to give us the equation of a straight line from which we could graphically determine
r∞ and n 12 . In the above, F is the total number of floating-point operations and n is the vector length.
(a) Use a similar approach to define the straight line equation that allows us to determine r∞ and
n 1
2
when the computation has an operation count of the form F (n) = f(n)n.
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(b) Use the timings from the last programming problem to graphically estimate r∞ and n 12 for thematrix multiplication outer-product by columns on the CRAY-2. Provide the graph, with values
plotted also.
6. Given the equation Ei = AiBi + CiDi, i = 1, ..., n determine r∞ and n 12 for:
(a) A 4-pipe CYBER-205 using 64-bit arithmetic.
(b) The CRAY-2.
(c) The CRAY-YMP.
7. A vector algorithm to compute S = ni=1 ai can be constructed as follows: Perform a vector add of
length n2 on the top half of the array to the bottom half, giving n2 results. One can then repeat the
procedure on that result array. Only it is half as big now, and continue until one has the single value
S. Assuming that n is of the form n = 2k :
(a) What is the average vector length?
(b) What is the timing formula (2-pipes, 64-bit, CYBER-205)?
(c) Is the algorithm consistent? Why or why not?
Please sign a pledge that states you neither gave nor received help on this exam.
I will pick up the exam in the corridor outside our room on Friday, December 11 at 4:30. Feel free to turn
it in before then if you are finished.
Good luck!
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Chapter 4
Stochastic Models in Computer
Science
Dr. Simha, College of William and Mary
CSCI 524, Fall 1991
Text used: Solomon, Frederick, Probability and Stochastic Processes, Prentice Hall, 1987
4.1 Stochastic vs Non-stochastic Approaches
Find the expected income from rental of a pier. A non-stochastic approach is to get the schedule for the
year(not reliable information) and compute the total rent. A stochastic approach is to compare the schedule
with the previous year’s data; take samples from last year’s data; find the average number of ships per day;
multiply x¯ by the rental fee per day by 365.
Diÿerences
Non-stochastic Stochastic
Assumes full knowledge Postulate from last year’s data
Large amount of data Small amount of data
Large cancellation Easy calculation
If the data is accurate, then the
answer is accurate
At best, a guess
When data is impossible to obtain, a stochastic method must be used. Why study stochastic modeling in
computer science?
• Useful in evaluating designs(algorithms, architectures).
• Modeling system behavior(operating systems).
• Computational aspects of stochastic modeling.
• Theoretical foundation.
4.2 Review
4.2.1 Review of Sets
Sets: union and intersection. Only infinite set will be used. {1, 2, 3, ...} = ℵ, the set of natural numbers.
{...,−3,−2,−1,0,1, 2, 3, ...} = Z, the set of integers. Q = ab , a, b ∈ Z, b = 0, is the set of rational num-
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bers(finite length).  is the set of real numbers(infinite length). The cardinality is the size of sets, denoted
by ||.
4.2.2 Review of Sequences
A sequence is a collection of real numbers indexed by natural numbers. Formally, a mapping of: ℵ → .
1.3, 2.3, 3.3, ... : an = n + .3. Generally, sequences a1, a2, a3, ..., an. If an = 1n , then limn→∞ an = 0. Lim-
its may or may not be in the sequence given. Suppose, an = 1 − 1n . Then, limn→∞ an = 1. Definition:
limn→∞ an = L, iÿ for every  > 0, ∃N (), such that the following is true: ∀n > N (), |an − L| < .
Example: Suppose |an − 0| =
 1
n − 0
 = 1n . e = 0.01, 1101, 1102, 1103, ...
Prove the following two expressions:
lim
n→∞
1
n = 0.
lim
n→∞
1
n = 0.001.
Given e > 0, which ns satisfy

1
n − 0
 < e?
Only if, n > 1 . By taking N () = 1 , we know ∀n > N (),

1
n − 0
 < 
Prove the second equation:
lim
n→∞
1
n = 0.001.
Proof: Suppose the limit is true. Then, ∃N¯ () function. Given  > 0, ∀n > N¯ (),

1
n − 0.001
 < .
Choose  = 0.0005. Pick n larger than
max

N¯(0.0005), 10.0005

.
Then 1n < 0.0005. Therefore,

1
n − 0.001
 > 0.0005 = .
Example: an = 1. So, 1, 1, 1, 1, ... limn→∞ 1 = 1. N () = 1.
Example: an = (−1)n. −1,+1,−1,+1, ... limn→∞−1n = 1, for any L. For N (), pick  = 0.5, N (0.5). Do
not choose  = 10. It’s too big.
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4.2.3 Combinations of Sequences
Suppose, an → a, and bn → b. Let cn = an + bn. Then, cn → a+ b. limn→∞ cn = limn→∞ an + bn = a + b.
To prove use the limit definition and construct a and b.
Example: an = 1n ; bn = 1+ 1n . an → 0. bn → 1. So, cn = 1+ 1n + 1n = 1+ 2n = 1. Similarly, an− bn → a− b,
anbn → ab, anbn →
a
b . can → ca, where c is a constant.
4.2.4 Limits and Functions
f :  → , eg f(x) = x2. Suppose x1, x2, ..., xn is a sequence such that xn → x¯. Then, f (limn→∞ xn) = f(x¯).
Next, let yn = f(xn). Then, y1, y2, ..., yn is a sequence. Does yn → f(x¯)? Not true when f(x¯) is discontinu-
ous. f(x) = x2. xn = 3 + 1n . So, xn → 3 = x¯. yn = f(xn) = x2n = 9 + 6n + 1n2 . yn → 9 = f(x¯).
Example:
f(x) =

0, if 0 ≤ x ≤ 3.
x2, if x > 3.
xn = 3 + 1n . So, xn → 3 = x¯. Thus, f(x¯) = 0. But, yn = 9.
4.2.5 Sequences of Functions
f1(x), f2(x), ... Each fn :  → .
Example:
fn(x) = x2 +
1
n.
Choose x = 3. Then, f1(3), f2(3), ... = 9+1, 9+ 12 , 9+ 13 , ..., 9+ 1n . So, fn(3)→ 9, fn(4)→ 16.More generally,
fn(x)→ x2. fn(x) = f(x) = x2.
4.2.6 Sums and Averages
Given a sequence a1, a2, a3, .... construct:
1. The sequence of partial sums. b1 = a1. b2 = a1 + a2.... bn = a1 + a2 + ...+ an.
n
i=1
ai.
2. The sequence of partial averages. c1 = a1. c2 = (a1+a2)2 .... cn = a1+···+ann =
1
n
n
i=1
ai.
Example:
an =
1
2
n
, bn =
n
i=1
1
2
i
, cn =
1
n
n
i=1
1
2
i
.
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Let an = xn, 0 < x < 1. bn = x + x2 + · · · + xn = x1−x (1 − xn). an → 0. bn → x1−x . limn→∞ bn =
limn→∞
n
i=1 ai =
n
i=1 ai.
Partial averages. Suppose an = 5. 5, 5, 5, .... an → 5.
cn =
a1 + · · ·+ an
n =
5n
5 = 5.
So, cn → 5. Suppose that
an =

5, if n is even.
6, if n is odd.
an = 6, 5, 6, 5, .... an converges to nothing. cn → 5.5.
an =

5, if n is even.
6, if n is odd.
cn =
a1 + · · ·+ an
n =
1
n
n
2

6 +
n
2

5

, n even.
1
n
n+ 1
2

6 +
n− 1
2

5

, n odd.
cn →
 6+5
2 , if n is even.6+5
2 + 12n , if n is odd.
cn → 6+52 = 5.5.
Example: Toss a fair coin. Obtain $1.00 if heads, $0.00 dollars otherwise. Repeat the experiment n times.
What is the average win?
1 + 1 + 0 + 1 + · · ·+ 0 + 1
n = cn
cn → 12 . That is, the probability of obtaining heads.
4.2.7 Other Forms of Limits
1. Instead of writing an = 1n , write a(n) = 1n .
2. Sometimes a superscript is used.
lim
n→∞
a(n)x .
3. Sometimes the sequence is not specified.
lim
x→3
f(x).
4. Sometimes one out of several variables is taken in a limit.
f(x, y, n) = x+ yn.
5. The notation∞i=1 ai will be used for series.
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4.3 Basic Probability
Some terminology.
1. experiment - or single observation which can be performed at least in thought, any number of times
under the same relevant conditions. Examples include: tossing a coin, drawing a card from a deck.
2. sample space - the set of possible outcomes or results or observations.
3. event - a subset of the sample space, Ω.
If A is an event and W ∈ A occurs, we say that ‘A occurred.’ Ω ⊆ Ω. ∅ ⊆ Ω = the empty set. {1}, {2}, ...
are elementary events.
Example: A coin flip. Ω = {H,T}. Events are {H}, and {T}. An experiment would be 3 coin flips. An
example of an outcome from an experiment: {HHHTTTH}. In general there are 2|Ω| unique combinations.
4.3.1 Discrete and Continuous Sample Spaces
A discrete sample space is a countable set such:
1. Finite.
2. Some cardinality as |ℵ|.
 is an example of an uncountable set. Some examples:
• {1, 2, 3, 4,5, 6}= Ω is discrete and finite.
• {1, 2, 3, ...}= Ω is discrete and infinite.
• [12.3, 169.45] is continuous and uncountably infinite. This can refer to height, weight, time of day, etc.
Probabilities are numbers associated with events. Given a sample space, Ω, a probability measure is a
collection of real numbers, one for each event A in Ω. P (A) for A which satisfy:
1. P (Ω) = 1.
2. 0 ≤ P (A) ≤ 1 for every A ⊆ Ω.
3. For disjoint events A,B ⊆ Ω, P (A ∪B) = P (A) + P (B).
Example: A coin flip. Ω = {H,T}. ∅ : P (∅) = 0. {H} : P ({H}) = 12 . {t} : P ({T}) = 12 . {H,T} :
P ({H}) + P ({T}) = 1.
Example: Throwing a die. Ω = {1, 2, 3, 4,5,6}.
Events Number
∅ P (∅) = 0
{1} P ({1}) = 16
. .
. .
. .
{6} P ({6}) = 16
{1, 2} P ({1, 2}) = 26
. .
. .
. .
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In general, for any event {x1, ..., xk} ⊆ {1, 2, ..., k}.Define P ({x1, ..., xk}) = P ({x1})+ · · ·+P ({xk}). Axioms
1-3 stated above are satisfied. A distribution is a way in which you describe the probability.
4.3.2 Some Basic Properties
1. Consider A,B ⊆ Ω, such that A ⊆ B. Then, B − A = P (B) − P (A). proof: B = A ∪ (B − A).
P (B) = P (A) + P (B − A).
2. For A ⊆ Ω, define Ac = Ω− A. Then, P (Ac) = 1 − P (A). proof: A ∪Ac = Ω. P (Ω) = P (A) + P (Ac).
1 = P (A) + P (Ac).
3. A1, ..., An are disjoint events. Then,
P
 n
i=1
Ai

=
n
i=1
P (Ai).
4. A,B ⊆ Ω not necessarily disjoint events. Then, P (A ∪ B) = P (A) + P (B) − P (A ∩ B). proof:
A∪B = [A−(A∩B)]∪[B−(A∩B)]∪(A∩B). P (A∪B) = P (A)−P (A∩B)+P (B)−P (A∩B)+P (∩B) =
P (A) + P (B) − P (A ∩B).
Example: A die throw. Suppose we want P(result is an odd number). Ω = {1, 2, 3, 4,5, 6}. Event A =
{1, 3, 5}. P ({i}) = 16 , i = 1, 2, 3, 4,5, 6. P ({1, 3, 5}) = P ({1}) ∪P ({3}) ∪ P ({5}) = 16 + 16 + 16 = 12 .
4.3.3 Countable Additivity
Consider an infinite sequence of events A1, A2, A3, ... where each Ai ⊆ Ω.
Example: Ω = {1, 2, 3, 4, ...} A1 = {1, 2}, A2 = {2, 3} etc.
Replace axiom 3 with: Suppose A1, A2, ... are disjoint. Then,
P
 ∞
i=1
Ai

=
∞
i=1
P (Ai).
Example: Ω = {1, 2, 3, ...}. A1 = {1}, A2 = {2}, ..., An = {n}. Suppose that P ({n}) = 12n . Then,
∞
I=1
Ai = Ω.
P (Ω) = P
 ∞
i=1
Ai

=
∞
i=1
P (Ai) =
∞
i=1
1
2i =
1
2 +
1
22 +
1
23 + · · · =
1
2
1− 12
= 1.
Example: A complex experiment. 3 coin flips, 1 die throw, and 1 card drawing. Ω1 = {H,T}, Ω2 = {H,T},
Ω3 = {H,T}, Ω4 = {1, 2, 3, 4,5, 6}, Ω5 = {As, ...,Kd}.
To find the cross product of sets given 2 sets A = {a1, ..., an} and B = {b1, ..., bm}. A × B = {(x, y) : x ∈
A, y ∈ B} = {(a1, b1), ..., (an, bm)}. As an example: No = {1, 3, 5, ...};Ne = {2, 4, 6, ...}. No × Ne = {(x, y) :
x, y ∈ ℵ, x is odd, y is even.
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In the previous example, Ω = Ω1×Ω2×Ω3×Ω4×Ω5 = {(x1, x2, x3, x4, x5) : xi ∈ Ωi}. eg: (H,T,H, 3, Ad) ∈ Ω,
is called an outcome of the experiment.
Look for sources of randomness to break-down an experiment.
Example: Two die throws is a complex experiment. The elementary experiments are the first throw and
the second throw. Ω1 = {1, 2, 3, 4, 5,6};Ω2 = {1, 2, 3, 4, 5,6}. Ω = Ω1 × Ω2 = {(x, y) : x ∈ Ω1, y ∈ Ω2}. eg.
A = {(1, 1), (2, 2), (3, 3)} is an event of the experiment.
A ⊆ Ω P (A)
{(1, 1)} 16 16 = 136
{(1, 2)} 16 16 = 136
. .
. .
. .
{(6, 6)} 16 16 = 136
. .
. .
. .
4.4 Homework and Answers
1. Consider the sequence an = 4n5+3n and answer the following:
(a) Show informally that an → 43 .
lim
n→∞
4n
5 + 3n = limn→∞
4n
n
5+3n
n
= lim
n→∞
4
5
n + 3
= 40 + 3 =
4
3 .
(b) Provide a formal proof of the same thing using the definition of a limit, i.e., construct the N ()
function for this case.

4n
5 + 3n −
4
3
 < ,

12n− 4(5 + 3n)
15 + 9n
 < ,

12n− 20− 12n
15 + 9n
 < ,

−20
15 + 9n
 < .
Carry out the division and solve for n. Set N () = n.
(c) Show that an does not converge to zero. Show that any N () function fails to work.
2. A speeding vehicle is ticketed by a police ocer, who notes the license plate number(consisting of six
characters). Assuming we are interested in observing the plate number, identify the sample space and
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the event corresponding to “the license plate contains at least three A’s.”
The sample space is constructed as follow: Ω1 = {a, b, c, ..., z}. Ω2 = {a, b, c, ..., z}. Ω3 = {a, b, c, ..., z}.
Ω4 = {a, b, c, ..., z}. Ω5 = {a, b, c, ..., z}. Ω6 = {a, b, c, ..., z}. Ω = Ω1 × Ω2 × Ω3 × Ω4 × Ω5 × Ω6.
Ω = {(x, y, z, t, u, w) : x ∈ Ω1, y ∈ Ω2, z ∈ Ω3, t ∈ Ω4, u ∈ Ω5, v ∈ Ω6 and three letters are ’A.’}
It is assumed that license plates contain all characters and no numbers.
3. A fair coin is tossed once and its outcome is observed. If the outcome is ‘heads,’ the coin is tossed
again and the outcome recorded. Write down the sample space for this experiment. Is it a complex
experiment? Can it be naturally decomposed into more elementary experiments? If so, is the sample
space expressible as a cross-product? Give an example of an event. Assign a probability measure and
compute(with explanation) the probability of obtaining two ‘heads.’
The sample space is: Ω = {HH,HT, T1, ..., T6}. Yes, the experiment is a complex experiment in
that there are 2 sources of randomness — flipping a coin and throwing a die. The experiment can
be decomposed into two separate sample spaces. Ω1 = {H,T}. Ω2 = {T, 1, ..., 6}. Ω = Ω1 × Ω2 =
{(x, y) : x ∈ Ω1; y ∈ Ω2; (T, y) : y ∈ {1, ..., 6}} An example of an event would be A = {(HT ), (T1)}.
The probability of {(TT )} is zero since it is not part of the sample space. The probability of
{(HH)} is given as follow: A = 1-st flip is heads. B = 2-nd flip is heads. P (B|A) = 12 . P (A) = 12 .
P (A ∩B) = P (B|A)P (A) =
1
2
 1
2 = 14 .
4. Let Ω be any finite sample space with n elements, i.e., |Ω| = n. For each event A ⊆ Ω, define P (A) = |A|n .
Show that this association of numbers with events is a valid probability measure(show that the three
axioms are satisfied). Give an example of an experiment for which this would be a suitable probability
measure.
By definition, P (Ω) = |Ω|n = nn = 1.
4.5 Programming Assignment
This is a short programming assignment designed to get you comfortable with infinite sequences of real
numbers. In this programming assignment, you will study sequences of real numbers to determine if certain
types of limits exist. For an infinite sequence of real numbers a1, a2, a3, ... (each ai is a term or element of
the sequence) one is often interested in answering the following questions:
1. Does the sequence a1, a2, a3, ... converge to any limit, i.e., do terms in the sequence appear to get closer
to any particular number, and if so, what is that number?
2. Construct a new sequence b1 = a1, b2 = a1 + a2, ..., bn =
n
i=1 ai, ... Does the sequence of partial sums
b1, b2, b3, ... converge to any limit?
3. Construct yet another sequence c1 = a1, c2 = a1+a22 , ..., cn = 1n
n
i=1 ai, ... Does this sequence of partial
averages converge to anything?
You are given some code which will produce terms from three sequences from which you are to find answers
to the above questions for each of the three diÿerent sequences. This is implemented as a PASCAL function
get from sequence(i: integer) which will return the next term in the i-th sequence (i = 1, 2, 3) when
called. Thus, if we denote the first two terms of the third sequence as a1 and a2 then they may be obtained
as follows:
• start over;
• get from sequence(3);
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• get from sequence(3);
The procedure start over ensures that the first call to get from sequence (following a call to start over
) generates the very first term in the sequence. Thus, to get the first two elements once again, it is necessary
to call start over before using get from sequence.
Deliverables for this assignment:
You should hand in two neat copies(one for my records) of:
• Supporting documentation for the program: a paragraph describing your code.
• A complete listing of your code together with procedures I have supplied. Your code will contain
copious in-line documentation, of course.
• Annotated output from your program. For each sequence:
1. Print the first 20 terms.
2. Print the 100th term of the sequence, the 100th term in the corresponding sequence of partial
sums and partial averages.
3. Do the same for the 10000th terms of the sequence, the sequence of partial sums, and partial
averages.
• What do the various sequences(and the constructed sequences of partial sums and partial averages)
appear to converge to? Can you argue that these are the limits for the sequence?
Note:
• Use at least 6 decimal places of accuracy when printing real numbers.
• Do not confuse the sequence number with the subscript of a particular element or with constructed
versions of a particular sequence. Thus, the 2-nd sequence(i = 2 in get from sequence(i)) has its
first, second, third,..., etc terms. Corresponding sequences of partial sums and partial averages are
constructed using terms entirely from the 2-nd sequence. Thus the three sequences each have two
additional constructed sequences which you must consider.
• You may write your program in C if you like.
• You are encouraged to play around with the sequences to see what convergence behavior they demon-
strate.
• This is NOT a long assignment. You should not need more than 50(text) lines of code.
• Have fun!
program first_assignment (input, output);
const
m = 2147483647; (* const used in random # generator *)
num_proc = 10;
var
p,s: array[0..num_proc] of real;
x_seed: integer;
index_A, index_B: integer;
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(*.........................................................*)
(* Random number generator *)
function x_random: real;
const
a = 16807;
q = 127773;
r = 2836;
var
t,lo,hi: integer;
begin
hi:= x_seed div q;
lo:= x_seed - q*hi;
t:= a*lo - r*hi;
if (t>0) then
x_seed:= t
else
x_seed:= t+m;
x_random:= x_seed/m;
end;
(*.........................................................*)
(* initialize the random number generator *)
procedure put_seed(x: integer);
begin
if (0<x) and (x<m) then x_seed:= x;
end;
(*.........................................................*)
(* Reset all sequences *)
procedure start_over;
begin
put_seed(7774755);
index_A:= 1;
index_B:= 1;
end;
(*.........................................................*)
procedure initialize;
var
i: integer;
begin
start_over;
p[0]:= 0.4;
s[0]:= p[0];
for i:= 1 to num_proc do
begin
p[i]:= 0.6/num_proc;
s[i]:= s[i-1] + p[i];
end;
end;
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(*.........................................................*)
(* This function returns the next term in the specified sequence*)
function get_from_sequence(x: integer):real;
var
i: integer;
u: real;
begin
case x of
1: begin
get_from_sequence:= 1-1/sqr(index_A);
index_A:= index_A + 1;
end;
2: begin
get_from_sequence:= 1/index_B;
index_B:= index_B + 1;
end;
3: begin
u:= x_random;
i:= 0;
while (u>s[i]) and (i<10) do
i:= i + 1;
get_from_sequence:= i;
end;
end;
end;
(*.........................................................*)
(* main program - insert your code here. You may break your code*)
(* into several procedures/functions. *)
procedure terms(sqnc: integer);
var
i: integer;
n: real;
begin
start_over;
writeln(outfile, ’The first 20 terms of sequence’,sqnc:2, ’ are: ’);
for i:= 1 to 20 do
begin
n:= get_from_sequence(sqnc);
writeln(outfile, n:8:6);
end;
for i:= 21 to 100 do get_from_sequence(sqnc);
writeln(outfile);
writeln(outfile);
writeln(outfile);
write(outfile, ’The 100-th term of sequence’,sqnc:2,’ = ’);
writeln(outfile, n:12:6);
writeln(outfile);
for i:= 101 to 10000 do n:= get_from_sequence(sqnc);
write(outfile,’The 10000-th term of sequence’,sqnc:2,’ = ’);
writeln(outfile,n:18:16);
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writeln(outfile);
writeln(outfile);
writeln(outfile);
end;
procedure partial_sums(sqnc: integer);
var
i: integer;
n: real;
k: real;
writeln(outfile, ’ The first 20 terms of partial sums of sequence’,
sqnc:2,’ are ’);
for i:= 1 to 20 do
begin
n:= get_from_sequence(sqnc);
k:= k+n;
writeln(outfile, k:8:6);
end;
for i:= 21 to 100 do
begin
n:= get_from_sequence(sqnc);
k:= k+n;
end;
writeln(outfile);
writeln(outfile);
writeln(outfile);
write(outfile,’The 100-th term of partial sums of sequence’,
sqnc:2,’ = ’,k:12:6);
writeln(outfile);
for i:= 101 to 10000 do
begin
n:= get_from_sequence(sqnc);
k:= k+n;
end;
writeln(outfile);
writeln(outfile);
write(outfile,’The 10000-th term of partial sums of sequence’,
sqnc:2,’ = ’,k:12:6);
writeln(outfile);
writeln(outfile);
writeln(outfile);
end;
procedure partial_averages(sqnc: integer);
(* the following procedure computes the partial average of a given
sequence *)
var
i: integer;
n: real;
k: real;
m: integer;
begin
start_over;
k:= 0.0;
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writeln(outfile, ’The first 20 terms of partial averages of sequence’,
sqnc:2,’ = ’);
m:= 1;
while n<=20 do
begin
for i:= 1 to m do
begin
n:= get_from_sequence(sqnc);
k:= k+n;
end;
k:= k/i;
writeln(outfile, k:8:6);
m:= m+1;
start_over;
k:= 0.0;
end;
for i:= 1 to 100 do
begin
n:= get_from_sequence(sqnc);
k:= k+n;
end;
writeln(outfile);
writeln(outfile);
k:= k/i;
write(outfile,’The 100-th term of partial averages of sequence’,
sqnc:2,’ = ’,k:12:6);
start_over;
k:= 0.0;
for i:= 1 to 10000 do
begin
n:= get_from_sequence(sqnc);
k:= k+n;
end;
writeln(outfile);
writeln(outfile);
k:= k/i;
write(outfile,’The 10000-th term of partial averages of sequence’,
sqnc:2,’ = ’,k:24:22);
writeln(outfile);
writeln(outfile);
writeln(outfile);
writeln(outfile);
end;
(*.........................................................*)
begin
initialize;
for i:= 1 to 3 do
begin
terms(i);
partial_sums(i);
partial_averages(i);
end;
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end.
Sequence 1 Here an = 1 − 1n2 . As n → ∞, 1n2 → 0 and so an → 1. A more formal proof would use
N () =  12 , but you were not required to provide this. Next, consider the sequence of partial sums
bn =
n
i=1 ai. One may decompose each term in the sequence of partial sums into two parts: bn =n
i=1 ai = n −
n
i=1
1
i2 . Any decent calculus textbook will(should) tell you that
n
i=1
1
i2 converges.
It happens to converge to π26 . So the second part of our decomposition gets closer and closer to the
constant π26 . You might have discovered this for yourself by printing out the latter sum and observing
the convergence. The first part diverges. Since, for any constant c, the sequence n+ c→∞, we must
have bn → ∞. Finally, consider the sequence of partial averages cn = 1n
n
i=1 ai. Again, the same
decomposition gives us: cn = 1n
n
i=1 ai = 1− 1n
n
i=1
1
i2 . Since the latter sum converges to a constant,n
i=1
1
i2 gets closer to π
2
6 for large n. Hence 1n
n
i=1
1
i2 will converge to zero. Thus, cn → 1. Formal
proofs for the last two cases are slightly more complicated and were not required.
Sequence 2 The second sequence is an = 1n . We have seen that an → 0 already. Again, your calculus book
would tell you that the sequence of partial sums, bn =
n
i=1
1
i diverges, although it’s not experimentally
obvious. It’s not very dicult to show divergence by expressing the sum as an integral. It can be shown
that bn ≥ ln(n+ 1) + C1, for some constant C1. Since ln(n + 1) diverges, bn, diverges. It can also be
shown that bn ≤ ln(n) +C2 where C2 is also a constant. Thus for each term in the sequence of partial
averages is less than ln(n)+C2n and so the sequence of partial averages converges to zero. Most of the
arguments were for sequence 1; I did, however, take oÿ a few points for a complete lack of reasoning
or very wrong answers.
Sequence 3 This sequence is random, as most of you observed. The sequence itself and the sequence of
partial sums do not converge. However, the sequence of partial averages will appear to converge to
3.3. Limits for random sequences are treated a little diÿerently, as we shall see later. The sequence of
partial averages does indeed converge to 3.3, but in diÿerent sense than for real sequences. You were
not expected to mention this — I only took oÿ points for incorrect observations.
4.6 Card Experiments
Example: 51 cards, throw one out, say the king of spades. Again, let A = {card is a spade}, B =
{card is an ace}. P (A|B) = P (A∩B)P (B) . P (B|A) =
P (A∩B)
P (A) . A = {1, ..., 12}, and B = {1, 14, 27, 40}. Find,
P ({1,...,12})∩P ({1,14,27,40})
P ({1,14,27,40}) =
1
51
4
41
= 14 . P (B|A) =
1
51
12
51
= 112 . P (A) = 1251 = P (A|B). P (B) = 451 = P (B|A).
Example: A first card is drawn and not replaced. A second card is drawn. Let A= “1-st card is
ace of spades,” and B= “second card is two of spades.” Ω1 = {1, ..., 52}, and Ω2 = {1, ..., 52}. Ω =
{(x, y) : x ∈ Ω1, y ∈ Ω2 and x = y}. A = {(1, y) : y ∈ Ω2, y = 1}. B = {(x, 2) : x ∈ Ω1, x = 2}.
P (A) = 152 P (B) = P (2nd card is 2|1st card is 1) = 151 . A∩B = {(1, 2)}. P (A∩B) = P (B|A)P (A) = 152 151 .
P ({x, y}) = 152(51), x = y. P (B) = P ({(i, 2)) : i ∈ Ω, i = 2}) = P ({(1, 2), (3, 2), (...), (52, 2)} = P ({(1, 2)}+
· · ·+ P ({(52, 2)}) = 151(52) + · · ·+ 152(51) = 152 .
Example: A urn has 3 red balls and 2 blue balls. Pick two balls without replacement. Let A=‘both
are the same color.’ Find P (A). Ω1 = {R,B}, Ω2 = {R,B}. Ω = {(R,R), (R,B), (B,R), (B,B)} A =
{(R,R), (B,B)}The probability measure, P (1-st is red) = 35 . P (1-st is blue) = 25 . P (2-nd is red|1-st is red) =2
4 . P (2-nd is blue|1-st is blue) = 14 . P (2-nd is red|1-st is blue) = 34 . P (2-nd is blue|1-st is red) = 24 . P ({(R,R)}) =
P (1-st red ∩ 2-nd red) = P ({(R,B), (R,R)}∩{(R,R), (B,R)}) = P (2-nd red | 1-st red)P (1-st red) = 24 35 =6
20 . P ({(R,B)}) = P (2-nd blue | 1-st red)P (1-st red) = 24 35 = 620 . P ({(B,B)}) = 220 . P (A) = P ({(R,R), (B,B)}) =
P ({(R,R)}) + P ({(B,B)}) = 620 + 220 = 820 .
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Example: 3 card draw without replacement. A = {1-st card spade}, B = {2-nd card spade}, C =
{3-rd card spade} = P (A∩B ∩C) = P ((A∩B)∩C) = P (C|A∩B)P (A∩B) = P (C|A∩B)P (B|A)P (A) =
11
50
12
51
13
52 .
4.7 Conditional Probability
Example: 2 card drawing. Draw the first card and do not replace it. Draw another card. Ω1 = {1, ..., 52},
Ω2 = {1, ..., 52}. Ω = {(x, y) : x ∈ Ω1; y ∈ Ω2, x = y}. eg (3, 3) /∈ Ω.
Example: Examine the CPU of a multiuser machine. Count the number of users logged on. Count the
number of batch jobs. Count the number of interactive jobs. Ω1 = {1, 2, 3, ..., n}, Ω2 = {1, 2, 3, ..., n},
Ω3{1, 2, 3, ..., n}. Ω = Ω1 × Ω2 ×Ω3 = {(0, x, y) : y > 0}.
Example: Two die throws (independent experiment). P ({i, j}) = P ({i})P ({j}), i, j ∈ {1, 2, 3, 4, 5,6},
where P ({i}) = 16 .
Example: Toss a coin(dependent experiment). If heads, set second toss to tails; else set second toss to
heads. Ω = {(H,T ), (T,H)}. P ({H,T}) = 12 = P ({H})P ({T}).
Example: A single die throw(conditional probability). Ω = {1, 2, 3, 4,5,6}. Let A = {1, 6}, and B = {5, 6}.
P (A) = P ({1}) + P ({6}) = 16 + 16 = 13 . Repeat the experiment n times. Let fA(n) be the number of times
A occurs. Let fB(n) be the number of times B occurs. Look at fA(n)n → 13 = P (A). Suppose we know that
B occurred. What is the probability that A occurred also? Note that for both A and B to occur, A ∩ B.
Let fA∩B(n) be the number of times both A and B occurs. Then, fA∩B(n)fB(n) =
fA∩B(n)
n
fB(n)
n
→ P (A∩B)P (B) = P (A|B).
P (A|B) = P (A∩B)P (B) . In the example, P (A|B) =
P (A∩B)
P (B) =
{1,6}∩{5,6})
P ({5,6}) =
P ({6})
P ({5,6}) =
1
6
2
6
= 12 .
Example: Draw a card. Let A be that the card is a spade. Let B be that the card is an ace. Ω = {1, ..., 52}.
A = {1, ..., 13}, and B = {1, 14, 27, 40}.Find P (A|B). P ({i}) = 152 , i ∈ {1, ..., 52}. P (A|B) = P (spade|ace) =
P (A∩B)
P (B) =
P ({1})
P ({1,14,27,40}) =
1
52
4
52
= 14 . P (B|A) = P (ace|spade) =
P (A∩B)
P (A) =
P ({1})
P ({1,...,13}) =
1
52
13
52
= 113 . Notice
that P (A|B) = P (A). Events A and B are independent iÿ P (A ∩ B) = P (A)P (B), P (A|B) = P (A), and
P (B|A) = P (B). P (A|B) = P (A∩B)P (B) =
P (A)P (B)
P (B) = P (A).
4.8 Law of Total Probability
Let Ω be a sample space. B1, B2, ..., Bn is a partition of Ω if
1. Bi ∩Bj = ∅.
2. ni=1Bi = Ω.
The law of total probability for A ⊆ Ω, P (A) = P ((A∩B1)∪ ...∪ (A∩Bn)) = P (A∩B1)+ ...+P (A∩Bn) =
P (A|B1)P (B1) + ...+ P (A|Bn)P (Bn).
Example: Two card draw without replacement. Let A be that the ‘second card is an ace.’ If B1 is ‘first card
is an ace,’ and B2 is ‘first card is not an ace.’ Then, P (A) = P (A|B1)P (B1)+P (A|B2)P (B2) = 351 452+ 451 4852 .
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Example: A factory has three machines. Machine A produces 20% of the products. Machine B produces
30% of the products. Machine C produces 50% of the products. For machine A, 6% of the products
are defective. For machine B, 7% of the products are defective. For machine C, 8% of the products are
defective. Select a product randomly and let E be the event that the product is defective. What is P (E)?
SA = product made by A, SB = product made by B, SC = product made by C. P (SA) = 0.2, P (SB) = 0.3,
P (SC) = 0.5. P (E|SA) = 0.06, P (E|SB) = 0.07, P (E|SC) = 0.08. SA∪SB∪SC∪ = Ω. SA∩SB = ∅. P (E) =
P (E|SA)P (SA)+P (E|SB)P (SB)+P (E|SC )P (SC) = (0.06)(0.2)+(0.07)(0.3)+(0.08)(0.5).As an alternative,
let Ω1 = {A,B,C}. Ω2 = {D,N}. Ω = Ω1 × Ω2. P ({(A,D)}) = P (defect|made on A)P (made on A) =
P (E|SA)P (SA). P (SA|E) + P (SA∩E)P (E) =
0.06(0.2)
(0.06)(0.2)+(0.07)(0.3)+(0.08)(0.5) =
P (E|SA)P (SA)
P (E) .
4.9 General Form of Baye’s Formula
Suppose B1, ..., Bn is a partition of Ω. To get P (Bi|A) :
1. First compute P (A) =ni=1 P (A|Bi)P (Bi).
2. Then, P (Bi|A) = P (A|Bi)P (Bi)P (A) .
Example: There are 2 types of people: accident prone(30% of the population), and non-accident prone(70%
of the population). For an accident prone person, P (accident) = 0.4. For a non-accident prone person,
P (accident) = 0.2. Compute the probability a person will have an accident and given a person who has an ac-
cident, what is P ( person is accident prone). LetA = person is accident prone, B = person is not accident prone,
C = person has an accident. P (A) = 0.3, P (B) = 0.7, P (C|A) = 0.4, P (C|B) = 0.2. For the first question:
use the law of total probability since the conditions hold true. P (C) = P (C|A)P (A) + P (C|B)P (B) =
(0.4)(0.3) + (0.2)(0.7) = 0.26. For the second question: P (A|C) = P (C|A)P (A)P (C) =
(0.4)(0.2)
0.26 .
Example: A plane crashes. It can be in one of 3 regions(equally likely). If the plane is in region i, what
is the probability of locating it? Call this αi. Given that a search in region 1 is unsuccessful, that is the
probability it is in region i, i = 1, 2, 3? Let Ai = plane is in region i. Let Bi = search of region i is successful.
P (Ai) = 13 . P (Bi|Ai) = αi. Find P (Ai|Bc1).
i = 1 : P (A1|Bc1) = P (B
c
1 |A1)P (A1)
P (Bc1 )
= P (Bc1) = P (Bc1|A1)P (A1) + P (Bc2|A2)P (A2) + P (Bc3|A3)P (A3) =
(1−α1) 13
(1−α1) 13+(1( 13 ))+(1( 13 )) .
i = 2 : .....
4.10 Independence
Events A and B are independent if P (A ∩B) = P (A)P (B). If A and B are independent, then so are:
1. A,Bc.
2. Ac, B.
3. Ac, Bc.
4.11 Homework
1. There are two urns. The first contains 3 white balls and 6 red balls whereas the second contains 2 white
balls and 9 red balls. A ball is selected from the first urn and dropped into the second. After this, a
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ball is drawn from the second urn. What is the probability that the ball is white? Ω1 = {Red,White}.
Ω2 = {Red,White}. Ω = {(x, y) : x ∈ Ω1; y ∈ Ω2}. Let A = select a white ball from urn 1. B =
slect a red ball from urn 1. C = select a white ball from urn 2. A = {(W, 0)}, B = {(R, 0)}, C =
{(W,W ), (R,W )}. P (A) = 39 = 13 . P (B) = 69 = 23 . P (C) = P ({(W,W )} + P ({(R,W )}. P (C|A) =3
12 = 14 . P (C|B) = 212 = 16 . P (C) = P (C|A)P (A) + P (C|B)P (B) =
1
4
 1
3 +
1
6
 2
3 = 0.194. The law of
total probabilities holds true.
2. In its quest to stop the spread of certain diseases, the government decides to actively encourage people
to undergo a blood test. The eÿectiveness of the blood test is described as follows. For a person
with the disease, the test returns “positive” with probability x. For a healthy individual, the test
returns “positive”(a false positive) with probability y. The actual fraction of the population with the
disease is z. Next, let u be the probability that a randomly selected individual tests positive, d be the
conditional probability that the individual has the disease given that he/she tested positive and h be
the conditional probability that the individual is healthy given that he/she test positive.
(a) Express u, d and h as functions of x, y and z.
(b) Calculate u, d and h when:
i. x = 0.95, y = 0.03, and z = 0.5.
ii. x = 0.95, y = 0.03, and z = 0.1.
iii. x = 0.95, y = 0.03, and z = 0.01.
Do the results surprise you? What do you conclude? Give an intuitive explanation of the results.
3. Three shady characters, A,B and C are picked up from the streets of New York and taken to court.
One of them, A, is charged with a crime and the other two are to be witnesses(they know the truth).
The probability that A is guilty is 0.8. Now, B and C testify in sequence. Since B is a friend of As,
B will tell the truth if A is innocent, but will lie with probability 0.2 if A is guilty. On the other hand,
C dislikes A and will tell the truth if A is guilty but will lie with probability 0.3 if A is innocent.
(a) Identify the sample space and draw a tree representing the conditional probabilities.
(b) What is the probability that the witnesses give conflicting testimony?
(c) Which witness is more likely to commit perjury?
(d) What is the conditional probability that A is innocent, given that B and C give conflicting
testimony?
4. A computer center has two machines, A and B, each with an attached hard disk. Machine A is
considered unusable if either it or its attached hard disk fails. The same holds for machine B. Let a0
be the probability that machine A fails, and a1 the probability that its hard disk fails; similarly, let b0
be the probability that machine B fails and b1 be the probability that its hard disk fails. Assume all
failures are independent. The center is closed if both machines are unusable. Compute the probability
that the center is closed. Given that the center is closed, what is the probability that a failure of As
hard disk contributed to the closure?
4.12 More on Independence
Example: A parallel machine with n processors, each with probability of failure of q.What is the probability
that at least one processor is usable? 1− qn. Let Ai = i-th processor failed.
P (all processors failed) = P (A1 ∩A2 ∩ · · · ∩An) = P (A1)P (A2) · · · P (An) = qn.
Example: A urn has r red balls, g green balls, and b blue balls. Balls are drawn with replacement until
either a red or green ball appears. What is the probability that of getting a red ball before a green ball? Let
An be the event that ‘a red ball is drawn on the n-th draw.’ Let Bn be the event that ‘a blue ball is drawn
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on the n-th draw.’ Let Cn be the event that ‘the first red ball on the n-th draw.’ Let En be the event that
‘a red ball is drawn before a green ball.’ Then, E = C1 ∪C2 ∪C3 ∪ · · · ∪Cn.
P (E) = P (C1 ∪C2 ∪C3 ∪ · · · ∪Cn) = P (C1) + P (C2) + P (C3) + · · ·+ P (Cn).
P (Cn) = B1 ∩B2 ∩B3 ∩ · · · ∩Bn−1 ∩An = P (B1 ∩B2 ∩B3 ∩ · · · ∩Bn−1 ∩An) =
P (B1)P (B2)P (B3) · · · P (Bn−1)P (An).
Let p = rr+g+b = P (An) and q = br+g+b = P (Bn). Then, P (Cn) = (1− p− q)n−1p. So,
P (E) =
∞
i=1
(1− p − q)n−1p = pp+ q =
r
r + g .
A1, ..., An are independent events if for every group of k ≤ n events among A1, ..., An, P (An1)∩P (An2)∩ · ·
· ∩ P (Ank) = P (An1)P (An2) · · · P (Ank). It is not enough for events to be pairwise independent.
Example: Select an integer from {1, 2, 3, 4} randomly. Let A1 = {1, 2}, A2 = {1, 3}, A3 = {1, 4}. P (A1) =
1
2 , P (A2) = 12 , P (A3) = 12 . P (A1∩A2) = P ({1}) = 14 , P (A1∩A3) = P ({1}) = 14 , P (A2∩A3) = P ({1}) = 14 ,
P (A1 ∩A2 ∩A3) = P ({1}) = 14 = P (A1)P (A2)P (A3) = 18 .
4.13 Random Variables
Example: Three independent coin tosses. P (x1, x2, x3) = 18 . The possible outcomes are: (H,H,H), (H,H,T),
(H,T,H), (H,T,T), (T,H,H), (T,H,T), (T,T,H), (T,T,T).
For w ∈ Ω, define f(w) as the number of heads in W. eg. f(H,T,H) = 2, f(T, T, T ) = 0. Or use the
notation, X(w) is the number of heads in W. X is called a random variable. X : Ω→ . Random variables
are functions from Ω to  or some subset of . For A ⊆ , let X−1(A) = {W : x(w) ∈ A}.
Using the previous example, x−1(A) = {(H,H,H)}. P (x−1(A)) = P (W : x(w) ∈ A) = P (x ∈ A). So, P (x =
0) = P ({W : x(w) ∈ {0}}) = (T, T, T ) = 18 . P (x = 1) = P (x ∈ {1}) = (H,T, T ), (T,H, T ), (T, T,H) = 38 ,
and so on. P (0 ≤ x ≤ 2) = P ({W : 0 ≤ x(w) ≤ 2}) = P (x = 0) + P (x = 1) + P (x = 2) = 78 .
4.14 Discrete Random Variables
Example: Three coin tosses. X is the number of heads. Then, X ∈ {0, 1, 2, 3, 4}. That is called the range.
X(H,T,H) = 2. For discrete random variables, the range is finite and countable. The probability is specified
as P (X = ai) = xi. We must satisfy the following conditions,
1. P (x = ai) = 1.
2. 0 ≤ P (x = ai) ≤ 1.
P (x = ai) = xi is called a probability mass function(pmf).
Example: Let N be the number of times you must toss a coin to get a ‘heads.’ N ∈ {1, 2, 3, ...}. P (N =
1) = 12 , P (N = 2) = 14 , P (N = 3) = 18 , ... P (N = k) =
1
2
k−1 1
2 .
∞
k=1
1
2
k−1 1
2 =
1
2

1 + 12 +
1
2
2
+ · · ·

=
1
2
1− 12
= 1.
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4.15 Bernoulli Random Variable
X ∈ {0, 1}. P (X = 1) = p, P (X = 0) = 1− p. X ∼ Bernoulli(p).
4.16 Distributions
4.16.1 Geometric Distribution
Example: Toss a p−biased coin until the first head appears. Let X be the number of tosses required. Hn
is ‘heads on the n-th toss.’ Tn is ‘tails on the n-th toss.’ P (X = 1) = P (H) = p. P (X = 0) = P (T1 ∩H2) =
P (T1)P (H2) = (1−p)p.... P (X = k) = P (T1∩···∩Tk−1∩Hk) = P (T1)P (T2)···P (Tk−1)P (Hk) = (1−p)k−1p.
X ∼ geometric(p).
P (Xis odd) = P (x ∈ {1, 3, 5, ...}) = P (X = 1) + P (X = 3) + · · ·.
P (X > k) = P (x ∈ {k+1, k+2, ...}) = P (X = k+1)+P (X = k+2)+ · · · = (1−p)kp+(1−p)k+1p+ · · · =
(1− p)kp[1 + (1− p) + (1 − p)2 + · · ·] = (1− p)kp 11−(1−p) = (1− p)k.
P (x ∈ A|x ∈ B) :
P (x > k + n|x > k) = P (x ∈ {k + n, k + n + 1, ...}|x∈ {k + 1, k+ 2, ...}) =
P ({k+ n, k+ n+ 1, ...}∩ {k + 1, k + 2, ...})
P (x ∈ {k + 1, k+ 2, ...}) =
P (x ∈ {k + n+ 1, k+ n+ 2, ...})
P (x ∈ {k + 1, k+ 2, ...}) =
P (x > k + n)
P (x > k) =
(1− p)k+n
(1− p)k = (1 − p)
k = P (X > n).
This is known as the memoryless property of the geometric distribution.
Example: A computer system. P (system down on a particular day) = 0.02. What is P (system is trouble
free for a month)? If X is the number of days until the first break down. Then, X ∼ Geometric(0.02).
P (X > 30) = (1− p)30 = (1− 0.02)30.
4.16.2 Binomial Distribution
Example: Three coin tosses. Ω is the same as before. Let A be the number of heads. P (X = 0) = (1−p)3 =
3
0

. P (X = 1) =

3
1

= p(1− p)2 + p(1− p)2 + p(1− p)2. P (X = 2) = 3(p2(1− p)) =

3
2

, etc.
Example: n processor parallel machine. P (failure) = q for each processor. What is P (less than 3 failures)?
Let X be the number of failed processors. X ∼ Binomial(n, q).
P (X = k) =

n
k

qk(1− q)n−k.
P (less than 3 failures) = P (X < 3) =
P (X = 0) + P (X = 1) + P (X = 2).
Example: Suppose there are 6 packs of cards. Draw a card from each deck. What is P (at least 3 are spades)?
n = 6. X ∼ Binomial(6, 1352).
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4.16.3 Discrete Uniform Distribution
X ∈ {a1, ..., an}. P (X = ai) = 1n .
Example: Die throw. X ∈ {1, 2, 3, 4,5,6}. P (X = i) = 16 .
Other important discrete distributions:
1. Hypergeometric.
2. Negative Binomial(Pascal).
3. Poisson.
4.16.4 Cumulative Distribution Function
May be called distribution functions in other text books. Abbreviated cdf.
F (y) = P (X ≤ y).
Note the following:
1. The cdf is a function of y.
2. It is defined for all y.
3. F is right continuous.
4. 0 ≤ F (y) ≤ 1.
Example: Suppose X has the pmf,
P (X = 0) = 18 , P (X = 1) =
3
8 , P (X = 2) =
3
8 , P (X = 3) =
1
8 .
Then,
P (X < 0) = 0, P (X ≤ 0) = 18 , P (X ≤ 1) = P (X ≤ 0) + P (x ≤ 1) =
1
8 +
3
8 =
4
8 ,
P (X ≤ 2) = P (X ≤ 1) + P (X = 2) = 48 +
3
8 =
7
8 , P (X ≤ 3) = 1, P (X ≤ 4) = 1.
In general, for any pmf P (X = ai) = αi, F (y) = P (X ≤ y) =

ai≤y P (X = ai). Note that given a Cumula-
tive distribution function F (y), we can recover the pmf, P (X = ai) =

ak≤ai P (X = ai)−

ak≤ai−1 P (X =
ak) = F (ai) − F (ai−1).
Example: When X has the pmf:
P (X = 0) = 18 , P (X = 1) =
3
8 , P (X = 2) =
3
8 , P (X = 3) =
1
8 .
Then, P (X = 2) = F (2)−F (1) = 78 − 48 = 38 . So, cdf’s and pmf’s are both means of ‘encoding’ a probability
measure.
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4.16.5 Continuous Random Variables
For a discrete random variable X, the cdf is a step function. Why? Because, the cdf F ‘jumps’ at the very
values the random variable takes on. For continuous random variables, the range is real-valued(uncountable).
In this case, F is often continuous, even diÿerentiable. For continuous random variables, we are interested
in intervals, X ∈ [a, b], the set of all reals between a and b. Now,
P (X ∈ [a, b]) = P (X ∈ (−∞, b])− P (X ∈ (−∞, a]) = P (X ≤ b)− P (X ≤ a) = F (b)− F (a).
where F is the cdf. So, given the cdf, one can compute P (X ∈ [a, b]). Next, if F is diÿerentiable, then there
exists a function f such that,
1. F (b)− F (a) =
 b
a f(x) dx.
2. F (x) = f(x).
Thus,
P (X ∈ [a, b]) =
 b
a
f(x) dx.
f(x) is called the probability density function(pdf). Note:
1. For a cdf F (y),
(a) F (y) is an increasing function, y1 ≥ y2, F (y1) ≥ F (y2).
(b) F (y)→ 1 as y →∞.
(c) F (y)→ 0 as y →−∞.
2. P (X = a) = 0 for an continuous random variable X and where a is a point of continuity in F (y). We
will mostly deal with diÿerentiable functions F (y). So, P (X = a) = 0 will always be true for every a.
3. P (X ≤ a) = P (X < a) + P (X = a) = P (X < a) + 0 = P (X < a). So we do not need to distinguish
between less-than and less-than-and-equal.
4.
∞
−∞ f(x) dx = 1.
5.
 b
a f(x) dx = P (X ∈ [a, b]) is the area under the curve f(x) in the interval [a, b].
6. f(x) is not a probability. It is only a device used in computing probabilities.
7. F (y) =
∞
−∞ f(x) dx.
Example: Suppose X has the pdf,
f(x) =
 3
8(4x− 2x2), if 0 < x < 2.
0, otherwise.
F (y) =
 y
−∞
f(x) dx =
 y
0
3
8(4x− 2x
2) dx = 38
4x2
2 −
2x3
3
y
0
= 3y
2
4 −
y3
4 , 0 < y < 2.
So,
F (y) =



0, if y ≤ 0.
3y2
4 −
y3
4 , if 0 < y < 2
1, if y ≥ 2.
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One might compute P (X < 1) as follows:
P (X < 1) = P (X ∈ (−∞, 1]) =
 1
−∞
f(x) dx =
 1
0
3
8(4x− 2x
2) dx = 12 .
Alternatively, since we have computed F (y),
P (X < 1) = F (1) = 34 −
1
4 =
1
2 .
Example: The time to breakdown in hours of a computer system is a continuous random variable with
density,
f(x) =

100e−100x, x ≥ 0.
0, x < 0.
What is the probability that a breakdown occurs before 100 hours? Let X be the lifetime of the system.
Then, X has the pdf f(x). We want P (X < 100).
P (X < 100) =
 100
−∞
f(x) dx =
 100
0
100e−100x dx = 100
e−100x
−100
100
0
= 1− e−1002.
4.16.6 Continuous Uniform Distribution
X ∼ U (α, β) if the pdf of X is
f(x) =
 1
β−α , α < x < β.
0, otherwise.
Then,
F (y) =



0, y ≤ α.
y−α
β−α , α < y < β.
1, otherwise.
Example: Buses arrive to a bus stop at 7, 7:15, 7:30, 7:45, 8:00 am. You arrive at the bus stop some-
time(uniformly) between 7 and 7:30. What is the probability that you will wait less than 5 minutes. Let X
be the time of your arrival between 7 and 7:30. Then, we are given X ∼ U (0, 30).
f(x) =



0, x < 0.
1
30−0, 0 < x < 30.
1, x > 30.
P ({10 < x < 15} ∪ {25 < x < 30}) =
 15
10
f(x) dx +
 30
25
f(x) dx.
4.16.7 Normal Distribution
X ∼ N (µ, σ2) if the density function is
f(x) = 1√
2πσ
e− 12 ( x−µ)σ )2 .
F (y) =
 y
−∞
f(x) dx.
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4.16.8 Exponential Distribution
X ∼ Exp(λ).
f(x) =

λe−λx, x ≥ 0.
0, x < 0.
F (y) =
 y
−∞
f(x) dx =
 y
0
λe−λx dx = 1− e−λy = P (x ≤ Y ).
P (x > s + u|x > s) = P ({x > s + u} ∩ {x > s})P ({x > s}) =
P (x > s + u)
P (x > s) =
P (x ∈ (s + u,∞))
P (x ∈ (s,∞)) =
∞
s+u f(x) dx∞
s f(x) dx
= e
−λ(s+u)
e−λs = e
−λu = P (X > u).
Recall that this was called the memoryless property.
Example: X is the lifetime of a light bulb. X ∼ Exp(λ).
P (x > 3 + 1|x > 3) = P (x > 1) =
P (x > 300 + 1|x > 300) = P (x > 1).
4.16.9 Other Continuous Distributions
Gamma, Beta, Cauchy, Chi-square, Weibull, Student.
4.17 Functions of Random Variables
X is a random variable. g :  → . Then, y = g(x) is a random variable. X : Ω→ .
Example: X ∼ U (0, 2), g(x) = x2.
fx(x) =



0, x ≤ 0.
1
2−0 , 0 < x < 2.
0, x ≥ 2.
Fx(x) =



0, x ≤ 0.
y
2−0 , 0 ≤ x ≤ 2.
1, otherwise
Let z = g(x) = x2, Fz(y) is a distribution function of z = P (Z ≤ y) =
P (x2 ≤ y) = P (−√y < x < √y) = P (0 < x < √y) = P (x ≤ √y) = Fx(
√y), 0 < √y < 2.
So,
Fz(y) =



0, √y < 0.√y
2−0 , 0 ≤
√y < 2.
1, √y ≥ 2.
The probability density function is,
fz(x) =



0, x < 0.
1
4√x , 0 < x < 4.
0, x ≥ 4.
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Example: X is the number of heads in three coin flips. P (X = 0) = 18 , P (X = 1) = 38 , P (X = 2) =3
8 , P (X = 3) = 18 .
y = 13x+ 5 .
y ∈
 1
3(0) + 5 ,
1
3(1) + 5 ,
1
3(2) + 5 ,
1
3(3) + 5

.
P (Y = 13(2) + 5 = P (x = 2).
When two values of x give one value of y, then add to obtain the probability.
A discrete event looks like x ∈ {a1, a2, ...} P (x = ai), i = 1, 2, 3, ..., n. F (y) = P (x ≤ y). The pmf is f(x).
P (a ≤ x ≤ b) =
 b
a f(x) dx. F (y) = P (x ≤ y) =
 y
−∞ f(x) dx.
4.18 Joint Distributions
Example: Three coin tosses. X is the number of heads. Define y as:
y =

1, if # heads > # tails.
0, otherwise.
w ∈ Ω x(w) y(w) P (w)
HHH 3 1 18
HHT 2 1 18
HTH 2 1 18
HTT 1 0 18
THH 2 1 18
THT 1 0 18
TTH 1 0 18
TTT 0 0 18
The ranges are Rx = {0, 1, 2, 3} and Ry = {0, 1}.The range of (x, y) is Rx×Ry = {(x, y) : x ∈ Rx; v ∈ Ry} =
{(0, 0), (0, 1), (1,0), (1,1), (2, 0), (2, 1), (3,0), (3,1)}. The joint pmf is
P (x = i, y = j), (i, j) ∈ Rxy = P ({w ∈ Ω : x(w) = i and y(w) = j}).
For example, P (x = 3, y = 1) = P ({W : x(w) = 3, y(w) = 1}) = P ({(HHH)} = 18 . P (x = 2, y = 1) =
P ({(HHT ), (HTH), (THH)}) = 38 .
x/y 0 1
0 18 0
1 38 0
2 0 38
3 0 18

(i,j)∈Rxy
P (x = i, y = j) = 1.
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4.19 Marginal Distributions
The marginal pmf of X is defined as Px(x = i), i ∈ Rx.

j∈Ry
P (x = i, y = j).
For example,
P (x = 0) =

j∈Ry
P (x = 0, y = i) = P (x = 0, y = 0) + P (x = 0, y = 1) = 18 + 0 =
1
8 .
P (x = y) = P (x = i, y = j; i = j) = P (x = 0, y = 0) + P (x = 1, y = 1) = 18 + 0 =
1
8 .
4.20 Independence
Random variables x and y are independent if for every A ⊆ Rx, B ⊆ Ry, P (x ∈ A, y ∈ B) = Px(x ∈ A)Py(y ∈
B).
Example: Coin toss and die throw.
x =

1, if heads.
0, otherwise.
Y is the number on the die. Assume independence. P (x = 0) = 12 . P (x = 1) = 12 . P (y = k) = 16 , k =
1, 2, 3, 4, 5,6. P (x = i, y = j) = P (x = i)P (y = j). eg. P (x = 0, y = 1) = 12
1
6

= 112 .
4.21 Conditional Probability
P (x ∈ A|y ∈ B) = P (x ∈ A, y ∈ B)P (y ∈ B) .
Example: A coin toss and die throw(same as before).
P (x = 1|y ∈ {1, 2}) = P (x ∈ {1}|y ∈ {1, 2})P (y ∈ {1, 2}) =
P (x ∈ {1})P (y ∈ {1, 2})
P (y ∈ {1, 2}) = P (x ∈ {1}) =
1
2 .
Example: x ∈ {0, 1}, y ∈ {0, 1}.
x/y 0 1
0 0.4 0.2
1 0.1 0.3
P (x = 0|y = 1) = P (x = 0, y = 1)P (y = 1) =
0.2
0.2 + 0.3 =
2
5 .
Alternate notation is Py=1(x = 0).
P (x = 1|y = 1) = P (x = 1, y = 1)p(y = 1) =
0.3
0.5 =
3
5 .
Alternate notation is Py=1(x = 1).
Generally, x ∈ Rx = {a1, a2, ...}, and y ∈ Ry = {b1, b2, ...}. The conditional pmf of x is given by y = bk,
P (x = a1|y = bk), P (x = a2|y = bk), P (x = a3|y = bk), ....
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4.22 Distribution Functions
1. Joint distribution function P (x ≤ ai, y ≤ bj).
2. Conditional distribution function P (x ≤ a|y ≤ b).
4.23 Homework and Answers
1. An urn contains 3 red balls, 2 blue balls and a green ball. Two balls are drawn in succession without
replacement. Let X denote the number of red balls among those drawn and define Y as follows:
Y =

1, if first ball is green.
0, otherwise.
Write down the sample space and the values of the random variables X and Y for each element of the
sample space. Identify all elements of the sample space for whichX = 1.What are the probability mass
functions of X and Y ? Compute the distribution functions of X and Y. Compute P (X = 2|X > 0).
Ω = {(R,R), (R,B), (R,G), (B,B), (B,R), (G,R), (G,B), (B,G)}.
P ({(R,R)}) = 36
2
5

= 630 , P ({(R,B)}) =
3
6
2
5

= 630 , P ({(R,G)}) =
3
6
1
5

= 330 ,
P ({(B,B)}) = 26
1
5

= 230 , P ({(B,R)}) =
2
6
3
5

= 630 , P ({(G,R)}) =
1
6
3
5

= 330 .
P ({(G,B)}) = 16
2
5

= 230 , P ({(B,G)}) =
2
6
1
5

= 230 .
X is the number of red balls. x ∈ {0, 1, 2}. At x = 1, the elements of the sample space are
{(R,B), (R,G), (B,R), (G,R)}. The probability mass functions for x are:
P (x = 0) = 230 +
2
30 +
2
30 =
6
30 .
P (x = 1) = 630 +
3
30 +
6
30 +
3
30 =
18
30 .
P (x = 2) = 630 .
The probability mass functions for y are:
P (y = 0) = 630 +
6
30 +
3
30 +
2
30 +
6
30 +
2
30 =
25
30 .
P (y = 1) = 330 +
2
30 =
5
30 .
The distribution functions of x are:
P (x ≤ 0) = P (x = 0) = 630 .
P (x ≤ 1) = P (x ≤ 0) + P (x = 1) = 63 +
18
30 =
24
30 .
P (x ≤ 2) = P (x ≤ 1) + P (x = 2) = 2430 +
6
30 = 1.
The distribution functions of y are:
P (y ≤ 0) = P (y = 0) = 2530 .
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P (y ≤ 1) = P (y ≤ 0) + P (y = 1) = 2530 +
5
30 = 1.
P (x = 2|x > 0) = P ((x = 2) ∩ (x > 0))P (x > 0) =
P ({(R,R)} ∩ {(R,B), (R,G), (B,R), (G,R), (R,R)})
P ({(R,R), (R,B), (R,G), (B,R), (G,R)}) =
P ({(R,R)})
P ({(R,R), (R,B), (R,G), (B,R), (G,R)}) =
6
30
6
30 + 630 + 330 + 630 + 330
= 624 =
1
4 .
2. Students at W& M bring their diskettes in to a Virus Testing Center in Jones Hall to have them
checked for viruses. The probability of a diskette containing a virus is 0.05 independent of other
diskettes. Identify appropriate Bernoulli, Binomial and Geometric random variables in this sequence
of experiments. Use your definitions to compute:
(a) The probability that at least 2 among the first 10 tested contain a virus.
X ∼ Bernoulli(0.05). Let X be the number of diskettes tested until one contains a virus. x ∈
{0, 1}. P (x = 1) = 0.05 = p. P (x = 0) = 0.95 = q. Now, let X be the number of tests performed
until a virus occurs. X ∼ Geometric(0.05). vn is ‘virus on the n-th disk.’ Fn is ‘no virus on the
n-th disk.’
P (x = 1) = P (v1) = p = 0.05.
P (x = 2) = P (F1 ∩ v2) = P (F1)P (v2) = (1− p)p = (0.95)(0.05).
P (x = 3) = P (F1 ∩ F2 ∩ v3) = P (F1)P (F2)P (v3) = (1− p)2p = (0.95)2(0.05).
P (x = k) = P (F1 ∩ F2 ∩ · · · ∩ Fk−1 ∩ vk) = (1− p)k−1p = (0.95)k−1(0.05).
Now, let X be the number of diskettes with a virus. X ∼ Binomial(n, 0.05). x ∈ {0, 1, 2, ..., n}.
P (x = k) =

n
k

qk(1 − q)n−k.
For part (a), use the binomial distribution.
P (x ≥ 2) = 1−p(x = 1)−P (x = 0) = 1−

10
1

(0.05)1(0.95)10−1−

10
0

(0.05)0(0.95)10.
(b) The probability that the 3-rd diskette to be tested is the first to contain a virus.
Use the geometric distribution.
P (3-rd disk contains virus) = P (x = 3) = (1− 0.05)3−1(0.05) ≈ 0.045.
3. Suppose Z is Geometrically distributed with parameter p. What is the probability that Z is odd(i.e.
that Zs value is an odd number)? What is the probability that Z is even? Obtain expressions in
terms of p.
4. A system has five identical components. The lifetime of each component in years is a random variable
with a density given by
f(x) =

0, x ≤ 5.
c
x2 , x > 5.
What is the value of c that makes f a probability density function? What is the probability that exactly
two components will have to be replaced before 10 years? Assume independence between components.
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The probability that one component will breakdown before 10 years is
 10
−∞
f(x) dx =
 5
−∞
f(x) dx+
 10
5
f(x) dx = 0 +
 10
5
5
x2 dx = −
5
x

10
5
= − 510 +
5
5 =
1
2 .
Let Y be the number of components. Each component is a Bernoulli trial.
P (2 components will break down) =
P (y = 2) =

5
2
1
2
21
2
5−2
= 5!2!(5− 2)!
1
2
21
2
3
= 1032 = 0.31.
5. Y is a random variable with the following density function
f(x) =
 1
2λe−λx, x > 0.1
2λeλx, x ≤ 0.
Find the distribution function of Y.
F (y) =
 y
0
1
2λe
−λx dx+
 0
−∞
1
2λe
λx.
4.24 Convolution(Discrete Case)
h(x, y) = x+ y.
Example:
x/y 3 4
1 0.2 0.3
2 0.1 0.4
Rx = {1, 2}. Ry = {3, 4}. Let z = x+ y. Rz = {4, 5, 6}.
P (z = 4) =

(i,j)=i+j=4
P (x = i, y = j) = P (x = 1, y = 3) = 0.2.
P (z = 5) = P (x = 2, y = 3) + P (x = 1, y = 4) = 0.1 + 0.3 = 0.4.
P (z = 6) = P (x = 2, y = 4) = 0.4.
Example: X ∼ Poisson(λ1), Y ∼ Poisson(λ2). z = x+ y. X has the pmf:
P (x = k) = e
−λ1λk1
k! , k = 0, 1, 2, ....
Y has the pmf:
P (y = k) = e
−λ2λk2
k! , k = 0, 1, 2, ....
Rx = {0, 1, 2, ...}
Ry = {0, 1, 2, ...}
Rz = {0, 1, 2, ...}
P (z = k) =

(i,j)=i+j=k
P (x = i, y = j) =

i
P (x = i, y = k − i) =

0≤i≤k
P (x = i)(P (y = k − i) =
k
i=0
e−λ1λi1
k!
e−λ2λk−i2
(k − i)! =
e−λ1e−λ2
k!
k
i=1
k!
i!(k − i)!λ
i
1λk−i2 =
e−(λ1+λ2)(λ1 + λ2)k
k! .
The sum of two Poisson processes is Poisson.
4.25. CONVOLUTION(CONTINUOUS CASE) 187
4.25 Convolution(Continuous Case)
x has the pdf, fx(x). y has the pdf, fy(y). x and y are independent. z = x+ y. We want the pdf of Z. Fz(z)
is the cdf of Z.
P (Z ≤ z) = P (x+ y ≤ z) =
 
A
f(x, y) dx dy,
where A = {(x, y) : x+ y ≤ z}.
 ∞
−∞
 z−y
−∞
fx(x)fy(y) dx dy =
 ∞
−∞
fy(y)
 z−y
−∞
fx(x) dx

dy =
 ∞
−∞
fy(y)Fx(z − y) dy.
The above equations are called convolutions.
1. xi ∼ Bernoulli(p).
y =
n
i=1
xi = x1 + x2 + · · ·+ xn.
y ∼ Binomial(n, p).
2. xi ∼ Poisson(λi).
y =
n
i=1
xi = x1 + x2 + · · ·+ xn.
y ∼ Poisson(λ1 + λ2 + · · ·+ λn)
3. xi ∼ N (µi, σ2i ).
y =
n
i=1
xi = x1 + x2 + · · ·+ xn.
y ∼ N
 n
i=1
µi,
n
i=1
σ2i

.
4.26 Expectation
4.26.1 Expectation(Discrete Case)
X ∈ {a1, a2, ...}. E(x) =

i aiP (x = ai).
Example: X ∼ Bernoulli(p). x ∈ {0, 1}.
E(x) = 0P (x = 0) + 1P (x = 1) = p.
Example: X ∼ Geometric(p). P (x = k) = (1− p)k−1p.
E(x) =
∞
k=0
kP (x = k) =
∞
k=1
k(1− p)k−1p.
Let q = 1− p, then
E(x) = p
∞
k=1
kqk−1 = p
∞
k=1
∂qk
∂q = p
∂
∂q
 ∞
k=1
qk

= p ∂∂q
 1
1− q

= p(1− q)2 =
p
p2 =
1
p .
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Example: X ∼ Poisson.
x ∈ {0, 1, 2, ...}.
E(x) =
∞
k=0
kP (x = k) =
∞
k=0
kE−λλk
k! = 0 +
e−λλ1
1! +
2e−λλ2
2! +
3e−λλ3
3! + · · · =
e0λλ

1 + λ+ λ
2
2! +
λ3
3! + · · ·

= e−λλeλ = λ.
4.26.2 Expectation(Continuous Case)
x has the pdf f(x).
E(x) =
 ∞
−∞
xf(x) dx.
Example: X ∼ U (α, β).
f(x) =
 1
β−α , α < x < β.
0, otherwise.
E(x) =
 ∞
−∞
xf(x) dx =
 β
α
x
β − α dx =
1
β − α
x2
2
β
α
= 1β − α
1
2(β
2 − α2) = β + α2 .
Example: X ∼ Exp(λ).
f(x) = λe−λx, x ≥ 0.
E(x) =
 ∞
−∞
xf(x) dx =
 ∞
−∞
xλe−λx dx = 1λ.
4.26.3 Expectation of a Function
y = g(x). We are given the distribution of x. Suppose y = x2, Rx ∈ {0, 1, 2}, Ry ∈ {0, 1, 4}.
E(y): P (y = 0) = 14 ,
P (y = 1) = 12 ,
P (y = 2) = 14 .
E(y) =

k=0,1,4
kP (y = k) = (0)14 + (1)
1
2 + (4)
1
4 =
3
2 .
Or, alternatively,
E(y) = E(g(x)) =

k∈Ry
g(k)P (x = k) = (02)12 + (1
2)12 + (2
2)14 =
3
2 .
For the continuous case.
E(g(x)) =
 ∞
−∞
g(x)f(x) dx,
where f(x) is the pmf of x.
Example: X ∼ U (0, 1). g(x) = ex.
E(g(x)) =
 ∞
−∞
g(x)f(x) dx =
 1
0
ex1 dx = e − 1.
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4.26.4 Properties of Expectation
1. E(ax+ b) = aE(x) + b.
Proof:
E(ax+ b) =

k
(ax+ b)P (x = k) =

k
axP (x = k) + b

k
P (x = k) = aE(x) + b.
2. E(x+ y) = E(x) + E(y).
Proof:
E(x+ y) =
 ∞
−∞
 ∞
−∞
(x+ y)f(x, y) dx dy =
 ∞
−∞
 ∞
−∞
xf(x, y) dx dy +
 ∞
−∞
 ∞
−∞
yf(x, y) dx dy =
 ∞
−∞
x
 ∞
−∞
f(x, y) dx dy+
 ∞
−∞
y
 ∞
−∞
f(x, y) dx dy =
 ∞
−∞
xfy(x) dx+
 ∞
−∞
yfx(y) dy = E(x)+E(y).
3. E(x1 + · · ·+ xn) = E(x1) +E(x2) + · · ·+E(xn).
Example: xi ∼ Bernoulli(p), i = 1, 2, 3, ... Let
yn =
n
y=1
xi.
E(yn) = E
 n
i=1
xi

=
n
i=1
E(xi) = E(xi) = 0(1− p) + 1p = p
n
i=1
p = np.
Thus, Y is Binomially distributed.
4. Infinite sum.
E
 ∞
i=1
xi

=
∞
i=1
E(xi),
where either:
(a) xi are non-negative (P (xi ≥ 0) = 1).
(b) ∞i=1E(|xi|) <∞.
5. Suppose x is 1) non-negative and 2) integer-valued. Then,
E(x) =
∞
i=1
P (x ≥ i).
Proof:
Yi =

1, if x ≥ i.
0, if x < i.
Then,
∞
i=1
Yi =
x
i=1
Yi +
∞
i=x+1
Yi =
x
i=1
1 +
∞
x+1
0 = x.
E(x) =
∞
i=1
E(Yi) =
∞
i=1
(0)P (x < i) + (1)P (x ≥ i) =
∞
i=1
P (x ≥ i).
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Example: A linked list. Element i is accessed with probability αi. Let Y be the number of links
traversed. Ry = {1, 2, ..., n}. P (y = k) = αi.
E(y) =
n
k=1
kP (y = k) =
n
k=1
kαk ≤
n
k=1
k.
Assume a uniform distribution. Then,
n
k=1
k
n =
1
n
n(n+ 1)
2 =
n+ 1
2 .
Prove the list should be ordered in the form of decreasing probabilities. Assume that α1 ≥ α2 ≥ α3 ≥
· · · ≥ αn and let 1 be the ordering 1, 2, ..., n, and 2 be any other ordering, i1, i2, ..., in.
P2(y ≥ k) =
n
j=k
αij = αik + αik+1 + · · ·+ αin ≥ αk + αk+1 + · · ·+ αn = P1(y ≥ k).
So,
P2(y ≥ k) ≥ P1(y ≥ k).
Then,
n
k=1
P2(y ≥ k) ≥
n
k=1
P1(y ≥ k).
Then, E2(y) ≥ E1(y).
The pdf of a distribution is given by f(x) for a random variable X. The cdf of a random variable is
P (x

[a, b]) =
 b
a f(x) dx for the continuous case. If A = [a, b], then, P (x ∈ A) =

A f(x) dx. If A =
[a, b]∪ [c, d],

A f(x) dx =
 b
a f(x) dx+
 d
c f(x) dx.
4.27 Joint Distributions
Compute a joint density function for f(x, y).
P (x ∈ A, y ∈ B) =

B

A
f(x, y) dx dy.
Example: The joint pdf of x and y is
f(x, y) =

2e−xe−2y, if 0 < x <∞; 1 < y <∞.
0, otherwise.
Then, ∂F (u, v) is a distribution function.
F (u, v) = P (x ≤ u, y ≤ v).

x∈u

y∈v
f(x, y) dx dy =
 u
−∞
 v
−∞
f(x, y) dx dy =
 u
0
 v
0
f(x, y) dx dy =
 u
0
 v
0
2e−xe−2y dx dy =
 u
0
−2e−xe−2y dy

v
0
=
 u
0
−2e−ve−2y + 2e−2y dy = −2e
−ve−2y
−2 +
2e−2y
−2

u
0
= (1− e−v)(1− e−2u).
Example:
P (x > 1, y < 1) =
 1
−∞
 ∞
1
f(x, y) dx dy =
 1
−∞
 ∞
1
2e−xe−2y dx dy = e−1(1− e−2).
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Example:
P (x < y) =
 
A
f(x, y) dx dy.
Define A = {(x, y) : x < y}. Then,
 ∞
−∞
 y
−∞
2e−xe−2y dx dy.
Example:
P (x < a) =
 
A
f(x, y) dx dy.
A = {(x, y) : x < a.}
 ∞
−∞
 ∞
−∞
f(x, y) dx dy.
4.28 Marginal Distributions
Suppose x and y have the joint pdf of f(x, y). The marginal pdf of x is
fx(x) =
 ∞
−∞
f(x, y) dy.
The marginal pdf of y is
fy(y) =
 ∞
−∞
f(x, y) dx.
Using the same example, then
fx(x) =
 ∞
−∞
2e−xe−2y dy = 2e
−xe−2y
−2

∞
−∞
= e−x.
And,
fy(y) =
 ∞
−∞
2e−xe−2y dx = −2e−xe−2y

∞
−∞
= 2e−2y.
4.29 Independence
P (x ∈ A, y ∈ B) = P (x ∈ A)P (y ∈ B). An alternative definition is f(x, y) = fx(x)fy(y) or F (u, v) =
Fx(u)Fy(v).
4.30 Conditional Distributions
For the discrete case, given Y = y, P (x = ai|Y = y). For the continuous case, fx|Y=y(x) = f(x,y)fy(y) .
P (x ∈ A|Y = y) =

A fx|Y=y(x, y) dx.
Example:
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f(x, y) =



e−
x
y e−y
y , if 0 < x <∞.
y, if 0 < y <∞.
0, otherwise
Find P (x > 1|Y = y).
fy(y) =
 ∞
−∞
f(x, y) dx =
 ∞
−∞
e− xy e−y
y dx =
e− xy e−y
y

− 1y


∞
0
= −e− xy e−y

∞
0
= e−y.
Then,
fx|Y=y =
e− yx e−y
y
e−y
= e
− xy
y .
Then,
P (x > 1|Y = y) =
 ∞
1
fx|Y=y(x) dx =
 ∞
1
e− xy
y dx =
1
y

e− xy
− 1y
∞
1
= e− 1y .
For a collection of random variables, x1, x2, ..., xk, P (x1 = i1, x2 = i2, ..., xk = ik) is the joint pmf. The joint
density function is P (x1 ≤ i1, x2 ≤ i2, ..., xk ≤ ik). Rxi is a range for one variable.  = Rx1×Rx2 ×·· ·×Rxk
The conditional function is f(x1, x2, ..., xk), P (x1 = i1, x2 = i2|x3 = i3, x4 = i4, ..., xk = ik). x1, x2, ..., xA
are independent if for every subgroup x1, ..., xk, and events A1, A2, ..., Ak, P (xn1 ∈ A1, xn2 ∈ A2, ..., xnk ∈
Ak) = P (xn1 ∈ A1)P (xn2 ∈ A2) · · · P (xnk ∈ Ak).
If x1, x2, ..., xn and y1, y2, ..., yn are independent and h : n → , g : n →  are functions and u =
h(x1, x2, ..., xn), v = g(y1, y2, ..., yn), then u and v are random variables, and u and v are independent.
4.31 Conditional Expectation
Let there be a random number of random variables. Let x1, x2, ... be an iid sequence and N be an integer
valued random variable. N ∈ {1, 2, 3, ...}. Let z = Ni=1 xi. What is E(z)? E(z) = E(N )µ, µ = E(x); Use
E(x) =Y E(x|Y = y)P (Y = y). So,
E(z) =

k
E(z|N = k)P (N = k) =

k
E
 N
i=1
xi|N = k

P (N = k) =

k
kµP (N = k) =
µ

k
kP (N = k) = µE(N ).
Example: A linked list. Use the head of the line strategy. Let n be the number of elements in the list.
Let y be the access depth for a random variable under the head of the line strategy. αi is the probability
element i is accessed. ui is the position of element i at time of access. Find E(y).
E(y) =
n
i=1
E(Y | i is accessed)αi =
n
i=1
E(vi)αi.
Let,
wj =

1, if j preceeds i in the list.
0, otherwise.
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Then,
vi = 1 +

j =i
wj .
E(vi) = E(1) +

j =i
E(wj).
E(wj) = 0P (wj = 0) + 1P (wj = 1) = P (wj = 1).
P (j preceeds i.) = P (previouse access for j or i accessed j.) =
P (j is accessed|j or i is accessed) = P (j is accessed)P (j or i is accessed) =
αi
αi + αj
.
So,
E(vi) = 1 +

j =i
αj
αi + αj
.
E(y) =
n
i=1
αiE(vi) =
n
i=1
αi

1 +

j =i
αj
αi + αj

 .
Note that,
P (x ∈ A|y ∈ B) = P (x ∈ A, y ∈ B)P (y ∈ B) .
For three random variables, x1, x2, x3,
P (x3 ∈ A3|x1 ∈ A1, x2 ∈ A2) =
P (x1 ∈ A1, x2 ∈ A2, x3 ∈ A3)
P (x1 ∈ A1, x2 ∈ A2)
.
k1, k2, k3 P (x1 = k1, x2 = k2, x3 = k3)
(1,2,3) 0.04
(1,3,3) 0.40
(1,2,1) 0.06
(2,1,2) 0.06
(2,1,3) 0.24
(2,3,3) 0.20
P (x3 = 3|x1 = 1, x2 = 2) =
P (x1 = 1, x2 = 2, x3 = 3)
P (x1 = 1, x2 = 2)
= 0.040.04 + 0.06 .
P (x3 = 3|x2 = 2) =
P (x2 = 2, x3 = 3)
P (x2 = 2)
= 0.040.04 + 0.06 .
The two above calculations are the same due to the intrinsic nature of the problem.
4.32 Homework and Answers
1. Some entries in the table representing the joint pmf of random variables X and Y are given below:
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0 1 2
0 0.1 a b 0.3
1 c 0.1 d 0.2
2 e f 0.3 g
0.1 h 0.4
Fill in the missing entries to make it a joint pmf; explain how you obtained the missing entries[Hint:
read Example 6 on page 212 of your textbook. Do not assume independence in this problem]. Then
answer the following: 1 = 0.3 + 0.2 = g ⇒ g = 0.5. 1 = 0.1 + h+ 0.4⇒ h = 0.5. 0.1 = 0.1 + c+ e ⇒
0 = c + e. Since 0 ≤ c ≤ 1, and 0 ≤ e ≤ 1, it must be that c = e = 0 for the equation to hold
true. 0 + 0.1 + d = 0.2 ⇒ d = 0.1. 0 + f + 0.3 = 0.5 ⇒ f = 0.2. a + 0.1 + 0.2 = 0.5 ⇒ a = 0.2.
b+ 0.1 + 0.3 = 0.4⇒ b = 0. So, the joint pmf of x and y is:
0 1 2
0 0.1 0.2 0 0.3
1 0 0.1 0.1 0.2
2 0 0.2 0.3 0.5
0.1 0.5 0.4
(a) What are the marginal pmf’s and cdf’s of X and Y ? Compute E(X) and E(Y ). Are X and Y
independent? The marginal pmf’s of x are:
Px(x = 0) = P (x = 0, y = 0) + P (x = 0, y = 1) + P (x = 0, y = 2) = 0.1 + 0.2 + 0 = 0.3.
Px(x = 1) = P (x = 1, y = 0) + P (x = 1, y = 1) + Px = 1, y = 2) = 0 + 0.1 + 0.1 = 0.2.
Px(x = 2) = P (x = 2, y = 0) + P (x = 2, y = 1) + P (x = 2, y = 2) = 0 + 0.2 + 0.3 = 0.5.
The marginal pmf’s of y are:
Py(y = 0) = P (x = 0, y = 0) + P (x = 1, y = 0) + P (x = 2, y = 0) = 0.1 + 0 + 0 = 0.1.
Py(y = 1) = P (x = 0, y = 1) + P (x = 1, y = 1) + P (x = 2, y = 1) = 0.2 + 0.1 + 0.2 = 0.5.
Py(y = 2) = P (x = 0, y = 2) + P (x = 1, y = 2) + P (x = 2, y = 2) = 0 + 0.1 + 0.3 = 0.4.
The marginal cdf’s of x are:
Px(x ≤ 0) = Px(x = 0) = 0.3.
Px(x ≤ 1) = Px(x ≤ 0) + Px(x = 1) = 0.3 + 0.2 = 0.5.
Px(x ≤ 2) = Px(x ≤ 2) + Px(x = 2) = 0.5 + 0.5 = 1.
The marginal cdf’s of y are:
Py(y ≤ 0) = Py(y = 0) = 0.1.
Py(y ≤ 1) = Py(y ≤ 0) + Py(y = 1) = 0.1 + 0.5 = 0.6.
Py(y ≤ 2) = Py(y ≤ 1) + Py(y = 2) = 0.6 + 0.4 = 1.
E(x) =

i
aiPx(x = ai) = 0Px(x = 0) + 1Px(x = 1) + 2Px(x = 2) =
(0)(0.3) + (1)(0.2) + (2)(0.5) = 1.2.
E(y) =

i
aiPy(y = ai) = 0Py(y = 0) + 1Py(y = 1) + 2Py(y = 2) =
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(0)(0.1) + (1)(0.5) + (2)(0.4) = 1.3.
Are x and y independent? Do the following statements hold:
A ⊆ Rx, B ⊆ Ry,
P (x ∈ A, y ∈ B) = Px(x = A)Py(y = B).
So,
P (x = 0, y = 0) = 0.1,
Px(x = 0)Py(y = 0) = (0.3)(0.1) = 0.03,
Since 0.1 = 0.03, x and y are not independent.
(b) Let W = 2X2 + 5. Compute the pmf and cdf of W. Also, what is E(W )?
The range of W is Rw = {5, 7, 13}.
P (w = 5) =

(i,j):2i2+5=5
P (x = i, y = j) = Px(x = 0) = 0.3.
P (w = 7) =

(i,j):2i2+5=7
P (x = i, y = j) = Px(x = 1) = 0.2.
P (w = 13) =

(i,j):2i2+5=13
P (x = i, y = j) = Px(x = 2) = 0.5.
The cdf of w is:
P (w ≤ 5) = 0.3.
P (w ≤ 7) = P (w ≤ 5) + P (w = 7) = 0.3 + 0.2 = 0.5.
P (w ≤ 13) = P (w ≤ 7) + P (w = 13) = 0.5 + 0.5 = 1.
E(w) = 5P (w = 5) + 7P (w = 7) + 13P (w = 13) = (5)(0.3) + (7)(0.2) + (13)(0.5) = 9.4.
(c) Let Z = X + Y. Write down the pmf of Z. Compute E(Z) using this pmf. Verify that E(Z) =
E(X) + E(Y ). Rz{0, 1, 2, 3, 4} The pmf of z is:
Pz(z = 0) = P (x = 0, y = 0) = 0.1.
P (z = 1) = P (x = 0, y = 1) + P (x = 1, y = 0) = 0.2 + 0 = 0.2.
P (z = 3) = P (x = 1, y = 2) + P (x = 2, y = 1) = 0.1 + 0.2 = 0.3.
P (z = 4) = P (x = 2, y = 2) = 0.3.
E(z) = 0P (z = 0) + 1P (z = 1) + 2P (z = 2) + 3P (z = 3) + 4P (z = 4) =
(0)(0.1) + (1)(0.2) + (2)(0.1) + (3)(0.3) + (4)(0.3) = 2.5.
Verification that E(x) +E(y) = E(z) = 1.2 + 1.3 = 2.5 = 2.5.
(d) Compute P (X ≤ 1|Y ≤ 1).
P (x ≤ 1|y ≤ 1) = P (x ≤ 1, y ≤ 1)P (y ≤ 1) =
P (x = 0, y ≤ 1) + P (x = 1, y ≤ 1)
Py(y ≤ 1)
=
P (x = 0, y = 0) + P (x = 0, y = 1) + P (x = 1, y = 0) + P (x = 1, y = 1)
Py(y ≤ 1)
=
0.1 + 0.2 + 0 + 0.1
0.6 =
0.4
0.6 =
2
3 .
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(e) What is the conditional pmf of X given Y = 1?
P (x = 0|y = 1) = P (x = 0, y = 1)Py(y = 1)
= 0.20.5 =
2
5 .
P (x = 1|y = 1) = P (x = 1, y = 1)Py(y = 1)
= 0.10.5 =
1
5 .
P (x = 2|y = 1) = P (x = 2, y = 1)Py(y = 1)
= 0.20.5 =
2
5 .
2. Suppose X1 ∼ Geometric(p) and X2 ∼ Geometric(q) and that X1 and X2 are independent. Let
Y = min(X1, X2). Find the pmf of Y. Start by arguing that P (Y > k) = P (X1 > k,X2 > k). Develop
this further into an expression for P (Y > k) and use it to obtain the cdf and pmf of Y. What do you
notice about Y s pmf? Given an example of a complex experiment and define X1 and X2 such that the
Geometric distribution is a suitable choice for X1 and X2. Identify Y in this experiment. Review the
intuition for the form of the Geometric distribution; along the same lines, give an intuitive explanation
for the pmf of Y. P (y > k) = P (x1 > k, x2 > k) = P (x1 > k)P (x2 > k). Find an expression for
P (x1 > k).
P (x1 > k) = P (x1 = k + 1) + P (x1 = k + 2) + P (x1 = k + 3) + · · · =
P (x1 > k) = (1−p)kp+(1−p)k+1p+(1−p)k+2p+ · · ·,
P (x1 > k)
(1− p)k = p+(1−p)p+(1− p)
2p+ · · ·,
P (x1 > k)
(1− p)kp = 1 + (1− p) + (1− p)
2 + · · ·, P (x1 > k)(1− p)kp =
1
1− (1− p) =
1
p .
P (x1 > k) = (1− p)k.
Find an expression for P (x2 > k).
P (x2 > k) = P (x2 = k + 1) + P (x2 = k + 2) + P (x2 = k + 3) + · · · =
(1− q)kq + (1− q)k+1q + (1− q)k+2q + · · ·,
P (x2 > k)
(1− q)kq = 1 + (1− q) + (1− q)
2 + · · ·,
P (x2 > k)
(1− q)kq =
1
1− (1− q) =
1
q ,
P (x2 > k) = (1− q)k.
Substitute back gives:
P (y > k) = (1− p)k(1− q)k = [(1− p)(1− q)]k.
Ry = {1, 2, 3, ...}.
The pmf of y corresponds to:
P (y = 1) = (1− p)(1− q).
P (y = 2) = [(1− p)(1− q)]2.
And so on. The cdf of y is
P (y ≤ 1) = P (y = 1) = (1− p)(1− q).
P (y ≤ 2) = P (y ≤ 1) + P (y = 2) = (1− p)(1− q) + [(1− p)(1− q)]2.
And so on.
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3. Consider the following joint density function for random variables X and Y :
f(x, y) = 67

x2 + xy2

, 0 < x < 1, 0 < y < 2.
(a) Verify that f is indeed a joint probability density function.
 
A
f(x, y) dx dy,
where
A =

(x, y) : 67

x2 + xy2

≤ f(x, y)

= 1.
 
A
6
7

x2 + xy2

dx dy =
 2
0
 1
0
6
7

x2 + xy2

dx dy =
 2
0
6
7
x3
3 +
x2y
4

1
0
dy =
 2
0
6
7
1
3 +
y
4

dy = 67
y
3 +
y2
8

2
0
=
6
7
2
3 +
4
8

= 67
28
24

= 44 = 1.
(b) Compute the marginal pdf’s of X and Y. Verify that the resulting functions are pdf’s and use
them to compute E(X) and E(Y ).
The pdf of x is:
f(x) =
 ∞
−∞
f(x, y) dy =
 2
0
6
7

x2 + xy2

dy = 67

x2y + xy
2
4

2
0
= 67

2x2 + x

.
The pdf of y is:
f(y) =
 ∞
−∞
f(x, y) dx =
 1
0
6
7

x2 + xy2

dx = 67
x3
3 +
x2y
4

1
0
= 27 +
3y
14 .
Verify the pdf’s:
 ∞
−∞
f(x) dx = 1.
 1
0
12x2
7 +
6x
7 dx =
4x3
7 +
3x2
7

1
0
= 47 +
3
7 = 1.
 ∞
−∞
f(y) dy = 1.
 2
0
2
7 +
3y
14 dy =
2y
7 +
3y2
28

2
0
= 47 +
12
28 = 1.
E(x) =
 ∞
−∞
xf(x) dx =
 1
0
12x3
7 +
6x2
7 dx =
12x4
28 +
6x3
21

1
0
= · · ·.
E(y) =
 ∞
−∞
yf(y) dy =
 2
0
y
2
7 +
3y
14

dy = y
2
7 +
y3
14

2
0
= 47 +
8
14 =
8
7 .
(c) Are X and Y independent? Does f(x, y) = f(x)f(y)? Find one value of x and y that do not
satisfy the equation. x = 1, y = 2.
(d) Compute P (Y > 12 |X < 12 ).
P

y > 12 |x <
1
2

= P (x >
1
2 , x < 12)
P (x < 12)
=
 2
1
2
 1
2
0
6
7

x2 + xy2

dx dy
 1
2
0
6
7 (2x2 + x) dx
=
 2
1
2
1
28 +
y
16 dy
6
7
 1
12 + 18
 = (
2
28 + 67
 4
32

−
 1
56 + 1128

6
7
 5
24
 = 0.1540.17857 ≈ 0.865.
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4. Read section 5.8 of your textbook before answering this question. Let X denote the execution time
of a randomly selected program. Assume that X is exponentially distributed with parameter Λ where
Λ is itself a random variable that is uniformly distributed in the interval (a, b). Compute the cdf of
X.[Hint: Write down an expression for P (X < x|Λ = λ). then use the law of total probability].
f(x) =

λe−λx, if x > 0.
0, otherwise.
g(λ) =



0, if λ < a.
1
b−a , if a < λ < b.
0, if λ ≥ b.
P (X < x|Λ = λ) =
 x
0
λe−λy dy = −e−λy

x
0
= 1− e−λx.
P (X < x) =
 ∞
−∞
P (X < x|Λ = λ)g(λ)dλ =
 b
a
(1− e−λx)
 1
b− a

dλ · ··
4.33 Midterm Exam
1. For any two events A ⊆ B ⊆ Ω, prove that P (A) ≤ P (B). Mention which axioms you used in your
proof.
2. A card is drawn from a pack and inserted into a second pack. Then, a card is drawn from the second
pack. Define the following events: let A be the event that the second card is a Spade; let B1 be the event
that the first card is a Spade. Compute P (A) and P (B1|A). [Hint: you will need the law of total prob-
ability and Baye’s rule]. A = 2-nd card is a spade. B1 = 1-st card is a spade. Ω1 = {1, 2, 3, ...,52}.
Ω2 = {1, 2, 3, ..., 52}. Ω = Ω1 × Ω2 = {(x, y) : x ∈ Ω1; y ∈ Ω2}. A = {(0, 1), (0, 2), (0,3), ..., (0,13)}.
P (B1) = 1352 . By the law of total probability,
P (A|B1)P (B1) + P (A|Bc1)P (Bc1) =
14
53
13
52

+ 1353
39
52

.
First compute P (A) =ni=1 P (A|Bi)P (Bi). Then, compute P (B1|A) = P (A|B1)P (B1)P (A) . The probability
of A has already been computed. Then,
P (B1|A) =
P (A|B1)P (B1)
P (A) =
14
53
 13
52
 13
52

14
53
 13
52

+
13
53
 39
52
 .
3. X1 and X2 are independent Bernoulli random variables, both with parameter p. Name the distribution
of Z = X1 +X2. What is the range of Z?
x1 ∈ {0, 1}. P (x1 = 1) = p, P (x1 = 0) = (1 − p). x2 ∈ {0, 1}. P (x2 = 1) = p, P (x2 = 0)](1 − p).
Rz = {0, 1, 2}.
P (Z = 0) = P (x1 = 0) + P (x2 = 0) = (1 − p) + (1− p) = 2(1− p).
P (Z = 1) = [p+ (1− p) + (1− p) + p] = 2.
P (Z = 2) = P (x1 = 1) + P (x2 = 1) = p + p = 2p.
Z ∼ Binomial(2, p).
4. The continuous random variable X has a density function given by
f(x) =

cx, 0 < x < 10.
0, otherwise.
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(a) What value of c will make this a valid probability density function?
 ∞
−∞
f(x) dx = 1,
 10
0
cx dx = 1,
cx2
2

10
0
= 1,
c100
2 − 0 = 1,
c = 2100 =
1
50 .
At c = 150 , f(x) is a probability density function.
(b) Compute E(X).
E(x) =
 ∞
−∞
xf(x) dx,
 10
0
x
 1
50

x dx = 150
 10
0
x2 dx = x
3
(50)(3)

10
0
= 1000150 − 0 =
100
15 .
5. The joint density of X and Y is given by
f(x, y) =

e−(x+y), x > 0, y > 0.
0, otherwise.
Answer the following questions, leaving your answers in the form of definite integrals(with the proper
limits of the integrals written in). Do not evaluate the integrals.
(a) What is the marginal pdf of Y ?
f(y) =
 ∞
−∞
f(x, y) dx =
 ∞
0
e−(x+y) dx = −e−(x+y)

∞
0
, x > 0, y > 0.
e−y, x > 0, y > 0.
(b) What is P (X < 5|Y > 10)?
P (x < 5|y > 10) =

B

A f(x, y) dx dy
P (y > 10) =
∞
10
 5
0 e−(x+y) dx dy∞
1 e−y dy
.
6. The joint pmf of X and Y is tabulated below:
x/y 1 2
1 0.2 0.1
2 0.1 0.6
(a) Compute the marginal pmf of X.
Px(x = 1) = P (x = 1, y = 1) + P (x = 1, y = 2) = 0.2 + 0.1 = 0.3.
Px(x = 2) = P (x = 2, y = 1) + P (x = 2, y = 2) = 0.1 + 0.6 = 0.7.
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(b) Compute E(X).
E(x) =

j∈Ry
aiP (x = ai, y = bj).
E(x) = (1)P (x(x = 1) + (2)Px(x = 2) = (1)(0.3) + (2)(0.7) = 1.7.
(c) Determine whether X and Y are independent.
Px(x = ai)Py(y = bj) = P (x = ai, y = bj).
Py(y = 1) = P (y = 1, x = 1) + P (y = 1, x = 2) = 0.2 + 0.1 = 0.3.
Py(y = 2) = P (y = 2, x = 1) + P (y = 2, x = 2) = 0.1 + 0.6 = 0.7.
x and y are not independent at Px(x = 1)Py(y = 1) = 0.2 = P (x = 1, y = 1).
4.34 Theory of Probability
4.34.1 The Normal Distribution and the Central Limit Theorem
w1, w2.
P
sn(w1)
n → µ

= 1, P
sn(w2)
n → µ

= 1,
for n = 1000. How far are we from the mean,
P
snn − µ
 ≤ 

=?
The Normal distribution is Z ∼ N (µ, σ2), if the pdf of z is
fz(x) =
e− 12 ( x−µσ )
2
√
2πσ
,−∞ < x <∞.
E(z) = µ, V ar(z) = σ2. When Z ∼ N (0, 1), then
fz(x) =
e− x
2
2√
2π
,
and,
Fz(y) = P (Z ≤ Y ) =
 ∞
−∞
fz(x) dx.
The notation used is Φ(y) = Fz(y) for Z ∼ N (0, 1). That is called the standard normal distribution. Prop-
erties of z.
1. x1, x2, ..., xn with xi ∼ N (µ, σ2). Then,
sn =
n
i=1
xi ∼ N
 n
i=1
µi,
n
i=1
σ2i

,
where the xis are independent.
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2. x ∼ N (µ, σ2). Then,
Z = x− µσ ∼ N (0, 1).
This is called the scaling property.
Example: Suppose x ∼ N (µ, σ2). We want P (x < a).
P (x < a) = P
x− µ
σ <
a − µ
σ

= P

Z < a− µσ

= Φ
a− µ
σ

.
Example: Find P (a < x < b), given x ∼ N (µ, σ2).
P (a < x < b) = P (x < b)− P (x < a) = Φ
b− µ
σ

− Φ
a− µ
σ

.
4.34.2 Central Limit Theorem
x1, x2, ... is an iid sequence meaning µ <∞ and σ2 <∞. Let Sn =
n
i=1 xi and Z ∼ N (0, 1). Then,
1. sn−nµ√nσ → Z, in distribution.
2.
sn
n −µ
σ√n
→ Z in distribution. snn → µ and
 sn
n − µ

→ 0.
Example: In measurements of program calculation times, µ = 4 seconds and σ2 = 100. xi is the execution
time of the i-th program. sn =
n
i=1 xi. What is P (sn > 100)? Use the Central Limit Theorem.
Wn =
sn − nµ√nσ → Z.
Then,
P (sn > 100) = P
sn − nµ√nσ >
100− nµ√nσ

= P

Z > 100− nµ√nσ

= 1−Φ
100− nµ√nσ

.
At n = 16, we have,
1−Φ
100− 16(4)
4(10)

.
4.34.3 Point Estimation and Confidence Intervals
Measurements x1, x2, ....
µˆ = x1 + x2 + · · ·+ xnn =
sn
n , σˆ
2 = 1n
n
i=1
(xi − µˆ)2.
Two important questions:
1. What is the true value of µ for which
P
snn − µ
 < δ

> 0.95?
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2. Given n, what is the smallest δ for which
P
snn − µ
 < δ

> 0.95?
Example: x1, x2, ... is a Bernoulli sequence (i.e. x ∈ {0, 1}). Suppose n = 100. Say, µˆ = 0.49, and σˆ2 = 0.01.
What is the 95% confidence interval? The first assumption is that we have an iid sequence.
P
s100100 − µ
 < δ

> 0.95 ≈ N (0, 1),
s100
100 − µˆ
σˆ
√
100
≈
s100
100 − µ
σ
√
100
∼ N (0, 1).
P

µ− δ < s100100 < µ+ δ

> 0.95⇒ P
µ− δ − µ
σ
10
<
s100
100 − µ
σ
10
< µ+ δ − µσ
10

> 0.95⇒
P
−δ
σ
10
<
s100
100 − µ
σ
10
< δσ
10

> 0.95⇒ P

−δ
σˆ
10
<
s100
100 − µˆ
σˆ
10
< δσˆ
10

> 0.95⇒
P

−δ
σˆ
10
< z < δσˆ
10

> 0.95⇒ P
 −δ
0.01 < z <
δ
0.01

> 0.95⇒
Φ
 δ
0.01

−Φ
 −δ
0.01

> 0.95⇒ 2Φ
 δ
0.01

− 1 > 0.95.
4.34.4 Law of Large Numbers
Example: A coin flip. Let
xi =

1, if i-th flip is heads.
0, otherwise.
E(xi) = 0P (x = 0) + 1P (x = 1) = 12 . xi ∼ Bernoulli(12). Define sn =
n
i=1 xi = number of heads. Observe
# of 1’s
# of trials →
1
2 . sn ≈ snn → 12 .
Example: Suppose xi ∼ U (a, b) What does snn approach? E(xi) = a+b2 .
4.34.5 Sample Paths and Modes of Convergence
Recall the 3 coin flips example.
1. a random variable is a function, x : Ω→ .
2.
w ∈ Ω P (w) x1(w) x2(w) x3(w) s3(w)
(H,H,H) 18 1 1 1 3
. . . . . .
. . . . . .
. . . . . .
(T,T,T) 18 0 0 0 0
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P (x2 = 1) = P ({w ∈ Ω : x2(w) = 1}) =
4
8 =
1
2 .
P (x2 = 0) =
4
8 .
The joint pmf is P (x1 = 1, x2 = 1, x3 = 1) = 18 . Ω = Ω1 × Ω2 × Ω3. Ω1 = {H,T}. Given n x(w)s,
Ω = Ω1 ×Ω2 × · · · ×Ωn. Fix w ∈ Ω and observe x1(w), x2(w), x3(w), ... that is a real number sequence. W
is known as a sample path, sample run, or sample track.
sn(w) =
n
i=1 xi(w) = s1(w), s2(w), s3(w), ...
sn(w)
n = 1n
n
i=1 xi(w) =
s1(w)
1 ,
s2(w)
2 , ... Does xn(w) converge
to anything? Does sn(w) converge to anything? Does sn(w)n converge to anything? eg. W = (H,H,H, ...,H).
xn(w)→ 1. sn(w)→∞. sn(w)n → nn = 1.
Example: W = (H,T,H, T,H, ...).
xn(w) =

0, if n is even.
1, if n is odd.
xn does not converge.
sn(w) =
 n
2 , if n is even.n−1
2 , if n is odd.
sn(w)
n →
1
2 =

1
2 , if n is even.
1− 1n
2 , if n is odd.
Let A = {all ws : snn → 12 .} Let B = {all other ws.} = Ω− A. Then, P (A) = 1.
4.34.6 Strong Law of Large Numbers
Let x1, x2, x3, ... be a sequence of random variables such that:
1. x1, x2, x3, ... are independent.
2. x1, x2, x3, ... are identically distributed.
3. E(xi) <∞ and E(x2i ) <∞.
Let µ = E(xi), and sn =
n
i=1 xi. Then,
P

w : sn(w)n → µ

= 1.
To say the strong law converges in the weak sense is to say,
∀ > 0, P
snn − µ
 > 

→ 0.
Example: Let x1, x2, ... be an iid sequence. si ∼ U (a, b). sn =
n
i=1 xi.What does snn approach? µ = E(x1).
sn
n → µ = a+b2 . Therefore,
P

w : snn → µ =
a+ b
2

= 1.
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Find a sequence such that snn does not approach µ. w = (a, a, a, ...).
Example: x1, x2, ... is iid, xi ∼ Exp(λ). snn → 1λ . Therefore,
P

w : snn →
1
λ

= 1,
except for w = (20100, 20100, 20100, ...).
4.34.7 Types of Convergence
s1, s22 , s33 , ... is not an iid sequence. Rename the sequence zn = snn ; then, z1, z2, z3, ... is a sequence of random
variables. Types of convergence:
1. Strong Convergence - Zn → L almost surely if P (w : Zn(w)→ L) = 1
Example: x1, x2, ... is an iid sequence. µ = E(xi). Let zn = snn . Then by the strong law of large
numbers, zn → µ almost surely.
2. Weak Convergence - Zn → L in probability if ∀ > 0, P (|zn − L| > ) → 0. z1, z2, z3, ... is any
sequence(not just an iid sequence). Let,
a1 = P (|z1 − L| > )
a2 = P (|z2 − L| > )
...
an = P (|zn − L| > )
...
a1, a2, a3, ... is a real numbered sequence.
Example: Suppose zn ∼ Bernoulli( 1n). The claim is zn → 0 in probability.
z1 ∼ Bernoulli(1), z2 ∼ Bernoulli
1
2

, z3 ∼ Bernoulli
1
3

...
Show P (|zn − L| > )→ 0, ∀ > 0.
P (|zn − 0| > ) = P (zn > 0) = P (zn = 1) =
1
n.
Thus, P (zn = 1)→ 0.
Example: zn ∼ U (0, bn). The claim is that zn → 0 in probability.
z1 ∼ U (0, b), z2 ∼ U

0, b2

, z3 ∼ U

0, b3

, ...
Show P (|zn − 0| > )→ 0, ∀ > 0.
P (zn ∈ (,
b
n )) =
 b
n

1
b
n − 0
dx,
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for bn > . 0, otherwise. Evaluating the integral yields:
b
n − 
b
n
, bn > .
0 otherwise. Moreover, an = P (|zn − 0| > ).
The main result is that if zn → L almost surely, then zn → L in probability.
3. Convergence in Distribution - Consider a sequence z1, z2, ... of random variables. Let Fn(y) be the cdf
of zn, and F (y) be the cdf of z. Suppose Fn(y) → F (y). Then, zn → z in distribution. This is the
convergence of functions to a function.
4.34.8 Variance
V ar(x) =
 ∞
−∞
(x− µ)2f(x) dx,
where µ = E(x). Properties of variances:
1. V ar(x) = E(x2)− [E(x)]2.
2. V ar(ax+ b) = a2V ar(x).
3. if x1, x2, ..., xn are independent, then V ar(x1 + x2 + · · ·+ xn) = V ar(x1) + V ar(x2) + · · ·+ V (xn).
Example: x ∼ U (a, b). E(x) = a+b2 .
E(x2) =
 b
a
x2
b− a dx =
1
3
b3 − a3
b− a

= 13(b
2 + ab+ a2).
V ar(x) = E(x2)− [E(x)]2 = 13(a
2 + ab+ b2)−
a + b
2
2
= (b − a)
2
12 .
4.34.9 Chebyshev’s Inequality
Suppose E(x) = µ <∞, and V ar(x) = σ2 <∞. Then, for  > 0, P (|x− µ| ≥ ) ≤ σ22 .
Proof:(continuous case)
P (|x− µ| ≥ ) =

|(x−µ)|≥
f(x) dx =

|x−µ|2≥2
f(x) dx =

|x−µ|2≥2
2
2f(x) dx ≤

|x−µ|2≥2
(x− µ)2
2 f(x) dx ≤
1
2
 ∞
−∞
(x− µ)2f(x) dx = σ
2
2 .
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4.34.10 Weak Law of Large Numbers
Let x1, x2, ... be an iid sequence.
sn =
n
i=1
xi, ∀ ≥ 0, P
snn − µ
 ≥ 

→ 0.
Proof:
Let zn = snn . Then,
P (|zn − E(zn)| ≥ ) ≤
V ar(zn)
2 .
E(zn) = E
sn
n

= 1nE(sn) =
1
nE(x1 + x2 + · · ·+ xn) = µ
V ar(zn) =
V ar(x1 + x2 + · · ·+ xn)
n =
1
n2V ar(x1 + x2 + · · ·+ xn) =
1
n2 (V ar(x1) + V ar(x2) + · · ·+ V ar(xn)) =
1
n2 (nσ
2) = σ
2
n .
Thus,
P
snn − µ
 ≥ 

≤ σ
2
n2 .
σ2
n2 → 0.
Therefore,
P
snn − µ
 ≥ 

→ 0.
In 1713, the Weak Law of Large Numbers for Bernoulli random variables was proven by Jacob Bernoulli. In
the 1930’s, the general Weak Law of Large Numbers was proven by Chebyshev and Khintchine. The Strong
Law of Large Numbers for Bernoulli random variables was proven by E. Bore, and the general Strong Law
of Large Numbers was proven by Kolmogorov.
Example: The use of the Strong Law of Large Numbers. Throw a die.
#6s
# tries →
1
6 .
xi =

1, if i-th throw is a 6.
0, otherwise.
E(xi) = 0E(xi = 0) + 1E(xi = 1) = snn → E(xi).
Example:
P

w : sn(w)n → µ

= 1.
w1 =
sn(w1)
n → µ.
w2 =
sn(w2)
n → µ.
µ = 0.5.
For the sequence (0.1, 0.9, 0.2, 0.8,...), s100(w1)100 = 0.51. For the sequence (0.99, 0.98, 0.999,...),
s100(w2)
100 = 0.99.s1000
1000 ≈ µ.
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4.34.11 Example of the Central Limit Theorem
Example: Most of estimates on disk access times, µˆ = 10, σˆ = 16.We would like to be sure of being within
5% of the mean. How many samples are needed? Let x1, x2, ... be the measurements.
sn
n =
1
n
n
i=1
xi.
Let µ be the true mean and σ2 be the true variance. We want
µ− 0.05µ < snn < µ+ 0.05µ.
P

µ− 0.05µ < snn < µ+ 0.05µ

> 0.95.
The central limit theorem says that,
Wn =
sn
n−µ
σ√n
→ Z
in distribution, where Z ∼ N (0, 1). Wn ≈ N (0, 1).
sn
n − µˆ
σˆ√n
≈ N (0, 1).
P

−0.05µˆ
σˆ√n
<
sn
n − µˆ
σˆ√n
< 0.05µˆσˆ√n

> 0.95.
This is approximately the value of n when n is chosen so that
P

−0.05µˆ
σˆ√n
< Z < 0.05µˆσˆ√n

> 0.95⇒ P

−0.05(10)
4√n
< Z < 0.05(10)4√n

> 0.95.
2Φ
0.5√n
4

− 1 > 0.95⇒ 0.5(
√n)
4 > 1.96⇒ n > 245.8.
At least 246 measurements should be taken.
4.35 Programming Assignment
In this programming assignment you will implement a linked list and field accesses to the list in an ecient
manner. There are no additions or deletions made to the list, which itself will be provided to you initially.
Instead you will only have to access elements and change certain values. The list itself may be rearranged to
provide faster access time. The following contains a description of the assignment and what you are expected
to submit.
We are going to keep track of the share prices of ten corporations as they change daily at the New York
Stock Exchange. The corporations are named ‘A’ to ‘J.’ The record structure corporation is used to store
the name(name) and share price(share price ) of each corporation. Initially, you will be provided with a
linked list with the ten corporations in alphabetical order (this can be seen, and you are encouraged to do
this, by examining the code in procedure initialize). Your program will read in num accesses and generate
this many random accesses to the linked list. For example, if num accesses= 10, then 10 accesses should
be generated. Each access is to be generated by calling the function next record, which returns a record
of type corporation. The record will contain a name and the latest(randomly generated) share price. The
linked list is then to be searched for the element corresponding to the named corporation and the share
price. The linked list is then to be searched for the element corresponding to the named corporation and the
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share price updated. You will perform num accesses updates to the list(10 updates, in the above example).
We are interested in recording access time - in particular, average access times. For the n-th access, let
Yn denote the position of the corresponding element within the list. For example, if the second access is
to corporation ‘D’ and ‘D’ happens to be in the 6th position in the linked list, then Y2 = 6. We will use
µˆ = Skk = 1k
k
n=1 Yn to approximate the mean access time(here, k =num accesses in the program). You
are to also estimate the variance using only the first max variance samples or k samples, whichever is
smaller. Let’s use m to denote min(k,max variance samples ). Next, compute an estimate of the variance
using
σˆ2 = 1m − 1
m
n=1
(Yn − µˆ)2.
With each access made, you are permitted to rearrange the list. Implement the following strategies:
• Null strategy. Do nothing to the list - leave it the same as when you started.
• Head of Line. Move the currently accessed element to the front of the list.
• Swap. Move the currently accessed element by one place towards the front of the list, i.e., swap it
with the next element in front. Of course, with both Head of Line and Swap, if the currently accessed
element is the very first one, then one doesn’t need to move it.
• Any other strategy of your choice. Try to beat the above strategies with one of your own.
For each strategy you should print out the mean access time for the given sample size(num accesses).
Deliverables for this assignment:
You should hand in TWO neat copies(one for my records) of:
• Supporting documentation for the program: a paragraph describing your code.
• A complete listing of your code together with procedures I have supplied. Your code will contain
copious in-line documentation, of course.
• Explain your strategy and the rationale for it. Compare the list manipulation overhead of your strategy
with the overhead for the other strategies.
• Annotated output from your program: Repeat the following for
num accesses = 10, 100, 1000 and 50,000.
1. For each strategy print the initial list(before the first access).
2. For each strategy print out the estimated mean access time and variance and also, print out the
list after the last access.
3. Estimate the access probability for corporation ‘A’, i.e. the probability that a randomly generated
access is for corporation ‘A.’
Use the same starting seed for each run, i.e., execute put seed(7774755) before each run for each
strategy.
• Answer the following questions, assuming that successive calls to x random generate independent
random values from a U (0, 1) distribution.
1. Identify one iid sequence and one non-iid sequence in the assignment. Name these sequences using
capital letters(as we have been doing in class).
2. Show how the Strong Law of Large Numbers may be used for the iid sequence above.
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3. Consider the Null strategy. Suppose we want to be 95% sure that the estimated mean lies within
5% of the true mean access time - how many samples(accesses) will be needed? Show how the
Central Limit Theorem is used to provide an estimate of this number. Explicitly point out any
approximations that you need to make.
4. Could a similar analysis(of the number of samples required) be made for the other strategies? Are
further approximations/ assumptions needed? Explain.
5. Pick out a sequence of random variables in the assignment which converges almost surely to a
limit. What is the limit? Give an example of a sample path on which the sequence converges and
one on which the sequence does not converge.
6. Let X be the random variable denoting the number of calls to next record required to make the
first access to corporation ‘A’(i.e. the first time an update is needed for ‘A’). What is the name
of the distribution of X? Compute E(sx) in closed form.
program second_assignment(input, output);
(* the following program gathers some statistics and probabilities of
techniques used to search a list *)
const
m = 2147483647; (* constant used in random # generator *)
num_corp = 10; (* # of corporations *)
max_variance_samples = 100; (* limit the number of samples for
variance estimation *)
type
ptr_to_corporation = ^corporation;
corporation = record
name: ’A’..’Z’; (* name of each corporation *)
share_price: real; (* it’s share price *)
next: ptr_to_corporation; (* pointers *)
end;
arraytype = array[1..num_corp] of ptr_to_corporation;
var
p,s: array[0..num_corp] of real; (* true access probabilities
and cdf *)
x_seed: integer; (* seed of random number generator *)
ord_A: integer; (* a convenience for using chr function *)
sample: array[1..max_variance_samples] of real; (* array of results
for variance calculation *)
front: ptr_to_corporation; (* first element of the list *)
num_accesses: integer; (* counter *)
(* random number generator *)
function x_random: real;
const
a = 16807;
q = 127773;
r = 2836;
var
t, lo, hi: integer;
begin
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hi:= x_seed div q;
lo:= x_seed - q*hi;
t:= a*lo - r*hi;
if t>0 then x_seed:= t
else x_seed:= t+m;
x_random:= x_seed/m;
end;
procedure put_seed(x: integer);
begin
if (0<x) and (x<m) then x_seed:= x;
end;
(* initialize random number generator and data structure *)
procedure initialize;
var
i: integer;
sum, c: real;
prev, current: ptr_to_corporation;
begin
sum:= 0;
put_seed(7774755); (* initialize random number generator *)
ord_A:= ord(’A’) - 1;
write(’enter number of accesses: ’);
readln(num_accesses);
(* i’s setting the values of access probabilities. first the pmf *)
p[num_corp]:= 0.15;
p[num_corp-1]:= 0.121;
p[num_corp-2]:= 0.12;
for i:= num_corp-3 downto 1 do sum:= sum+1.0/i;
c:= 0.609/sum;
for i:= num_corp-3 downto 1 do p[i]:= c/i;
(* now the cdf *)
s[0]:= 0;
for i:= 1 to num_corp do s[i]:= s[i-1] + p[i];
(* create initial list in the order A, B, ..., J with 0.0 share price *)
new(prev);
front:= prev;
prev^.name:= ’A’;
prev^.share_price:= 0.0;
i:= 2;
while i<=num_corp do
begin
new(current);
current^.name:= chr(ord_A+i);
current^.share_price:= 0.0;
prev^.next:= current;
i:= i+1;
end;
new(current^.next);
current^.next^.next:= nil;
end; (* of initialize *)
(* randomly generates a record with new share price *)
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function next_record: corporation;
var
u: real;
j: integer;
corp: corporation;
begin
u:= x_random;
j:= 1;
while (u>s[j]) and (j<num_corp) do j:= j+1;
corp.name:= chr(ord_A+j);
corp.share_price:= 10*x_random;
next_record:= corp;
end; (* of next_record *)
procedure main_body;
var
a_count: integer; (* # times ’A’ accessed *)
count: integer; (* # accesses *)
k: integer; (* # references to next_record *)
y: integer; (* sum of # accesses *)
corp_oration: corporation; (* record to be updated *)
dummy: ptr_to_corporation;
m: integer; (* # of samples *)
var_count: array[1..max_variance_samples] of integer;
(* variance sample *)
mean, variance: real (* of # accesses *)
i: integer; (* a counter *)
procedure print_list(l: ptr_to_corporation);
(* the following procedure prints a linked list *)
var
temp: ptr_to_corporation;
begin
while temp^.next<>nil do
begin
writeln(’Corporation ’,temp^.name,’ share price is ’,
temp^.share_price:6:2);
temp:= temp^.next;
end;
end; (* of print_list *)
function linear_search(name: corporation;
var node:ptr_to_corporation):integer;
(* the following function performs a linear search for the name
of a corporation in the list pointed to by ’front’ *)
var
temp: ptr_to_corporation;
i: integer;
begin
i:= 1;
if name.name=’A’ then a_count:= a_count+1;
temp:= front;
while (temp^.name<>name.name) and (temp^.next<>nil) do
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begin
i:= i+1;
temp:= temp^.next;
end;
temp^.share_price:= name.share_price;
linear_search:= i;
node:= temp;
end;
procedure swap(var node1, node2: ptr_to_corporation);
(* the following procedure interchanges two nodes in a singular
linked list *)
var
temp1, temp2: ptr_to_corporation;
begin (* of swap *)
if (node1<>nil) and (node2<>nil) then
if node1^.name<>node2^.name then
begin
temp:= node1;
temp^.name:= node1^.name;
temp^.share_price:= node1^.share_price;
temp^.next:= node1^.next;
node1^.name:= node2^.name;
node1^.share_price:= node2^.share_price;
node1^.next:= node2^.next;
node2^.name:= temp^.name;
node2^.share_price:= temp^.share_price;
node2^.next:= temp^.next;
end;
end;(* of swap *)
function search_and_move(name: corporation):integer;
(* the following function performs a linear search for an element
in a linked list and moves the element that was searched for
one position to the front of the list *)
var
temp, temp2: ptr_to_corporation;
begin
temp:= nil;
search_and_swap:= linear_search(name, temp);
temp2:= front;
while (temp2^.next<>temp) and (temp2^.next<>nil) do
temp2:= temp2^.next;
if temp2^.next=nil then temp2:= nil;
if temp^.next=nil then temp:= nil;
swap(temp, temp2);
end;
function min(m,n: integer):integer;
(* the following function returns the minimum value of two
integers *)
begin
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if m<n then min:= m
else min:= n;
end;
procedure bubble_sort(var list: ptr_to_corporation);
(* the following procedure sorts a list of corporations in
a linked list *)
var
k, flag, j: integer;
elements: arraytype;
i: integer;
temp: ptr_to_corporation;
begin
flag:= num_corp;
for i:= 1 to num_corp do
begin
elements[i]:= list;
list:= list^.next;
end;
k:= num_corp;
while flag>1 do
begin
k:= flag-1;
flag:= 0;
for j:= 1 to k do
if elements[j]^.name>elements[j+1]^.name then
begin
temp:= elements[j];
elements[j]:= elements[j+1];
elements[j+1]:= temp;
flag:= j;
end;
end;
front:= elements[1];
for i:= 1 to num_corp-1 do
elements[i]^.next:= elements[i+1];
new(temp);
elements[num_corp]^.next:= temp;
temp^.next:= nil;
end; (* of bubble sort *)
function binary_search(list: arraytype; name: corporation):integer;
(* the following function performs a binary search for a
given corporation *)
var
k,m: integer;
j: integer;
found: boolean;
count: integer;
begin
count:= 0;
found:= false;
k:= 1;
m:= num_corp;
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if name.name=’A’ then a_count:= a_count + 1;
while (k<=m) and (not found) do
begin
j:= trunc((k+m)/2);
if name.name=list[j]^.name then found:= true;
if name.name<list[j]^.name then m:= j-1
else k:= j+1;
count:= count + 1;
end;
j:= 0;
binary_search:= count;
end;
procedure strategy_1;
(* the exhaustive linear search technique *)
begin
y:= 0;
variance:= 0;
for i:= 1 to m do var_count[i]:= 0;
dummy:= nil;
count:= 0;
a_count:= 0;
print_list(front);
while count<=num_accesses do
begin
corp_oration:= next_record;
k:= linear_search(corp_oration, dummy);
y:= y+k;
count:= count+1;
writeln(’z= ’,y/count);
if count<=m then var_count[count]:= k;
end;
mean:= y/num_accesses;
writeln(’The estimated mean of strategy #1 is ’,mean:12:1,
’ after ’, num_accesses:9,’ records.’);
for i:= 1 to m do variance:= variance +sqr(var_count[i]-mean);
variance:= variance/(m-1);
writeln(’The estimated variance of strategy #1 is ’,variance:9:6,
’ after ’,num_accesses:9,’ records.’);
writeln(’The access probability of corporation A with strategy
#1 is ’,a_count/num_accesses:8:6,’ after ’,num_accesses:9,
’ records.’);
end; (* of strategy_1 *)
procedure strategy_2;
(* the head of line technique *)
y:= 0;
variance:= 0;
for i:= 1 to m do var_count[i]:= 0;
dummy:= nil;
count:= 0;
a_count:= 0;
print_list(front);
while count<= num_accesses do
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begin
corp_oration:= next_record;
k:= search_and_move(corp_oration);
y:= y+k;
count:= count+1;
mean:= y/count;
if count<=m then var_count[count]:= k;
end;
mean:= y/num_accesses;
writeln(’The estimated mean of strategy #2 is ’,mean:12:1,
’ after ’, num_accesses:9,’ records.’);
for i:= 1 to m do variance:= variance +sqr(var_count[i]-mean);
variance:= variance/(m-1);
writeln(’The estimated variance of strategy #2 is ’,variance:9:6,
’ after ’,num_accesses:9,’ records.’);
writeln(’The access probability of corporation A with strategy
#2 is ’,a_count/num_accesses:8:6,’ after ’,num_accesses:9,
’ records.’);
end; (* of strategy_2 *)
procedure strategy_3;
(* the swap forward one position technique *)
begin
y:= 0;
for i:= 1 to m do var_count[i]:= 0;
variance:= 0;
dummy:= nil;
count:= 0;
a_count:= 0;
print_list(front);
while count<= num_accesses do
begin
corp_oration:= next_record;
k:= search_and_swap(corp_oration);
y:= y+k;
count:= count+1;
mean:= y/count;
if count<=m then var_count[count]:= k;
end;
mean:= y/num_accesses;
writeln(’The estimated mean of strategy #3 is ’,mean:12:1,
’ after ’, num_accesses:9,’ records.’);
for i:= 1 to m do variance:= variance +sqr(var_count[i]-mean);
variance:= variance/(m-1);
writeln(’The estimated variance of strategy #3 is ’,variance:9:6,
’ after ’,num_accesses:9,’ records.’);
writeln(’The access probability of corporation A with strategy
#3 is ’,a_count/num_accesses:8:6,’ after ’,num_accesses:9,
’ records.’);
end; (* of strategy_3 *)
procedure strategy_4(l: ptr_to_corporation);
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(* the optimum technique: binary search *)
var
i: integer;
elements: arraytype;
begin
y:= 0;
for i:= 1 to m do var_count[i]:= 0;
variance:= 0;
dummy:= nil;
count:= 0;
a_count:= 0;
print_list(front);
for i:= 1 to num_corp do
begin
elements[i]:= l;
l:= l^.next;
end;
while count<=num_accesses do
begin
corp_oration:= next_record;
k:= binary_search(elements, corp_oration);
y:= y+k;
count:= count+1;
mean:= y/count;
if count<=m then var_count[count]:= k;
end;
mean:= y/num_accesses;
writeln(’The estimated mean of strategy #4 is ’,mean:12:1,
’ after ’, num_accesses:9,’ records.’);
for i:= 1 to m do variance:= variance +sqr(var_count[i]-mean);
variance:= variance/(m-1);
writeln(’The estimated variance of strategy #4 is ’,variance:9:6,
’ after ’,num_accesses:9,’ records.’);
writeln(’The access probability of corporation A with strategy
#4 is ’,a_count/num_accesses:8:6,’ after ’,num_accesses:9,
’ records.’);
end; (* of strategy_4 *)
begin (* of main_body *)
m:= min(num_accesses, max_variance_samples);
strategy_1;
put_seed(7774755);
strategy_2;
put_seed(7774755);
strategy_3;
put_seed(7774755);
bubble_sort(front);
strategy_4(front);
put_seed(7774755);
end; (* of main_body *)
begin
initialize;
main_body;
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end.
The extra overhead involved in the binary search includes, consuming much memory for large n, the extra
(n) operations needed to copy the list into the array.
Let the iid sequence be the numbers generated by x random. Then xi ∼ U (0, 1). E(xi) = 0+12 = 0.5.
µˆ = 5.2, σ2 = 13.57. Let x1, x2, ... be the measurements
sn
n =
1
n
n
i=1
xi.
Let µ be the true mean and σ2 the true variance.
µ− 0.05µ < snn < µ+ 0.05µ.
P

µ− 0.05µ < snn < µ+ 0.05µ

> 0.95.
The Central Limit Theorem says
wn =
sn
n − µ
σ√n
→ z,
in distribution, z ∼ N (0, 1). Then, wn ∼ N (0, 1). And,
sn
n − µˆ
σˆ√n
→ z,
So,
P

−0.05µˆ
σˆ√n
<
sn
n − µˆ
σˆ√n
< 0.05µˆσˆ√n

> 0.95⇒ P

−0.05µˆ
σˆ√n
< Z < 0.05µˆσˆ√n

> 0.95⇒
P

−0.05(5.2)
3.68√n
< Z < 0.05(5.2)3.68√n

> 0.95⇒ 2Φ
0.26√n
3.68

− 1 > 0.95⇒ 0.26
√n
3.68 > 1.96⇒ n > 769.6.
We used approximations of µ and σ2 to obtain n.
To use the Central Limit Theorem, an iid sequence of measurements is needed. The number of references
to nodes in the list are only independent in the linear search technique. Other than assuming that a given
corporation does reside somewhere in the list, no rearrangement to the list took place. The other three
techniques rearranged the list. By rearranging the list, the measurements have been altered to minimize the
number of nodes being reference. Other approximations used besides µˆ are σˆ for each technique. We assume
that the measurements in the linear search are identically distributed. We also assumed the pseudo random
number generator would generate random input instances for an infinite number of calls when in reality the
pseudo random number generator will repeat sequences of input instances after a finite number of calls. So
actually, we do not have random variables in this program by the definition of a random variable.
An example of a sample run which almost surely converges to 5 is w = (5, 5, 5, ...,5, ...). An example of a
sample run on which the sequence does not converge to 5 is w = (1, 1, 1, ..., 1, ...).
To answer the last question, the distribution is Geometric. The same standard calculations are used.
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4.36 Markov Terminology
A stochastic process is a collection of random variables such that {xs, s ∈ I}, I is the index set and R
is the state space or range for each xs. The index set can be 1) countable and finite (discrete), or 2)
uncountable(continuous). The state space can be countable and finite, or 2) uncountable. There are 4 types
of stochastic processes:
1. discrete time, discrete state space - iid Bernoulli.
2. discrete time, continuous state space - iid Uniform.
3. continuous time, discrete state space - # of programs executing at time s.
4. continuous time, continuous state space.
4.36.1 Markov Chains
Example: A strange board game, {A,B,C,D,E}. See the Figure 4.1.
E
✡✡
✡✡
✡✡
✡✡
✣
1
A ❏❏❏❏❏❏❏❏❏❏
0.2
✡✡✡✡✡✡✡✡✢
0.8
D
✻
0.1
❍❍❍
❍❍❍
0.9 C✛
1
B
0.4
   ✠
0.6
Figure 4.1: Strange Board Game
Let V1 be the first random number such, IAB(0.2) + IAE(0.8) = 1. x1 is the square after the first jump. x2
is the square after the second jump. x3 is the square after the third jump, and so on. {xn : n = 1, 2, 3, ...}
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Rxn = {A,B,C,D,E} is the state space. I = {1, 2, 3, ...}.
P (x4 = E|x0 = A, x1 = B, x2 = C, x3 = D) =
P (x0 = A, x1 = B, x2 = C, x3 = D,x4 = E)
P (x0 = A, x1 = B, x2 = C, x3 = D)
=
P (V1 ∈ IAB , V2 ∈ IBC , V3 ∈ ICD , V4 ∈ IDE)
P (V1 ∈ IAB , V2 ∈ IBC , V3 ∈ ICD)
= P (V1 ∈ IAB)P (V2 ∈ IBC)P (V3 ∈ ICD)P (V4 ∈ IDE)P (V1 ∈ IAB)P (V2 ∈ IBC )P (V3 ∈ ICD)
=
P (V4 ∈ IDE).
But, P (x4 = E|x3 = D) = P (V4 ∈ IDE).
A Markov chain is a stochastic process {xn} with index set I = {1, 2, 3, ...} and counts the state space Rx
such that for all n ∈ I and ki ∈ Rx :
P (xn+1 = kn+1|x0 = k0, x1 = k1, ..., xn = kn) = P (xn+1 = kn+1|xn = kn).
A Markov chain is time homogeneous if for all n,
P (xn+1 = kn+1|xn = kn) = P (x1 = kn+1|x0 = kn).
Example: Consider a data structure in which items are added or deleted, with each access to the list struc-
ture. The probability that an access is an addition is p, independent of any other accesses. Let x0 be the
initial number of items. Let xn be the number of items after the n-th access. {x0, x1, x2, ...} is a stochastic
process. The state space is Rxn = {0, 1, 2, 3, ...}. The state diagram is appears in Figure 4.2.
0
✲
p

(1− p)
(1− p)
1
✲
p
✛
(1− p)
2
✲
p
✛
(1− p)
3✛ ✲
p
✛
(1− p)
Figure 4.2: A Markov Chain
Is the Markov definition satisfied?
P (xn+1 = kn+1|x0 = k0, x1 = k1, ..., xn = kn) =

p, if kn+1 = kn + 1.
1− p, if kn+1 = kn − 1.
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4.36.2 Transition Matrix
Let IPij = P (xn+1 = j|xn = i). The transition matrix is given by IP = [IPij] .
Example: Consider the state diagram in Figure 4.3.
A
✲

0.6
0.4
B✛
1.0
Figure 4.3: A Non-State Diagram
Renumber the states as in Figure 4.4.
0
✲

0.6
0.4
1✛
1.0
Figure 4.4: The Fixed State Diagram
IP00 = 0.6, IP10 = 1.0, IP01 = 0.4, IP11 = 0. Then, the transition matrix is stated as:
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IP = 0.6 0.41 0
Example: The data structure example. IP00 = 1− p, IP01 = p, IP10 = 1− p, IP11 = 0.
0 1 2 3
0 1− p p 0 0 0 ...
1 1− p 0 p 0 0 ...
2 0 1− p 0 p 0 ...
. . . . . . .
. . . . . . .
. . . . . . .
. . . . . . .
For any Markov chain,
P (xi = j, x0 = i) = P (xi = j|x0 = i)P (x0 = i).
P (x2 = k, x1 = j, x0 = i) = P (x2 = k|x1 = j, x0 = i)P (x1 = j, x0 = i) =
P (x2 = k|x1 = j)P (x1 = j|x0 = i)P (x0 = i).
Example:
IP = 0.6 0.41 0
IP(1)ij = P (x1 = j|x0 = i) = P (xn = j|xn−1 = i) = P (x2 = k|x0 = i) =
P (x2 = k, x0 = i)
P (x0 = i)
=

j
P (x2 = k, x1 = j, x0 = i)
P (x0 = i)
=

j P (x2 = k|x1 = j)P (x1 = j|x0 = i)P (x0 = i)
P (x0 = i)
=

j
P (x2 = k|x1 = j)P (x1 = j|x0 = i) =

j
P (1)jk P
(1)
ij .
P (2)01 =

j=0,1
P (1)0j P
(1)
j1 = P
(1)
00 P
(1)
01 + P
(1)
01 P
(1)
11 = 0.6(0.4) + 0.4(0) = 0.24.
P (2)00 =

j
P (1)0j P
(1)
j0 = P
(1)
00 P
(1)
00 + P
(1)
01 P
(1)
10 = 0.76.
IP2 = 0.6 0.41 0
0.6 0.4
1 0 =
0.76 0.24
0.6 0.4
Thus, IP(2) = IP2. In general, IP(n) = IPn.
IP(3) = 0.696 0.5040.76 0.24 , IP
(4) = 0.721 0.2780.696 0.304 , IP
(5) = 0.711 0.2880.721 0.278 , ...IP
(50) = 0.714 0.2850.714 0.285
IP(1), IP(2), IP(3), ... is a sequence. If IP(n) → L, then IP(n)ij → Lj =

j .
IP(n)ij =

k
IP(n−1)ik IP
(1)
kj , Πj =

k
ΠkIPkj, Π0 = Π0IP00 + Π1IP10 =
1
1.4 , Π1 =
0.4
1.4 .
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The rows sum to 1. j Πj = 1.
Example: See the state diagram in Figure 4.5.
0
✲

1− q
q
1✛
1
Figure 4.5: A State Diagram
IP = 1− q q1 0
Use Πj =

kΠkIPkj = 1.
Π0 = Π0IP00 + Π1IP10 = Π0(1− q) + Π1.
Π1 = Π0IP01 + Π1IP11 = Π0q + 0.
Π0 +Π1 = 1.
Solve the above three equations simultaneously.
Π1 = Π0q
Π0 +Π0q = 1⇒ Π0 =
1
1 + q .
Π1 = 1−Π0 = 1−
1
1 + q =
q
1 + q .
Π = (Π0Π1).
(Π0Π1) = (Π0Π1) 1− q q1 0 .
Or use Π = ΠIP. The steady state equations are derived from j Πj = 1. The steady state distribution is
given by:
IP(n)ij → Πj , IP
(n)
0j → Πj , IP
(n)
1j → Πj, ...
Example: Consider the state diagram in Figure 4.6:
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0
✲

1− a
aΠ0
1✛
b

1− b
Π1
Figure 4.6: A State Diagram
The steady state equations are derived from, Π = ΠIP, and j Πj = 1.
Π0 = Π0(1− a) + Π1b. (4.1)
Π1 = |Π1(1− b) + Π0a. (4.2)
Π0 +Π1 = 1. (4.3)
Solve the above 3 equations simultaneously to obtain Π0 = ba+b , Π1 = aa+b .
P (xn = 0) =

j
P (xn = 0|x0 = j)P (x0 = j) ∼=

j
Π0P (x0 = j) = Π0

j
P (x0 = j) = Π0.
P (xn = 0)→ Π0,
or
P (xn = i)→ Πi.
For an n-state Markov chain,
n
j=0
Πj = 1.
(Π0,Π1, ...,Πk) is a pmf of some random variable N. P (N = i) = Πi, i = 0, 1, ..., k. xn → N in distribution.
E(N ) =j jP (N = j) =

j jΠj . E(xn) ∼= E(N ).
Example: Consider the data structure example again.
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0
✲
p

(1− p)
(1− p)
1
✲
p
✛
(1− p)
2
✲
p
✛
(1− p)
3✛ ✲
p
✛
(1− p)
Figure 4.7: A Data Structure
Additions to the list occur with probability p. Deletions occur with probability 1− p. Let xn be the number
of items in the structure after the n-th access. The steady state equations are derived as follow:
Π0 = Π0(1− p) + Π1(1− p),
Π1 = Π0p+Π2(1− p),
Π2 = Π1p+Π3(1− p),
Π3 = Π2p+Π4(1− p),
...
Π0 +Π1 + · · · = 1.
Solve for Π :
Πk = Πk−1p+Πk+1(1− p).
Write as,
Πk(1− p+ p) = Πk−1p+ Πk+1(1− p).
Then,
Πk(1− p) + Πkp = Πk−1p+Πk+1(1− p) =
gk  
Πk+1(1 − p)− Πkp =
gk−1  
Πk(1− p)− Πk−1p,
gk = gk−1. Therefore, gk = gk−1 = gk−2 = ... = g1. Then going back to the first equation,
Π0 = Π0(1− p) + Π1(1− p) = Π0 −Π0p+ Π1(1 − p),
Then,
Π1(1− p)− Π0p = 0(g1 = 0).
Then, gk = 0. So,
Πk+1(1− p)− Πkp = 0,
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Π1 =
p
1− pΠ0.
Π2 =
p
1− pΠ1 =
 p
1− p
2
Π0.
Π3 =
 p
1− p
3
Π0.
...
Πk =
 p
1− p
k
Π0.
Then we have
Π0 +
p
1− pΠ0 +
 p
1− p
2
Π0 + · · · = 1,
Π0(1 + x+ x2 + · · ·) = 1,
when x = p1−p .
Π0 = 1− x = 1−
p
1− p =
1− 2p
1− p .
Therefore,
 p
1− p
k
Π0 =
 p
1− p
1− 2p
1− p

.
|x| < 1, p1−p < 1. Thus a steady state condition is p < 12 .
Let N be a random variable with pmf Π. P (N = k) = Πk. xn → N in distribution.
E(N ) =

kP (N = k) =
∞
k=0
kΠk =
∞
k=0
k
 p
1− p
k1− 2p
1− p

= p1− 2p .
E(xn) ∼=
p
1− 2p .
4.36.3 Existence of Steady State Solutions
For finite state space Markov chains, steady state solutions do not always exist. Consider the state diagram
in Figure 4.8:
IP = 0 11 0
Π0 = Π1, Π1 = Π0, Π0 + Π1 = 1. Thus, Π0 = Π1 = 12 .
IP(2) = 0 11 0 , IP
(3) = 0 11 0
IP(n) does not converge to anything.
226 CHAPTER 4. STOCHASTIC MODELS IN COMPUTER SCIENCE
0
✲1
1✛
1
Figure 4.8: A State Diagram
4.36.4 More Markov Chain Terminology
Consider only finite state spaces.
• Reachable - state j is reachable from i, i→ j, if IP(n)ij > 0 for some n ≥ 1.
• Communicate - state i communicates with state j if i→ j and j → i, which is the same as i↔ j.
• Irreducible - A Markov chain in which all states communicate with all other states is called Irreducible.
• Periodicy - H(i) = {j ∈ Rx, IPij > 0} Define for state i
A(1)i = H(i), A
(2)
i =

j∈A
H(j), ... A(n)i =

j∈A(n−1)i
H(j).
An Irreducible Markov chain(with a finite state space) is aperiodic if there exists m such that ∀n > m,
A(n)i = Rx, for every i.
Example: Consider the state diagram in Figure 4.9 again:
H(0) = {1}, H(1) = {0}. At i = 0, A(1)0 = H(0) = {1}, A
(2)
0 =

j∈A(1)0
H(j) = H(0) = {0}.
Example: Consider the state diagram in Figure 4.10:
H(0) = {0, 1}, H(1) = {1}. For i = 0 : A(1)0 = {0, 1}, A
(2)
0 = {0, 1}, ... A
(n)
0 = {0, 1}. For i = 1 :
A(1)1 = {0}, A(2)1 = {0, 1}, ...
The main result is this: let IP be the transition matrix of a finite, aperiodic, Irreducible Markov chain with
state space {0, 1, ..., k}. Then there exists a vector Π = (Π0,Π1, ...,Πk) such that:
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0
✲1
1✛
1
Figure 4.9: A State Diagram
0
✲

0.6
0.4
1✛
1.0
Figure 4.10: A State Diagram
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1. IP(n)ij → Πj .
2. Π is the only solution to Πk = ΠIP,
∞
i=0Πi = 1.
4.36.5 Theory of Markov Chains
Consider infinite state spaces, irreducibility, and transient behavior. See the state diagram in Figure 4.11:
0
1
(1− p)
1
✲
p
✛
(1− p)
2
✲
p
✛
(1− p)
k − 1✛ ✲
p
k
1
Figure 4.11: A State Diagram
The diagram is considered to be a random walk. {0, 1} are called absorbing states. The random walk is also
called the gambler’s ruin.
4.36.6 Continuous Time, Discrete State Space Stochastic Model
xs ∈ {0, 1, 2, ...}, s ∈ +.
P (xs = qs|xv = qu, 0 ≤ u ≤ v < s) = P (xs = qs|xv = qu),
or,
P (xsk = qk|xs1 = q1, ..., xsk−1 = qk−1) = P (xsk = qk|xsk−1 = qk−1), 0 ≤ s1 ≤ s2 ≤ · · · ≤ sk.
Time spent in one state is exponentially distributed as opposed to Geometrically distributed.
4.36.7 Poisson Process
The Poisson distribution is stated as follow: x ∼ Poisson(λ),
P (x = k) = λ
ke−λ
k! , k = 0, 1, 2, ...
To approximate the Binomial distribution with the Poisson distribution, let λ = np. The approximation is
good when n is large and p is small.
P (x = k) = λ
ke−λ
k! =
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
n
k

pk(1−p)n−k = n!p
k(1− p)−k(1− p)n
k!(n− k)!
∼= 1k!n
kpk(1−p)−k(1−p)n = 1k!λ
k(1−p)−k(1−p)n → λ
keλ
k! .
In a Poisson process, Ns is the number of arrivals in the interval [0, s]. Postulates:
1. Non-overlapping intervals are independent. If [s1, s2], [s3, s4] are independent, then so are Ns2 − Ns1
and Ns4 − Ns3 .
2.
P (exactly 1 arrival in [s, s+s])
s → λ,
as s→ 0.
3.
P (more than 1 arrival in [s, s +s])
s → 0,
as s→ 0.
P (Ns = k) =
(λs)ke−λs
k! , Ns ∼ Poisson(λs), E(Ns) = λs.x1, x2, x3, ...,
P (x1 > s) = P (no arrivals in [0, s]) = P (Ns = 0) =
λs0e−λs
0! = e
−λs.
Therefore, P (x1 = s) = 1− e−λs, x1 ∼ Exp(λ).
4.37 Homework and Answers
1. Suppose X ∼ Binomial(n, Y ) where Y is itself a random variable with pmf:
P

Y = 14

= 14 , P

Y = 12

= 12 , P

Y = 34

= 14 .
Compute E(X) using conditional expectation. [Hint: Start by computing E(X|Y = y)].
E(x) =

k
E(x|y = k)P (y = k) =
E

x
y =
1
4

P

y = 14

+E

x
y =
1
2

P

y = 12

+ E

x
y =
3
4

P

y = 34

.
E(x|Y = y) = ny, E

x
y =
1
4

= n4 , E

x
y =
1
2

= n2 , E

x
y =
3
4

= 3n4 .
Then,
E(x) = n4
1
4

+ n2
1
2

+ 3n4
1
4

= n2 .
2. Consider a Markov Chain Xn with the state transition diagram in Figure 4.12:
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0
✲
a

(1− a)
1
✲✛
(1− a)
2✛

Figure 4.12: A Transition State Diagram
(a) Write down the state space and index set of the stochastic process Xn. The state space is {0, 1, 2}.
The index set is {0, 1, 2, 3,4, ...}.
(b) Fill in the missing jump probabilities in the state transition diagram in Figure 4.13.
0
✲
a
1− a

1− a
1
✲
a
✛
1− a
2✛
a
Figure 4.13:
(c) What is the transition matrix, IP, of the Markov chain?
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1− a a 0
1− a 0 a
0 1− a a
(d) Show that the Markov chain is aperiodic. H(i) = {j ∈ {0, 1, 2}, IPij > 0}. H(0) = {0, 1},
H(1) = {0, 2}, H(2) = {1, 2}. For i = 0 : A(1)0 = H(0) = {0, 1}, A
(2)
0 = {0, 1, 2}. For i = 1 :
A(1)1 = {0, 2}, A
(2)
1 = {0, 1, 2}. For i = 2 : A
(1)
2 = {1, 2}, A
(2)
2 = {0, 1, 2}. Let m = 1. Then,
∀n > m,A(n)i = Rx for every i. (n ≥ 2).
(e) Write down the equations for the steady state(limiting) pmf Π and solve for Π in terms of a.
Π0 = Π0(1− a) + Π1(1− a),
Π1 = Π0a+Π2(1− a),
Π2 = Π1a+Π2a,
Π0 +Π1 + Π2 = 1.
Solve the above four equations simultaneously.
(f) If N is a random variable with pmf Π(i.e. so that Xn → N in distribution), then compute E(N )
in terms of a.
E(N ) =
2
k=0
kP (N = k) =
2
k=0
kΠk = 0Π0 + 1Π1 + 2Π2.
Substitute in the answers from the previous question to obtain E(N ).
(g) Compute IP(2) and IP(10) when a = 0.5 and compare the results with Π. What do you observe?
You may find it helpful to write a small program to do matrix multiplication.
IP(1) =
0.5 0.5 0
0.5 0 0.5
0 0.5 0.5
, IP(2) =
0.5 0.25 0.25
0.25 0.5 0.25
0.25 0.25 0.5
, IP(10) =
0.333 0.333 0.333
0.333 0.333 0.333
0.333 0.333 0.333
The probability matrix approaches those values of Π which are near steady state.
(h) Compute Π when a = 0.25 and when a = 0.75. Give an intuitive explanation for the resulting
values of Π.
When q = 0.25, deletions to the list are more likely to occur. The pmf is bias towards the left
side of the linked list. When q = 0.75, additions to the list are more likely to occur. The pmf is
then bias towards the right side of the list.
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0
✲1
1− a
 1
✲
a
1− a
2✛
a
(i) Remove an arc from the diagram in Figure 2i such that the resulting Markov chain is NOT Irre-
ducible.
Not all states communicate. In the above case, states 0 and 1 do not communicate.
(j) Give an example of a 3-state Markov chain that is Irreducible, but not aperiodic. Show why your
example is not aperiodic. When a = 0, or a = 1, the chain is Irreducible.
4.38 Final Exam and Answers
1. The continuous random variable X has a density function given by
f(x) =

cx, if 0 < x < 10.
0, otherwise.
where c = 150 . Compute the variance of X.
V ar(x) =

(x− µ)2f(x) dx =
 10
0
(x− µ)2
50 dx =
1
50
 10
0
(x2 − 2xµ+ µ2)x dx =
1
50
 10
0
x3−2x2µ+µ2 dx =
104
4 −
2(10)3µ
3 +
(10)2µ2
2
50 .µ = E(x) =
 ∞
−∞
xf(x) dx =
 10
0
x2
50 dx = 6.67.
Then,
V ar(x) =
104
4 −
2(10)36.67
3 +
102(6.67)2
2
50 =
277.78
50 .
2. Consider an iid sequence x1, x2, ... where the pmf of each xi is given by P (xi = 2) = 0.6, P (xi = 5) =
0.4. Let Wn = 1n
n
i=1 xi.
(a) Does xn converge almost surely to any limit? Explain. xn → L almost surely if P (xn → L) = 1.
xn does not converge to any limit. The sequence of x1, x2, x3, ... just keeps repeating values 2 and
5 without converging.
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(b) Does Wn converge almost surely to any limit? If so, what is that limit? Wn → L almost surely if
P

W : sn(w)n → L

= 1.
sn(w) =
n
i=1 xi. L = µ = E(xi). E(xi) = 2(0.6)+5(0.4) = 3.2.Therefore, P

W : sn(w)n → 3.2

=
1 by the Strong Law of Large Numbers.
(c) Give an example of a sample path on whichWn converges and one on whichWn does not converge.
Wn converges on (2, 5, 2, 5, ...) to 3.5.
3. Consider the transition diagram in Figure 4.14 for a Markov chain {Xn}.
1 ✲
1-b
✡✡
✡✡
✡✡
✡✡
✡✣
b
2
❇❇
❇❇
❇❇
❇❇
❇❇
❇▼
1
0

1− a
✡✡✡✡✡✡✡✡✡✢
a
Figure 4.14:
(a) Show that the Markov chain is aperiodic.
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For i = 0 : A(1)0 = {0, 1}, A(2)0 = {0, 1, 2}, A(3)0 = {0, 1, 2}, ... A(n)0 = {0, 1, 2} = Rx. For i = 1 :
A(1)1 = {0, 2}, A
(2)
1 = {0, 1, 2}, ... A
(n)
1 = {0, 1, 2} = Rx. For i = 2 : A
(1)
2 = {0}, A
(2)
2 = {0, 1},
A(3)2 = {0, 1, 2}, ... A(n)2 = {0, 1, 2}= Rx. So, m = 2, ∀n > m,

i∈Rx A
(n)
i = Rx.
(b) Write down the steady state equations.
Π0 = Π0(1− a) + Π1b+Π2,
Π1 = Π0a
Π2 = Π1(1− b),
Π0 +Π1 + Π2 = 1.
(c) Solve the steady state equation.
Π1 =
a
1 + 2a− ab , Π2 =
a(1 − b)
1 + 2a− ab , Π0 =
1
1 + 2a− ab .
(d) Explain how you would use the Strong Law for Markov chains in this example. N is a random
variable such x1, x2, x3, .... 1n
n
i=1 xi → E(N ) almost surely. E(N ) =

j jΠj . Then, xi ∈ Rx.
Rx = {0, 1, 2}. The sequence of xs is not independent and are not identically distributed.
Chapter 5
Operations Research II
Dr. Lawrence, College of William and Mary
Math 524, Spring 1992
Text used: Hillier, Frederick and Gerald J. Lieberman, Introduction to Operations Research, McGraw-Hill
Publishing Company, 1990
5.1 Review of Probability Density Functions(PDF’s)
• Uniform Distribution,
f(x) = 1b− a, a ≤ x ≤ b.
E(x) = λ = a + b2
V ar(x) = (b− a)
2
12 .
• Exponential Distribution,
f(x) = λe−λx, x > 0.
E(x) = 1λ
V ar(x) = 1λ2 .
• Gamma Distribution,
f(x) = λ
nxn−1e−λx
n! .
E(x) = nλ ,
V ar(x) = nλ2 .
• Erlang Distribution,
f(x) = λe−σx λ
nxn−1
(n − 1)! , x > 0.
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• Poisson Distribution,
f(x) = αx
ne−αx
n! ∼ Poisson(αx).
i.e.P (x(t) = 0) = e−αt,
E(x(t)) = αt.
5.2 Markov Chains
5.2.1 Stochastic Processes
A stochastic process is a family of random variables.
Example: xt; t ∈ I where each xt is a random variable is a stochastic process. We will let I be 0,1,2,3,....
Chain is x0, x1, x2, .... Each xi takes values in some finite set S, called the state set. Each xi is a state. If
A and B are events, P (A|B) is the conditional probability of A given B. P (A|B) = P (A∩B)P (B) . The multiplier
rule: P (A ∩B) = P (A|B)P (B). The Markov property:
P (xn = j|x0 = i0, x1 = i1, x2 = i2, ..., xn−1 = k) = P (xn = j|xn−1 = k).
We will assume that our stochastic processes are Markov chains. If ∀n, j, k, P (xn+1 = j|xn = k) = P (x1 =
j|x0 = k). The chain is said to be stationary. The mechanism does not change.
Example: Gambler’s Ruin. A player plays a game in which he bets $1.00 on each play if he has $1.00 and
does not have as much as $5.00. On each play, there is a probability p that he will loss the $1.00 that he
bet and a probability q he will win $1.00 and r that he will win $2.00. Let p=0.7, q=0.2, and r=0.1. Let xn
be the person’s wealth after the n-th play. The state space is {0,1,2,3,4,5}. Pij = P (x1 = j|x0 = i); i, j ∈ S.
The one step transition matrix
IP = [Pij] =
0 1 2 3 4 5
0 1 0 0 0 0 0
1 0.7 0 0.2 0.1 0 0
2 0 0.7 0 0.2 0.1 0
3 0 0 0.7 0 0.2 0.1
4 0 0 0 0.7 0 0.3
5 0 0 0 0 0 1
Notice that all the rows total 1. Distribution of x0 : P (x0 = i) = Pi, i ∈ 0, 1, 2, 3, 4,5. If the player starts
with $3.00, then[P0, ..., P5] = [0, 0, 0, 1, 0,0]. Suppose there are 3 people waiting to play; 2 with $4.00, one
with $2.00, and one with $1.00. If the next player is chosen randomly, [P0, ..., P5] = [0, 14 , 14 , 0, 12 , 0]. 0
and 5 are called absorbing states. Let’s look at states 0,1,2. P is the transition matrix P = [Pij]. The
initial distribution is P = [P0, P1, P2]. P (x1 = 2) = P (x1 = 2, x0 = 0 ∪ x1 = 2, x0 = 1 ∪ x1 = 2, x0 = 2),
P (x1 = 2) = P (x1 = 2, x0 = 0) + P (x1 = 2, x0 = 1) + P (x1 = 2, x0 = 2), P (x1 = 2) = P (x0 = 0)P (x1 =
2|x0 = 0) + P (x0 = 1)P (x1 = 2|x0 = 1) + P (x0 = 2)P (x1 = 2|x0 = 2) = P0P02 + P1P12 + P2P22.
[p0, P1, P2]
P00 P01 P02
P10 P11 P12
P20 P21 P22
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5.2.2 Transition Matrices
Example:
0.1 0 0 0.9
0.2 0.3 0.1 0.4
0 0 0 1
0.3 0.3 0.4 0
P (xn+1 = 3|xn = 1) = 0.4. Let x0 have the distribution P (x0 = j) = P 0j = Pj. P (x1 = i) =

i∈s PiPij.
P (0) = P = [P (0)1 , P
(0)
2 , ...]. P (0)IP = P (1).
Example: P (2)ij = P (x2 = j|x0 = i) =

k∈sP
(1)
k Pkj =

k∈sPikPkj = IP2ij. The two step transition matrix
IP(2) = P (2)ij = IP2. In general the n-step transition matrix is IPn.
Example: Brand switching. there are three brands A, B, C, of a certain product on the market. If a person
currently owns brand A, he is 4 times likely to buy brand A next as to switch brands. If he switches, he is
equally likely to buy B or C. A person with B will switch to A with probability 0.3. A person with C will
buy C again with probability 0.7 and switch to brand A with probability 0.3. Let the states be A=0, B=1,
and C=2 and xn be the brand owned after n steps.
IP =
0.8 0.1 0.1
0.4 0.3 0.3
0.3 0 0.7
x = probability A switches
4x = probability A does not switch
----------------------------------
5x = 1
Therefore, x = 15 . What is the probability that a person who owns brand A now will own brand B after the
time after next?
IP2 =
0.71 0.11 0.18
0.53 0.13 0.34
0.45 0.03 0.52
Therefore, P (2)01 = 0.11. What is the probability that a person owning brand B will own brand A next
and then brand C? P (x1 = 0 and x2 = 2|x0 = 1) = P (x2 = 2|x0 = 1, x1 = 0)P (x1 = 0|x0 = 1) =
P (x2 = 2|x1 = 0)P (x1 = 0|x0 = 1) = P02P10 = (0.1)(0.4) = 0.04. If a person with no experience chooses the
first item at random, what is the probability that he will own brand A next? Brand C? P = P (0) = [13 , 13 , 13 ].
What is P (1)0 and P
(1)
2 ?
pIP = [13 , 13 , 13 ]
0.8 0.1 0.1
0.4 0.3 0.3
0.3 0 0.7
= [0.5, 0.133, 0.367]. Therefore P (1)0 = 0.5 and P
(1)
2 = 0.367.
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Example:
0.3 0 0 0.5 0.2
0 0 0.6 0 0.4
0 0.8 0.2 0 0
0 0 0 1 0
0 0.5 0 0 0.5
Figure 5.1: A state diagram.
See the state diagram in Figure 5.1.
5.2.3 Markov Terminology
Let 1,2,...,n be the states of a Markov chain. State i leads to j(or j is accessible from i) if it is possible to go
from i to j. Conversely if any state leads to itself. If i leads to j and j leads to i then i and j communicate.
If i communicates with j, then j communicates with i. If i communicates with j and j communicates with
k then i communicates with k.
0 0.1 0.3 0 0 0.6
0.2 0.3 0 0.5 0 0
0 0 1 0 0 0
0 0 0 0.6 0.4 0
0 0 0 0.2 0.2 0.6
0 0 0 0.3 0.5 0.2
See the state diagram in Figure 5.2. The communicating classes are: {1, 2}, {3}, {4, 5, 6}. A set of states T
is closed if no state in T leads to a state outside T. e.g. {3}, {4,5,6}. A state i is recurrent if the probability
of returning to state i given that it is in i is 1. A state that is not recurrent is called transient. If one state in
a communicating class is recurrent, then they all are. If a chain has finitely many states, then the states in
the communicating class are recurrent iÿ the class is closed. Therefore, states 1,2 are transient while states
3,4,5,6 are recurrent. If i and j are recurrent states which communicate, and the chain is in i then the state
will go to j eventually with probability of 1. Suppose the chain is in state i with probability of 1 that it will
eventually go to j. Let µij be the expected number of steps needed to reach j. Tij i number of states until
chain reaches j if in state i. µij = E(Tij). µij = 1 +

k =j Pikµkj, ∀i.
Example: A factory has two machines of a certain type only one of which is used at a time. A machine in
use on a day breaks down with a probability p. Let q = 1− p. A broken machine requires 2 days to repair
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Figure 5.2: A state diagram.
not including the day on which it breaks down. Only one machine can be worked on at a time. The states
are 0,1,2 number of machines broken down at the start of each day.
0 q p 0
1
2
P (xn+1 = 0|xn−2 = 0, xn−1 = 1, xn = 1) = q. P (xn+1 = 0|xn−1 = 0, xn = 1) = 0. Therefore, this is not a
Markov chain. The states must be redefined. The second try at modeling follows. Let the states be, 0 =
both working, 1 = one working and the other in first day of repair, 2 = one working and the other is second
day of repair, and 3 = both down.
IP =
0 1 2 3
0 q p 0 0
1 0 0 q p
2 q p 0 0
3 0 1 0 0
Figure 5.3: The second state diagram.
See Figure 5.3 for the second state diagram. Let Tij be the number of steps needed to go from i to j. Let
E(Tij = µij). Then, µij = 1 +

k =j Pikµkj, ∀i. Find µ03 in the above example. Let p = 0.1, and q = 0.9.
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µ03 = 0.9µ03 + 0.1µ13 + 1. µ13 = 0.9µ23 + 1. µ23 = 0.9µ03 + 0.1µ13 + 1. µ33 = 1 + µ13. Solve for µ03.
0.01µ03 = 1.1. if P0 = [P (x0 = 0), P (x0 = 1), P (x0 = 2), P (x0 = 3)], then P3(probability in the third step)
= [P (x3 = 0), ..., P (x3 = 3)]. P3 = P0IP3. limn→∞P (n)ij = to what? A chain is irreductible if it has only one
communicating class. That means that all states are recurrent. In most cases, an irreductible chain has a
steady state distribution Πi such that limn→∞ P (n)ij → Πj and

j Πj = 1. Π = limn→∞Pn = limn→∞P0IPn.
Πp = (limn→∞ P0IPn)p = limn→∞ P0IPn+1 = Π.
limn→∞ IPn =
Π0 Π1 Π3 . . . Πn
Π0 Π1 Π3 . . . Πn
Π0 Π1 Π3 . . . Πn
. . . . . . .
. . . . . . .
. . . . . . .
Π0 Π1 Π3 . . . Πn
Using the above example, the steady state solution is, Π = ΠIP,Π = [Π0,Π1,Π2,Π3] Π0 =
Enter state on left  
0.9Π0 + 0.9Π2 ,
Π1 = 0.1Π0 + 0.1Π2 + Π3, Π2 = 0.9Π1, Π3 = 0.1Π1, Π0 + Π1 + Π2 + Π3 = 1. Solve for Π0, ...,Π3.
Π0 = 0.803,Π1 = 0.099,Π2 = 0.89,Π3 = 0.10. Π0 = 1µ00 ,Π1 =
1
µ11 ,Π2 =
1
µ22 ,Π3 =
1
µ33 .
5.2.4 Steady States
limn→∞P (n)ij = Πj; Π = [Π0,Π1,Π2, ...,Πn].
Π˜ =
Π0 Π1 . . . Πn
Π0 Π1 . . . Πn
Π0 Π1 . . . Πn
. . . . . .
. . . . . .
. . . . . .
Π0 Π1 . . . Πn
limn→∞ IP(n) = Π˜. Use the brand switching example in the previous lecture.
IP =
0.8 0.1 0.1
0.4 0.3 0.3
0.3 0 0.7
Π = ΠIP, Π0 +Π1 +Π2 + ...+Πn = 1. Π0 = 0.6176471,Π1 = 0.0882353,Π2 = 0.2941176. IP(8) is close to 4
places. IP(20) is close to 7 places.
Example:
IP =
0 0.3 0.7
1 0 0
1 0 0
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Figure 5.4: More state diagram examples.
See the state diagram in Figure 5.4.
P00 =

1, if n is even.
0, if n is odd.
limn→∞P (n)00 diverges. For any recurrent state j, LCD(n : P
(n)
jj > 0) is called the period of j. If j has a
period of 1, it is called aperiodic. All the states in a communicating class have the same period. If a chain
is irreductible and the states are aperiodic, then that is a steady-state distribution. If a chain is irreductible
but not aperiodic, then there is no steady state solution but there is a unique stationary solution. That is,
Π = ΠIP andj Πj = 1.
lim
n→∞
1
n
n
i=0
P (n)ij → Πj.
If for some n IPn has all positive entries, then the states are aperiodic.
Example:
0 0.1 0.9 0
0.8 0 0 0.2
0.3 0 0 0.7
0 0.6 0.4 0
See the state diagram in Figure 5.5. n = {2,4,6,...,2n}. Therefore it has a period of 2.
Example: See the state diagram in Figure 5.6. n = {3,4,...}. The LCD is 1. Therefore, the period is 1. Let
xn be an irreductible chain. Let C(j) be the cost of having the chain in state j at any step.
E

1
N
N
n=1
C(xn)

.
lim
N→∞
E

1
N
N
n=1
C(xn)

= lim
N→∞
m
k=0
1
N
N
n=1
C(k)P (xn = k).
y is a random variable that takes on values {q1, q2, ..., qt}. Let h(y) be a real valued function. Z = h(y). Say
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Figure 5.5: More state diagram examples.
Figure 5.6: More state diagram examples.
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y has a distribution of f(qi) = P (y = qi) = αi.
E(Z) = E(h(y)) =
t
j=0
h(qj)P (y = qj) =
t
j=0
h(qj)f(qj) =
t
j=1
H(qj)αj.
lim
N→∞
m
k=0
1
N
N
n=1
C(k)
m
j=0
p(0)j p
(n)
jk =
m
j=0
P (0)j
m
k=0
C(k)

lim
N→∞
1
N
N
n=1
p(n)jk

→ Πk.
5.2.5 Expected Costs
Suppose we have xn, C(j), j ∈ S = 0, 1, l...m.
lim
N→∞
E

1
N
N
n=1
C(xn)

= ... =
n
k=0
C(k)
n
j=0
P (0)j Πk =
n
k=0
C(k)Πk
n
j=0
P (0)j =
n
k=0
C(k)Πk.
Let’s use an earlier example.
IP =
0.9 0.1 0 0
0 0 0.9 0.1
0.9 0.1 0 0
0 1 0 0
We get, Π0 = 0.802, Π1 = 0.099, Π2 = 0.089, Π3 = 0.01. Suppose that C(0) = 0, C(1) = 3, C(2) = 5, and
C(3) = 35. The expected daily average cost in the long run is
n
k=0
C(k)Πk = 3(0.099) + 5(0.089) + 35(0.01) = 1.089.
The cost could be random also. e.g. C(k,D). The long run expected cost per step is
n
k=0
E(C(k,D))Πk.
Using the same example, let the demand for the product for which the machines are used to be D. Assume
D is uniform on 50 to 150. Let C(0,0)=0,
C(1, D)

4(D − 75), if D ≥ 75
0, if D < 75 (5.1)
C(2, D)

2(D − 25), if D ≥ 125
0, if D < 125 (5.2)
C(3, D) = 10D.
K(1) is the expected cost of being in state 1 for one day. f0(s) is the pdf.
k(1) = E(C(1, D)) =
 ∞
−∞
C(1, s)f0(s)ds =
 150
75
4(s− 75)
100 ds =
1
25
s2
2 − 75s
150
75
= 0−7525
75
2 − 75

= 112.5.
k(2) = E(C(2, D)) =
 ∞
−∞
C(2, s)f0(s)ds =
 150
25
2(s − 25)
100 ds = .... = 6.25.
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k(3) = E(C(3, D)) =
 ∞
−∞
C(3, s)f0(s)ds = 10(100) = 1000.
The long run expected cost is = (0.099)(112.5) + (0.089)(6.25) + (0.01)(1000). Let xn be a Markov chain
with transient states 0,1,2...,k, an absorbing state r and the other states being recurrent. What is the
probability of eventually being in state r? Absorbing probabilities: Let fir = P (xn = r for some n|x0 = i).
fir = Pir +
k
j=0
Pijfjr, i = 0, ..., k.
Let m be recurrent. m = Πr = Pim = 0. Suppose,
IP =
1 0 0 0
0.2 0.3 0.1 0.4
0 0 1 0
0.1 0.6 0 0.3
There are two absorbing states, and two transient states.
f10 = 0.2 + (0.3f10 + 0.4f30),
f30 = 0.1 + (0.6f10 + 0.3f30).
Solving the system of equations simultaneously yields,
F30 =
1
2 ,
and
f10 =
4
7 .
5.2.6 Absorbing States
Example: Consider the state diagram in Figure 5.7. What is the probability of being in state 4? Let Xx
be a Markov chain with states 1,2,3,4,...,m. Let state m be the absorbing state and let states i1, ..., ik be
transient states. Let fjk be the probability that the chain reaches state k at some point given that it starts
in state j. Use first step analysis.
fi,m = Pi,m +
k
j=1
Pi,jfi,m.
The above equation is the form for each transient state. Note that the probability of being in m from any
recurring states is 0. See Figure 5.8 for the state diagram used in the example.
1 2 3 4 5
0 1 0 0 0 0
1 0.1 0.3 0.2 0 0.4
2 0.3 0.2 0 0.4 0.1
3 0.5 0 0.1 0 0.4
4 0 0 0 0 1
What is the probability of reaching state 4? f14 = 0.4 + 0.3f14 + 0.2f24, f24 = 0.1 + 0.2f14 + 0.4f34,
f34 = 0.4 + 0.1f24+ 0.2f14.
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3
❆❆
❆❆
❆❆❑
  ✒ ✲
1⊂
  ✒
0
✠
2

4
Figure 5.7: Absorbing States
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1⊂
✂✂
✂✂
✂✂
✂✂
✂✂
✂✍
❇❇❇❇❇❇❇❇❇❇❇◆
✲
4
2
✻
❄
✛ ✲
0

3
✂✂✂✂✂✂✂✂✂✂✂✌
❇❇
❇❇
❇❇
❇❇
❇❇
❇▼
✛
Figure 5.8: A State Diagram
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Example: Three Russian men fight a three way dual. On each shot each survivor shoots at the best shot
among the other survivors. The shots are independent and the hit probabilities are A = 12 , B = 13 , C = 16 .
Model this situation. The states are A,B,C all are alive = 1. AC = 2. BC = 3. A = 4, B= 5, C = 6, = 7.
Note that there is no AB. (1, 1) = 12 23 56 = 518 . (1, 2) = 12 23 56 = 518 . (1, 6) = 12 13 56 + 12 23 16 + 12 13 16 = 29 .
1 2 3 4 5 6 7
1 518 518 29 0 0 29 0
2 0 512 0 512 0 112 112
3 0 0 59 0 518 19 118
4 0 0 0 1 0 0 0
5 0 0 0 0 1 0 0
6 0 0 0 0 0 1 0
7 0 0 0 0 0 0 1
Find the probability that C is the lone survivor. The question is asking for f16. f16 = 29+ 518f16+ 518f26+ 29f36,
f26 = 112 + 512f26, f36 = 19 + 59f56. See Figure 5.9.
4 5 6 7
2

✡✡✡✡✡✡✡✡✢ ❄
❇❇❇❇❇❇❇❇❇◆
1

✲❅❅❅❅❅❅❘
❑❑❑❑❑❑❑❑❑❑❑❑❑
3

☛☛☛☛☛☛☛☛☛☛☛☛☛
✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄✎
❄
Figure 5.9: A State Diagram
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absorbing state A4 B5 C6 7
probability 0.2747 0.1923 0.4396 0.0934
5.2.7 Homework and Answers
Problems 2, 3, 6, 7, 9, 11, 14, 15, 18, 21, 23, 24.
1. A weather service in a certain area classifies each winter day as rainy(R), snowy(S), or clear(C) and
models the daily weather as a Markov chain with states R, S, and C and transition matrix
R S C
0.30 0.15 0.55
0.15 0.15 0.70
0.05 0.05 0.90
(a) If today is clear, find the expected number of days until the next rainy day.
(b) If today is clear, find the expected number of clear days until the next day that is not clear.
Hint: for |a| < 1,∞n=1 nan−1 = 1(1−a)2 .
(c) In the long run what fraction of the time is the weather clear?
(a)
µSR = 1 + 0.15µSR + 0.70µCR,
µCR = 1 + 0.05µSR + 0.9µCR.
Using algebra and substitution,
0.85µSR − 0.70µCR = 1,
−0.5µSR + 0.1µCR = 1.
µSR = 16.
µCR = 18.
Expected time until rain is 18 days.
(b) Let k be the number of clear days after today until the next rainy day or snowy day.
fk(n) = P (k = n) = P (X1 = C,X2 = C, ..., Xn = C,Xn+1 = C|X0 =?) = pnCC(1− pCC) =
0.9n(0.1), for n = 0, 1, 2, 3, ....
So,
E(k) =
∞
n=0
n(0.9n)(0.1) = (0.9)(0.1)
∞
n=0
n(0.9n−1) = (0.9)(0.1) 1(1− 0.9)2 =
0.9
0.1 = 9.
See hint.
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(c) Π = ΠP yields:
ΠR = 0.3ΠR + 0.15ΠS + 0.05ΠC,
ΠS = 0.15ΠR + 0.15ΠS + 0.05ΠC,
ΠC = 0.55ΠR + 0.70ΠS + 0.90ΠC.
These with ΠR + ΠS + ΠC = 1 gives
ΠR = 0.075,
ΠS = 0.064,
ΠC = 0.861.
In the long run, the weather is clear 0.861 of the days.
2. A small firm extends credit at the beginning of each month to customers who pay oÿ the debt in a
single payment at the end of the month. This happens with probability 0.70. Otherwise the account
is classified as 1 month old debt. At the beginning of a month, one month old debt is paid with
probability 0.50 or it becomes a two month old debt. Two month old debts become three month old
debts with a probability of 0.80. Three month old debts are paid with a probability of 0.60. Otherwise,
it is written oÿ as a bad debt.
(a) Model this as a Markov chain giving the meaning of the states and the transition matrix.
(b) Find the probability that a new debt will eventually become a bad debt.
(a) States: 0 = new, 1 = one month old, 2 = two months old, 3 = three months old, 4 = paid, 5 =
bad debt.
0 0 0.3 0 0 0.7 0
1 0 0 0.5 0 0.5 0
2 0 0 0 0.8 0.2 0
3 0 0 0 0 0.6 0.4
4 0 0 0 0 1 0
5 0 0 0 0 0 1
(b)
f05 = 0.3f15,
f15 = 0.5f25,
f25 = 0.8f35,
f35 = 0.4.
Using substitution, the following values are obtained.
f35 = 0.4,
f25 = 0.32,
f15 = 0.16,
f05 = .048,
F05 is the probability that a new debt will turn bad.
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Problem 2: Assume the probability of rain tomorrow is α if it is raining today,and assume that the
probability of its being clear tomorrow is β if it is clear today.
1. Determine the one-step transition matrix of the Markov chain.
2. Find the two-step transition matrix.
3. Find the steady-state probabilities.
1.
P = α 1− α1− β β
2.
P 2 = α
2 + (1− α)(1− β) α(1− α) + β(1 − α)
α(1− β) + β(1 − β) (1− α)(1− β) + β2 =
α2 + (1 − α)(1− β) (α+ β)(1 − α)
(α+ β)(1 − β) β2 + (1− α)(1− β)
3.
Π0 = αΠ0 + (1− β)Π1,
Π1 = (1− α)Π0 + βΠ1.
From the above two equations we get,
(1− α)Π0 − (1− β)Π1 = 0,
Π0 +Π1 = 1,
Π1 = 1−Π0.
Substituting Π1, we get,
(1− α)Π0 − (1− β)(1 − Π0) = 0,
[(1− α) + (1− β)]Π0 = 1− β,
Π0 =
1− β
2− α− β .
Π1 =
1− α
2− α− β .
Problem 3: Consider the stock market model presented in Sec. 15.3. Whether or not the stock goes up
tomorrow depends upon whether or not it increased today and yesterday. If the stock has increased for
the past two days, it will increase tomorrow with probability α1. If the stock increased today but decreased
yesterday, it will increase tomorrow with probability α2. If the stock decreased today but increased yesterday,
it will increase tomorrow with probability α3. Finally, if the stock decreased for the past two days, it will
increase tomorrow with probability α4.
1. Determine the one-step transition matrix of the Markov chain.
2. Find the steady-state probabilities.
1. States: 0 = increase yesterday and today 1 = decrease yesterday and increase today 2 = increase
yesterday and decrease today 3 = decrease yesterday and today
0 1 2 3
α1 0 1− α1 0
α2 0 1− α2 0
0 α3 0 1− α3
0 α4 0 1− α4
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2.
Π0 = α1Π0 + α2Π1
Π1 = α3Π2 + α4Π3
Π2 = (1− α1)Π0 + (1− α2)Π1
Π3 = (1− α3)Π2 + (1− α4)Π3
Π0 +Π1 + Π2 +Π3 = 1
Using algebra, the following equations are obtained:
Π1 =
1− α1
α2
Π0,
Π2 =

(1− α1) + (1− α2)
1− α1
α2

Π0 =
1− α0
α2
Π0(1− α1)
Π3 =
1− α3
α4
Π2 =
 (1− α1)(1− α3)
α2α4

Π0
1 =

1 + 1− α1α2
+ 1− α1α2
+ (1− α1)(1− α3α2α4

Π0 =
α2α4 + 2α4(1 − α1) + (1− α3)
α2α4
Π = 1α2α4 + 2α4(1− α1) + (1− α1)(1− α3)
× [α2α4, α4(1− α1), α4(1 − α1), (1− α1)(1− α3)]
Problem 6: Determine the classes of the Markov chains and whether or not they are recurrent.
A =
0 13 13 131
3 0 13 131
3
1
3 0 131
3
1
3
1
3 0
B =
0 0 1
1
2
1
2 0
0 1 0
See the state diagrams in Figure 5.10 and Figure 5.11.
Only one class {0,1,2,3} which must be recurrent.
Only one class {0,1,2} which must be recurrent.
Problem 7: Determine the classes of the Markov chain and whether or not they are recurrent in Figure 5.12
and in Figure 5.13.
1
4
3
4 0 0 03
4
1
4 0 0 01
3
1
3
1
3 0 0
0 0 0 34 14
0 0 0 14 34
Class {0,1} is recurrent since it is closed. Class {2} is transient since it is not closed. Class {3,4} is recurrent
since it is closed.
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Problem 9: A transition matrix P is said to be doubly stochastic if the sum over each column equals 1;
that is,
M
i=0
pij = 1, ∀j.
If such a chain is irreductible, aperiodic, and consists of M + 1 states, show that
πj =
1
M + 1 , for j = 0, 1, ...,M.
Let Πj = α for j = 0, 1, ..., n.We note that Π = Πρ gives
M
i=0
Πiρij =
M
i=0
αρij = α
M
i=0
ρij = α = Πj .
So the system Π = Πρ is satisfiable. Thus,
1 =
M
j=0
Πj = (M + 1)α
so α = 1M+1 ,Πj = 1M+1 for all j.
Consider the problem of searching a linked list. Analysis of a doubly stochastic matrix shows that searching
a circular doubly linked list has no statistical advantages over a non-circular doubly linked list using the
proof in problem 9.
Problem 11: The leading brewery on the West Coast(labeled A) has hired an operations research analyst to
analyze its market position. It is particularly concerned about its major competitor(labeled B). The analyst
believed that brand switching can be modeled as a Markov chain using three states, with states A and B
representing customers drinking beer produced from the aforementioned breweries and state C representing
all other brands. Data are taken monthly, and the analyst has constructed the following transition matrix
from past data.
A B C
0.70 0.20 0.10
0.20 0.75 0.05
0.10 0.10 0.80
What are the steady-state market shares for the two major breweries?
ΠA = 0.7ΠA + 0.2ΠB + 0.1ΠC,
ΠB = 0.2ΠA + 0.75ΠB + 0.1ΠC,
ΠC = 0.1ΠA + 0.05ΠB + 0.8ΠC,
ΠA + ΠB +ΠC = 1.
ΠA = 0.3462.
ΠB = 0.3846.
ΠC = 0.2692.
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Problem 14: A computer is inspected at the end of every hour. It is found to be either working(up) or
failed(down). If the computer is found to be up, the probability of it remaining up for the next hour is
0.90. If it is down, repair action, which may require more than an hour, is taken. Whenever the machine is
down(regardless of how long it has been down), the probability of it still being down an hour later is 0.35.
1. Show that this is a Markov chain and find the transition matrix.
2. Find the steady-state probabilities of the machine being up and down.
0: up, 1: down.
1. 0.90 0.100.65 0.35
2.
Π0 = 0.90Π0+ 0.65Π1,
Π1 = 0.10Π0+ 0.35Π1,
Π0 +Π1 = 1.
Π0 = 0.8667.
Π1 = 0.1333.
Problem 15: Consider the following blood inventory problem facing a hospital. Suppose there is need for
a rare blood type,e.g. type AB, Rh negative blood. Suppose the demand over a three-day period is given
by P (D = 0) = 0.40, P (D = 1) = 0.30, P (D = 2) = 0.20, and P (D = 3) = 0.10.
Note that the expected demand is then 1 unit. Suppose that there are three days between deliveries. The
hospital proposes a policy of receiving one pint at each delivery and uses the oldest blood first, i.e. it uses a
FIFO policy (first in, first out). If more blood is required than is on hand, an expensive emergency delivery
is made. Blood is discarded if it is still on the shelf after 21 days. Denote the state of the system as the
number of pints on hand just after a delivery. Noting that the largest state is 7:
1. Find the transition matrix.
2. Find the steady-state probabilities.
1. States {1,2,3,4,5,6,7}
P =
1 2 3 4 5 6 7
0.6 0.4 0 0 0 0 0
0.3 0.3 0.4 0 0 0 0
0.1 0.2 0.3 0.4 0 0 0
0 0.1 0.2 0.3 0.4 0 0
0 0 0.1 0.2 0.3 0.4 0
0 0 0 0 0.1 0.2 0.7
2. Π = ΠP and 7j=1Πj = 1 yields Π1 = 0.1389,Π2 = 0.1389,Π3 = 0.1390,Π4 = 0.1383,Π5 =
0.1411,Π6 = 0.132,Π7 = 0.1736.
Problem 18: A production process contains a machine that deteriorates rapidly in both quality and output
under heavy usage, so that it is inspected at the end of each day. Immediately after inspection, the condition
of the machine is noted and classified into one of four possible states:
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State Condition
0 Good as new
1 Operable - minimum deterioration
2 Operable - major deterioration
3 Inoperable and replaced by a good-as-new machine
The process can be modeled as a Markov chain with transition matrix given by
State 0 1 2 3
0 0 78 116 116
1 0 34 18 18
2 0 0 12 12
3 1 0 0 0
1. Find the steady-state probabilities.
2. If the costs of being in states 0,1,2,3 are $0, $1,000, $3,000, and $6,000, respectively, what is the
long-run expected average cost per day?
1.
Π0 = Π3,
Π1 =
7
8Π0 +
3
4Π1,
Π2 =
1
16Π0 +
1
8Π1 +
1
2Π2,
Π3 =
1
16Π0 +
1
8Π1 +
1
2Π2,
Π0 +Π1 + Π2 +Π3 = 1.
Solution:
Π0 = 0.1538, Π1 = 0.5385, Π2 = 0.1538, Π3 = 0.1538.
2.
(1, 000)(0.5385)+ (3, 000)(0.1538)+ (6, 000)(0.1538) = 1923.08.
Problem 21: Consider the following (k,Q) inventory policy. Let D1, D2, ..., be the demand for a product
in periods 1,2,..., respectively. If the demand during a period exceeds the number of items available, this
unsatisfied demand is bocklogged; i.e. it is filled when the next order is received. Let Zn(n = 0, 1, ...) denote
the amount of inventory on hand minus the number of units bocklogged before ordering at the end of period
n(Z0 = 0). If Zn is zero or positive, no orders are bocklogged. If Zn is negative, then −Zn represents the
number of bocklogged units and no inventory is on hand. If at the end of period n, Zn < k = 1, an order is
placed for 2m(Qm in general) units, where m is the smallest integer such that Zn + 2m ≥ 1.(The amount
ordered is the smallest integral multiple of 2, which brings the level to at least 1 unit). Let Dn be independent
and identically distributed random variables taking on the values, 0,1,2,3,4, each, with probability 15 . Let
Xn denote the amount of stock on hand after ordering at the end of period n(X0 = 2). It is evident that
Xn

Xn−1 −Dn + 2m, if Xn−1 −Dn < 1
Xn−1 −Dn, if Xn−1 −Dn ≥ 1 (5.3)
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for n = 1, 2, 3, ..., and Xn(n=0,1,...) is a Markov chain with only two states: 1 and 2. [The only time
that ordering will take place is when Zn = 0,−1,−2,−3, in which case 2,2,4, and 4 units are ordered,
respectively, leaving Xn = 2, 1, 2, 1, respectively. In general, for any (k,Q) policy, the possible states are
k, k + 1, k+ 3, ..., k+ Q− 1.]
1. Find the one-step transition matrix.
2. Find the stationary probabilities(see Prob. 9).
3. Suppose that the ordering cost is given by (2 + 2m) if an order is placed and zero otherwise. The
holding cost per period is Zn if Zn ≥ 0, and zero otherwise. The shortage cost per period is −4Zn if
Zn < 0 and zero otherwise. Find the (long-run) expected average cost per unit time.
1.
0.6 0.4
0.4 0.6
p11 = P (D = 0) + P (D = 2) + P (D = 4) =
3
5 = 0.6.
p21 = P (D = 1) + P (D = 3) =
2
5 = 0.4.
2.
Π1 = Π2 = 0.5.
3.
k(1) = E(C(1, D)) =
1P (D = 0) + 4P (D = 1) + (4 + 4)P (D = 2) + (8 + 6)P (D = 3) + (12 + 6)P (D = 4) =
1
5(1 + 4 + 8 + 14 + 18) =
45
5 = 9.
k(2) = E(C(2, D)) =
2P (D = 0) + 1P (D = 1) + 4P (D = 2) + (4 + 4)P (D = 3) + (8 + 6)P (D = 4) =
1
5(2 + 1 + 4 + 8 + 14) =
29
5 .
1
2
45
5

+ 12
29
5

= 7410 = 7.4.
Problem 23, part c only: Consider the following gambler’s ruin problem. A gambler bets one unit on
each play of a game. She has a probability p of winning and q = 1 − p of losing. She will continue to play
until she goes broke or nets a fortune of T units. Let Xn denote the gambler’s fortune on the n− th play of
the game. Then,
Xn+1

Xn + 1, with probability p.
Xn − 1, with probability q = 1− p (5.4)
for 0 < Xn < T. Xn+1 = Xn, for Xn = 0, or T. Xn is a Markov chain. Assume that successive plays of the
game are independent and that the gambler has an initial fortune of X0.
1. Determine the one-step transition matrix of the Markov chain.
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2. Find the classes of the Markov chain.
3. Let T = 3 and p = 0.3. Find f10, f1T , f20, f2T .
4. Let T = 3 and p = 0.7. Find f10, f1T , f20, f2T .
What can you conclude from (c) and (d)?
1.
0 1 2 . . . T-1 T
1 0
q 0 p
q 0 p
. . .
. . .
. . .
q 0 p
0 1
2. {0} absorbing, {1,...,T-1} transient, {T} absorbing.
3.
1 0 0 0
0.7 0 0.3 0
0 0.7 0 0.3
0 0 0 1
f10 = 0.7 + 0.3f20, f20 = 0.7f10.
Using substitution, the following values are obtained.
f10 =
70
79 , f20 =
49
79 , f13 = 0.3f23, f23 = 0.7f13 + 0.3.
Using substitution, the following values are obtained.
f13 =
9
79 , f23 =
30
79 .
4.
1 0 0 0
0.3 0 0.7 0
0 0.3 0 0.7
0 0 0 1
f10 = 0.3 + 0.7f20, f20 = 0.3f10.
Using substitution, the following values are obtained.
f10 =
30
79 , f20 =
9
79 , f13 = 0.7f23, f23 = 0.3f13 + 0.7.
Using substitution, the following values are obtained.
f13 =
49
79 , f23 =
70
79 .
The likelihood of losing will decrease as the probability of winning...
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Problem 24: A video recorder manufacturer is so certain of its quality control that it is oÿering a complete
replacement warranty if the set fails within two years. Based upon compiled data, the company has noted
that only 1 percent of its recorders fail during the first year and 5 percent fail during the second year. The
warranty does not cover replaced recorders.
1. Formulate this problem as a Markov chain and determine the transition matrix.
2. Find the probability that the manufacturer will have to honor the warranty.
1. States: 0: recorder replaced, 1: recorder in first year, 2: recorder in second year, 3: recorder two or
more years old.
0 1 0 0 0
1 0.01 0 0.99 0
2 0.05 0 0 0.95
3 0 0 0 1
2. f10 = 0.10+0.99f20, f20 = 0.05. Using substitution, f10 = 0.0595, which is the probability of honoring
the warranty.
5.2.8 Summary
• Markov Property,
P (xn = j|x0 = i0, x2 = i1, ..., xn−1 = k) = P (xn = j|xn−1 = k).
• Stationary Markov Chain,
∀n, j, k, P (xn+1 = j|xn = k).
• Step Transition Matrix,
IP(n) = IPn.
• Communicating Class of States(i ↔ j), If i communicates with j and j communicates with k, then
i↔ k.
• Closed Class, a set of states is closed if no state in T leads to a state outside of T.
• Recurrent, state i is recurrent if the probability of returning to state i given it is in state i is 1.
• Transient, states are not recurrent.
• E(number of steps), Let Tij be i number of states until state j is reached. µij = E(Tij),
µij = 1 +

k =j
Pikµkj, ∀i.
Also called E(recurrent time).
• steady State Equation, use the following formula in Gaussian elimination.
n
i=0
πi = 1.
• Aperiodic, state j has a period of 1. For any recurrent state,
LCD(n : P (n)ij 0)
is the period.
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• Stationary Solution, exists for chains that are irreductible but not aperiodic. there is no steady state
solution.
• Costs, Fixed costs are nk=0C(k)Πk, Random costs are
n
j=0 k(j)Πj =
n
k=0
E(C(k,D))Πk.
• Probability of Reaching an Absorbing State, fir = P (xn = r for some n|x0 = i).
ik =
m
j=0
Pijfjk, ∀i.
fkk = 1, fik = 0
for recurrent states.
5.3 Queuing Theory
5.3.1 Memoryless Property
The exponential density is, f(t) = αe−αt, 0 ≤ t. The cumulative distribution is, F (t) = P (x ≤ t) = 1− e−αt
for 0 ≤ t or P (x > t) = e−αt, for 0 ≤ t. E(x) = 1α , and σ2x = 1α2 . The Poisson distribution is, f(n) = P (y =
n) = e−α αnn! for n=0,1,2,3,.... The cumulative distribution function is, F (N ) = P (y ≤ N ) = e−α
N
n=0
αn
n! .
N(t) is a random variable for each t ≥ 0. Each N(t) takes values in the non-negative integers. The assump-
tions are as follow:
1. N(0) = 0.
2. N(t+s) - N(s) has a Poisson distribution with a mean λΠ. λ is termed the mean rate per unit of time.
P (N (t+ s) −N (s) = n) = e−λt(λt)nn! , for n = 0,1,2,....
3. If 0 ≤ t1, < t2 < tx < ... < tn then N (t1) − N (0), N (t2) − N (t1), N (t3) − N (t2), ..., N (tn) − N (tn−1)
are independent random variables. Then, N(t) is a Poisson process.
Let T be the time until the first observation(event). T is a random variable whose values are non-negative.
The cumulative distribution function is FT (t) = P (T ≤ t). = 1 − P (T > t) = 1 − P (N (t) = 0) = 1 −
P (N (t)−N (0) = 0) = 1− e−λt. The probability density function is
fT (t) = F T (t) = λE−λt, T ≥ 0.
Let Ti be the time from the i-1st event until the i-2nd event(called the ith interarrival). Then,
P (T > t− s|T > s) = P (T > t+ s)P (T > s) =
e−λ(t+s)
e−λs = e
−λt = P (T > t).
That is called the memoryless property.
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5.3.2 Poisson Processes
Let N(t) be a Poisson process. Then,
P (N (t+ s) −N (s) = j) = e
−λt(λt)j
j! , j = 0, 1, 2, ....
T time between any two events has an exponential density λe−λt.
FT (t) = p(T ≤ t) = 1− e−λt,
or
P (T > t) = e−λt.
Let T1, T2, T3, ..., Tn be independent exponential random variables such that E(Ti) = 1αi . Let m = min(T1,T2, ..., Ti), 1 ≤ i ≤ m.
Example: Let A, B, and C be airlines. Planes for A arrive as a Poisson process with mean rate q. Assume
processes are independent. Let N(t) be the number of planes that arrive in time t. Let TA, TB, TC be the time
until the next plane of A, B, C arrives. Let T be the time until the next plane arrives. T = min(TA, TB , TC).
Prove that T is exponential. 1 − Fm(t) = 1− P (M ≤ t) = P (m ≥ t) = P (∩mi=1Ti > t) = Πmi=1P (Ti > t) =
Πmi=1e−αit = e−α1+−α2+...+−αmt = e−(
m
i=1 αi)t. Fm(t) = 1− e−(
m
i=1 αi)t. m has an exponential distribution
with mean 1m
i=1 αi
. So, 1a+b+c is the exponential mean. Thus N (t) is a Poisson process with mean rate,
a+ b+ c. Let N(t) be a Poisson process with mean rate λ and let Tn be the time at the n-th event. Ti is the
time between the ith event and i + 1-st event. See Figure 5.14.
T1 T2 T3 T4
Figure 5.14:
So, Tn =
n
i=1 Ti. Each Ti is exponential with mean 1λ . FTn(t) = P (T ≤ t) = 1−P (Tn > t) = 1−P (N (t) ≤
n− 1) = 1−n−1i=0 =
e−λt(λt)i
i! . Using algebra, the density is
fTn(t) = F Tn(t) = −
n−1
i=1
e−λt (λT )
i
i!

− [e−λt] = −
n−1
i=1

−λe−λt (λt)
i
i! +
e−λti(λt)i−1λ
i!

+ λe−λt =

λe−λt
n−1
i=1
(λt)i
i!

−

λe−λt
n−1
i=1
(λt)i−1
(i− 1)!

= ... = λe−λt
 λntn−1
(n − 1)!

, 0 ≤ t.
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The last equation is called the gamma density. This particular form is called the Erlang density.
E(Tn) = E
 n
i=1
Ti

=
n
i=1
E(Ti) =
n
i=1
1
λ =
n
λ .
σ2Tn = σ2ni=1 Ti = σ
2
Ti =
n
i=1
1
λ2 =
n
λ2 .
5.3.3 Queuing Notation and Variables
Customers
Servers
Figure 5.15: A General Queue
See Figure 5.15 for a general queue setup. To describe the queue, the following notation is used:
• M is a Poisson process of how customers arrive and customers leave.
• D means arrivals are deterministic.
• Ek means the arrivals/departures are Erlang with parameter k. k is called the degrees of freedom.
• G means arrivals/departures are general.
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• GI means arrivals/departures are general independent.
The notation used for queues is as follow: Arrival distribution/service time distribution/number of servers/max
system size/service discipline.
Example: M/E3/5/100/FIFO. Everything we will do in Queuing theory is steady state. Some of the
variables used follows.
• N is the number of customers in the system(i.e. the system size).
• L = E(N ) is the expected system size.
• W is the waiting time of customers.
• W = E(W ) is the expected waiting time in the system.
• Nq is the number of customers in the queue.
• Lq = E(Nq) is the expected queue length.
• Wq is the waiting time in queue.
• Wq = E(Wq) is the expected waiting time in queue.
L,Lq,W,Wq are calledmeasures of eÿectiveness. Pn is the steady state probability of there being n customers
in the system. λ is the arrival rate. L = λW is called Little’s Formula. The birth and death process N(t)
has the following characteristics:
1. Time short interval N(t) goes up by one or down by one or does not change.
2. Time until the next birth is exponential with mean 1λn where n is the current value of N.
3. Time until the next death is exponential with mean 1µn .
States are the number of customers. See Figure 5.16.
The probability of being in state 3 is P2λ+P4µ4 = P3 which is the rate of leaving state 3. The rate of coming
into state 3 is P3µ3 + P3λ3. Therefore the balanced equation is P2λ2 + P4µ4 = P3µ3 + P3λ3. In general,
µ1P1 = λ0P0,
λ0P0 + µ2P2 = λ1P1 + µ1P1,
...
λn−1Pn−1 + µn+1Pn+1 = (λn + µn)Pn.
Solving the above equations, we get:
P1 =
λ0P0
µ1
.
P2 =
1
µ2
((λ1 + µ1)P1 − λ0P0).
Pn =
λ0λ1...λn−1
µ1µ2...µn
P0.
Let Cn = λ0λ1...λn−1µ1µ2...µn . Then, Pn = CnP0. 1 =
∞
n=0Pn =
∞
n=0CnP0 = P0
∞
n=0Cn. Then, P0 = 1∞n=0 Cn .
Then, Pn = Cn∞
j=0 Cj
.
Example: M/M/1/∞/FIFO. λn = λ, µn = µ. Then, Cn = λ
n
µn = (λµ )n. Let ρ = λµ . Then, P0 = 1∞n=0 ρn =
1
1
1−ρ
= 1 − ρ, λ < µ. Pn = ρn(1 − ρ). ρ is the probability that the server is busy. It is called the utilization
factor. P (N ≥ 1) = 1− P (N = 0) = 1− P0 = 1− (1− ρ) = ρ.
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Figure 5.16: Customers
5.3.4 Priority Queuing
Consider an M/M/s/∞ queue with three types of customers. Type 1 has highest priority, type 2, and type
3 have lowest priority. Each type j arrives as a Poisson process with mean rate λj . Taken all together,
arriving customers for a Poisson process with mean rate λ = λ1+ λ2 + λ3. There are two types of priorities:
1) nonpremptive where customers cannot loose service, and 2) preemptive where the server can be taken
away from the customer and given to a higher priority customer. Compute W1 for the highest priority, W2
for the next highest priority, and W3 for the lowest priority. In a non-preemptive priority discipline, assume
all service times are the same. λ ≤ sµ must be true to approach steady state.
Example: Two types of calls come to the sheriÿ’s oce: critical and routine. Two deputies answer the
phones. Critical calls come as a Poisson process with a mean rate of 1 every 3 hours. Routine calls come at
a rate of 2 per hour. The time needed to handle a call is exponential with a mean rate of 45 minutes. Find
Wq1, and Wq2.
λ1 =
1 call
3 hr , λ2 =
2 calls
hr , λ = λ1 + λ2 =
7 calls
3 hrs .
1
µ = 34 . Therefore, µ = 43 hrs . s = 2. Therefore, Sµ = 2
4
3 = 83 > 73 = λ. Therefore, a steady state exists.
Reference page 637 in the text book for the formulas.
B0 = 1, B1 = 1−
λ1
sµ = 1−
1
3
8
3
= 78 , B2 = 1−
λ1 + λ2
sµ = 1−
7
3
8
3
= 1− 78 =
1
8 .
A = s!
sµ− λ
rs
 s−1
j=0
rj
j! + sµ, A = 2
 8
3 − 73
(74 )2
(1 + 74) +
8
3

= 3.2653, W1 =
1
AB0B1
+ 1µ.
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We want Wq1.
Wq1 = W1 −
1
µ =
1
AB0B1
= 1(3.2653)(1)(78 )
.
which is equal to 0.35 hours or 21 minutes.
W2 =
1
AB1B2
+ 1µ, Wq2 = W2 −
1
µ =
1
(3.2653)(78 )(18 )
= 2.8hrs.
Next, use the preemptive priority on the same example. For critical calls, we have an M/M/2 queue with
arrival rate λ1 = 13 , and a service rate 1µ = 34 . Wq1 = 184hrs or 43 seconds. There is a tremendous improve-
ment on Wq1. Consider the queue overall. λ = 73 , µ = 43 , M/M/s where s=2.
Wq12 =
49
20 = 2.45, Wq12 =
 1
3
7
3

Wq1 +
 2
7
3

Wq2 = 2.45 =
1
7
 1
84

+ 67Wq2,
Wq2 = 2.8563 hrs = 2 hrs, 5 mins.
5.3.5 M/M/s Queue and Jackson Network
M/M/s queue of customers leaving. See Figure 5.17. There is an infinite capacity and an infinite population.
Look at customers leaving ⇒ sλ. Look at customers entering ⇒ sµ. M/M/s/∞/∞. Look at service queue.
See Figure 5.18.
These are three problems of M/M/s/∞/∞. L = L1 + L2 + L3. W = W1 +W2 +W3. The joint pmf is,
f(n1, n2, n3) = P (N1 = n1, N2 = n2, N3 = n3) = P (N1 = n1)P (N2 = n2)P (N3 = n3).
The Jackson Network
See Figure 5.19 for a Jackson Network.
At station 1, customers arrive as a Poisson process with mean rate λ1.
λ1 = α1 + p21λ2 + p31λ3, λ2 = α2 + p12λ1 + p32λ3, λ3 = α3 + p13λ1 + p23λ2.
Solve the system for λis. Each server is an M/M/s server with arrivals of λi. L = L1+L2+L3. W = Lα1+α2+α3 .
Example: A railroad has a system of 4 yards. Box cars can enter the system at any yard. See Figure 5.20.
yard 1 2 3 4
number per day 50 100 75 210
i is the starting yard and j is the ending yard. i is horizontal in the following table and j is vertical.
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with mean rate λ
Figure 5.17:
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Figure 5.19: A Jackson Network
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i/j 1 2 3 4
1 0 0.4 0 0.3
2 0.3 0 0.6 0.1
3 0 0.3 0 0.2
4 0.5 0.1 0.1 0
There is a probability that box cars can leave the system.
λ1 = 50 + 0.4λ2 + 0.3λ4, λ2 = 100 + 0.3λ1 + 0.6λ3 + 0.1λ4,
λ3 = 75 + 0.3λ2 + 0.2λ4, λ4 = 210 + 0.5λ1 + 0.1λ2 + 0.1λ3.
Solve the system so that,
λ1 = 363.25, λ2 = 434.4579, λ3 = 298.3184, λ4 = 464.905.
Assume that µ1 = 375, µ2 = 440, µ3 = 450, µ4 = 468. Then,
L1 = 30.9275, L2 = 78.3924, L3 = 1.9667, L4 = 150.2092.
L2 and L4 are the most trouble. Look at the number of cars greater than the yard capacity. What is
P (N2 > 300)? P (N2 > 300) = 0.022, P (N4 > 250) = 0.1891. L = L1 + L2 + L3 + L4 = 261.4958.
W = L50+100+75+210 = 0.6011, or approximately 12 day. The costs depend on the number of customers in the
system and how long customers have to wait. Our measures of eÿectiveness are averages: L,W,Lq,Wq, and
are usually linear. For non-linear measures, we must get the distributions of the measures.
Example: FW (t) = P (W ≤ t).
5.3.6 M/G/1 Model
Some notes are missing from the previous lecture on M/G/1 models. λ is the parameter for input pro-
cess(mean arrivals in unit time). µ is 1/(mean service time). σ2 is the variance of the service time.
Lq = λσ
2+ρ2
2(1−ρ) . Reference page 629 in the text book. For the M/M/1 model, derivation of Lq =
λ2 1µ2+ρ
2
2(1−ρ) .
2ρ2
2(1−ρ) =
ρ2
1−ρ = λ
2
µ(µ−λ) . Wq =
Lq
λ . W = Wq + E (service time) = Wq + 1µ . L = λW = λWq + λµ = Lq + λµ .
Example: Reading requires s minutes where s is uniform on [6,16]. Computation check k is exponential
with mean 4. Arrivals are Poisson with a mean rate of 3 per hour. s and k are independent. What is the
expected time from the arrival of a return until she is finished with it? M/G/1 queue with two random
variables s, and k. λ = 3, 1µ = E(s+k) = E(s) + E(k) = 16+62 + 4 = 11 + 4 = 15 minutes. 1µ = 14 hours.
Therefore µ = 4. σ2s+k = σ2s + σ2k =
(16−6)2
12 + 16 = 733 . The question asks for W. ρ = λµ = 34 . λ = 120 per
minute. Lq =
1
400
73
3 + 916
2( 14 )
= 1.2467. W = Wq + 1µ =
Lq
λ + 1µ = 20(1.25) + 151 = 39.933.
Example: λ = 13 . A single team works on one camel at a time. There are five processes, killing-bleeding,
scolding, gritting, shimming, cattling up. Each process is exponential time with mean of 35 minutes. The
times are independent and must be finished before the next on starts. What is the average number waiting
in the pen outside?
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This is an M/Es/1 model. An Erlang model is where there is a sum of independent exponentials. 1µ = 3512 .
µ = 1235 . σ2 = 5( 49144) = 245144 . The question asks for Lq . Therefore,
ρ =
1
3
12
35
= 3536 .
Lq = 20.4167. Suppose a second team is added. What will be the wealth of adding a second team? This is a
M/E5/2 model. We cannot calculate L with formula. Use the graph on page 633 in the text book. ρ = λsµ ,
k = 5, ρ =
1
3
2(1235 )
= 3572 = 0.486. L ≈ 1.2 from reading the table on page 633. W = Wq + 1µ = λW = λWq + λµ .
L = Lq + λµ = 1.23536 = 0.228.
5.3.7 Homework and Answers
Do problems 5, 7, 11, 12, 17, 21, 23, 24, 27, 29, 35, 36, 38, 45, 46, 47 in the text book.
Problem 5: A service station has one gasoline pump. Cars wanting gasoline arrive according to a Poisson
process at a mean rate of 15 per hour. However, if the pump already is being used, then potential customers
may balk (drive to another service station). In particular, if there are n cars already at the service station,
the probability that an arriving potential customer will balk is n3 for n = 1, 2, 3. The time required to service
a car has an exponential distribution with mean of 4 minutes.
1. Construct the rate diagram for this Queuing system.
2. Develop the balanced equations.
3. Solve these equations to find the steady-state probability distribution of the number of cars at the gas
station. Verify that this solution is the same as that given by the general solution for the birth-and-death
process.
4. Find the expected waiting time(including service time) for those cars that stay.
Given: λ = (15carshr )( 1hr60min) = 0.25carsmin .
1. See Figure 5.21.
2.
µP0 = µP1, (µ+ λ)P1 = λP0 + µP2, (µ+ λ)P2 = λP1 + µP3, ..., (µ + λ)Pn−1 = λPn−2 + µPn.
3.
(0.25)P0 = 4P1, P0 =
4P1
0.25 .
Therefore,
P1 =
0.25
4 P0 = 0.0625P0, (4 + 0.25)P1 = 0.25P0+ 4P2,
P2 =
(4 + 0.25)P1− 0.25P0
4 = 0.0039062P0, Cn =
(0.25)n−1
4n ,
Therefore,
Pn = CnP0 =
0.25n−1
4n ρ0.
4. E(W ) = 6.3529 minutes.
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Figure 5.21:
Problem 7: A certain small grocery store has a single checkout stand with a full-time cashier. Customers
arrive at the stand ’randomly’(i.e. a Poisson input process) at a mean rate of 30 per hour. When there is
only one customer at the stand, he is processed by the cashier alone, with an expected service time of 1.5
minutes. However, the stock boy has been given standard instructions that whenever there is more than one
customer at the stand, he is to help the cashier by bagging the groceries. this help reduces the expected
time required to process a customer to 1 minute. In both cases, the service-time distribution is exponential.
1. Construct the rate diagram for this Queuing system.
2. What is the steady-state probability distribution of the number of customers at the checkout stand?
3. Derive L for this system. Use this information to determine Lq ,W, and Wq.
Given: λ = 30 customershr
1 hr
60 min =
1 customer
2 min .
1. See Figure 5.22.
2.
P1µA = P0λ,
λP0 + µHP2 = λP1 + µAP1,
λP1 + µHP3 = µHP2 + λP3,
...
...
...
λPn−1 + µHPn+1 = µHPN + λPn+1.
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Figure 5.22:
3.
P1 =
P0
3 , P2 = 0.5P0, Pn =
2(12)n
3 , Cn =
(12)n
1.5 , P0 =
1
1 + 12 + 14 + 18 + ...
.
Sn −
Sn
2 =
1
2 +
1
2
n+1
, lim
n→∞
Sn = 1.
Therefore,
P0 =
1
1 + 1.5 = 0.4, L = 0 +
λ
µA
+
∞
n=2
nρn, ρ = λµH
.
Problem 11: A bank employs four tellers to serve its customers. Customers arrive according to a Poisson
process at a mean rate of three per minute. If a customer finds all tellers busy, he joins a queue that is
serviced by all tellers; that is, there are no lines in front of each teller, but rather one line waiting for the
first available teller. The transaction time between the teller and customer has an exponential distribution
with a mean of 1 minute.
1. Construct the rate diagram for this Queuing system.
2. Find the steady-state probability distribution of the number of customers in the bank.
3. Find Lq ,Wq,W, and L.
Given: λ = 3 customers1 min , and µ = 1 min =
1
1 min = 1.
1. See Figure 5.23.
2.
µP1 = λP0,
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λP0 + 2µP2 = µP1 + λP1,
λP1 + 3µP3 = 2µP2 + λP2,
λP2 + 4µP4 = 3µP3 + λP3,
...
...
...
λPn−1 + 4µPn+1 = 4µPn + λPn,
λPn + 4µPn+2 = 4µPn+1 + λPn+1.
P1 =
λP0
µ , P2 =
(λ2 − λµ)P0
2µ2 .
Pn =
 (λµ )n
n! P0, if 0 ≤ n ≤ 4.
(λµ )
n
4!4n−4P0, if n ≥ 4.
(5.5)
Solve for P0 and Pn. s = 4 in this problem.
P0 =
13
n=0
3n
n! + 3
4
4!
1
1−34
, P0 =
1
26.5 = 0.03774.
Pn =
 3n
n! 0.03774, if 0 ≤ n ≤ s.
3n
4!4n−4 0.03774, if n ≥ s.
(5.6)
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3.
Lq =
(0.03774)34
4!(1− 34)2
3
4

= 3.05694(3)24(14)24
= 9.170826 = 1.53.
Wq =
Lq
λ =
1.53
3 = 0.51 mins, W =Wq +
1
µ = 0.51 +
1
1 = 1.51 mins,
L = Lq +
λ
µ = 1.53 + 3 = 4.53.
Problem 12: Jobs arrive at a particular work center according to a Poisson input process at a mean rate
of two per day, and the operation time has an exponential distribution with a mean of 14 day. Enough in-
process storage space is provided at the work center to accommodate three jobs in addition to the one being
processed, whereas excess jobs are stored temporarily in a less convenient location. For what proportion of
the time will this storage space at the work center be adequate to accommodate all waiting jobs?
Given: λ = 2 jobsday and µ = 4. P (N ≤ 4) = P0 + P1 + P2 + P3 + P4. P0 =
1
1+∞n=1( 12 )n
. Let Sn =
1
2 + 14 + 18 + ...+ 12n . 2Sn = 1 + 12 + 14 + ...+ 12n+1 . 2Sn − Sn = −1 + 12n − 12−(n+1) = −1 + 12n − 12n+1 =
−1 + 2−n − 2−(n+1) = −1 + 2 = 1. P0 = 11+1 = 12 . Pn = ρnP0. P1 =
1
2
1 1
2 = 14 . P2 =
1
2
2 1
2 = 18 .
P3 =
1
2
3 1
2 = 116 . P4 =
1
2
4 1
2 = 132 . P0+P1 +P2+ P3+ P4 = 12 + 14 + 18 + 116 + 132 = 3132 . P (N ≤ 4) = 3132 .
Problem 17: An airline ticket oce has two ticket agents answering incoming phone calls for flight reser-
vations. In addition, one caller can be put on hold until one of the agents is available to take the call. If all
three phone lines(both agent lines and the hold line) are busy, a potential customer gets a busy signal, and
it is assumed that the call goes to another ticket oce and that the business is lost. The calls and attempted
calls occur randomly (i.e. according to a Poisson process) at a mean rate of 15 per hour. The length of a
telephone conversation has an exponential distribution with a mean of 4 minutes.
1. Construct the rate diagram for this Queuing system.
2. Find the steady state probability that:
(a) A caller will get to talk to an agent immediately,
(b) The caller will be put on hold,
(c) The caller will get a busy signal.
Given: λ = 15 callshr
1 hr
60 min =
1
4 . 1µ = 4 min. Therefore µ = 14 .
1. See Figure 5.24.
2. P (N ≤ 2) = P0 + P1 + P2, P0 = 11+1+ 11−2 =
1
2.25 = 0.333. P1 = 11(0.333) = 0.333, P2 =
(1)2
2(2)(0.333) =
0.08325.
(a) P0 + P1 = 0.666.
(b) P3 = (1)
3
2!3 (0.333) = 0.056.
(c) P (N ≥ 4) = 1−P (N ≤ 4) = 1−P0−P1−P2−P3 = 1− 0.333− 0.333− 0.08325− 0.056− 0.195.
Problem 24: Plans are currently being developed for a new factory. One department has been allocated a
large number of automatic machines of a certain type, and we need to determine how many machines should
be assigned to each operator for servicing(loading,unloading,adjusting, setup, and so on). For the purpose
of this analysis, the following information has been provided.
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Figure 5.24:
The running time(time between completing service and the machine requiring service again) of each machine
has an exponential distribution, with a mean of 150 minutes. Each operator attends to her own machine;
she does not give help to or receive help from other operators. For the department to achieve the required
production rate, the machines must be running at least 89 percent of the time on the average.
1. What is the maximum number of machines that can be assigned to an operator while still achieving
the required production rate?
2. Given that the maximum number found in part (a) is assigned to each operator, what is the expected
fraction of time that the operators will be busy servicing machines?
It is an M/M/1 model. N is the size of the calling population. λ = 1150, µ = 115 .
1. We require that the average number L not working be less than 11% of N. L < 0.11N.
0.11N > l = N = 10(1− P0) = N − 10 + 10P0,
10 > 0.89N + 10P0 = 0.89N +
10
N
n=0
N !
(N−n)!10n
= g(N ).
g(3) = 9.99, g(4) = 10.03 so no operator can service more than 3 machines.
2. If 3 are assigned, P0 = 13
n=0
6
(3−n)!10n
= 0.7321 so the expected time that the operator will be busy is
1− P0 = 0.2679.
Problem 27: Consider the M/G/1 model.
1. Compare the expected waiting time in the queue if the service time distribution is (i) exponential, (ii)
constant, (iii) Erlang with the amount of variation (i.e. the standard deviation) halfway between the
constant and the exponential cases.
2. What is the eÿect on the expected waiting time in the queue and on the expected queue length if both
λ and µ are doubled and the scale of the service time distribution is changed accordingly?
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1. i) M/M/1 W iq = λµ(µ−λ) .
ii) M/D/1 W iiq =
λ
µ2
2(1−λµ )
= λ2µ(µ−λ) = 12W iq .
iii) M/Ek/1 σ =
0+ 1µ
2 = 12µ , σ2 = 14µ2 .
W iiiq =
1
λ

λ2 14µ2 + λ
2
µ2
2(1− λµ )

=
5
4
λ
µ2
2(1− λµ )
= 58
λ
µ(µ− λ) =
5
8Wq .
2. n denotes quantities for the modified queues created from those in a).
W Iq = CjW˜ iq = Cj
2λ
2µ(2µ− 2λ) =
1
2Cj
λ
µ(µ− λ) =
1
2Wq .
Where C1 = 1, C2 = 12 , C3 = 58 . Also L˜
j
q = 2λW˜ jq = 2λ12Wq = Lq . Thus, the expected waiting time in
the queue is cut in half while expected queue length is unchanged.
Problem 35: Consider the model with non preemptive priorities presented in Section 16.8 of the text book.
Suppose there are just two priority classes, with λ1 = 4 and λ2 = 4. In designing this Queuing system, you
are oÿered the choice between the following two alternatives: (1) one fast server (µ =10) and (2) two slow
servers (µ = 5).
Compare these alternatives with the usual four mean measures of performance (W,L,Wq, Lq) for the indi-
vidual priority classes(W1,W2, L1, L2) and so forth. Which alternative is preferred if your primary concern
is expected waiting time in the system for priority class 1 (W1)? Which is preferred if your primary concern
is expected waiting time in the queue for priority class 1? Alternative 1: λ1 = 4, λ2 = 4, µ = 10, s = 1.
Priority 1 Priority 2
L 0.9333 3.0667
Lq 0.5333 2.6667
W 0.2333 0.7667
Wq 0.1333 0.6667
Alternative 2: λ1 = 4, λ2 = 4, µ = 10, s = 2.
Priority 1 Priority 2
L 1.2741 3.1704
Lq 0.4741 2.3704
W 0.3185 0.7926
Wq 0.1185 0.5926
Alternative 1 gives a lower expected system waiting time for priority 1 customers, 0.2333 vs 0.3185 for alter-
native 2. Alternative 2 gives the lower expected waiting time in the queue for priority 1 customers, 0.1185
vs 0.1333 for alternative 1.
Problem 36: A particular work center in a job shop can be represented as a single server Queuing system,
where jobs arrive according to a Poisson process, with a mean rate of eight per day. Although the arriving
jobs are of three distinct types, the time required to perform any of these jobs has an exponential distribution,
with a mean of 0.1 working day. The practice has been to work on arriving jobs on a first-come- first-served
basis. However, it is important that jobs of type 1 do not have to wait very long, whereas the wait is only
moderately important for jobs of type 2 and relatively unimportant for jobs of type 3. These three types
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arrive with a mean rate of two, four, and two per day, respectively. Because all three types have experienced
rather long delays on the average, it has been proposed that the jobs be selected according to an appropriate
priority discipline instead.
Compare the expected waiting time(including service) for each of the three types of jobs if the queue discipline
is (a) first come first served, (b) non preemptive priority, or (c) preemptive priority.
1. M/M/1, λ = 8, µ = 10,W = 110−8 = 12 .
2. A = 24
5
+ 10 = 52 + 10252 , B0 = 1, B1 = 1 − 210 = 810 , B2 = 1 − 610 = 410 , B3 = 1 − 810 = 210 .
λ1 = 2, λ2 = 4, λ3 = 2.
W1 =
1
25
2
8
10
+ 110 =
2
10 = 0.2, W2 =
1
25
2
8
10
4
10
+ 110 =
1
4 +
1
10 =
7
10 = 0.35,
W3 =
1
25
2
4
10
2
10
+ 110 = 1 +
1
10 = 1.1.
3.
W1 =
1
10
8
10
= 18 = 0.125, W2 =
1
10
8
10
4
10
= 1032 = 0.3125, W3 =
1
10
4
10
2
10
= 108 = 1.25.
Problem 38: One inspector has been assigned the full-time task of inspecting the output from a group of
10 identical machines. Jobs to be done by any one of the machines arrive according to a Poisson process at
a mean rate of 70 per hour. The time required by a machine to perform each job has an exponential distri-
bution with a mean of 6 minutes. Thus, whenever all 10 machines are busy, the jobs are being completed
ready for inspection at a mean rate of 100 per hour. Unfortunately, the inspector is able to inspect them at
a mean rate of only 80 per hour. (In particular, his inspection time has an Erlang distribution with a mean
of 0.75 minute and a shape parameter k = 25). This inspection rate has resulted in a substantial average
amount of in-process inventory at the inspection station(i.e. the expected number of jobs waiting to be
inspected is fairly large), in addition to that already found at the group of machines. Management feels that
there is too much capital tied up in in-process inventory, so it has instructed the production manager to cut
down on such inventory. Therefore, the production manager has mad two alternative proposals to reduce
the average level of in-process inventory. Proposal 1 is to use slightly less power for the machines(which
would increase their expected time to perform a job to 7 minutes), so that the inspector can keep up with
their output better. Proposal 2 is to substitute a certain younger inspector for this task. He is somewhat
faster(albeit more variable in his inspection times because of less experience), so he should keep up better.(His
inspection time would have an Erlang distribution with a mean of 0.72 minute and a shape parameter k = 2.)
The production manager has asked you to “use the latest OR techniques to see how much each proposal
would cut down on in-process inventory”
1. What would be the eÿect of proposal 1? Why? How would you explain this outcome to the production
manager?
2. Determine the eÿect of proposal 2. How would you explain this outcome to the production manager?
3. What suggestions would you make for reducing the average level of in-process inventory at the inspec-
tion station? At the group of machines?
By the Equivalence Property, the input for the inspector is Poisson with λ = 70 per hour or 76 = 1.1667
per minute. The mean inspection time is 1µ = 34 . Since inspection time is Erlang with shape parameter 25
and scale parameter α, 34 = 1µ = 25( 1α ). Hence, α = 1003 = 33.3333. The variance of the service time is
σ2 = 25( 1α2 ) = 0.0225. The model is M/E25/1. Lq = 3.185.
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1. A speed up in the machines or a slow down will not change the steady state output as long as a steady
state is reached. Thus proposal 1 has no eÿect on queue length at the inspection.
2. M/E2/1 model.
3. M/E2/1 λ = 1.1667 per minute. 1µ = 2( 1α) = 0.72. α = 10.36 = 2.7778. σ2 = 2( 1α2 ) = 0.2592.
Lq = 3.3075. This is actually a bit worse than the present set up. This results from the higher variance
of the new inspector’s inspection time.
Problem 45: Consider a system of two infinite queues in series, where each of the two service facilities has
a single server. All service times are independent and have an exponential distribution, with a mean of 3
minutes at facility 1 and 4 minutes at facility 2. Facility 1 has a Poisson input process with a mean rate of
10 per hour.
1. Find the steady-state distribution of the number of customers at facility 1, and then at facility 2. Then
show the product form solution for the joint distribution of the number at the respective facilities.
2. What is the probability that both servers are idle?
3. Find the expected total number of customers in the system and the expected total waiting time(including
service times) for a customer.
1. First facility is M/M/1. λ = 10, µ = 20, ρ = 12 . L1 = 1, P1n = 12 12n . The second facility is M/M/1.
λ = 10, µ = 15, ρ = 23 . L2 = 2, P2n = 13(23 )n. f12(m,n) = P (N1 = m and N2 = n) = 12 12m 13(23)n =
2n
6(2m)(3n) .
2. f12(0, 0) = 16 .
3. L = L1 + L2 = 3,W = Lλ = 310 hrs or 18 minutes.
Problem 46: Under the assumptions specified in Section 16.9 of the text book for a system of infinite
queues in series, this kind of Queuing network actually is a special case of a Jackson network, including
specifying the values of the aj and the pij given λ for this system. See Figure 5.25.
a1 = λ, ai = 0, for 1 ≤ i ≤ N since new customers can only enter at F1. From each facility a customer always
goes to the next. So pij = 0 for j = i + 1, and pij = 1 for j = i + 1, i = N.
Problem 47: Consider a Jackson network with three service facilities having the parameter values shown
below.
Facility j sj µj aj i=1 i=2 i=3
j=1 1 40 10 — 0.3 0.4
j=2 1 50 15 0.5 — 0.5
j=3 1 30 3 0.3 0.2 —
1. Find the total arrival rate at each of the facilities.
2. Find the steady-state distribution of the number of customers at facility 1. At facility 2. At facility 3.
Then show the product form solution for the joint distribution of the number at the respective facilities.
3. What is the probability that all the facilities have empty queues (no customers waiting to begin service)?
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Figure 5.25:
4. Find the expected total number of customers in the system.
5. Find the expected total waiting time (including service times) for a customer.
See Figure 5.26.
1. λ1 = 10 + 0.3λ2 + 0.4λ3, λ2 = 15 + 0.5λ1 + 0.5λ3, λ3 = 3 + 0.3λ1 + 0.2λ2, Therfore, λ1 = 30, λ2 =
40, λ3 = 20.
2. For F1 : λ1 = 30, µ1 = 40, ρ1 = 34 , L1 = 3. For F2 : λ2 = 40, µ2 = 50, ρ2 = 45 , L2 = 4. For F3 :
λ3 = 20, µ3 = 30, ρ3 = 23 , L3 = 2.
P (N1 = n1, N2 = n2, N3 = n3) =
1
4
3
4
n1 1
5
4
5
n2 1
3
2
3
n3
.
3. P (N1 = 0, N2 = 0, N3 − 0) = (14 )(15 )(13 ) = 160 .
4. L = L1 + L2 + L3 = 3 + 4 + 2 = 9.
5. W = Lλ . λ = a1 + a2 + a3 = 10 + 15+ 3 = 28. W = 928 .
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F1
❄
10
✡✡✡✡✡✡✡✡✡✡✢
0.5λ1
❏❏❏❏❏❏❏❏❏❏
0.3λ1
✲0.2λ1
F2
✻
15
✡✡
✡✡
✡✡
✡✡
✡✡✣
0.3
✲0.2λ2✛0.5λ2 F3
✻
3
❏❏
❏❏
❏❏
❏❏
❏❏
0.4
✛
0.5λ3
✲0.1λ3
Figure 5.26:
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5.3.8 Handout of Equations
M/M/1/∞ M/M/s/∞ M/M/1/k M/M/s/s
P0 1− ρ 1s−1
n=0
(λµ )
n
n! +
(λµ )
s
s!
1
1− λsµ
1−ρ
1−ρk+1
1
1+
s
n=1
(λµ )
n
n! +
(λµ )
s
s!
k
n=s+1 ( λsµ )n−s
Pn (1 − ρ)ρn
(λµ )
n
n! P0, if 0 ≤ n ≤ s.
(λµ )
n
s!sn−sP0, if n ≥ s.
ρnP0
(λµ )
n
n! P0, for n = 1, 2, ..., s.
(λµ )
n
s!sn−sP0, for n = s, s+ 1, ..., k.
L λµ−λ Lq + λµ
ρ
1−ρ −
(k+1)ρk+1
1−ρk+1
s−1
n=0 nPn + Lq + s

1−s−1n=0Pn

Lq λ
2
µ(µ−λ)
P0(λµ )
sρ
s!(1−ρ)2 L − (1− P0)
P0(λµ )
sρ
s!(1−ρ)2 [1− ρk−s − (k − s)ρk−s(1 − ρ)]
W 1µ−λ Lλ Lλ(1−Pk)
L
λ(1−Pk)
Wq λµ(µ−λ)
Lq
λ
Lq
λ(1−Pk)
Lq
λ(1−Pk)
ρ λµ λsµ λµ λsµ
ForM/M/1/∞ :P (W > t) = e−µ(1−ρ)t for t ≥ 0. M/M/s/∞ : P (W > t) = e−µt

1 + P0(
λ
µ )
s
s!(1−ρ)

1−e−µk(s−1
λ
µ )
s−1−λµ

.
M/G/1/∞ : Let service time have mean 1µ and variance ψ2. ρ = λµ , P0 = 1 − ρ, Lq =
λ2ψ2+ρ2
2(1−ρ) , L =
ρ + Lq , Wq = Lqλ , W = Wq + 1µ . Finite calling population: Let n be the size of the calling population.
M/M/1 M/M/s
P0 1M
n=0
M!
(M−n)! (
λ
µ )
n
1s−1
n=0
M!
(M−n)!n! (λµ )n+
M
n=s
M!
(M−n)!s!sn−s (
λ
µ )n
Pn M !(M−n)!(λµ )
nP0 P0 M !(M−n)!n! (λµ )n, for 0 ≤ n ≤ s. P0 M !(M−n)!s!sn−2 (λµ )n, for s ≤ n ≤M.
Lq M − λ+µλ (1− P0)
L M − µλ (1 − P0)
W − q Mλ(M−L) −
λ+µ
λ2(n−2)(1− P0)
W Lλ(M−L)
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5.3.9 Summary
• N (t) is a random variable for each t > 0.
• Assumptions:
1. N (0) = 0.
2. N (t + s) − N (s) has a Poisson distribution with mean λπ. λ is the mean rate per unit of time.
Therefore, P [N (t+ s)− N (s) = n] = e
−λt(λt)n
n! , for n = 0, 1, 2, 3, ....
3. If 0 ≤ t1 ≤ t2 ≤ t3 ≤ ... ≤ tn then N (t1)−N (0), N (t2)−N (t1), N (t3)−N (t2), ... are independent
random variables. Therefore, given 1,2,3 N(t) is a Poisson process.
• T is the time until the first observation. P (T ≤ t) = 1− e−λt.
• The memoryless property: P (T > t− s|T > s) = e−λt = P (T > t).
• The time between two events in a Poisson process has an exponential density λe−λt. Therefore, P (T ≤
t) = e−λt.
• E(Ti) = 1αi . Let m = min(T1, T2, ..., Ti), 1 ≤ i ≤ m. m has an exponential density with mean
1m
i=1 αi
.
• υn =
n
i=1 Ti. Each Ti is an exponential distribution with mean 1λ .
P (υn ≤ t) = 1−
n−1
i=0
e−λt(λt)i
i! .
The Erlang density if fυn (t) = λe−λt λ
ntn−1
(n−1)! , 0 ≥ t. It is also a gamma density.
• E(υn) =
n
i=1E(Ti) =
n
i=1
1
λi . In general,
n
λ .
• σ2υn =
n
i=1 σ2Ti =
n
λ2 .
• Queue notation(type of model):
arrival distribution/service time distribution/number of servers/system capacity/ calling population/service
discipline.
Or,
/arrival distribution/service time distribution/s/k/N/service discipline.
• The steady state equations are derived from the rate-in = rate-out principle. The following derivations
are based on the Geometric series. m/m/1 : Cn = λn−1λn−2...λ0µnµn−1...µ1 , for n = 1, 2, 3, ....
The following equations are ∼ exponential(µ(1 − ρ))
Pn = CnP0, P0 = 11+∞n=1 Cn , L =
∞
n=0 nPn Lq =
∞
n=s(n− s)Pn W = Lλ Wq =
Lq
λ λ¯ =
∞
n=0 λnPn.
P (W > t) = e−µ(1−ρ)t P (Wq > t) = ρe−µ(1−ρ)t
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5.4 Applications of Queuing Theory
• E(Wc) =
∞
n=0 g(n)Pn for the discrete cases, or E(g(n)) for the continuous cases when g(n) is linear,
g(n) = CwN and E(Wc) = Cw
∞
n=0 nPn = CwL.
• E(h(W )) =
∞
0 h(w)fW (w) dw, where fW (w) is the pdf. E(Wc) = λE(h(W )).
• For an unknown s, minimize E(Tc) = sCs +E(Wc) for certain values of s.
• For an unknown µ and s, given λ, and f(µ), E(Tc) = sf(µ) +E(Wc).
• For an unknown λ and s given µ,Cs, Cf , and λρ,
E(Tc) = n[(Cf = sCs) +E(Wc) + λCtE(T )],
where Ct is the expected travel cost.
• Evaluation of travel time with uniform x, y(customers),
E(T ) = 2v (E(|x|) + E(|y|), E(|x|) =
a2 + c2
2(a+ c) , E(|y|) =
b2 + d2
2(b+ d) ,
or with pdf’s(marginal) use,
E(|x|) =
 ∞
−∞
xf|x|(x) dx, E(|y|) =
 ∞
−∞
yf|y|(y) dy.
5.4.1 M/M/1 Taxi Example
Taxi’s arrive at random 1 every 2 minutes and customers arrive at random 1 every 3 minutes. Taxi’s do not
wait if no one is there. What fraction of the cabs leave the stand empty? What is the expected waiting time
for a customer? It is given that the customers are passengers and arrive as a Poisson process with mean
λ = 13 . This is an M/M/1 model. See Figure 5.27.
Service consists of being next in line and service is exponential with a mean of 2. So, 1µ = 2, or µ = 12 .
ρ = λµ . To answer the first question, P(N=0) = P0 = 1 − ρ = 1 − 23 = 13 . To answer the second question,
W = 11
2− 13
= 6min. This includes the taxi ride time, also. What is the expected number of people at
the stand? L = λW =
1
3

6 = 2. P (W > t) = e−µ(1−ρ)t, fW (t) = µ(1 − ρ)e−µ(1−ρ)t, t > 0, fW (t) =
1
2
1
3e−
1
2
1
3 t = 16e−
1
6 t, P (W > 3) =
∞
3 fW (t) dt =
∞
3
1
6e−
1
2 t dt = e− 16 t

∞
3
= −0 − (−e− 12 ) = e− 12 = 0.606.
Wq is the waiting time in queue. Wq = E(Wq). P (Wq > t), t > 0. P (Wq > t) =
∞
n=1 PnP (Sn > t) =∞
n=1(1 − ρ)ρn
∞
t
µnzn−1
(n−1)! e−µz dz = µ(1 − ρ)ρ
∞
t e−µz
∞
n=1
(µρz)n−1
(n−1)! dz = µ(1 − ρ)ρ
∞
t e−µzeµρz dz =
µ(1− ρ)ρ
∞
t e−µ(1−ρ)z dz =
µ(1−ρ)ρe−µ(1−ρ)z
−µ(1−ρ)

∞
t
= −P (0− e−µ(1−ρ)t). Therefore, P (Wq > t) = ρe−µ(1−ρ)t.
5.4.2 The Berth Example
A company owns a berth at a port. Ships arrive for unloading on an average of 1 every 12 hours as a Poisson
process. Unloading times are exponential with mean n hours. Running costs for the berth are $20,000n per
day plus $2,000 per ship day delay at anchorage. Find the value of n that minimizes total costs.
Let T be the total cost per day. T = 20,000n +2, 000Nq. E(T ) = 20000n +2000Lq = 20000n + 2000λ
2
µ(µ−λ) . λ = 2, µ =
24
n . Therefore, E(T ) = 20000n +
2000(4)
24
n ( 24n −2)
= 20000n +
8000
24
  n2
24−2n

= 20000n + 4000n
2
24(12−n), with the restriction
that 0 < n < 12. Alternatively, use diÿerentiation, n = 6.135 or n = 22.8179. n must be 6.135 due to the
restriction on n.
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service is being first in line
taxi line
Figure 5.27:
5.4.3 Homework and Answers
Do problems 5, 8, 13, 23 in the text book.
Problem 5: The problem is to choose between two types of materials-handling equipment, A and B, for
transporting certain types of goods between certain producing centers in a job shop. Calls for materials-
handling unit to move a load would come essentially at random(i.e. according to a Poisson input process) at
a mean rate of four per hour. The total time required to move a load has an exponential distribution, where
the expected time is 12 minutes for A and 9 minutes for B. The total equivalent uniform hourly cost(capital
recovery cost plus operating cost) would be $50 for A and $150 for B. The estimated cost of idle goods
(waiting to be moved or in transit) because of increased in-process inventory is $20/load/hour. Furthermore,
the scheduling of the work at the producing centers allows for just 1 hour from the completion of a load
at one center to the arrival of that load at the next center. Therefore, an additional $100/load/hour of de-
lay(including transit time) after the first hour is to be charged for lost production because of idle personnel
and equipment, extra costs of expediting and supervision, and so forth.
Assuming that only one materials-handling unit is to purchased, which type of unit should be selected? This
is an M/M/1 model, λ = 4, µA = 5, µB = 203 .
E(WC) = λ
 1
0
20t(µ− λ)e−(µ−λ)t dt+
 ∞
1
[20 + 100(t− 1)](µ− λ)e−(µ−λ) dt

=
20λ(−te−(µ−λ)t)

1
0
+
 1
0
e−(µ−λ)t dt+ e−(µ−λ) + 5
 ∞
0
z(µ− λ)e−(µ−λ)t dt... =
20λ(−e−(µ−λ))− e
−(µ−λ)t
µ− λ

1
0
+

e−(µ−λ) + 5e
−(µ−λ)
µ− λ

= 20λµ− λ

1 + 4e−(µ−λ)

=
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
80

1 + 4e

= 197.72, for A
4152

1 + 4
e
8
3

= 38.34, for B
E(TC) = E(SC) + E(WC)

50 + 197.72, for A
150 + 38.34, for B
Therefore, purchase type B.
Problem 8: A particular in-process inspection station is used to inspect sub assemblies of a certain kind.
At present there are two inspectors at the station, and they work together to inspect each subassembly.
The inspection time has an exponential distribution, with a mean of 15 minutes. The cost of providing this
inspection system is $20/hour.
A proposal bas been made to streamline the inspection procedure so that is can be handled by only one
inspector. This inspector would begin by visually inspecting the exterior of the subassembly, and he would
then use new ecient equipment to complete the inspection. The times required for these two phases of
the inspection have independent Erlang distributions, with shape parameter k = 2 and means of 6 and 12
minutes, respectively. The capitalized cost of providing this inspection system would be $15/hour.
The sub assemblies arrive at the inspection station according to a Poisson process at a mean rate of three
per hour. The cost of having the sub assemblies wait at the inspection station(thereby increasing in-process
inventory and disrupting subsequent production) is estimated to be $10/hour for each subassembly.
Determine whether to continue the status quo or adopt the proposal in order to minimize expected total cost
per hour. λ = 3. In the status quo, we have M/M/1 with µ = 4. E(TC) = E(SC) + E(WC) = 20 + 10l =
20+10(3) = 50 > In the proposed scheme, we have a general service with mean 1µ = 110+ 15 = 310 in hours and
σ2 = 2400 + 2100 = 140 . E(TC) = E(SC) +E(WC) = 15+ 10L = 15+ 10( 910 +
9
40+ 81100
1
5
) = 15+ 10( 910 + 20740 ) =
75.75. Select the status quo.
Problem 13: A machine shop contains a grinder for sharpening the machine cutting tools. A decision must
now be made on the speed at which to set the grinder. The grinding time required by a machine operator
to sharpen his cutting tool has an exponential distribution, where the mean 1µ can be set at anything from
1
2 minute to 2 minutes, depending upon the speed of the grinder. The running and maintenance costs go up
rapidly with the speed of the grinder, so the estimated cost per minute for providing a mean of 1µ is $ (0.10µ2).
The machine operators arrive to sharpen their tools according to a Poisson process at a mean rate of one ev-
ery 2 minutes. The estimated cost of an operator being away from his machine to the grinder is $0.20/minute.
Plot the expected total cost per minute E(TC) versus µ over the feasible range for µ to solve graphically for
the minimizing value of µ.We have an M/M/1 queue with λ = 10.2 , 12 < µ ≤ 2. E(TC) = E(SC)+E(WC) =
0.1µ2 + 0.2L = 0.1µ2 + 0.1µ− 12 = 0.1(µ
2 + 1µ− 12 ).
µ E(TC)
1 0.3
1.1 0.2877
1.15 0.286096
1.155 0.286074
1.16 0.286075
1.17 0.286144
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Choose µ = 1.155 since it has the lowest expected total cost.
Problem: 23: A certain job shop has been experiencing long delays in jobs through the turret lathe de-
partment because of inadequate capacity. The foreman contends that five machines are required, as opposed
to the three machines that he now has. However, because of pressure from management to hold down capital
expenditures, only one additional machine will be authorized unless there is solid evidence that a second one
is necessary.
This shop does three kinds of jobs, namely, government jobs, commercial jobs, and standard products. When-
ever a turret lathe finishes a job, it starts a government job if one is waiting; if not, it starts a commercial
job if any are waiting; if not, it starts on a standard product if any are waiting. Jobs of the same type are
taken on a first-come-first-served basis.
Although much overtime work is required currently, management wants the turret lathe department to oper-
ate on an 8 hour, 5 day a week basis. The probability distribution of the time required by a turret lathe for
a job appears to be approximately exponential, with a mean of 10 hours. Jobs come into the shop according
to a Poisson input process, but at a mean rate of 6 per week for government jobs, 4 per week for commercial
jobs, and 2 per week for standard products.(These figures are expected to remain the same for the indefinite
future.)
It is worth about $750, $450, and $150 to avoid a delay of one additional (working) day in a govern-
ment, commercial, and standard job, respectively. The incremental capitalized cost of providing each turret
lathe(including the operator and so on) is estimated to be $250/working day.
Determine the number of additional turret lathes that should be obtained to minimize expected total cost.
This is an M/M/s non-preemptive priority queue model. µ = 4, λ1 = 6, λ2 = 4, λ3 = 2, λ = 12, ρ = 3, s = 4.
A4 = 24
16− 12
81

1 + 3 + 92 +
9
2

+ 16 = 31.41.
B1 = 1−
6
16 =
5
8 , B2 = 1−
10
16 =
3
8 , B3 = 1−
12
16 =
1
4 .
W1 =
8
(31.41)5 +
1
4 , W2 =
64
(31.41)15 +
1
4 , W3 =
34
(31.41)3 +
1
4 .
L1 = 6W1 = 1.8057, L2 = 4W2 = 1.5434, L3 = 2W3 = 1.1792.
E(TC) = E(SC) + E(WC) = 5000 + 5[750L1+ 450L2 + 150L3] = 16128.4.
With s = 5,
A5 = 120
16− 12
243

1 + 3 + 92 +
9
2 +
81
24

+ 200 = 52.35.
B1 = 1−
6
20 =
7
10 , B2 = 1−
10
20 =
1
2 , B3 = 1−
12
20 =
2
5 .
L1 = 6W1 = 6
 10
A57
+ 14

= 1.6637, L2 = 4W2 = 4
 20
A57
+ 14

= 1.2183,
L3 = 2W3 = 2
 5
A5
+ 14

= 0.6910.
E(TC) = E(SC) + E(WC) = 6250 + 5[750L1+ 450L2 + 150L3] = 15748.39.
Buy two more lathes.
288 CHAPTER 5. OPERATIONS RESEARCH II
5.5 Inventory Theory
5.5.1 Deterministic Inventory Theory
• k is the setup costs or ordering cost.
• c is the cost per item.
• h is the holding cost per item per time period held.
• p is the shortage cost per item per time period item is out of stock.
• a is the rate at which items are demanded or taken from inventory.
• Q is the order size.
Q
a is called the cycle length. See Figure 5.28.
❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏
Q
a
❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏
❏❏❏❏❏❏❏❏❏❏❏❏❏❏❏ t
Q
Reorder Level
Figure 5.28:
The holding cost is given by the following equation:
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n
i=1
hI(ti)(ti − ti−1) =
 b
a
hI(t) dt.
See Figure 5.29.
a
t0
t1 t2 ti btn
Figure 5.29:
I(t) = Q− at, 0 ≤ t ≤ Qa . The holding cost for one cycle is
 Q
a
0
h(Q− at) dt = h
 Q
a
0
Q− at dt = h (Q− at)
2
−2a

Q
a
0
= 0 + hQ
2
2a .
Let m be the total holding cost per cycle. Then m is k + cQ+ hQ22a , not allowing for shortages. We want to
minimize the cost per unit of time. Let T be the cost per unit of time. Then, T = mQ
a
= kaQ + ca+
hQ
2 , 0 < Q.
dt
dq = −kaQ2 + h2 = h2Q2

Q2 − 2kah

. Therefore, the size of the order should be, Q =

2ka
h . The optimum cycle
length is Qa =

2k
ha .
Example: A manufacturer of industrial bearings produces bearings of a certain type on an automobile
machine at a rate of R per day. Demand for bearings is a per day where R > a. At the beginning of each
cycle, the machine is started and produces Q bearings. There are startup costs of k each time the machine
starts up. There is a production cost of c per item. The cost of items in inventory to be stored is h per
bearing per day. Shortages are allowed, but result in back orders and a shortage cost of b per item per day
is incurred. Let V be the shortage at the beginning of each cycle. See Figure 5.30 and Figure 5.31.
I(t) =

(R− a)t− V, for 0 ≤ t ≤ QR
Q− V − at, for QR ≤ t ≤
Q
a
(5.7)
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Figure 5.30:
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Figure 5.31:
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The holding cost per cycle is given by,
h
 Q−V
a
V
k−a
I(t) dt =
h12

(R− a)
Q
R

− V
Q− V
a −
V
R− a

= h2aR(R− a) [(R− a)Q− V R]
2.
5.5.2 Probabilistic Inventory Theory
• c is the cost per item.
• h is the holding cost per item.
• ρ is the shortage cost.
• D is random demand.
• φ is the density of D.
• Φ is the distribution of D.
• x is the inventory before ordering.
• M (y) is the expected cost if the amount y − x is ordered.
M (y) = C(y − x) + h
 y
0
(y − z)Φ(z) dz + ρ
 ∞
y
(z − y)Φ(z) dz.
dM (y)
dy = c+ h

(Y − y)φ(y)(1) +
 y
0
φ(z) dz]+ ρ[(Y − y)φ(y) +
 ∞
y
−φ(z) dz

=
c+ h
 y
0
φ(z) dz − ρ
 ∞
y
φ(z) dz = c + hΦ(y) − ρ[1−Φ(y)] = c− ρ + (h+ ρ)Φ(y).
Set the above equation equal to zero. Then,
Φ(y) = ρ − cρ + h ⇒ ρ > c, 0 <
ρ − c
ρ + h < 1,
d2
dy2M (y) = (h+ ρ)Φ(y) > 0.
The optimum policy will be to place no order if x > s. If x < s, then place an order for s − x items. Now,
let’s add a start-up cost to the example above. Call the start-up cost k. E(total cost) = T(y)=k + M(y)
with an order, and M(x) without ordering. The policy is if the savings M (x) −M (s) > k, then place an
order. Otherwise, do not place an order. The policy is if x < s then order S − x; otherwise do not order.
This is called the (s,S) policy.
Example: c = 50, ρ = 110, h = −20. D is normal with mean 100 and standard deviation of 15.
Φ(s) = P (D ≤ S) = ρ− cρ+ h =
110− 50
110− 20 =
60
90 =
2
3 , P
D − 100
15 ≤
S − 100
15

= 23 .
Using a table, S−10015 = 0.43. Therefore, S = 106.45.
Example: Use the same example above. This time D is uniform on [80,120].
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Φ(y) =



0, for y < 80.
1
40(y − 80), for 80 ≤ y ≤ 120
1, for y > 120.
(5.8)
Y − 80
40 =
2
3 ⇒ y = 106.67.
Suppose there is a start-up cost of $3,000. Use x = 0 to derive the total cost function.
M (y) = 50y − 20
 y
80
(y − z)
40 dz + 110
 120
y
(z − y)
40 dz = 50y −
1
2
(y − z)2
−2

y
80
+ 114
(z − y)2
2

120
y
=
50y − 14(y − 80)
2 + 118 (120− y)
2 =M (107) + 3000 = 8400.13.
Therefore, s = 55.
5.5.3 A Stochastic Inventory
Suppose there is a stochastic pre-period and post-period. Use the previous example where c = 50, ρ = 110,
h = −20, and Demand is uniform [80,120]. The optimum amount to order is s = 107. Let c and ρ be the same.
Consider h above is a storage cost of 10 and a salvage value of 30. Let the holding cost for the first period be
h1 = 10, and for the second period be h2 = −20. Demand D1, D2 are independent and uniform on [80,120].
Let C∗2 (x2) be the optimum choice from period two on-wards. It is the minimum cost for the second period if
we have an inventory of x2 at the start of the period. This is optimized for an order of y∗2−x2 where y∗2 = 107.
c2(x2, y2) = 50(y2 − x2) + h2
 1
2
0
(y2 − z)φ2(z) dz + ρ
 ∞
1
2
(z − y2)φ2(z) dz = 50(y2 − x2) + L2(y2).
x1 = 0. Therefore,
c1(0, y1) = 50(y1) + h
 y1
0
(y1 − z)φ1(z) dz + ρ
 ∞
y1
(z − y)φ1(z) dz + c∗2(x2).
y1 ≤ 120.
x2 = y1 −D1 ≤ 120− 80 = 40 =
50y1 +
10
40
 y1
0
(y1 − z) dz +
110
40
 120
y1
(z − y1) dz +
50
40
 120
80
(107− [y1 − z]) dz + L2(107).
The first integral is the holding cost, the second integral is the storage cost and the third integral is the cost
per item. We want to make the best possible choice for the second period based on the first period which
has already passed. This is called dynamic programming.
d
dy c1(0, y1) = 50−
1
4
 y1
80
1 dz + 114
 120
y1
−1 dz + 54
 120
80
−1 dz.
d
dy1
 y1
80
(y1 − z) dz

= (y1 − y1)
dy1
dy1
− (y1 − 80)
d80
dy1
+
 y1
80
1 dz.
dc1(0, y1)
dy = 50+
y1 − 80
4 −
11
4 (120− y1) −
5
440 = 3y1 − 350.
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Set the derivative to zero to minimize 2y1 − 350 = 0. Y1 = 11623 ≈ 117. Therefore, order 117 items in the
first period and order 107 items in the second period. Suppose we have an infinite number of periods.
c∗(x) = min
y≥x

c(y − x) + h
 y
0
(y − z)φ(z) dz+ ρ
 ∞
y
(z − y)φ(z) dz + α
 ∞
0
c∗(y − z)φ(z) dz

.
α is a discounting factor between 0 and 1.
(1 + i)S = k, S = k1 + i ⇒ α =
1
1 + i < 1.
dc∗(x)
dy = c+ h
 y
0
φ(z) dz − ρ
 ∞
y
φ(z) dz + α
 ∞
0
∂c∗(y − z)φ(z)
∂y dz =
c+ hΦ(y)− ρ(1−Φ(y)) + α
 ∞
0
−cφ(z) dz = c+ (ρ+ h)Φ(y) − ρ− αc = (ρ+ h)Φ(y)− (ρ− c(1−α)).
The optimum value of Φ(y) is
Φ(y) = ρ − c(1− α)ρ + h , y = Φ
−1(ρ − c(1− α)ρ + h ).
5.5.4 Inventory with Operating and Waiting Costs
The cost g(n) when there are n customers in the system. E(C) = ∞n=0 g(n)Pn, if the costs are linear(i.e.
g(n) = βn), then
∞
n=0 βnPn = β
∞
n=0 nPn = βL.
Example: Railroad cars are loaded by automatic equipment one at a time with unloading times exponential
with mean 1λ . Arrivals are Poisson with mean rate λ. Cost of operating the machinery is kµ. Demerge of
a α per day must be paid on a car not unloaded by time C after arrival. What is the optimal choice of
µ? There are three costs: Total cost(TC), Operating cost(OC),and Waiting cost(WC). TC = OC + WC.
E(TC) = E(OC) + E(WC) = kµ+ E(WC). E(WC)= E(number of arrivals)E(cost per arrival)= λE(h)W
when

0, if w ≤ c.
α(w − c), if w > c
M/M/1 → P (W > t) = e−µ(1−ρ)t = e−(µ−λ)t. E(WC) = λE(h(W )) = λ
∞
0 h(W )(µ − λ)e−(µ−λ)w dw =
λ
∞
c α(w−c)(µ−λ)e−(µ−α)w dw. Let z=w-c. Then, λα
∞
0 z(µ−α)e−(µ − α)(z + c) dz. Integrate by parts.
λαe−c(µ−σ)E(W ) = λαe−c(µ−λ), ⇒ w = λe−c(µ−λ)µ−λ , E(TC) = kµ + λαe
−c(µ−α)
µ−λ . µ must be greater than λ.
dE(TC)
du = k − λαe−c(µ−λ[ cµ−λ + 1(µ−λ)2 ] = k = v(u). v is decreasing. limµ→λ+ v(µ) =∞. limµ→∞ v(µ) = 0.
5.5.5 Inventory with Shortage Costs
The shortage cost per cycle is, ρ
 v
R−a
0 I(t) dt +
 Q
a
Q−v
a
I(t) dt. If m is the total cost per cycle, then m =
K + CQ + h2aR(R−a) [(R − a)Q − vR]2 + ρRv
2
2a(R−a) . T = mQ
a
which is the total cost per unit of time. T =
ka
Q +Ca+ hQ2R(R−a) [(R−a)Q−vR]2+
ρRv2
2(R−a)Q . ∂T∂Q = 0 =
h(R−a)
2R −
(h+ρ)R
2(R−a)
v2
Q2 − kaQ2 . ∂T∂v = 0 = −h+
(h+ρ)R
(R−a)
V
Q .
Solve for vQ : vQ =
h(R−a)
h+ρ , Q2 =
2ka(h+ρ)R
hρ(R−a) . Q =

2ka(h+ρ)R
hρ(R−a) . v =

2kah(R−a)
ρ(h+ρ)R . g(x) =
 b(x)
a(x) f(x, t) dt.
dg(x)
dx = f(x, b(x))
d(b(x))
dx − f(x, a(x))
d(a(x))
dx +
 b(x)
a(x)
∂f(x,t)
∂x dt. Consider a single cycle inventory with holding
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cost h per item at the end of the cycle. There is a shortage cost of ρ per item short at the end of the cycle.
Each item costs an amount C. Demand D is random with density Φ. Demand is total demand for the cycle.
Order an amount y − x if x is the quantity on hand. Total costs are,
C(y − x) + h

(y −D), for D ≤ y
0, for D > y

+ ρ

(D − y), for D > y
0, for D ≤ y

The expected total cost is,
C(y − x) + h
 y
0
(y − z)Φ(z) dz + ρ
 ∞
y
(z − y)Φ(z) dz.
5.5.6 Summary
• Given a uniform demand for a product and shortages not permitted, the cost per cycle is

0, for Q = 0
k+CQ, for Q > 0
The total cost per unit of time is, T = akQ + ac +
hQ
2 . The optimal quantity is, Q∗ = dtdq =

2ak
h .
The time taken to draw the optimal Q∗ is, t∗ = Q∗a =

2k
ah . Given a uniform demand and shortages
permitted, T = akQ + ac+ hs
2
2Q +
(Q−s)2
2Q . S∗ =

2ak
h

ρ
ρ+r , Q∗ =

2ak
h

ρ+h
ρ , t∗ =
Q∗
a =

2k
ah

ρ+h
ρ .
The maximum storage is Q∗ − S∗. The fraction of time of no shortage is ρρ+h .
• Given a uniform distribution, quantity discounts, and no shortages, compute Tj = akQ + acj +
hQ
2 , for
j = 1, 2, 3, .... Plot Tj vs Q. Use the curve closest to the x-axis to find the optimal policy.
• Stochastic models with a single period and no set-up costs. The optimal quantity to order is, Φ(y0) =
ρ−c
ρ+h , where Φ is the cdf of demand. Solve for y0.
• The stochastic model with an initial stock level of x is,
y =

y0 − x, if x < y0
0, if x ≥ y0
Φ(y0) = ρ− cρ+ h.
• Given a stochastic model with non-linear penalty costs,
L(y) = Expected shortage cost plus the holding cost.
L(y) =
 ∞
y
ρ[ξ − y]f(ξ)dξ +
 y
0
h[y − ξ]f(ξ)dξ
The total expected cost is C(y − x) + L(y). The optimal policy is

y0, if x < y0
0, if x ≥ y0
Note that y0 satisfies ∂(L(y))∂y + C = 0.
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• Given a stochastic model with a single period and with setup costs,
T =

k + c(y − x) + L(y), if y > x
L(x), if y = x
L(y) = ρ
 ∞
y
(ξ − y)Φ(ξ)∂ξ + h
 y
0
(y − ξ)Φ(ξ)∂ξ
The optimal policy for ordering is

S, if x < s
0, if x ≥ s
where Φ(S) = ρ−cρ+h and s satisfies cs + L(s) = k + cS + L(S). This is called the (s, S) policy.
5.5.7 Homework and Answers
Do problems 1, 5, 7, 18, 20, 21((d) refers to (c)), 23, 24, 25, 26, 28, 29.
Problem 1: Suppose that the demand for a product is 30 units per month, and the items are withdrawn
uniformly. The setup cost each time a production run is made is $15. The production cost is $1 per item,
and the inventory holding cost is $0.30 per item per month.
1. Assuming shortages are not allowed, determine how often to make a production run and what size it
should be.
2. If shortages cost $3 per item per month, determine how often to make a production run and what size
it should be.
It is given that a=30, k=15, c=1, and h=0.3.
1. Q =

2(30)15)
0.3 = 54.77. t =
Q
a = 54.7730 = 1.83.
2. p=3. Q =

2(30)(15)
0.3

3.3
3 = 57.45. t =
Q
a = 1.91.
Problem 5: A taxi company uses gasoline at the rate of 8,500 gallons/month. the gasoline costs $1.05/gal-
lon, with a setup cost of $1,000. The inventory holding cost is 1 cent/gallon/month.
1. Assuming shortages are not allowed, determine how often and how much to order.
2. If shortages cost 50 cents/gallon/month, determine how often and how much to order.
It is given that a=8500, c=1.05, k=1000, h=0.01.
1. Q =

2(8500)(1000)
0.01 = 41231.06. t =
Q
a = 4.85.
2. p=0.5. Q =

2(8500)(1000)
0.01

0.51
0.5 = 41641.33. t =
Q
a = 4.9.
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Problem 7: Solve problem 5(a) if the cost of gasoline is $1.20/gallon for the first 20,000 gallons purchased,
$1.10 for the next 20,000 gallons, and $1.00/gallon thereafter.
Let M be the cost per cycle and T the cost per unit of time. T = MaQ , 0 ≤ Q ≤ 20, 000. M = 1000+ 1.2Q+
0.01
2(8500)Q2.
T = (1000)(8500)Q + 1.2(8500) +
(0.01)(8500)
2(8500) Q.
T  = − (1000)(8500)Q2 + 0.005 < 0, Q ≤ 20, 000.
For 20, 000 ≤ Q ≤ 40, 000,M = 1000+ (1.2)(20, 000)+ (1.1)(Q− 20, 000) + 0.01Q2(8500).
T = − (3000)(8500)Q2 + 0.005 < 0, Q ≤ 40, 000.
For 40, 000 < Q, M = 1000 + (1.2)(20, 000)+ (1.1)(20, 000)+ (1.0)(Q− 40, 000) + 0.01Q22(8500).
T = (7000)(8500)Q + (1.0)(8500) + 0.005Q.
T  = − (7000)(8500)Q2 + 0.005 = 0, Q =

(7000)(8500)
0.005 = 109, 087.
t = Qa = 12.834.
Problem 18: Consider a situation where a particular product is produced and placed in in-process inventory
until it is needed in a subsequent production process. The number of units required in each of the next two
months, as well as the setup cost, holding cost(charged as a function of excess of supply over requirement
and charged at the end of the period), and regular-time unit production cost, are as follows:
Month Requirement Setup Cost($) Holding Cost($) Unit Cost($)
1 3 5 0.30 9
2 4 5 0.30 9
Determine the optimal production schedule that satisfies the monthly requirements. Use the algorithm pre-
sented in Section 18.3 of the text book.
x3/z3 0 1 2 3 4 C∗3 z∗3
0 47 47 4
1 36 36 3
2 27 27 2
3 18 18 1
4 4 4 0
x2/z2 0 1 2 3 4 C∗2 z∗2
0 87 90 87 3
1 77 78 83 77 2
2 67 68 71 76 67 1
3 47 58 61 64 64 47 0
4 38 51 54 52 38 0
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x1/z1 0 1 2 3 4 C∗1 z∗1
1 87 92 92 82 85 82 3
Produce 3 at the start of the first period, none in the second period, and 4 at the start of the third period.
Problem 20: A newspaper stand purchases newspapers for 18 cents and sells them for 25 cents. The
shortage cost is 25 cents per newspaper(because the dealer buys papers at retail price to satisfy shortages).
The holding cost is 0.1 cent. The demand distribution is a uniform distribution between 200 and 300. Find
the optimal number of papers to buy.
Φ(y) = y − 200100 =
p− c
p+ h =
25− 18
25 + 0.01 =
7
25.01, y = 200+
700
25.01 ≈ 228 = S.
Problem 21: Suppose the demand D for a spare airplane part has an exponential distribution with param-
eter 150 . That is,
ϕD(ξ) =
 1
50e−
ξ
50 , ξ ≥ 0.
0, otherwise.
This plane will be obsolete in 1 year, hence all production is to take place at the present time. The production
costs now are $1,000 per item — that is, c = 1,000 — but they become $10,000 per item if they must be
supplied at later dates — that is, p = 10,000. The holding costs, charged on the excess after the end of the
period, are $300 per item.
1. Determine the required number of spare parts.
2. Suppose that the manufacturer has 23 parts already in inventory(from a similar, but now obsolete
airplane). Determine the optimal inventory policy.
3. Suppose that p cannot be determined now, but the manufacturer wishes to order a quantity so that
the probability of a shortage equals 0.05. How many units should be ordered?
4. If the manufacturer were following an optimal policy, but ordered the quantity in part (b), what is the
implied value of p?
ΦD(z) = 1− e−
3
50 , z ≥ 0.
1. ΦD(s) = p−cp+h =
10,000−1,000
10,000+300 =
9,000
10,300 = 1− e−
s
50 , s = −50 ln( 13103) = 103.49 ≈ 103.
2. Since 23 < S, order up to s, that is order 80.
3. 0.05 = P (D > S) = e− s50 , s = −50 ln(0.05) = 149.79 ≈ 150.
4. p−1000p+300 = ΦD(150) = 1− e−
150
50 = 1− e−3 = 0.95; p= 25, 700.
Problem 23: A student majoring in operations research enjoys optimizing his personal decisions. He is
analyzing on such decision currently, namely how much money to take out of his savings account(if any) to
buy traveler’s checks before leaving on a summer vacation trip to Europe.
He already has used the money he had in his checking account to buy traveler’s checks worth $1,200, buy
this may not be enough. In fact, he has estimated the probability distribution of what he will need as shown
in the following table:
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Amount($) 1000 1100 1200 1300 1400 1500 1600 1700
Probability 0.05 0.10 0.15 0.25 0.20 0.10 0.10 0.05
If he turns out to have less than he needs, then he will have to leave Europe 1 week early for every $100
short. Because he places a value of $150 on each week in Europe, each week lost would thereby represent a
net imputed loss of $50 on him. However, every $100 traveler’s check costs an extra $1. Furthermore, each
such check left over at the end of the trip(which would be redeposited in the saving account) represents a
loss of $2 in interest that could have been earned in the savings account during the trip, so he does not want
to purchase too many.
Using these data, determine the optimal decision on how may additional $100 traveler’s checks(if any) the
student should purchase from his savings account money. The amount needed is D.
D 1000 1100 1200 1300 1400 1500 1600 1700
ΦD 0.05 0.10 0.15 0.25 0.20 0.10 0.10 0.05
ΦD 0.05 0.15 0.30 0.55 0.75 0.85 9.95 1.00
p = 50, c = 1, h = 2, Φ(s) = 50− 150 + 2 =
49
52 = 0.94.
Choose s=1600 so buy 4 additional $100 checks.
Problem 24: Find the optimal ordering policy for a one-period model, where the demand has a probability
density,
ϕD(ξ) =
 1
20 , 0 ≤ ξ ≤ 20
0, otherwise
and the costs are holding cost = $1 per item, shortage cost = $3 per item, setup cost = $1.50 per item, and
Production cost = $2 per item.
s
20 = Φ(S) =
3− 2
3 + 1 =
1
4 , s = 5.
M (y) = 2y + 1
 y
0
(y − z) 120 dz + 3
 20
y
(z − y) 120 dz = 2y −
y − z
40

y
0
+ 340(z − y)
2

20
y
=
2y + y
2
40 +
3
40(20− y)
2 = 110[y
2 − 10y + 300].
M (5) = 110[25− 50 + 300] = 27.5, k = 1.50, 29 =M (s) =
1
10[s
2 + 10s+ 300], s2 − 10s+ 10 = 0,
s = 10+ −
√
100− 40
2 = 5 +−
√
15.
So s = 5−
√
15 = 1.13. Use (s,S) system with s=1.13, and S=5.
Problem 25: The campus bookstore must decide how many textbooks to order for a course that will be
oÿered only once. The number of students who will take the course is a random variable D, whose distribu-
tion can be approximated by a (continuous) uniform distribution on the interval [40,60]. After the quarter
starts, the value of D becomes known. If D exceeds the number of books available, the known shortfall is
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made up by placing a rush order at a cost of $14 plus $2 per book over the normal ordering cost. If D is
less than the stock on hand, the extra books are returned for their original ordering cost less $1 each. What
is the order quantity that minimizes the expected cost?
Let c be the normal cost per book andM (y) the total expected cost if y are ordered. Let D have density Φ.
M (y) = cy + (1− c)
 y
0
(y − z)Φ(z) dz + 14
 ∞
y
Φ(z) dz + (2 + c)
 ∞
y
(z − y)Φ(z) dz =
cy + (1− c)20
 y
40
(y − z) dz + 1420 +
(2 + c)
20
 60
y
(z − y) dz, M (y) = c+ (1− c)20
 y
40
1 dz =
14
20 =
(2 + c)
20
 60
y
1 dz = c+ (1− c)20 (y − 40)− 0.7−
(2 + c)
20 (60− y) = 0.15y − 8.7 = 0,
y = 8.70.15 = 58 min.
Since M (y) > 0.
Problem 26: Consider the following inventory model, which is a single- period model with known density
of demand ϕD(ξ) = e−ξ , ξ > 0, and zero elsewhere. There are two costs connected with the model: The
first is the purchase cost, given by c(y − x) and the second is the unsatisfied demand cost, which is just a
constant, p(independent of the amount of unsatisfied demand).
1. If x units are available and goods are ordered up to y, write the expression for the expected loss, and
describe completely the optimal policy.
2. If a fixed cost K is also incurred whenever an order is placed, describe the optimal policy.
T = C(y − x) = pP (D > y) = C(y − x) + pe−y, y > x.
1. dtdy = c− pe−y = 0, y = ln
p
c

.
d2T
dy2 = pe
−y > 0.
If x < ln
p
c

, order up to ln
p
c

.
2. Let S = ln(pc ) and s < S be such that T(s)=T(S)+k.
C(s− x) + pe−s = C(S − x) + pe−S + k = c

ln
p
c

− x

+ p cp + k = c

ln
p
c

− x+ 1

+ k.
s+ pc e
−s = ln
p
c

+ 1 + kc .
s is the smallest root of this equation. Use (s,S) policy.
Problem 28: There are production processes for which the diÿerence between the cost of producing the
maximum number of units allowed by some capacity restriction and the cost of producing any number of
units less than this maximum is negligible; i.e. ordering is by batches. Consider a one-stage model, where
the only two costs are holding costs given by
h(y −D) = 310(y −D),
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and the penalty cost of unsatisfied demand is given by,
ϕD(ξ) =

e−
ξ
25
25 , ξ ≥ 0
0, otherwise
If you order, you must order in batches of 100 units, and this quantity is delivered instantaneously. Thus, if x
denotes the quantity on hand, and if you do not order, then y = x. If you order one batch, then y = x+100.
Let G(y) denote the total expected cost of this inventory problem when there are y units available for the
period(after you have ordered).
1. Write the expression for G(y).
2. What is the optimal ordering policy?
1.
G(y) = 310
 y
0
(y − z)e
− z25
25 dz + 2.5
 ∞
y
(z − y)e
− z25
25 dz =
3
10

−(y − z)e− z25

y
0
−
 y
0
e− z25 dz

+ 2.5

(z − y)e− z25

∞
y
+
 ∞
y
e− z25 dz

=
0.3[y+ 25e− z25 |y0] + 2.5[−25e−
z
25 |∞y ] = 0.3[y + 25e−
y
25 − 25] + 2.5[25e− y25 ] = 0.3y + 70e− y25 − 7.5.
2.
G(y) = 0.3− 7025e
− y25 = 0, e− y25 = 0.1071, y = 55.8398.
We seek a value of y < 55.8398 where the cost with ordering equals the cost without ordering.
G(y) = G(y + 100).
0.3y + 70e− Y25 − 7.5 = 0.3(y + 100) + 70e− y+10025 − 7.5 = 70e− y25 (1− e−4) = 30.
e− y25 =
3
7
 1
1− e−4 = 0.4366, y = 20.7203.
Use a (k,Q) policy with k = 21 and q = 100. That is, order if the inventory is less than 21. Order one
lot of 100.
Problem 29: Consider the following inventory situation. Demands are independent with common density
given by the following:
ϕD(ξ) =

e−
ξ
25
25 , ξ ≥ 0
0, otherwise
Orders may be placed at the start of each period without setup cost at a price of c = 10. There are a
holding cost of 6 per unit remaining in stock at the end of each period and a penalty cost of 15 unit quantity
bocklogged.
1. Find the optimal one-period policy.
2. Find the optimal two-period policy.
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c = 10, h = 6, p = 15.
1.
1− e− y25 = Φ(y) = p− cp + h =
15− 10
15 + 6 =
5
21 .
y = −25 ln(1621) = 6.7983.
2. Use equation on page 719 of the text book.
−15 + 21(1− e− y25 )− 5(1− e− y−6.798325 ) + 21
 y−6.7983
0
(1− e− y−z25 )e
− z25
25 dz = 0
0 = 1− e− y25 (21− 5e− 6.798325 ) + 2125
 y−6.7983
0
e− z25 dz − 2125e
− y25 (y − 6.7983) =
22− (36.2894+ 0.84y)e− y25 = y = 23.2932.
Order up to 23.2932 in period 1 and up to 6.7983 at the start of period 2.
Problem 33: Solve problem 31 for an infinite-period model by using a discount factor of α = 0.90.
1− e− y25 = Φ(y) = p− c(1− α)p+ h =
2− 1(1− 0.9)
2 + 0.25 =
1.9
2.25 = 0.84.
y = −25 ln(0.1556) = 46.5188.
Problem 36: A supplier of high fidelity receiver kits is interested in using an optimal inventory policy. The
distribution of demand per month is uniform between 2,000 and 3,000 kits. The cost of each kit is $150.
The holding cost is estimated to be $2 per kit per month, and the unsatisfied demand cost is $30 per kit
per month. Using a discount factor of α = 0.90, find the optimal inventory policy for this “infinite” horizon
problem.
y − 2000
1000 = Φ(y) =
p− c(1− α)
p+ h =
30− 150(1− 0.90)
30 + 2 =
15
32 .
y =
15
32

1000 + 2000 = 2468.75.
5.6 Forecasting
5.6.1 Moving Average and Exponential Smoothing
Let xt be the observed value of some changing quantity at time t. Suppose xt = A + t, where 1, 2, ... are
iid and have a mean of 0. A is a constant, and t is discrete values of time. We are given x1, x2, ..., x10 and
asked to predict xˆ11. Then,
xˆ11 = E(x1|x1, ..., x10) = E(A + 11|x1, ..., x10) = A+ E(11) = A+ 0 = A ≈ µˆ10.
Estimate A and predict the value of 11. A ≈ 110
10
i=1 xi will be the estimate.
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1
10
10
i=1
xi = µˆ10 = xˆ11.
If we think that A may be slowly changing with no information on how, then the above can be replaced by
a moving average. µˆt = 1n
n−1
i=0 xt−i, which takes the most recent values of x. µˆt+1 = µˆt. Alternatively, use
small weights on the old data and heavier weights on the more recent data. The equation follows.
µˆn =
n−1
j=0 αjxn−jn−1
j=0 αj
, 0 < α < 1.
n−1
j=0 αjxn−jn−1
j=0 αj
=
n−1
j=0 αjxn−j
1−αn
1−α
=
 1− α
1− αn
 n−1
j=0
αjxn−j ≈ (1− α)
n−1
j=0
αjxn−j,
because αn ≈ 0. So,
(1− α)xn + (1− α)
n−1
j=1
αjxn−j.
Let,
µˆn = (1− α)
n−1
j=0
αjxn−j = (1− αn)xn + α(1− α)
n−1
j=1
αj−1xn−j.
Let i = j − 1. So that,
(1−α)xn+α(1−α)
n−2
j=0
αjxn−(j+1) = (1−α)xn+α(1−α)
n−2
j=0
αjx(n−1)−i = µˆn = (1− α˜)xn+ α˜µˆn−1.
In the text book, the equation is α˜xn + (1 − α˜)µˆn−1. This is called exponential smoothing. α˜ = 1 − α. So,
µˆn = xˆn+1 which is the prediction. Suppose that xt is such xt = At+ t, At = At−1+B which is linear with
slope B. Then, the estimator and predictor are not the same.
µˆt ≈ At, xt+1 = At+1 + t+1 = At +B + t+1, E(xt+1) = E(At) +E(B) +E(t+1).
Let Bˆt be the estimate of the trend. Bˆt ≈ B. Then,
xˆt+1 = E(At+1 + t+1) = E(At) + E(B) + E(t+1) = µˆt + Bˆt.
So,
xt+4 = At+4 + t+4 = At+3 +B + αt+4 = ... = At + 4B + t+1.
xˆt+4 = E(xt+4) = E(At) + 4E(B) + E(t+4) = µˆt + 4Bˆt.
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5.6.2 Cyclical Trend Analysis
Let xn = A + n, where n’s are independent with mean 0. 1n
n−1
i=0 xn−i is one scheme to find A.
α(xn) + (1 − α)µˆn−1 is another scheme to find A. µˆn is an estimator of the mean of A. xˆn+1 is a pre-
dictor of xn−1.
E(xn) −E(xn−1) = B, xn = A + (n− 1)B + n, µˆn = αxn + (1− α)(µˆn−1 + Bˆn−1).
Bˆn = β(µˆn − µˆn−1) + (1− β)Bˆn−1, xˆn+1 = µˆn + Bˆn, xˆn+m = µˆn +mBˆn.
Look at 1n
n
i=1(xi − xˆi)2 to guide the predictor process.
Example:
year miles flown(1000’s) 12
2
i=0 xn−i = µˆn
1963 99603 —
1964 106192 —
1965 115431 107075.33
1966 119154 113592.33
1967 126515 120366.67
1968 128975 124881.33
1969 143664 133051.33
1970 157497 143378.67
xn − xˆn are called residual values.
1
5
1970
i=1966
(xi − xˆi)2 = 26747497.67.
Look at the example with a trend. Let E(xn) −E(xn−1) = β. Then,
µˆn = 0.2xn+ 0.8(µˆn−1+ Bˆn−1), Bˆn = 0.1(µˆn − µˆn−1) + 0.9Bˆn−1, xˆn+1 = µˆn + Bˆn.
So,
year µˆn Bˆn xˆn+1 xn − xˆn
1963 99603 7000(guess) 106603 —
1964 106520.8 6991.78 113512.58 —
1965 113896.26 7030.15 120926.41 —
1966 120571.93 6994.70 127566.63 -1772.41
1967 — — — -1051.63
1968 — — — -5354.97
1969 — — — 3538.45
1970 — — — 9726.43
1
5
1970
i=1966
(xi − xˆi)2 = 28009427.10.
The trend analysis seems to have been the better method since 28009427.10> 26747497.67. Suppose we have
x1, x2, x3, x4, x5, x6, x7. xn = AIn + n where n’s are independent with a mean of 0. The cyclical approach
5.6. FORECASTING 305
to Forecasting follows:
µˆn = α

xn
Iˆn−p

+ (1− α)µˆn−1.
p is the period.
Iˆn = β
xn
µˆn

+ (1− β)Iˆn−p.
Again, we can use residual to get an idea of how good we are predicting. Beware of plugging in numbers.
You must interpret notation according to seasons.
xˆn+1 = µˆnIˆ(n+1)−p, xˆn+m = µˆnIˆ(n+m)−p.
Let’s say we have a run under cyclical conditions. Let I be the seasonal factor.
xn = AIn−p + n.
We must find A and the subscript n− p.
µˆn = α

xn
Iˆn−p

+ (1− α)(µˆn−1Iˆn−p), Iˆn = β
xn
µˆn

+ (1− β)Iˆn−p, xˆn+1 = µˆnIˆn−p+1.
Example:
year 1 2
winter 28.461 26.718
spring 30.369 29.869
summer 32.750 32.953
fall 30.382 29.974
28.461+ 30.369+ 32.750+ 30.382 = 121.962.
µˆ1 =
121.962
4 = 30.491, Iˆ1 =
28.461
30.369 = 0.933, Iˆ2 =
30.369
30.491 = 0.996, Iˆ3 = 1.074, Iˆ4 = 0.996.
Replace the previous set of Iˆn terms in the third column.
year 2 µˆn Iˆn
winter 30.117 0.924
spring 30.092 0.995
summer 30.209 1.077
fall 30.184 0.996
year 5 µn In
winter 28.394 0.854
spring 28.708 1.021
summer 28.739 1.130
fall 29.033 0.966
A = 30;α = β = 0.2..The true seasonal factors are I1 = 0.7; I2 = 1.1; I3 = 1.2; I4 = 0.9.  ∼ uniform(−5, 5).
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5.6.3 Summary
• Last value,
Ft+1 = xt, xt = A+ et.
• Average Forecasting,
Ft+1 =
1
t
t
i=1
xi.
• Moving average,
Ft+1 =
1
n
t
i=t−n+1
xi.
• Exponential smoothing,
Ft+1 = αxt + (1− α)Ft,
or
Ft+1 = Ft + α(xt − Ft).
The drawback is that it lags behind in predicting trends of some periods.
• Linear trend,
St = αxt + (1− α)(St−1 + Bt−1), B1 = β(St − St−1) + (1− β)Bt−1, Ft+m = ST +mBt,
where m is the number of periods to forecast ahead.
• Seasonal eÿects(reference p. 752 of textbook),
St = α
xt
It−ρ
+ (1 − α)St−1,
ρ periods ahead.
It = γ
xt
St
+ (1− γ)It + −ρ, Ft+m = StIt−ρ+m.
• Forecasting errors,
Et = xt − Ft.
The mean square error(mse) is
MSE = E
2
1 + E22 +E23 + ...+E2n
n .
5.7 Markov Decision Making
5.7.1 Policy Making
Start with decisions as opposed to states. The decisions are 1,...,m. A policy R is a function with domain
1,...,n and range in 1,...,m. P (R(i))ij = p
(R)
ij . IP(R) = [pij(R(i))] is the transition matrix for the chain given
by policy R.
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Example: Demand for power has states 1,2 and the following transition matrix:
IP =
1 2
1 34 14
2 34 14
The states are as follows:
1= demand of 1 and generator running;
2 = demand of 2 and generator running;
3 = demand of 1 and buying power;
4 = demand of 2 and buying power;
The decisions are as follow:
1 = run the generator;
2 = buy power;
R(1)= 1, R(2)= 2, R(3)= 2, R(4)= 1.
What would be a good policy? Let qij(k) be the expected cost of going from state i to state j in 1 step
under decision k. Cik is the expected cost of being in state i and making decision k.
cik =
n
i=1
pij(k)qij(k).
Consider the generator problem with R1(1) = 1, R1(2) = 1, R1(3) = 2, R1(4) = 1.
IP(R) =
1 2 3 4
1 34 14 0 0
2 14 34 0 0
3 0 0 34 14
4 0 0 14 34
We are given that P(demand stays the same)=34 and P(demand changes)=14 .
C(R1) =
6
6
5
7
G(R)I˜ = C(R) + (IP(R) − I)V (R).
The equations are:
g(R1) = C1(R) + (IP11(R1)− 1)V1(R1) + IP13(R1)V3(R1) + IP14(R1)0.
g(R1) = 6−
1
4V1(R) +
1
4V2(R).
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Note that
I =
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
g(R1) = 6 +
1
4V1(R1) −
1
4V2(R1) + 0, g(R1) = 5−
1
4V1(R1), g(R1) = 7 +
1
4V1(R1) +
3
4V2(R1).
Solve the above 4 equations and get:
g = 6, V1 = −1, V2 = −1, V3 = −4, V4 = 0.
The next step is to try to improve each state.
I˜g(R) = C(R) + [IP(R) − I]V (R).
The Vi’s are costs. So large negative numbers are desirable. Optimize the following:
State 1:
g = 6− 14V1 +
1
4V2.
k = 1 : 6− 14(−1) +
1
4(−1) = 6.
k = 2 : C12(0− 1)V1 +
3
4V3 +
1
4V4 = 5− 1(−1) +
3
4(−4) = 3.
R2(1) = 2 based on the above values. This is called the policy improvement step.
State 2:
g = C21 +
1
4V1 +
3
4 − 1

V2 =
k = 1 : 6 + 14(−1)−
1
4(−1) = 6.
k = 2 : C22 − 1V2 +
1
4V3 = 7− 1(−1) +
1
4(−4) = 7.
p2j(2) =

0, 0, 14 ,
3
4

.
Therefore, R2(2) = 1.
State 3:
k = 2 : g = 6.
k = 1 : C31 +
3
4V1 +
1
4V2 − V3 = 7 +
3
4(−1) +
1
4(−1)− (−4) = 7.
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P (1)3j =
3
4 ,
1
4 , 0, 0

.
Therefore, R2(3) = 2.
State 4:
k = 1 : g = 6.
k = 2 : C42 +
1
4V3 −
1
4V4 = 7 +
1
4(−4) − 0 = 6.
P (2)4j =

0, 0, 14 ,
3
4

.
Therefore, R2(4) = 1.
Now, let’s start over with policy R2. R2(1) = 2, R2(2) = 1, R2(3) = 2, R2(4) = 1. g = 5− V1 + 0V2 + 34V3 +1
4V4, g = 6− 14V1 − 14V2, g = 5− 14V3 + 14V4, g = 7 + 14V1 + 34V2 − V4.
Solve the above system for: V1 = −52 , V2 = −1, V3 = −52 , V4 = 0. g = 558 . R3(1) = 2, R3(2) = 1, R3(3) =
2, R3(4) = 1. When the policies remain the same, the optimal policy is established. An alternate way of
finding the optimal policy is as follow: V n(R) =N−1n=0 IP(R)C(R).
V N (R) =
N−1
n=0
αnIPN (R)C(R) = C(R)+
N−1
n=1
αnIPN (R)C(R) = C(R)+αIP(R)
N−1
n=0
αn−1IPn−1C(R) =
Let s = n − 1. V N (R) = C(R) + αIP(R)N−2s=0 αsIPs(R)C(R) = C(R) + αIP(R)V N−1(R), and it will
converge when we take the limits. V (R) = limN→∞ V N (R) = C(R) + αIP(R)V (R). 0 = C(R) + [αIP(R) −
I]V (R). Then, use the policy improvement scheme. Solve the system. V1(R1) = 30, V2(R1) = 30, V3(R1) =
28, V4(R1) = 31.
State 1:
dec1 : V1 = 30,
dec2 : V1 = 5 +
4
5
3
4(28) +
1
4(31)

= 28.
Therefore, let R2(1) = 2.
State 2:
dec1 : V2 = 30,
dec2 : V2 = 7 +
4
5
1
4(28) +
3
4(31)

= 31.2.
Therefore, let R2(2) = 1. R2(1) = 2, R2(2) = 1, R2(3) = 2, R2(4) = 1, which is optimal. qij(k) is the
expected one step cost of going from i to j if we make decision k. Cik =
m
j=1Pij(k)qij(k). That is the one
step cost of being in state i and making decision k. The cost of the n-th step is P (n)(R)C(R). The cost of
the initial state and the first n-1 steps is V N (R) = N−1n=0 IP(N)C(R). Π(R) = [Π1(R),Π2(R), ...,Φm(R)].m
j=1Π(j)CjR(j) is the expected long run one step cost. It is also equal to Π(R)C(R) = g(R). Let Cik be
the expected cost of being in state i and making decision k.
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C(R) =
C1R(1)
.
.
.
CMR(m)
V N (R) =
N−1
n=0
IPn(R)C(R), g(R) = Π(R)C(R).
Let,
I˜ =
1
1
1
.
.
.
1
∈ m is 1’s, and V (R) = ∞n=0[IPn(R) − I˜Π(R)]C(R). The diÿerence of the two series converges but each
individual series does not.
V N (R) = C(R) + IP(R)
N−1
n=1
IPn−1(R)C(R) = C(R) + IP(R)
N−2
α=0
IPα(R)C(R).
Therefore, V N (R) = C(R) + IP(R)V N−1(R).
V N (R) =
N−1
n=0
IPn(R)C(R) =
N−1
n=0
[IPn(R)− I˜Π(R)]C(R)+
∞
n=N
[IPn(R)− I˜Π(R)]C(R)+NI˜Π(R)C(R)−
∞
n=N
[IPn(R)− I˜Π(R)]C(R) =
V (R) +NI˜Π(R)C(R) +AN (R)
where limN→∞AN (R) = 0.
V (R) +NI˜Π(R)C(R) = C(R) + IP(R)[V (R) + (N − 1)I˜ |Φ(R)C(R)] =
C(R) + IP(R)V (R) + (N − 1)IP(R)I˜Π(R)C(R) = C(R) + IP(R)V (R) + (N − 1)I˜Π(R)C(R).
Note that IP(R)I˜ = I˜ .
V (R) + I˜C(R) = C(R) + IP(R)V (R),
V (R) + g(R)I˜ = C(R) + IP(R)V (R).
g(R)I˜ = C(R) + [IP(R) − I]V (R).
The unknowns are V(R) and g(R). We want to minimize g(R) and the long run costs of making decision R.
Let Vm(R) = 0. Start with a policy R. Solve(*). This is called value determination. 0 < α < 1.
V N (R) =
N−1
n=0
αnIPn(R)C(R) = C(R) + αIP(R)V N−1(R),
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V (R) = C(R) + αIP(R)V (R).
Using the generator example: R1(1) = 1, R1(2) = 1, R1(3) = 2, R1(4) = 1. Let α = 0.8 = 45 . Then,
V1(R1) = 6 +
4
5
3
4V1(R1) +
1
4V2(R1)

.
V2(R1) = 6 +
4
5
1
4V1(R1) +
3
4V2(R1)

.
V3(R1) = 5 +
4
5
3
4V3(R1) +
1
4V1(R1)

.
V4(R1) = 7 +
4
5
3
4V1(R1) +
3
4V2(R1)

.
5.7.2 Homework
Problems 9,11,15,22,34.
5.7.3 Reliability
A system is made up of components 1, 2, 3, ..., n, each of which works or fails. Let
xi =

1, if component i works.
0, if component i fails.
The system function is
φ(x1, x2, ..., xn) =

1, if component i works.
0, if component i fails.
The reliability of the system is R = P (φ = 1) = E(φ). A series function appears next.
ψ(x1, x2, x3, x4) = x1x2x3x4. A parallel function appears in Figure 5.32.
ψ(x1, x2, x3, x4) = 1−(1−x1)(1−x2)(1−x3)(1−x4). The components are 1, 2, 3, ..., n.What is the minimum
components needed to keep the system working? This is called a minimal path. See Figure 5.33.
The paths are {1,3,5}, {2,4,5}, and {1,6,4,5}. Figure 5.34 is another example.
The paths are {1,5}, {1,3,6}, {2,4,6}. We must find all minimal paths. The system function is,
Φ = φ(x1, x2, x3, x4, x5) = 1− (1 − x1x5)(1− x1x3x6)(1− x2x4x6) =
1− 1 + x1x5 + x1x3x6 + x2x4x6 − x1x3x5x6 − x1x2x4x5x6 − x1x2x3x4x6 + x1x2x3x4x5x6.
P (xi = 1) = Pi.
R = P (Φ = 1) = E(Φ) = p1p5+ p1p3p6+ p2p4p6− p1p3p5p6− p1p2p4p5p6− p1p2p2p4p6+ p1p2p3p4p5p6.
Example: Take the system diagram in Figure 5.34. The minimal paths are {1,5}, {1,3,6}, {2,4,6}.
Φ(x1, x2, x3, x4, x5, x6) = 1− (1− x1x5)(1− x1x3x6)(1 − x2x4x6).
Put bounds on the reliability. Let x1, x2, ..., xn be independent Bernoulli variables. Let s1, s2, ..., sk be
subsets of {1,...,n} and for j = 1, ..., k, let yi = Πi∈sxi.
s1 = 2, 3, s2 = 1, 3, 4, s3 = 1, 4.
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4
32
1
Figure 5.32: A Parallel Function
Create
y1 = x2x3, y2 = x1x3x4, y3 = x1x4.
P (y1 = 0, y2 = 0, y3 = 0, ..., yk = 0) ≥ P (y1 = 0)P (y2 = 0)P (y3 = 0)...P (yk = 0).
Getting back to the example,
P (Φ = 0) = P (x1x5 = 0, x1x3x6 = 0, x2x4x6 = 0) = 1−R =
P (y1 = 0, y2 = 0, y3 = 0) ≥ P (x1x5 = 0)P (x1x3x6 = 0)P (x2x4x6 = 0).
s1 = 1, 5, s2 = 1, 3, 6, s3 = 2, 4, 6.
P (x1x3x6 = 0) = 1− P (x1x3x6 = 1) = 1− p1p3p6.
Therefore,
P (Φ = 0) ≤ (1−P (x2x5 = 1))(1−P (x1x3x6 = 1))(1−P (x2x4x6 = 1)) ≤ (1−p1p5)(1−p1p3p6)(1−p2p4p6).
Therefore, R ≤ 1−(1−p1p5)(1−p1p3p6)(1−p2p4p6). Let p1 = 0.9, p2 = 0.8, p3 = 0.9, p4 = 0.7, p5 = 0.9, p6 =
0.8. Then R = 0.9236 or the upper bound is R ≤ 0.9634. The minimal cuts in the last example are {5,6},
{1,2}, {1,4}, {3,4,5}, {2,3,5}, and {1,6}.
Φ = [1− (1− x1)(1− x2)][1− (1− x5)(1− x6)]
[1− (1− x1)(1− x4)][1− (1− x3)(1− x4)(1− x5)]...
Next put bounds on the reliability using minimal cuts.
R = P ((1− x5)(1− x6) = 0, (1− x1)(1 − x2) = 0, ..., (1− x1)(1− x6) = 0).
R ≥ P ((1− x5)(1− x6) = 0)...P ((1− x1)(1− x6) = 0).
Note the cuts give a lower bound and the minimal paths give an upper bound.
P ((1− x5)(1 − x6) = 0) = 1− P (1− x5)(1− x6) = 1)
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Figure 5.33:
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.
.
.
R ≥ (1− q5q6)(1− q1q2)...(1− q1q6) = 0.9084.
The true reliability is 0.9236.
5.7.4 Bayes Risk
Out of qi possible actions, one must be chosen. Let Θj be the states of nature. There is a loss func-
tion l(qi,Θj). Based on past experience, we have a posterior distribution P (Θj). l(qi) =

j l(qi,Θj)P (Θj).
Choose minj l(qi).
Example: Build a cement plant in a region. The actions are build a large plant, build a small plant, and
do not build a plant.
• q1 = build a large plant.
• q2 = build a small plant.
• q3 = do not build a plant.
• Θ1 = higher sales.
• Θ2 = moderate sales.
• Θ3 = low sales.
The posterior distribution is P (Θ1) = 0.1, P (Θ2) = 0.5, P (Θ3) = 0.4. Let l(qi,Θj) be
Θ1 Θ2 Θ3
q1 -12 -4 2
q2 -6 -5 1
q3 0 0 0
l(q1) = −12(0.1)− 4(0.5) + 2(0.4) = −2.4, l(q2) = −2.7, l(q3) = 0.
We can conclude to build a small plant since q2 is the smallest. If an experiment can be done with possible
outcomes wk and P (wk|Θj) are known, then Bayes risk for decision formation for Θ defined on w1, w2, ... to
q1, q2, ....
B(d) =

j

k
l(d(wk),Θj)P (Θj, wk) =

j

k
l(d(wk),Θj)P (wk|Θj)

P (Θj) =

j

k


j
l(d(wk),Θ)P (Θj |wk)

P (wk).
Bayes formula is
P (Θj|wk) =
P (Θj , wk)
P (wk)
= P (wk|Θj)P (Θj)P (wk)
,
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where
P (wk,Θ1) + P (wk,Θ2) + ....
Choose d(wk) to minimize

j l(Θ(wk),Θj)P (Θj |wk).
Example: A market study can be made which will estimate future construction until the as w1 high or w2
low.
Pw|Θ =
Θ1 Θ2 Θ3
w1 0.8 0.5 0.3
w2 0.2 0.5 0.7
P (w1) =

j
P (w1|Θj)P (Θj) = (0.8)(0.1) + (0.5)(0.5)+ (0.3)(0.4) = 0.45.
P (w2) = 0.55.
So,
PΘ|w =
Θ1 Θ2 Θ3
w1 0.1778 0.5556 0.2667
w2 0.0364 0.4545 0.5091
P (w1,Θ1) =
P (w1|Θ1)P (Θ1)
P (w1)
= (0.8)(0.1)0.45 = −0.1778.
l(q1) =
3
j=1
l(q1,Θj)P (Θj |w1) = (−12)(0.1778) + (−4)(0.5556) + (2)(0.2667) = −3.8226.
l(a) =
q1 q2 q3
w1 -3.8226 -3.5781 0
w2 -1.2366 -1.9818 0
Therefore, d(w1) = q1 and d(w2) = q2.
B(Θ) =

j
l(q1, θj)P (Θj |w1)P (w1) +

l(q2,Θj)P (Θj|w2)P (w2) =
((−3.8226)(0.45)− 1.9818)(0.55) = −2.8102.
That is the expected loss with the study. Therefore, the maximum to pay for the study is 2.8102-2.7=0.1102.
The amount to pay for perfect information is (-12)(0.1)+(-5)(0.5)+0(0.4) = -3.7. The most money you should
be willing to pay for a study is 1.0(3.7 - 2.7). Alternately, the last example can be organized into a decision
tree. E(cost node 1)=(0.1)(-12)+(0.5)(-4)+(0.4)(2). E(cost node 2)=(0.1)(-6)+(0.5)(-5)+(0.4)(1). E(cost
node 3)=0.
Chapter 6
Network Optimization
Dr. Margo Schaefer, College of William and Mary
Math 576, Spring 1993
Text used: Phillips and Garcia-Diaz Fundamentals of Network Analysis Waveland Press, Inc, Prospect
Heights, IL 1990
6.1 Network Representation
How can we represent a network in a computer?
1. Adjacency matrix. In an adjacency matrix, aij = 1 if vertices i and j are connected directly by an
edge (i, j). aij is zero otherwise. An undirected network is symmetric matrix-wise.
2. Node-arc incident matrix. Let N be a matrix with m rows(nodes), one for each vertex, and n columns,
one for each edge. Then, if nij is the element in the i-th row and j-th column, let nij = 1 if edge j is
incident with vertex i, zero otherwise, −1 if directed into j.
Example: See Figure 6.1. The node-arc matrix is given by:
a b c d e
1 1 0 1 0 0
2 –1 1 0 0 1
3 0 –1 –1 1 0
4 0 0 0 –1 –1
For all network problems, except for upper or lower bound constraints, each column has exactly two
non-zeros in the constraint matrix, one of which is +1 while the other is −1.
3. Distance matrix.
6.2 Network Terminology
Example: The Kongsberg Bridge Problem. The problem was first presented by Euler. See Figure 6.2
The question is, can you cross each bridge once and get back home? No. Make each land mass a node and
each bridge an arc. This problem cannot be solved due to the degree of the nodes. There is an odd number
of arcs. It only works when all degrees are even. Points on the graph are called vertices or nodes denoted by
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✓✏
1
✁✁
✁✁
✁✁✕
a
❆❆❆❆❆❆c
✒✑
✓✏
2
❄
b
❆❆❆❆❆❆
e
✒✑
✓✏
3
✁✁
✁✁
✁✁✕
d
✒✑
✓✏
4
Figure 6.1: A Directed Graph
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3
Figure 6.2: Kongsberg Bridge Problem
(1, 2, ..., n). Connecting lines are arcs or edges denoted by (a, b, c, ...). A graph is a collection of vertices and
edges. So, e1 = (1, 2), e2 = (1, 2), e3 = (2, 3), e4 = (1, 3), etc. A graph G is a set of x whose elements are
nodes and a set E of edges, G(x,E). Nodes can represent time. The beginning node is the head. The ending
node is the tail. A graph with one or more numbers associated with each arc is a network. cij is the cost of
traversing an edge from node i to node j. A loop is a node that points to itself.
For a loop-less graph with no multiple edges, if |x| = m and |E| = n, then n ≤ m(m−1)2 . Any graph where
every pair of nodes is connected by an edge is called a complete graph. The degree must be n − 1 for every
node. A graph is planar if it can be drawn with no two edges crossing each other. An incident vertex and
edge is when the edge comes out of the vertex. Two edges are adjacent if incident to the same node. A path
is any sequence of edges that can be followed. Length of path is the number of edges in the path. A cycle is
when a path has a node as the initial node and as the terminal node. A tree of a graph is when a graph is
connected and the graph contains no cycles. A forest is any graph that contains no cycles. It is a collection
of trees. A spanning tree is when a subgraph touches every node in the graph.
6.3 Shortest Route Problems
The shortest route problem is given a collection of nodes and arcs, with a set of positive arc parameters cij,
find the path from the source node s to the sink node t that minimizes the cost of shipping one unit of flow
from the source to the sink.
Example: Consider the problem of processing over 137,700,000 questionnaires. Four CPM models were
developed where the nodes represent activities in a given warehouse and the arcs represent hours to complete
those activities for one day. The longest path through the network was 1,536 hours.
320 CHAPTER 6. NETWORK OPTIMIZATION
Example: Finite planning horizon models. Let the nodes be time periods in which a machine is replaced.
Let the cost cij of buying a new machine be an arc. Find the shortest route that minimizes costs.
Example: Activity on node model. Let the nodes be tasks in a project. Let the arcs be durations of time
di in which a task is completed. Use a dummy node for the start and finish. The longest chain from start
to finish represents the minimum project duration.
Example: Activity on arc model. Let the arcs be tasks and use dummy nodes. As an example, building a
building.
In the CPM(critical path method), the longest chain in a model is called the critical path. A delay in any
task will result in a delay in project completion. PERT(program evaluation and review technique) provides
an estimate of mean project completion and variance.
Example: Scheduling tanker voyages. Let a network be scheduling ports to visit. Each node is a port.
Each arc has a cost cij and a transit time tij . find the maximum average profit per time unit by minimizing
 cij
tij
.
Distance networks are used to ship one unit of flow through the nodes in a network. The arcs are distances
with a generalized cost of using the arc. Capacitate flow networks include a capacity or a maximum amount
of flow per unit of time that can be shipped along an arc. Let fij be the flow of an arc. Then,
1. Maximize the value of flow, v.
2.

j
fij −

j
fji =



v, i = 1.
0, i = 1, i = n.
−v, i = n.
3. 0 ≤ fij ≤ uij, (i, j) ∈ E.
Additional parameters: Let cij be a cost coecient for each arc (i, j) with an upper and lower bound uij
and lij. bi is the supply. bi ≥ 0 is the source, bi = 0 is an intermediate node and bi < 0 is the terminal node.
Then, we want to
1. Minimizei

j cijfij.
2. j fij −

i fji = bi, i ∈ N.
3. lij ≤ fij ≤ uij, (i, j) ∈ E.
In transportation problems, suppose m is the number of plants and n is the number of warehouses. Each
plant has a supply si, i = 1, 2, ...,m. Each warehouse creates a demand dj, j = 1, 2, ..., n.Minimize the total
shipping costs. That is minimizei

j cijxij subject to:
1.

j xij = si, i = 1, 2, ...,m.
2. i xij = dj, j = 1, 2, ..., n.
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Figure 6.3: Trucks entering a state government example.
3. xij ≥ 0, i = 1, 2, ...,m; j = 1, 2, ..., n.
Example: Trucks that enter a state must file a road plan with the state government. See Figure 6.3. Some
roads are congested and slow, some dangerous, some prohibited to truck over a certain size. cij can be the
cost of traversing a arc (i, j). The cost can be mileage, time, congestion, insurance premium, or a danger
measure. m is the cost of an impossible arc.
Figure 6.4: The equipment replacement problem example.
Example: An equipment replacement problem. See Figure 6.4. The nodes are time. The arcs are the dif-
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ferent strategies. cij is the cost of equipment. In each time period, you have a choice 1) keep the equipment,
or 2) buy new equipment. If you buy in period i and sell in j − 1, the cost i− j is cij the acquisition cost in
i plus the total maintenance costs from i thru j − 1.
Example: Salesperson routing. A sales person travels from Boston to LA on the interstate highway system.
You can visit other clients on the way and earn commissions. We want to minimize the cost of the total trip
cost. The trip cost is travel cost minus commissions. Note: Commissions could exceed travel cost. Thus,
Dijkstra’s algorithm cannot be used.
Example: Investment planning. How to invest funds in coming years. Assume for simplicity that invest-
ments can be made on the first of each month into CD’s, stocks, bonds, etc. See Figure 6.5.
✒✑
✓✏✁✁
✁✁
✁✁✕
  
 ✒
✲❅❅❅❘
✒✑
✓✏ ✲
Time 1
✒✑
✓✏
✒✑
✓✏
✒✑
✓✏
✒✑
✓✏Time 2...
Figure 6.5: Investments
Note that flow in does not equal to flow out. The problem is to find the longest route.
Example: Production lot size problem. See Figure 6.6. Determine a schedule of production runs when
the demand varies deterministically over time. Demands D1, D2, ..., Dn are given over an n period of time.
In each period where we produce at all, we incur a fixed cost Aj as well as a unit production cost cj . Any
amount left over in a period after demand is met is held in inventory until the next period, increasing a per
unit holding cost of Hj. This problem can be formulated as a shortest route problem, similar to equipment
replacement. How can we draw the graph? Let the nodes be time periods.
6.3.1 Dijkstra’s Algorithm
A ratio edit requires that the ratio of two data items is bounded by lower and upper bounds (of the form
lij ≤ vivj ≤ uij, where lij and uij are the lower and upper bounds respectively). Any pair of ratio edits that
contain a common data item implies another ratio edit. The modified Dijkstra algorithm can been used to
find the complete set of edits.
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Figure 6.6: The production lot size example.
All arcs must be non-negative. A label is made permanent at each iteration. n iterations are required for
n nodes. The main idea: Suppose we know k vertices that are closest to s vertex and also the shortest
path from s to each of these vertices. Label vertex s and these k vertices with their shortest distances from
s. Then, the (k + 1)-st closest vertex to x is found as follow: for each labeled vertex, construct k distinct
paths from s to y by joining the shortest path from s to x. Select the shortest of these and make it permanent.
Example: Dijkstra’s Algorithm. See Figure 6.7.
Figure 6.7: Dijkstra’s algorithm example.
Step 1: d(s) = 0, d(i) =∞ for all others.
Step 2:
d(1) = min(d(1), d(s) + a(s, 1)) = min(∞, 0 + 4) = 4.
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d(2) = min(∞, 7) = 7.
d(3) = min(∞, 3) = 3.
Choose the minimum of these and make it permanent. The minimum is d(3) = 3.
d(4) = min(d(4), d(3) + a(3, 4)) = min(∞, 3 + 3) = 6.
Make d(1) = 4 permanent, etc. Then, the tree would be s–3, s–1, s–3–4, s–2, s–3–4–t.
For the solution, see Figure 6.8 and Figure 6.9. Note that the two graphs are the same and are correct.
Figure 6.8: This figure shows the results of applying Dijkstra’s algorithm.
6.3.2 Dynamic Programming
Dynamic programming can be used to solve shortest route problems. It requires directed arcs, no cycles,
and all costs must be non-negative. The name dynamic refers to time. This procedure solves the problem
backwards. For example, take the graph is Figure 6.7. Start at t and goto nodes 2 and 4. The minimum
between nodes 2 and 4 would be chosen. See Figure 6.11.
The advantage of dynamic programming is that the algorithm is simple and there are no temporary labels
as in Dijkstra’s algorithm. The disadvantage of dynamic programming is that Dijkstra’s algorithm works on
more problems. See Figure 6.12.
Section 2.5 of the text book has shortest path models with fixed charges. Additional penalties or costs
are associated with traversing one or more nodes. Examples include port costs, transshipment time delays,
rental costs for storage facilities, etc.
Example: The number m(red) is the number associated with visiting the node. Arc costs are travel costs.
How would you solve it? See Figure 6.13.
Node costs are hotel and meal costs at city i, arc costs are gas, oil, tolls, and time costs. How could you
create a new network whose shortest route minimized the total costs?
Example: Similar idea in the text book. Turn penalties on page 69. Each turn costs 3 units. See Figure 6.14.
Theorem: In a network with turn penalties, the shortest path from node s to node t thru an intermediate
node k may not include the shortest route from s to k or from k to t.
Step 1: Add a source node and a terminal node.
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Figure 6.9: This figure shows the individual steps of applying Dijkstra’s algorithm.
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Figure 6.10: This figure shows the site selection graph.
Figure 6.11: Solving the shortest route problem using dynamic programming.
Figure 6.12: Equipment replacement example.
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Figure 6.13: Node costs are hotel and meal costs.
Figure 6.14: Turn penalty problem.
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Step 2: Label each arc L0, L1, ..., L10 as shown. The numbering is arbitrary.
Step 3: Create a pseudo-network with L0, L1, ..., L10 as nodes. (Li, Lj) has arc cost C(Li)+p(Li, Lj) where
C(Li) is the original cost of Li from step 2 and where p(Li, Lj) is the turn penalty(0 or 3) associated
with the branch (Li, Lj).
Example: Arc costs. (L1, L8) has a cost of 4 = 1 + 3. (L1, L2) has a cost of 1 = 1 + 0. The new network
with these pseudo costs can be solved by Dijkstra’s algorithm. See Figure 6.15.
Figure 6.15: The new network with pseudo costs.
The optimal solution is L0, L1, L8, L7, L6, L10.
Instead of merely finding the single shortest route from s to t, find 2, 3, ..., k shortest routes. Why bother?
Reliability, congestion, capacity.
The algorithm called double sweep finds the k shortest paths from s to other nodes. It was developed by
Doug Shier. Very complex!
6.3.3 Algorithmic Complexity
Algorithms are increasingly important in solving OR problems iteratively. Eÿective algorithms solve prob-
lems easily, e.g. MST. Dijkstra’s is eÿective too. As the problem gets larger, the algorithm remains ecient.
On shortest route problems, there is an answer at each iteration. Enumeration is terrible.
6.3.4 Minimal Spanning Trees
Example: Cable service must connect 6 housing developments so that there is a path from each node to
every other node. There is a cost associated with each potential arc (i, j). Find the set of arcs which connects
the nodes at a minimum cost. See Figure 6.16.
Is this problem easy to solve mathematically? Yes. Is this problem easy to formulate as an LP?
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Figure 6.16: Housing Developments
Example: Rumor monger. Each villager is a node. Each may tell 0, 1, or many others. Each must be told
once and there has to be a path from the originator to the villager.
Example: Highway construction. See Figure 6.17.
The costs in this example are:
1 2 3 4 5
1 − 5 50 80 90
2 5 − 70 60 50
3 50 70 − 8 20
4 80 60 8 − 10
5 90 50 20 10 −
6.3.5 Shortest Path Problems as Transshipment Problems
Minimize the cost of sending 1 unit from node 1 to node n. All other points are transshipment points. Cost
of arc (i, j) is the length of (i, j) if an arc exists, m otherwise. Cost of arc (i, i) is zero.
Example: See Figure 6.18.
Go from node 1 to node 7 at the minimal cost.
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Figure 6.17: The highway construction example.
1 2 3 4 5 6 7
1 (2) 1(2) (8) (11) (9) (m) (m)
2 (0) (3) (m) (5) 1(1) (m)
3 (4) 1(0) (2)
4 (9) 1(0) (2) (23)
5 1(0) (7) (9)
6 (8) (3) (5) (1) (0) (10)
Solve to get the solution, x12 = 1, x26 = 1, x33 = 1, x44 = 1, x55 = 1, x67 = 1. The optimal route is
1–2–6–7 and the minimal cost is 13.
6.3.6 Shortest Route as an LP
Rules:
1. Each variable corresponds to an arc.
2. Each constraint corresponds to a node.
3. xij is the amount of flow in (i, j), or (0, 1).
The general formulation for finding the shortest route from 1 to n :
min(z) =

(i,j)

cijdijxij
subject to the following constraints:

(i,j)
xij = 1, for the source node.
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Figure 6.18: Transshipment Network
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
(i,k)
xik =

(k,j)
xkj∀k = 1, n.

(i,n)
xin = 1,
and xij ≥ 0, ∀i, j.
Try now to formulate the problem as a math programming problem. Assume D = {dij} is asymmet-
ric. We wish to minimize

i

j dijxij subject to

i xij = 1, ∀j, and

j xij = 1, ∀i. Respectively, it
means only cut j has to have one arch coming into it, and city i has to have one arc coming out of
it. The last condition is i∈S

j∈X−S xij ≥ 1, ∀S ⊆ X. We need a third constraint that satisfies 1
and 2 and obviously this is not enough. We need more constraints to force a single cycle. For example,
X = {1, 2, 3, 4}. S = {1}, {2}, ...{4}, {1, 2}, ..., {3, 4}, ..., {1, 2, 3}, ...{1,3,4}, ...,{1,2, 3, 4}. So, you see a lot of
subsets for n = 4. S −X is the compliment.
The LP is not used often for the traveling salesman problem because it is too long with too many constraints.
Example: Choose {S} = {1}. Then, X − S = {2, 3, 4}. Then, x12 + x13 + x14 ≥ 1. At least one (if not
more) arcs connecting these points.
Example: S = {1, 2}. X − S = {3, 4}. x13 + x14 + x23 + x24 ≥ 1. Often they will set the problem up to
force a computer program to formulate the added constraints.
Symmetric Traveling Salesman Problem
If the problem is symmetric, then i → j and j → i then just change the notation for the number of
arcs. min

t dtxt subject to

xt = n, xt = 0, 1, t is the number of arcs,

t∈(S,t) xt ≥ 1, ∀(S, t), S ⊆ X,
t∈Ai xt = z, ∀i = 1, 2, ..., n where Ai is the set of arcs connected to node i.
Traveling Salesman Problem
Figure 6.19: An example of a maximum capacity route.
We need a cycle that includes each vertex in G exactly once. This is called a Hamiltonian cycle. We want
one with the smallest length, and get the upper and lower bound. The upper bound provides a feasible
solution. It may not be optimal, though. The lower bound, if it is feasible, certainly is optimal, but usually
not feasible. If the interval of the lower-to-upper bounds is small enough, you can choose the upper bound
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which is feasible and have a heuristically good solution.
Example: Collection and Delivery problem. Examples include: Fed-X, UPS, Postal Service, etc. How
should trucks be routed? Urban services such as garbage collection, school buses, etc are included. Traveling
requires a repairer or vendor. In what order should sites be visited?
Example: Ice cream flavor schedule. You have to make your own ice cream. Suppose that you had a lot of
flavors to make. What is the best order?
Example: Suppose the highways are allocated to have junctions at places other than the five towns.
Example: Maximum capacity rate. Given an undirected network in which each edge (x, y) has a capacity
C(x, y) that represents the max amount of flow that can pass through (x, y).
The maximum weight spanning tree problem solves the max capacity rate problem. See Figure 6.19. The
numbers in the graph represent capacities, not costs. An example would be rush hour trac and highways.
We would want to study the max capacity.
Facility Layout
We wish to arrange m facilities (i.e. diÿerent departments in a library). A trac study results in a matrix
specifying the number of trips made at each pair of facilities.
Example: The library example. We would put the rare books room in the back basement, but we would
not put circulation there. Consider the following matrix.
1 2 3 4 5
Entrance 1 − − − − −
Catalog 2 200 − − − −
Photo Copy 3 4 77 − − −
Journals 4 80 125 64 − −
New Books 5 32 42 19 26 −
The numbers in the matrix represent the number of trips from facility i to facility j.We would like to locate
the departments so as to maximize the sum of the values of adjacent pairs of departments. Each department
is a vertex of a complete graph, with the number of trips being the weight on each arc. The solution is
to find the planar sub-graph that contains all the vertices and has the maximum total weight. Figure 6.20
shows both the graph and the max spanning tree for this problem.
Traveling Salesman Problem
Please, do not read the text book for this problem. Consider the following distance matrix.


1 2 3 4
1 0 a c M
2 0 b e
3 0 a
4 0


The matrix need not be symmetric, cij need not equal cji. The distance matrix contains more information
than the node incidence matrix because it tells you the nodes are connected and by what amount. M
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Figure 6.20: The library example.
means no connection, but does not translate into a matrix directly. The distance matrix is all we need for
the traveling salesman problem. We want to find the single path from the starting node 1 back to it which
passes through every other node exactly once and minimizes the total distance. This sounds easy, but is not
an easy problem to solve.
6.4 Constructing Project Network Diagrams
This section lists the rules for constructing project network diagrams.
1. Each activity is represented by one and only one arrow in the network.
2. No two activities may be represented by the same head and tail node. Must introduce a dummy
activity.
In project networks, CPM is used more often tan PERT because it is more simplistic and PERT has some
unrealistic assumptions.
Example: Building a house.
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Figure 6.21: The building a house example.
Figure 6.22: The hiring and firing example.
Activity Predecessor Time
A Clean Land ∅ 1
B Lay Foundation Clean Land 4
C Frame Walls Lay Foundation 4
D Wire Frame Walls 3
E Install Drywall Lay Foundation 4
F Landscape Lay Foundation 6
G Interior Work Install Drywall 4
H Roof Frame Walls 5
The critical path is the one which if it is delayed, then the entire project is delayed. We will be looking for
the longest path. Consider the network in Figure 6.21. Note that the parallel arcs D and H can be combined
into one arc. Or, if you want to keep them separate, replace one of the arcs by two arcs in sequence. This
type of network is called activity on the arc (AOA).
Problem: How do you represent float? x12 + x13 + x14 = 20 on the network? You can’t seem to do
that. Consider the network in Figure 6.22. Now, with this problem we cannot show the cost of going from
node 1 to 4. How does this problem diÿer from the usual transshipment problem? We don’t have an exact
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requirement, we have a maximum and a minimum.
Example: An employee hiring and firing problem. It costs $100 per worker to hire; $50 per worker to fire;
and $140 per worker per month in salary. Presently, there are zero workers on hand.
Month 1 20
Month 2 16
Month 3 25
Determine a hiring and firing strategy. Stated as an LP problem, min(z) = 50(x12+ x13+ x23) + 100(x12+
x13 + x14 + x23 + x24 + x34) + 140(x12 + x23 + x34) + 280(x13 + x24) + 420x14. xij is the i − th hire at the
end of month j − 1. So, x14 represents months 1, 2, 3. The min(z) is subject to 1) x12 + x13 + x14 ≥ 20, 2)
x13 + x14 + x23 + x24 ≥ 16, and 3) x14 + x24 + x34 ≥ 25. xij ≥ 0. You need to manipulate this problem to
get the network formulation.
Figure 6.23: A maximum flow example.
This section deals with sending the maximum flow through a network. One unit at a time may not always
be the best way. The capacity constraints are the upper and lower bounds. See Figure 6.23 for an example.
Assume the numbers are costs. How can we formulate this as an LP problem?
xS1 + xS2 − V = 0,
x13 + x12 − xS1 = 0,
x23 + x24 − x32 − x12 = 0,
x3t − x43 − x23 − x13 = 0,
x43 + x4t − x24 = 0,
V − x3t − x4t = 0.
We want to maximize V which is the interim flow in and out of the nodes. The arc capacity constraints are
xs1 ≤ 6, xs2 ≤ 8, x12 ≤ 3, x23 ≤ 4, x24 ≤ 2, x3t ≤ 8, x4t ≤ 6.
The general LP formulation is given by max(V ) subject to
6.4. CONSTRUCTING PROJECT NETWORK DIAGRAMS 337
Figure 6.24: An algorithm trace for finding the max flow.
338 CHAPTER 6. NETWORK OPTIMIZATION
Figure 6.25: The final algorithm trace for finding the max flow.
6.4. CONSTRUCTING PROJECT NETWORK DIAGRAMS 339

xij −

xji = 0, ∀i = s, t

xsj −

xjs = V

xjt −

xtj = V
0 ≤ xij ≤ Uij .
A better way to solve the max flow problem is to use the Ford-Fulkerson (1962) method. The underlying idea
is to start with any flow from S to t. Look for a flow augmenting path. If you find one, send as many units as
possible, then look for another. Stop when no more such paths exist. Let’s use Figure 6.23 for an example.
Let I represent the set of arcs with additional capacity. Let R be the set of arcs whose current flow can be
reduced. Can an arc be in both sets? Yes, if they are undirected arcs or if they are directed arcs where you
allow for reverses for the purpose of making an answer more feasible. See Figure 6.24 and Figure 6.25 for
determining the sets I and R. You can use the max flow algorithm and min cut algorithm to verify the results.
Maximum Flow Extensions
Figure 6.26: An example where a lower feasible bound may not exist.
Figure 6.27: An example of transforming a given network so that all the lower bounds are zero.
Suppose we have several sources and sinks. Then, we must make a super source and a super sink with those
arcs. The upper bounds are the capacities, and the lower bounds are the demand amounts. In some cases a
feasible lower bound may not exist. Consider Figure 6.26. If we have a feasible flow, how can we find the
max flow? Note: Before we looked only at the minimum of the max. Now we are looking at the maximum
of the min too. Can we transform the network in Figure 6.27 into an equivalent one with the lower bounds
of zero, then apply our algorithm? Yes, see Figure 6.28. Another idea is to subtract the lower bound out of
both bounds, and solve with the max flow algorithm. See Figure 6.29.
See Figure 6.30 for the oil refinery example. This example is on page 255 of the text book. There are three
oil refineries, and two sources: Alaska at $0.40/gal and Persian Gulf at $0.30/gal. Both sources can furnish
a minimum of 300,000 gals/day with no maximum. Must use both sources. The following tables contain the
data.
The distribution costs and production are in the following table.
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Refinery Ref. Cost Max Prod. Min Prod.
1 0.03 1250, 000 200, 000
2 0.04 1500, 000 300, 000
3 0.05 1350, 000 300, 000
The shipping costs are in the following table.
Ref. NY Alt. Dal. LA
1 0.05 0.06 0.06 0.02
2 0.06 0.07 0.07 0.06
3 0.07 0.06 0.06 0.05
The daily requirements are in the following table.
Location Max Demand Min Demand Sell Price
NY 250, 000 200, 000 0.85
Alt 175, 000 90, 000 0.70
Dal 175, 000 100, 000 0.65
LA 350, 000 200, 000 0.75
The arcs represent (max, min, $ per unit). We get the arc (4,1) because this is required to use the out of
kilter algorithm. You need to have a closed network. See the text book for the rest of the numbers. The sales
number is a regular number on the network because the dollars numbers on the network represent costs.
The solution is −29, 525.00 meaning the profit is $29,525. Arc(1,2) + Arc(1,3) = 950, ... Arc(10,14) + Arc
(11,14) + Arc(12,14) + Arc(13,14) = 250+ 175+ 175+ 350 = 950.
Example: An MCNFP example to determine the service districts. A region has two hospitals which serve
as bases for emergency medical vehicles. Two ambulances are at hospital 1 and three are at hospital 2.
The hospitals operate independently. The region has been partitioned into 10 areas, each independently
generating calls at a rate of ri per hour for area i. The average service time (not travel time when you are
on site) for a call is 0.50 hours and the total rate at which calls arrive is 3 per hour (assume it is exponential).
Ave. Time
Area Call Rate Hosp 1 Hosp 2
A1 0.2 2.0 6.0
A2 0.3 2.0 5.5
...
...
...
...
A10 0.3 6.5 4.0
3.0 calls/hr
How should areas be assigned to hospitals so that the average response time is minimized while insuring
that the probability that a call incurs a queuing delay less than 10%? See Figure 6.31. Note, we have two
independent queues, one with a size of 2, and the other with a size of 3. Given,W = 0.5 hours, solve for the
λ which makes p2 and p3 respectively equal to 0.1 (10%). You get λ = 1.0 for s = 2 and λ = 2.1 for s = 3.
The delay problem depends on the total call rate assigned to each hospital. Using a simple queuing model
with a service time of 0.5 hours, the maximum call rate yielding a delay probability of 10% is approximately
1.0 for two servers and 2.1 for three servers. Suppose this sum had been 1.6 instead of 3.1. Can’t meet the
rate of 10% with the total calls being 3.0 per hour. So you need to make some changes. Suppose that the
10% had not been given? Then solve the queue for a total rate of 3.0.
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Back to the PERT/CPM models. To ensure the correct precedence relationships, answer the following ques-
tions as every activity is added to the network.
1. What activities must be completed immediately before this activity can start?
2. What activities must follow this activity?
3. What activities must occur concurrently with this activity?
Event numbering rules:
1. Give the start event the number 1.
2. Give the next number to any un-numbered event whose predecessor events are not already numbered.
3. Repeat Step (2) until all nodes are numbered. The finish node will always receive the highest number.
See Figure 6.32.
Example: Consider the following table.
Activity Predecessors
A ∅
B A
C A
D A
E B, C
F B, C, D
G E, F
See Figure 6.33 for the proper labeling of the activities.
Example: Job A precedes jobs B and C. Jobs C and D preceed job E. Job B precedes job D. Jobs E and
F preceed job G.
Activity Predecessors
A ∅
B A
C A
D B
E C, D
F ∅
G E, F
See Figure 6.34 for the incorrect and correct labeling of the arcs and nodes.
Example: Consider the following table.
Job Predecessors Times
A ∅ 3
B ∅ 1
C A 4
D A, B 2
E C, D 5
See Figure 6.35 for the correct labeling of the arcs and nodes.
The critical path is the longest path through the network because those events on the critical path are the
events that aÿect the total project time.
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6.4.1 LP Formulation
Let xij be the time for the event corresponding to node j occurs. Thus, for each activity (i, j), xj ≥ xi+ tij .
The objective function is z = xF − x1. We wish to minimize the objective function which is the same as
minimizing the finish time and start time subject to xj ≥ xi + tij , ∀(i, j). Sometimes it will be free because
of the dual is the longest path in the network.
Example: This example is the same as the previous example. Let ti represent the time at which event
(node) i occurs where i = 1, 2, ..,5. For example, t5 is the completion time whereas t4 represents the time
at which both jobs C and D are completed. Thus, t5 − t1. Minimize the time of completing the project.
min(z) = t5 − t1, subject to t2 − t1 ≥ 3, t3 − t1 ≥ 1, t3 − t2 ≥ 0, t4 − t2 ≥ 4, t4 − t3 ≥ 2, t5 − t4 ≥ 5.
Note: You could let t1 = 0 and delete it from these equations. This is in fact what LINDO does. Solution:
t1 = 0, t2 = 3, t3 = 3, t4 = 7, t5 = 12 So, z∗ = 12 days. How is the critical path calculated? It is composed
of those activities whose constraints are satisfied by the equalities of the solution. Recall the constraints,
t2 − t1 ≥ 3, 3− 0 = 3(c∗), t3 − t1 ≥ 1, 3− 0 ≥ 1, t3− t2 ≥ 0, 3− 3 = 0(c∗), t4− t2 ≥ 4, 7− 3 = 4(c∗), t4− t3 ≥
2, 7− 3 ≥ 2, t5− t4, 12− 7 ≥ 5 = 5(c∗). Therefore, the critical path is t1 → t2 → t4 → t5.What is the slack?
It is what is left over from the greater-than or equal signs. So the slack is 2 + 2 = 4.
Example: Curriculum programming as a project network. To get a degree in OR, the following courses are
required.
1. Calculus I, and II.
2. Statistics I, and II.
3. Linear Programming.
Non-Linear Programming.
4. Stochastic Programming.
The precedent requirements are
1. Calculus I before Calculus II.
2. Statistics II and Calculus II before Statistics III.
3. Calculus I before Statistics I.
4. Statistics I before Statistics II.
5. Calculus II and LP before Non-Linear Programming.
6. Calculus II, Statistics II, and LP before Stochastic Programming.
See Figure 6.36. The critical path is the number of semesters.
Semester Course
1 LP, Calculus I
2 Statistics I, Calculus II
3 Statistics II, Non-LP
4 Statistics III
5 Stochastic Programming
6.5. CPM MODELS 343
6.5 CPM Models
For the numbering of nodes, an earlier activity should have a smaller node number than an later activity.
Figure 6.37 shows one possible node numbering scheme. Figure 6.38 shows a better node numbering scheme.
In this problem, there are only three paths through the network. See Figure 6.39.
Path Length
A−B − F 11
A−B − C −D −E −G 20
A−B − C −H − E −G 22∗
The last path with a length of 22 is the critical path since it is the longest. For solving this problem, in
general, do not enumerate all possibilities. Solve using a modified Dijkstra’s algorithm for finding the longest
route. ET is the earliest time an event can occur. ET (i) is the earliest time one could ”leave” node i. LT (j)
is the latest time one could leave node j without delaying the completion time. If an arc/activity i is on the
critical path, then ET (i) = LT (j).
Consider Figure 6.40. In the forward pass, compute the earliest occurrence. In the backwards pass, compute
the latest occurrence. From node 2, with nodes 0, 1, and 2 being labeled, we must go to node 3 next. We
cannot go to node 4 because there is an arc going into node 4 (from node 3) that is from an unlabeled node
as of yet. The earliest occurrence for node 3 is the earliest time when all activities going into node 3 are
completed. So, we are choosing the largest choice. In the forward pass, we must make sure the arcs leaving
node ”A” to nodes to the other nodes have labels before labeling node ”A.” Choose the smaller of the two
going backwards. How do we get the critical path? The critical path consists of the arcs (i, j) such that the
following three conditions are satisfied.
1. ET (i) = LT (i).
2. ET (j) = LP (j).
3. ET (j) −ET (i) = LT (j) − LT (i) = tij where tij is the activity time on arc (i, j).
Floats: In this case, the total float is equal to the free float for all activities except (0, 1). The total float
TF (i, j) is the amount of time that starting time of (i, j) could be delayed with delaying the completion of
the project. TF (i, j) = LT (j)−ET (i)−tij . Any activity with a total float of 0 is a critical activity. Any path
from the start to the finish consisting exclusively of critical activities is called the critical path. The free float
FF (i, j) is the amount by which starting at time of (i, j) or duration of its activity, can be delayed without
delaying the start of any later activity beyond its earliest possible starting time. So, FF (i, j) ≤ TF (i, ).
Also, FF (i, j) = ET (j) −ET (i) − bij. The total float is more important to us.
Getting back to the example, TF = FF except with (0, 1). So, ’F’ means total floats. F (0, 1) = 2,
FF (0, 1) = 0, F (1, 3) = 2, F(2,4) = 1, F (4, 6) = 8, F (3, 5) = 4, F (3, 6) = 11.
6.5.1 Time Charts
We can create a time chart showing activities according the following rules.
1. The critical activities are solid lines. The non-critical activities are dashed lines.
2. If FF (i, j) < TF (i, j), then (i, j) can be delayed past ET (i, j) no more than FF (i, j) without aÿecting
the next activities.
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3. If TF (i, j) = FF (i, j) then the non-critical activity can be scheduled anytime. So we have ET (i, j)
and LT (i, j).
In our example, (0,1) must start at time 0. Otherwise, (1,3) is delayed. See Figure 6.41.
Is the critical path fixed? This is not always the case. There are certain ways of speeding up an activity at a
cost. ”Crashing” may sometimes be possible. Crashing refers to the shortening of an activity’s duration by
spending money. Sending manuals by special order, using OT hours, hire more people, etc. The additional
cost is referred to as the ”crashing cost.” Why would you consider crashing? You might be able to save other
costs. Like, avoid late penalties, shorten equipment rental time, increase sales b/c first on the market, or
reduce supervisor costs. The critical path method allows us to make trade oÿs between the total cost of a
project and it completion time.
Example: An example of a project network with crashing allowed. Let’s compare two methods: 1) Enu-
meration, and 2) LP.
Job Predecessor Nornal Crash Cost to
Time Time Crash per Day
A − 10 7 4
B − 5 4 2
C B 3 2 2
D A,C 4 3 3
E A,C 5 3 3
F D 6 3 5
G E 5 2 1
H F,G 5 4 4
The overhead costs are $5.00 per day. What is the optimal duration of the project in terms of both crashing
and overhead costs? Develop an optimal project schedule. See Figure 6.42.
The arcs represent [ET (i), LT (j)]. There are two alternative paths that are critical. If all jobs were ”crashed”
to the maximum, then the project duration would be 17 days. The optimal time will be 17 ≤ T ≤ 25. The
cost with no crashing is $125.00 = 5×25+0. The cost with crashing is $132 = 5×17+47. Can we do better
than $125.00? Using normal times for the jobs, the earliest and latest occurrence times of the events were
completed. There were two critical paths. See Figure 6.43 and Figure ??.
The critical activities are jobs A, E, E, F, G, H. The cost with no crashing is $125.00. To reduce the
duration of the critical jobs, consider the critical job H which can be crashed by 1 day at a cost of $4.00.
This reduces the total project time by 1 day at a savings of $5.00 in overhead costs. Hence job H is
crashed to its lower limit (4 days) and the total cost is reduced to $124.00. Now consider job A. If it were
crashed, there is a net savings of $1.00 for each day crashed. But job A cannot be crashed to its minimum
value of 7 days because when A is crashed to 8 days, then jobs B and C also become critical. See Figure 6.44.
So, it would not help for arc A’s duration to be reduced to 7. Thus, job A should be crashed only to 8
days and the total cost is reduced to $122.00. So now, we have a parallel critical path (A, and B&C). If we
reduced the arc A’s duration by 1 day, we would have to reduce B or C by 1 day as well. The total cost
of crashing here is $6.00 which exceeds $5.00 of overhead per day. Therefore it is not worth crashing. Now
consider jobs D, E, F, and G. See Figure 6.45. Since we have a parallel critical path between nodes 3 and 6,
we have to crash one of the jobs in the path. So, as you can see, D for path 1 and G for path 2 are the most
beneficial crashes. And, D + G = 4 < $5.00 in overhead costs. So, crash D and G by 1. Now, G cannot be
crashed any lower — it’s at it’s crash limit. The only other crash possibilities for the two critical paths would
be 3 + 3 = 6 > 5 or 3 + 5 = 8 > 5. So, we are done. The cost of $121.00 is the optimal solution: crash job
A to 8 days; crash job D to 3 days; crash job G to 4 days; crash job H to 4 days. The optimal length is 21 days.
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This technique is inecient but under the assumption that each day’s crashing cost is the same for each
activity i (i.e. the cost is linear), then the problem can be solved as an LP. Also assume we can work partial
days! If the problem does not allow partial days, the solve as an LP problem. If the costs are non-linear,
the do not use the LP.
6.5.2 LP Formations for Optimal Crashing
The notation that we will use is as follow: kij is the normal completion time of (i, j). lij is the crash com-
pletion time with a maximum amount of resources of (i, j). cij is the unit cost of shortening the duration of
jobs (i, j) by 1 unit of time. tij is the completion time of job (i, j) where lij ≤ tij ≤ kij. The cost of crashing
is cij(kij − tij). Let ti be the unknown event times (i = 1, 2, ..., n) for a project consisting of n events, where
1 and n are the start and end nodes, respectively. The three LP models can be developed.
1. The minimum crash cost is subject to being less than or equal to the finish time T.
min z =

(i,j)
cij(kij − tij)
subject to
tj − ti ≥ tij, ∀ jobs (i, j),
lij ≤ tij ≤ kij, ∀ jobs (i, j),
tn − ti ≤ T,
tij, ti ≥ 0, ∀i = 1, 2, ..., n
Note: To be feasible, T must be greater than or equal to the project duration when all activities are
crashed.
2. The minimum completion time is subject to the crash cost being less than or equal to B, the budget.
The minimum project duration subject to the crash budget of $B.
min z = tn − t1,
subject to

cij(kij − tij) ≤ B
bj − ti ≥ tij, ∀ jobs (i, j),
lij ≤ kij, ∀ jobs (i, j),
ti, tij ≥ 0, ∀i, j.
By solving models I and II repeatedly, we could obtain the relationship for the project cost and the
project duration. T ∗ can be found using model III which minimizes the total cost. Using the notation
of models II and I, formulate model III. We need to include the over head cost in model III (we’ve
included this implicitly in I and II by the upper bound kij; but now wee must show it explicitly).
3. The minimum is total overhead cost plus the crash cost. Minimize the over head cost and the direct
crashing cost. Let F (for fixed) be the over head cost per day. It does not vary from day to day. Then,
the over head cost is F (tn − t1).
minF (tn − t1) +

(i,j)
cij(kij − tij),
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subject to
tj − ti ≥ tij, ∀ jobs (i, j),
lij ≤ tij ≤ kij, ∀ jobs (i, j),
tij, ti ≥ 0, ∀i = 1, 2, ..., n.
Recall the previous example (without crashing). The LP is formulated as min5(t7− t1)+4(10− t13)+2(5−
t12) + 2(3− t23)+ 3(4− t34) + 3(5− t35) + 5(6− t46) + 1(5− t56) + 4(5− t67), subject to
t3 − t1 ≥ t13 7 ≤ t13 ≤ 10
t2 − t1 ≥ t12 4 ≤ t12 ≤ 5
t3 − t2 ≥ t23 2 ≤ t23 ≤ 3
t4 − t3 ≥ t34 3 ≤ t34 ≤ 4
t5 − t3 ≥ t35 3 ≤ t35 ≤ 5
t6 − t4 ≥ t46 3 ≤ t46 ≤ 6
t6 − t5 ≥ t56 2 ≤ t56 ≤ 5
t7 − t6 ≥ t67 4 ≤ t67 ≤ 5
The optimal solution is t1 = 0, t2 = 5, t3 = 8, t4 = 11, t5 = 13, t6 = 17, t7 = 21, t13 = 8, t12 = 5, t23 = 3,
t34 = 3, t35 = 5, t46 = 6, t50 = 4, t67 = 4. So, F ∗ = $121.00 where all the nodes are critical activities with the
optimal solution. Activity A is crashed 2 days, and activities D, G, H are crashed 1 day.
6.6 Activity on the Node Networks
For the examples, see page 287 of the text book. Most text books do not cover Activity on the Node Network,
but our’s does.
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Figure 6.28: An example of transforming a given network so that all the lower bounds are zero.
Figure 6.29: An example of subtracting the lower bound from both the upper and lower bounds.
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Figure 6.30: The oil refinery example in the text book.
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Figure 6.31: The hospital example.
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Figure 6.32: Shows the rules for labeling relationships for activities on the arc networks.
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Figure 6.33: A network example with dummy activities on the arcs.
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Figure 6.34: Two examples of drawing the same network. The network on the bottom is the better of the
two.
6.6. ACTIVITY ON THE NODE NETWORKS 353
Figure 6.35: Another example of labeling arcs and nodes.
Figure 6.36: A network showing the courses and semesters.
Figure 6.37: Less than desirable node numbering.
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Figure 6.38: A better node numbering scheme.
Figure 6.39: Example of a Critical Path Problem
Figure 6.40: Determining the Critical Path
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Figure 6.41: A Time Chart.
Figure 6.42: Trade oÿs between crash costs and overhead costs.
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Figure 6.43: Two critical paths.
Figure 6.44: Do not crash job A.
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Figure 6.45: Two possible jobs to crash.
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Figure 6.46: Activity on the node example.
Suppose there are significant advantages to having the activities represented as nodes. So, arcs now repre-
sent the precedence relationships, and you can omit the dummy arcs — no longer need them. See Figure 6.46.
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Figure 6.47: The pipe line example with activities on the arcs.
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Figure 6.48: The pipe line example with activities on the nodes.
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Activities A, and B must preceed activity C. Activity C must preceed D, and activity C must preceed E.
Each activity will ha a start time and a finish time. To construct the networks, add a dummy ”source” or
start and ”destination” or finish node.
See page 287 of the text book for the pipeline example;e. In a chemical processing plant, a reactor and
storage tank are connected by a 3” insulated process line. Because of erosion, the line needs to be replaced
periodically. Along the line, and at the terminal are valves that also need to be replaced. Problems create a
time table for periodic maintenance — activities, ordering pipes, give notice of shut down, etc. Figure 6.47
shows the activity on the arc network. Figure 6.48 shows the activity on the node representation.
A note on float: There is an implicit assumption in the total float computation that all of the predecessor
activities (at least of these having any relevance to the activity under consideration) must be completed as
early as possible; and that all the successor activities are forced to be accomplished as late as possible to
realize the total float for one activity. In other words, the total float assumes that no activity takes longer
than planned. Hence, in practice, it is generally impossible for each activity to realize it total float since the
total float for one activity is closely correlated with the total float of other activities. For example, activity
C can exercise its 3 units of total float only by causing activities E, I and J to haven none. Whereas, our
float calculations had allocated E, I, and J 3 units of float.
6.7 PERT
The Program Evaluation and Review (PERT) technique is related to the CPM. The CPM includes no no-
tation of probability. It assumes that job times are linear, but can be decreased somewhat at a linear cost.
However, in may projects, such as research and development projects, activities have never been done before.
Hence, prior experience cannot provide a value for the activities duration. PERT takes explicity account of
un-certainties in an activity’s duration. For a PERT activity, the user must furnish a most possible time
(denoted byM ) and an optimistic time (denoted by a), and a pessimistic time (denoted by b). These should
be chosen so that the probability that the activities’ duration falls outside [a, b] is very small. Consider the
beta distribution where M,µ ∈ [a, b], and M falls to the left of µ. µ represents the average activity time and
may be approximated by
µ = a+ 4M + b6
for the beta distribution. The variance of the job time depends on how close a and b are to each other. For
most uni-model distributions, the end values lie with in 3 standard deviations from the mean value (as an
example, think of the normal distribution). Thus, the spread (or deviation) of the distribution is at 6 times
the standard deviation θ. Thus, 6θ = b − a or θ = b−a6 . Thus, θ2 =
 b−a
6
2 is the variance of the job time.
Thus, PERT requires the activity network and estimates m, a, and b for each activity. Then, the average
time µ is found for each activity. Using the average time as actual times, then find the critical path. The
duration of the project (T ) is the sum of all job times in the critical path. What about the activities that are
not on the critical path? You could expect them to overlap with a completely diÿerent critical path in the
end. This is one of the criticism of PERT. Since the job times themselves are random variables, T is also a
random variable. So we can find the mean, µ, and variance θ2 of T. The expected length of the project is the
sum of all the average times of the jobs in the critical path. Similarly, the variance of the project duration
is the sum of all the variances of the jobs in the critical path. This assumes independence, which may not
always be true. For example, weather aÿect a lot of activities for a builder — dependence.
Example: Consider a project consisting of 9 jobs (A, B, ..., I) with the following precedence relations and
time estimates.
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Job Pred Opt Most Prob Pessissimistic
Time (a) Time (M) Time (b)
A − 2 5 8
B A 6 9 12
C A 6 7 8
D B,C 1 4 7
E A 8 8 8
F D,E 5 14 17
G C 3 12 21
H F,C 3 6 9
I H 5 8 11
Using the formulas for µ and θ2 in the beta distribution, we obtain the following table.
Job µ θ θ2
A 5 1 1
B 9 1 1
C 7 13 19
D 4 1 1
E 8 0 0
F 13 2 4
G 12 3 9
H 6 1 1
I 8 1 1
6.7.1 Critical Path Method
There is a flaw in PERT. Once we have found the CP, we ignore all other paths. It is bad to assume this
since we are dealing with averages. There may be a non-CP that has the time close to the critical time, since
it’s time is probabilistic. It may be in fact completed below the mean time and consequently start it’s own
CP which we overlooked. Consider the critical jobs A, B, D, F, H, and I in Figure 6.49. Letting T denote the
project duration, E(T ) is the sum of the expected times on a critical path. E(T ) = 5+9+4+13+6+8 = 45
days. The variance of the project duration is V ar(T ) = 1+1+ 1+4+ 1+1 = 9( add all the CP variances).
θ(T ) =

V ar(T ) =
√
9 = 3.
Probabilities of Completing the Project
The project length T is the sum of all the job times on the critical path. PERT assumes that all the job
times are iid. Under these assumptions, by the Central Limit Theorem T has a normal distribution with a
mean of E(T ) and a variance of V ar(T ).
Central Limit Theorem. Let x1, x2, ..., xn be iid random variables. Then, for large n the sum of the
random variables sn = x1 + x2 + · · ·+ xn is normally distributed with a mean
n
i=1E(xi) and a variancen
i=1 V ar(xi). For the PERT method, the independence assumption is shoody enough! And identically
distributed is ridiculous! And also, for ”large n” means that n > 30. Many projects have less than 30 jobs.
In our example, T is normally distributed with a mean of 45 and a standard deviation of 3. The assumptions
that we have made so far are:
• The activity times have a Beta distribution.
• The activity times are independent.
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Figure 6.49: The Critical Path Method
• The activity times are identically distributed.
• There are enough activities in the CP that the Central Limit Theorem holds true.
• The CP remains unchanged despite the variability in the activity times.
See Figure 6.50 (note that the curve is not drawn quite right, RLG). Under these assumptions, we can an-
swer some probability questions. For example, for any normal distribution, the probability that the random
variable T lies with in one standard deviation from the mean of 0.68. There is a 68% chance that the project
duration will lie with in [42, 48]. Similarly, there is a 99% chance that T will lie with in 3θ, i.e. 36 and 54.
Figure 6.50: The normal distribution (note curve is not as symmetric as it should be).
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We can calculate the probabilities of meeting specific deadlines. For example, P (T ≤ 50), T ∼ N (45, 9).
Letting z = T−E(T )σ(T ) , z ∼ N (0, 1). Then,
P (T ≤ 50) = P

z ≤ 50− 453

= P (z ≤ 1.67) = 0.95.
P (T ≤ 41) = P

z ≤ 41− 453

= P (z ≤ −1.33) = 0.09.
So the chance of completing the project four days early is 9%.
6.7.2 Diculties with PERT
Some of the diculties with PERT include:
• Activity durations are not really iid.
• Activity durations may not follow the beta distribution.
• The assumption that the CP found by CPM will always be the critical path for a project may not be
justified. (This is a serious diculty).
See Figure 6.51 for this example.
Figure 6.51: An example of a PERT model
a b m
A 1 9 5
B 6 14 10
C 5 7 6
D 7 9 8
There is more variability with A and B, and less variability with C and D. So in reality, we could have C is
6, D is 8, A is 4, and B is 9. Then, C +D = 14, and A+ B = 13 A and B is not the critical path anymore.
If we assume that the durations of the paths are independent random variables, then it can be shown that
there is a chance that A and B is not a critical path.
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Path Probability
Being Critical
A,B 1027
C,D 1527
A,B and C,D 227
The probabilities that an activity will be critical are given in the following table.
Activity Probability
A 1727
B 1727
C 1227
D 1227
6.7.3 Alternative to PERT
One can use Monte Carlo simulation. In this alternative, we can drop all of those unrealistic assumptions.
Up to now, for generalized networks, we have assumed that:
1. All activities preceeding an event must be completed before any activities emulating fro the event could
be performed.
2. All activities in the project must be performed.
But sometimes we want to model a situation where any of a number of activities is sucient to begin the
next activity. Some examples of where (1) does not hold are:
• Any one of several causes is the prerequisite for another cause.
• Arrival of any of a number of expected checks (paycheck, box check, etc) will enable you to begin
shopping.
• Success of any one of the several grant proposals would suce to finance a research project.
Some examples of where item (2) in the generalized project network list does not hold true include:
• Elective courses in the curriculum.
• A milling job may have to go through 1, 2, or 3 drilling’s depending on the result of the quality controls.
• The choice of advertising depends on the results of the surveys.
Generalized networks allow these problems to be modeled. Project networks have only one type of vertex,
event vertices. Generalized networks have several types of vertices called decision boxes. There are three
diÿerent conditions can be placed on the activities entering the decision box.
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1. ’AND’ Input: all activities entering the decision box must be performed before the decision box is
considered completed.
2. Inclusive Input: at least one activity entering the decision box must be performed before the decision
box is considered complete.
3. Exclusive Input: exactly one of the activities entering the decision box must be performed before the
decision box is considered complete.
In addition, two diÿerent conditions can be placed on the activities’ emulating from a decision box.
1. Deterministic Output: all activities emulating from the decision box are to be performed once the
decision box has been completed.
2. Probabilistic Output: exactly one of the activities emulating from the decision box is performed after
the decision box has been completed, according to a probability distribution.
So, there are 3× 2 = 6 shapes in the network instead of just the O’s with PERT and CPM. See Figure 6.52.
Figure 6.52: Shapes used in generalized networks.
Basically, the input is the first half of the symbol, and the output is the second half of the symbol. So,
’AND’ is denoted by (, ) and is deterministic. Inclusion is denoted by <,> and is probabilistic. Exclusion
is denoted by | < . Put those three symbols together in all combinations and you will get the six symbols in
Figure 6.52.
In a project network, a time t(x, y) was specified for each activity (x, y). In a generalized activity network,
both a time t(x, y) and a probability p(x, y) must be specified for each activity (x, y). p(x, y) is the probabil-
ity that activity (x, y) will actually be performed once the decision box x has been reached. If the decision
box x has a deterministic output, then p(x, y) must equal to 1 and the activity x, y) is certainly performed.
Moreover, the sum of the probabilities of the activities emanating from a probabilistic decision box must
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Figure 6.53: Examples
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equal 1.
Example: Consider the network in Figure 6.54. On some generalized project networks, you always finish
the project! Consider arcs (2, 5) and (3, 5). We will skip node 4, but that’s ok! Not all nodes are passed
through. Not that you can never get to node 5. For another example, we may never get past node 4 because
(2, 4) and (3, 4) both cannot go into node 4.
Figure 6.54: Example of a generalized project network.
Example: A journal welcomes contributions from would-be authors. Upon receipt of a manuscript, the
magazine simultaneously submits it to two referees. A referee may say ”reject,” ”accept” or ”undecided”
with respective probabilities 0.50, 0.40 and 0.10. If at least one referee says ”reject” then the manuscript is
rejected. If both referees say ”accept” then the manuscript is accepted. Otherwise the article is sent to a
third referee. See Figure 6.55. One variation of the above example supposes that the editor does not send the
manuscript to the second referee unless the first referee thinks an acceptance or undecided verdict will result.
In a project network, all events are eventually reached — it is merely a matter of time. The same is not
necessarily true for a generalized project network. In our example, observe either accept, reject, or the third
referee will be reached. It can also happen that the project will terminate, not with a decision box, but with
an activity. For example, in our simplest general network, if both (2,4) and (3,4) are performed, then the
project ends without reaching decision box 4. However, this can occur only if exclusive input decision box’s
are present in the network.
In a generalized project network, not all arcs will be traveled and there may be a variety of possible terminal
nodes. The project manager will want to know the probability that any decision box will in fact be reached
and that any activity will in fact be performed. Moreover we wish to know the expected time at which a
decision box will be reached (if it is reached at all).
Contrast with PERT: In PERT, the actual time is required to perform an activity was random. But, we
were certain that the activity would sooner or later be performed. In a generalized network, the opposite
occurs. The time required to perform an activity is assumed to be a known constant, but the activities that
are performed are randomly selected.
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Figure 6.55: Example of the referee problem.
6.7.4 Solving a Generalized Network
These problems and expected times are not easy to calculate. The diculty is because of the presence of
probabilistic decision boxes. Only one of the set of activities emulating from a probabilistic output deci-
sion box may occur. Hence, the probabilities of actually completing activities and decision boxes following
a probabilistic output decision box are not statistically independent. Therefore, we cannot use the usual
probability rules.
Figure 6.56: The generalized network where node 4 is never reached.
For example, consider the generalized network in Figure 6.56. We can never reach node 4, because only one
path comes out of decision box 1. Both activities (2,4) and (3,4) must be performed before decision box 4
is reached. There is a 0.60× 0.50 = 0.30 probability that (2,4) is performed. There is a 0.40× 0.40 = 0.16
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probability that (3,4) is performed. So what is the probability that decision box 4 is reached? It’s not
0.30 + 0.16 because if two events are statistically independent, knowing that one has occured does not
change the probability that the other has occurred. So, P (A|B) = P (A) and P (A ∩B) = P (A)P (B). But,
we do not have statistical independence here! The lack of statistical independence for activity probabilities
leaves large networks virtually untraceable. Even if the definition of the probabilistic output decision box
were changed so that any number of activities could emanate from it, the same computational diculties
would arise. Another serious diculty is the presence of cycles. For example, an activity might have to
be repeated until it is performed correctly. Such as a required course in a university program. Thus, the
calculations become even more complex.
6.7.5 Complex GPN Calculations
How do we deal with GPN when the calculations become complex?
1. Use Markov chain networks. See Figure 6.57.
Figure 6.57: Markov chain example.
2. Use simulation.
6.8 Homework and Answers
There are 100 points in this problem set. Do your own work without consulting with others. Careful partial
credit will be given — show all work except trivial arithmetic.
1. Find the minimum cost production schedule to meet demands in the next 4 periods. Draw a shortest
path network and solve using Dijkstra’s algorithm.
Period 1 2 3 4
Set-up 50 100 50 70
Demand 60 100 140 200
Unit prod. cost 7 7 8 7
Unit hold. cost 1 1 2 2
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The cost of successive periods is calculated as follow:
Cij = DiPi + Si.
Notice there is no holding cost in that equation. Holding costs occur when demand is satisfied by
producing in a previous period. As an example, suppose demand is met in periods 1, 2, 3 by producing
everything in period 1. Then, the cost is calculated as follow:
C14 = Si + Pi(D1 +D2 +D3) +Hi(D2 +D3) +Hi+1(D3) =
50(7)(300) + 1(240) + 1(140) = 2530.
Other costs are obtained in a similar way.
In the network diagram, let each node represent a period. Let each arc represent the cost Cij from
going from node i to node j. Applying Dijkstra’s algorithm results in a minimum cost of $3860. The
optimal path thru the network is 1→ 2→ 4→ t. It makes sense that period 3 has been left out of the
minimum path. There is a higher production cost in period 3. It is more economical to produce the
demand in period 3 in period 2. Note that the holding cost in period 4 was never used since we had
no information about demand in period 5. A trace follows.
Step 1:
d(1) = 0; d(i) =∞, i = 1, ..., 4, t.
Step 2:
d(2) = min(∞, 470) = 470.
d(3) = min(∞, 1270) = 1270.
d(4) = min(∞, 2530) = 2530.
d(t) = min(∞, 4730) = 4730.
Therefore, make d(2) permanent.
d(3) = min(1270, 470+ 800) = 1270.
d(4) = min(2530, 470+ 1920) = 2390.
d(t) = min(4730, 470+ 3920) = 4390.
Therefore, make d(3) permanent.
d(4) = min(2390, 1270+ 1170) = 2390.
d(t) = min(4390, 2390+ 1470) = 3860.
Therefore make d(4) permanent and make d(t) permanent.
2. Suppose a message is to be sent between two nodes of a communication network. Assume that the
individual communication links(edges) operate independently with a known set of probabilities. What
path between the two nodes has the maximum reliability, that is, probability that all of its edges
are operative? Show how to formulate this problem as a shortest path problem and apply it to the
following network(careful, shortest route problem minimizes a sum). See Figure 6.58.
What if the numbers on the arcs had represented probability of failure instead of probability of suc-
cessful transmission? Explain how this will change the problem solution method.
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Figure 6.58: Communication Network
3. See Figure 6.59. A hotel manager must make reservations for the bridal suite for the coming month.
The hotel has received a variety of reservation request’s for various combinations of arrival and depar-
ture days. Each reservation would earn a diÿerent amount of revenue for the hotel due to a variety of
rates for students, employees, airline personnel, etc. How can the Dijkstra algorithm be used to find
the best way to schedule the bridal suite with maximum profits to the hotel?
Draw a network for the month of June. Explain what the nodes represent and what the costs are and
how they are computed. Make up a simple numerical example for the first 4 days of June to illustrate
the idea.
• A hotel manager receives request’s for reservations of the bridal suite for the coming month. The
reservations are varied with diÿerent combinations of arrival and departure days. Each reserva-
tion would earn a diÿerent amount of revenue for the hotel due to a variety of rates for students,
employees, airline personnel, etc. How can Dijkstra’s algorithm be used to find the best way to
schedule the bridal suite i-th maximum profits to the hotel?
Each node n has n − 1 arcs coming into it. Each node represents a day in June, while each arc
(i, j) represents the profit made by the hotel for a person staying in the bridal suite arriving day
i and leaving day j. This is why each node n has n − 1 arcs coming into it, to incorporate all
possible reservation patterns. Also, the first day of July must be included in the network because
allowances have to be made for someone staying thru the last day(i.e. leaving on the first day of
July). This would still count in June’s figures. That node also allows for someone to arrive on
the 30-th of June and leave the next day, which is relevant for June’s reservations, not July’s.
Cost presentation: Each arc (i, j) represents the best(i.e. the maximum) profit available to the
hotel of all reservations in which arrivals occur on day i and departures on day j. P rofit =
Revenue − Costs. Total Revenue is the room rate multiplied by the number of nights staying.
Then, total costs are (room rate times applicable discount plus operating costs) times the number
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of nights staying. Therefore, profit for arriving on day i and departing on day j is
Pij = Rij − cij = rij(j − 1) − (rijdα + kij)(j − i) = (j − i)[rij − rijdα − kij].
• The table below is a list of the reservation request’s for the first 4 days.
By Whom 1-2 1-3 1-4 1-5 2-3 2-4 2-5 3-4 3-5 4-5
Business 1 0 0 0 1 1 0 0 0 0
Student 1 1 0 0 0 1 0 1 1 0
Employee 0 1 1 0 0 0 0 0 0 1
Let the regular room rate be $100 per night with a constant operating cost of $1 per night. The
discounts are 10% for students, 7% for employees, and 5% for businesses. According to the re-
quested reservations, room rates, and discounts, the profit table looks like the following:
By Whom 1-2 1-3 1-4 1-5 2-3 2-4 2-5 3-4 3-5 4-5
Business $94 0 0 0 $94 $188 0 0 0 0
Student $89 $178 0 0 0 $178 0 $89 $178 0
Employee 0 $184 $276 0 0 0 0 0 0 $92
Column Max $94 $184 $276 0 $94 $188 0 $89 $178 $92
Choose the maximum possible profit for staying from day i to day j to be the arc profit for (i, j).
To find the reservation schedule that will maximize profit, use Dijkstra’s algorithm. However, the
arc costs must be adjusted in order to minimize in Dijkstra’s algorithm. Since 276 is the largest
arc cost, subtract all the remaining arc costs from that and relabel the network.
Step/Node 1 2 3 4 5
0 0 ∞ ∞ ∞ ∞
1 0 182 92 0 276
2 0 182 92 0 184
3 0 182 92 0 184
4 0 182 92 0 184
• The path that yields the minimum cost of the altered network is found by working backwards
thru the network. Arc (i, j) is the path if γj = γi + cij. So, from 5 to 4:
δ4 + c45 = 0 + 184 = δ5.
δ3 + c35 = 92 + 98 = δ5.
δ2 + c25 = 182 + 276 = δ5.
δ1 + c15 = 0 + 276 = δ5.
From 5 to 4 to 1:
δ3 + c34 = 92 + 187 = δ4.
δ2 + c24 = 182 + 88 = δ4.
δ1 + c14 = 0 + 0 = 0 = δ4.
According to Dijkstra’s algorithm, the shortest path thru the network is 1 to 4 to 5. This yields
a profit of $276 + $92 = $368. This answer can be interpreted in the following manner: the ho-
tel manager should rent the room to employee #1 who requested to stay from day 1 to day 4
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with a profit of $276. Then, the hotel manager should rent the room to employee #2 who re-
quested to stay from day 4 to day 5 with a profit of $92. This schedule yields a total profit of $368.
NOTE: Just by looking at the network, it seems that a better, more profitable solution would
be the path 1–2–4–5, which yields a profit of $374. I have tried to determine the error in my
formulation, but I don’t really know why it did not work...Paige Burger.
4. Consider the following network in Figure 6.59:
✒✑
✓✏
1
✁✁
✁✁
✁✁✕2
❆❆❆❆❆❆
2
✲
6
✒✑
✓✏
2
✻
1 1
✲
3
✁✁✁✁✁✁☛
✒✑
✓✏
4 ✲
1
✒✑
✓✏
3
❆❆❆❆❆❆
3
✛
4
❆❆
❆❆
❆❆❑1
✒✑
✓✏
5
✁✁
✁✁
✁✁✕ 2
✛ 3
✁✁✁✁✁✁☛
1
✒✑
✓✏
6
Figure 6.59: A Network
Find the minimum cost path from 1 to 6 using Dijkstra’s algorithm.
5. Problem 6, p385 in Hillier and Lieberman. HINT: Let node (i, j) denote phase i being completed with
j left to spend. You will have 3 nodes for phase I, i.e. (1,27), (1,24), and (1,21), depending on your
decision of how much to spend. On phases 2 thru 4, there will be 4 nodes for each phase, for a total
of 17 nodes including a beginning (0,30) node and a terminal node T. Arc costs are t(i,j),(i+1,k) repre-
senting the time taken to complete phase i+1 if (j−k) million dollars is spent. This data is in the table.
Solution: In this problem we were asked to minimize the time needed to complete the development of
a new product in 4 non-overlapping phases. We were given a budget of $30 million to complete the 4
phases. Each node in the network corresponds to money left over after spending money in a particular
phase. The arcs represent times needed to complete a phase at a certain pace. There are 3 paces of
work that could be completed. 1) normal, 2) priority, and 3) crash. A crash pace is usually the fastest
but requires the most money. We are asked in the problem to apply the algorithm in Section 10.3 of
the Hillier book. The algorithm sounded like Dijkstra’s algorithm. Only the authors forgot to mention
marking all the nodes with infinity. So, I decided to apply Dijkstra’s algorithm as we know it. The
results are on the next few pages. See Figure 6.60 and Figure 6.61.
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Figure 6.60: The network showing the 4 phases of the problem.
Step 1: d(1) = 0, d(i) =∞, i ∈ N.
Step 2:
d(1, 21) = min(∞, 2) = 2,
d(1, 24) = min(∞, 4) = 4,
d(1, 27) = min(∞, 5) = 5.
Therefore, make d(1, 21) permanent.
d(2, 15) = min(∞, 2 + 3) = 5,
d(2, 12) = min(∞, 2 + 2) = 4.
Therefore, make d(2, 12) permanent. Therefore, make d(1, 24) permanent.
d(2, 18) = min(∞, 4 + 3) = 7,
d(2, 15) = min(5, 4 + 2) = 5,
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d(3, 3) = min(∞, 4 + 5) = 9.
Therefore, make (2, 15) permanent and make (1, 27) permanent.
d(2, 21) = min(∞, 8) = 8,
d(2, 18) = min(7, 5 + 2) = 7,
d(3, 6) = min(∞, 5 + 5) = 10,
d(3, 3) = min(9, 5 + 3) = 8.
Therefore, make (2, 18) permanent.
d(3, 9) = min(∞, 7 + 5) = 12,
d(3, 6) = min(10, 7 + 3) = 10.
Therefore, make (d(3, 6) and d(4, 0) permanent.
d(t) = min(∞, 10 + 0) = 10,
d(4, 3) = min(∞, 10 + 2) = 12.
Therefore, make d(t) permanent.
Figure 6.61: The solution to the network with the 4 phases of the problem.
The minimal path is given in Figure 6.61. The total minimum time is 10 at a cost of $30 million. The
optimal policy to pursue, within budget, would be to do work at the crash pace in phase I, a priority
pace in phase II and a crash pace in phases III and IV.
6. In the communication network seen in Figure 6.62, the number adjacent to each node indicates the
average delay in sending a message on any arc leaving the node. The time required for a message to
traverse any arc is essentially zero. Use Dijkstra’s algorithm to find the minimum time path for node
1 to node 7.
Solution: In this problem we are given a communication network and asked to find the shortest path
using Dijkstra’s algorithm. The cost (time) of traversing a node is computed when the message leaves
that node. There is essentially no cost of traversing an arc. The shortest path represents the minimal
time to send a message through the network. The following list is a trace of Dijkstra’s algorithm.
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Figure 6.62: Communication Network
Step 1: d(1) = 0, d(i) =∞, i = 2, 3, ..., 7.
Step 2:
d(2) = min{∞, 3} = 3,
d(3) = min{∞, 2} = 2.
Make d(3) permanent.
d(6) = min{∞, 2 + 5} = 7,
d(5) = min{∞, 3} = 3.
Make d(2) permanent.
d(5) = min{3, 4} = 3,
d(4) = min{∞, 3 + 2} = 5.
Make d(5) permanent.
d(7) = min{∞, 3 + 0} = 3.
Make d(7) permanent. See Figure 6.63.
Therefore, the minimum path from node 1 to node 7 is 2 + 1 + 0 = 3.
7. Routing of trac often includes delays at intersections or “turn penalties.” For example, in the network
in Figure 6.64, every turn incurs a penalty of 3 in addition to the travel times on the arc.
Solve as a shortest route problem.
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Figure 6.63: The solution to the communications network problem.
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Figure 6.64: Trac Flow
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8. Let the numbers on the network in problem 2 represent distances rather than probabilities and find
the minimum spanning tree.
In this problem, we were given the network diagram in Question 2 and asked to find the minimal
spanning tree. The arcs in the graph represent distances. To find the MST, we can start at any node.
Simply choose the smallest arc incident to the chosen node. Every time a node is added to the MST,
follow the same procedure for the other known nodes by choosing the smallest distance. The proce-
dure stops when every node in the network is in the MST. The trace of the procedure: 1–3, 1–3–6,
1–3–6–7, 1–3–6–7–5, 1–3–6–7–5–2, 1–3–6–7–5–2 and 5–4. The minimal spanning tree is the sum of
0.7 + 0.7 + 0.5 + 0.4 + 0.5 + 0.8 = 3.6
6.9 Maximum Flow Problems
1. Site selection. See Figure 6.10 on page 326. Select sites for an electronic message transmission system.
The costs ci of establishing site i and revenue rij if i, j are both selected. The objective is to select
sites to maximize net profits. How can we model this as a max flow problem? How can we include
fixed costs on the network? When the network flow is reconfigured, to maximize net profits, we need
to find the minimum capacity cut between s and t. See Figure 6.65.
2. Computer wiring. A computer interface consists of several modules. On each module are located several
pins. A given subset of pins has to be interconnected by wires. Because of the possible modifications
and corrections and of the small size of the pin, at most 2 wires can be attached to any pin. In order
to avoid signal cross talk and to improve the ease and neatness of wire ability, the total wire length
must be minimized.
3. Circuit board drilling. Metalica is a Greek manufacturer of printer circuit boards(PCB). Holes must
be drilled in the PCB’s at locations that correspond to pins where electronic components will later
be soldered on the board. A typical PCB might have 500 pin placements. Most of the drilling
is performed by programmable machines. Finding the optimal drilling sequence is a TSP(traveling
salesman problem). By solving TSP problems for PCB’s on a personal computer, Metalica reduced
the time required to drill boards by 30%.
4. Order picking in a warehouse.
6.9.1 Branch and Bound
Example: A symmetric matrix problem.
1 2 3 4 5
1 — 3 7 6 2
2 4 — 11 9 6
3 3 6 — 1 5
4 5 5 3 — 4
5 6 2 7 6 —
1–3–4–5–2–1 with a distance of 18 is the answer. Greedy heuristic (1, 5), (5, 2), (2, 4), (4, 3), (3, 1) = 19.
z∗ ≤ 19, z∗ is optimal. The lower bound(but not optimal) is found by MST on a symmetric matrix. The
general idea of branch and bound:
1. Solve a relaxation of the TSP. If solution is a feasible tour, stop. It must be optimal. If solution is not
a tour, then it is a lower bound. At least one of the arcs in this solution which cause the in-feasibility
cannot be included in the optimal solution.
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Figure 6.65: The site selection problem as a max flow problem.
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2. Solve a problem in which one of these arcs is forced out of the tour. The objective function cannot
decrease, so will have a new higher lower bound.
3. If the value of the new lower bound is a least as large as the value of any known feasible tour, we need
not consider restricting any more arcs.
4. Repeat process of restrict ability arcs until we find a better feasible tour or prove that no further
restrictions can be better.
6.10 Examples: TSP, Branch and Bound
These are examples of the salesman problem.
1. Computer wiring. A computer interface consists of several modules. On each module are located several
pins. A given subset of pons has to be interconnected by wires. Because of the possible modifications
and corrections and of the small size of the pin, at most two wires can be attached to any pin. In order
to avoid signal cross talk and to improve the ease and neatness of wire ability, the total wire length
must be minimized.
2. Circuit board drilling. Metalica is a Greek manufacturer of printer circuit board (PCB). Holes must
be drilled in the PCB’s at locations that correspond to pins where electronic components will later
be soldered on the board. A typical PCB might have 500 pin placements. Most of the drilling is
performed by programmable machines. Finding the optimal drilling sequence is a TSP. By solving the
TSP problems for PCB’s on a personal computer, Metalica reduced the time required to drill boards
by 30%.
3. Order picking in a warehouse. Note: on the TSP problem, we can never travel through the same point
twice.
Let’s use the optimum solution technique, branch and bound. Consider the example of an asymmetric
matrix problem in the table below.
1 2 3 4 5
1 — 3 7 6 2
2 4 — 11 9 6
3 3 6 — 1 5
4 5 5 3 — 4
5 6 2 7 6 —
Answer: 1-3-4-5-2-1 with a distribution of 18. The greedy heuristic algorithm went through the
following (1, 5), (5, 2), (2, 4), (4,3), (3,1) = 19. z∗ ≤ 19, z∗ is optimal. The lower bound (but not
optimal) is found by MST on a symmetric matrix.
The general idea of the branch and bound algorithm is:
1. Solve a relaxation of the TSP. If the solution is a feasible tour, stop. It must be optimal. If the
solution is not a tour, then it is a lower bound. At least one of the arcs in this solution which causes
the in-feasibility cannot be included in the optimal solution.
2. Solve a problem in which one of these arcs is forced out of the tour. The objective function cannot
decrease, so will have a new higher lower bound.
3. If the value of the new lower bound is at least as large as the value of any known feasible tour, we need
not consider restricting any more arcs.
4. Repeat the process of restrict ability arcs until we find a better feasible tour or prove that no further
restrictions can be better.
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Example: Solve the following assignment problem.
min z = 3x12 + 7x13 + 6x14 + 2x15
s.t.

xij = 1, ∀i
s.t.

xij = 1, ∀j
Solution: Consider the two sub-tours: 1-5-2-1, and 3-4-3, z = 12. At least one of these arc’s will not be in
the optimal tour. See Figure 6.66 for a branch and bound tree.
Figure 6.66: A branch and bound tree
Example: Setting the cost of (1, 5) = 99, 999 yields the path 2-3-4-5-2-1 with z = 18. This solution is
feasible. Are we done? This solution is an upper bound. We now know 12 < z∗ ≤ 18.We now exclude (5,2).
Solution 1-2-5-1, 4-3-4, z = 19. This solution is infeasible and z > 18. So abandon arc (2,1). Result: 5-1-2-5,
4-3-4, z = 19. Same for exclude (3, 4). Now exclude (4,3) to get 1-3-4-5-2-1. This solution must be optimal
(same as before z = 18.) If we had found a node with a lower bound smaller than the best known upper
bound, we would have had to continue branching by excluding more arcs until we either had found a better
tour or proved we cannot. Note that a good lower bound from a known feasible solution is very helpful.
6.11 Minimum Cost Network Flow Problem
Consider production scheduling as a minimum cost network flow problem (MCNFP). Polyester fiber is used
in manufacturing a textile fabric. An initial inventory of 10 unites is on hand. The maximum inventory
capacity is 20 units. An inventory of 8 units is required at the end of the next 4 month planning period. The
current price of the fiber is $6.00 per unit, but its is expected to increase by 1 each month. The unit cost of
keeping an inventory in stock is $0.25 per unit per month. Demands are 12, 19, 15, 20 in the next 4 months.
Production varies from 14 to 18 units each month. Let the network arc parameters be (Lij, Uij, cij). This is
drawn as an MCNFP in Figure 6.67.
Example: Consider the traveling salesman problem in Figure 6.68. The driving time (in minutes) between
locations is
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Figure 6.67: Production scheduling as an MCNFP problem.
1 2 3 4 5 6 7
1 − 35 20 25 40 30 35
2 35 − 15 50 45 65 70
3 20 15 − 25 45 50 55
4 25 50 25 − 65 45 40
5 40 45 45 65 − 35 45
6 30 65 50 45 35 − 10
7 35 70 55 40 45 10 −
where the columns are interpreted as ’driving to’ and the rows are interpreted as ’driving from.’ Using the
nearest neighbor technique, scan the table; find two locations closest to each other, and connect them. Cross
out the columns and rows based on this idea until you have a feasible solution. Choose T (7, 6). There-
fore, the van drives from 7 to 6. Cross out row 7 and column 6 and element (6, 7). Choose T (2, 3). Then
T (3, 1), 3→ 2→ 1, and 7→ 6, 6→ 5. The final solution to the problem is 1→ 4→ 7→ 6→ 5→ 2→ 3→ 1,
and the total length is 190. With this approach, continually look for cycles. See Figure 6.69.
Now try the nearest neighbor technique on our other example (non-symmetric).
1 2 3 4 5
1 − 3 7 6 2
2 4 − 1 9 6
3 2 6 − 1 5
4 5 5 3 − 4
5 6 2 7 6 −
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Figure 6.68: Traveling salesman problem as an MCNFP.
A variation of this technique is after choosing (i, j) only look at the j-th row; choose (j, k). No sub-cycle
problem. (3, 4), (4, 5), (5, 2), (2,1), (1,3). 1+4+2+4+7 = 18 is the optimal solution, but is not guaranteed.
Another possible heuristic technique is called the cheapest insertion heuristic. Consider the graph in Figure
6.70.
k = cik + cjk − cij is the net cost of eliminating (i, j) and adding (k, j) to the cycle. Begin at any city;
choose its nearest neighbor. Create a sub-tour joining here two cities. Replace an arc in the sub-tour by
the combination of two arcs (i, j). (i, j) becomes (i, k) and (k, j) where k is chosen to increase the cost by
the smallest amount. At each step the net increase is cik + ckj − cij. Continue until a tour is found. This
heuristic involves much more work that the nearest neighbor heuristic.
6.12 Homework and Answers
The names Joan, Jen Mauger and Paige Burger appear as group members in my notes. I don’t remember
Joan’s last name, as I am typesetting these notes in 2006 (memory failure).
Since this problem set covers a month of material, it is worth 150 points, not 100. The last two problem
sets will be worth only 75 points each or else we will combine them into another 150 point problem set, for
a total of four. Ground rules are the same. Be sure to explain your assumptions and your answers.
1. (a) Find a lower bound (infeasible) solution using the assignment problem Hungarian algorithm and
a feasible upper bound using the nearest neighbor heuristic, for the traveling salesman problem.
Solution: The problem given was to find an infeasible lower bound and a feasible upper bound to
a matrix of distances. The infeasible lower bound was determined using the Hungarian algorithm,
and the feasible upper bound was determined with the nearest neighbor heuristic. The distance
matrix is as follow:
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Figure 6.69: The traveling salesman solution.
1 2 3 4 5 6
1 — 27 43 16 30 26
2 7 — 16 1 30 25
3 20 13 — 35 6 0
4 21 16 25 — 18 18
5 12 46 27 48 — 5
6 23 5 5 9 5 —
The feasible upper bound is 70 which has the following tour: (3, 6), (2, 4), (6, 5), (5, 1), (1, 2),
(4, 3), 0+ 1+ 5+ 12 + 27+ 25 = 70. The infeasible lower bound is as follow:
c =


− 27 43 16 30 26
7 − 16 1 30 25
20 13 − 35 5 0
21 16 25 − 18 18
12 46 27 48 − 5
23 5 5 9 5 −


16, 1, 5, 16,5, 5.


− 11 27 0 14 10
6 − 15 0 29 24
15 8 − 30 0 0
5 0 9 − 2 2
7 41 22 43 − 0
18 0 0 4 0 −


Consider rows 1, 2, 4, 5. Consider column 3. No complete assignment done. Rows of zeroes: 1,
1, 2, 1, 1, 3. Column of zeroes: 0, 2, 1, 2, 2, 2. The minimum uncovered value is 2.
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Figure 6.70: Cheapest insertion heuristic.


− 9 25 0 12 8
4 − 13 0 27 22
13 10 − 32 0 0
3 0 7 − 0 0
5 39 20 41 − 0
16 0 0 6 0 −


Consider rows 1, 2, 4. Consider column 3. Rows of zeroes: 1, 1, 2, 3, 1, 3. Column of zeroes: 0,
2, 1, 2, 3, 3. The smallest uncovered number is 4. So,


− 5 21 0 8 4
0 − 9 0 23 18
11 6 − 28 0 0
−1 0 3 − 0 0
1 35 16 37 − 0
12 0 0 10 0 −


So, the path (1, 4), (4, 2), (2,1), (3,5), (5, 6), (6,3) has a lower bound of 54.
(b) Write the linear program for this traveling salesman problem — you can omit some of the con-
straints once the pattern is clear.
Solution: We were asked to write an LP for the problem. Minimize
7x21 + 20x31 + 21x41 + 12x51+ 23x61+ 27x12+ 13x32 + 16x42 + 46x52 + 5x62 + · · ·+
26x16 + 25x26 + 18x46 + 5x6
Subject to the following constraints:
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x21 + x31 + x41 + x51 + x61 = 1
x12 + x32 + x42 + x52 + x62 = 1
...
...
x16 + x26 + x36 + x46 + x56 = 1
x12 + x13 + x14 + x15 + x16 = 1
x21 + x23 + x24 + x25 + x26 = 1
...
...
x61 + x62 + x63 + x64 + x65 = 1
x = {1, 2, 3, 4, 5,6}.
S = {1}, {2}, {3},{4}, {5}, {6},
{1, 2}, {1, 3}, {1, 4}, · · ·{1, 6},
{2, 1}, {2, 3}, {2, 4}, · · ·{2, 6},
...
{6, 1}, {6, 2}, {6, 3}, · · ·{6, 5},
{1, 2, 3}, {1,2,4},{1,2,5},{1,2,6},
...
{1, 2, 3, 4,5, 6}.
Let S = {1}. Then, X − S = {2, 3, 4, 5,6}.
x12 + x13 + x14 + x15 + x16 ≥ 1.
Let S = {1, 2} ⇒ X − S = {3, 4, 5, 6}.
x13 + x14 + x15 + x16 + x23 + x24 + x25 + x26 ≥ 1.
2. In the turn penalty algorithm, why is it not possible to add the penalty to each arc parameter and
then solve by the shortest route algorithm? Create a simple turn — penalty problem and illustrate
that this approach will not work.
Solution: We were asked to explain why in the turn signal problem we cannot add the penalty to each
arc parameter and then solve by the shortest route algorithm. We cannot apply that technique because
an ambiguous network would be the result. Two values may be needed to be applied to some arc’s in the
network. One value corresponds to traversing the arc without a turn and the other value corresponds
to traversing the arc with a turn. Below, is the value of arc (4, 5) = 1+3 (assume penalty of 3)+2 = 6
or 3 + 2 = 5. See Figure 6.71. There are two ways to get to (4,5). That is 1-3-4 and 1-2-4.
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Figure 6.71: This figure shows the turn signal problem.
3. Problem 50, page 193 of the text book. For part (a), a feasible upper bound solution will do, but find
the best one you can.
Rail-Riders is interested in designing a high speed people mover system connecting six airline terminals
in Space City. Regulations require that the high speed tracks not cross one another, in other words,
Space City needs a closed circuit matrix below representing the distances in feet between terminal
points. Rail-Riders would like to design a system that will incur the minimal cost while adhering to
the regulation. Cost per foot is a constant $100. Consequently, to minimize the costs, we need to
minimize the total distance of the path.
1 2 3 4 5 6
1 − 870 910 796 860 712
2 870 − 1100 560 430 630
3 900 1100 − 270 600 −
4 796 560 270 − 300 850
5 850 430 600 300 − 370
6 712 630 250 850 370 −
A feasible upper bound will suce for Rail-Riders, but we should try to find the best upper bound.
Using the nearest neighbor technique, I [Jen] shall find an upper bound using all six points as the
starting terminal then choose the best of the six as our answer. The numbers will be expressed in the
following diagram format.
path: A ---> # ---> # ---> # ---> # ---> # ---> # A (A = start/end)
feet: """ + """ + """ + """ + """ + """ = total distance
cost: (total distance)($100) = total cost
path: 1 ---> 6 --> 3 --> 4 --> 5 --> 2 --> 1 (1 = start/end)
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feet: 712 + 250 + 270 + 300 + 430 + 870 = 2832 ft.
cost: (2832)($100) = $283,200
path: 2 ---> 5 --> 4 --> 3 --> 1 --> 6 --> 2 (2 = start/end)
feet: 430 + 300 + 270 + 900 + 712 + 630 = 3242 ft.
cost: (3242)($100) = $324,000
path: 3 ---> 4 --> 5 --> 6 --> 2 --> 1 --> 3 ( = start/end)
feet: 270 + 300 + 370 + 630 + 870 + 910 = 3350 ft.
cost: (3350)($100) = $335,000
path: 4 ---> 3 --> 5 --> 6 --> 2 --> 1 --> 4 (4 = start/end)
feet: 270 + 600 + 370 + 630 + 870 + 796 = 3536 ft.
cost: (3536)($100) = $353,600
path: 5 ---> 4 --> 3 --> 1 --> 6 --> 2 --> 5 (5 = start/end)
feet: 300 + 270 + 900 + 712 + 630 + 430 = 3242 ft.
cost: (3242)($100) = $324,200
path: 6 ---> 3 --> 4 --> 5 --> 2 --> 1 --> 6 (6 = start/end)
feet: 250 + 270 + 300 + 430 + 870 + 712 = 2832 ft.
cost: (2832)($100) = $283,200
Note that the cycles starting with terminals 1 and 6 yielded the same upper bound, as did the cycles
starting with 2 and 5. The former set clearly gives the best upper bound of 2832 feet, or a $283,200 cost.
The regulation in the question stated that the people mover tracks could not cross. Although the ques-
tion is trying to imply they wish a traveling salesman problem answer, the regulation wording does not
seem to represent this. The regulation cannot be completely fulfilled without a picture, or network, of
the postions of the terminals. For example, if the terminals are arranged as shown in Figure 6.72, our
upper bound would not be feasible as the tracks cross. But, if the terminals were arranged as shown
in Figure 6.73, the upper bound will satisfy the regulation. The solving process above assumed that
the terminals were floating and could be made permanent after the solution was achieved. More likely
however, the terminals are already placed prior to solving a people mover dilemma. Consequently,
there are only two possible paths, one of which must be optimal given the positioning of the nodes. We
no longer have a typical traveling salesman problem due to the regulation constraint. Supposing the
treminals are laid out according to the network in Figure 6.72, the optimal path must be one of the
following. Note that any terminal can be chosen as the starting point and the same two paths will result.
path: 1 ---> 2 --> 3 --> 4 --> 5 --> 6 --> 1 (1 = start/end)
feet: 870 + 1100 + 270 + 300 + 370 + 712 = 3622 ft.
cost: (3622)($100) = $362,200
path: 1 ---> 6 --> 5 --> 4 --> 3 --> 2 --> 1 (1 = start/end)
feet: 712 + 370 + 300 + 270 + 1100 + 870 = 3622 ft.
cost: (3622)($100) = $362,200
In this case, the distance of the paths ended up being identical. But we cannot assume this to be the
ase given any combination of placement of the terminals since the distance matrix is not completely
symmetric.
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Figure 6.72: This figure shows one possible arrangement of terminal nodes.
Figure 6.73: This figure shows a second possible arrangement of terminal nodes.
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Solution to part (b). Rail-Riders wishes to propose an alternate design. If a hub node is introduced
and placed in a central position, the people mover can be designed as a hub-and-spoke system with
each terminal having only one path entering it which comes from the hub and only one path leaving it
which goes to the hub. The distance between each terminal and the hub is summarized in the following
table.
Terminal 1 2 3 4 5 6
Hub 150 175 210 180 175 190
Design the new system at minimal cost and compare the results to those in Part (a). The network
shown in Figure 6.74 depicts the bicycle spoke type diagram. In this case, there is no minimum path to
decide upon because according to the companies description, the only possible path is that in Figure
6.74. Unless of course, the company wishes to consider adding pathways between the nodes that do
not go through the hub. But this would not yield a minimum cost. Since there will be two paths,
one in each direction, we must add twice the distances in the table to obtain the minimum distance:
2(150+175+ 210+ 180+ 175+ 190) = 2160. So, the cost would be (100)(2160) = $216, 000. This cost
is considerably less than that in Part (a). Additionally, the hub and spoke design is more ecient in
terms of time it takes to get from one node to another. Using the first best upper bound path from
Part (a): 1− − > 6− − > 3− − > 4− − > 5− − > 2− − > 1. If a person were at terminal 6, (s)he
would have to go through all of the terminals, a distance of 2832 feet, in order to reach terminal 1.
But, in the second design, the person would simply go from 6 to the hub, and then from the hub to 1
at a distance of 340 feet. Thus, for several reasons, the alternate design is clearly more ecient and
less costly. Rail Riders should build the second system over the first.
4. Problem 52, page 194 of the text book. Use the Hungarian algorithm.
Solution: In this problem, we were asked to find the minimal cost schedule of assigning jobs to ma-
chines. Four job orders have been received in the shop. Five machines are available. The cost to make
the job at diÿerent machines is given in the following matrix.
1 2 3 4 5
1 12 14 12 18 0
2 16 10 10 16 0
3 10 8 8 14 0
4 8 12 16 12 0
5 14 10 18 14 0
The solution using the Hungarian algorithm results in the following assignments.
Machine Job
1 5
2 2
3 3
4 1
5 4
This has a cost of 10 + 8 + 8 + 14 = 40. Also consider an alternate assignment of
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Figure 6.74: This figure shows the optimal configuration for Rail Riders.
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Machine Job
4 1
3 2
2 3
5 4
which has a cost of 8 + 8 + 10 + 14 = 40.
Solution:
c =


12 14 12 18 0
16 10 10 16 0
10 8 8 14 0
8 12 16 12 0
14 10 18 14 0


The minimum values in the columns are 8, 8, 8, 12, 0.


4 6 4 6 0
8 2 2 4 0
2 0 0 2 0
0 4 8 0 0
6 2 10 2 0


Consider rows 1, 2, 5. Consider columns 1, 2, 3, 4. No assignment is made to cells (3, 3) and (4, 4).
Row zeroes: 1, 1, 3, 3, 1. Column zeroes: 1, 1, 1, 1, 5. Choose column 5. Therefore the minimum cost
showing is 2.


2 4 2 4 0
6 0 0 2 0
0 0 0 0 2
0 2 6 0 2
4 0 8 0 0


Row 1 has one un crossed zero. (1, 5), (2, 2), (3, 3), (4,1), (5,4).
5. Problem 22, parts (a) and (b) only in the text book. Problem 23, page 185.
Solution: In the network in Figure 6.75, find:
(a) The max flow from 2 to 10. Solution: Figure 6.76 shows the network and work for finding
the maximum flow from node 2 to 10. The arcs labels represent ”(remaining capacity, amount
sent).” The paths chosen and their respective flow amounts are below; the maximum flow is
16 + 19 + 6 + 10 = 51.
So, the maximum capacity chain from nodes 2 to 10 path is 2→ 5→ 7→ 8→ 10 with a capacity
of 19.
394 CHAPTER 6. NETWORK OPTIMIZATION
Figure 6.75: This figure shows the network problem to be solved.
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Figure 6.76: This figure shows an iteration of the network problem being solved.
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path1: 2 --> 4 --> 6 --> 8 --> 10 yield = 16
path2: 2 --> 5 --> 7 --> 9 --> 10 yield = 19
path3: 2 --> 3 --> 5 --> 6 --> 9 --> 10 yield = 6
path4: 2 --> 1 --> 4 --> 7 --> 8 --> 10 yield = 10
(b) The max-capacity from 2 to 10. Solution: Find the maximal capacity chain from 2 to 10. I [Jen]
found out that we did not have to use the text algorithm after I [Jen] had already solved the
problem and written up the following text and diagrams. So, I [Jen] left it in!
The next few tables show the capacity and route matrices used for the 10 iterations of the maxi-
mal capacity chain algorithm. The initial matrices are shown on the first table. These matrices
remain the same through the first 3 iterations. For the matrices for iterations 4-9, on the following
tables, the following code holds: if the capacity matrix has a blank entry, the value is assumed
to be negative infinity, if the route matrix has a blank entry, it is assumed to carry the same
numbers as in the first route matrix — i.e. I only entered numbers where changes occurred during
the iterations. On the final table, the final matrices, which also correspond to iteration 10, are
written in full. Reading the entry in the 2-nd row, 10-th column, we see the maximum capacity
chain from node 2 to node 10 will have a length of 19. The path can be easily traced using the
route matrix. The notation rij means the i-th row, j-th column entry.
r2,10 = 8 2 --> 10 via 8
r8,10 = 10 8 --> 10 direct
r2,8 = 7 2 --> 8 via 7
r7,8 = 8 7 --> 8 direct
r2,7 = 5 2 --> 7 via 5
r5,7 = 7 5 --> 7 direct
r2,5 = 5 2 --> 5 direct
This is the initial capacity matrix.


1 2 3 4 5 6 7 8 9 10
1 0 −∞ −∞ 27 −∞ −∞ −∞ −∞ −∞ −∞
2 14 0 12 21 19 −∞ −∞ −∞ −∞ −∞
3 −∞ −∞ 0 −∞ 17 −∞ −∞ −∞ −∞ −∞
4 −∞ −∞ −∞ 0 −∞ 20 13 −∞ −∞ −∞
5 −∞ −∞ −∞ −∞ 0 18 21 −∞ −∞ −∞
6 −∞ −∞ −∞ −∞ −∞ 0 −∞ 16 15 −∞
7 −∞ −∞ −∞ −∞ −∞ −∞ 0 22 20 −∞
8 −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0 14 26
9 −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0 25
10 −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0


This is the initial route matrix.
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

1 2 3 4 5 6 7 8 9 10
1 1 2 3 4 5 6 7 8 9 10
2 1 2 3 4 5 6 7 8 9 10
3 1 2 3 4 5 6 7 8 9 10
4 1 2 3 4 5 6 7 8 9 10
5 1 2 3 4 5 6 7 8 9 10
6 1 2 3 4 5 6 7 8 9 10
7 1 2 3 4 5 6 7 8 9 10
8 1 2 3 4 5 6 7 8 9 10
9 1 2 3 4 5 6 7 8 9 10
10 1 2 3 4 5 6 7 8 9 10


The initial capacity and route matrices remain the same as the initial ones for iterations 1, 2, and
3 or j = 1, 2, 3.
Iteration 4 (j = 4) :


1 2 3 4 5 6 7 8 9 10
1 0 −∞ −∞ 27 −∞ 20 13 −∞ −∞ −∞
2 14 0 12 21 19 20 13 −∞ −∞ −∞
3 −∞ −∞ 0 −∞ 17 −∞ −∞ −∞ −∞ −∞
4 −∞ −∞ −∞ 0 −∞ 20 13 −∞ −∞ −∞
5 −∞ −∞ −∞ −∞ 0 18 21 −∞ −∞ −∞
6 −∞ −∞ −∞ −∞ −∞ 0 −∞ 16 15 −∞
7 −∞ −∞ −∞ −∞ −∞ −∞ 0 22 20 −∞
8 −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0 14 26
9 −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0 25
10 −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0




1 2 3 4 5 6 7 8 9 10
1 1 2 3 4 5 4 4 8 9 10
2 1 2 3 4 5 4 4 8 9 10
3 1 2 3 4 5 6 7 8 9 10
4 1 2 3 4 5 6 7 8 9 10
5 1 2 3 4 5 6 7 8 9 10
6 1 2 3 4 5 6 7 8 9 10
7 1 2 3 4 5 6 7 8 9 10
8 1 2 3 4 5 6 7 8 9 10
9 1 2 3 4 5 6 7 8 9 10
10 1 2 3 4 5 6 7 8 9 10


Iteration 5 (j = 5) :
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

1 2 3 4 5 6 7 8 9 10
1 0 −∞ −∞ 27 −∞ 20 13 −∞ −∞ −∞
2 14 0 12 21 19 20 19 −∞ −∞ −∞
3 −∞ −∞ 0 −∞ 17 17 17 −∞ −∞ −∞
4 −∞ −∞ −∞ 0 −∞ 20 13 −∞ −∞ −∞
5 −∞ −∞ −∞ −∞ 0 18 21 −∞ −∞ −∞
6 −∞ −∞ −∞ −∞ −∞ 0 −∞ 16 15 −∞
7 −∞ −∞ −∞ −∞ −∞ −∞ 0 22 20 −∞
8 −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0 14 26
9 −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0 25
10 −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0




1 2 3 4 5 6 7 8 9 10
1 1 2 3 4 5 4 4 8 9 10
2 1 2 3 4 5 4 5 8 9 10
3 1 2 3 4 5 5 5 8 9 10
4 1 2 3 4 5 6 7 8 9 10
5 1 2 3 4 5 6 7 8 9 10
6 1 2 3 4 5 6 7 8 9 10
7 1 2 3 4 5 6 7 8 9 10
8 1 2 3 4 5 6 7 8 9 10
9 1 2 3 4 5 6 7 8 9 10
10 1 2 3 4 5 6 7 8 9 10


Iteration 6 (j = 6) :


1 2 3 4 5 6 7 8 9 10
1 0 −∞ −∞ 27 −∞ 20 13 16 15 −∞
2 14 0 12 21 19 20 19 16 15 −∞
3 −∞ −∞ 0 −∞ 17 17 17 16 15 −∞
4 −∞ −∞ −∞ 0 −∞ 20 13 16 15 −∞
5 −∞ −∞ −∞ −∞ 0 18 21 16 15 −∞
6 −∞ −∞ −∞ −∞ −∞ 0 −∞ 16 15 −∞
7 −∞ −∞ −∞ −∞ −∞ −∞ 0 22 20 −∞
8 −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0 14 26
9 −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0 25
10 −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0




1 2 3 4 5 6 7 8 9 10
1 1 2 3 4 5 4 4 6 6 10
2 1 2 3 4 5 4 5 6 6 10
3 1 2 3 4 5 5 5 6 6 10
4 1 2 3 4 5 6 7 6 6 10
5 1 2 3 4 5 6 7 6 6 10
6 1 2 3 4 5 6 7 8 9 10
7 1 2 3 4 5 6 7 8 9 10
8 1 2 3 4 5 6 7 8 9 10
9 1 2 3 4 5 6 7 8 9 10
10 1 2 3 4 5 6 7 8 9 10


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Iteration 7 (j = 7) :


1 2 3 4 5 6 7 8 9 10
1 0 −∞ −∞ 27 −∞ 20 13 16 15 −∞
2 14 0 12 21 19 20 19 19 19 −∞
3 −∞ −∞ 0 −∞ 17 17 17 17 17 −∞
4 −∞ −∞ −∞ 0 −∞ 20 13 16 15 −∞
5 −∞ −∞ −∞ −∞ 0 18 21 21 20 −∞
6 −∞ −∞ −∞ −∞ −∞ 0 −∞ 16 15 −∞
7 −∞ −∞ −∞ −∞ −∞ −∞ 0 22 20 −∞
8 −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0 14 26
9 −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0 25
10 −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0




1 2 3 4 5 6 7 8 9 10
1 1 2 3 4 5 4 4 6 6 10
2 1 2 3 4 5 4 5 7 7 10
3 1 2 3 4 5 5 5 7 7 10
4 1 2 3 4 5 6 7 6 6 10
5 1 2 3 4 5 6 7 7 7 10
6 1 2 3 4 5 6 7 8 9 10
7 1 2 3 4 5 6 7 8 9 10
8 1 2 3 4 5 6 7 8 9 10
9 1 2 3 4 5 6 7 8 9 10
10 1 2 3 4 5 6 7 8 9 10


Iteration 8 (j = 8) :


1 2 3 4 5 6 7 8 9 10
1 0 −∞ −∞ 27 −∞ 20 13 16 15 16
2 14 0 12 21 19 20 19 19 19 19
3 −∞ −∞ 0 −∞ 17 17 17 17 17 17
4 −∞ −∞ −∞ 0 −∞ 20 13 16 15 16
5 −∞ −∞ −∞ −∞ 0 18 21 21 20 21
6 −∞ −∞ −∞ −∞ −∞ 0 −∞ 16 15 16
7 −∞ −∞ −∞ −∞ −∞ −∞ 0 22 20 22
8 −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0 14 26
9 −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0 25
10 −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0




1 2 3 4 5 6 7 8 9 10
1 1 2 3 4 5 4 4 6 6 8
2 1 2 3 4 5 4 5 7 7 8
3 1 2 3 4 5 5 5 7 7 8
4 1 2 3 4 5 6 7 6 6 8
5 1 2 3 4 5 6 7 7 7 8
6 1 2 3 4 5 6 7 8 9 8
7 1 2 3 4 5 6 7 8 9 8
8 1 2 3 4 5 6 7 8 9 10
9 1 2 3 4 5 6 7 8 9 10
10 1 2 3 4 5 6 7 8 9 10


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Iteration 9 (j = 9) :


1 2 3 4 5 6 7 8 9 10
1 0 −∞ −∞ 27 −∞ 20 13 16 15 16
2 14 0 12 21 19 20 19 19 19 19
3 −∞ −∞ 0 −∞ 17 17 17 17 17 17
4 −∞ −∞ −∞ 0 −∞ 20 13 16 15 16
5 −∞ −∞ −∞ −∞ 0 18 21 21 20 21
6 −∞ −∞ −∞ −∞ −∞ 0 −∞ 16 15 16
7 −∞ −∞ −∞ −∞ −∞ −∞ 0 22 20 22
8 −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0 14 26
9 −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0 25
10 −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0




1 2 3 4 5 6 7 8 9 10
1 1 2 3 4 5 4 4 6 6 8
2 1 2 3 4 5 4 5 7 7 8
3 1 2 3 4 5 5 5 7 7 8
4 1 2 3 4 5 6 7 6 6 8
5 1 2 3 4 5 6 7 7 7 8
6 1 2 3 4 5 6 7 8 9 8
7 1 2 3 4 5 6 7 8 9 8
8 1 2 3 4 5 6 7 8 9 10
9 1 2 3 4 5 6 7 8 9 10
10 1 2 3 4 5 6 7 8 9 10


Iteration 10 (j = 10) : This is the final capacity and route matrices.


1 2 3 4 5 6 7 8 9 10
1 0 −∞ −∞ 27 −∞ 20 13 16 15 16
2 14 0 12 21 19 20 19 19 19 19
3 −∞ −∞ 0 −∞ 17 17 17 17 17 17
4 −∞ −∞ −∞ 0 −∞ 20 13 16 15 16
5 −∞ −∞ −∞ −∞ 0 18 21 21 20 21
6 −∞ −∞ −∞ −∞ −∞ 0 −∞ 16 15 16
7 −∞ −∞ −∞ −∞ −∞ −∞ 0 22 20 22
8 −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0 14 26
9 −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0 25
10 −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ −∞ 0




1 2 3 4 5 6 7 8 9 10
1 1 2 3 4 5 4 4 6 6 8
2 1 2 3 4 5 4 5 7 7 8
3 1 2 3 4 5 5 5 7 7 8
4 1 2 3 4 5 6 7 6 6 8
5 1 2 3 4 5 6 7 7 7 8
6 1 2 3 4 5 6 7 8 9 8
7 1 2 3 4 5 6 7 8 9 8
8 1 2 3 4 5 6 7 8 9 10
9 1 2 3 4 5 6 7 8 9 10
10 1 2 3 4 5 6 7 8 9 10


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The max capacity chain is 2→ 10, with a length of 19. r∗2,10 = 8, 2→ 10 via 8. r∗8,10 = 10, direct.
r∗2,8 = 7, 2→ 8 via 7. r∗7,8 = 8, direct. r∗2,7 = 5, 2→ 7 via 5. r∗5,7 = 7 direct. r∗2,5 = 5 direct. The
path is 2→ 5→ 7→ 8→ 10.
(c) The min cut — to verify the max flow/min cut theorem.
Solution: Finding the min cut is not as simple as finding the max flow. In this network, one can
eyeball it and see that the min cut contains arcs (8, 10) and (9, 10), but as the size of the network
increase, eye balling the solution is not ideal. It is much easier to use the max flow algorithm
we know also to be the min cut value. The min cut would include only arcs whose capacity was
completely used during the max flow process, but usually not all of them — there are often ties.
But reducing the number of arcs to consider to those whose capacity is filled helps immeasurably
when find the min cut. However, given the problem to find the min cut in Figure 6.75 on page
394, I shall attempt to go about the process in some logical fashion.
First, I suspect the min cut to consist of arcs (8, 10) and (9, 10) for a total of 51. By testing all
possible categories of sets of arc cuts, I shall show that 51 is the minimal cut through the network.
By examination, we see the smallest value in the network is 12. For the time being, supposing
there were more than one arc with a capacity of 12, we know we can only consider cut of 4 arcs
or less since 5× 12 = 60 > 51. So we shall consider each case.
Min cuts of two arcs: only one exists in the network, and it is the one we are using as our reference.
Min cuts of three arcs: again only one exists and it is (9, 10), (6, 8), and (7, 8) for a total of 63 > 51.
Both min cuts of two and three arcs are fairly easy to see in any network because there will only
be a minimal number of possible cuts to consider that will definitely obstruct the path. Min
cuts of four are less easy t visualize as there are usually several possibilities to consider. So, the
following logical deduction probes to be worthy. We know of a cut of 51 which we are trying to
underscore if possible. 514 = 12.75, and 12 is the smallest arc capacity in the network. So, if there
were a four arc min cut, it must contain arcs with capacities around 12.75. Let’s allow arc (2, 3)
with a capacity of 12 to be in our tentative min cut. We now must choose the remaining three
arcs so that the capacities are no greater than 51− 12 = 39. 393 = 13, so the remaining three arcs
will be around 13 (because 12 is the smallest arc capacity and if there were more than two arcs
with capacity 12, we would have used them during the first step). By inspection, we see there is
only one arc with a capacity between 12 and 13 and it is arc (4, 7) with a capacity of 13. So, the
remaining two arcs must sum to 39− 13 = 26. 262 = 13, but there are no arcs left in the network
to include that are less than or equal to 13. Consequently, there will not be a cut of four arcs less
than 51.
We may now conclude that (8, 10), (9, 10) is the minimal cut with a value of 51. This number
correlates with the maximum flow found in Part (a). Thus, verifying the max flow/min cut theo-
rem. Obviously, the above method for finding the min cut is nowhere near ideal and allows great
cause for errors. However, knowing the validity of the max flow/min cut theorem, allows one to
use it to find the min cut through finding the max flow.
6. Problem 18, page 388 of the Hillier and Lieberman text. Use the transportation simplex method to
solve the problem.
Solution: In this problem, we were asked to formulate the network representation of a transportation
problem. The north west corner rule was used to obtain an initial feasible solution. Then, the trans-
portation simplex method was used to solve the problem. A trace of the Hillier & Lieberman ”OR
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Course ware” follows.
Transportation Problem Model
Number of sources: 2
Number of destinations: 3
Cost per unit distributed
| Destination |
| 1 2 3 | Supply
-------|-----------------|-------
1| 6 7 4 | 40
2| 5 8 6 | 60
-------|-----------------|-------
Demand | 30 40 30 |
| |
Interactive Transportation Simplex Method
Key:
B - A Basic Variable
E - Entering Basic Variable
L - Leaving Basic Variable
P - A Basic Variable in Path
| Destination |
| 1 2 3 | Supply u[i]
-------|-----------------|--------------
| 6 7 4 |
1|---B|---B|-------| |
| 30| 10| 0| 40| 0
|----|----|-------| |
| 5| 8| 6| |
2|----|---B|------B| |
| 0| 30| 30| 60| 0
|----|----|-------|---------|------
Demand | 30 40 30|
-------|-----------------|
v[j] | 0 0 0|
| | z = 670
| Destination |
| 1 2 3 | Supply u[i]
-------|-----------------|--------------
| 6 7 4 |
1|---B|---B|-------| |
| 30| 10| 0| 40| 0
|----|----|-------| |
| 5| 8| 6| |
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2|----|---B|------B| |
| 0| 30| 30| 60| 1
|----|----|-------|---------|------
Demand | 30 40 30|
-------|-----------------|
v[j] | 0 7 4|
| | z = 670
| Destination |
| 1 2 3 | Supply u[i]
-------|-----------------|--------------
| 6 7 4 |
1|---B|---B|-------| |
| 30| 10| 0| 40| 0
|----|----|-------| |
| 5| 8| 6| |
2|----|---B|------B| |
| 0| 30| 30| 60| 1
|----|----|-------|---------|------
Demand | 30 40 30|
-------|-----------------|
v[j] | 0 7 4|
| | z = 670
| Destination |
| 1 2 3 | Supply u[i]
-------|-----------------|--------------
| 6 7 4 |
1|---B|---B|-------| |
| 30| 10| 0| 40| 0
|----|----|-------| |
| 5| 8| 6| |
2|----|---B|------B| |
| 0| 30| 30| 60| 1
|----|----|-------|---------|------
Demand | 30 40 30|
-------|-----------------|
v[j] | 0 7 4|
| | z = 670
| Destination |
| 1 2 3 | Supply u[i]
-------|-----------------|--------------
| 6 7 4 |
1|---B|---B|-------| |
| 30| 10| 0| 40| 1
|----|----|-------| |
| 5| 8| 6| |
2|----|---B|------B| |
| 0| 30| 30| 60| 0
|----|----|-------|---------|------
Demand | 30 40 30|
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-------|-----------------|
v[j] | 5 8 4|
| | z = 670
| Destination |
| 1 2 3 | Supply u[i]
-------|-----------------|--------------
| 6 7 4 |
1|---B|---B|-------| |
| 30| 10| 0| 40| 1
|----|----|-------| |
| 5| 8| 6| |
2|----|---B|------B| |
| 0| 30| 30| 60| 0
|----|----|-------|---------|------
Demand | 30 40 30|
-------|-----------------|
v[j] | 5 8 4|
| | z = 670
| Destination |
| 1 2 3 | Supply u[i]
-------|-----------------|--------------
| 6 7 4 |
1|---B|---B|-------| |
| 30| 10| 0| 40| 1
|----|----|-------| |
| 5| 8| 6| |
2|----|---B|------B| |
| 0| 30| 30| 60| 0
|----|----|-------|---------|------
Demand | 30 40 30|
-------|-----------------|
v[j] | 5 8 4|
| | z = 670
| Destination |
| 1 2 3 | Supply u[i]
-------|-----------------|--------------
| 6 7 4 |
1|---L|---P|-------| |
| 30| 10| 0| 40| -1
|----|----|-------| |
| 5| 8| 6| |
2|---E|---P|------B| |
| -2| 30| 30| 60| 0
|----|----|-------|---------|------
Demand | 30 40 30|
-------|-----------------|
v[j] | 7 8 6|
| | z = 670
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| Destination |
| 1 2 3 | Supply u[i]
-------|-----------------|--------------
| 6 7 4 |
1|--- |---P|------E| |
| 2| 40| -1| 40| -1
|----|----|-------| |
| 5| 8| 6| |
2|---B|---P|------L| |
| 30| 0| 30| 60| 0
|----|----|-------|---------|------
Demand | 30 40 30|
-------|-----------------|
v[j] | 5 8 6|
| | z = 610
| Destination |
| 1 2 3 | Supply u[i]
-------|-----------------|--------------
| 6 7 4 |
1|--- |---B|------B| |
| 2| 10| 30| 40| 0
|----|----|-------| |
| 5| 8| 6| |
2|---B|---B|------ | |
| 30| 30| 1| 60| 1
|----|----|-------|---------|------
Demand | 30 40 30|
-------|-----------------|
v[j] | 4 7 4|
| | z = 580
7. Problem 15, page 388 of Hillier and Lieberman. Solve with dynamic programming, not the network
simplex algorithm. Solution: We were asked to formulate a shortest path problem as a network prob-
lem and solve using dynamic programming.
A small growing airline company is purchasing a tractor to carry luggage to and from their aircrafts.
In three years time, the company plans to install a mechanized system for transporting luggage but
must use the tractor in the mean time. The company may decide to replace the tractor after one or two
years time if they feel it would be more economical due to the maintenance and aging of the tractor.
We must help hem decide if and when they should replace the current tractor with a new one. The
following table contains the net discounted cost (purchase price minus trade in allowance, plus running
and maintenance costs) for buying in year i (row) and selling in year j (column).
Year 1 2 3
0 8 18 31
1 − 10 21
2 − − 12
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Figure 6.77: This figure shows the shortest path problem as a network problem.
Formulating the problem as a shortest path problem is quite easy, but drawing the network as a MC-
NFP is tricky. I toiled with several ideas for the network and was unable to come up with one that
completely satisfied me. My problem arose when trying to represent the cost. Because of the non-
linearity of costs from selling or carrying over, the problem became somewhat like the turn penalty
problem where a person could be under charged for a certain route one way or over charged for a
certain route another way. The best network I could design is depicted in Figure 6.77 where the arcs
represent (Lij, Uij, cost). The network seems little diÿerent than the shortest path network. An arc
leads from the source node to year 0 node with Lij = 1 to ensure that at least one tractor passes
through the network. This requirement in reality has been taken care of since we know they have
already purchased a tractor at year 0, but we cannot represent this lower bound without introducing
a dummy source node. Uij is also 1 since only one tractor moves through the network. More than one
tractor can be purchased but only if the prior one is sold. Consequently, the upper bound entering the
network is 1. A dummy terminal node is also added, although in reality year 3 is the final year. Placing
an arc from 3 to t ensures that at least one tractor passes through the network. The dummy source
and dummy terminal both account for the same problem, but having both present in the network
allows more generality so possible future changes can be easily incorporated. The rest of the network
is fairly straightforward using the variables for the MCNFP ad defined as follows: xij is equal to 0 or
1; in reality; if xij = 1 then a tractor bought in year i was sold in year j. Because xij can only be an
integer, dynamic programming is an appropriate method to use to solve the problem. Uij = 1 is the
upper-bound of the variable xij. Lij = 0 is the lower bound of variable xij. cij is the cost to sell in year
j given it was bought in year i. bij = 1,−1, 0. This value is not really apparent in the network, rather
it is incorporated in the upper/lower bound value, where a -1 corresponds to a lower bound value of
1. The following matrix utilizes all of the variables and non-pictorially describes the MCNFP.
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Figure 6.78: This figure shows the solution to the dynamic programming problem.
min


x01 x02 x03 x12 x13 x23
8 18 31 10 21 12
1 1 1 0 0 0
−1 0 0 1 1 0
0 −1 0 −1 0 1
0 0 −1 0 −1 −1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


= 1
= 0
= 0
= −1
≤ 1
≤ 1
≤ 1
≤ 1
≤ 1
≤ 1
For all variables greater-than or equal to 0, i.e. Lij = 0. Figure 6.78 on page 407 depicts the network
after solving using dynamic programming. The values on top or underneath the nodes that were
applied during the process of tracing backwards through the network. We see that the optimal path is
S → 0→ 1→ 3→ T. Meaning, we should sell the first tractor at year 0 and purchase a new one. The
second tractor shall be used for the remainder of the time period.
8. Problem 14, page 387 of Hillier and Lieberman. Omit part (d).
Solution: A company is producing the same product in two factories to be distributed according to
demand to two warehouses. Factory 1− > 2 may ship unlimited quantities to warehouse 1− > 2
but cannot ship to warehouse 2− > 1 directly. A distribution center is located between the factories
and warehouses. Each factory can ship upto the 50 units to the distribution center; from there the
distribution center can ship up to 50 units to either warehouse. The shipping costs per unit along with
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the supply and demand amounts can be read in the following table.
Dist. Center Ware. 1 Ware. 2 Supply
Fact. 1 3 7 − 80
Fact. 2 4 − 9 70
Dist. Ctr. 2 4
Demand 60 90
(a) Formulate a network as a MCNFP. Solution: In Figure 6.79, the Fi,Wi, and D nodes represent
the factories, warehouses, and distribution center respectively. The variables of a MCNFP drawn
in the network can be defined as follows: xij is the amount shipped along arc (i, j); Uij is the
capacity/supply (upper bound) of arc (i, j); Lij = 0 is the 0/demand (lower bound) of arc (i, j);
cij is the cost to ship one unit along arc (i, j). For writing the LP to the problem, the variable
bij can be defined as follow: bij is the (supply, demand, 0) for (source, destination, intermediate).
But, in the network drawing, bij is included in the Uij and Lij because there were no arcs that
had both capacity and supply/demand amounts applied to it. The labels in the network represent
(Lij , Uij, cost/unit). Note that once supply or demand is accounted for on one arc, it need not
be represented on other arcs. This allows the problem to be more general and easier to change
later if necessary. For example, the arc from Factory 1 to Warehouse 1 shows capacity as being
infinite, when in reality, the amount able to be shipped along that arc is no greater than 80, or
the supply of Factory 1. But this constraint is taken care of on the arc entering Factory 1. If no
more than 80 can get into Factory 1, obviously, no more than 80 will come out of it regardless of
what capacity amounts we place on the arcs out of Factory 1.
(b) Formulate the LP for this model. Solution: Let the variables be defined similarly as in Part
(a). xij is the amount shipped from node i (Factory 1, 2; distance D); Uij is the upper bound
(capacity) of variable xij; Lij is the lower bound (0) of variable xij; cij is the cost to ship one unit
of xij or the coecient of xij in the objective function; bij is the (supply, demand, 0) for (source,
destination, intermediate). The LP becomes.
min7x11 + 3x1D + 2xD1 + 4x2D + 4xD2 + 9x22
subject to
x11 + x1D ≤ 80 Supply Factory 1
x22 + x2D ≤ 70 Supply Factory 2
x11 + xD1 ≥ 60 Demand Warehouse 1
x22 + xD2 ≥ 90 Demand Warehouse 2
x1D + x2D + xD1 + xD2 = 0 In=Out, Distribution Center
x1D ≤ 50
x2D ≤ 50
xD1 ≤ 50
xD2 ≤ 50
The supply and demand constraints are expressed as inequalities instead of equalities as it is
easier for LINDO to solve equations of the former type. Since supply equals demand, the solution
LINDO prints out will force the equations to become equalities. The next table shows the LINDO
output for the problem. The solution dictates that the company should ship 30 units directly
from Factory 1 to Warehouse 1 and 50 units to the distribution center. 40 units should be
shipped directly from Factory 2 to Warehouse 2 and 30 units to the distribution center. From the
distribution center, 30 and 50 units are to be shipped to Warehouse 1 and 2 respectively. The
total cost is $1,100.
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MIN 7 X11 + 3 X1D + 2 XD1 + 4 X2D + 4 XD2 + 9 X22
SUBJECT TO
2) X11 + X1D <= 80
3) X2D + X22 <= 70
4) X11 + XD1 >= 60
5) XD2 + X22 >= 90
6) X1D - XD1 + X2D - XD2 = 0
7) X1D <= 50
8) X2D <= 50
9) XD1 <= 50
10) XD2 <= 50
: LP OPTIMUM FOUND AT STEP 8
OBJECTIVE FUNCTION VALUE
1) 1100.00000
VARIABLE VALUE REDUCED COST
X11 30.000000 .000000
X1D 50.000000 .000000
XD1 30.000000 .000000
X2D 30.000000 .000000
XD2 50.000000 .000000
X22 40.000000 .000000
ROW SLACK OR SURPLUS DUAL PRICES
2) .000000 .000000
3) .000000 1.000000
4) .000000 -7.000000
5) .000000 -10.000000
6) .000000 -5.000000
7) .000000 2.000000
8) 20.000000 .000000
9) 20.000000 .000000
10) .000000 1.000000
NO. ITERATIONS 8
(c) Obtain an initial basic feasible solution using the feasible spanning tree that corresponds to
using the two direct shipping lines with Factory 1 shipping to Warehouse 2 via the distribution
center. Solution: Figure 6.80 depicts the spanning tree described above; the source and terminal
nodes have been eliminated and replaced by arcs entering/leaving the factories/warehouses. Since
Factory 2 has a supply of 70 and Warehouse 2 has a demand of 90, 20 units must be shipped
from Factory 1 to Warehouse 2 via the distribution center. Factory 1 can send no more than 20
units to Warehouse 2 because it needs 60 units of its supply to send to Warehouse 1. The labels
in Figure 6.80 represent (amount sent, cost/unit). The initial basic feasible solution has a cost of
$1,190.
9. During the next three months, Shoemakers, Inc. must meet (on time) the following demands for shoes:
month 1, 1000 pairs; month 2, 1500 pairs; months 3, 1800 pairs. It takes 1 hour of labor to produce
a pair of shoes. During each of the next three months, the following number of regular-time labor
hours are available: month 1, 1000 hours; month 2, 1200 hours; month 3, 1200 hours. Each month,
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Figure 6.79: This figure shows the factories, warehouses, and distribution center as an MCNFP problem.
Figure 6.80: This figure shows the spanning tree for the MCNFP problem.
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Figure 6.81: The Shoemaker graph.
the company can require workers to put in up to 400 hours of overtime. Workers are only paid for the
hours they work, and a worker receives $4 per hour for regular-time work and $6 per hour for overtime
work. At the end of each month, a holding cost of $1.50 per pair of shoes is incurred. Formulate a
MCNFP that can be used to minimize the total cost incurred in meeting the demands of the next three
months. A formulation requires drawing the appropriate network and determining the cijs and bjs and
arc capacities. How would you modify your answer if demand could be back-loaded (all demand must
still be met by the end of month 3) at a cost of $20/pair/month? Note: MCNFP means minimum cost
network flow problem.
Solution: During the next 3 months, Shoemakers, Inc. must fulfill demands for pairs of shoes while
adhering to their labor hour restrictions. The laborers can work both regular time (RT) and overtime
(OT) hours each month. The following table summarizes the demand in pairs of shoes, available hours
of RT and OT labor, and cost (wages) in dollars/hour for RT and OT labor.
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Month Demand RT Hours OT Hours RT Wage OT Wage
1 1000 1000 400 4 6
2 1500 1200 400 4 6
3 1800 1200 400 4 6
Shoemakers can produce ahead of time but incur a holding cost of $1.50/pair/month. Each pair of
shoes requires 1 hour of labor. Formulate a MCNFP to determine an optimal production schedule that
minimizes cost while meeting demand.
Because the demand is represented in pairs of shoes but the hour restriction is represented in time,
a manipulation of numbers may be needed. However, in this case, the amount of time required to
produce a pair of shoes is 1, so the units of demand and units of supply carry a 1-1 correlation. If the
numbers were changed in the future, it may become necessary to translate one unit in terms of the
other in order to properly represent the lower and upper bounds in the network.
Let the variable of the MCNFP be defined as follows. xij is the number of pairs of shoes traveling
along arc (i, j) Obviously, ”traveling” means something diÿerent at each stage. It could represent the
amount held over, or the amount sold in the same month as it is produced, etc. Uij is the supply
(upper bound) of time/pairs of shoes of arc (i, j). Lij is the demand (lower bound) of pairs of node i
to node j. cij is the cost of moving 1 unit from node i to node j — again the term ”moving” carries
diÿerent meanings depending on which two nodes are involved. For example it could be hourly wages,
holding costs, etc. bij is the supply/demand for nodes — incorporated in Lij and Uij .
Figure 6.81 shows the network used for the MCNFP where the arc labels are (Lij, Uij, cost). The net-
work’s node and arc meanings are as follow. S is the source. RTi and OTi are the source feeds the
RT and OT nodes the number of allowable hours of labor — lower bound of 0 to allow for no hours
to be used on a particular arc but ensure negative hours are not used, upper bound greater than 0
where the numbers represent values read from the table of information, cost of 0 as it costs nothing to
”supply” the hours. Pi represents the shoes having just been produced and being temporarily held for
selling distribution. RTi and OTi → Pi represents producing the shoes — lower bound of 0 to allow no
production of shoes but not negative production, upper bound of infinity to make the problem more
general. In reality, no more shoes can pass along the arc as can be produced according to the time
restrictions, but using infinity as an upper bound allows for generality. A cost greater than 0 represents
the wages of RT and OT hours. Di denotes the product has just been sold to fulfill the demand for
month i. Pi → Di represents selling the shoes. It has a lower bound of 0 and upper bound of infinity
for analogous reasons as stated earlier. The cost is greater than or equal to 0 where if the product
is sold within the same month it is produced, the cost is 0 since there is no shipping cost. But, if
the product is held over for a later month, the cost is (holding cost/month, or$1.50)×(# months held
over). T is the terminal node. Di → T represents leaving the network. The lower bound is greater
than 0 which equals the monthly demand. The upper bound is infinity. The cost of 0 has no shipping
cost or other types of cost incurred.
The problem is now ready to be solved using the MCNFP algorithm. We are asked to suppose that
demand for shoes may be back logged, or produced in a month after the month requiring them, as long
as all demand is met by the end of month 3. Back logging orders would incur a cost of $2.00/pair/month.
How would adding this freedom aÿect the problem? Since orders can now be produced after the month
in which they are demanded, arcs can be added so that every Pi node is attached to every Di node.
For late production, a cost of $2.00 will be added to the arcs for every pair of shoes that travel along
it. Figure 6.82 shows the network with this addition. All variables and arc movements are defined the
same. Only there is greater freedom concerning meeting the monthly demands. Of course, using this
greater freedom brings about a higher cost — quite similar to bouncing checks. But if the monthly
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Figure 6.82: The solution to the Shoemaker graph.
hour restrictions are unable to meet the monthly demands without using later months to help out, then
the Back logging allows demand to be met. Since the question posed stated that all months demands
must be met by the end of month 3, no arcs representing production later than month 3 can enter the
Di nodes. Arcs cannot enter nodes Di emanating from nodes that do not exist in the network. Also,
the lower bound from D3 to the terminal node must still be strictly followed.
10. State University has three professors who each teach four courses per year. Each year, four section of
Marketing, Finance, and Production must be oÿered. At least one section of each class must be oÿered
during each semester (Fall and Spring). Each professor’s time preference and preference for teaching
various courses are given in the following table.
Prof 1 Prof 2 Prof 3
Fall preference 3 5 4
Spring preference 4 3 4
Marketing 6 4 5
Finance 5 6 4
Production 4 5 6
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Figure 6.83: The scheduling of professors problem.
The total satisfaction a professor earns teaching a class is the sum of the semester satisfaction and
the course satisfaction. Thus, professor 1 derives a satisfaction of 3 + 6 = 9 from teaching marketing
during the fall semester. Formulate an MCNFP that can be used to assign professors to courses so as
to maximize the total satisfaction of the three professors.
Solution: State University needs to produce a class schedule for three professors with each professor
teaching four courses per year. The courses oÿered are Marketing, Finance, and Production. Four
sections of each must be oÿered and at least one of those sections must be oÿered in the fall and spring
semester. The professors have ranked both the courses and time of year to teach according to personal
preference, and the results are tabulized below.
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Professor
Preferences
Time: 1 2 3
Fall 3 5 4
Spring 4 3 4
Class:
Marketing 6 4 5
Finance 5 6 4
Production 4 5 6
The University takes these two preferences and adds the numbers to attain a ”satisfaction” factor. For
example, professor 1 has a satisfaction factor of 3 + 6 = 9 for teaching Marketing in the fall semester.
Use the given information to formulate a MCNFP to produce a course schedule that maximizes the
satisfaction factor of the professors.
Since the objective function desired is a maximum, and the MCNFP denotes a minimum objective
function, we must first transform the preferences. If we take the highest preference number, although
any number greater than or equal to the highest preference number will suce, then subtract oÿ each
of the preferences, we obtain a table of ”regret” preferences. By minimizing the regret factor, we will
be maximizing the satisfaction factor. The table of regret preferences is as follows.
Professor
Preferences
Time: 1 2 3
Fall 3 1 2
Spring 2 3 2
Class:
Marketing 0 2 1
Finance 1 0 2
Production 2 1 0
The regret factor can be found by adding the two corresponding regret preferences. These numbers
seem to be fairly straightforward, so I do not show the computations involved in getting them. Once
the optimal schedule is known, the satisfaction factors can be easily attained either from the first
table or by taking the regret factor and subtracting it from 12 = 6 + 6. We must use 12 because two
preferences (which we add) have been adjusted. Figure 6.84 shows the network for the scheduling
problem. xij, Uij, Lij and cij are defined analogously to those in the previous problems. Again, bij is
incorporated into Lij and Uij . The arc and node variables in the network are defined as follow. S is
the source node. Pi is professor i. S → Pi represents the source allocating 4 courses to each profes-
sor as an upper bound. In this problem, because the total number of courses required to be oÿered
equals the summed number of courses the professors are willing to teach, the lower bound could be 4
too. But, I made the lower bound be 0 to allow for more generality. The cost is 0. Mj , Fj, PRj for
j = F, S these nodes represent the fall (F) or spring (S) oÿering of marketing (M), finance (F), and
production (PR). Pi →M/F/Pj arcs indicate that professor i teaches course M/F/P in the fall/spring
for j = F/S. The lower bound is 0 when the professor need not teach a particular M/F/Pi course. The
upper bound could have been 3 because a maximum of 3 courses of the same type can be taught per
semester to allocate the requirement that at least one course per semester to be fulfilled for the second
semester. However, the lower bounds of 1 on each arc take care of the possible upper bound problem.
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Consequently, the upper bound is set at infinity for generality. The cost is the regret factor. Note that
this arc is the only place in the network where a true cost is incurred. M/F/Pi represents the course
M/F/P for the year. M/F/Pj → M/F/Pj represents the accumulation of the semester requirements
into the year requirements. This arc is the main reason why we required 3 nodes for the courses —
two for the diÿerent semesters and one for the year. The lower bound is 1 because each course has
a demand of 1 for both the fall and spring. The upper bound is infinity to make the problem more
general, and the cost is 0. T is the terminal node. It represents the end of the year M/F/Pj → T. The
arc carries the yearly requirement of 4 sections of each course and represents leaving the network. The
lower bound on all arcs is 4. The upper bound is infinity, and the cost is 0.
With the variables defined above, the network is fairly easy to follow. The MCNFP algorithm can be
used to find an optimal course scheduling assignment and the total satisfaction factor can be attained
by re-manipulating the numbers. The individual satisfaction total can be found by multiplying the
number of diÿerent classes taught (i.e. Mf is not the same as Ms) by their corresponding satisfaction
factor for each professor separately. Summing all relevant multiplicative totals will yield each faculty
members’ optimal (in light of the whole problem with the other two professors requirements added)
satisfaction factor total.
11. During the next two months, Shoemakers, Inc must meet (on time) the following demands for three
types of products shown in the following table. Two machines are available to produce these products.
Machine 1 can only produce products 1 and 2, and machine 2 can only produce products 2 and 3. Each
machine can be used for up to 40 hours per month. The table show the time required to produce 1 unit
of each product (independent of the type of machine); the cost of producing 1 unit of each product
on each type of machine; and the cost of holding 1 unit of each product in inventory for one month.
Formulate an MCNFP that could be used to minimize the total cost of meeting all demands on time.
Product 1 Product 2 Product 3
Month 1 50 units 70 units 80 units
Month 2 60 units 90 units 120 units
Production Production Cost Holding
Time Machine 1 Machine 2 Cost
Product 1 30 $40 — $15
Product 2 20 $45 $60 $10
Product 3 15 — $55 $5
Solution: Shoemaker must meet demands over the next two months for three types of products. There are
two machines available to make these products, but machine 1 can only produce products 1 and 2. Machine
2 can only produce products 2 and 3. Each machine can be used up to 40 hours per month. Additionally,
the company can make products in month 1 and hold them in inventory for month 2 at a hold cost per unit.
The tables carry the following relevant information concerning the three products: the required machine
time per unit (independent of machine used), cost per unit incurred to produce with machine 1, the cost
per unit incurred to produce with machine 2, the holding cost per unit per month, the month 1 demands
(M1), and the month 2 demands (M2). Formulate an MCNFP to help Shoemaker determine the optimal
production schedule.
The variables xij, Uij, Lij and cij are defined as they were in the previous problems. Again, bij is incor-
porated into Lij and Uij. However, assigning numbers to the lower and upper bounds is tricky. The data
presented restricts the machine use (Uij) in time units, but the demand (Lij) is in production units. Conse-
quently, some manipulation of the numbers is required. Problem 9 had a similar case where time and units
were mixed. However, in that problem, it took exactly 1 hour to make 1 pair of shoes. So, although the
units were diÿerent, the correlation between the units was 1-1 and no manipulation was needed. I chose to
represent the demand as time units, although it would have been equally easy and correct to represent the
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Figure 6.84: The Shoemaker problem, again.
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time restriction in terms of product units. The demands, therefore, become(unit demand) × (minutes of
machine time required).
Product M1 M2
1 50× 30 = 1500 60× 30 = 1800
2 70× 20 = 1400 90× 20 = 1800
3 80× 15 = 1200 120× 15 = 1800
Figure 6.84 depicts the network used for formulating this problem as an MCNFP. The arcs represent
(Lij , Uij, cost), and the following notation describes the node names and activity represented on the arcs
with the placement of bounds or costs.
S is the source node. Mj is month j. S → Mj is the total time allocation for month j. The lower bound
is 0. We need not use any time units if desired, but let’s use infinity to make the problem more general.
The true upper bound restriction is represented on later arcs. The cost of 0 as time costs nothing. Tij
is the time form machine i used in month j. Mj → Tij is the time allocated in month j to machine i.
The lower bound is 0 for the same reasoning. The upper bound is 2400 which is the number of possible
allocated minutes. The costs of 0 is for Pkj, for product k made in month j. Tij → Pkj is the arc producing
product k in month j by machine i. The lower bound is 0. We cannot produce negative products, but we
can produce 0 products. The upper bound is infinity for generality. The cost is greater than 0 and follows
the table information. kj is the sold product k which was produced in month j. Pkj → Skj represents the
process of selling product k, made in month j, where the two notational j’s may diÿer. The lower bound
is 0. The upper bound is infinity. The cost equals 0 if the notational j’s are the same or the cost is equal
to 15 which is equal to the holding cost if the notational j’s diÿer. T is the super terminal. Skj → T rep-
resents departing the network. The lower bound is greater than 0. The upper bound is infinity. The cost is 0.
As described above, all costs, demands, and restrictions are only represented once in the network to preserve
generality and ease of possible future change. Note that no arc attaches machine 1 to product 3 — as
machine 1 cannot produce product 3. Similarly, no arc attaches machine 2 to product 1. The network is
ready to be solved using the MCNFP algorithm.
6.13 The Transportation Problem
For the transportation problem read Section 2.0 of the text book. The transportation problem can be for-
mulated as:
1. An LP formulation. We want to minimizei

j cijxij = z subject to

j xij = ai. This is the source
constraint. And subject to j xij = bj. This is the destination constraint. The equalities can be
replaced with less-than or equal and greater-than or equal signs. The final condition is xij ≥ 0.
2. A network formulation. See Figure 6.85. S and T are dummy source and destinations. We must
send a51 from S to T over one or more b1, b2, b3, ..... If

i ai =

j bj, then add dummy sources and
destinations. If  ai = 120 and

j bj = 100, then add to the destination 20. Note if cij represents
profits, you can negate cij and then minimize.
Example: Consider the following table. Use the northwest corner method for finding a feasible solu-
tion.
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Figure 6.85: An example of a transshipment problem.
1 2 3 4
1 8 6 10 9 37
2 9 2 3 7 50
3 14 9 16 5 40
45 22 30 30 127
After applying the northwest corner method, we have the following table. Note: the reader should not
confuse the column and row totals as zero as addition. These are simply terminal calculations.
1 2 3 4
1 37 0
2 8 22 30 0
3 10 30 0
0 0 0 0
z = 1202.
6.13.1 Transportation Simplex Method
The transportation simplex method is an easy version of the simplex method. This method is performed
right on the table (grid). Start with a feasible solution, choose an entering variable, reduce another variable
to 0 (this is the pivot step), and adjust all other floats. Using the example in the previous section, the
optimal solution is z = 1032. x12 = 12, x13 = 25, x21 = 45, x22 = 5, x32 = 10, x34 = 3.
Consider the transshipment problem. Refer to Section 2.11 in the text book. Stated as an LP problem,
minimize z =i

j cijxij +

i

k cikxik +

k

j ckjxkj subject to the following constraints.
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
j
xij = ai,

i
xik =

j
xkj,

i
xij = bj,
xij ≥ 0.
Figure 6.86: A transshipment problem.
The network sources in Figure 6.86 are i. k is the transshipment.
Now consider the transshipment problem in Figure 6.87. The LP formulation of the problem is min[Ax +
2Ay + 3Bx +By + 2Bz + 5x1 + 7x2 + 9y1 + 6y2 + 7y3 + 8z2 + 7z3 + 4z4] subject to the constraints,
Ax+Ay = 9,
Bx+ By + Bz = 8,
−Ax− Bx+ x1 + x2 = 0,
−Ay − By + y1 + y2 + y3 = 0,
−Bz + z2 + z3 + z4 = 0,
−x1 − y1 = −3,
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Figure 6.87: A transshipment problem.
−x2 − y2 − z2 = −5
−y3 − z3 = −4,
−z4 = −5.
The ”A” matrix is
A x B B B x x y y y z z z
x y x y z 1 2 1 2 3 2 3 4
1 2 3 1 2 5 7 9 6 7 8 7 4
min 1
9 2 1 1
8 3 1 1 1
0 4 −1 −1 1 1 · · ·
0 5 −1 −1 · · ·
0 6 −1 · · ·
3 7 −1 · · ·
−5 8 −1
...
−4 9
...
−5 10
...
The answer is Ax = 8, Ay = 1, By = 3, Bz = 5, z1 = 3, x2 = 5, y3 = 4, z4 = 5.
To solve the transshipment problem, we can use any of the following methods.
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1. LP — but it is inecient.
2. The transportation simplex method.
3. The network simplex method.
The network simplex method can solve may network LP problems. It solves the MCNFP (min cut / max
flow problem). The MCNFP method can solve
1. Assignment problems.
2. Shortest route problems.
3. Maximum flow problems.
4. Transportation problems.
5. Transshipment problems.
The network simplex algorithm is just the transportation simplex with upper and lower bounds allowed
on the arcs as well as the costs. In the assignment problem, you have n jobs and m workers. Worker
i, i = 1, 2, ...,m can do job j at a cost of cij. How can you best assign the workers to the jobs?
• LP formulation. This is similar to the traveling salesman problem without the constraints. There are
no single cycles. Let
xij =

1, if person i does job j.
0, otherwise.
Minimize
z =

i

j
cijxij,
subject to

xij = 1, ∀i (person),

xij = 1, ∀j (job),
xij = 0, 1.
• Network formulation. See Figure 6.88.
To solve the assignment problem, use the Hungarian method (must first set up dummy jobs or persons).
1. Subtract the row minimum from each row and the column minimum from each column.
2. Check to see if you can cover the resulting zeros by exactly n lines.
3. If not, subtract the smallest uncovered value from all other un-crossed, and add it to every other at
the intersection of two crossed lines.
4. Now try to center the zeros with exactly n lines. If yes, done; the zeros represent the optimal solution
xij. If not, return to Step (3).
So,


1 2 3
1 4 3
1 2 5

→


0 1 2
0 3 2
0 1 4

→


0 0 0
0 2 0
0 0 2


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Figure 6.88: A network formulation of the assignment problem.
6.14 Network Location Problems
Locating facilities (i.e. a school, airport, etc) in such a way as it is convent for as many people along the
network as possible. For example, we should be concerned with selecting the best location in a specified
region for a service facility such as a shopping center, warehouse, etc. The nodes are the cities, and have
demands associated with them. The math structure of a location problem depends on the region available
for the location and on how we judge the quality of a location. Consequently, there are many diÿerent kinds
of location problems. Should the facility be on the arc, node?
Example: A distribution system design. Suppose a firm did not own any warehouses. Then goods would
be shipped directly from the plants to the retail stores. Warehouses placed close to the markets (sets of
retail stores) can provide quick and ecient delivery to retail stores while still allowing factories to be near
the suppliers. See Figure 6.89.
Warehouses must be located on a road network since trucks are commonly the choice of transport vehicles.
The warehouses would be located either at the intersections (nodes) or along the roads (arcs) of the network.
The typical objective is to minimize the total cost of shipping goods for both 1) from the factory to the
warehouse and 2) from the warehouse to the retail stores.
Example: Bank account and lock box location. Consider the location of a post oce box where VISA
collects its payments. The number of days required to clear a check drawn on a bank in one city depends on
the city in which the check is cashed. This time is called float and the payer will continue to earn interest on
the funds until the check clears. For large corporations, the diÿerence of even a few days can have significant
monetary aÿects. Thus, to maximize its available funds, a company may decide to maintain accounts in
several strategically located banks. It would then pay bills to clients in one city from a bank in some other
city that had the largest clearing time (or float).
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Figure 6.89: Warehouse example.
Example: The lock box example is opposite, but a related problem. The locations are decided on quickest
clearance times. With regards to accounts receivable, corporations want to collect funds due to them as early
as possible. This can be done by locating the check collection centers or lock boxes at strategic locations
so that the float is minimized. If the cities are represented as nodes and the edges correspond to the
information limits (postal times, etc) then both of these problems can be represented as location problems
on a graph. We seek to locate the bank accounts or lock boxes at the vertices of the graph to optimize the
appropriate objective.
Both of the above problems in the examples have a trade oÿ because of the number of locations, and the
maximum and minimum floats.
Example: Emergency facility location. Consider the problem of locating emergency facilities such as hos-
pitals, fire stations, civil defense, or accident rescue. Except for helicopters, emergency vehicles must travel
along a road network and the facility may be located either at on intersection or along some road segment.
The usual objective is to place (locate) the facility so that the maximum response time to any point of
demand is minimized.
Other examples of location problems include:
• Switching centers in communication networks.
• Computer facilities.
• Bus stops.
• Mail boxes, post oces, etc.
• Shopping centers, court houses, jails.
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• Military supply points.
6.14.1 Classifying Location Problems
Some of the characteristics of location problems include:
1. Location of a facility is usually on a vertex. For example, a fire station could be an arc but an interstate
highway exit will be at a node.
2. Location of demands are vertices and can be anywhere on the network. For example, houses are on
roads; but in the lock box example, demands came from cities (nodes).
3. The objective function is usually to minimize the total cost for all demand points or to minimize the
maximum cost.
Each combination of the 3 problem characteristics above results in a diÿerent problem, each with a unique
name. We require more terminology for defining these problems.
1. A center is any vertex whose furthest vertex is as close as possible, In this case, both the facility and
demands occur only at nodes.
2. A general center of a graph is any vertex whose furthest point in the graph is as close as possible.
While the facility will be located at a node, demand points lie along edges as well as nodes.
3. An absolute center of the graph is any point whose furthest vertex is a close as possible. In this case,
the facility is located anywhere on the network, but demands occur only at vertices.
4. A general absolute center of a graph is any point whose furthest point is as close as possible. Here,
both facilties and demands are located anywhere on the graph.
In addition, we can define the following terms.
Median Center
General Median General Center
Absolute Median Absolute Center
General Absolute Median General Absolute Center
The center minimizes the maximum distance whereas the medians minimize the sum of the distances from
the facility to all other demand points. See Figure 6.90.
Here are some examples:
1. A county has decided to build a new fire station which must serve all 6 townships in the county. The
fire station is to be located somewhere along one of the highways in the county so as to minimize the
distance to the township furthest from the fire station. See Figure 6.91. All the lengths are 1. Where
is the absolute center? Eyeball it! For the problem set, eyeball it and argue why that is your best guess.
2. Now suppose the same county must locate a post oce so the total distance is minimized. The abso-
lute Median is the same as the absolute center. But there are multiple answers. See Figure 6.91.
Anywhere along (2, 5) is optimal with a total distance of 7.
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Figure 6.90: Classification of network location problems.
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3. Now suppose that the same count must locate a station for how trucks rescue motorists who have be-
come stranded somewhere on the county’s highways. Suppose also that the potential location is judged
according to the maximum distance a tow truck must travel to rescue a motorist. This is an absolute
center. The problem is more complex. You must consider the maximum distance to all points on
all arcs. All points and all arcs must be considered instead of just the maximum distance to a ver-
tex. Also, the arcs could have weights representing the trac intensity on each segment of the highway.
4. In this case, the county must select a location for a telephone switching station somewhere along a
highway or in a town. The switching station stations must be located so as to minimize the total length
of all telephone lines that must be laid. To complicate matters, the township has varying population
sizes and require anywhere between one and five lines from themselves to the switching station. Note
that this problem is a weighted absolute median problem. It is similar to problem (2), except that the
nodes are weighted.
Figure 6.91: Fire station example where all arc lengths are 1.
Many variants of these problems have been studied. For instance, the objective is the maximize rather than
minimize the distance to the facility.
6.14.2 Solutions to the Center Problems
Recall that a center is any vertex x with the property that the most distant vertex from x is as close as
possible. To solve the center problem, we need the matrix D of shortest distances (found by Dijkstra’s
algorithm and others).
Example: Consider the graph in Figure 6.92. The corresponding D matrix is
D =


1 2 3 4
1 0 2 3 3
2 4 0 2 1
3 6 2 0 3
4 3 5 4 0


The matrix is not symmetric because of the directed arcs in the graph. The center is that vertex with the
shortest maximum distance. So, a simple solution is to look across the columns of D and see that row 1
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Figure 6.92: Center location example.
has the minimum maximum distance. So, put the facility at the center of node 1.
This problem was easy because only vertices were considered. The general center problem has the facility lo-
cation on a vertex but the demands along the arcs. We now need a matrixD (obtained fromD) representing
the shortest distance from vertex j to a point on the arc (r, s). For some point on (r, s), this distance takes
on its maximum value denoted by d(j, (r, s)) and is called a vertex-arc distance. This vertex-arc distance
depends on whether (r, s) is directed or undirected.
For undirected arcs:
d(j(r, s)) = d(j, r) + d(j, s) + a(r, s)2 .
See the top part of Figure 6.93.
For directed arcs, d(j(r, s)) = d(j, r) + a(r, s). See the lower part of Figure 6.93. You need to do this with
even one directed arc (r, s) because we want to go to the points along (r, s) which cannot get to from s!
This is an actual SAT question. See Figure 6.94. Given two lengths 5” x 8”, (A,B) and (A,C) what dis-
tance (C,B) is needed in order to form a triangle? 3 < (C,B) < 13 because (A,C) − (A,B) < (C,B) <
(A,B) + (A,C) → 8 − 5 < (C,B) < 8 + 5. The triangle inequality is A + B > C. What is the maximum
distance from j to a point on (r, s)? 7. See Figure 6.95. max7 = d(j, r) + d(r, s). Now with undirected arcs,
what is the maximum distance? 6 = 3+5+42 . See Figure 6.96. Note: In using the formulas, we must assume
that the triangle inequalities a+ b > c works! For example, consider Figure 6.97. This could never be a real
triangle, and it does not satisfy the triangle inequality; can’t get the maximum distance to any point on this
arc because the formula gives 2+20+722 = 47 which is not even on the arc desired!
Recall the example in Figure 6.100 on page 432. We labeled the arcs
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Figure 6.93: Vertex-Arc distance.
Figure 6.94: Actual SAT question.
Figure 6.95: Actual SAT question with directed arcs.
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Figure 6.96: Actual SAT question with un-directed arcs.
Figure 6.97: Example of a triangle that can never be real.
Figure 6.98: A graph from a previous example.
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Arc Number
(1, 2) 1
(1, 3) 2
(1, 4) 3
(2, 4) 4
(2, 3) 5
(3, 4) 6
This is used with D. Recall that
D =


1 2 3 4
1 0 2 3 3
2 4 0 2 1
3 6 2 0 3
4 3 5 4 0


d(j(r, s)) =
 d(j,r)+d(j,s)+a(r,s)
2 , For undirected arcs.
d(j, r) + a(r, s), For directed arcs.
For example, d(1, (3, 4)) = 12 [d(1, 3) + d(1, 4) + a(3, 4)] = 12 [3 + 3 + 4] = 5. d(1, (2, 4)) = d(1, 2) + a(2, 4) =
2 + 1 = 3, etc. And so, we get D which is the vertex-arc distance matrix.
D =


1 2 3 4 5 6
1 2 3 3 3 3.5 5
2 6 7 4 1 2 3.5
3 8 9 6 3 2 3.5
4 5 6 3 6 5.5 4


Because of the triangle inequality...it limits this algorithm. Granted that Figure 6.99 is not allowed in general
geometry, but in the real world, the arcs are not necessarily straight time and since we take a real world
situation and make it look geometric. Figure 6.99 becomes Figure 6.97. The MVA(i), the maximum vertex
arc distance from node i are as follows: MVA(1) = 5, MVA(3) = 9, MVA(2) = 7, MVA(4) = 6. Node 1 is
the best choice. It is the ”closest” to all points over all other node choices. So, node (vertex) 1 is a general
center of the graph. The furthest point from 1 is 5 units and lies on (3,4).
Homework Notes: The absolute center and general center can be at either end. Eyeball the answers in the
problem sets. Remember, no interior point of a directed arc can be an absolute or general absolute center!
Because, you can not go both ways from it!
With our example, see Figure 6.100 for the eyeball absolute centers. Note that we can eliminate arcs (1,2),
(2,4) and (1,3) because they are directed arcs. So, we must consider nodes 1, 2, 3, and 4; and arcs (2,3),
(1,4), and (3,4). Vertex 1 is the absolute center with a maximum distance of 3 to all other vertices.
6.14.3 Median Problems
Recall that a median is any vertex x with the smallest possible total distance from x to all other vertices.
Recall that when finding the center, we took the maximum over the rows of the shortest distance matrix D.
To find the median of the graph, we merely sum over each row and take the minimum value. So, the median
problem looks more at clusters rather than outliers. Thus, for our example, recall D
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Figure 6.99: Center location example with un-directed arcs.
Figure 6.100: Eyeball the absolute centers.
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D =


1 2 3 4 Sum
1 0 2 3 3 8
2 4 0 2 1 7(Best)
3 6 2 0 3 11
4 3 5 4 0 12


So, choose vertex 2 as the median.
General Median
The general median is any vertex x with the smallest total distance to any arc where the distance from a
vertex to an arc is taken to be the maximum distance from the vertex to the points on the arc. Thus, to
find the general matrix, we need only to sum across the rows of the D matrix and choose the minimum.
D =


1 2 3 4 5 6 Sum
1 2 3 3 3 3.5 5 19.5(Best)
2 6 7 4 1 2 3.5 23.5
3 8 9 6 3 2 3.5 31.5
4 5 6 3 6 5.5 4 29.5


Thus, the general median is vertex 1. Again, no directed arc’s interior point will be an absolute median or
general absolute median.
Theorem: There is always a vertex that is an absolute median (i.e. a vertex that is at least as good as any
point on an arc).
So, there may be ties with points on the arcs, but you know you have an absolute median by using the
original median problem for an answer. For the general absolute medians, the solution procedures involve
searching and an iterative procedure which we will not cover.
Extensions
1. Weighted Locations. For many practical problems, a vertex has a diÿerent importance or weight in the
problem. Weights may correspond to population demand, supply, cost, etc. Arcs may have weights as
well; for example if the arcs represent highway segments that must be served from a central emergency
station, each segment should be weighted according to the amount of trac it carries.
2. Multi-Centers versus Multi-medians. These are very dicult, and we will not cover them in this class.
The general set-up is as follow for weights on a graph.
D =


w1 w2 w3 w4
1
2
3
4


Only apply the weights once in D. The weights are on the nodes. Multiply the columns by the weights
and solve a usual.
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D =


w1 w2 w3 w4 w5 w6
1
2
3
4


6.15 Euler Networks and Postman Problems
The Chinese postman problem (and related arc routing problem) is as follow: consider a network. The
problem is to find a minimum distance path which traverses all the arcs at least once (called CPP). Edges
can be directed, undirected or both.
Example: Consider street sweepers, snow plows, interstate lawn mowers, police patrol cars, automated
guided vehicles, etc.
Special cases of the CPP include np-complete and np-hard (we will not cover these).
1. Capacitated CPP (CCPP). Each arc has possible demand and the vehicles have a finite capacity.
Example: School buses, road salting trucks, etc. The route is constrained by capacity and may not be
able to cover all arcs.
2. Capacitated Arc Routing Problem (CARP). Not all of the arcs have demands. We do not want to
eliminate all no-demand arcs. Example: County responsible for patrolling county roads, but we can
only travel on state roads. Then, only a subset of arcs will be traversed.
6.15.1 Euler Tours
Figure 6.101: Examples of even and odd degree nodes.
Recall the Kongsberg bridge problem in Figure 6.2 on page 319. He proved that you can not cross every
arc exactly once and make it home. But if you can do this, then you have a Euler tour. Any cycle in a
graph that crosses an edge exactly once is called an a Euler tour. Any graph that possesses a Euler tour is
called a Euler graph. If you can find a Euler tour, the CPP is solved because crossing an arc only once is the
minimum path. The exact order does not matter. Dead heading is when you cross an arc twice because you
must. So, if you have a Euler tour, the number of times a postman arrives at a vertex must equal the number
of times he leaves. This is similar to Markov chains. If the postman does not repeat any edges incident to a
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vertex, then this vertex must have an even number of edges incident to it, or an even degree. See Figure 6.101.
Theorem: An undirected graph is Euler iÿ all vertices have an even degree.
Example: See the upper part of Figure 6.102. There are four diÿerent, equally valid Euler tours. All of
them have the same distance length of 22.
Example: See the lower part of Figure 6.102. This is a graph with no Euler tour. The amount of Dead
heading is 5 — for arc (2,4) which must be traversed twice. The idea behind graphs with out a Euler tour
is to search for ways to minimize Dead heading.
Figure 6.102: Postman examples with even and odd degree nodes.
6.15.2 Constructing Euler Tours
Suppose we have a Euler graph (or any graph) G = (x,E1). If a graph possesses a Euler tour then we have
Dead heading. Note that the sum of all of the lengths is constant. The CPP can be interpreted as minimizing
the amount of Dead heading.
The steps of construction of the Euler graph are as follow.
1. Begin at any vertex and construct a cycle C. Traverse any edge (s, x) incident to s and mark this edge
”used.” Next, traverse any unused edge incident to x. Repeat until you return to s. We must be able
to return to s since G is a Euler graph. If we enter node i, we can leave it, and we can return to node
s.
2. If your cycle C contains all edges of G, then stop. If not, then a subgraph G in which all edges of
C are removed must be Euler since the vertex of C must have an even number of edges. Since G is
connected, there must be at least one vertex V in common with C.We know we can start a new cycle
(ignoring arcs used in C) at V and it will be connected to C by only looking at the left-over arcs in
the subgraph.
3. Splice together the cycles C and C and call it C. Return to step 2 and repeat until all of the arcs are
used.
Example: See Figure 6.103. C = {a, f, h, i}, V = 2 and 5. Use node 2. C = {e, g, d, c, b}, C + C + C =
{a, b, c, d, e, f, g, h, i} all of G. The cycle is {a, b, c, d, g, e, f, h, i}.
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Figure 6.103: The example of constructing a cycle and splicing.
6.15.3 The Chinese Postman Problem for Undirected Graphs
If G is not a Euler graph, then minimize Dead heading. Let a(i, j) be the length of edge (i, j) in G. In any
postman route, the number of times the postman enters a vertex equals the number of times the postman
leaves that vertex. Therefore, if vertex x does not have an even degree, then at least one edge incident to x
must be repeated by the postman. Let f(i, j) + 1 denote the number of times that (i, j) is traversed by the
postman so that f(i, j) is the number of times (i, j) is repeated. Of course f(i, j) is a non-negative integer.
Note that f(i, j) contains no information about the direction that (i, j) was traveled across. Construct a
new graph G∗ = (x,E∗) that contains f(i, j) + 1 copies of each edge (i, j) in graph G. Clearly, a Euler tour
of graph G∗ corresponds to a postman route in graph G. The postman wishes to select values for the f(i, j)
variables so that:
1. Graph G∗ is an even graph.
2.  a(i, j)f(i, j) is minimized which is the total length of a repeated edge.
If the vertex x is an odd degree vertex in G, then an odd number of edges incident to x must be repeated
by the postman so that in graph G∗, vertex x has an even degree. Similarly, if x has an even degree vertex
in G, an even number of edges (may be zero) must be repeated. See Figure 6.2 on page 319 and Figure 6.105.
With n odd degree nodes, you will have n2 arcs to fix it (or more), but you may have a choice. Figure 6.104
shows how to fix the Kongsberg bridge problem. But, which real arcs belong on this artificial one (dashed
line arc)? Therefore, the postman must decide:
1. Which odd-degree vertices will be joined by a path of repeated edges. See Figure 6.106.
2. The precise composition of the path.
One solution method is to arbitrarily join the odd-degree vertices by paths of repeated edges and use this
theorem:
Theorem: A feasible solution to the postman problem is optimal iÿ (i) no more than one duplicated edge
is added to any original edge and (ii) the length of the added edges in any cycle does not exceed 12 the length
of the cycle.
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Lemma: If two feasible solutions satisfy (i) and (ii), then the lengths of their added edges are equal.
Lemma: An optimal solution always exists.
One problem arises when the number of cycles that must be checked in (ii) grows exponentially in the size
of the graph. Thus, the algorithm cannot be performed in polynomial time. The method that we will use is
the polynomial time algorithm which uses the shortest route algorithm. We can determine a shortest path
because at each pair of odd degree vertices, they are in G. See Figure 6.107. Vertices 1, 3, 4, and 6 are odd
degrees. Find the shortest path for all pairs of these vertices. Note that this is a symmetric matrix, and
only the lower values have been filled in.


1 2 3 4 5 6
1 0
2 1 0
3 4 5 0
4 2 3 2 0
5 4 5 7 6 0
6 3 2 4 3 3 0


Now, as a subproblem, ignore all the even degree nodes. So we look only at nodes 1, 3, 4, and 6. Form the
sub-graph in Figure 6.108. There are three ways to fix this graph. Since this is a small example, we will
enumerate all the diÿerent ways. (1, 4) and (3, 6) have a cost of 6; (1, 3), and (4, 6) have a cost of 7; (1, 6)
and (3, 4) have a cost of 5 (this path is best). The values for the arcs can be read from the shortest path
matrix for larger, more complex problems.
For larger problems, use the maximum weight matching algorithm. Essentially, you create pairs of nodes
in the best possible way (i.e match nodes). See Figure 6.109. The new graph G∗ is a Euler graph. All the
nodes have an even degree. An optimal route is 1-2-6-5-1-3-6-4-3-4-1-6-1.
6.15.4 The Postman Problem for Directed Graphs
For directed graphs, it is possible that no postman route exists. See Figure 6.110. Several algorithms exist
for directed and mixed graphs.
Example: Vehicle Parking Problems. A number of customers with known delivery requirements and loca-
tions are the vehicles in a network. A fleet of trucks with limited capacity is availableWhat customers should
be assigned to diÿerent routes to minimize the total time or distance traveled? For example, we are routing a
fleet of gasoline trucks to gasoline stations. Each station requires a fixed amount of gasoline to refill the tanks.
Assume that each vehicle has a fixed capacity W. Let d(i) be the demand at vertex i and a(i, j) be the cost
or time associated with traveling from i to j. Assume also that all the vehicles are dispatched from a central
depot, vertex O. An ecient heuristic algorithm (1963) is called the savings approach. Begin with an initial
solution in which each customer is served individually from the depot. This is not optimal, but a feasible ini-
tial solution. Start with this solution and try to combine trips. Compute the savings incurred by combining
routes. You must check the capacity as you combine the routes. Savings: s(i, j) = a(0, i) + a(0, j)− a(i, j).
See Figure 6.111. If the savings is greater than zero, then the routes are worth considering.
The steps to the savings algorithm are:
1. Compute the savings s(i, j) for all pairs (i, j).
2. Choose the pair with the largest savings and check for feasibility (is less than or equal to W ). If yes,
the join; if no, then discard.
3. Continue as long as savings are possible. Stop when all possible savings have been considered.
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This heuristic algorithm always gives a feasible solution, but the greedy approach can get you into trouble.
Example: Consider the following problem.
Customer 1 2 3 4 5 6 7
Demand 46 55 33 30 24 75 30
Note that the following matrix is symmetric. Again, only the lower part of the matrix has been filled in.


0 1 2 3 4 5 6 7
0 −
1 20 −
2 57 51 −
3 51 10 50 −
4 50 55 20 50 −
5 10 25 30 11 −
6 15 30 10 60 60 20 −
7 90 53 47 38 10 90 12


The capacity is 80. We begin with 7 routes, 0-1-0, 0-2-0, ..., 0-7-0. Now compute the savings. For example,
linking s(1, 2) = a(0, 1) + a(0, 2) − a(1, 2) = 20 + 57 − 51 = 26. Is the capacity ok? d1 + d2 ≤ 80? Since
46 + 55 > 80, we can’t do it. This is the savings matrix (ignoring capacity).


1 2 3 4 5 6 7
1 −
2 26 −
3 61 58
4 15 87 51 −
5 5 37 50 10 −
6 5 62 6 5 5 −
7 57 100 103 130 10 93 −


Examine all possibilities — is the capacity ok? Choose the best first. Nodes 4 and 7 have a savings of 130
with a capacity of 30+30 = 60. So, this one is ok. Continue with the rest of the matrix. We get the following
routes: 0-4-7-0, 0-3-1-0, 0-2-5-0, 0-6-0. We are not guaranteeing these are optimal. The method is a greedy
heuristic and easy to put on a computer.
6.16 References
1. Evans and Minieka, Optimization Algorithms for Networks and Graphs (Chapters 8 and 10).
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Figure 6.104: The Kongsburg Bridge with additional arcs.
Figure 6.105: Examples of adding pseudo arcs to a graph.
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Figure 6.106: The Postman problem with odd degree arcs.
Figure 6.107: A graph with odd degree vertices.
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Figure 6.108: A subgraph for the graph with odd degree vertices.
Figure 6.109: The new graph is now a Euler graph.
442 CHAPTER 6. NETWORK OPTIMIZATION
Figure 6.110: A directed graph with out a postman route.
Figure 6.111: Calculating savings.
Chapter 7
Theory of Statistics
Old Dominion University
Dr. Ram Dahiya, Statistics 531, Spring 1996
Text used: Robert V. Hogg and Elliot A. Tanis, Probability and Statistical Inference, Prentice Hall, 1988
7.1 Estimating Parameters
7.1.1 Inference Based on Random Samples
Example: Does smoking cause lung cancer? Let p1 be the proportion of people who die of lung cancer who
smoke. Let p2 be the proportion of people who die of lung cancer who do not smoke. Suppose p1p2 = 20%. p1and p2 are parameters of the population. Random samples must be taken to estimate p1 and p2.
Suppose we have a population and we select a subject. X is equal to an observation on the selected subject.
Assume X has a pdf f(X|θ), and θ is an unknown parameter.
Example: X ∼ N (θ1, θ2); Let X1, X2, ...Xn be a random sample. θˆ = U (x1, x2, ..., xn) is an estimator for
θ. We want θˆ − θ to be the error in θˆ for estimating θ. Specifically, P (−a < θˆ − θ < a) should be large for
small values of a. When E(θˆ − θ) = B(θˆ), it is called the bias of θˆ. We want E(θˆ − θ) = E(θˆ) − θ = 0, and
we want V ar(θˆ) to be as small as possible.
V ar(θˆ) = E(θˆ − E(θˆ))2 = E(θˆ − θ)2,
if E(θˆ) = θ. In other words, the bias is zero. θˆ is known as an unbiased estimator if B(θˆ) = 0, when e(θˆ) = θ.
Example: Suppose there are n workers, x1, x2, ..., xn. Let d be the location of the oce. Minimize the total
distance traveled by the workers.
n
i=1
|xi − d|
is the median. d should be the median. Minimize
K(d) =
n
i=1
(xi − d)2
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if small distances do not matter.
dK(d)
dd =
n
i=1
−2(xi − d) = 0.
n
i=1
xi
n −
n
i=1
d
n = 0. x¯− d = 0. d = x¯.
Suppose E(x) = µ and V ar(x) = σ2. x1, x2, ..., xn is a random sample. Then
x¯ =
n
i=1
xi
n .
E(x¯) = 1n
n
i=1
E(xi) =
1
n
n
i=1
µ = nµn = µ.
x¯ is an unbiased estimator of µ. What about σ2? The sample variance,
S2 = 1n− 1
n
i=1
(xi − x¯)2.
Fact: S2 is an unbiased estimator of σ2. Proof:
n
i=1
(xi − x¯)2 =
n
i=1
x2i − nx¯2.
E
 n
i=1
(xi − x¯)2

= E(x2i ) − nE(x¯2).
Remember that σ2 = E(x2)− µ2 = V ar(x).
E(x2) = σ2 + µ2.
E(x¯2) = V ar(x¯) + [E(x¯)]2 = σ
2
n + µ
2.
So,
n
i=1
(σ2 + µ2)− n
σ2
n + µ
2

=
nσ2 + nµ2 − σ2 − nµ2 =
(n− 1)σ2.
E
 n
i=1
(xi − x¯)2

= (n− 1)σ2
E
n
=1(xi − x¯)2
n − 1

= σ2
E(S2) = σ2.
Suppose we know µ. An estimator of σ2 is
σ2 = E(x2) − µ2 =
n
i=1
x2i
n
is an estimator of E(x2).
n
i=1
x2i
n − µ
2 = 1n
n
i=1
(xi − µ)2.
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We know that E(S∗2 = σ2) and E(S2) = σ. S∗2 is a better estimator by showing it has a smaller variance
than S2. The Mean Square Error(MSE) of θˆ is E(θˆ − θ). θˆ is an estimator of θ. θˆ is the minimum MSE
estimator of θ if
E(θˆ − θ)2 ≤ E(θ˜ − θ)2,
for any other estimator θ˜. Suppose that θˆ is unbiased for θ(E(θˆ) = θ). Then, MSE(θˆ) = V ar(θˆ). If dealing
with unbiased estimators, then one only needs to look at the variance. If the estimator is bias, then
MSE(θˆ) = E(θˆ − θ)2
E[θˆ − E(θˆ) +E(θˆ) − θ]2 = E[(θ2 − E(θˆ))2 +B2(θˆ) + 2B(θˆ)(θ −E(θˆ)] = V ar(θˆ) + B2(θˆ) + 0.
Which is the MSE(θˆ).
Example: Suppose x1, x2, x3 is a random sample of size 3. Then, x¯ is unbiased on µ and
σ2
n =
σ2
3 .
Suppose that
µ˜ = 2x1 + x1 + 2x35 .
Then,
E(µ˜) = 2µ+ µ+ 2µ5 = µ.
V ar(µ˜) = 152V ar(2x1 + x2 + 2x3) =
1
52 (2
2σ2 + σ2 + 22σ2) = 925σ
2 > 13σ
2.
In general,
x¯ = x1 + x2 + ...+ xnn , µ˜ =
a1x1 + a2x2 + ...+ anxn
a1 + a2 + ...+ an
.
Example: Suppose X ∼ N (µ, σ2). x1, ..., xn is a random sample. µ and σ2 are both unknown. Find the
MSE estimator of σ2 in the class of cS2, where c is a constant.
s2 = 1n− 1
n
i=1
(xi − x¯)2, E(s2) = σ2.
Suppose that,
σ˜2 = cs2.
Find E(cs2).
E(cs2) = E(cs2 − σ2)2.
Then,
(n− 1)s2
σ2 ∼ χ
2
n−1.
Y ∼ χ2n−1.
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Therefore,
E(Y ) = n− 1, V ar(Y ) = 2(n− 1).
V ar
 (n− 1)s2
σ2

= 2(n− 1).
Note that if a is a constant that,
V ar(aX) = a2V ar(X).
V ar(s2) = 2σ
4
n− 1 .
MSE(cs2) = E[cs2 − σ2]2 = V ar(cs2 − σ) + [E(cs2 − σ2)]2 = c2V ar(s2) + (cσ2 − σ2)2 =
σ4

(c− 1)2 + 2c
2
n− 1

= K(c).
Then, minimize K(c).
K (c) = σ4

2(c− 1) + 4cn− 1

= 0.
c = n− 1n+ 1 .
The minimum MSE of
σ2 = n− 1n+ 1s
2 = 1n+ 1
n
i=1
(xi − x¯)2.
is a biased estimator. s2 is an unbiased estimator whereas the other is biased.
7.1.2 Method of Moments
Suppose that X ∼ f(x; θ).
µ(θ) = E(X) =
 ∞
−∞
xf(x; θ) dx
is the first population moment. x1, ..., xn is an iid sequence. Then, the sample mean is
x¯ = 1n
n
i=1
xi.
The moment estimate of θ is
µ(θ) = x¯.
The solution of this estimator is the moment estimate of θ. Suppose that
θ = θ1, θ2.
m(θ) = x¯.
µ2(θ) = m2 = E(x2) =

x2f(x; θ) dx.
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m2 =
1
n
n
i=1
x2i .
Example: Suppose f(x; θ) = θxθ−1, 0 < x < 1. A moment estimate of θ is
µ(θ) = E(x) =
 1
0
xθxθ−1 dx = θ
 1
0
xθ dx =
θxθ+1
θ + 1
1
0
= θ1 + θ .
θ
1 + θ = x¯⇒ θ = x¯+ θx¯⇒ θ˜ =
x¯
1− x¯
We will learn the method of maximum likelihood which gives θˆ.
Example: Suppose x ∼ Gamma(α, θ). Then,
f(x|α, θ) = e
−x
θ xα−1
Γ(α)θα , x > 0.
E(x) = αθ, V ar(x) = αθ2
αθ = x¯, αθ2 = m2.
Therefore,
θ˜ = m2x¯ , α =
x¯2
m2
.
Example: Suppose x ∼ N (µ, σ2).
µ˜ = x¯, σ˜2 = m2.
7.1.3 Internal Estimation
Internal estimation is also called confidence intervals. Suppose x ∼ f(x; θ) where x1, ..., xn is an iid sequence.
Let θˆ be the point estimator of θ. Then, find P (a < θ < b) = 1− α.
Example: x ∼ N (µ, σ2). Assume σ2 is known. Find the internal estimator of µ. x1, x2, ...xn is an iid
sequence. It is known that x¯ is an estimator of µ.
x¯ ∼ N

µ, σ
2
n

, Z =
√nx¯− µ
σ ∼ N (0, 1).
1− α = P

−zα
2
< Z < zα
2

⇒ 1− α = P

x¯− z
α
2
σ√n < µ < x¯+
zα
2
σ√n

⇒

x¯− z
z
2
σ√n , x¯+
zα
2
σ√n

is a (1− α)100% confidence interval of µ. The interval length is given by the following equation, 2zα2 σ√n . The
amount of error is given by the following equation, zα2 σ√n .
Suppose the tails of the z statistic are uneven. A longer interval length given by the following expression
should not be used: (zα1 + zα2) σ√n .
Example: The GPA of students at ODU is N (µ, σ2) with σ = 0.3. Based on a random sample of 16 students
giving X¯ = 2.7, find a 95% confidence interval of µ.
α
2 = 0.025, z0.025 = 1.96.
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Then,
2.7± 1.96(0.3)4 = [2.555, 2.845]
is the 95% confidence interval of the mean at ODU.
Suppose X ∼ N (µ, σ2) and σ2 is unknown. The test statistic is
T =
√n(X¯ − µ)
s ∼ t(n− 1), 1− α = P (−tα/2(n − 1) < T < tα/2(n− 1)).
r = n− 1 if ever used.
1− α = P

X¯ − tα/2(n− 1)s√n < µ < X¯ +
tα/2(n− 1)s√n

,
is the (1 − α)100% confidence interval. X¯ ± tα/2(n−1)s√n , is the interval. The length is,
2tα/2(n−1)s√n . To
compare this statistic, the expected value of s should be used: E(s2) = σ2. Note that, E(s) = σ. Compare
2tα/2(n−1)E(s)√n with
2zα/2σ√n . Suppose σ is unknown but s = 0.35. Find a 95% confidence interval for µ.
t0.025(15) = 2.131.
X¯ ± t0.025(15)s√n = 2.7±
2.131(0.35)
4 = [2.514, 2.886].
7.1.4 Means of Two Populations
Suppose we have two populations, Population I is X ∼ N (µX , σ2X), and Population II is Y ∼ N (µY , σ2Y ).
Find a confidence interval for µX − µY . It is assumed that, x1, x2, ..., xn and y1, y2, ..., ym are iid samples.
Case 1: σX , σY are known. X¯ − Y¯ is a point estimator of µX − µY .
E(X¯ − Y¯ ) = µX − µY .
V ar(X¯ − Y¯ ) = V ar(X¯) + V ar(Y¯ ) = σ
2
X
n +
σ2Y
m = σ
2
W .
Then, X¯ − Y¯ ∼ N (µX − µY , σ2W ). The test statistic is
X¯ − Y¯ − (µX − µY )
σW
∼ N (0, 1).
1− α = P (−zα/2 < z < zα/2).
X¯ − Y¯ ± zα/2σW = X¯ − Y¯ ± zα/2

σ2X
n +
σ2Y
m
is the (1− α)100% confidence interval of µX − µY .
Case 2: σX , σY are unknown, but n,m are large (over 30). Then,
X¯ − Y¯ ± zα/2

s2X
n +
s2Y
m
is a (1− α)100% confidence interval of µX − µY . Note that,
s2X =
1
n− 1
n
i=1
(xi − x¯)2, s2Y =
1
m − 1
M
i=1
(yi − y¯)2.
7.1. ESTIMATING PARAMETERS 449
Case 3: m,n are small, σX , σY are unknown but are equal.
s2p =
(n− 1)S2x + (m − 1)S2y
n+m− 2 ,
where S2p is the pooled estimate of σ2.
X¯ − Y¯ − (µX − µY )
Sp

1
n + 1m
∼ t(n+m − 2).
The (1− α)100% confidence interval for µX − µy is
X¯ − Y¯ ± tα/2(n+m − 2)Sp

1
n +
1
m.
Example: A random sample of 40 starting salaries of engineering graduates produced X¯ = $32, 600
and Sx = $4, 172.A random sample of 30 education graduates produced Y¯ = $24, 900 and Sy = $3, 864.
Construct a 95% confidence interval for the diÿerence of the two mean starting salaries. We are
assuming Normal distributions.
32600− 24900± 1.96

41722
40 +
28642
30 = 7700± 1893 = [5807, 9593].
Example: Problem 6.2-14 in the text book.
n = 12, X¯ = 65.7, Sx = 4, m = 15, Y¯ = 68.2, Sy = 3.
Assume that σx = σy = σ. We must assume a Normal distribution of heights in both countries.
S2p =
16(11)− 9(14)
11 + 14 = 12.08⇒ Sp = 3.48.
A 98% confidence interval is
65.7− 68.2± 2.485(3.48)

1
12 +
1
15 = −2.5± 3.35⇒ [−5.85, 0.85].
Case 4: n,m are small, σx = σy. Use Welche’s T statistic for an approximate interval.
X¯ − Y¯ − (µx − µy)
S2x
n +
S2y
m
∼ t(r),
where r is

S2x
n +
S2y
m
2
1
n−1

S2x
n
2
+ 1m−1
S2y
m
2 .
X¯ − Y¯ ± tα/2(r)

S2x
n +
S2Y
m .
Example: 6.2-14 in the text book. If σx = σy, then r = 19.95. Choosing the largest integer for r,
r = 19. t0.01(19) = 2.539. Then,
65.7− 68.2± 2.539

16
12 +
9
15 = −2.5± 3.53 = [−6.03, 1.03].
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7.2 Confidence Intervals
7.2.1 Confidence Intervals of σ2
Assume X ∼ n(µ, σ2) and x1, x2, ..., xn is an iid sequence.
σ˜2 = S2 = 1n− 1
n
i=1
(xi − x¯)2.
(n− 1)S2
σ2 ∼ χ
2(n− 1).
1− α = P (a < χ2(n− 1) < b) = P

a < (n − 1)S
2
σ2 < b

=
P
1
b <
σ2
(n− 1)S2 <
1
a

= P
 (n− 1)S2
b < σ
2 < (n− 1)S
2
a

.
The confidence interval is
 (n− 1)S2
b ,
(n − 1)S2
a

.
σ is

(n− 1)S2
b ,

(n− 1)S2
a

.
How to choose a and b. One way is
b = χα/2(r), a = χ1−α/2(r),
where r = n− 1. The preferred way is the shortest confidence interval of σ given by
length =

(n − 1)S2
 1√a −
1√
b

.
Two constraints are:
1. the area is 1− α.
2. minimize the length.
Use Table X on page 692 of the text book.
Example: 6.3-1 in the text book on page 356.
n = 13, X¯ = 18.97, (n− 1)S2 =
13
i=1
(xi − x¯)2 = 128.41.
Find a 90% confidence interval of σ.
a = χ0.95(12) = 5.226, b = χ0.05(12) = 21.03.
Then,

(n− 1)S2
b ,

(n− 1)S2
a

=

128.01
21.03 ,

128.01
5.226

= [2.22, 4.957].
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The length is 2.485. The shortest length is a = 5.94, b = 24.202.

128.41
24.202,

128.41
5.94

= [2.303, 4.649].
The length this time is 2.346, which is shorter.
Suppose X ∼ N (µx, σ2x), Y ∼ N (µy, σ2y). Find a confidence interval of σ
2
x
σ2y
. Suppose that S
2
x
S2y
is an estimator
of σ
2
x
σ2y
. Then,
S2y
σ2y
S2x
σ2x
∼ F (m− 1, n− 1).
1− α = P

a <
S2y
S2x
σ2xσ2y < b

= P

as
2
x
s2y
< σ
2
x
σ2y
< bS
2
x
S2y

.
A (1 − α)100% confidence interval of σ
2
x
σ2y
is

aS
2
x
s2y
, bS
2
x
S2y

The simplest way to find a, b is to use 1 − α/2 and
α/2 of a = F1−α/2(m− 1, n− 1), b = Fα/2(m− 1, n− 1). Note that in the tables in the book, 1−α/2 points
are not given. So, F1−α/2(m − 1, n− 1) = 1Fα/2(m−1,n−1) .
7.2.2 Confidence Interval of the Binomial
Suppose X ∼ B(n, p). Then, a point estimate is pˆ = xn , for large n.
X − np
npq =
X
n − ppq
n
= pˆ− ppq
n
∼ N (0, 1).
E(X) = np, V ar(X) = npq.
1− α = P (−zα/2z < zα/2) = P

−zα/2 <
pˆ − ppq
n
< zα/2

= P
 (pˆ− p)2
pq
n
≤ z2α/2

=
P

p2

1 +
z2α/2
n

−

2pˆ+ z
2
0
n

p+ pˆ2 ≤ 0

.
p =
pˆ+ z
2
0
n ± z0

pˆqˆ
n +
z20
4n2
 1
2
1 + z
2
0
n
.
A simpler version is given by,
pˆ− p
pˆqˆ
n
∼ N (0, 1).
1− α = P

−zα/2 <
pˆ− p
pˆqˆ
n
< zα/2

 = P

pˆ− zα/2

pˆqˆ
n < p < pˆ + zα/2

pˆqˆ
n

.
The (1− α)100% confidence interval of p is pˆ± zα/2

pˆqˆ
n .
Example: In a sample of 1150 voters, 565 are for candidate A in a presidential election. Find a 95%
confidence interval of p, the proportion of all US voters who are for candidate A.
pˆ = 5651150 = 0.491, z0.025 = 1.96.
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pˆ± z0.025

pˆqˆ
n = 0.491± (1.96)

(0.491)(0.509)
1150 = 0.491± 0.029 = [0.462, 0.520].
With the complicated formula, we get the same results.
Suppose two diÿerent populations X ∼ B(n, p1), and Y ∼ B(n, p2) are given. p1 is the proportion of people
who like a product and p2 is the proportion of people who don’t like the product. The confidence interval is
derived as follow:
pˆ1 =
X
n1
, pˆ2 =
Y
n2
, E(pˆ1 − pˆ2) = p1 = p2.
V ar(pˆ1 + pˆ2) = V ar(pˆ1) + V ar(pˆ2) =
p1q1
n1
+ p2q2n2
.
For large n1 and n2,
pˆ1 − pˆ2 − (p1 − p2)
pˆ1qˆ2
n1 +
pˆ2qˆ2
n2
∼ N (0, 1).
pˆ1 − pˆ2 ± zα/2

pˆ1qˆ1
n1
+ pˆ2qˆ2n2
.
Example: Problem 6.4-10 on page 366 of the text book.
n1 = 2100, n2 = 1900, pˆ1 =
840
2100 = 0.4, pˆ2 =
323
1900 = 0.17.
A 90% confidence interval is derived as follow:

pˆ1qˆ1
n1
+ pˆ2qˆ2n2
= 0.014.
Then,
0.4− 0.17± 1.645(0.014) = 0.23± 0.023.
7.2.3 Sample Size
When designing an experiment, how large should the sample size n be?
Example: Suppose X ∼ N (µ, σ2). We are interested in estimating µ. How large should n be so that X¯ is
within 1 unit of µ with a probability of 0.95? the confidence interval of X¯ is X¯ ± z0.025 σ
2
√n . We want the
latter part of the expression to be 1 unit. So, z0.025 σ
2
√n = 1. Solving for n, n = 1.962σ2. The confidence
interval is given by,
0.95 = P

− 1√nσ <
X¯ − µ
σ/√n <
1√nσ

⇒ 0.95 = P (−1.96 < z < 1.96).
σ2 1 2 5 10
n 4 8 19 38
With the Normal distribution, we must have the variance. With the Binomial distribution, we do not need
the variance. To find a variance in a Normal distribution, perform a pilot experiment to estimate the vari-
ance. In general,  = zα/2 σ√n is the maximum error in X¯ for estimating µ with a probability of α. Suppose
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 is fixed. Then, we have n = z
2
α/2σ2
2 .
Example: Suppose you want to estimate the GPA of students at ODU. You want X¯ to be within 0.05
points of µ with the probability of 0.95. Find n.  = 0.05, z0.025 = 1.96. n = (1.96)
2σ2
(0.05)2 .
σ2 n
0.1 154
0.2 307
7.2.4 The Binomial Proportions
Suppose X ∼ B(n, p). The (1 − α)100% confidence interval of p is pˆ ± zα/2

pˆqˆ
n . The maximum error is
 = zα/2

pˆqˆ
n . Thus, n = pˆqˆ
z2α/2
2 . The maximum value is when p = 1/2, pq = 1/4. So, n ≤
z2α/2
42 . Suppose that
α = 0.05 and  = 0.03. Then, n ≤ (1.96)
2
4(0.03)2 = 1067.
7.2.5 Homework and Answers
6.1-3: Given X1, X2, X3, ..., Xn is an iid sequence and X ∼ b(1, p),
Y =
n
i=1
Xi ∼ b(n, p).
(a) Show that X¯ = Yn is an unbiased estimator of p.
X¯ = Yn =
1
n
n
i=1
Xi.
According to page 155 of the text book, the expected value E(Y ) of a Binomial distribution is
np. Thus, E(Y ) = np. Then,
E(X¯) = E
Y
n

= 1nE(Y ) =
np
n = p.
(b) Show that V ar(X¯) = p(1−p)n . Looking at the variance,
V ar(X¯) = V ar
Y
n

= 1n2V ar(Y ) =
np(1− p)
n2 =
p(1− p)
n .
(c) Show that E[ X¯(1−X¯)n ] = (n− 1)[
p(1−p)
n2 ].
E
X¯(1− X¯)
n

= E

Y
n (1− Yn )
n

= E
 Y
n2 (1−
Y
n )

= E
 Y
n2 −
Y 2
n3

= E(Y )n2 −
E(Y 2)
n3 =
np
n2 −
σ2 + µ2
n3 =
p
n −
np(1− p)
n3 −
n2p2
n3 =
p
n −
p(1− p)
n2 −
p2
n =
np
n2 −
p(1− p)
n2 −
np2
n2 =
np(1− p) − p(1− p)
n2 =
(n− 1)p(1− p)
n2 .
(d) Find the value of c so that cX¯(1−X¯) is an unbiased estimator of p(1−p)n = V ar(X¯). The procedure
to find c is to find E(cS2), set the derivative of E(cS2) equal to zero, and solve for c. Referring to
page 156 of the text book, the variance of the Binomial distribution is V ar(Y ) = E(Y 2)−[E(Y )]2.
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6.1-4: Given X1, X2, X3, ..., Xn is an iid sequence with variance σ2, show that
S2 =
n
i=1
(Xi − X¯)2
n− 1
is an unbiased estimator of σ2. To show that S2 is an unbiased estimator means proving that S2 = σ2.
The proof is as follow:
S2 =
n
i=1
(Xi − X¯)2
n− 1 =
n
i=1
X2i − nX¯2
n− 1 =
n
i=1
σ2 + µ2
n− 1 −
n(σ2n + µ2)
n− 1 =
n(σ2 + µ2)− σ2 − nµ2
n− 1 =
nσ2 + nµ2 − σ2 − nµ2
n− 1 =
nσ2 − σ2
n− 1 =
(n − 1)σ2
(n − 1) = σ
2.
6.1-7: Let X1, X2, ..., Xn be an iid sample where X is Gamma distributed. Let µ = αθ and σ2 = αθ2. Use
method of moments to find estimates for α and θ.
m1 =
1
n
n
i=1
xi = X¯ = αθ, m2 =
1
n
n
i=1
x2i .
The solution of α and θ relies on substituting X¯ into the variance and solving for one or the other.
Once either α or θ has been found, that expression can be substituted back into the variance to find
the other parameter. Substituting X¯ into the variance yields,
σ2 = V ar(X) = (αθ)θ.
X¯θ = V ar(X)⇒ θ = V ar(X)X¯ .
Using the previous expression for θ yields:
α
V ar(X)
X¯
2
= V ar(X)⇒ αV ar(X)
2
X¯2 = V ar(X) ⇒ α =
X¯2
V ar(X) .
Note that the variance is given by
V ar(X) = 1n

i
x2i −

1
n

i
x2i
2
= m2 −m21.
6.1-9: Let f(x; θ) = θxθ−1, 0 < x < 1, θ ∈ Ω = θ : 0 < θ <∞.
(a) For each of the following three sets of 10 observations from this distribution, calculate the value
of the method of moments estimate for θ.
(i) 0.0256 0.3051 0.0278 0.8971 0.0739
0.3191 0.7379 0.3671 0.9763 0.0102
(ii) 0.9960 0.3125 0.4374 0.7464 0.8278
0.9518 0.9924 0.7112 0.2228 0.8609
(iii) 0.4698 0.3675 0.5991 0.9513 0.6049
0.9917 0.1551 0.0710 0.2110 0.2154
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Referring to page 337 in the text book, θ˜ = X¯1−X¯ .
m1 =
1
n
n
i−1
xi,
For set 1:
m1 =
1
10
10
i=1
xi =
3.7401
10 = 0.37401.
θ˜ = 0.374011− 0.37401 = 0.597469608.
For set 2:
m1 =
1
10
10
i=1
xi =
7.0592
10 = 0.70592.
θ˜ = 0.705921− 0.70592 = 2.40043525.
For set 3:
m1 =
1
10
10
i=1
xi =
4.6368
10 = 0.46368.
θ˜ = 0.463681− 0.46368 = 0.864558472
(b) For each set of data, sketch the empirical and theoretical distribution function(using your estimate
of the value of θ) on the same graph. The cdf is F (x, θ) = xθ by integrating the pdf. The insert on
the next page contains the graphs. Note: the graphs do not appear together in the same diagram
because that is not possible in Lotus 1-2-3. Sorry.
6.1-17: As a clue to the amount of organic waste in Lake Macatawa(see Example 6.1-9), a count was made
of the number of bacteria colonies in 100 milliliters of water. The number of colonies, in hundreds, for
n = 30 samples of water from the east basin yielded
93 140 8 120 3 120
33 70 91 61 7 100
19 98 110 23 14 94
57 9 66 53 28 76
58 9 73 49 37 92
Find an approximate 90% confidence interval for the mean number of colonies in 100 milliliters of
water in the east basin, µE . α = 0.10, zα2 = z0.05 = 1.645. Since there are 30 samples, the z statistic
is appropriate.
x¯ = 1n
n
i=1
xi =
1
30
30
i=1
xi =
1181
30 = 60.36666.
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S2 = 1n− 1
n
i=1
x2i − x¯2.
S2 = 129
30
i=1
x2i − x¯2 =
154851− 109324.0333
29 = 1517.57.
The confidence interval is given by the following expression:
x¯± z0.05
 S√n

= 60.36667± 1.645
39.6219√
30

.
Therefore, the confidence interval is [48.46684, 72.2665].
6.2-1: Let X equal the thickness of peppermint gum that is manufactured for vending machines. Assume
that the distribution of X is N (µ, σ2). The target thickness is 7.5 hundredth of an inch. The following
n = 10 thicknesses, in hundredth of an inch, were made on pieces of gum that were selected randomly
from the production line:
7.50 7.55 7.55 7.40 7.45 7.35 7.45 7.45 7.45 7.5
(a) Give point estimates of µ and σ.
x¯ = 110
10
i=1
xi =
74.65
10 = 7.465.
S2 = 19
10
i=1
x2i − x¯2 =
557.2975− 557.26225
9 = 0.00391667⇒ S = 0.062583304.
(b) Find a 95% confidence interval for µ. Since X is known to have a Normal distribution and σ2 is
unknown, and the sample size is small, the t statistic should be used. t0.025(9) = 2.262, gives a
95% confidence interval for µ.
7.465± 2.262
0.062583304√
10

= [7.4202, 7.5098]
6.2-9: Let X1, X2, ..., Xn be a random sample of size n from the Normal distribution N (µ, σ2). Calculate
the expected length of a 95% confidence interval for µ assuming that n = 5 and the variance is known
and unknown.
(a) When the variance is known, the z statistic can be used. The 95% confidence interval is
P

−zα
2
≤ X¯ − µσ/√n ≤ z
α
2

= 1− α
P

−z0.025 ≤
X¯ − µ
σ/
√
5
≤ z0.025

= 1− 0.95
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P

−1.96 ≤ X¯ − µ
σ/
√
5
≤ 1.96

= 0.05
P

X¯ − 1.96
 σ√
5

≤ µ ≤ X¯ + 1.96
 σ√
5

= 0.05

X¯ − 1.96
 σ√
5

, X¯ + 1.96
 σ√
5

.
2
1.96σ√
5

= 1.7531σ.
(b) Given the hint, E(s) = 1χ20.90 =
σ
1.064. When the variance is unknown, the t statistic should be
used. The 95% confidence interval is
1− α = P

−tα
2
(n− 1) ≤ X¯ − µS/√n ≤ t
α
2
(n − 1)

0.05 = P

−t0.025(4) ≤
X¯ − µ
S/
√
5
≤ t0.025(4)

0.05 = P

−2.776 ≤ X¯ − µ
S/
√
5
≤ 2.776

0.05 = P

X¯ − 2.776
 S√
5

≤ µ ≤ X¯ + 2.776
 S√
5


x¯− 2.776
E(s)√
5

, x¯+ 2.776
E(s)√
5


x¯− 2.776
 σ
1.064
√
5

, x¯+ 2.776
 σ
1.064
√
5

.
The interval length is
2
 2.776σ
1.064
√
5

= 2.333581σ.
6.2-10: Students took n = 35 samples of water from the east basin of Lake Macatawa(see Example 6.1-9)
and measured the amount of sodium in parts per million. For their data they calculated x¯ = 24.11 and
s2 = 24.44. Find an approximate 90% confidence interval for µ, the mean of the amount of sodium in
parts per million. Use zα
2
= z0.05 = 1.645. The confidence interval is
x¯± 1.645
 s√n

= 24.11± 1.645
4.94368√
35

= [22.7354, 25.4846].
6.2-12: The length of life of brand X light bulbs is assumed to be N (µX , 784). The length of life of brand Y
light bulbs is assumed to be N (µY , 627) and independent of that of X. If a random sample of n = 56
brand X light bulbs yielded a mean of x¯ = 937.4 hours and a random sample of m = 57 brand Y light
bulbs yielded a mean of y¯ = 988.9 hours, find a 90% confidence interval for µX − µY .
W = X¯ − Y¯ ∼ N

µX − µY ,
σ2X
n +
σ2Y
m

.
σW =

σ2X
n +
σ2Y
m =

784
56 +
627
57 = 5.
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x¯− y¯ = 937.4− 988.9 = −51.5.
1.645σW = 1.645(5) = 8.225.
The 90% confidence interval is [-51.5-8.225, -51.5+8.225] = [-59.725, -43.275].
6.2-13: Let X1, X2, ..., X5 be a random sample of SAT mathematics scores, assumed to be N (µX , σ2), and
let Y1, Y2, ..., Y8 be an independent random sample of SAT verbal scores, assumed to be N (µY , σ2). If
the following data are observed, find a 90% confidence interval for µX − µY :
x1 = 644 x2 = 493 x3 = 532 x4 = 462 x5 = 565
y1 = 623 y2 = 472 y3 = 492 y4 = 661 y5 = 540
y6 = 502 y7 = 549 y8 = 518
x¯ = 15
5
i=1
xi =
2696
5 = 539.2.
s2X =
1
4
5
i=1
x2i − x¯2 =
1473478− 5(539.2)2
4 = 4948.7.
y¯ = 18
8
i=1
yi =
4357
8 = 544.625.
s2Y =
1
7
8
i=1
y2i − y¯2 =
2403227− 8(544.625)2
7 = 4327.982.
sP =

(n− 1)s2X + (m − 1)s2Y
n+m− 2 =

4(4948.7) + 7(4327.982)
5 + 8− 2 = 67.481.
Since we only have estimates for σ2, use the t distribution.
t0 = tα2 (n +m − 2) = t0.05(11) = 1.796.
The 90% confidence interval of µX − µY is given by
x¯− y¯ ± t0sP

1
n +
1
m
So,
539.2− 544.625± 1.796(67.481)

1
5 +
1
8 = 539.2− 544.625± 69.09 = [−74.515, 63.665].
6.2-15: [Medicine and Science in Sports and Exercise (January 1990)] Let X and Y equal, respectively, the
blood volumes in milliliters for a male who is a paraplegic and participates in vigorous physical activi-
ties and a male who is able-bodied and participates in normal activities. Assume that X ∼ N (µX , σ2)
and Y ∼ N (µY , σ2). Using the following n = 7 observations of X :
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1612 1352 1456 1222 1560 1456 1924
and m = 10 observations of Y :
1082 1300 1092 1040 910
1248 1092 1040 1092 1288
(a) Give a point estimate for µX − µY .
x¯ = 17
7
i=1
xi =
10582
7 = 1511.7143.
y¯ = 110
10
i=1
yi =
11184
10 = 1118.4.
µX − µY = 1511.7143− 1118.4 = 393.3143.
(b) Find a 95% confidence interval for µX − µY . Since the variances σ2X and σ2Y might not be equal,
use Welch’s T.
r =
49670.2071
7 + 15297.610
2
1
6
49670.2071
7
2 + 19
15297.6
10
2 =
74399317.04
8391596.848+ 260018.4064 = 8.59947.
s2X =
1
6
7
i=1
x2i − x¯2 =
16294980− 7(1511.7142)2
6 = 49670.2071.
s2Y =
1
9
10
i=1
y2i − y¯2 =
12645864− 10(1118.4)2
9 = 15297.6.
t0.025(8) = 2.306.
The confidence interval is
x¯− y¯ ± tα
2

s2x
n +
s2y
m = 1511.7143− 1118.4± 2.306(92.873591) =
1511.7143− 1118.4± 214.1665 = [179.1475, 607.4805].
7.3 Maximum Likelihood Estimator
There are two ways to find an estimator of the parameter θ.
1. Method of Moments
2. Method of Maximum Likelihood
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Example: Suppose x1, x2, ..., xn is a set of Bernoulli trials.
f(x|θ) = θx(1− θ)1−x, x = 0, 1, 2, ...
The joint pdf of the sample is
P (X1 = x1, X2 = x2, ..., Xn = xn) =
n
i=1
f(x; θ) = P (X1 = x1)P (X2 = x2) · · · P (Xn = xn) =
n
i=1
θxi (1− θ)1−xi = θ

xi(1− θ)n−

xi = θnX¯(1− θ)n−nX¯ = L(θ|x).
Maximizing L(θ|x) is the same as the maximum of logL(θ|x). So,
logL = nX¯ log θ + n(1− X¯) log(1− θ),
∂ logL
∂θ =
nX¯
θ +
n(1− x)
1− θ = 0.
Thus, θˆ = X¯. The moment estimate E(X) = 1θ + 0(1− θ) = θ.
θ˜ = X¯ = 1n
n
i=1
xi.
In general, MLE’s are better estimators when they are diÿerent from the moment estimators.
Example: X ∼ Exp(θ). Then,
f(x|θ) = 1θ e
− xθ .
x1, x2, ..., xn is an iid sequence.
L(θ|x) =
n
i=1
1
θ e
− xiθ = 1θn e
−

xi
θ = 1θn e
−nX¯θ .
logL = −n log θ − nX¯θ ,
∂L
∂θ = −
n
θ +
nX¯2
θ2 = 0.
Thus, θˆ = X¯.
Example:
f(x|θ) = 1θ , 0 < x < θ, θ > 0.
Suppose x1, x2, ..., xn is an iid sequence. Then,
L(θ|x) =
n
i=1
f(x|θ) =
n
i=1
1
θ =
1
θn .
logL = −n log θ.
∂L
∂θ = −
n
θ = 0.
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Since this fails to produce meaningful results, look at the graph of θ vs L(θ|x). As one can see, the MLE =
θˆ = x(m). The moment estimator is given by E(X) = θ2 = X¯. Thus θ˜ = 2X¯, which is diÿerent from the
MLE. This is not even acceptable because of the original condition on x. The distribution of x(m) is needed.
y = x(m),
g(y|θ) = nf(y|θ)F (y|θ)n−1 .
For a uniform distribution,
f(y|θ) = yθ ,
g(y|θ) = n1θ
y
θ
n−1
= ny
n−1
θn , 0 < y < θ.
E(Y ) = nθn
 θ
0
yyn−1 dy = nθn
 θ
0
yn dy = nn+ 1θ.
E(θˆ) = E(x(m)) =
n
n+ 1θ,
which is a biased estimator. An unbiased estimator is given by
θˆ∗ = n = 1n x(m).
E(θˆ∗) = n+ 1n E(x(m)) = θ.
Example: Suppose X ∼ Poisson(θ). Then,
f(x|θ) = e
−θθx
x! , x = 0, 1, 2, ....
E(X) = θ
The moment estimate of θ˜ is X¯. The MLE is derived as follow:
n
i=1
e−θθxi
xi!
= e
−nθθ
 xi
xi!
= e
−nθθnX¯
c ,
where c =xi!.
logL = −nθ + nX¯ log θ − log c.
∂L
∂θ = −n+
nX¯
θ = 0.
θˆ = X¯,
which is the same as the moment estimate of θ.
7.3.1 The MLEs of Two Parameters
Suppose there are two parameters such that, X ∼ N (θ1, θ2), where θ2 = V ar(X). Suppose x1, x2, ..., xn is
an iid sequence. Then,
f(x|θ) = 1√2πθ2
e−

x−θ1
2θ2
2
.
L(θ|x) =
n
i=1
f(x|θ) = 12nπθ2
e−

(xi−θ1)
2
2θ2 .
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logL = c− n2 log θ2 −

(xi − θ1)2
2θ2
.
∂ logL
∂θ1
= −2(−1)
(xi − θ1)
2θ2
= 0.
Thus,
θ1 = X¯.
∂ logL
∂θ2
= − n2θ2
− (−1)
(xi − θ1)2
2θ22
= 0.
Thus,
θ2 =
1
n
n
i=1
(xi − θ1)2.
Finally,
θˆ1 = X¯, θˆ2 =
1
n
n
i=1
(xi − x¯)2.
Note that θ2 is biased.
E(θˆ2) = E

1
n
n
i=1
(xi − X¯)2

= n− 1n E

1
n− 1
n
i=1
(xi − X¯)2

.
n−1
n θ2 is the bias.
7.3.2 Rao-Cramer Inequality
X ∼ f(x|θ), where θˆ is an unbiased estimator of θ based on x1, x2, ..., xn. To find the lower bound on the
estimator of the variance,
I(θ) = ∂
2 log f(x|θ)
∂θ2 = −E
∂2 logf(x|θ)
∂θ2

= E
∂ log f)
∂θ
2
.
Theorem: Let θˆ be an unbiased estimator of θ based on a sample of size n. Then,
V ar(θˆ) ≥ 1nI(θ) .
Example: Suppose X ∼ Poisson(θ).
f(x|θ) = e
−θθx
x! .
logf = −θ + x log θ − logx!
∂ log f
∂θ = −1 +
x
θ ,
−∂
2 logf
∂θ2 =
x
θ2 .
I(θ) = −E
∂2 log f
∂θ2

= 1θ2E(X) =
θ
θ2 =
1
θ .
Then, the lower bound is 1nI(θ) = θn . The MLE θˆ = X¯ is an unbiased estimator for θ, which is the lower
bound.
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7.3.3 Chebyshev’s Theorem
For any k > 1,
P
 |x− µ|
σ ≥ k

≤ 1k2 = P
 |x− µ|
σ ≤ k

≥ 1− 1k2 = P (µ− kσ < x < µ+ kσ) ≥ 1−
1
k2 .
k is the standard deviation. The distribution does not need to be known for the theorem to work. The above
expression can also be thought of as a confidence interval of X. The confidence interval of µ if σ is known
and the distribution of X is unknown is,
E(X¯) = µ, V ar(X¯) = σ
2
n .
P

µ− 2σ√n < X¯ < µ+
2σ√n

≥ 0.75 = P

X¯ − 2σ√n < µ < X¯ +
2σ√n

≥ 0.75.
Example: Police are interested in the age profile of serial killers. Based on 15 solved cases of serial killers
in the US, the average age is 28.5 years old with a standard deviation of 2 years. Give a 75% confidence
interval for the age of the serial killer. X is the age of the serial killer.
P (µ− 2σ < X < µ + 2σ) ≥ 0.75.
P (28.5± 2(2)) = [24.5, 32.5].
7.4 Testing of Hypotheses about Parameters
Example: Suppose X is the life of an electrical heater. The distributor says X ∼ N (50, σ2), and the
producer says X ∼ N (60, σ2). Assume that σ is known. The hypotheses are stated as follow: H0 : µ = 50.
versus H1 : µ = 60. Which hypothesis is more likely to be true?
Suppose that x1, x2, ..., xn is a random sample.
µˆ = X¯, X¯ ∼ N

50, σ
2
n

, X¯ ∼ N

60, σ
2
n

.
Decision H0 true H1 true
Reject H0 Type I Error Correct
Reject H1 Correct Type II Error
α = P (Reject H0|H0 true) = P (X¯ ≥ c|H0).
β = P (Reject H1|H1 true) = P (X¯ < c|H1).
1. As α decreases, β increases for a fixed n.
2. If c is the same for all n then both α and β decrease as n increases.
How to find c.
Example: Find c for σ = 5 and α = 0.05.
0.05 = P (X¯ > c|H0) = P
X¯ − 50
5/√n >
c− 50
5/√n |H0

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0.05 = P

z > (c − 50)
√n
5

= P (z > 1.645).
Then,
(c− 50)√n
5 = 1.645⇒ c =
8.2√n + 50.
The test is reject H0 if X¯ > c = 8.5√n +50 or reject H0 if
(X¯−50)√n
5 > z0.05 = 1.645. 1.645 is called the critical
point for H0. The power of a test is given by P (Reject H0|H1), when H1 is true.
7.4.1 Power Tests
Example: Suppose we have the following hypothesis, H0 : µ = 50 versus H1 : µ > 50. Reject H0 if X¯ > c,
c = 8.20n + 50. Suppose that n = 16, c = 52.05, α= 0.05. Find β and the power.
β = P (Reject H1|H1) = P (X¯ < 52.05|µ1) = P

z ≤ 52.05− µ11.25

.
µ1 53 54 55
z -0.76 -1.56 -2.36
β 0.2236 0.0595 0.0091
Power=1 − β 0.7764 0.9405 0.9909
7.4.2 Testing About Proportions
Example: p is the proportion of Democrats in Norfolk. Suppose the test is as follow: H0 : p = 0.5 versus
H1 : p < 0.5. Take a sample of size n. y equals the number of democrats out of n. Then, Y ∼ Binomial(n, p).
Reject H0 if Y ≤ c.
α = P (Reject H0|H0) = P (Y ≤ c|p = 0.5) =
2
y=0

n
y
 1
2
n
For n = 10, c = 2, find α.
α =
2
y=0

10
y
 1
2
10
Then, c = 1, and α = 0.0007. In the discrete case we can only come close to α = 0.05 at c = 2. For large n,
H0 : p = p0, pˆ = Yn , z0 =
pˆ−p0√ p0q0
n
∼ N (0, 1).
H1 Reject H0
p > p0 z > zα
p < p0 z < xα
p = p0 |z| > zα/2
z is the test statistic.
Example: Problem 7.1-3 on page 399 of the text book. H0 : p = 0.08 versus H1 : p < 0.08. Given n = 100,
reject H0 if y ≤ 6. Find α.
• The exact value of α is given by
P (y ≤ 6) =
6
y=0

100
y

(0.08)y (0.92)100−y = 0.3032
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• The Poisson approximation of α is, λ = np0 = 100(0.08) = 8.
α = P (y ≤ 6|λ = 8) =
6
y=0
e−88y
y! = 0.313.
• The Normal approximation of α is
α = P (y ≤ 6) = P (y ≤ 6.5) = P
 y − 8√npq ≤
6.5− 8
2.713

= P (z ≤ −0.55) = 0.2912.
Find β for H1 : p = 0.04.
P (Reject H1|p = 0.04) = P (y > 6|p = 0.04) = 1− P (y ≤ 6|p = 0.04) = 1−
6
y=0
e−44y
y! = 0.111.
7.4.3 Testing About Two Proportions
Suppose we wish to test about two proportions. X ∼ Bin(n1, p1), Y ∼ Bin(n2, p2). We wish to test,
H0 : p1 = p2. Assume large n1 and n2. The Normal approximation must be used. Under H0, pˆ1 = xn1 ,
pˆ2 = yn2 .
pˆ1 − pˆ2 − (p1 − p2)
p1q1
n1 +
p2q2
n2
∼ N (0, 1), pˆ1 − pˆ2
pq

1
n1 +
1
n2
 ∼ N (0, 1)
because H0 is true. Then,
z = pˆ1 − pˆ2
pˆqˆ

1
n1 +
1
n2
 , pˆ =
x+ y
n1 + n2
.
H1 Reject if
p1 > p2 z > zα
p1 < p2 z < −zα
p1 = p2 |z| > zα/2
Example: Newsweek — 1988. Heart attack among doctors. Study the eÿect of aspirin. For the placebo
group n1 = 11000 and for the aspirin group n2 = 11000. In the placebo group there were 18 deaths and 189
heart attacks. In the aspirin group there were 4 deaths and 104 heart attacks. The hypothesis test is stated
as follow: H0 : p1 = p2 versus H1 : p1 > p2.
pˆ1 =
18
11000 = 0.0016, pˆ2 =
4
11000 = 0.0004.
The test statistic is
z = pˆ1 − pˆ2
pˆ1qˆ1
n1 +
pˆ2qˆ2
n2
= 2.82.
Reject H0 if z > zα. For α = 0.05, p = P (z > 2.82) = 0.00251. Thus, there is a significant diÿerence. The
null hypothesis is rejected.
Example: Immunization rates. Suppose p1 is the probability that a child is immunized in Hampton,
and p2 is the probability that a child is immunized in Norfolk. Given intervention in Norfolk(children
are required to be immunized), the hypothesis test is stated as: H0 : p1 = p2 versus H1 : p1 > p2.
n1 = 200, n2 = 175, X = 142, Y = 107. Then, pˆ1 = 0.71, pˆ2 = 0.61 ⇒ pˆ = 0.664. The test statistic is
z = 0.71−0.61
0.664(0.336)( 1200+ 1175 )
⇒ z = 2.045. Suppose α = 0.05. Since 2.045 > 1.645, reject H0.
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7.4.4 Homework
6.3-2 A random sample of n = 9 wheels of cheese yielded the following weights in pounds, assumed to be
N (µ, σ2) :
21.50 18.95 18.55 19.40 19.15
22.35 22.90 22.20 23.10
(a) Give a point estimate of σ.
x¯ = 19
9
i=1
xi =
188.1
9 = 20.9.
8s2 =
9
i=1
(xi − x¯)2 = 27.63⇒ s =

27.63
8 = 1.8584.
(b) Find a 95% confidence interval for σ. The following format will give the confidence interval:

(n− 1)s2
b ,

(n − 1)s2
a

.
a and b will be found using Table X. Table X will give the minimum interval length. r = n−1 = 8.
a = 2.623, and b = 21.595. So, substituting in values into the above equation yields,

27.63
21.595,

27.63
2.623

= [1.131, 3.246].
(c) Find a 90% confidence interval for σ. Again Table X will be used to find the minimum interval
length. a = 3.298 and b = 19.110. Thus,

27.63
19.110,

27.63
3.298

= [1.202, 2.894].
6.3-5 Let X1, X2, ..., Xn be a random sample from N (µ, σ2), with known mean µ. Describe how you would
construct a confidence interval for the unknown variance σ2.
Hint: Use the fact that
n
i=1(Xi−µ)2
σ2 is χ2(n).
1− α = P
 (n − 1)E(s2)
b ≤ σ
2 ≤ (n− 1)E(s
2)
a

.
E(s2) = 1n− 1
n
i=1
(Xi − µ)2, a = χ2α2 (n), b = χ
2
1−α2 (n).
So,
1− α = P
n
i=1(Xi − µ)2
χ2α
2
(n) ≤ σ
2 ≤
n
i=1(Xi − µ)2
χ21−α2 (n)

.
6.3-6 Let X1, X2, ..., Xn be a random sample of size n from an exponential distribution with unknown mean
of µ = θ.
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(a) Show that the distribution of W = 2θ
n
i=1Xi is χ2(2n).
M (t) ∼ χ2(2n) = 1
(1− 2t) 2n2
= 1(1 − 2t)n .
Simplifying the function W yields,
2
θ
n
i=1
Xi =
2nX¯
θ .
The moment generating function of an Exponential distribution is,
M (t) = 11− θt .
M (t) =
 ∞
0
e 2txθ 1θ e
− xθ dx = 1(1− 2t) .
(b) Use W to construct a 100(1 − α)% confidence interval for θ. Adapting the information given in
Part (a) yields,
2nx¯
θ ,
2nx¯
θ

But, θ is unknown. It is known that θ is Chi distributed. So,

2nx¯
χ2α
2
(2n) ,
2nx¯
χ21−α2 (2n)

.
(c) If n = 7 and x¯ = 93.6, give the endpoints for a 90% confidence interval for θ.
2(7)(93.6)
23.68 ,
2(7)(93.6)
6.571

= (55.338, 199.422).
6.3-11 Some nurses were interested in the eÿect of prenatal care on the birthweight of babies. Mothers were
divided into two groups, and their babies’ weights were compared. The birthweight in ounces of babies
of mothers who had received 5 or fewer prenatal visits were
49 108 110 82 93 114 134
114 96 52 101 114 120 116
and the birthweights of babies of mothers who had received 6 or more prenatal visits were
133 108 93 119 119 98 106
87 153 116 129 97 110 131
Assuming that these are respectively independent observations of X and Y, which are N (µX , σ2X) and
N (µY , σ2Y ), find a 95% confidence interval for
(a) σ
2
X
σ2Y
. This problem is similar to Example 6.3-3 in the text book.
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x¯ = 114
14
i=1
xi =
1403
14 = 100.214, y¯ =
1
14
14
i=1
yi =
1599
14 = 114.214.
s2x =
1
13
14
i=1
(xi− x¯)2 =
7858.3571
13 = 604.489, s
2
y =
1
13
14
i=1
(yi− x¯)2 =
4280.357144
13 = 329.258.
The confidence interval is given by the following equation:

cs
2
x
s2y
, ds
2
x
s2y

.
c = 1Fα
2 ,(n−1,m−1)
= 13.115, d = F
α
2 ,(m−1,n−1) = 3.115.
Thus, the confidence interval is
 1
3.115
604.489
329.258

, 3.115
604.489
329.258

= [0.5894, 5.7489].
The above interval does not match the text book answer because it appears that the author used
the statistic F0.025,(12,12) = 3.28.
(b) σXσY . Taking square roots of the answer in (b) yields, [0.7677, 2.3977]
6.4-3 Let p equal the proportion of adult Americans who favor a law requiring a teenager to have her parents’
consent before having an abortion. In a survey of 1000 adult Americans(conducted by Times/CNN
and reported in Time on July 9, 1990), 690 said they favored such a law.
(a) Give a point estimate of p.
p = Yn =
690
1000 = 0.690.
(b) Find an approximate 95% confidence interval of p. z0.25 = 1.96. The interval is given by the
following equation:
Y
n ± z0.25

Y
n

1− Yn

n .
0.690± 1.96

0.690(0.310)
1000 = 0.690± 0.028666 = [0.6613, 0.7187].
6.4-7 In order to estimate the percentage of a large class of college freshmen that had high school GPAs
from 3.2 to 3.5 inclusive, a sample of n = 50 students was taken, and y = 9 students fell in this class.
Give a 95% confidence interval for the percentage of this freshman class having a high school GPA of
3.2 to 3.6. p = Yn = 950 = 0.18.The confidence interval is given by, p±1.96

0.18(0.82)
50 = [0.0735, 0.2865].
6.4-11 A candy manufacturer selects mints at random from the production line and weighs them. For one
week, the day shift weighed n1 = 194 mints, and the night shift weighed n2 = 162 mints. The numbers
of these mints that weighed at most 21 grams was y1 = 28 for the day shift and y2 = 11 for the night
shift. Let p1 and p2 denote the proportions of mints that weigh at most 21 grams for the day and night
shifts, respectively.
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(a) Give a point estimate of p1.
p1 =
y1
n1
= 28194 = 0.1443.
(b) Give the endpoints for a 95% confidence interval for p1.
p1 ± z0.025
p1q1
n1
= 0.143± 1.96

(0.1443)(0.8557)
194 = [0.0949, 0.1937].
(c) Give a point estimate of p1 − p2. Solve for p2 first.
p2 =
y2
n2
= 11162 = 0.0679.
p1 − p2 = 0.1443− 0.0679 = 0.0764.
(d) Give the endpoints for a 95% confidence interval for p1 − p2.
p1 − p2 ± z0.025
p1q1
n1
+ p2q2n2
= 0.0764± 1.96

(0.1443)(0.8557)
194 +
(0.0679)(0.9321)
162 =
0.0764± 0.0628 = [0.0136, 0.1392].
6.4-14 The following question was asked in a Newsweek poll: “Would you prefer to live in a neighborhood
with mostly whites, with mostly blacks, or in a neighborhood mixed half and half?” Let p1 and p2
equal the proportion of black and white adult respondents, respectively, who prefer “half and half.” If
207 out of 305 black adults and 291 out of 632 white adults prefer “half and half,”
(a) Give a point estimate of p1 − p2.
p1 =
Y1
n1
= 207305 = 0.6787, p2 =
Y2
n2
= 291632 = 0.4604.
p1 − p2 = 0.6787− 0.4604 = 0.2183.
(b) Find an approximate 90% confidence interval for p1− p2. zα2 = 1.645. The following equation will
be used for the confidence interval,
p1 − p2 ± zα2
p1q1
n1
+ p2q2n2
.
So, substituting in the actual data yields,
0.2183± 1.645

(0.6787)(0.3213)
305 +
(0.4604)(0.5396)
632 = 0.2183± 0.0548 = [0.1635, 0.2731]
6.4-15 An environmental survey contained a question asking what the respondent thought was the major
cause of air pollution in this country, giving the choices “automobiles,” “factories,” and “incinerators.”
Two versions of the test, A and B, were used. Let pA be the proportions of people using forms A and
B who select “factories.” If 170 out of 460 people who used version A chose “factories” and 141 out of
440 people who used version B chose “factories,”
(a) Find a 95% confidence interval for pA − pB. nA = 460, nB = 440, yA = 170, and yB = 141. Then,
pA =
yA
nA
= 170460 = 0.3696, pB =
yB
nB
= 141440 = 0.3205.
The confidence interval for pA − pB is
0.3696− 0.3205± 1.96

(0.3696)(0.6304)
460 +
(0.3205)(0.6795)
440 = 0.0491± 0.062 =
[−0.0129, 0.111].
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(b) Do the forms seem to be consistent concerning this answer? Why? Yes, the probability of one
form A or B being biased cannot be accepted since zero is in the interval of the diÿerence. Had
one form or the other been biased, the confidence interval would have contained two negative
numbers or two positive numbers.
6.5-2 Let X equal the excess weight of soap in a “1000-gram” bottle. Assume that the distribution of X is
N (µ, 169). What sample size is required so that we have 95% confidence that the maximum error of
the estimate of µ is 1.5? Note that zα
2
= 1.96. The following equation will be used to determine the
size of the sample: zα
2
σ√n = error. So,
1.96
√
169√n

= 1.5⇒√n = 1.96(
√
169)
1.5 ⇒ n =

1.96(
√
169)
1.5
2
⇒ n = 288.55 ≈ 289.
6.5-3 A company packages powered soap in “6-pound” boxes. The sample mean and standard deviation of
the soap in these boxes are currently 6.09 and 0.02 pounds. If the mean fill can be lowered by 0.01
pounds, $14,000 would be saved per year. Adjustments were made in the filling equipment.
(a) How large a sample is needed so that the maximum error of the estimate of the new µ is ε = 0.001
with 90% confidence? The sample size is calculated by solving for n in the following equation:
ε = z
α
2σ√n .
Substituting in actual values yields,
0.001 = 1.645(0.02)√n ⇒
√
n = 1.645(0.02)0.001 ⇒ n =
1.645(0.02)
0.001
2
⇒ n = 1082.41
Since n must be an integer set n = 1083.
(b) A random sample of size n = 1219 yielded x¯ = 6.048 and s = 0.022. Calculate a 90% confidence
interval for µ. The following equation will be used to calculate the confidence interval:
x¯± zα
2
s√n.
Substituting in actual data yields,
6.048± 1.645
 0.022√
1219

⇒ 6.048± 0.00104 = [6.047, 6.049].
(c) Estimate the savings per year with these new adjustments. The diÿerence between the old mean
and the new mean is 6.09− 6.048 = 0.042. It is given that $14,000 is saved per 0.01 reduction in
box weight. So, to find the savings in dollar amounts, 0.042

$14,000
0.01

= $58, 800.
(d) Estimate the proportion of boxes that will now weigh less than 6 pounds. In general, weight
suggests a continuous random variable, not a discrete one. The question asks to find P (X¯ < 6.0).
Thus, the following integral will be used.
 6
0
x
1219 dx =
x2
2(1219)

6
0
= 362(1219) − 0 = 0.01477.
6.5-7 For a public opinion poll for a close presidential election, let p denote the proportion of voters who
favor candidate A. How large a sample should be taken if we want the maximum error of the estimate
of p to be equal to
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(a) 0.03 with 95% confidence? Since p is unknown the following equation will have to be used:
n =
z2α
2
4ε2
Substituting in actual data yields,
n = 1.96
2
4(0.03)2 ⇒ n = 1067.111.
Setting n to the next integer, n = 1068.
(b) 0.02 with 95% confidence?
n = 1.96
2
4(0.02)2 ⇒ n = 2401.
(c) 0.03 with 90% confidence?
n = 1.645
2
4(0.03)2 ⇒ n = 751.7.
Setting n to the next integer, n = 752.
6.5-12 A seed distributor claims that 80% of its beet seeds will germinate. How many seeds must be tested
for germination in order to estimate p, the true proportion that will germinate, so that the maximum
error of the estimate is ε = 0.03 with 90% confidence? Since p is known, use the following equation,
zα
2

Y
n

1− Yn

n = ε.
Substituting in actual values yields,
1.645

(0.8)(0.2)
n = 0.03⇒

(0.8)(0.2)
n =
0.03
1.645 ⇒
(0.8)(0.2)
n =
 0.03
1.645
2
⇒
n = (0.8)(0.2)0.000332591 ⇒ n = 481.07.
Setting n to the next highest integer, n = 482.
7.4.5 Find the Power at Two Points
Fix the power at 2 points and find n and the constant c for the test.
Example: X ∼ N (µ, σ2), σ is known. H0 : µ = µ0 versus H1 : µ > µ0.Reject H0 if X¯ > c. K(µ) is the power
of the test. Fix K(µ0 = α) and k(µ) for one more given value of µ > µ0. Let’s take µ0 = 50,K(50) = 0.05,
and K(55) = 0.90. σ = 6. Find n and c.
K(µ) = P (Reject H0|H1) = P (X¯ > c|µ) = P
X¯ − µ
σ/√n >
c− µ
σ/√n
µ

= P

z > (c− µ)
√n
σ
µ

= K(µ).
0.05 = K(50) = P

z > (c− 50)
√n
6

⇒ 0.05 = P (z > 1.645)
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from the tables in the book. Then, (c−50)
√n
6 = 1.645. The second equation is derived as follow:
0.90 = P

z > (c − 55)
√n
6

⇒ 0.90 = P (z > −1.282)⇒ (c− 55)
√n
6 = −1.282.
Solving both equations simultaneously yields c = 52.8 and n = 12.42 ≈ 13.
Example: Problem 7.2-4 on page 410 of the test book. Y ∼ B(n, p). H0 : p = 12 . versus H1 : p < 12 . Reject
H0 if y ≤ c. K(p) = P

Reject H0|p < 12

. Assume large n.
P (y ≤ c|p) = P
y − np√pqn ≤
c− np√npq

= P

z ≤ c− np√npq

= K(p).
For K(12) = 0.05, and K(14 ) = 0.90, find n and c.
0.05 = P

z ≤ c− n/2
n/4

⇒ 0.05 = P (z ≤ −1.64)⇒ c− n/2
n/4
= −1.64.
0.90 = P

z ≤ c− n/4
3n/16

⇒ 0.90 = P (z ≤ 1.282)⇒ c− n/4
3n/16
= 1.282.
Solving both equations simultaneously yields n = 30.4 ≈ 31 and c = 10.8. Reject H0 if y ≤ 10.8 which is the
same as y ≤ 10 due to discreteness.
α = P

y ≤ 10)|p = 12

= P

y ≤ 10.5|p = 12

= P

z ≤ 10.5−
31
2
4
√
31

= 0.0362.
7.4.6 More on Hypothesis Testing
σ is known: H0 : µ = µ0. H1 : µ > µ0, or H1 : µ < µ0, or H1 : µ = µ0. The test statistic is z = X¯−µ0(σ/√n) .
z ∼ N (0, 1).
σ is unknown: H0 : µ = µ0. H1 : µ > µ0. The test statistic is T =
√n (X¯−µ0)S ∼ t(n − 1). Note that
S2 = 1n−1
n
i=1(xi − x¯)2.
H1 Reject if:
µ > µ0 T > tα(n− 1)
µ < µ0 T < tα(n− 1)
µ = µ0 |T | > tα/2(n− 1)
Example: Problem 7.3-1 on page 416 of the text book. X is the growth of a tumor in 15 days. The
hypotheses are as follow: H0 : µ = µ0. H1 : µ = µ0. n = 9, X¯ = 4.3, S = 1.2, α = 0.1. t0.05(8) = 1.86. The
test statistic is T = (4.3−4)
√
9
1.2 = 0.75. Since 0.75 < 1.86, fail to reject H0.
7.4.7 Testing About σ
X ∼ N (µ, σ2). Both µ and σ are unknown. H0 : σ = σ0.
H1 Reject if:
σ > σ0 χ2 > χ2α(r)
σ < σ0 χ2 < χ21−α(r)
σ = σ0 χ2 > χ2α/2 or χ2 < χ21−α/2
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(n− 1)S2
σ2 ∼ χ
2(n− 1), (n− 1)S
2
σ20
∼ χ2(n− 1).
The test statistic is χ2 = (n−1)S
2
σ20
. The power is given by
K(σ) = P (Reject H0 : H1) = P
(n− 1)S2
σ2 > χ
2
α(r)
σ

= P
(n − 1)S2
σ2 >
σ20
σ2χ
2
α(r)

=
P

χ2(n − 1) > σ
2
0
σ2χ
2
α(r)

.
Example: A machine for filling tuna cans produces cans with a net weight having a N (6.01, 0.0016).A new
machine is available which claims to have a lower variability. Based on a sample of n = 25, S2 = 0.0009,
test at α = 0.05, if the claim is justified. H0 : σ2 = 0.0016. H1 : σ2 < 0.0016. χ20.95(24) = 13.85. The test
statistic is χ2 = 24(0.0009)0.0016 = 13.5. Since 13.5 < 13.85, reject H0.
Suppose µ is known. Then use the following test statistic. ni=1
(xi−µ)2
σ20
∼ χ2(n). The degrees of freedom is
diÿerent in the above expression.
7.4.8 Power of the Chi Square Test
Example: X ∼ N (µ, σ2). H0 : µ = µ0 versus H1 : µ = µ0. The confidence interval of µ is X¯ ± zα/2 σ√n . The
power of the Chi squared test isH0 : σ = σ0 versus H1 : σ = σ1 > σ0. The test statistic is (n−1)S
2
σ20
∼ χ2(n−1),
if H0 is true. Reject H0 if χ2 > χ2(n− 1).
K(σ1) = P (Reject H0|H1) = P
(n − 1)S2
σ20
> χ2α(n− 1)
H1

= P
(n− 1)S2
σ21
> σ
2
0
σ21
χ2α(n− 1)
H1

=
P

χ2r >
σ20
σ21
χ2(r)

≥ α.
Remember, the power is how often we reject H0 correctly.
7.4.9 Power of Two Normals
X ∼ N (µx, σ2x), Y ∼ N (µy, σ2y).
Assume that σx = σy = σ, but are unknown. The hypothesis test is as follow: H0 : µx = µy.
H1 Reject if
µx > µy T > tα(r)
µx < µy T < tα(r)
µx = µy |T | > tα/2(r)
X¯ − Y¯ − (µx − µy)
Sp

1
n + 1m
∼ t(r), r = n+m − 2, S2p =
(n− 1)S2x + (m − 1)S2y
n +m − 2 .
Under H0, X¯−Y¯Sp
√
1
n+ 1m
.
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Example: Problem 7.4-1 on page 428 of the text book. Eÿect of 2 levels of hormones on pea steam.
n = 11, X¯ = 1.03, S2x = 0.24. m = 13, Y¯ = 1.66, S2y = 0.35. H0 : µx = µy. H1 : µx < µy. S2p =
(10)(0.24)+(12)(0.35)
22 = 0.3 ⇒ Sp = 0.548. T = 1.03−1.660.548√ 111+ 113
= −2.81. We reject H0. We also assumed that
σx = σy.
Suppose that σx = σy.
1. σx, σy are known. The test statistic is
z = X¯ − Y¯
σ2x
n +
σ2y
m
∼ N (0, 1).
2. σx, σy are unknown, but n,m are large. The test statistic is
z = X¯ − Y¯
S2x
n +
S2y
m
≈ N (0, 1).
3. σx, σy are unknown and n,m are small. The test statistic is
T = X¯ − Y¯
S2x
n +
S2y
m
∼ t(r), r =

S2x
n +
S2y
m
2
1
n−1

S2x
n
2
+ 1m−1
S2y
m
2 .
For the test for σx = σy, where X,Y are Normally distributed. H0 : σx = σy.
H1 Reject if
σx > σy F > Fα(r1, r2)
σx < σy F < F1−α(r1, r2)
σx = σy F < F1−α/2(r1, r2) or F > Fα/2(r1, r2)
F = S
2
x
S2y
∼ F (r1, r2).
Example: Use the numbers in the previous example. H0 : σx = σy versus H1 : σx = σy. α = 0.05, F =
0.24
0.35 = 0.686, r1 = 10, r2 = 12, α/2 = 0.025, f0.025(10, 12) = 3.37, f0.975(10, 12) = 13.62 = 0.276. Accept H0.
7.4.10 Homework and Answers
6.6-4 Let X1, X2, ..., Xn be a random sample from distributions with the following probability density
functions. In each case find the maximum likelihood estimator θˆ.
(a) f(x; θ) = (1/θ2)xe−x/θ, 0 < x <∞, 0 < θ <∞.
L(θ|x) =
n
i=1
1
θ2 xie
− xiθ ⇒ L(θ|x) = 1θ2n e
−
n
i=1 xi
θ
n
i=1
xi ⇒ L(θ|x) =
1
θ2n e
−nX¯θ
n
i=1
xi.
logL(θ|x) = log 1− log θ2n − nX¯θ + log
n
i=1
xi ⇒ logL(θ|x) = −2n log θ −
nX¯
θ + log
n
i=1
xi
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∂ logL(θ|x)
∂θ =
−2n
θ +
nX¯
θ2 = 0⇒−2nθ = −nX¯ ⇒ θ =
X¯
2 .
Set θˆ = X¯2 .
(b) f(x; θ) = (1/2θ3)x2e−x/θ, 0 < x <∞, 0 < θ <∞.
L(θ|x) =
n
i=1
1
2θ
3x2i e−
xi
θ ⇒ L(θ|x) = 12n θ
3ne−
n
i=1 xi
θ
n
i=1
x2i ⇒ L(θ|x) =
θ3n
2n e
−nX¯θ
n
i=1
x2i .
logL(θ|x) = 3n log θ − n log 2− nX¯θ + log
n
i=1
x2i .
∂ log l(θ|x)
∂θ =
3n
θ +
nX¯
θ2 = 0⇒ 3nθ + nX¯ = 0⇒ 3nθ = −nX¯ ⇒ θ = −
X¯
3 .
(c) f(x; θ) = (1/2)e−|x−θ|,−∞ < x <∞,−∞ < θ <∞.
L(θ|x) =
n
i=1
1
2e
−|xi−θ| ⇒ L(θ|x) = 12n e
−|ni=1 xi−nθ| ⇒ L(θ|x) = 12n e
−|nX¯−nθ|.
logL(θ|x) = log 1− n log 2− n|X¯ − θ|.
θˆ is minimized at the sample median.
6.6-6 Let f(x; θ) = θxθ−1, 0 < x < 1, θ ∈ Ω = θ : 0 < θ <∞. Let X1, X2, ..., Xn denote a random sample of
size n from this distribution.
(a) Sketch the p.d.f. of X for (i) θ = 1/2, (ii) θ = 1, and (iii) θ = 2. The graphs appear in the insert
on the next page.
(b) Show that θˆ = −n/ lnni=1Xi is the maximum likelihood estimator of θ.
L(θ|x) =
n
i=1
θxθ−1i ⇒ L(θ|x) = θn
n
i=1
xθ−1i .
logL(θ|x) = n log θ + log
n
i=1
xθ−1i ⇒ logL(θ|x) = n log θ + (θ − 1) log
n
i=1
xi.
∂ logL(θ|x)
∂θ =
n
θ + log
n
i=1
xi = 0⇒ θ log
n
i=1
xi = −n⇒ θˆ =
−n
logni=1 xi
.
(c) For each of the following three sets of 10 observations, calculate the maximum likelihood esti-
mate(note that in Exercise 6.1-9 you were asked to find the method of moments estimates for θ) :
(i) 0.0256 0.3051 0.0278 0.8971 0.0739
0.3191 0.7379 0.3671 0.9763 0.0102
(ii) 0.9960 0.3125 0.4374 0.7464 0.8278
0.9518 0.9924 0.7112 0.2228 0.8609
(iii) 0.4698 0.3675 0.5991 0.9513 0.6049
0.9917 0.1551 0.0710 0.2110 0.2154
For set (i):
θˆ = −nlogni=1 xi
= −10ln0.000000012 = 0.549.
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For set (ii):
θˆ = −nlogni=1 xi
= −10ln0.010838702 = 2.21.
For set (iii):
θˆ = −nlogni=1 xi
= −10ln0.000029542 = 0.9588.
(d) Sketch the empirical and theoretic distribution functions (using θˆ as the value of the parameter)
on the same graph for each set of data. Comment on the fit. For the graphs, look on one of the
following pages. As theta increases, the curve seems to bow downward more and more.
6.6-7 Out of 50,000,000 instant winner lottery tickets, the proportion of winning tickets is p. Each day, for
20 consecutive days, a bettor purchased tickets, one at a time, until a winning ticket was purchased.
The numbers of tickets that were purchased each day to obtain the winning ticket were
1 26 19 6 6 1 2 3 1 23
19 3 6 8 4 1 18 34 1 8
By making reasonable assumptions, find the maximum likelihood estimate of p based on these data.
Waiting for the first Bernoulli success suggests the Geometric distribution. So the p.d.f. is f(x) =
(1− p)x−1p.
L(p|x) =
n
i=1
p(1− p)xi−1 ⇒ L(p|x) = pn(1 − p)
n
i=1 xi−n ⇒ L(p|x) = pn(1− p)n(X¯−1).
logL(p|x) = n logp + (n(X¯ − 1)) log(1− p).
∂ logL(p|x)
∂p =
n
p −
n(X¯ − 1)
1− p = 0⇒
1− p
p − X¯ + 1 = 0⇒
1
p − X¯ = 0⇒ p =
1
X¯ .
Solving for X¯,
X¯ = 120
20
i=1
xi =
190
20 = 9.5.
So, substituting in the value of X¯ yields, p = 19.5 = 0.10526.
6.7-1 Let X1, X2, ..., Xn be a random sample of size n from the exponential distribution whose p.d.f. is
f(x; θ) = (1/θ)e−x/θ , 0 < x < ∞, 0 < θ <∞. We know that X¯ is an unbiased estimator for θ and the
variance of X¯ is θ2/n so that X¯ is the best unbiased estimator for θ.
logf(x; θ) = log 1− log θ − xθ ,
∂ log f(x; θ)
∂θ = −
1
θ +
x
θ2 ,
∂2 log f(x; θ)
∂θ2 =
1
θ2 −
2x
θ3 .
E

−∂
2 log f(x; θ)
∂θ2

= 2E(x)θ3 −
1
θ2 =
2θ
θ3 −
1
θ2 =
2
θ2 −
1
θ2 =
1
θ2 = I(θ).
The lower bound is given by the following equation: 1nI(θ) = θ
2
n .
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6.7-3 Let X1, X2, ..., Xn denote a random sample from b(1, p).We know that X¯ is an unbiased estimator of
p and that V ar(X¯) = p(1− p)/n. (See Exercise 6.1-3).
(a) Find the Rao-Cramer lower bound for X¯.
logf(n, p) = log 1− logx!(1− x)! + x logp+ (1 − x) log(1− p).
∂ log f(n, p)
∂p =
x
p −
1− x
1− p ,
∂2 log f(n, p)
∂p2 = −
x
p2 −
1− x
(1− p)2 .
E

−∂
2 logf(n, p)
∂p2

= E(x)p2 +
1− E(x)
(1− p)2 =
p
p2 +
1− p
(1− p)2 =
1
p +
1
p− 1 =
(1− p) + p
p(1− p) =
1
p(1− p) = I(p).
The lower bound is given by the following equation, 1nI(p) =
p(1−p)
n .
(b) What is the eciency of X¯ as an estimator of p? The eciency of an estimator is the ratio of the
Rao-Cramer lower bound and the estimator. So,
p(1−p)
n
p(1−p)
n
100% = 100%.
7.1-1 Bowl A contains 100 red balls and 200 white balls; bowl B contains 200 red balls and 100 white
balls. Let p denote the probability of drawing a red ball from a bowl, but say p is unknown, since it is
unknown whether bowl A or bowl B is being used. We shall test the simple null hypothesis H0 : p = 1/3
against the simple alternative hypothesis H1 : p = 2/3. Draw three balls at random, one at a time and
with replacement from the selected bowl. Let X equal the number of red balls drawn. Then let the
critical region be C = x : x = 2, 3. What are the values of α and β, the probabilities of Type I and
Type II errors, respectively? Solve for α first.
α = P (x = 2, x = 3|p = 1/3) =
3
x=2

3
x
1
3
x2
3
3−x
⇒ α = 3
1
3
22
3

+
1
3
3
⇒
α = 39
2
3

+ 127 =
7
27 .
Next, solve for β.
β = P (x = 2, 3|p = 2/3) = 1− P (x = 2, 3|p = 2/3).
β = 1−
3
x=2

3
x
2
3
x1
3
3−x
⇒ β = 1− 3
2
3
21
3

−
2
3
3
= 1− 1227 −
8
27 ⇒ β =
7
27 .
7.1-4 Let p denote the probability that, for a particular tennis player, the first serve is good. Since p = 0.40,
this player decided to take lessons in order to increase p.When the lessons are completed, the hypothesis
H0 : p = 0.40 will be tested against H1 : p > 0.40 based on n = 25 trials. Let y equal the number of
first serves that are good, and let the critical region be defined by C = y : y ≥ 13.
(a) Determine α = P (Y ≥ 13; p = 0.40). Use Table II in the Appendix.
α = P (Y ≥ 13|p = 0.40) = 1− P (Y ≤ 12|p = 0.40) = 1− 0.8462 = 0.1538.
(b) Find β = P (Y < 13) when p = 0.60; that is, β = P (Y ≤ 12; p = 0.60). Use Table II.
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7.1-7 If a newborn baby has a birth weight that is less than 2500 grams(5.5 pounds), we say that the baby
has a low birth weight. The proportion of babies with a low birth weight is an indicator of nutrition
(or lack of nutrition) for the mothers. For the United States, approximately 7% of babies have a low
birth weight. Let p equal the proportion of babies born in the Sudan who weigh less than 2500 grams.
We shall test the null hypothesis H0 : p = 0.07 against the alternative hypothesis H1 : p > 0.07. If
y = 23 babies out of a random sample of n = 209 babies weighed less than 2500 grams, what is your
conclusion at a significance level of
(a) α = 0.05? The null hypothesis will be rejected if the following inequality holds true:
z =
23
209 − 0.07
(0.07)(0.93)
209
≥ z0.05
z0.05 = 1.645 Since 2.269 > 1.645, the null hypothesis is rejected. More than 7% of the babies in
the Sudan have low birth weights.
(b) α = 0.01? The null hypothesis will be rejected if the following inequality holds true:
z =
23
209 − 0.07
(0.07)(0.93)
209
≥ z0.01
z0.01 = 2.326. Since 2.269 < 2.326, the null hypothesis is accepted. 7% of the babies in the Sudan
have low birth weights.
7.1-10 Let p equal the proportion of drivers who use a seat belt in a state that does not have a mandatory
seat belt law. It was claimed that p = 0.14. An advertising campaign was conducted to increase this
proportion. Two months after the campaign, y = 104 out of a random sample of n = 590 drivers were
wearing their seat belts. Was the campaign successful?
(a) Define the null and alternative hypotheses. H0 : p = 0.14 versus H1 : p > 0.14.
(b) Define a critical region with an α = 0.01 significance level.
z =
Y
n − p0
(p0)(1−p0)
n
≥ zα.
(c) What is your conclusion?
z =
104
590 − 0.14
(0.14)(0.86)
590
≥ 2.326.
Since 2.539 ≥ 2.326, the null hypothesis is rejected. The campaign increased the number of people
who wear seat belts.
7.1-16 A machine shop that manufactures toggle levers has both a day and a night shift. A toggle lever
is defective if a standard nut cannot be screwed onto the threads. Let p1 and p2 be the proportion
of defective levers among those manufactured by the day and night shifts, respectively. We shall test
the null hypothesis, H0 : p1 = p2, against a two-sided alternative hypothesis based on two random
samples, each of 1000 levers taken from the production of the respective shifts.
(a) Define the test statistic and a critical region that has an α = 0.05 significance level. Sketch a
standard normal p.d.f. illustrating this critical region.
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(b) If y1 = 37 and y2 = 53 defectives were observed for the day and night shifts, respectively, calculate
the value of the test statistic. Locate the calculated test statistic on your figure in part (a) and
state your conclusion. First solve for pˆ, pˆ1, pˆ2.
pˆ = y1 + y2n1 + n2
= 37 + 532000 = 0.045, pˆ1 =
37
1000 = 0.037, pˆ2 =
53
1000 = 0.053.
Substituting in values into the above inequality yields,
|0.037− 0.053|
(0.045)(0.955)
2000
≥ 1.96.
Since 3.452 ≥ 1.96, the null hypothesis is rejected. The defective rate of levers among the day
and night shift is diÿerent.
7.2-1 A certain size bag is designed to hold 25 pounds of potatoes. A farmer fills such bags in the field.
Assume that the weight X of potatoes in a bag is N (µ, 9).We shall test the null hypothesis H0 : µ = 25
against the alternative hypothesis H1 : µ < 25. Let x1, X2, X3, X4 be a random sample of size 4 from
this distribution, and let the critical region C for this test be defined by x¯ ≤ 22.5, where x¯ is the
observed value of X¯.
(a) What is the power function K(µ) for this test? In particular, what is the significance level α =
K(25) for your test?
K(µ) = P (X¯ ≤ 22.5;µ) = P
X¯ − µ
σ/√n ≤
22.5− µ
σ√n ;µ

.
Specifically, for K(25),
α = Φ
22.5− 25
3/2

= Φ(−1.67) = 0.0475.
(b) If the random sample of four bags of potatoes yielded the values x1 = 21.24, x2 = 24.81, x3 =
23.62, x4 = 26.82, would you accept or reject H0 using your test?
x¯ = 14
4
i=1
xi =
96.49
4 = 24.1225.
Since 24.1225 > 22.5, fail to reject H0.
(c) What is the p-value associated with the x¯ in part (b)?
Φ
24.1225− 25
3/2

= Φ(−0.59) = 0.2776.
7.2-5 Let X equal the yield of alfalfa in tons per acre per year. Assume that X is N (1.5, 0.09). It is hoped
that new fertilizer will increase the average yield. We shall test the null hypothesis H0 : µ = 1.5 against
the alternative hypothesis H1 : µ > 1.5. Assume that the variance continues to equal σ2 = 0.09 with
the new fertilizer. Using X¯, the mean of a random sample of size n, as the test statistic, reject H0 if
x¯ ≥ c. Find n and c so that the power function K(µ) = P (X¯ ≥ c : µ is such that α = K(1.5) = 0.05
and K(1.7) = 0.95.
K(µ) = P (Reject H0|H1) = P (X¯ > c|µ) = P
X¯ − µ
σ/√n >
c− µ
σ/√n

= P

z > (c− µ)
√n
σ

.
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For α = K(1.5) = 0.05,
P

z > (c− 1.5)
√n
σ

= 0.05⇒ z = 1.645.
That leads to the following equation:
(c− 1.5)√n√
0.09
= 1.645. (7.1)
Now, to find the second equation,
0.95 = P

z > (c− 1.7)
√n
σ

⇒ z = −1.645.
So,
(c− 1.7)√n√
0.09
= −1.645. (7.2)
Solving equations 7.1 and 7.2 simultaneously yields, n = 24.354 ≈ 25. c = 1.6.
7.2-9 Let p denote the probability that, for a particular tennis player, the first serve is good. Since p = 0.40,
this player decided to take lessons in order to increase p.When the lessons are completed, the hypothesis
H0 : p − 0.40 will be tested against H1 : p > 0.40 based on n = 25 trials. Let y equal the number of
first serves that are good, and let the critical region be defined by C = y : y ≥ 14.
(a) Define the power function K(p) for this test. The exact value of K(p) is given by,
K(p) =
25
y=14

25
y

(0.40)y(0.60)25−y,
(b) What is the value of the significance level, α = K(0.40)? Use Appendix Table II.
K(p) = P (Y ≥ 14|p) = P
Y − np√npq ≥
c− np√npq

.
For α = K(0.40),
P

z ≥ c− 25(0.40)
25(0.40)(0.60)

= 1− P

z < c− 102.4495

= 1− 0.9222 = 0.0778.
(c) Evaluate K(p) at p = 0.45, 0.50, 0.60,0.70,0.80, and 0.90. Use Table II.
For K(0.45), 1− 0.8173 = 0.1827.
For K(0.50), 1− 0.655 = 0.345.
For K(0.60), re-solve for y since p > 0.50. y = 25− 14 = 11. So, K(0.60) = 0.7323.
For K(0.70), 0.9558.
For K(0.80), 0.9985.
For K(0.90), 1.0.
(d) Sketch the graph of the power function. See the insert on the next page for the graph.
(e) If y = 15 first serves were good following the lessons, wouldH0 be rejected? Yes, since y = 15 > 14.
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(f) What is the p-value associated with y = 15?
K(p) =
25
y=15

25
y

(0.40)y(0.60)25−y ⇒ K(p) = 1−
14
y=1

25
y

(0.40)y(0.60)25−y = 0.0344.
7.2-12 Let X1, X2, X3 be a random sample of size n = 3 from an exponential distribution with mean θ > 0.
Reject the simple null hypothesis H0 : θ = 2 and accept the composite alternative hypothesis H1 : θ < 2
if the observed sum 3i=1 xi ≤ 2.
(a) What is the power function K(θ) written as an integral?
T =
3
i=1
xi ∼ Gamma(3, θ).
The critical region is given by:
H0 : P (T < 2|θ < 2) =
 e− tθ t3−1
Γ(3)θ3 dt.
(b) Using integration by parts, define the power function as a summation.
(c) With the help of Table III in the Appendix, determine α = K(2),K(1),K(1/2), and K(1/4).
7.4.11 One-way ANOVA
Here are some examples of uses for a one-way ANOVA table:
1. Average miles per gallon for diÿerent car models.
2. Several diÿerent drugs for controlling blood pressure.
There are m diÿerent populations. Xi ∼ N (µ, σ2), i = 1, ...,m. H0 : µ1 = µ2 = · · · = µm. H1 : µi = µj, i, j ∈
1, ...,m. From the i− th population, let xij, i = 1, 2, ..., ni be a random sample.
Mean Variance Population
µ1 σ2 x11 · · · x1j · · · x1n1 X¯1
· · · · · · · · · · · · · · · · · · · · · · · ·
µi σ2 xi1 · · · xij · · · xini X¯i
· · · · · · · · · · · · · · · · · · · · · · · ·
µm σ2 xm1 · · · xmj · · · xmnm X¯m
n =mi=1 ni, where ni is the sample size of the i − th population.
m
i=1
ni
j=1
(xij − X¯)2, X¯i· =
1
ni
ni
j=1
xij, X¯ =
1
n
m
i=1
ni
j=1
xij.
m
i=1
ni
j=1
(xij − X¯)2 =
m
i=1
ni
j=1
(xij − X¯i· + X¯i· − X¯)2 =
m
i=1
ni
j=1
[(xij − X¯i·)2 + (X¯i· − X¯)2 + 2(xij − X¯i·)(X¯i· − X¯).
The total sum of squares is
m
i=1
ni
j=1
(xij − X¯i·)2 +
m
i=1
ni(X¯i· − X¯)2 + 0.
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SS(TOT ) = SS(E) + SS(TRT ). SS(TRT ) is the sum of squares due to treatments. x1, ..., xn ∼ N (µ, σ2),
1
σ2
m
i=1
(xi − X¯)2 ∼ χ2(n − 1).
The distribution of(xi − X¯)2 does not depend on µ.
1
σ2
m
i=1
ni
j=1
(xij − X¯)2 ∼ χ2(n−m),
1
σ2
ni
j=1
(xij − X¯i·)2 ∼ χ2(ni − 1).
If H0 is true then,
1
σ2
m
i=1
ni
j=1
(xij − X¯)2 ∼ χ2(n− 1).
Theorem: Reference page 459 of the text book. Let Q = Q1+Q2+ · · ·+Qk, where Q’s are real quadratic
forms in independent random variables Normally distributed with the same σ2. Let Qσ2 ,
Q1
σ2 , ...,
Qk
σ2 have a Chi
squared distribution with r, r1, ..., rk degrees of freedom. If Qk ≥ 0, then
1. Q1, ..., Qk are mutually independent.
2. Qkσ2 ∼ χ2(rk), where rk = r − (r1 + ...+ rk−1) = r −
k−1
i=1 ri. So, 1σ2
m
i=1 ni(xi· − X¯)2 ∼ χ2(m − 1)
only if H0 is true.
E
m
i=1
ni
j=1(xij − X¯i·)2
σ2

= n−m⇒ E
m
i=1
ni
j=1(xij − X¯i·)2
n−m

= σ2.
E
 m
i=1
ni(X¯i· − X¯)2

= E
 m
i=1
niX¯2i· − nX¯2

=
m
i=1
niE(X¯i·)2 − nE(X¯)2.
X¯i· ∼ N

µi,
σ2
ni

, X¯ = 1n
m
i=1
niX¯i· ∼ N

µ¯, σ
2
n

.
Thus,
(m− 1)σ2 +
m
i=1
ni(µi − µ¯)2 where µ¯ =
1
n
m
i=1
niµi.
Thus,
E

1
m− 1
m
i=1
ni(X¯i· − X¯)2

= σ2 1m − 1
m
i=1
ni(µi − µ)2.
If H0 is true, then
E

1
m− 1
m
i=1
ni(X¯i − X¯)2

= σ2 + 0 = σ2.
ANOVA Table
Source SS MS df
Treatment mi=1 ni(X¯i· − X¯)2 SS(TRT )/(m − 1) m − 1
Error mi=1
ni
j=1(xij − X¯i·)2 SS(E)/(n −m) n−m
Total
m
i=1
ni
j=1(xij − X¯)2 SS(TOT )/9n − 1) n− 1
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The test statistic is
F = MS(TRT )MS(E) ∼ F (m− 1, n−m).
Reject H0 for large values of F. To simplify the calculations, use the following expressions:
Ti =
ni
j=1
xij = total of the i-th sample, T =
m
i=1
Ti = total of all n observations.
X¯i· =
Ti
ni
, X¯ = Tn .
The sum of squares of the total is given by,
m
i=1
ni
j=1
(xij − X¯)2 =
m
i=1
ni
j=1
x2ij − nX¯2 =
m
i=1
ni
j=1
x2ij −
T 2
n .
SS(TOT ) =
m
i=1
ni(xij − X¯)2 =
m
i=1
niX¯2i· − nX¯2 =
m
i=1
T 2i
ni
− T
2
n .
SS(E) = SS(TOT ) − SS(TRT ).
Example: Problem 8.1-1 on page 460 of the text book. m = 4, ni = 3, i = 1, 2, 3, 4., n= 12.
m X¯i· µi
1 13 8 9 10 µ1
2 15 11 13 13 µ2
3 8 12 7 9 µ3
4 11 15 10 12 µ4
H0 : µ1 = µ2 = µ3 = µ4.
Source SS df MS F p-value
Treatment 30 3 10 1.6 0.264
Error 50 8 6.25
Total 80 11
Suppose, α = 0.05, r1 = 3, r2 = 8. Then,F0.05(3, 8) = 4.07. Thus, we accept H0.
7.4.12 Two-way ANOVA
Involves an experiment with 2 treatments at diÿerent levels. Factor A has a diÿerent levels and Factor B
has b diÿerent levels. xij is the observation for factor A at level i and factor B at level j.
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1 2 3 ... b
1 x11 X12 x13 ... X1b X¯1
2 x21 X22 x23 ... X2b X¯2
.
.
.
i xi1 Xi2 xi3 ... Xib X¯i
.
.
.
a xa1 Xa2 xa3 ... Xab X¯a
xij ∼ N (µi, σ2). The model statement is as follow:
µij = µ + αi + βj + ij,
a
i=1
αi =
b
j=1
βj = 0, ij ∼ N (0, σ2).
αi is the eÿect of the i− th level of factor A. βj is the eÿect of the j − th level of factor B.
X¯i· =
1
b
b
j=1
xij.
a
i=1
b
j=1
(xij − X¯)2 = b
a
i=1
(X¯i· − X¯)2 + a
b
j=1
(X¯·j − X¯)2 +
a
i=1
b
j=1
(xij − X¯i· − X¯·j + X¯)2.
a
i=1

j = 1b(xij − X¯)2 =
a
i=1
b
j=1
(xij − X¯i· − X¯·j + X¯ + X¯i· − X¯ + X¯·j − X¯)2.
SS(TOT ) = SS(A) + SS(B) + SS(E). Estimate µ, αi, βj by minimizing the following
a
i=1
b
j=1
(xij − µ − αi − βj)2 =
a
i=1
b
j=1
2ij = S2,
∂S
∂µ = 0⇒ µˆ = X¯,
∂S
∂αi
= 0⇒ αˆi = X¯i· − X¯,
∂S
∂βj
= X¯·j − X¯.
ANOVA Table
Source SS df MS
Factor A bai=1(X¯i· − X¯)2 a− 1 SS(A)/(a − 1)
Factor B abj=1(X¯·j − X¯)2 b− 1 SS(B)/(b − 1)
Error SS(E) (a− 1)(b− 1) SS(E)/[(a − 1)(b− 1)]
Total ab-1
E[MS(A)] = σ2 + ba− 1
a
i=1
α2i , E[MS(B)] = σ2 +
a
b− 1
b
j=1
β2j , E[MS(E)] = σ2.
HA : α1 = α2 = ... = αa = 0, versus HB : β1 = β2 = ... = βb = 0. MS(A)MS(E) ∼ F (a− 1, r),
MS(B)
MS(E) ∼ F (b− 1, r).
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Example: Problem 8.2-1 on page 471 of the text book. a = 3(diÿerent models of cars) and b = 4(diÿerent
brands of gasoline).
Source SS df MS F
Cars 24 2 12 18
Gas 30 3 10 15
Error 4 6 23
Total 58 11
For α = 0.01, F1 = 10.92, F2 = 9.78. HA : α1 = α2 = α3 = 0, versus Reject HA. HB : β1 = β2 = β3 = β4 = 0.
Reject HB.
7.4.13 Two-way ANOVA with Replication
Treatments A at a levels and B at b levels. xijk, k = 1, 2, ...c for the i − th level of treatment A and
the j − th level of treatment B. The total number of observations is n = abc. The model statement is
xijk = µ+ αi + βj + γij + ijk. Assume that
a
i=1
αi =
b
j=1
βj =

(A)
γij = 0.

ijk
(xijk − X¯)2 =
A  
bc
a
i=1
(X¯i·· − X¯)2+
B  
ac
b
j=1
(X¯·j· − X¯)2+
AB  
c
c
k=1
(X¯ij· − X¯i·· − X¯·j· + X¯)2+
Error  
c
k=1
(xijk − X¯ij·)2.
The hypotheses tests are as follow: HA : α1 = α2 = ... = αa = 0, HB : β1 = β2 = ... = βb = 0,
HAB : γij = 0, ∀(i, j).
ANOVA Table
Source SS df MS F
Factor A SS(A) a− 1 SS(A)a−1
MS(A)
MS(E)
Factor B SS(B) b− 1 SS(B)b−1
MS(B)
MS(E)
Interaction AB SS(AB) (a − 1)(b− 1) SS(AB)(a−1)(b−1)
MS(AB)
MS(E)
Error SS(E) ab(c− 1) SS(E)ab(c−1)
Total SS(TOT) abc− 1
F1 ∼ F (a− 1, ab(c− 1)), F2 ∼ F (b− 1, ab(c− 1)), F3 ∼ F ((a− 1)(b− 1), ab(c− 1)).
7.4.14 Linear Regression
Two random variablesX,Y. These are dependent random variables.
Example: X is SAT scores and Y is college GPA. y = a + bx+ 
Example: X is the number of years of education. Y is the income of workers
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Example: X is the height of a child at 2− 1/2 years old. Y is the height of an adult child.
y = bx+ .
Example: X is the expenditure on advertising. Y is the increase in sales. y = a + bx + . E(Y |x) =
µ(x), Y |x ∼ N [µ(x), σ2]. µ(x) is a linear function of x. µ(x) = α+β(x− x¯), y = α+β(x− x¯)+,  ∼ N [0, σˆ2].
(y1, x1), (y2, x2), ...(yn, xn) is a random sample. Then, yi = α+β(xi− x¯)+i, i = 1, 2, ..., n.Need to estimate
α and β. The joint pdf of y1, y2, ..., yn for given x1, x2, ..., xn. 1, 2, ..., n ∼ N (0, σ2).
 1√
2πσ
n
e−
 2i
2σ2 =
 1√
2πσ
n
e −n2σ2

[Yi−α−β(xi−x¯)]2 = L(α, β, σ2|y1, y2, ..., yn).
Maximizing L with respect to (α, β) is the same as minimizing
H(α, β) =
n
i=1
[Yi − α− β(xi − x¯)]2.
∂H
∂α =
n
i=1
−2[Yi − α− β(xi − x¯)] = 0.
Since, ni=1(xi − x¯) = 0, we have
n
i=1 Yi =
n
i=1 α = αn. Thus, αˆ = Y¯ .
∂H
∂β =
n
i=1
−2[xi − x¯][Yi − α− β(xi − x¯)] = 0
n
i=1
(xi − x¯)Yi − α(xi − x¯)− β
n
i=1
(xi − x¯)2 = 0⇒ βˆ =
n
i=1(xi − x¯)n
i=1(xi − x¯)2
.
Y = Y¯ + βˆ(x− x¯). The fitted line is Yˆ = Y¯ + βˆ(x− x¯). For x = xi, Yˆi = Y¯ + βˆ(xi − x¯).
n
i=1
(Yi − Yˆi)2 =
n
i=1
[Yi − Y¯ − βˆ(xi − x¯)]2.
σˆ2 =
n
i=1(Yi − Yˆi)2
n
which is the MLE of the variance.
Example: Problem 8.4-1 on page 492 of the text book. X is the score in preliminary test. Y is the score
in the final test. n = 10.
X¯ = 68.3, Y¯ = 81.3,
n
i=1
(xi − x¯)2 = 756.1,
n
i=1
Yi(xi − x¯) = 561.1, βˆ =
561.1
756.1 = 0.74.
The least square fitted line is Yˆ = 81.3 + 0.74(x− 68.3)⇒ Yˆ = 30.75+ 0.74x. Yˆ for x = 75 is 86.3.
7.4.15 Homework
7.3-2 Assume that the weight of cereal in a “10-ounce box” is N (µ, σ2). To test H0 : µ = 10.1 against
H1 : µ > 10.1, we take a random sample of size n = 16 and observe that x¯ = 10.4 and s = 0.4.
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(a) Do we accept or reject H0 at the 5% significance level? Reject H0 if the following equation holds
true:
x¯ ≥ µ0 +
tα(15)s√
16
.
Substituting in the actual data yields, 10.4 ≥ 10.1 + 1.753(0.40)4 , Since 10.4 ≥ 10.2753, the null
hypothesis is rejected.
(b) What is the approximate p-value of this test? The test statistic is
t = (x¯− 10.1)
√
16
s = 3.
According to Table IV, p < 0.005. The computer value of p is 0.0045.
7.3-12 In May the fill weights of 6-pound boxes of laundry soap had a mean of 6.13 pounds with a standard
deviation of 0.095. The goal was to decrease the standard deviation. The company decided to adjust
the filling machines and then test H0 : σ = 0.095 against H1 : σ < 0.095. In June a random sample of
size n = 20 yielded x¯ = 6.10 and s = 0.065.
(a) At an α = 0.05 significance level, was the company successful? If the company was successful,
then the following equation would hold true:
P

s2 ≤ σ
2
0χ21−α(n− 1)
n− 1

= 1− α.
Substituting in the actual data yields, 0.0652 ≤ (0.095)
2(10.12)
19 . Since 0.004225 ≤ 0.004807, the null
hypothesis is rejected. The company was successful in reducing the standard deviation.
(b) What is the approximate p-value of this test? The test statistic is given by the following equation:
χ2 = (n− 1)s
2
0.0952 = 8.895.
Looking at Table III, 0.010 < p < 0.025. A computer program gives p = 0.025.
7.3-13 The mean birth weight in the United States is µ = 3315 grams with a standard deviation of σ = 575.
Let X equal the birth weight in Rwanda. Assume that the distribution of X is N (µ, σ2).We shall test
the hypothesis H0 : σ = 575 against the alternative hypothesis H1 : σ < 575 at an α = 0.10 significance
level.
(a) What is your decision if a random sample of size n = 81 yielded x¯ = 2819 and s = 496? If the
following inequality holds true, then the null hypothesis is rejected:
s2 ≤ σ
2
0χ21−α(n − 1)
n − 1 .
Substituting in actual data yields, 4962 ≤ 575
2(64.28)
80 . Since 246016 ≤ 265657.1875, the null
hypothesis is rejected. An alternative way of looking at the problem is to solve for the χ2 test
statistic. Since 59.528 ≤ 64.28, the null hypothesis is rejected.
(b) What is the approximate p-value of this test? The test statistic is given as
χ = (n− 1)s
2
σ20
= 80(496
2)
5752 = 59.528.
From the tables, 0.025 < p < 0.05. The computer gives the value p = 0.042.
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7.3-17 Each of 51 golfers hit three golf balls of brand X and three golf balls of brand Y in a random order. Let
Xi and Yi equal the averages of the distances traveled by the brand X and brand Y golf balls hit by the
i-th golfer, i = 1, 2, ...,51. Let Wi = Xi−Yi, i = 1, ..., 51.Test H0 : µW = 0 against H1 : µW > 0, where
µW is the mean of the diÿerences. If w¯ = 2.07 and s2W = 84.63, would H0 be accepted or rejected
at an α = 0.05 level of significance? If the following inequality holds true, then the null hypothesis is
rejected:
w¯ ≥ µ0 +
tα(n− 1)s√n .
Substituting in values yields, 2.07 ≥ 0+ 1.645
√
84.63√
51 . Since 2.119 > 2.07, the null hypothesis is accepted.
An alternative way of answering the question is to solve for the test statistic t.
t = (w¯ − µ0)
√n
s = 1.607 < 1.645.
Since the inequality holds true, accept the null hypothesis.
7.3-18 To test whether a golf ball of brand A can be hit a greater distance oÿ the tee than a golf ball of brand
B, each of 17 golfers hit a ball of each brand, eight hitting ball A before ball B and nine hitting ball B
before ball A. Assume that the diÿerences of the paired A distance and B distance are approximately
normally distributed and test the null hypothesis H0 : µD = 0 against the alternative hypothesis
H1 : µD > 0 using a t-test with the 17 diÿerences. Let α = 0.05.
Golfer Ball A Ball B
1 265 252
2 272 276
3 246 243
4 260 246
5 274 275
6 263 246
7 255 244
8 258 245
9 276 259
10 274 260
11 274 267
12 269 267
13 244 251
14 212 222
15 235 235
16 254 255
17 224 231
Using the data in the above table, the following values can be calculated:
x¯ = 8117 = 4.765, s
2 = 1321.058852516 = 82.566.
If the following inequality holds true then the null hypothesis is rejected:
x¯ ≥ µ0 +
tα(n− 1)s√n .
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Substituting in actual values yields, 4.765 ≥ 0+ 1.746
√
82.566√
17 . Since 4.765 ≥ 3.8479, the null hypothesis
is rejected. Alternatively, solve for the test statistic t. Since,
t = (4.765− 0)
√n√
82.566
= 2.162 ≥ 1.746,
the null hypothesis is rejected.
7.4-3 Among the data collected for the World Health Organization air qualitymonitoring project is a measure
of suspended particles in µg/m3. Let X and Y equal the concentration of suspended particles in
µg/m3 in the i-th center(commercial district), for Melbourne and Houston, respectively. Using n = 13
observations of X and m = 16 observations of Y, we shall test H0 : µX = µY against H1 : µX < µY .
(a) Define the test statistic and critical region, assuming that the variances are equal. Let α = 0.05.
The test statistic is given by the following equation:
t = X¯ − Y¯
sp

1
n + 1m
≤ −t0.05(27),
where
sp =

(n − 1)s2X + (m − 1)s2Y
n+m− 2 .
(b) If x¯ = 72.9, sx = 25.6, y¯ = 81.7, and sy = 28.3, calculate the value of the test statistic and state
your conclusion.
t = 72.9− 81.727.1332(0.3734) = −0.868576.
Since −0.868576 > −1.703, the null hypothesis is accepted.
(c) Give limits for the p-value of this test. According to the tables, 0.10 < p < 0.25. The computer
gives p as 0.1964.
(d) Test whether the assumption of equal variances is valid. Let α = 0.05. The hypothesis being
tested is as follow: H0 : σX = σY . versus H1 : σX = σY . If either of the following inequalities
holds true, the null hypothesis is rejected:
s2X
s2Y
≥ Fα/2(n− 1,m− 1) = 2.96,
s2Y
s2X
≥ Fα/2(m − 1, n− 1) = 3.18.
Since 0.8183 < 2.96 and 1.22 < 3.18, the null hypothesis is not rejected.
7.4.16 Correlation Coecient
Y |x ∼ N (µx, σ2), Yi = α+ β(xi − x¯) + i, i = 1, 2, ..., n.
E(Yi) = α+ β(xi − x¯), V ar(Yi) = σ2, ∀i.
The least squares estimators are
αˆ = Y¯ , βˆ =
n
i=1 Yi(xi − x¯)
d2 ,
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where d2 is d2 =ni=1(xi − x¯)2. The fitted line is Yˆ = Y¯ + βˆ(x − x¯). Yˆ is an estimate of Y for a given x.
The correlation coecient ρ is given by: ρ = Cov(X,Y )√
V ar(X)V ar(Y )
. The sample correlation coecient is r = SxySxSy ,
Sxy =
1
n− 1
n
i=1
(xi − x¯)(yi − y¯), S2x =
1
n− 1
n
i=1
(xi − x¯)2.
Sxy =
1
n− 1
n
i=1
yi(xi − x¯)−
n
i=1
y¯(xi − x¯) =
1
n− 1
n
i=1
yi(xi − x¯)
βˆ = SxyS2x
= SxySxSy
Sx
Sy

⇒ βˆ = r SySx
,−1 ≤ r ≤ 1.
The correlation coecient tells how good of a linear relationship exists.
E(αˆ) = E(Y¯ ) = E

1
n
n
i=1
Yi

= 1n
n
i=1
E(Yi) =
1
n
n
i=1
(α + β(xi − x¯)) =
1
n
n
i=1
α+ β
n
i=1
(xi − x¯) =
nα
n = α.
Thus αˆ is an unbiased estimator for α.
V ar(αˆ) = V ar

1
n
n
i=1
Yi

= 1n2
n
i=1
V ar(Yi) =
1
n2
n
i=1
σ2 = σ
2
n .
Thus αˆ ∼ N (α, σ2/n).
E(βˆ) = E
 n
i=1
aiYi

, ai =
xi − x¯
d2 ,
E(βˆ) =
n
i=1
aiE(Yi) =
n
i=1
ai(α+ β(xi − x¯)) = α
n
i=1
ai + β
n
i=1
(xi − x¯)ai.
Note that
n
i=1
(xi − x¯)ai =
1
d2
n
i=1
(xi − x¯)(xi − x¯) =
1
d2
n
i=1
(xi − x¯)2 =
d2
d2 = 1.
So, E(βˆ) = β is a unbiased estimator.
V ar(βˆ) = V ar
 n
i=1
aiYi

=
n
i=1
a2iV ar(Yi).
If x1, x2, ..., xn are independent and a1, a2, ..., an are constants then,
σ2
n
i=1
a2i =
σ2
d4
n
i=1
(xi − x¯)2 =
σ2d2
d4 =
σ2
d2 .
βˆ ∼ N

β, σ
2
d2

.
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7.4.17 Mid-term Exam
Do any 6 problems.
1. Let X1, X2, ..., Xn be a random sample from a distribution with mean µ and variance σ2. Prove that
S2 = 1n−1
(Xi − X¯)2 is an unbiased estimator of σ2.
2. Consider a random sample of size 13 from N (µ, 36). For testing H0 : µ = 50 against H1 : µ > 50,
consider the test which rejects H0 if x¯ > 53. Derive the power of this test for H1 : µ = 55. Answer:
0.8849.
3. Let p be the proportion of Americans who favor the death penalty. In a random sample of 1230
people, 750 favor the death penalty, 400 are against and 80 are indiÿerent. Find an approximate 95%
confidence interval of p. Answer: [0.583,0.637].
4. Let X be Binomial(100,p). To test H0 : p = 0.08 against H1 : p < 0.08, we reject H0 if X ≤ 6.
(a) Determine significance level α of this test. Answer: 0.2912.
(b) Find Type II error for H1 : p = 0.06. Answer: 0.417.
5. Standard deviation of weight of third grade children is 5 lbs. What should be the sample size n so
that the sample mean is within one pound of µ with probability 0.95. You can assume that n is large.
Answer: 96.
6. The pulse rate of a random sample of 15 workers from a mining town gives x¯ = 82 and s2 = 60. Test
if mean pulse rate of the mining workers is 75. Use α = 0.01 and state H1 and other assumptions.
Answer: t = 3.5, t0.005(14) = 2.997.
7. In a sampling poll for presidential election, what should be the sample size so that the maximum
error in your estimate of p, the proportion of voters for a given candidate, is no more than 3% with
probability 0.95. Answer: n = 1067.
8. Let the life of light bulbs be distributed as N (µ, σ2). Based on a sample size 10 with x¯ = 890, s2 = 9200, ,
test H0 : σ2 = 9000 against H1 : σ2 > 9000 with α = 0.025. Answer: χ2 = 9.2, χ20.025(9) = 19.0.
7.5 Linear Model Test Statistics
Yi = α+ β(xi − x¯) + i, i = 1, 2, ..., n, αˆ = Y¯ , βˆ =
n
i=1
aiYi, ai =
1
d2
n
i=1
(xi − x¯).
d2 =
n
i=1
(xi − x¯)2, Yˆi = αˆ+ βˆ(xi − x¯).
σˆ2 = 1n
n
i=1
(Yi − Yˆi)2, σ˜2 =
1
n− 2
n
i=1
(Yi − Yˆi)2, βˆ ∼ N (β, σ2/d2).
V ar(βˆ) = σ
2
n
i=1(i−x¯)2
,
n
i=1 2i
σ2 =
1
σ2
n
i=1
(Yi − α− β(xi − x¯))2, i ∼ N (0, σ2),
2i
σ2 ∼ χ
2
i .
Suppose σ2 is unknown. Use σ˜ since it does not depend on σ2.
1
σ2
n
i=1
(Yi − α− β(xi − x¯))2 =
1
σ2
n
i=1
[Yi − Yˆi]2 ∼ χ2(n− 2).
H0 : β = 0. In general, H0 : β = β0. βˆ ∼ N (β0, σ2/d2). (βˆ−β0)dσ ∼ N (0, 1). The test statistic is
(βˆ−β0)d
σ˜ =
T ∼ t(n − 2). Reject H0 if T > tα(n− 2) for H1 : β > β0.
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The confidence interval of β is derived as follow:
(βˆ − β)d
σ˜ ∼ t(n− 2), βˆ ± tα/2(n− 2)
σ˜
d .
The length is 2tα/2(n− 2) σ˜d .
Example: Problem 8.5-1 on page 499. n = 10, βˆ = 0.742, σ˜2 = 27.214, d2 = 756.1. H0 : β = 0. H1 : β = 0.
t = (0.742−0)
√
756.1√
27.214 = 3.911. At α = 0.01, t0.005(8) = 3.3555, reject H0.
Putting the ANOVA variables into linear regression terms yields:
SS(TOT ) =
n
i=1
(Yi− αˆ− βˆ(xi− x¯)+ αˆ+ βˆ(xi− x¯)− Y¯ )2 =
n
i=1
(Yi − αˆ− βˆ(xi − x¯))2 + βˆ2
n
i=1
(xi− x¯)2.
βˆ
n
i=1
(xi − x¯)(Yi − αˆ− βˆ(xi − x¯)) = βˆ
 n
i=1
(xi − x¯)Yi − βˆ
n
i=1
(xi − x¯)2

.
From the definition of βˆ, we have
n
i=1
(xi − x¯)Yi − βˆ
n
i=1
(xi − x¯)2 = 0,
n
i=1
(Yi − Y¯ )2 =
error  
n
i=1
(Yi − Yˆi)2+βˆ2
n
i=1
(xi − x¯)2.
SS(TOT ) = SS(E) + SS(R), where SS(R) is the sum of squares due to regression. The variance in Y ’s is
explained by linear regression.
βˆ2
n
i=1
(xi − x¯)2 = βˆ2
n
i=1
(xi − x¯)2.
n
i=1 Yi(xi − x¯)n
i=1(xi − x¯)2
2 n
i=1
(xi − x¯)2 =
[ni=1 Yi(xi − x¯)]
2
n
i=1(xi − x¯)2
= r2
n
i=1
(Yi − Y¯ )2 ⇒
SS(R)n
i=1(Yi − Y¯ )2
= r2.
That is the square of the sample correlation coecient. 100r2 is the percentage of variation in Y explained
by linear regression. The correlation coecient is an indicator of linear dependence between x and y.n
i=1(Yi − Y¯ )2 =
n
i=1 Y 2i − nY¯ 2. SS(E) = SS(TOT ) − SS(R). H0 : β = 0. H1 : β = 0.
Regression Table
Source SS df MS F
Regression βˆ2ni=1(xi − x¯)2 1 SS(R)/1 MS(R)/MS(E)
Error ni=1(Yi − Yˆi)2 n− 2 SS(E)/(n-2)
Total ni=1(Yi − Y¯ )2 n− 1
MS(E) = σ˜2. F ∼ Fα(1, n− 2).
Example: Problem 8.5-2 on page 501 of the text book.
Source SS df MS F
Regression 416.39 1 416.39 15.3006
Error 217.71 8 27.214
Total 634.10 9
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F0.01 = 11.26. Since 15.3006 > 11.26, reject H0. The percentage explained by regression is 416.39634.10100 =
65.67%.
7.6 Homework and Answers
8.1-3 Four groups of three pigs were fed individually for diÿerent feeds for a specified length of time to test
the hypothesis H0 : µ1 = µ2 = µ3 = µ4, where µi is the mean weight gain for each of the feeds,
i = 1, 2, 3, 4. Determine whether the null hypothesis is accepted or rejected at the %5 significance level
if the observed weight gains are, respectively,
X1 : 194.11 182.80 187.43 188.113
X2 : 216.06 203.50 216.88 212.147
X3 : 178.10 189.20 181.33 182.877
X4 : 197.11 202.68 209.18 202.990
196.53175
The ANOVA Table is as follow:
Source d.f. SS MS F
Treatment 3 1628.619 542.873 13.774
Error 8 315.2998 39.412
Total 11 1943.919
F0.05(3, 8) = 4.07. Since 13.774 ≥ 4.07, reject H0.
8.1-8 Let X1, X2, X3, X4 equal the cholesterol level of a woman under the age of 50, a man under 50,
a woman 50 or older, and a man 50 or older, respectively. Assume that the distribution of Xi in
N (µi, σ2), i = 1, 2, 3, 4.We shall test the null hypothesis H0 : µ1 = µ2 = µ3 = µ4 using 7 observations
of each Xi.
(a) Define a critical region for an α = 0.05 significance level.
0.05 = P (Fobserved ≥ F0.05(3, 24)),
or
0.05 = P
 SS(T )
3
SS(E)
24
≥ 3.01

.
(b) Construct an ANOVA summary table and state your conclusion using the following data:
X1 : 221 213 202 183 185 197 162 194.714
X2 : 271 192 189 209 227 236 142 209.429
X3 : 262 193 224 201 161 178 265 212.000
X4 : 192 253 248 278 232 267 289 251.286
216.8573
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The ANOVA Table is as follow:
Source d.f. SS MS F
Treatment 3 12281.039 4093.680 3.4553
Error 24 28434.390 1184.766
Total 27 40715.429
F0.05(3, 24) = 3.01. Since 3.4553 ≥ 3.01, the null hypothesis is rejected.
(c) Give bounds on the p-value for this test. 0.025 ≤ p ≤ 0.05. The computer gives p = 0.0323.
8.2-4 Show that the cross-product terms formed from X¯i· − X¯··, X¯·j − X¯··, and X¯ij − X¯i· − X¯·j + X¯·· sum
to zero, i = 1, 2, ..., a and j = 1, 2, ..., b.
Hint: For example, write
a
i=1
b
j=1
(X¯·j − X¯··)(Xij − X¯i· + X¯) =
b
j=1
(X¯·j − X¯··)
a
i=1
(Xij − X¯·j)− (X¯i· − X¯··) =
b
j=1
(x¯·j − x¯··)[(ax¯·j − ax¯·j)− (ax¯·· − ax¯··)] =
b
j=1
(x¯·j − x¯··)[0− 0] = 0.
There are a total of 3 terms. Two terms have not been done.
8.2-5 A psychology student was interested in testing how food consumption by rats would be aÿected by a
particular drug. She used two levels of one attribute, namely drug and placebo, and four levels of a
second attribute, namely male (M), castrated (C), female (F), and ovariectomized (O). For each cell
she observed five rats. The amount of food consumed in grams per 24 hours is listed in Table 8.2-8.
Test the hypotheses using a 5% significance level for each.
Table 8.2-8
M C F O
Drug 22.56 16.54 18.58 18.20
25.02 24.64 15.44 14.56
23.66 24.62 16.12 15.54
17.22 19.06 16.88 16.82
22.58 20.12 17.58 14.56
Placebo 25.64 22.50 17.82 19.74
28.84 24.48 15.76 17.48
26.00 25.52 12.96 16.46
26.02 24.76 15.00 16.44
23.24 20.62 19.54 15.70
The means summary table is as follow:
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M C F O X¯i··
Drug 22.208 20.996 16.920 15.936 19.015
Placebo 25.948 23.576 16.216 17.164 20.726
X¯·j· 24.078 22.286 16.568 16.550 19.8705
The ANOVA Table is as follow:
Source d.f. SS MS F
A 1 29.27521 29.27521 5.533
B 3 454.69923 151.566 28.645
AB 3 27.34379 9.115 1.723
Error 32 169.31776 5.29118
Total 39 680.63599
(a) HAB : γij = 0, i = 1, 2, j = 1, 2, 3, 4. F0.05(3, 32) = 2.901. Since 1.723 < 2.901, the null hypothesis
is not rejected.
(b) HA : α1 = α2 = 0. Since 5.533 ≥ 4.149, the null hypothesis is rejected.
(c) HB : β1 = β2 = β3 = β4 = 0. F0.05(1, 32) = 4.149. Since 28.645 ≥ 2.901, the null hypothesis is
rejected.
8.4-2 The final course grade in calculus was predicted on the basis of the student’s high school grade point
average in mathematics, Scholastic Aptitude Test(SAT) score in mathematics, and score on a math-
ematics entrance examination. The predicted grades X and the earned grades Y for 10 students are
given(2.0 represents a C, 2.3 a C+, 2.7 a B-, etc.).
(a) Calculate the least squares regression line for these data. The sums are as follow:
x¯ = 2910 = 2.9, y¯ =
27.3
10 = 2.73 = αˆ,
10
i=1
(xi − x¯)2 = 5.04,
10
i=1
yi(xi − x¯) = 4.64.
From these sums, βˆ = 4.645.04 = 0.921. Thus, the fitted line is yˆ = 2.73 + 0.921(x− 2.9).
(b) Plot the points and the least squares regression line on the same graph.
(c) Find the value of σˆ2.
σˆ2 = 110
10
i=1
[yi − αˆ− βˆ(xi − x¯)]2 =
1
10
10
i=1
[yi − 2.73− 0.921(xi− x¯)]2 =
1.84925464
10 = 0.185.
x y x y
2.0 1.3 2.7 3.0
3.3 3.3 4.0 4.0
3.7 3.3 3.7 3.0
2.0 2.0 3.0 2.7
2.3 1.7 2.3 3.0
8.4-4 Show that
n
i=1
[Yi − α− β(xi − X¯)]2 = n(αˆ− α)2 + (βˆ − β)2

i=1
n(xi − x¯)2 +
n
i=1
[Yi − αˆ− βˆ(xi − x¯)]2.
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Equation 8.4-5 on page 494 of the text book will be used.
n
i=1
[(αˆ− α) + (βˆ − β)(xi + x¯) + [Yi − αˆ− βˆ(xi − x¯)]]2 =
n
i=1
(αˆ− α)2 + (αˆ− α)(βˆ − β)(xi − x¯) + (αˆ− α)[Yi − αˆ− βˆ(xi − x¯)]+
(αˆ− α)(βˆ − β)(xi − x¯) + (βˆ − β)2(xi − x¯)2 + (βˆ − β)(xi − x¯)[Yi − αˆ− βˆ(xi − x¯)]+
(αˆ− α)[Yi − αˆ− βˆ(xi − x¯)] + (βˆ − β)(xi − x¯)[Yi − αˆ− βˆ(xi − x¯)] + [Yi − αˆ− βˆ(xi − x¯)]2 =
n(αˆ− α)2 + n(βˆ − β)2
n
i=1
(xi − x¯)2 +
n
i=1
2(αˆ− α)(βˆ − β)(xi − x¯)+
2(αˆ− α)[Yi − αˆ− βˆ(xi − x¯)] + 2(βˆ − β)(xi − x¯)[Yi − αˆ− βˆ(xi − x¯)] + [Yi − αˆ− βˆ(xi − x¯)]2 =
n(αˆ− α)2 + n(βˆ − β)2
n
i=1
(xi − x¯)2 + 0 + 0 + [Yi − αˆ− βˆ(xi − x¯)]2.
Let’s see why some of the inner terms sum to zero. The following expression sums to zero because
it is simply a constant multiplied by (xi − x¯). It is known that (xi − x¯) becomes nx¯ − nx¯ = 0.
2(αˆ−α)(βˆ−β)(xi−x¯). The following term sums to zero for two reasons: (1) the sum of Yi = nY¯ , and the
sum of αˆ = nY¯ . Then, we have nY¯ −nY¯ = 0, (2) for the same reason in the previous expression, a con-
stant times (xi−x¯) = 0. 2(αˆ−α)[Yi−αˆ−βˆ(xi−x¯)] And finally the term, 2(βˆ−β)(xi−x¯)[Yi−αˆ−βˆ(xi−x¯)].
We know that Yi(xi− x¯) is the same as βˆ(xi− x¯)2 by definition of βˆ. Thus, βˆ(xi− x¯)2− βˆ(xi− x¯)2 = 0.
That only leaves (xi − x¯) being multiplied by a constant which is going to sum to zero from previous
explanations.
8.5-2 For the data given in Exercise 8.4-2,
(a) Test H0 : β = 0 against H1 : β > 0 at the α = 0.025 significance level using a t-test. The test
statistic is
T1 =
βˆ − β0
nσˆ2
(n−2)(xi−x¯)2
= 0.921− 0
10(0.185)
8(5.04)
= 4.2997.
tα(n− 2) = t0.025(8) = 2.306. Since 4.2997≥ 2.306, the null hypothesis is rejected.
(b) Test H0 : β = 0 against H1 : β = 0 at the α = 0.05 significance level by setting up the ANOVA
table and using an F statistic.
Source d.f. SS MS F
Regression 1 4.2751 4.2751 18.528
Error 8 1.8459 0.2307375
Total 9 6.121
Since 18.528 ≥ F0.05(1, 8) = 5.32, the null hypothesis is rejected.
7.6. HOMEWORK AND ANSWERS 497
(c) Find a 95% confidence interval for µY |x when x = 2, 3, 4.
∗ For x = 2 :
2.73 + 0.921(2− 2.9)±

10(0.185)
8

1
10 +
(2− 2.9)2
5.04

(2.306) = 1.9011± 0.5662.
∗ For x = 3 : 2.8221± 0.3541.
∗ For x = 4 : 3.7431± 0.6467.
(d) Find a 95% prediction interval for Y when x = 2, 3, 4.
∗ For x = 2 : 1.9011± 1.2451.
∗ For x = 3 : 2.8221± 1.1641.
∗ For x = 4 : 3.7431± 1.2837.
8.5-8 A computer center recorded the number of programs it maintained during each of 10 consecutive years.
(a) Calculate the least squares regression line for these data. The sums are as follow:
x¯ = 5510 = 5.5, y¯ =
9811
10 = 981.1 = αˆ,
10
i=1
(xi − x¯)2 = 82.5,
10
i=1
yi(xi − x¯) = 11589.5.
βˆ = 11589.582.5 = 140.479. The least squares line is yˆ = 981.1 + 140.479(x− 5.5).
(b) Plot the points and the line on the same graph.
(c) Find a 95% prediction interval for the number of programs in year 11 under the usual assumptions.
First solve for σˆ2.
σˆ2 =
10
i=1
[yi − 981.1− 140.479(xi− 5.5)]2 = 26377.8.
The prediction interval is,
981.1+140.479(11− 5.5)±

10(26377.8)
8

1.1 + (11− 5.5)
2
82.5

(2.306) = 1753.735± 507.11.
Year No. Programs
1 430
2 480
3 565
4 790
5 885
6 960
7 1200
8 1380
9 1530
10 1591
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7.7 Confidence Interval of Y and E(Y )
Y = α+ β(x− x¯)+ , E(Y ) = α+ β(x− x¯) = µ(x). Yˆ = αˆ+ βˆ(x− x¯) = Y¯ + βˆ(x− x¯), which is an estimator
for µ(x) as well as Y.
E(Yˆ ) = µ(x), Yˆ =
n
i=1
 1
n + (x− x¯)ai

Yi,
V ar(Yˆ ) =
n
i=1
 1
n + (x− x¯)ai
2
V ar(Yi) = σ2
n
i=1
 1
n2 + (x− x¯)
2a2i +
2
n (x− x¯)ai

= σ2
 1
n +
(x− x¯)2
d2

.
Yˆ ∼ N

µ(x), σ2
 1
n +
(x− x¯)2
d2

, σ˜2 = 1n − 2
n
i=1
(Yi − Yˆ )2.
The test statistic is
T = Yˆ − µ(x)
σ˜

1
n +
(x−x¯)2
d2
∼ t(n− 2).
A (1− α)100% confidence interval of µ(x) is
Yˆ ± σ˜

1
n +
(x− x¯)2
d2
The confidence interval for Y itself is
E(Y − Yˆ ) = E(Y ) −E(Yˆ ) = 0.
V ar(Y − Yˆ ) = V ar(Y ) + V ar(Yˆ ) = σ2

1 + 1n +
(x− x¯)2
d2

.
Therefore,
Y − Yˆ ∼ N

0, σ2

1 + 1n +
(x− x¯)2
d2

.
The test statistic is
T = Y − Yˆ
1 + 1n +
(x−x¯)2
d2
.
The (1− α)100% confidence interval of Y is
Yˆ ± tα/2(n− 2)σ˜

1 + 1n +
(x− x¯)2
d2 .
Example: Problem 8.5-3 on page 595 of the text book. n = 10, x¯ = 68.3, αˆ = 81.3, d2 = 756.1, βˆ =
0.7421, σ˜2 = nn−2 σˆ2 = 27.21. For x = 60, estimate y and µ(x), and find the confidence interval. yˆ =
81.3 + 0.7421(60− 68.3) = 75.14. The confidence interval is
c = σ˜

1
n +
(x− x¯)2
d2 = 27.2

1
10 +
(60− 68.3)2
756.1 = 2.281.
t0.025(8) = 2.306. 75.14± 2.306(2.281) = [69.88, 80.40].
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7.8 Multivariate Hypergeometric Distribution
Read Section 5.1 in the text book. There are k types of objects, ni is the number of i-th types, i = 1, 2, ..., k.
Choose r objects out of ni diÿerent types. n =
k
i=1 ni. Select r out of n.

n
r

is the total number of
ways to select r out of n. xi is the number of objects of type i in the selection. The joint pdf of x1, x2, ..., xk
is
f(x) = P (X1 = x1, X2 = x2, ..., Xk = xk) =

n1
x1

n2
x2

...
...

nk
xk


n
r

k
i=1
xi = r, 0 ≤ xi ≤ ni.
Example: What is the probability of getting 2 spades, 3 diamonds, 4 hearts, and 4 clubs in a bridge hand.

13
2

13
3

13
4

13
4


52
13

7.9 Multinomial Distribution
An experiment has k mutually exclusive and independent and exhaustive outcomes A1, A2, ..., Ak.
A1 ∪A2 ∪ ...∪Ak = S, P (Ai) = pi, k = 1, ..., k,
k
i=1
pi = 1.
Repeat the experiment n times. xi is the number of times Ai happens out of n trials.
f(x) = P (X1 = x1, X2 = x2, ..., Xk = xk) =
n!
x1!x2! · · · xk!
px11 px22 · · · pxkk
If there are only 2 outcomes, then use
n!
k!(n− k)! ,
k
i=1
xi = n, 0 ≤ xi ≤ n, 1 = (p1 + p2 + · · ·+ pk)n =
k
i=1
n!
x1! · · · xk!
px11 px22 · · · pxkk .
Note that pi is the same for all trials.
Example: Suppose there are n students from ODU. Ai happens if the student is in the i-th year, i = 1, 2, 3, 4.
xi is the number of students who belong to Ai in our selection. Suppose that,
p1 p2 p3 p4
30% 27% 23% 20%
For n = 15, P (X1 = 5, X2 = 4, X3 = 3, X4 = 3) = 15!5!4!3!3! (0.30)5(0.27)4(0.23)3(0.20)3. The marginal
distribution of xi, where xi ∼ Binomial(n, pi) is E(xi) = npi;V ar(xi) = npi(1− pi).
The multinomial distribution pdf can be written as:
f(x1, x2, ..., xn) =
n!n
i=1 xi!
n
i=1
pxii ,
k
i=1
ni = n.
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The trinomial distribution is given by: n!x1!x2 !x3!p
x1
1 px22 px33 , or using 2 random variables: x3 = n− x1 − x2 =
n−x−y, p3 = 1−p1−p2. So we have, n!x!y!(n−x−y)!px1p
y
2(1−p1−p2)n−x−y, x = 0, 1, 2, ...n; y = 0, 1, 2, ...n; 0≤
x+ y ≤ n.
Example: In a poll, X is the voters for candidate A, Y is the voters for candidate B, and n −X − Y are
undecided voters.
Example: Select a committee of 10 students xi is the number of students in the year i, i = 1, 2, 3, 4. For
small n the distribution is Multivariate Hyper Geometric. For large n, the distribution is Multinomial.
For a Bivariate distribution,

X
Y

, σ2x = V ar(X), σ2y = V ar(Y ). µx = E(X), µy = E(Y ). f(x, y) is the
joint pdf of X and Y. The covariance of (x, y) is
Cov(x, y) = E[(x− µx)(y − µy)] =
E[xy − xµy − yµx + µxµy] = E(xy) − µxµy − µyµx + µxµy = E(xy) − µxµy.
E(xy) =Y

X xyf(x, y). ρxy is the correlation coecient of (x, y).
ρxy =
Cov(x, y)
V ar(X)V ar(Y )
= σxyσxσy
.
If x and y are independent then, E(XY ) = E(X)E(Y ) = µxµy, σxy = 0, ρxy = 0. Independence of
x1, x2, ..., xk : By definition,
f(x1, x2, ..., xk) =
k
i=1
fi(xi),
where fi(xi) is the marginal pdf of xi.
1. −1 ≤ ρxy ≤ 1.
2. x∗ = aX + b, y∗ = cY + d.
a, b, c, d are known constants. Assume that a, c > 0. Then, ρx∗y∗ = ρxy. Note that the correlation
coecient is scale independent and location independent.
Proof:
µx∗ = aµx + b, µy∗ = cµy + d, σ2x∗ = a2σ2x, σ2y∗ = c2σ2y.
σx∗y∗ = E[(x∗ − µx∗)(y∗ − µy∗)] = E[[(aX + b− (aµx + b)][cY + d− (cµy + d)]] =
acE[(x− µx)(y − µy)] = acσxy.
ρx∗y∗ =
σx∗y∗
σx∗σy∗
= acσxyaσxcσy
= ρxy.
The best line thru (µx, µy) is Y = µx + b(x− µx). Find b which minimizes E(Y − µy − b(x− µx))2 = K(b).
K(b) = E[(y − µy)2 + b2(x− µx)2 − 2b(x− µx)(y − µy)] = σ2y + b2σ2x − 2bσxy.
∂K
∂b = 2bσ
2
x − 2σxy = 0⇒ b∗ =
σxy
σ2x
= ρσyσx
.
The best line is Y = µy + ρσyσx (x− µx).
K(b∗) = σ2y + ρ2
σ2y
σ2x
σ2x − 2
ρσyσxy
σx
= σ2y + ρ2σ2y − 2ρ
σy
σx
ρσxσy = σ2y(1− ρ2).
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Remember that K(b) ≥ 0. Then, (1− ρ2) ≥ 0, and −1 ≤ ρ ≤ 1. ρ = ±1 implies all the (x, y) points must lie
on the line.
Example: x, y are dependent but ρ = 0.
x y 0 1
0 0 13 13
1 13 0 13
2 0 13 13
1
3
2
3
,
x y f(x, y)
0 1 13
1 0 13
2 1 13
,
X f(x)
0 13
1 13
2 13
,
Y f(y)
0 13
1 23
E(XY ) = 23 = 0
1
2

+ 0
1
3

+ 2
1
3

, σxy = E(XY )− µxµy =
2
3 − 1
2
3

= 0.
µx = 1, µy = 23 . Thus, ρxy = 0. For x and y to be independent, f(x, y) = f1(x)f2(y), ∀(x, y). Since P (X =
0, Y = 0) = P (X = 0)P (Y = 0), x, y are not independent.
7.10 Conditional Distributions
Example: X is the height of adults. Y is the weight of adults. f(x, y) is the joint pdf of x and y. The
distribution of weights only for 5’10” adults is x = 70. P (Y = y|x = 70) = h(Y |x = 70), h(Y |x) is the
conditional distribution of Y given x. P (B|A) = P (B∩A)P (A) . So, h(Y |x) =
f(x,y)
f1(x) .
Example: Suppose Y is adult height. X is the height at 2 years old. E(Y |X = x) = 2x, is given.
E(Y |X = x) =Y yh(Y |x).

Y h(Y |x) = 1.
Example: f(x, y) = x+y21 , x = 1, 2, 3; y = 1, 2.
X/Y 1 2 Marginal
1 221 321 521
2 321 421 721
3 421 521 9219
21
12
21
f1(x) =
2
y=1
f(x, y) =
2
y=1
x+ y
21 =
2x+ 3
21 , x = 1, 2, 3.
h(Y |x) = f(x, y)f1(x)
=
x+y
21
2x+3
21
= x+ y2x+ 3 , y = 1, 2.
In general, do not read the tables for conditional probabilities. Use the derived equation. If x, y are
independent, then h(Y |x) = f2(y).
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7.11 Conditional Mean and Variance
h(Y |x) is the conditional distribution of Y given x.
E(Y |x) =

Y
yh(Y |x), V ar(Y |x) =

Y
y2h(Y |x)− [E(Y |x)]2.
Example: Using the example in the last lecture,
f(x, y) = x+ y21 , x = 1, 2, 3; y = 1, 2, h(Y |x) =
x+ y
2x+ 3 .
E(Y |x) =
2
y=1
y
 x+ y
2x+ 3

= x+ 12x+ 3 + 2
 x+ 2
2x+ 3

= 3x+ 52x+ 3 .
If E(Y |x) = a+ bX, then
b = ρσyσx
, a = µy −
ρσy
σx
µx, E(Y |x) = µy +
ρσy
σx
(x− µx),
This is also the best line thru µx and µy.
Proof:

Y
yh(Y |x) = a+ bX.
f1(x)

Y
yf(x, y)
f1(x)
= (a+ bX)f1(x).
Sum over x :

Y

X
yf(x, y) = a

X
f1(x) + b

X
xf1(x), µy = a+ bµx.

Y

X
xyf(x, y) = a

xf1(x) + b

x2f1(x) = aµx + b(σ2x + µ2x),
σxy = ρσxσy, µxµy + ρσxσy = aµx + b(σ2x + µ2x), µy = a+ bµx, a = µy − bµx.
Example: Trinomial Distribution. X is the number of democrats. Y is the number of republicans. Z =
n−X−Y is the number of independents. f(x, y) = n!x!y!(n−x−y)!px1p
y
2(1−p1−p2)(n−x−y). p1+p2+p3 = 1. The
marginal is Y ∼ Binomial(n, p2). The conditional distribution of Y |x ∼ Binomial(n∗ , p∗). n∗ = n− x; p∗ =
p2
1−p1 . Y |x ∼ Binomial

n− x, p21−p1

.
h(Y |x) = f(x, y)f1(x)
=
n!
x!y!(n− x− y)!
px1py2(1− p1 − p2)(n−x−y)
N !
x!(n−x)!px1(1− p1)n−x
= (n− x)!y!(n− x− y)!
 p2
1− p1
y 
1− p21− p1
n−x−y
because (1 − p1)x = (1 − p1)y(1 − p1)n−x−y. Then, Y |x ∼ Binomial

n− x, p21−p2

. This is linear and so,
µy + ρσyσx (x− µx) = (n− x)
p2
1−p1 . Therefore,
ρ = − p21− p1
σx
σy
= − p21− p1

(np1(1− p1))
np2(1− p2)
= −
 p1p2
(1− p1)(1− p2)
.
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7.12 Bivariate Normal Distribution
X and Y have a bivariate Normal distribution if,
f(x, y) = 1
2πσxσy

1− ρ2
e− 12 g(x,y),
g(x, y) = 1(1− ρ2)
(x− µy)
σx
2
− 2ρ
x− µx
σx
y − µy
σy

+
y − µy
σy
2
,−∞ < x <∞;−∞ < y <∞.
ρ is the correlation coecient of (x, y). The graph is bell shaped in 3-D. The marginal random variables
are X ∼ N (µx, σ2x), Y ∼ N (µy, σ2y). If ρ = 0 the x and y are independent in the Normal case only.
The conditional random variables are Y |x ∼ N (a + bX, σ2Y |x), E(Y |x) = a + bX = µy + ρ
σy
σx (x − µx).
V ar(Y |x) = σ2y(1− ρ2) < σ2y. If ρ = 1 or − 1, then (µx, µy) lies on the line a+ bX.
Example: X is the high school GPA. Y is the college GPA at graduation. Given, µx = 2.9, µy = 2.4, σx =
0.40, σy = 0.50, ρ = 0.80. X and Y have a bivariate Normal distribution.
E(Y |x) = µy + ρ
σy
σx
(x− µx) = 2.4 + 0.80
0.50
0.40

(x− 2.9) = x− 0.50.
Then, E(Y |x = 3.0) = 2.5.
7.13 Correlation Analysis
ρ = correlation (x, y) = σxyσxσy . The Bivariate random sample is,

x1
y1

x2
y2

...
...

xn
yn

.
Sxy is the sample covariance.
Sxy =
1
n− 1
n
i=1
(xi − x¯)(yi − y¯) =
1
n− 1
n
i=1
xiyi −
n
n− 1 x¯y¯.
R = SxySxSy
, βˆ = RSySx
,−1 < R < 1.
If x and y have a bivariate Normal distribution, then H0 : ρ = 0. The test statistic is
T = R
√
n− 2√
1−R2
∼ t(n − 2),
if H0 is true. The distribution of R is given by
g(r) = Γ
n−1
2

Γ
1
2

Γ
n−2
2
 (1− r2)n−42 .
For H1 : ρ = 0, reject if |T | > tα/2(n− 2).
Example: Problem 9.4-1 on page 544 of the text book. n = 18. H0 : ρ = 0. H1 : ρ = 0. r = 0.35, α =
0.05, t0.025(16) = 2.120.
T = r√
1− r2
√
n− 2 =
√
16 0.35√
1− 0.352
= 1.495.
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Thus, accept H0 since 1.495 ≤ 2.120.
For large n only(n > 30) : H0 : ρ = ρ0. H1 : ρ = ρ1.
W = 12 log
1 +R
1−R

∼ N
1
2 log
1 + p0
1− p0
, 1n− 3

, z =
W − 12 log

1+p0
1−p0


1
n−3
∼ N (0, 1),
if H0 is true. Reject H0 if |z| > zα/2. For large n, R ∼ N (p0, U (p0)). But, the variance is dependent on p0.
This is not the case for z.
7.14 Testing About the Distribution
Is the distribution of xNormal? Use the multinomial distribution. (y1, y2, ..., yk) ∼Multinomial(n, p1, p2, ..., pk).
H0 : pi = p∗i , i = 1, 2, ..., k. For large n,
Qk−1 =
k
i=1
(Yi − np∗i )2
np∗i
→ χ2(k − 1).
yi is the observed frequency of the i-th class, Oi. np∗i = E(Yi) = Ei, Yi ∼ Binomial(n, p∗i ).
Qk−1 =
k
i=1
(Oi −Ei)2
Ei
.
That is called the chi-squared goodness of fit test. If p∗i is not the correct probability, Yi ∼ npi, and
Yi − npi ≈ n(pi − p∗i ).
Example: Throw a die 120 times. H0 : pi = 16 , i = 1, 2, 3, 4, 5,6. H1 : pi = 16 , for at least one i.
outcome: 1 2 3 4 5 6
Yi 26 13 21 29 20 11
pi 16 16 16 16 16 16
npi 20 20 20 20 20 20
qk−1 =
6
i=1
(Yi − npi)2
npi
= (26− 20)
2
20 +
(13− 20)2
20 + · · ·+
(11− 20)2
20 = 12.4
α = 0.05, χ20.05(5) = 11.07. Since 12.4 > 11.07, reject H0. How to use the above test for other distributions?
H0 : X ∼ f(x|θ). x1, x2, ..., xn is a random sample from a distribution with pdf f(x|θ). pi(θ) = P (ci−1 <
X < ci) = F (ci|θ) − F (ci−1|θ), where F (x|θ) = P (X ≤ x). yi is the number of (x1, x2, ..., xn) which lie in
the i − th class. (y1, y2, ..., yn) ∼Multinomial(n, p1(θ), ..., pk(θ)).
Qk−1 =
k
i=1
(yi − npi(θ))2
npi(θ)
∼ χ2(k − 1).
Problems with the above method:
1. k is arbitrary. So, E(Yi) = npi ≥ 5, for asymptotic results to hold true.
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2. Formation of classes is arbitrary also. If X is a continuous random variable, then classes of equal
probability will take care of the problem mentioned previously.
Example: H0 : X ∼ N (0, 1) Find c such that pi = P (ci−1 < X < ci) = 1k , k = 1, 2, 3, .... For k = 10,
c1 P (Z < c1) = 0.1
c2 P (Z < c2) = 0.2
c3 P (Z < c3) = 0.3
. .
. .
. .
c9 P (Z < c9) = 0.9
c10 P (Z < c10 =∞
The classes are (−∞, c1), (c1, c2), ..., (c9,∞).
Example: Use the random number table on page 691 of the text book. H0 : X ∼ U (0, 1). F (x) = 1, 0 <
x < 1. n = 50, k = 5 of classes of equal probability.
class: 1 2 3 4 5
Interval: (0,0.2) (0.2,0.4) (0.4,0.6) (0.6,0.8) (0.8,1)
pi 0.2 0.2 0.2 0.2 0.2
Yi 10 11 10 11 8
npi 10 10 10 10 10
Qk−1 = q4 =
(10− 10)2
10 + · · ·+
(8 − 10)2
10 = 0.6.
α = 0.05, χ2(4) = 9.488. Since 0.6 < 9.488, do not reject H0.
Example: Problem 9.5-5 on page 556 of the text book.
H0 : f(x) =
3
2x
2,−1 < x < 1.
W = x¯
3
5n
.
The real null is H0 : W ∼ N (0, 1)for n = 7. Let m be the sample size. Then, w1, w2, ..., wm,m = 1000.
k = 19. The classes are:
Ai pi Yi npi
(−∞,−2.55) 0.0054 3 5.4
(−2.55,−2.25) 0.0068 4 6.8
. . . .
. . . .
. . . .
(2.55,∞) 0.0054 5 5.4
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pi = 119 for equal probability classes. q18 = 39.988, α = 0.05, χ0.05(18) = 28.87. Since 39.988 > 28.87, reject
H0.
7.15 More on the Chi Square Goodness of Fit Test
Suppose X ∼ F (x|θ) and θ is unknown this time. Let θˆ be the minimumChi-squared estimate that minimizes
Q.
Qˆ =
n
i=1
[Y − i − npi(θˆ)]2
npi(θˆ)
→ χ2(k − r − 1),
where r is the number of parameters. If we use the MLE, θ˜, then
Qˆ =
n
i=1
[Y − i − npi(θ˜)]2
npi(θ˜)
→ χ2(k − r − 1) +W.
When you do not reject using Q˜, then you will never reject using Q˜.
Example: Problem 9.5-3 on page 553 of the text book. X is the alpha particles emitted by barium-133.
H0 : X ∼ Poisson(θ). n = 50. f(x|θ) = e
−θθx
x! . θ˜ = x¯ = 5.4.
Class pi Yi npi
A1 : (0, 1, 2, 3) 0.213 13 10.65
A2 : (4) 0.160 9 8.0
A3 : (5) 0.173 6 8.65
A4 : (6) 0.156 5 7.83
A5 : (7) 0.120 7 6.00
A6 : (8,∞) 0.178 10 8.90
Qˆ = (13−10.65)
2
10.65 +···+
(10−8.9)2
8.9 = 2.763. k = 6, r = 1, χ2(6−1−1) = 9.488 Thus, do not reject H0.How to make
classes for H0 when H0 :∼ N (µ0, σ20). If Z ∼ N (0, 1), then we can find c1, c2, ..., ck−1, P (ci−1 < z < ci) = 1k .
Example: k = 10. P (Z < c1) = 0.1), P (Z < c2) = 0.2, etc.
P (x ≤ di) =
i
k = P
x− µ0
σ0
< di − µ0σ0

= P

Z < di − µ0σ0

.
i
k = P (Z < ci). Therefore, ci =
di−µ0
σ0 . Which leads to di = µ0 + σ0ci. The classes are:
Standard Normal N (µ0, σ0)
(−∞, c1) (−∞, d1)
(c1, c2) (d1, d2)
(c2, c3) (d2, d3)
. .
. .
. .
. .
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Example: H0 : X ∼ Exponential(θ), θ = 2. x1, x2, ..., xn is an iid sequence. Make 10 classes of equal
probability. The pdf is given by: f(x) = 12e−
x
2 . The cdf is given by: F (x) = 1 − e− x2 . Find ci such that
f(ci) = i10 .
1− e−
ci
2 = i10 ⇒−
ci
2 = log

1− i10

⇒ ci = −2 log

1− i10

.
7.16 Comparison of Two Multinomials
Example: Compare the grade distribution of male and female students.
Class: 1 2 ... i ... k Total
y11 y21 ... yi1 ... yk1 n1
p11 p21 ... pi1 ... pk1
y12 y22 ... yi2 ... yk2 n2
p12 p22 ... pi2 ... pk2
The probabilities must be the same for both classes. n1 and n2 can be diÿerent. H0 : pi1 = pi2 = pi, i =
1, 2, ..., k. For the first sample, the test statistic is,
k
i=1
(yi1 − n1pi1)2
n1pi1
→ χ2(k − 1).
For the second sample, the test statistic is,
k
i=1
(yi2 − n2pi2)2
n2pi2
→ χ2(k − 1).
For the combined sample, the test statistic is,
2
j=1
k
i=1
(yij − njpij)2
njpij
→ χ2(2(k − 1)).
pˆi =
yi1 + yi2
n1 + n2
, i = 1, 2, ..., k, Qˆ =
2
j=1
k
i=1
(yij − njpˆij)2
nj pˆij
→ χ2(k − 1).
Example: Problem 9.6-1 on page 563 of the text book.
Total
Grade: A B C D F
Class: 1 2 3 4 5
Group I: 8 13 16 10 3 50
Group II: 4 9 14 16 7 50
pˆi 0.12 0.22 0.30 0.26 0.10
Qˆ1 =
(8− 50(0.12))2
50(0.12) + · · ·+
(3− 50(0.10))2
50(0.10) , Qˆ2 =
(4− 50(0.12))2
50(0.12) + · · ·+
(7− 50(0.10))2
50(0.10) ,
Qˆ1 + Qˆ2 = 5.18. χ20.05(4) = 9.488. Thus, the grade distributions are the same.
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7.17 Comparison of Several Multinomials
Example: Compare grade distributions for the graduating classes in 1990, 1991, 1992, 1993, 1994, and
1995. yij , i = 1, 2, ..., k, j = 1, 2, ..., h. H0 : pih = pi, i = 1, 2, ..., k; j = 1, 2, ..., h.
h
j=1
k
i=1
(yij − njpˆi)2
njpi
→ χ2[(h− 1)(k − 1)], pˆi =
1
n
h
j=1
yij , n = n1 + n2 + · · ·+ nh.
7.18 Contingency Tables
Example: There are n people. Classify according to education and income. The question to be answered
is, are income levels and education dependent or independent?
Classify according to two attributes. Test if the attributes are independent. Suppose attribute B has h levels
and attribute A has k levels. Then,
B1 B2 ... Bj ... Bh
A1 y11 y12 ... y1j ... y1h p1·
A2 y21 y22 ... y2j ... y2h p2·
. . . . . . . .
. . . . . . . .
. . . . . . . .
Ai yi1 yi2 ... yij ... yih pi·
. . . . . . . .
. . . . . . . .
. . . . . . . .
p·1 p·2 ... p·j ... p·h n
pij = P (subject lies in (i,j)-th cell) = P (subject belongs to Ai, Bj). yij is the number of subjects in the
(i, j) − th cell. pi· =
h
j=1 pij = P (Ai). p·j =
k
i=1 pij = P (Bj). H0 : pij = pi·p·j . That is, the two
attributes are independent.
h
i=1
k
j=1
(yij − npij)2
npij
→ χ2(hk − 1),
h
i=1
k
j=1
(yij − npi·p·j)2
npi·p·j
→ χ2(hk − 1), pˆi· =
Yi·
n , pˆ·j =
Y·j
n ,
The test statistic is:
Qˆ =
h
i=1
k
j=1
(yij − npˆi·pˆ·j)2
npˆi·pˆ·j
→ χ2((h− 1)(k − 1)).
Reject H0 if Qˆ > χ2((h − 1)(k − 1)). E(Yij) = npij = npi·p·j if H0 is true.
Example: A sample of 1000 smokers and non-smokers and cancer(yes/no).
Smoker Non-smoker
Yes 30(15) 20(35) 50
No 270(285) 680(665) 950
300 700 1000
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pˆ1· = 0.05, pˆ2· = 0.95. pˆ·1 = 0.30, pˆ·2 = 0.70. E(Yij) = npi·p·j = nYi·n
Y·j
n = 1nYi·Y·j . Qˆ =
(30−15)2
15 +
(20−35)2
35 +
(270−285)2
285 +
(680−665)2
665 = 22.56. χ2(1) = 6.635. Since 22.56 > 6.635, the variables are dependent.
P (cancer|smoker) = 30300 = 0.1. P (cancer|non − smoker) = 20700 = 0.029. Thus, you are 3-1/2 times more
likely to get cancer if you smoke.
7.19 Non-parametric Methods
x ∼ f(x|θ); Up till now, we assumed some distribution for X which involves parameters. For the remaining
sections, do not assume any distribution. We will do some statistical analysis without the distribution of X.
x1, x2, ..., xn is an ordered sample if y1 is the smallest and y2 is the second to the smallest on up to yn being
the largest. y1 < y2 < ... < yn. Assume that X is a continuous random variable. No two y’s are the same.
Find the distribution of Yr. X has a cdf F (x). F (x) = P (X ≤ x). P (Yr ≤ y). Let T = (#(x1, x2, ..., xn) ≤ y).
Then, T ∼ Binomial(n, p), p = F (y).
P (Yr ≤ y) = P (T ≥ r) = Gx(y) =
n
t=r

n
t

F t(y)(1 − f(t))n−r .
gr(y) =
∂Gr(y)
∂y =
n!
(r − 1)!(n− r)!F (y)
r−1[1− F (y)]n−rf(y).
The pdf of y1 is g1(y) = n[1− F (y)]n−1f(y). The pdf of yn is gn(y) = nF (y)n−1f(y).
Example: Suppose thatX ∼ Uniform(0, θ). x1, x2, ..., xn is an iid sequence. θˆ = xmax = Yn. E(θˆ) = E(Yn).
f(x) = 1θ , 0 < x < θ.
F (x) =
 x
0
1
θ dx =
x
θ .
Then,
gn(y) = nF (y)n−1f(y) = n
y
θ
n−1 1
θ =
nyn−1
θn , 0 < y < θ.
E(Yn) =
 θ
0
ygn(y) dy =
n
θn
 θ
0
yn dy = nθn
yn+1
n+ 1

θ
0
= nθn + 1 ,
which is biased. θ˜ = (n+1)θn is an unbiased estimator. So to find g10 : g10(y) =
10y9
θ10 .
Example: Suppose a size of 5 from U (0, 1). Find P
1
3 < Y3 < 23

. n = 5, g3(y) = 5!2!2!F (y)2[1−F (y)]2f(y).
From the uniform distribution we get f(x) = 1;F (x) = x. So, g3(y) = 30y2(1− y2)1, 0 < y < 1.
P
1
3 < Y3 <
2
3

=
 2
3
1
3
30y2(1− y2) dy = 30y
3
3 −
30y5
5

2
3
1
3
= 0.58.
What is the P
1
3 < x < 23

? 23 − 13 = 13 . The order statistic will be used to find the confidence interval of
the median(not the mean).
7.19.1 Estimation of p
 p = 100p− th percentile of the distribution. p = P (X ≤ p), x1, x2, ..., xn is an iid sequence. Y1, Y2, ..., Yn
is the ordered set. F (x) = P (X ≤ x). For any continuous random variable, the transformation is Y = F (x).
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Then, Y ∼ U (0, 1). F (x1), F (x2), ..., F (xn) is an ordered sample from U (0, 1). Wi = F (Yi), i = 1, 2, ..., n.
W1,W2, ...,Wn is an ordered sample from U (0, 1). The distribution of Wr is
gr(W ) =
n!
(r − n)!(n− r)!W
r−1(1−W )n−r, 0 < W < 1.
Then,
 1
0
W r−1(1−W )n−r dw = (r − 1)!(n− r)!n! .
E(Wr) =
 1
0
Wgr(W ) dw =
n!
(r − 1)!(n− r)!
 1
0
W r(1−W )n−r dw =
n!
(r − n)!(n− r)!
r!(n− r)!
(n − r + r + 1)! =
r
n+ 1 .
E(Wr − Wr−1) = 1n+1 . The above equation holds true for any distribution shape. Find r such that
E(F (Yr)) = W (Wr) = p. r = p(n + 1). Yr is an estimator of

p if r = p(n + 1). Interpolate between
two integers nearest p(n + 1) if p(n+ 1) is not an integer.
Example: n = 31, estimate the median of X. m =  1
2
or P (X < m) = 12 . r = 32(12) = 16. mˆ = Y16.
Example: n = 8. The following is an ordered sample.
i 1 2 3 4 5 6 7 8
Yi 2.4 2.8 2.9 3.1 3.5 3.9 4.0 4.2
Estimate  1
4
and  1
2
. From  1
4
p = 12 . Thus, r = 94 = 2.25. Since 2 < 2.25 < 3,
ˆ
1
4
= 34Y2 +
1
4Y3 = 2.825,

1
2
= 92 = 4.5,
ˆ
1
2
= Y4 + Y52 =
3.1 + 3.5
2 = 3.3.
7.19.2 Confidence Intervals for p
T = #(x1, x2, ..., xn) <

p . T ∼ Binomial(n, f(

p) = p). (Yi, Yj) is the confidence interval of

p . What
is the level of this interval?
P (Yi <

p
< Yj) = P (i ≤ T ≤ j − 1) =
j−1
k=i

n
k

pjqn−k.
How do we choose (i, j) so that (Yi, Yj) is the confidence interval of

p with a given level of confidence?
Example: n = 19. Find the confidence interval of  1
4
. The point estimate of  1
4
is (n + 1)p = 204 = 5.
Thus, Y5 is a point estimate of

1
4
. i = r − k and j = r + k, k = 1, 2, ....
Example: For a given sample of size 12, what is the confidence level of (Y4, Y10) as a confidence interval
for the median? m = 1
2
. P (Y4 <

1
2
< Y10) =
P (4 ≤ T ≤ 9) =
9
k=4

12
k
1
2
12
= 0.9077.
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Find (i, j) for the confidence interval of  1
2
. r = (n+ 1)p = n+12 . Thus,
n+ 1
2 − i

=

j − n + 12

.
Use Table 10.2-1 on page 602 of the text book. For large n, the confidence interval ofp is derived as follow:
Find (i, j) such that P (Yi <

p < Yj) = P (i ≤ T ≤ j − 1), T ∼ Binomial(n, p). T−np√npq → N (0, 1). So,
P (i−0.5 ≤ T ≤ j−1+0.5) = P (i−0.5 ≤ T ≤ j−0.5) = P
i − 0.5− np√npq ≤ z ≤
j − 0.5− np√npq

= 1−α,
1 − α = P (−zα/2 ≤ z ≤ zα/2). To find i and j : i−0.5−np√npq = −zα/2, i = np + 0.5 − zα/2
√npq. j =
np+ 0.5 + zα/2
√npq.
7.19.3 Homework
9.1-2 n = 100, x1 = 30, x2 = 35, x3 = 15. n−x1−x2−x3 = 20. Since f(x1, x2, x3, x4) = f1(x1)f2(x2)f3(x3)f4(x4),
the distribution is hypergeometric.
(a) f(x1, x2, x3) =

 30x1



 35x2



 15x3



 2015− x1 − x2 − x3



 10015


(b) Non-negative integers (x1, x2, x3) such that x1 + x2 + x3 ≤ 15.
(c) f1(x1) =

 30x1



 7015− x1



 10015


, P1(x1 = 10) =

 3010



 705



 10015


= 0.001435373.
(d) f12(x1, x2) =

 30x1



 35x2



 3515− x1 − x2



 10015


9.1-16: f(x, y) = 2, 0 ≤ y ≤ x ≤ 1.
(a) The marginal pdf of x is
f1(x) =
 x
0
f(x, y) dy =
 x
0
2 dy = 2x, 0 ≤ x ≤ 1.
The marginal pdf of y is
f2(y) =
 1
y
f(x, y) dx =
 1
y
2 dx = 2(1− y), 0 ≤ y ≤ 1.
(b)
µx =
 1
0
xf1(x) dx =
 1
0
2x2 dx = 23 , µy =
 1
0
yf2(y) dy =
 1
0
2y − 2y2 dy = 13 .
σ2x =
 1
0
x2f1(x)− µ2x dx =
 1
0
2x3 − µ2x dx =
1
2 −
4
9 =
1
18 .
512 CHAPTER 7. THEORY OF STATISTICS
σ2y =
 1
0
y2f2(y) − µy dy =
 1
0
2y2 − 2y3 − µ2y dy =
2
3 −
1
2 =
1
18 .
Cov(x, y) =
 1
0
 1
y
2xy − µxµy dx dy =
1
36 , ρ =
Cov(x, y)
σxσy
=
1
36
1
18
1
18
= 12 .
(c) E(Y |x) =
 x
0 yh(Y |x) dy =
 x
0
y
x dy = x2 . The regression line is Y = x2 . The line makes sense
because the least squares line is below the 45 line. The upper bound on y is x.
9.2-1: f(x, y) = x+y32 , x = 1, 2; y = 1, 2, 3, 4.
(a)
f(1, 1) = 116; f(1, 2) =
3
32; f(1, 3) =
1
8; f(1, 4) =
5
32 .
f(2, 1) = 332; f(2, 2) =
1
8; f(2, 3) =
5
32; f(2, 4) =
3
16 .
f1(x) =
4
y=1
x+ y
32 =
2x+ 5
16 , f2(y) =
2
x=1
x+ y
32 =
3 + 2y
32 .
(b) g(x|y) = f(x,y)f2(y) =
x+y
3+2y .
(c) h(y|x) = f(x,y)f1(x) =
x+y
4x+10 .
(d) P (1 ≤ Y ≤ 3|x = 1) = 3y=1 x+y4x+10 =
3
y=1
1+Y
14 = 214 + 314 + 414 = 914 . P (Y ≤ 2|x = 2) =2
y=1
2+y
18 = 318 + 418 = 718 , P (x = 2|y = 3) =
2
x=2
x+3
9 = 2+39 = 59 .
(e) E(Y |x = 1) = 4y=1 yh(Y |x) =
4
y=1 y
1+y
14

= 4y=1 y+y
2
14 = 214 + 2+414 + 3+914 + 4+1614 = 207 .
V ar(Y |x = 1) =4y=1

y − 207

h(Y |x) =4y=1

y − 207
 1+y
14

= 5549 .
9.2-10 f1(x) = 110 , x = 0, 1, 2, ...,9. h(Y |x) = 110−x, y = x, x+ 1, ...9.
(a) f(x, y) = f1(x)h(Y |x) = 110

1
10−x

= 1100−10x.
(b) f2(y) =
y
x=0 f(x, y)....
(c) E(Y |x) =9y=x yh(Y |x) =
9
y=x
y
10−x =
9(10−x)−(9−x)(10−x)2
10−x , x ∈ 0, 1, ..., 9.
9.3-5 X,Y ∼ BivariateNormal. µx = 185;µy = 84;σ2x = 100;σ2y = 64; ρ = 35 .
(a)
N

84 + 35

64
100(190− 185), 64

1− 925

= N (86.4, 40.96].
(b)
P (86.4 < y < 95.36|x= 190) = P
86.4− 86.4√40, 96 <
Y − 86.4√
40.96
< 95.36− 86.4√
40.96

=
P

0 < Y − 86.4√
40.96
< 1.4

= Φ(1.4)−Φ(0) = 0.9192− 0.5 = 0.4192.
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9.4-2
Sxy =
1
5
6
i=1
(xi − x¯)(yi − y¯) = −
475
5 = −95.
x¯ = 184.6667; y¯ = 176.5.
Sx =
1
5
6
i=1
(xi − x¯)2 = 10.3086, Sy =
1
5
6
i=1
(yi − y¯)2 = 22.3137.
R = SxySxSy
= −95(10.3086)(22.3137) = −0.413002, T =
R
√
n− 2√
1− R2
= −0.413002
√
4
1− (−0.413002)2
= −0.90697.
H0 : ρ = 0. H1 : ρ = 0. α = 0.10; t0.05(4) = 2.132. Since | − 0.90697|< 2.132, do not reject H0.
9.5-5 n = 432.
Yi pi npi
Red-eyed 254 916 243
Brown-eyed 69 316 81
Scarlet-eyed 87 316 81
White-eyed 22 116 27
q3 =
4
i=1
(yi−npi)2
npi =
112
243 +
(−12)2
81 + 6
2
81 +
(−5)2
27 = 3.6461. χ20.05(3) = 7.815. Since 3.6461 < 7.815, the
null hypothesis is not rejected.
9.5-13 x¯ = 42.4.
Category Frequency Probability
(0,7.55) 15 0.163
(7.55,16.1) 12 0.153
(16.1,24.65) 11 0.125
(24.65,33.2) 9 0.102
(33.2,41.75) 8 0.083
(41.75,50.3) 6 0.068
(50.3,58.85) 8 0.056
(58.85,75.95) 7 0.076
(75.95,101.6) 8 0.076
(101.6,∞) 6 0.091
10
i=1
(yi−npi)
npi = 2.83429517. This does not match the STATGRAPHICS printout nor the author’s
answer because they probably used the true mean of x¯ = 42.2.
9.6-13
pˆ1· = 0.25; pˆ2· = 0.397; pˆ3· = 0.353.
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pˆ·1 = 0.485; pˆ·2 = 0.423; pˆ·3 = 0.092.
The expected values are:
1004(0.25)(0.485) 121.735
1004(0.25)(0.423) 106.173
1004(0.25)(0.092) 23.092
1004(0.397)(0.485) 193.32
1004(0.397)(0.423) 168.603
1004(0.397)(0.092) 36.67
1004(0.353)(0.485) 171.89
1004(0.353)(0.423) 149.92
1004(0.353)(0.092) 32.61
q = (128−121.735)
2
121.735 + · · ·+
(36−32.61)2
32.61 = 10.064. χ20.05(4) = 9.488, χ20.025(4) = 11.14. 0.025 < p < 0.05.
9.6-14 (a)
News TV Radio Totals
Under 35 30(47.48) 68(47.73) 10(12.81) 108
35-54 61(70.33) 79(70.70) 20(18.98) 160
Over 54 98(71.20) 43(71.57) 21(19.21) 162
Totals 189(pˆ·1 = 0.4395) 190
51 430
Qˆ = (30−47.48)
2
47.48 + · · ·+
(21−19.21)2
19.21 = 38.67. χ20.05(2(2)) = 9.488. Since 38.67 > 9.488, reject H0.
Media credibility and age are dependent.
(b)
News TV Radio Totals
Male 92(96.39) 108(96.39) 19(26.01) 219
Female 97(92.61) 81(92.61) 32(24.99) 210
Totals 189(pˆ·1 = 0.44) 189 51(pˆ·3 = 0.12) 429
Qˆ = (92−96.39)
2
96.39 + · · · +
(32−24.99)2
24.99 = 7.12. χ20.05(2(1)) = 5.991. Since 7.12 > 5.991, reject H0.
Media credibility an sex are dependent.
(c)
News TV Radio Totals
Grade School 45(31.96) 22(32.13) 6(8.33) 73
High School 94(105.28) 115(105.84) 30(27.44) 239
College 49(50.76) 52(51.03) 13(13.23) 114
Totals 188(pˆ·1 = 0.44 189 49 426
Qˆ = (45−31.96)
2
31.96 + · · ·+
(13−13.23)2
13.23 = 11.49. χ20.05(2(2)) = 9.488. Since 11.49 > 9.488, reject H0.
(d) The p−value for (a) is p < 0.01, for (b), 0.025 < p < 0.05, for (c), 0.01 < p < 0.025.
7.19.4 Testing about the Median
The Binomial Test(sign test) will be presented. H0 : m = m0. H1 : m < m0. x1, x2, ..., xn is an iid sequence.
Look at x1 −m0, x2 −m0, ..., xn−m0. Y is the number of negative signs in xi −m0. Y ∼ Binomial(n, p).
H0 : p = 12 . H1 : p > 12 . Reject H0 if Y ≥ c.
α = P (Reject H0|H0) = P (Y ≥ c|p =
1
2) =
n
y=c

n
y
1
2
n
.
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K(p) = P (Reject H0|H1) = P (Y ≥ c|p) =
n
y=c

n
y

pyqn−y.
How to find c for large n :
α = P (Y ≥ c|p = 12) = P (Y ≥ c−
1
2 |p =
1
2) = P

Y − n2n
4
≥ c−
1
2 − n2n
4

=
P

z ≥ c −
1
2 − n2n
4

= α = P (Z ≥ zα).
c− 12 − n2n
4
= zα ⇒ c =
n
2 +
1
2 +
zα
√n
2 .
Example: Problem on page 608 of the text book. X is the length of a fish. H0 : m = 3.7. H1 : m > 3.7.
H0 : p = 12 . H1 : p < 12 . Let y be the number of fish ≤ 3.7. Reject Y if Y ≤ c for α = 0.0547. n = 10, c = 2.
0.0547 =
2
y=0

10
y
1
2
10
.
The given sample is 5.0,3.9,5.2,5.5,2.8,6.1,6.4,2.6,1.7,4.3. Since Y = 3, do not reject H0.
7.19.5 Testing for

p for a Fixed p
H0 :

p = a, H1 :

p > a. Y is the number of (x1, x2, ..., xn) ≤ a. Y ∼ Binomial(n, p∗). H0 : p∗ = p.
H1 : p∗ < p. The bivariate sample is (x1, y1), (x2, y2), ..., (xn, yn). Test if p = P (X > Y ) = 12 . If so, then
P (X < Y ) = 12 . Test to see if X and Y have the same median. Wi = Xi − Yi, w1, w2, ..., wn. Suppose
m = median(W ). Then, H0 : m = 0. H1 : m > 0. The weakness of the sign test is given in the following
diagram:
7.19.6 Wilcoxon Test for Median
Let m = median(X). Suppose the distribution is symmetric about the median. Then, H0 : m = m0.
H1 : m > m0. x1, x2, ..., xn is an iid sequence. x1 −m0, x2 −m0, ..., xn−m0.
Ui =

−1, if xi −m0 < 0.
1, if xi −m0 > 0.
Ri is the rank of |xi − m0|. Ui and Ri are independent. W =
n
i=1UiRi, which is the sum of the ranks
of positive xi − m0 minus negative xi −m0. If H0 is true, then E(W ) = 0;V ar(W ) = n(n+1)(2n+1)6 = σ2w.
z = W−0σw ∼ N (0, 1), for large n. Reject H0 if z > zα. If H1 : w < w0, then reject H0 if z < −zα.
Ui p
-1 12
1 12
E(Ui) = 0, V ar(Ui) = 1 = E(U2i ). If ri is the rank then:
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ri p
1 1n
2 1n
3 1n
. .
. .
. .
n 1n
E(Ri) =
n
j=1
j
 1
n

= n(n + 1)2n =
n+ 1
2 .
V ar(Ri) = E(R2i ) =
n
j=1
j2
 1
n

= 1n (1
2 + 22 + · · ·+ n2) = n(n + 1)(2n+ 1)6n =
(n+ 1)(2n+ 1)
6 .
E(W ) =
n
i=1
E(Ui)E(Ri) = 0.
V ar(W ) = E(W 2) = E


n
i=1
U2i R2i +
n
i=1
n
j=1
indepnt  
UiUj
depnt  
RiRj

 =
n
i=1
E(U2i )E(R2i ) =
n
i=1
(n + 1)(2n+ 1)
6 =
n(n+ 1)(2n+ 1)
6 .
Ri is the rank of |xi −m0|. W =
n
i=1 UiRi. z = W−0σw . σ
2
w = n(n+1)(2n+1)6 .
Example: Problem 10.4-1 on page 615 of the text book. X is the length of swordfish. H0 : m = 3.7.
H1 : m < 3.7.
xi −m0 1.3 0.2 1.5 1.8 -0.9 2.4 2.7 -1.1 -2 0.6
Ui 1 1 1 1 -1 1 1 -1 -1 1
Ri 5 1 6 7 3 9 10 4 8 2
W =10i=1 UiRi = 25. σw = 48.06. z = 2548.06 = 0.58. Do not reject H0.
7.19.7 Two Sample Median Test
Given x1, x2, ..., xn and y1, y2, ..., yn. H0 : mx = my . Let mˆ be the sample median for the combined samples.
If n1 + n2 = 2k, then k of the n1 + n2 observations are below the median mˆ. Even if n1 + n2 = 2k + 1, k of
the n1 + n2 observations are below mˆ. V is the number of xis less than mˆ.
P (V = v) =

n1
v

n2
k − v


n1 + n2
k
 , v = 0, 1, ...,min(n1, k).
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H1 Reject
mx < my v ≥ c
mx > my v ≤ c
mx = my v ≤ c1 or v ≥ c2
Example: Problem 10.5-1 on page 623 of the text book. H0 : mx = my. H1 : mx < my. n1 = 8, n2 = 8.
v = 6. Reject if 6 ≥ c. Find c. The steps to solve the problem are as follow:
1. Combine the sample.
2. Find the median.
3. Count the number of observations below the median.
Find p ≥ P (v ≥ 6),
P (v = 6) =

8
6

8
2


16
8
 = 112870 , P (v = 7) =
67
12870 , P (v = 8) =
784
12870.
Therefore, p = P (v ≥ 6) = 0.066. Given α = 0.05, do not reject H0.
Example: Order the 2 samples together. x4, y1, x3, x2|y2, y3, x1, y4. n1 = n2 = 4. 3 xs fall below the
median. So, v = 3.
7.19.8 Wilcoxon Two Sample Test
x1, x2, ..., xn and y1, y2, ..., yn are two random samples. H0 : mx = my . Combine both samples and rank all
the (n1 + n2) observations from 1 to n1 + n2. W is the sum of ranks or (y1, y2, ..., yn). ri = Rank(Yi).
Yi P (Yi)
1 1n1+n2
2 1n1+n2
3 1n1+n2
. .
. .
. .
n1 + n2 1n1+n2
E(Ri) = n1+n2+12 . W = R1 + R2 + ...+ Rn2. E(W ) = n2E(Ri) = n2
(n1+n2+1)
2 . Find V ar(W ). We need
E(R2i ) and E(RiRj). σ2w = n1n2 (n1+n2+1)12 . The variance does not change as xs and ys change. So,
V ar(U ) = V ar(W ). z = W−µwσw .
H1 Reject if
mx > my z < −zα
mx < my z > zα
mx = my |z| > zα/2
Example: Use the data from problem 10.5-3 on page 627 of the text book. n1 = n2 = 8. H0 : mx = my.
H1 : mx < my. The ranks of Y are 3, 8, 9, 11, 12, 13, 15, 16. Only the first two fall below the combined
median. W = 3 + 8 + 9 + · · · + 16 = 87. µw = 8
17
2

= 68. σw = 9.52. z = 87−689.52 = 1.996. Since
1.996 > z0.05 = 1.64, reject H0.
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7.19.9 Run Test
X ∼ F (x), Y ∼ F (y). F (x) = P (X ≤ x). H0 : F (z) = G(z), ∀z. H1 : F (z) = G(z). x1, x2, ..., xn and
y1, y2, ..., yn are two iid samples. Order the n1 + n2 observations and replace xi by x and yi by y.
Example: The ordered sample is x1, x4, y4, x3, y1, y2, x2, y3. Re-write the sample as xxyxyyxy. The total
number of runs is 6, denoted by R.
If two distributions are the same, then the total number of runs will be high due to mixing. If two distributions
are diÿerent, then the number of runs will be small. The number of ways to get combinations of xs and ys
is,
P (R = 2k) =

n1 − 1
k − 1

n2 − 1
k − 1


n1 + n2
n1

Suppose k = 2. Then, there are 4 possible runs: xyxxyy, xyyxxy, xxyxyy, xxyyxy. If R is odd:
P (R = 2k+ 1) =

n1 − 1
k

n2 − 1
k

+

n1 − 1
k − 1

n2 − 1
k − 1


n1 + n2
n1

There can be k+1 runs of xs and k runs of ys, or k runs of of xs and k+1 runs of ys. Reject H0 if R ≤ c.
For small n1, n2, we can find p = P (R ≤ r), r is the observed number of runs. For large n1, n2,
zR− µRσR
∼ N (0, 1), µR =
2n1n2
n1 + n2
+ 1, σ2R =
(µR − 1)(µR − 2)
(n1 + n2 − 1)
.
Reject H0 if z < −zα.
7.19.10 Kolmogorov-Sminolv Goodness-of-fit Test
X has a cdf F (x) = P (X ≤ x). Test H0 : F (x) = F0(x), where F0(x) is some given function. x1, x2, ..., xn is
an iid sequence. The empirical distribution function is Fn(x)nxn , where nx is the number of sample values
less than or equal to x. Let y1, y2, ..., yn be an ordered sample.
Fn(x) =



0, if x < y1.
k
n , if yk < yk+1, k = 1, 2, n− 1.
1, if x ≥ yn.
W = Fn(x) =
nx
n , nW = nx ∼ Binomial(n, F (x)).
P (W = kn ) = P (nW = k) =

n
k

F (x)k[1− F9x)]n−k, nE(W ) = nF (x).
E(W ) = F (x). W is an unbiased estimator of F (x). Fn(x)
p→ F (x), as n → ∞. The test statistic is
Dn = supx |Fn(x)−F0(x)| = max(F0(y1), |Fn(yi)−F0(yi)|, i = 1, 2, ..., n). The table on page 690 of the text
book gives the distribution of Dn. Reject H0 if Dn ≥ c.
Example: Problem 10.7-1 on page 641 of the text book.
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F0(x) =



0, if x ≤ 0.
x, if 0 < x < 1
1, if x ≥ 1.
d10 = |F10(0.65)−F0(0.65)| = | 910−0.65| = 0.25.Note, order the sample, then look for dn = max[f0(y1), |Fn(yi)−
F0(yi)|, i = 1, 2, ..., n]. α = 00.1, d0.1(10) = 0.37. P (D10 ≥ d1(10) = 0.1. Thus, do not reject H0.
Example: Use the distribution as before. n = 5 0.4, 0.51, 0.53, 0.62,0.74.
i yi F0(yi) Fn(yi) |F0 − Fn|
1 0.40 0.40 0.20 0.20
2 0.51 0.51 0.40 0.11
3 0.53 0.53 0.60 0.07
4 0.62 0.62 0.80 0.18
5 0.74 0.74 1 0.26
d5 = F0(y1) = 0.40. α = 0.20(given). d0.2(5) = 0.45. Do not reject H0.
7.20 Final Exam
Do eight problems.
1. Let x1, x2, ..., xn be a random sample from N (µ, σ2). What is the MLE for µ2? Find expected value of
this estimator and use this to obtain an unbiased estimator of µ2. Here σ is assumed to be unknown.
2. In order to estimate the percentage of a large class of college freshmen that had high school GPA’s
from 3.2 to 3.6 inclusive, a sample of n = 50 students was taken and only 9 of those fell in this class.
Give a 95% confidence interval for the percentage of this freshmen class having a high school GPA of
3.2 to 3.6.
3. The pulse rate of a random sample of 15 workers from a mining town gives x¯ = 82 and s2 = 60. Test
if the mean pulse rate of the mining workers is 75. Use α = 0.01 and state the assumptions that you
need to make about the distribution of the pulse rate.
4. Commissioner Doc claims that 50% of the population of town A is indiÿerent to the construction of
a new highway. In a random sample of 250 people, 110 are indiÿerent, 100 are in favor, and 40 are
opposed to the new highway. Test at 5% level of significance if the Commissioner’s claim is correct.
5. Over the past 10 years the following distribution of accidents was observed:
# accidents/mo 0 1 2 3 4 5 6 7 8 9 10 or more
# mos 2 10 15 30 28 12 10 6 2 1 1
Are these data compatible with the hypothesis that the monthly accidents have a Poisson distribution
with λ = 4?
6. Consider the following data on 1500 subjects and test the hypothesis that the severity of condition and
blood type are independent.
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BLOOD TYPE
Severity of Condition A B AB O
Absent 543 211 90 476
Mild 44 22 8 31
Severe 28 9 7 31
7. Consider the linear model Yi = α + β(xi − x¯) + i, i = 1, 2, ..., n. Derive E(αˆ), V ar(αˆ) and V ar(βˆ),
where αˆ = Yi/n and βˆ =
Yi(xi − x¯)/
(xi − x¯)2. Giving an answer alone without proof is not
sucient. Here E(i) = 0, V ar(i = σ2, and xi are fixed constants.
8. QPA of 10 students selected at random from ODU yielded: 2.5, 3.2, 3.5, 2.9, 3.7, 3.1, 2.8, 2.7, 3.4, 3.0.
Carry out a test about the median for H0 : m = 2.8 against H1 : m > 2.8. Use an approximate 5%
significance level.
9. Let X1, ..., Xn and Y1, ..., Ym be two random samples. Let Ri, i = 1, 2, ...,m, be the rank of Yi in a
combined sample of n+ m observations. If T = Rii , then find E(T ) for test H0 : mx = my against
mx > my would you reject H0 for “large” observed values of T or “small” observed values of T ?
10. (a) Write down H0 and H1 for the Run Test.
(b) In two samples of size n1 = n2 = 5, let the observed values of R be r = 4. Find p-value for the
Run Test.
7.21 Homework
10.1-3:
f(x) = e
− x3
3 , F (y) =
 y
0
e− x3
3 dx = 1− e
− y3 = P (Xi ≤ y).
(a)
gr(y) =
4
k=3

5
k

(k)F (y)k−1f(y)[1 − F (y)]5−k = 10[1− e− y3 ]e−y, 0 ≤ y ≤ ∞.
P (Y4 < 5) =

5
4

[1− e− y3 ]4e− y3 .
(b)
[1− e− y3 ]5 = 0.76.
(c)
P (1 < Y1) =
0
k=0

5
k

[1− e− y3 ]k[e− y3 ]5−k = 0.188876.
10.1-7 n = 72,

1
3
= 7.2.
(a)
P (Y20 <

1
3
= 7.2) =
72
k=20

72
k
1
3
k2
3
72−k
.
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Estimating using the Poisson distribution, λ = 72
1
3

= 26;x = 20. P (Y20 < 7.2) = 1−0.13867 =
0.86133. Using the Normal distribution,
P (Y20 < 7.2) = 1−Φ
19.5− 24√
16

= 1− Φ(−1.125) = 0.87.
(b)
P (Y18 <

1
3
< Y30) =
29
k=18

72
k
1
3
k 2
3
72−k
= Φ
29.5− 24
4

− Φ
17.5− 24
4

=
Φ(1.35)− Φ(−1.625) = 0.915− 0.05169 = 0.8634.
10.1-10 X ∼ U (0, θ).
(a)
f(x) = 1θ ,
n
i=1
1
θ =
1
θn = L(θ), logL(θ) = −n log θ,
∂ logL
∂θ = −
n
θ = 0.
Can’t solve for a non-trivial θ. So, look at the graph in Figure 7.1.
(b) Note that
F (y) =
 1
θ dy =
y
θ .
Then,
gn(y) = n
y
θ
n−1 1
θ =
nyn−1
θn , E(Yn) =
 θ
0
ygn(y) dy =
 θ
0
nyn
θn dy =
nθ
n+ 1 .
Use that to find the variance.
E(Y 2n ) =
 θ
0
y2gn dy =
 θ
0
y2 ny
n−1
θn =
nθn+2
(n+ 2)θn =
nθ2
n+ 2 .
V ar(Yn) = E[(Yn − µ)2] = E[Y 2n ]− [E[Yn]2 =
nθ2
n+ 2 −
n2θ2
(n + 1)2 = ... =
θ2n
(n+ 2)(n+ 1)2 .
(c) nYnn+1 is a biased estimator of θ. Set c = n+1n to make it an unbiased estimator.
10.2-1 (a)
P (Y2 <

0.5
< Y5) =
4
k=2

6
k
1
2
k1
2
6−k
= 0.2344 + 0.3125 + 0.234375 = 0.78125.
(b)
P (Y1 <

1
4
< Y4) =
3
k=1

6
k
1
4
k3
4
6−k
= 0.35596 + 0.296631+ 0.131836 = 0.7844.
(c)
P (Y4 <

0.9
< Y6) =
5
k=4

6
k
 9
10
k 1
10
6−k
= 0.098415+ 0.354294 = 0.4527.
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10.2-3 (a) P (Yi <

1
2
< Yj) = 0.05. Find i, j.
i− 0.5− 10(12 )
10(0.5)(0.5)
= −zα/2 = −1.96⇒ i = 2.4
j − 0.5− 10(12 )
10(0.5)(0.5)
= zα/2 = 1.96⇒ j = 8.599.
Thus, (Y2 = 110, Y9 = 137).
(b) P (Y2 <

1
2
< Y9) = (0.9786)100 = 97.86% by Table 10.2-1 on page 602.
10.3-3 α = 0.0662, α/2 = 0.0331, n = 24, mˆ = 12Y12 + 12Y13 = 4. W = #xi − yi > 0 = 13 = #+ signs. Using
Table II, c1 = 7, c2 = 17. Since 13 ≥ 7 and 13 ≤ 17, do not reject the null hypothesis. H0 : m0 = 0.
H1 : m0 = 0.
10.3-8
Student Diÿerence
1 -3
2 1
3 4
4 -3
5 -3
6 4
7 -3
8 5
9 6
10 6
11 -2
12 4
13 6
14 4
15 4
H0 : mD = 0. H1 : nD = 0. α = 0.1, n = 15. W = #+ signs = 10. Using Table II, c1 = 4, c2 = 10.
Since W ≥ 10, reject the null hypothesis.
10.4-7 n = 15. H0 : m = 0. H1 : m > 0.
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x− y Rank |x− y|
-0.34 15
0.18 8
0.22 12
0.17 7
-0.07 3
0.22 12
0.19 9
0.06 2
0.22 12
0.04 1
-0.13 5
0.23 14
0.16 6
-0.21 10
0.09 4
W = −15 + 8 + 12 + 7 − 3 + 12 + 9 + 2 +12 + 1 − 5 + 14 + 6 − 10 + 4 = 54. z0.05 = 1.645.
z = W
(15)(16)31
6
= 5435.213 = 1.533. Since 1.533 < 1.645, fail to reject the null hypothesis.
10.5-2 (a)
Data Rank
0.7494 1
0.7546 2
0.7565 3
0.7613 4(y)
0.7615 5
0.7701 6
0.7712 7
0.7719 8.5
0.7719 8.5
0.7720 10.5
0.7720 10.5(y)
0.7731 12(y)
0.7741 13
0.7750 14.5
0.7750 14.5(y)
0.7776 16
0.7795 17(y)
0.7811 18(y)
0.7815 19(y)
0.7816 20(y)
0.7851 21(y)
0.7870 22(y)
0.7876 23(y)
0.7972 24(y)
W = 4+ 10.5+ 12+ 14.5+ 17+ 18+ 19+ 20+ 21+ 22+ 23+ 24 = 205. z = 205−
12(25)
2
(12)(12)(25)
12
= 3.175.
Since 3.175 > 1.645, reject the null hypothesis.
p = P (W ≥ 205) = P
W − 150√
300
≥ 205− 150√
300

= P (Z ≥ 3.175) = 0.0008.
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(b) V = 9.
P (V = v) =

12
v

12
12− v


24
12
 = h(v).
h(9) =

12
9

12
3


24
12
 = 0.0178984, h(10) =

12
10

12
2


24
12
 = 0.001611,
h(11) =

12
11

12
1


24
12
 = 0.000053251, h(12) =

12
12

12
0


24
12
 = 0.000000369.
p = P (V ≥ 9) = h(9) + h(10) + h(11) + h(12) = 0.0196. Since 9 ≥ 9, reject the null hypothesis.
10.6-1 n1 = n2 = 8. The ordered set is 4.95, 5, 5.2, 5.4,5.45, 5.5,5.55,5.7, 5.75,5.85,6,6.05, 6.2,6.25,6.55, 6.65.
The run set is: xxxxxyxxyyxyyyyy . Total runs is r = 6.
P (R = 2) =
2

7
0

7
0


16
8
 = 212870 , P (R = 3) =

7
1

7
0

+

7
0

7
1

12870 =
14
12870.
P (R = 4) =
2

7
1

7
1

12870 =
28
12870 , P (R = 5) =

7
2

7
1

+

7
1

7
2

12870 =
294
12870.
P (R = 6) =
2

7
2

7
2

12870 =
882
12870 .
α = 0.10. c : (r : r ≤ 6), αˆ = 122012870 = 0.095. Since 6 = 6, reject H0.
10.7-8
F0(x) =
x
x=0
5.6xe−5.6
x! = P (X ≤ x).
i Yi F0(Yi) Fn(Yi) |F0 − Fn|
1 0 0.0037 0 0.0037
2 1 0.0244 0 0.0244
3 2 0.0824 262 0.0501
4 3 0.1906 1062 0.0293
5 4 0.3421 1762 0.0679
6 5 0.5118 3062 0.0279
7 6 0.6702 4362 0.0233
8 7 0.7970 5362 0.0578
9 8 0.8857 5762 0.0337
10 9 0.9408 6162 0.0431
11 10 0.9718 1 0.0282
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max(0.0037, 0.0679) = 0.0679. d62 = 0.0679; d0.1 = 0.1549. Since 0.0679 < 0.1549, do not reject the
null hypothesis.
Chapter 8
Design and Analysis of Experiments
Dr. Naik, Old Dominion University
STAT 535, Spring 1996
Text used: Petersen, Roger G. Design and Analysis of Experiments, Marcel Dekker, Inc, New York, New
York 1985
8.1 Terminology
1. An experiment is a planned inquiry to discover new facts or to confirm or deny the results of the
previous investigations.
2. A treatment is a procedure whose eÿect on the experimental material is to be measured. For example,
two varieties of wheat form two treatments.
3. A particular class of related treatments is called a factor. For example, variety of wheat is a factor.
Quenching solution is a factor.
4. The states of a factor, that is, the treatments within the class are called the levels of the factor.
Example: In an agricultural experiment, two varieties of wheat are being compared along three levels
of a fertilizer brand. Here, wheat variety is a factor, into two levels and fertilizer brand is another
factor with three levels. A treatment in this experiment would be a combination of one level of variety
of wheat with one level of fertilizer. Thus, there are 2(3) = 6 treatments.
5. An experimental unit is the piece of experimental material to which one trial of a single treatment is
applied.
6. A sampling unit is that fraction of the experimental unit on which the eÿect of the treatment is
measured. In the agricultural experiment, plots in a piece of land are the experimental units. Take
two square yards in a plot. That would be a sample unit.
7. A group of homogeneous experimental units is called a block.
8. The quantity that is measured on the experimental material is often called the yield.
9. An experimental design is a set of rules by which treatments to be used in an experiment are assigned
to the experimental units.
10. Experimental error is the variation among experimental units which have been treated alike.
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11. If treatments are assigned to a set of units in such a way that every unit is equalikely to receive any
treatment, then the assignment is said to be random.
12. When a treatment appears more than once in an experiment, the treatment is said to be replicated.
13. The experimental unit is the physical entity or subject exposed to the treatment independently. The
experimental unit, upon exposure to the treatment, constitutes a single replication.
14. Experimental error describes the variation of many identically treated experimental units.
15. The sampling(observational) unit is a sample from the experimental unit(e.g. individual plants sampled
from a field or serum samples from a subject).
16. Sampling error is the variation among sampling units.
Almost all experimentation is done for one or both of these purposes:
1. Testing of hypotheses about the eÿects of the diÿerent treatments.
2. Estimating the diÿerences among diÿerent treatments.
An additional purpose is to obtain information on why treatment aÿects the experimental material as they
do. The role of experimental design is to provide ecient and precise information to meet these objectives.
In addition, conducting experiments are to provide assessments of estimates and to estimate variability of
the experimental material. A good experimental design should have at least three features:
1. Replication. Replication is needed to estimate variations in the experimental units.
2. Randomization. Replication is not the only factor that must be considered in designing the experiment.
A good experimental design should assign the treatments to the experimental units randomly.
3. Blocking. A good experimental design should have blocking for the purpose of controlling sources of
variability among experimental units.
Analysis of the data obtained is done using analysis of variance techniques. This is a systematic procedure
for partitioning the total variation among the observations into components each of which is associated with
a source of variation.
8.2 Completely Randomized Design(CRD)
Example: Two types of animal diet, diet A and diet B. See Figure 8.1.
Animals in pen A are assigned diet A. Animals in pen B are assigned diet B. The experimental units are
the two pens. The treatments are diet A and diet B. No replications are performed. There are six sampling
units in each pen. There is no data to estimate experimental error. But, the sampling error can be estimated.
Example: The previous example can be modified to have replications. See figure 8.2.
Randomly assign diet A and diet B to the pens. This way, we have two replications of each. The variance
of the random error can be estimated.
The simplest and the least restrictive design is the Completely Randomized Design. In general, there are
p treatments and n experimental units. n > p. Randomly select r1 experimental units from n and assign
treatment 1. Next, randomly select r2 experimental units from n − r1 units and assign treatment 2. Con-
tinue the procedure until the n experimental units have been used. This design utilizes randomization and
replication. If r1 = r2 = · · · = rp, then the results are more ecient.
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Pen A Pen B
Figure 8.1:
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Pen 3 Pen 4
Pen 2Pen 1
Figure 8.2:
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Example: Suppression of bacterial growth in stored meats. Recent studies suggested controlled gas atmo-
spheres as possible alternatives to existing packing methods. The packaging methods are as follow:
• Wrap.
• Vacuum.
• 1% CO2, 40% O2, 5% N.
• 100% CO2.
A CRD design was used. There were three beef steaks of approximately the same size (75g) for each treat-
ment. We randomly assigned to each steak the four packaging conditions. Thus, there are a total of 12 beef
steaks. Measurements of the growth of pserotrozic bacteria on the meat 9 days after packing were made.
The data is presented in the following table:
Packing Condition log(count/cm2)
Wrap 7.66, 6.98, 7.8
Vacuum 5.26, 5.44, 5.8
1% CO2, 40% O2, 5% N 7.41, 7.33, 7.04
100% CO2 3.51, 2.91, 3.66
In general, data obtained using CRD looks like this:
Treatments
1 2 ... p
y11 y21 ... yp1
y12 y22 ... yp2
. . . .
. . . .
. . . .
y1r y2r ... ypr
Note that all the measurements must be independent. The following problems are of importance:
1. Estimate the true mean yields for p treatments.
2. Test the significance of the diÿerences among the treatment means.
3. Obtain an estimate of the standard deviation of treatment means, so that the confidence interval for
the treatment mean can be constructed.
We need a model to answer these questions. A linear means model is used. The means model is yij =
µi+ij , i = 1, 2, ..., p; j = 1, 2, ..., r. µi is the mean of the i-th population. Assume that there are p populations
with means µ1, µ2, ..., µp and with a common variance, σ2. In the model, ij is the experimental error,
E(ij) = 0 and V ar(ij) = σ2.
E(yij) = E(µi + ij) = µi + E(ij) = µi + 0.
V ar(yij) = V ar(µi + ij) = V ar(ij) = σ2.
The hypothesis test concerning the treatment means is stated as, H0 : µ1 = µ2 = · · · = µp.
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8.2.1 Estimation of Model Parameters
The parameters of the means model are µ1, µ2, ..., µp and σ2. The method of least squares is used on linear
models to estimate the means. The method minimizes the sum of squares of the errors.
p
i=1
r
j=1
2ij =
p
i=1
r
j=1
(yij − µi)2
is a minimum. The estimators used are:
µˆ1 = y¯1· =
1
r
r
j=1
yij , µˆ2 = y¯2· =
1
r
r
j=1
yij , ..., µˆp = y¯p· =
1
r
r
j=1
yij,
The estimator of the experimental error is ˆij = yij − µˆi. Let ξ be a random variable. E(ξ) = 0 and
V ar(ξ) = σ2. Then, we have ξˆ11, ξˆ21, ..., ξˆp1. A pooled variance formula is given by,
σˆ2 =
p
i=1
r
j=1(yij − y¯i·)2
r(p− 1) .
8.2.2 Standard errors of µˆi
Consider the parameters µ1, µ2, ..., µp. We have obtained µˆ1 = y¯1, ..., µˆp = y¯p. Find the standard deviation
of µˆi = y¯i·, i = 1, 2, ..., p. V ar(y¯i·) = σ
2
r , i = 1, 2, ..., p. The standard deviation is σ√r , i = 1, 2, ..., p. The
standard error of y¯i· is simply the estimated standard deviation of y¯i·. The standard error of y¯i· = σˆ√r . Thus,
for µi = y¯i and the standard error of µˆi = σˆ√r .
8.2.3 Confidence Interval for µi
µˆi = y¯i·. The standard error is given by s√r . A 100% confidence interval is θˆ±zα/2SE(θˆ). So, an approximate
confidence interval is given by, y¯i·±zα/2 s√r . To get an exact confidence interval, use the assumption of Normal
distribution for the population. Then, µˆi = y¯i· ∼ N

µi, σ
2
r

. Further more,
p(r − 1)σˆ2 =

i

j
(yij − y¯i·)2 ∼ χ2(p(r − 1))
and is an exact value of yi·. Then,
y¯i· − µi
s√r
∼ t(p(r − 1)).
Then, a 100(1− α)% exact confidence interval for µi is:
yi· ± tα(p(r − 1))
s√r .
8.2.4 Testing of Hypotheses
One important hypothesis of interest is to test the equality of all treatment means. That is, test H0 :
µ1 = µ2 = · · · = µp versus Ha : µi = µj, for at least one (i, j), i = j. For testing H0, consider the following
decomposition of the total sum of squares.
p
i=1
r
j=1
(yij − y¯)2 =
p
i=1
r
j=1
(yij − y¯i·)2 + r
p
i=1
(yi· − y¯)2.
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The above equation is called the sum of squares or sum of squares due to error. SS(E) + SS(TRT ). Note
that
y¯ = 1rp
p
i=1
r
j=1
yij =
1
p
p
i=1
y¯i·.
Intuitively, it is clear that if H0 is true, then SS(TRT ) will be small and a small value of this,
SS(TRT )
p−1
SS(E)
p(r−1)
would support the null hypothesis. More formally, we can show the following when the Normal distribution
assumption is made:
1. SS(E) =pi=1
r
j=1(yij − y¯i·)2 ∼ χ2(p(r − 1)).
2. SS(TRT ) = rpi=1(y¯i· − y¯)2 ∼ χ2(p− 1) under the null hypothesis.
3. The true sum of squares in (1) and (2) are independent. Let x ∼ χ2v1 and y ∼ χ2v2 be independent.
Then, F =
x
v1y
v2
.
4. Under H0 : F =
SS(TRT )
p−1
SS(E)
p(r−1)
. Thus, to test H0 we reject H0 if F > Fα(p− 1, pr− 1), where it is useful to
note that
(a) E

SS(E)
p(r−1)

= σ2.
(b) E

SS(TRT )
p−1

= σ2 + 1p−1
p
i=1(µi· − µ¯)2, µ¯ = 1p
p
i=1 pi.
(c) (a) and (b) are independent.
All of the above results are summarized in a table called an ANOVA Table.
Source d.f. SS MS F
Treatment p-1 SS(TRT) SS(TRT )p−1
MS(TRT )
MS(E)
Error p(r − 1) SS(E) SS(E)p(r−1)
Total pr − 1 SS(TOT)
SS(TRT ) = r
p
i=1
(yi· − y¯)2, SS(E) =
p
i=1
r
j=1
(yij − y¯i·)2, SS(TOT ) =
p
i=1
r
j=1
(yij − y¯)2.
Recall the storage of meat example. p = 4, r = 3. Test H0 : µ1 = µ2 = µ3 = µ4. Using SAS software, we can
do the analysis. (1) Create a data set with two variables,
DATA A;
INPUT TRT Y;
CARDS;
COMMON Y11 Y12 Y13
VACU Y21 Y22 Y23
COO2N Y31 Y32 Y33
CO2 Y41 Y42 Y43
;
and (2) use the PROC ANOVA method in SAS:
PROC ANOVA;
CLASS TRT;
MODEL Y=TRT;
RUN;
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8.2.5 Data Obtained Using CRD
To analyze the data, consider the model, yij = µi+ ij , i = 1, 2, ..., p; j = 1, 2, ..., r. yij is the j-th observation
on the i-th treatment. µi is the mean due to the i-th treatment. ij is random error. The assumptions of
the linear one-way model are:
1. ij is an iid sequence with a Normal distribution.
2. E() = 0.
3. V ar() = σ2.
For the meat packing problem, the ANOVA table looks like this:
Source d.f. SS MS F p-value
Treatment 3 32.8728 10.9576 94.58 0.0001
Error 8 0.9268 0.11585
Total 11 33.7996
The F statistic and p-value are used to test, H0 : µ1 = µ2 = µ3 = µ4. Ha : µi = µj , i = j ∈ 1...4. The p-value
is P (F (3, 8) > 94.58). For small p-values, we reject the null hypothesis. In this case, the null hypothesis
is rejected. Next, estimate µi and σ2. From the ANOVA table, σˆ2 = 0.11585. To get the treatment means
using SAS, use the following source code:
PROC SORT;
BY TRT;
PROC MEANS;
BY TRT;
VAR YI;
RUN;
The means produced are µˆ1 = 7.48, µˆ2 = 5.5, µˆ3 = 7.26, µˆ4 = 3.36. The standard error of µˆi = s√r =√
0.1155√
3 = 0.197.A 95% confidence interval for µ4 would be: µˆ4±t0.025(pr−1)(0.197) = 3.36±2.306(0.197) =3.36± 0.454.
8.2.6 Another Form of 1-Way ANOVA Model
This is also known as a treatment eÿects model. The model statement is yij = µ+ τi + ij . µ represents the
overall mean, τi is the eÿect of the i-th treatment, and ij is still random error.
Example: p-drugs for treating headaches. n experimental units. µ would be the time headache goes away
without drugs(the control value).
An assumption that goes with this model is
p
i=1 τi = 0.
8.2.7 Unequal Replications
Unequal replications may occur for some experimental units that were lost during the study; there were an
insucient number of subjects for the study; collected data was lost, or destroyed or invalid. The notation
for the degrees of freedom and sum of squares changes in the ANOVA table. However, the rest of the ANOVA
table remains the same.
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Source d.f. SS ...
Treatment p− 1 pi=1 ri(y¯i· − y¯)2 ...
Error pi=1 ri − p
p
i=1
ri
j=1(yij − y¯i·)2 ...
Total
p
i=1 ri − 1
To estimate µi :
µˆi = y¯i· =
1
ri
ri
j=1
yij, SE(µˆi) =
s√ri
, i = 1, 2, ..., p.
8.3 Contrasts
Recall the meat packing example. We rejected the null hypothesis because the p-value was very small. Some
of the means are significantly diÿerent. We may be interested in some of these questions:
1. Is pure CO2 more eÿective than the mixture of gases? H0 : µ3 = µ4.
2. Are the gases more eÿective in reducing bacteria growth than a complete vacuum? H0 : 12 (µ3 + µ4)−
µ2 = 0.
A contrast of p means, say µ1, µ2, ..., µp, is a linear combination k1µ1+ k2µ2+ · · ·+ kpµp, with
p
i=1 ki = 0.
In our example, µ3 − µ4 = (0)µ1 + (0)µ2 + (1)µ3 + (−1)µ4 is a contrast. k1 = 0, k2 = 0, k3 = 1, k4 = −1.4
i=1 ki = 0. Similarly, 12 (µ3 + µ4)− µ2 is a contrast. k1 = 0, k2 = −1, k3 = 12 , k4 = 12 .
8.3.1 Estimation of Contrasts
Let θ =pi=1 kiµi,
p
i=1 ki = 0 be a contrast. Estimate θ. θˆ =
p
i=1 kiµˆi =
p
i=1 kiy¯i·. The standard error
of θˆ is given by,
V ar(θˆ) = V ar
 p
i=1
kiy¯i·

=
p
i=1
k2iV ar(y¯i·).
The treatment means are uncorrelated. V ar(θˆ) = σ2pi=1
k2i
ri for the unequally replicated case. For the
equally replicated case,
V ar(θˆ) = σ
2
r
 p
i=1
k2i

.
Therefore, the standard error of θˆ is
s

p
i=1
k2i
ri
= s√r

p
i=1
k2i ,
if there is equal replication. To test H0 : θ = 0(the contrast is not significant), the test statistic F is given
by
[pi=1 kiy¯i]
2
s2pi=1
k2i
ri
∼ F

1,
p
i=1
ri − p

.
or F = SS(CONTRAST )MSE . The sum of squares of the contrast is given by,
(pi=1 kiy¯i·)
2
p
i=1
k2i
ri
.
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We have θˆ, θ : SE(θˆ)
t = θˆ
SE(θˆ)
∼ t
 p
i=1
ri − p

, t2 ∼ F

1,
p
i=1
ri − p

.
To use SAS to test for the significance of contrast, implement the following source code:
DATA STEAK;
INPUT TRT Y;
...
PROC GLM;
CLASS TRT;
MODEL Y=TRT;
CONTRAST ‘C1’ TRT 0 0 1 -1;
CONTRAST ‘C2’ TRT 0 2 -1 -1;
The contrast table would look like this:
Contrast d.f. Contrast SS Mean SS F p-value
C1 1 4.6464 4.6464 40.11 0.0002
C2 1 2.42 2.42 20.89 0.0018
Test θ1 = µ3− µ4 = 0. F = SS(CONTRAST )MS(E) = 4.64640.1155. Compare the F value with F (1, 8) for the θ1 test. The
p-value says to reject H0 : θ1 = 0, Ha : θ1 = 0. To find the estimate and the standard error of the estimate
of a contrast of means, use the following SAS code:
PROC ANOVA;
CLASS TRT;
MODEL Y=TRT;
ESTIMATE ‘C1’ TRT 0 0 1 -1;
ESTIMATE ‘C2’ TRT 0 2 -1 -1;
The code gives the estimated standard error and a t-test for H0.
For the comparison of means, let y1 ∼ N (µ1, σ2), and y2 ∼ N (µ2, σ2) and y1, y2 are iid. The means are y¯1
and y¯2. The pooled standard deviation is
s =
p
i=1(y1i − y¯1)2 +
p
i=1(y2i − y¯2)2
2n− 2 .
Test H0 : µ1 − µ2 = 0, Ha : µ1 − µ2 = 0. The two sample t-test rejects H0 if |t| ≥ tα/2(2(n− 1)). t = y¯1−y¯2s√ 2n
.
Reject H0 if |y¯1 − y¯2| ≥ tα/2(2(n − 1))

2s2
n , or |y¯1 − y¯2| ≥ tα/2(2(n− 1))

2MS(E)
n , Use α/2 because Ha is
two sided. The term tα/2(2(n− 1))

2MS(E)
n is called the least significant diÿerence(LSD). It is the smallest
value for which the significance between two means will be declared. This method of comparison between
the means can be extended to certain cases of multi-parameters(i.e. more than two means).
case 1: Compare means of p− 1 treatments with the mean of a control. Let µ0 be the mean of the control.
Let µ1 be the mean of treatment 1, and so on. Let the means have a common variance, σ2. Test
H0 : µi−µ0 = 0, versus Ha : µi−µ0 = 0, i = 1, 2, ..., p− 1.PROCEDURE: Using the data, compute
y¯0·, y¯1·, ..., y¯p−1· and the MS(E). Compute the LSD= tα/2(p(r − 1))

2MS(E)
r . If |y¯i· − y¯0·| > LSD for
the i-th treatment, then the diÿerence is significantly diÿerent from the control.
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case 2: Consider an experiment where the treatments represent diÿerent levels of a factor. For example,
doses of a medicine. In this setup, suppose we want to see whether increasing the levels give a higher
yield. In this case, the LSD can be used. Let µ1, µ2, ..., µp be the means of the increasing treatment
levels. Test H0 : µi − µi+1 = 0 versus Ha : µi = µi+1 = 0, i = 1, 2, ..., p− 1. Compute the LSD as
tα/2(p(r − 1))2MS(E)r . There is a significant diÿerence if |y¯i· − y¯i+1·| ≥ LSD.
8.3.2 Multiple Comparisons
If the problem is of pairwise comparisons of all the means, then the LSD method is not appropriate. Why?
Let α be the required level of significance. The Type I error is defined as the probability of rejecting
H0 when H0 is true. 1 − α is the probability of accepting H0 when H0 is true. Suppose there are two
comparisons, (µ1, µ2), (µ1, µ3). Test H0 : µ1 − µ2 = 0 and H0 : µ1 − µ3 = 0. The probability of accepting
both null hypotheses will be (1 − α)2 assuming the tests are done independently. That is P [|y¯1· − y¯2·| <
LSD and |y¯1·−y¯3·| < LSD] = (1−α)2 assuming the two events are independent. The probability of rejecting
H0 is 1 − (1 − α)2. Hence, we need a method to keep α, the level of significance, for multiple comparisons
fixed at the required level. Several methods are available:
1. Fisher’s protected LSD. The SAS code is as follow:
PROC ANOVA;
CLASS TRT;
MODEL Y=TRT;
MEANS TRT/LSD;
2. Tukey’s Honestly significant diÿerence. The SAS code is as follow:
PROC ANOVA;
CLASS TRT;
MODEL Y=TRT;
MEANS TRT/TUKEY;
3. Duncan’s multiple range test. The SAS code is as follow:
PROC ANOVA;
CLASS TRT;
MODEL Y=TRT;
MEANS TRT/DUNCAN;
4. Student-Neumann-Keuls test. The SAS code is as follow:
PROC ANOVA;
CLASS TRT;
MODEL Y=TRT;
MEANS TRT/SNK;
5. Waller-Duncan Bayes LSD. The SAS code is as follow:
PROC ANOVA;
CLASS TRT;
MODEL Y=TRT;
MEANS TRT/WALLER;
There are p population means, µ1, µ2, ..., µp. Which of the pairs (µi, µj) are diÿerent?
