The error term in Chebotarev's density theorem
In [7] , and then again, without the third author, in [8] , Ram Murty, Kumar Murty and Saradha prove a result (conditional to some standard conjectures of analytic number theory, namely the General Riemann Hypothesis and the Artin conjecture) bounding the error term in Chebotarev's Density Theorem (see (3) below) and ask whether an improved bound (see (5) below) holds. The aim of this article is to prove that the answer to this question is negative, and more generally, to discuss the best possible error terms (of the forms considered in [7] and [8] ) in Chebotarev's density theorem.
To formalize this question precisely, let us fix some notations: in all this paper, L will denote a finite Galois extension of Q of degree n and Galois group G, and D will denote a conjugacy set (that is, a union of conjugacy classes) in G. We will denote by M the product of all prime numbers that are ramified in L. For x a positive real number, we call π D (x) the number of primes p < x such that the conjugacy class Frob p,L/Q of G is contained in D. By (GRH) we shall mean, as in [7] the Generalized Riemann Hypothesis for all Artin L-functions.
The first effective version of Chebotarev's density theorem, proved by Lagarias and Odlyzko ( [4] ) and soon thereafter improved by Serre ([10, (20 R ), page 134]) states, that, assuming (GRH):
The implied constant in the above formula is absolute. In this paper we shall not be interested in the logarithmic terms in x and |G|. Therefore, let us replace (1) by its following slight weakening:
In this formula the implied constant depends only on .
Later, Murty, Murty and Saradha proved (cf. [7, Corollary 3.7] ), using (GRH) and the Artin's conjecture of holomorphy of Artin's L-functions, that
with an absolute implied constant, which again can be slightly weakened into: I am thankful to Frank Calegari for this remark. Note also that a very close variant of (3) is proved in [3, pages 143-144] under (GRH) and Artin's conjecture, but that it is stated there (without explanation) that Artin's conjecture is actually not necessary.
In the same paper [7, §3.13 ] (and also in [8] without the third author), Murty, Murty and Saradha ask the following question. Let α(G) be the number of conjugacy classes in G. Is it true that (with an absolute implied constant)
Once again, a positive answer to this question would mean a positive answer to its following simplified version. Is it true that (with an implied constant depending only on )
Here the implied constant depends only on .
The answer to (5) and (6) is no for a trivial reason: there is no specified range. Indeed, assume that |D| = 1 to fix ideas, and that M is constant. If x < α(G) c for some constant c < 1, then the error term in those formulas goes to 0 when α(G) goes to infinity, hence
goes to 0 when x and α(G) go to infinity with x < α(G) c . So, for α(G) large enough and x < α(G) c , π D (x + 1) = π D (x) since those numbers are integers. Now, choose a field L/Q unramified outside M , with Galois group G such that α(G) is large enough in the preceding sense (of course there are plenty of such field even among cyclotomic fields) and take
We note that this omission of the range made in [7] and in [8] it is likely that such a restriction was also in the author's mind in [6] .
Similarly, it is natural in the questions (5) and (6) to restrict our attention to the range x ≥ |G| or even, to be more prudent, to x ≥ |G| log α |G| for every α > 0. That is to say, one is led to ask:
the implied constant depending only on ?
And:
For every > 0 and every α > 0, is it true that if x > |G|(log |G|) α , 
Using the well-known estimate q/ log log q < φ(q) < q, it is an easy exercise to see that, in this cyclotomic case with |D| = 1, (9) =⇒ (8) . At any rate it is plain that (7) and (8) in the cyclotomic case with |D| = 1, and (9) are very close, it is almost certain that those three conjectures hold or fall together.
Back to general case, our main result is that, even if we add the forgotten restriction of the range, the answer to Murty, Murty, and Seradha's question is no. Theorem 1. The answer to (8) , hence to (7), is no.
We will prove this theorem twice, by giving two separate counter-examples: one in the case G dihedral, D = {1} (see Propostion 1), the second in the case |G| abelian, |D| large (see Proposition 2). In our opinion, the fact that two natural generalizations of the conjecture of Friedlander and Granville fail suggest that this conjecture is either extremely difficult, or even, quite possibly, false.
On a more constructive tone, one may then ask: what is the best possible error term in Chebotarev's density theorem? Of course, in this generality, the question is not interesting (the answer is obviously |π D (x) − |D| |G| Li (x)|): we need to restrict our study to some special families of allowed error terms, for example error terms depending only on the size of the group G and the set D through the product of a power of |G| and a power of |D|.
Theorem 2. For two real numbers a and b, consider the following assertion:
For every , α > 0, in the range x > |G|(log |G|) α ,
|D| a |G| b+ log M with an implied constant depending only on a, b, and α.
Then for (C a,b ) to be true it is necessary, and, under (GRH), sufficient that b ≥ 0 and Then for (C a,b ) to be true it is necessary that b ≥ 0 and a + b ≥ 1/2.
In this case, since α(G) may be larger or smaller than |D|, it is not clear in this case that (C 1/2,0 ) (which is the same as (C 1/2,0 ), hence a theorem under (GRH)) implies (C a,b ) if b ≥ 0,
That is to say, we ignore (even under (GRH)) if (C a,b ) is true for some b > 0, a + b = 1/2, for example for a = 1/4, b = 1/4. This would be very surprising however, as it would mean a better bound, for the same |G| and |D|, in the non-abelian case than in the abelian case, and at any rate contrary to the intuition underlying Question (6) where α(G) appeared with a negative exponent b, hence giving a better bound in the abelian than in the non-abelian case.
A family of dihedral examples with D = {1}
The examples will depend on an integral parameter n = 2 r with r ≥ 2. Let O be the order
in the field of Gaussian numbers Q(i). Let L be the ring class field of O. As
counts the primes less than x that are totally split in L. We collect in the following's lemma various elementary results, mainly from Cox's book.
Lemma 1.
(
(ii) G is a dihedral group of order n.
(iv) α(G) > n/4.
Proof :
The conductor f of the order O is n/2, hence the class number of that order is [1, Theorem 7.24] . Hence by definition of the ring class field and by class field theory, L is an abelian extension of Q(i) of degree n/2, ramified only at (the prime dividing) 2. Therefore, G is dihedral of order n, and M = 2. This proves (i) and (ii).
By [1, Theorem 9.4] , an odd prime p is totally split in L if and only if it is represented by the form
It is clear that no prime p ≤ n 2 is of this form, hence Π D (x) = 0 if x < n 2 , which is (iii).
Finally (iv) follows from the computation of the number of conjugacy classes in a dihedral group, which is easy and standard (see e.g. [9, §5.3])
Now assume that formula (C a,b ) or (C a,b ) is true in the case under consideration for some value of the parameters a and b such that b < 0. We are going to obtain a contradiction. Since α(G) < |G|, it suffices to consider the case of C a,b :
Let us fix some α > 0. If n is large enough, x = n 2 is certainly in the range x > n log(n) α , so we so that π D (x) = 0, and the formula becomes 1 n Li (n 2 ) = O(n 1+b+3 ) or Li (n 2 ) = O(n 2+b+3 ). Since b < 0, we can choose > 0 such that − := b + 3 < 0, and we get Li (n 2 ) = O(n 2− ), which is absurd since Li (n 2 ) ∼ n 2 /(2 log n). This completes the proof of Proposition 1.
A family of abelian examples with |D| large
Again, the example will depend on a integral parameter n = 2 r with r ≥ 2. We define 2n) ), so that G = Gal(L/Q) = (Z/2nZ) * has order n, and for an odd prime p, Frob p,L/Q is just p (mod 2n). One also have M = 2, and α(G) = |G| = n. Fix an α > 0, such that α < 1. We let D ⊂ (Z/2nZ) * be the set of all odd residue classes d modulo 2n such that the arithmetic progression d + 2nZ does not contain any prime smaller than n log(n) α . Clearly, the complement of D has size at most π(n log(n) α ) = o(n) by the prime number theorem, so |D| ∼ n when n goes to infinity. On the other hand, by definition π D (n log(n) α ) = 0. Applying this to x = n log(n) α , we get, since π D (x) = 0, |D| n Li (x) = O(n a+b+1/2+2 log(n) α(1/2+ ) ) which implies |D| ∼ n, and n ≤ x, n = O(n a+b+1/2+2 log(n) β ) where β is some real number depending only on and α. If a + b < 1/2, on can choose > 0 such that the exponent of n in the RHS is < 1, giving a contradiction.
