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Abstract 
Given an instance of the maximum satisfiability problem involving n logical variables, truth 
assignments naturally correspond to vertices of the n-hypercube. A discrete time dynamical system 
in Iw” is described having the property that truth assignments which satisfy all clauses correspond to 
asymptotically stable fixed points, as well as do local optima. This result is established in the context 
of the “generalised maximum satisfiability problem”, defined as follows: Given a finite set of 
“components”, find a matching of each of them with one element of a finite set of “possible states”, in 
order to avoid as many a priori given conjunctions of states as possible. An algorithm for the 
maximum satisfiability problem is derived which qualitatively, on the basis of computational 
experiences, compares favorably with P. Hansen’s SAMD descent ascent method. 
I don’t see your problem, he said, no contradiction is involved when considering the catalog of 
activity reports mentioning themselves as activity of their own author ! He was right on one 
point at least. 
fancy June 1989. 
1. Introduction 
Given a collection of logical clauses and an integer k, the maximum satisfiability 
problem (MAXSAT) consists in deciding whether or not a truth assignment P of the 
involved variables exists, such that at least k clauses are satisfied under P. 
The satisfiability problem (SAT) is the particular case of MAXSAT in which it is 
asked to decide whether or not there exists a truth assignment such that all clauses are 
simultaneously satisfied. 
Both problems are known to be NP-complete (the reader wishing to get a quick 
but nevertheless sharp insight in those aspects related to complexity theory is 
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recommended to consult [lo]). A detailed survey of the algorithmic aspects of the 
question, completed by a systematic procedure of computational experiments can be 
found in [6]. 
Many problems equivalent o MAXSAT arise in practice under the following form: 
A system S is given, which can be thought of as a finite set of physical compo- 
nents 
s:= {K,, . . ..K.}. 
With each component Ki, i = 1, . . . ,m, a finite set Si of possibles tates is given 
Si:= {Sil,...,Si.,), Iti 2 2. 
A matching of each component with one of its possible states is called an assignment. 
The problem consists in finding an assignment which avoids as many a priori given 
conjunctions of states as possible. More precisely, let (i, k) stand for the predicate: 
Component Ki is assigned to state Si,. With this notation, a generic constraint C, is 
given by a formula 
1(((-4 PI * (7, 6) * ... A (A P)) 
and it will be useful to associate to it the set of ordered pairs 
C,:= {(~,8),(r,s),...,(5~)}. 
Let C:= {C1,...,Ce) correspond to the set of constraints. We shall assume 1 C, 1 2 2, 
1 I u I e. We can now express our problem as follows: 
“Given S, Si, 1 I i I m, C and a positive constant k, determine whether or not there 
exists an assignment P such that less than k formulas among the ones given by C are false 
under P.” 
Problems equivalent o instances of MAXSAT and given in the general setting just 
described will be referred to as instances of GMAXSAT. Notice that MAXSAT fits in 
this setting with ni = 2, i = 1, . . . ,m. For all problems we shall use “clauses” and 
“constraints” as synonymous, and call an instance of GMAXSAT satisfiable if it has 
an assignment satisfying all clauses. 
Let n := X7= I ni and represent a generic point P in Iw” with components 
P = (P Il,...,Plnl; ... ;Prnlr.~~, Pm,). 
We consider 
A”‘:= 
i 
x = (x1, . . . . ,X,JER”‘I 
A .= A”’ x . . . x A”m c [w”. 
Xj=l,Xj20, lIj<ni 
I 
. 
For a mapping G : R” + R” we shall systematically use the notation G( pij) instead of 
(G(P))ij. Clearly any assignment P corresponds to a point P in d defined for 
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iE(1, . . . , m} by Pik : = 1 if P assigns component Ki to state Si, and pit := 0 for all t # k, 
and constraint C, is equivalent to 
( pet kJ=o. 
01% u 
Due to the natural correspondence just mentioned we shall use freely “the assign- 
ment P”, instead of “the point P E d corresponding to the assignment P”. An optimum 
assignment is a O-l vector in d which minimizes the number of false clauses. More- 
over, an optimum assignment is said to be valid if it fulfills all clauses. 
Given an instance of GMAXSAT, the main idea of this paper is to define an 
appropriate subset n c R” and an operator F : A --f A. Then, given a starting point 
PO l /1, we shall be interested in the sequence P”,P’ , . . . ,I’[, . . . defined by the rule 
P *+ ’ = F( P’). Such a process gives rise to what is known as a discrete time dynamical 
system. As can be expected, our “unreachable star” is to find F and n such that for 
t + co the sequence P’ will converge to one of these points in A which correspond to 
an optimum assignment. 
The next section is devoted to a basic operator B which retains for satisfiable 
instances of GMAXSAT some of the fundamental features we are searching for. It is 
intended to provide the ideas and motivations for the sequel. 
Section 3, with a light “numerical-analytic flavour”, will be concerned with the task 
of converting operator B into an operator F adequate to deal with GMAXSAT, in the 
sense that locally, assignments which are local optima attract the sequence generated 
by F, assignments which are not do repel1 it. 
Implementation of the above ideas will occur in the form of a descent-ascent 
algorithm. Computational experiments are presented in Section 4, in a form which fits 
as much as possible in the framework of comparison set by Jaumard and Hansen [6]. 
We recall that among other things, that paper compares for MAXSAT the perfor- 
mances of Hansen’s Steepest Ascent Mildest Descent (SAMD) procedure [S] with the 
ones of the Simulated Annealing, and concludes to the superiority of the former, on 
the basis of a wide range of computational experiments. 
It will be seen that run from different starting points, our algorithm finds in the 
mean assignments of quality better or equal to those found by SAMD, with much 
better worst cases. It must be underlined that running time is certainly an important 
factor for this sort of algorithms. We shall not enter any time analysis comparison, 
given that solely runs on the same computer allow for a fairly job. 
Some more indications will be given in order to situate the size of GMAXSAT 
instances which can be dealt with. 
2. The basic operator 
From now on, we assume that an instance of GMAXSAT is given as well as a point 
p =(P1l,...,Plnl;...;Pml, . . ..Pmn.)E~“. 
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Let K be the set of those assignments satisfying all clauses and V be the set of those 
which do not. Notice that in general K is empty and one is interested in those points of 
V which minimize the number of false clauses. 
ForlIiImandlIjIniletfij:[W” -+ R be a continuously differentiable map- 
ping satisfying: 
(1) cj does not depend on the variables pit, 1 I t I Iii, which implies arij/ap, = 0. 
(2) If PEK and pij = 1 then &j(P) = 1. 
(3) If P E V and (i,j) is member of a constraint not satisfied by P then fij(P) = 0. 
(4) If PE A0 (the interior of A), then 0 < &i(P) < 1. 
A fundamental example of such a family of mappings is given by nij: R” -+ [w 
where 
IZij(P) I= n ( 1 - n PaS (Cu I (i.j)EGl (4B)ECu 1 
a#i 
For our construction, we shall need mappings s2,: R” --, R where 
Qij(P):= ~ (1 - Pik). 
k=t 
k#j 
In order to simplify the notation we shall write Gj (respectively 52ij, nij) instead of 
<j(P) (respectively Qij(P), ITij(P)), assuming that P is given. 
Let Z:= {PE [w” 13 i (1 4 i I such that I PikfikQik O}. Notice VC Z 
K n Z = 0. Define B: K’\Z + ET componentwise by 
Contemplation of the above formula should make the following facts clear. 
(1) B( R’\Z) is not fulldimensional in R”. 
(2) If P* E K then g(P *) = P* (i.e., P* is a jixed point of 5). 
(3) If PE A’, then @P)E A’. 
(4) 8 is continuously differentiable. 
Let n = A0 u H. By (2) and (3) B(,4) c n and we denote by B : A -+ A the restriction 
B”l”. 
We recall now some definitions and results of dynamical systems [7]. 
(a) A fixed point P* is said to be asymptotically stable if it has a neighborhood 
U such that initiated in U, the system will converge to P*. 
(b) A fixed point P* is said to be unstable if it has a neighborhood V such that for 
any r > 0, there is a point P, at distance less than r of P *, such that initiated at P, the 
system will eventually move outside of V. A sufficient condition for a fixed point of 
a differentiable mapping B to be unstable (for the system obtained by iteration of B) is 
that at least one eigenvalue of DBP,, the derivative of B evaluated at P*, has absolute 
value greater than one. 
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Lemma 2.1. Let P* be a jxed point of B. Then P* is asymptotically stable ifP* E EC, 
and P* is unstable if P* E A’. 
Proof. Straightforward computation of Dfi at a fixed point P* of B shows that 
(A) Ofi,, z 0 if P * E K. As a consequence, I( Dill < 1 in a neighborhood of P*. By 
the mean value theorem, Bis locally a contraction on P* and so is B. It follows that an 
assignment satisfying all clauses is asymptotically stable. 
(B) If P * E A’, notice that DE,, has all its diagonal elements equal to 1. It follows 
that the sum of the eigenvalues is n. As the image of B is not fulldimensional in R”, 
some eigenvalues of DB,, must vanish. Hence one of them has absolute value greater 
than one. To conclude, notice that every nonzero eigenvalue of DB,, is an eigenvalue 
of DBp,. 0 
The simple example discussed below should help understand how operators of type 
B work. It illustrates their pleasant behavior in the neighborhood of valid assign- 
ments, but also some problems which may occur. 
Example. Let us consider the instance of MAXSAT defined on the two Boolean 
variables x1 and x2 by the constraints 
XlVX2 and X1 vX2. 
With our notations of the introduction, S = {x1, x2} and the possible states for the 
elements of S are false and true which we represent as usual by 0 and 1. Consequently, 
we shall work in R4 where a point P will be represented by P = (pIo, p1 1 ; pzo, p21 ). 
The set ofconstraints is then C = (C,, C,} where C1 = {(1,0),(2,0)} and C2 = ((1, l), 
(2, l)}. Both pairs (x1 =fulse, x2 = true) and (x1 = true, x2 =fulse) are valid assign- 
ments, so that K = { (1,O; 0, l), (0,l; l,O)} (notice that the position of the 1 indicates the 
state the variable is in). On the other hand V= ((1,O; l,O), (0,l; 0, l)}. Given that 
pij = 1 - pi,l_j (iE {1,2}, ~E{O, l>), it will be possible to represent the evolution of 
our dynamical system in the unit square E of R2 by considering (~~~,p~~). Another 
consequence of this equality is that sZ,j = (1 - pi, 1 _j) = Pij SO that 
(2) 
For d = 1,2,3 and 4 we shall consider the dynamical systems due to the operators Bd 
obtained by replacing rij in (2) by (nij)d. In order to compute II,, we notice that the 
set of constraints of which (1,0) is a member has just one element (i.e., C,) and 
consequently the product II,, a unique factor: 
n,o = 1 - n 
( 
P@ = 1 - p20. 
(a.B)Ecl > 
a#1 
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Fig. 1. First iterations of operator B,, Bz and B3 (For x1 v xl, Xl v X1). 
In the same fashion we get II,, = pZO. It follows that 
Bd(P10) = 
P?o(l - P201d 
P:oU - P201d + (1 - PIo)2(P20)d’ 
Bll 
B12 
B13 
821 
822 
B31 
B32 
The formula for B&o) is obtained (in this special case) by inverting indices 1 and 2 
in (3). 
Denote by A4 := {P = (X, Y)E R2 IO < X = Y < l} the first diagonal of E and 
notice that B,(M) c M and B,(1/2, l/2) = (l/2, l/2). 
Figure 1 illustrates the behavior of operators B1 , B2 and Bj. For each of seven 
different initial points situated close to M, we can see the four first points of the 
sequence obtained by iteration of one of these operators. Points belonging to the same 
sequence are linked by arrows. Sequences Bll, Bl? and B13 were obtained by 
iteration of B1 from three different points. Sequences B21 and B22 are iterations of B2 
and B31 and B32 of BJ, all initiated in different points. For clarity, points of B32 are 
not linked by arrows. This sequence has a “zigzag” behavior similar to B31. 
For Q:= (z,z)EM, z # l/2, we remark that B,(Q) = Q, B2(Q) = (l/2, l/2), B3(Q) = 
(1 - r, 1 - r) and B4(Q) = ((1 - r)‘/((l - r)2 + r2), (1 - ~)~/((l - r)2 + r2)). 
The following (bad) points should be underlined: For d = 1 we see that fixed points 
exist in any neighborhood of l? The case d = 2 shows that fixed points in A’, 
although unstable, may have a region of attraction. Cycles occur ford = 3 and finally, 
the sequence Q’ generated from Q by iteration of B4 decomposes into two subsequen- 
ces (t odd and t even) both converging to V. 
The generalised maximum satisfiability problem 123 
In practice however, the main defect presented by operators of type B is that for 
points close to V’ some denominator may vanish due to rounding off in computer 
arithmetic. Two more reasons motivate the modification of B which will be considered 
in the next section: 
(1) If the given instance is satisfiable, we have no guarantee that the sequence will 
not converge to a point in E 
(2) For instances which are not satisfiable, the fate of the generated sequence is 
mysterious: even initiated close to an optimal assignment, it might be rejected far 
away. 
To conclude this section, we notice that the choice of the letter p to denote variables 
is no hazard. The above dynamical system might be thought of as some Bayesian 
inference process in the course of which, “satisfied clauses” are repeatedly interpreted 
as observed events (human . . . isn’t it?). Actually, we should think of pij as our degree 
of belief that component Ki is in state Sij. 
3. Epsilon-restricted operators 
The “bad” behavior of our operator B in a neighborhood U of an assignment P E V 
is a consequence of a single fact, namely: If (i, j) E C,, where C, is a constraint not 
satisfied by P, then the infimum of 17ij evaluated for points P’E U\P is zero! It follows 
that in general the factor of pij in the righthand side of (1) may be arbitrary small, 
much smaller than the one of all other pik, k # j. Hence, in any neighborhood U of an 
optimum assignment of a nonsatisfiable instance, points P may exist such that 
B(P)+ LJ. 
In order to remedy this situation, let us choose E > 0 such that E < l/ni, 1 I i I m. 
The precise value of E will be discussed later and till that time we assume E 
fixed. 
For our new operator F, we shall restrict ourselves to powers of flij (for &j) and 
choose as domain 
A =A”:= {PEA(c<P~~~ 1 -(ni- l)s, 1 lilm, 1 ljlni}. 
For g, h E N, g > 0, let B gh. A” --+ A be defined componentwise by . 
Notice that g and h act as exponents in the righthand side. The conclusion of Lemma 
2.1 (B) holds for h > 0, but Bgo may be the identity on A” for instance! 
In order to get a mapping having A” as domain and range, we shall compose Bgh 
with a mapping Y: A + A”. 
For PEA and for fixed i, let Zi be the smallest index such that pili 2 Pikr 
1 lklni. 
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For reasons which will appear later, we want Y to have the following properties: 
(a) Y(pij) = & if pij < E, 
(W Y(P~ = min(piz,, 1 - (ni - lb), 
(C) Y(pij) 2 Y(Pik) > E if pij 2 Pik > E and k # Zi. 
We can built such a mapping in the following way: let 
i 
E, if pij < E, 
4ij’= min(pij, 1 - (ni - l)~), otherwise, 
/L:= 
1 - qiz, - (ni - I)& 
~ qij - (ni - 1)E 
j=l 
j#z, 
(with the convention that ,u:= 0 if the denominator vanishes) and define 
if j = Zi, 
otherwise. 
We associate assignments to points in A” by @ : A” ---f K u K defined componentwise by 
@(pij) I= 
1, if j = Zi, 
0, otherwise. 
We introduce now the notion of local optimum. Given an instance of GMAXSAT 
and an assignment P, denote by B(P) the number of constraints that P fails to satisfy, 
and by N(P) the set of those assignments obtained from P by modifying the state of 
exactly one component. 
An assignment P is said to be a local optimum if 
S(Q) 2 e(p) VQENCP). 
P is said to be a strict local optimum if the above inequalities hold strictly VQ E N(P). 
We are now in position to define 
Fgh:AE+AE by F gh:, yoBgh 
and to state a result which seems necessary in order to implement an algorithm for 
GMAXSAT on a sound basis. 
Proposition 3.1. Given integers g and h, g > 0, there exists E > 0 such that for any 
assignment Q the following hold: 
(a) If Q is a local optimum and h > 0 or if Q is a strict local optimum in the case h = 0 
then Y(Q) is an asymptotically stable jixed point of Fgh. 
(b) Zf Q is not a local optimum and g > h + 1 then there exist a neighborhood U of 
Y(Q) such that @(Fgh(P)) # @(P) = Q for PE U. 
As can be expected, E will have to be chosen rather small. How small is of some 
interest. Given that we are going to implement an algorithm on a computer which has 
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its own “smallest-s-that-does-not-look-like-zero”, we would like ours to be a little bit 
bigger. If it were not, the regions of attraction and rejection we are interested in could 
turn to be empty in practice. 
We introduce now some notations and a lemma necessary to prove Proposition 3.1. 
Given an instance of GMAXSAT and a point PEA” let 
I~:={C,,~C((i,j)~C,,and3(a,~)~C,,,~#i,suchthat @(pils)=O}. 
1; is the set of those constraints involving (i,j) which are satisfied whatever the value 
Of @(pij) is. 
1ij = {C,EC((i,j)EC, and V(LY, ~)EC,, a # i, @(pzs) = I}. 
1, is the set of those constraints involving (i, j) which are satisfied only if @(Pij) = 0. 
We denote its cardinality by 
dij:= IIij (. 
Related products are 
II;:= I-I l- n P,fi ? *E{+, -1. 
C.EI,; ( ( “./$C” > 
Notice that, with the convention that over an empty set the product is 1 
nij= n;n,. 
The maximum number of constraints a variable is involved in is denoted by 
N:= max [{c,[(i,j)~C,}I. 
lsicm 
lsjsni 
We define further 
T:= max JC,J - 1 
C,EC 
so that T + 1 is the maximum number of variables involved in one constraint. 
For E and 6 satisfying 
0 < & < (ni - l)& < 6 < l/?Zi, i = l,...,m 
we shall consider 
A~:={PEA”suchthat&Ipij(6or1-6Ipij<l-(ni-l)&, 
1 I i I m, 1 Ij I ni>. 
Lemma 3.2. Let PE Ai, then the following inequalities hold: 
gdij 5 IliT 5 (Td) dij, 
(1 - B)N-dij I ZIitj- 5 1. 
(4) 
(5) 
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Proof. Left inequalities in (4) and (5) are obtained by considering a maximum number 
of factors of minimal possible value, given that PE Ai. 
Because C;I I pij = 1 and 6 < l/n, we must have pizi > 1 - 6. NOW by definition of 
I ,j , we have fi = z, for (a, 0) E C, E I ,q, a # i hence pcls > 1 - 6. The second inequality 
in (4) follows from majorizing the factors by (1 - (1 - 6)T) and applying Bernoulli’s 
inequality yielding (1 - (1 - 6)T) < T6 [9, p. 1601. 0 
Proof of Proposition 3.1. Given Q, we shall show that E and 6 can be chosen such that 
the component of A$ which contains Y(Q) contracts on Y(Q) in case (a) and is the 
required neighborhood U in case (b). 
Let P be in that component of A$ which contains Y(Q) and for fixed i, let j := zi to 
simplify the notation. The proposition will be established if we can find E and 6 such 
that the following inequalities hold 
(a) for a constant v > 1, 
(t-4 
nTja!j > VIZykQfk if dij I dik and h 2 1 or dij < dik for h = 0, 
pijn~ja~j < pikIZ$Qfk if dij > dik. 
The meaning of (a) is that applying Bgh, pij will increase. Furthermore, it can be shown 
that the ratio between the new value of pij and the old one is greater than 
v/(v - E(V - 1)). On the other hand, (b) implies that pij will no more be the biggest 
component with first index i. Subsequent application of Y does not affect these 
results. 
We now prove (a) which by definition of aij is 
nTj(l - Pik)h > Vna(l - pij)h 
which is weaker than 
zzC(l - s)h > vll$P 
and by the Lemma 3.2 this will hold if 
(1 - 6) s(N-dij)(s)gdij(l _ d)h > V( TJ)gdik(d)h 
that is 
(1 - 6) g(N-dij)+h(E)gdtj > ,,( T)gdik(d)gdik+h. 
Introducing b = ~JE we have 
(1 - b&) g(N-dij)+h(E)&j > v( T)gdik(b)Sdir+h(E)Sdir+h 
and this will hold if 
(1 - be) g(N-dij)+h 
(T)gdik(b)gdik+h 
> V(E)gMk- dij)+h. 
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By hypothesis g(dik - dij) + h 2 1 and N 2 dij, SO that we will be done choosing 
b > ni - 1, 1 I i I m and E small enough to satisfy simultaneously 
(1 - bE)gN+h > l/2 and E -C 
1 
,,2TSNb@‘+h 
which is clearly possible once v has been given a definite value, 
Following exactly the same pattern we prove (b), that is 
PijnYjtl - Piklh < PiknZcC1 - Pijlh 
which is weaker than 
IIfj < &lI$Eh 
and by Lemma 3.2 this will hold if 
(Td)gdij < (s)h+ ‘(1 _ ~)g(N-dik)(a)gdir. 
Introducing b we get 
(Tbs)@ij < (c)h+ ‘(1 _ bg)g(N-d,*)(s)gdik 
and this will hold if 
(El 5(&j-dir)-(h+l) < 
(1 _ bE)g(N-dd 
(n)gdlj . 
By hypothesis g(dij - dik) - (h + 1) 2 1 and N 2 dij, SO that we will be done choosing 
b > ni - 1, 1 I i I m and E small enough to satisfy simultaneously 
1 
(1 - bE)gN > l/2 and E < 2(Tb)gN. 0 
Remarks. (1) It should be clear from the proof that there is no need to fix globally the 
exponents g and h, and that these quantities could be indexed by the elementary 
factors they are acting on. Moreover, we could relax the requirement of having g 
and h integers, given that all we need is a positive exponent for E in the last 
inequality. 
(2) We did not only prove the existence of a pleasant phenomenon, but established 
under which conditions it could be observed. For T = 2, N = 15, g = 3, h = 1 and 
b = 2, a set of values which may be considered in practice, E = IOE - 30 is adequate. 
This is not that big, but makes sense on a computer. Furthermore, it must be 
underlined that the bound found for E (and 6) does not tell us anything about the 
actual size of the regions of attraction. 
(3) The product pijIIyjQ”j can be much smaller than E, but actually does not have to 
be calculated in this form, given that all we need are the ratios of such products for the 
different value ofj, 1 <j I ni. 
(4) Exponents g and h act together as parameters of the attracting-rejecting power 
of the related operator. 
128 M. Cochand 
(5) For sequences PO, P’ , . . . converging to an asymptotically stable fixed point 
Y(Q) as defined in case (a), there exists a finite integer t such that P’ = Y(Q). 
4. Implementation and computational experiences 
The above ideas have been implemented in the form of a descent-ascent algorithm 
refered to below as SKBLZl. 
In order to accelerate the evolution of the system, Fgh is applied in a sequentially 
deterministic block Gauss-Seidel fashion, modifying components corresponding to 
one Ani at the time (see for instance [1,8]). Notice that, although the resulting 
operator is different from F gh, the arguments of our proposition are still valid in this 
context, and that in some sense, a Gauss-Seidel procedure avoids contradictory 
moves in the different A”‘. The main features of our algorithm are as follows: 
Input: S, C (* instance of GMAXSAT *). 
PEA”. 
Output: Sequence of points in A”. 
Best related assignment. 
While not stopcriteria do 
fori:= 1 tomdo 
D:= 0; 
for j := 1 to ni do 
9ij := pijn~jot; 
D:= D + qij; 
for j:= 1 to ni do Pii:= qij/D; 
P:= ~Y(P,,,.‘.,Pl”,; ... ;Pml,...,Pmn,); 
Compute f3( @( P)); 
Keep best solution so far; 
if reinitcriteria then 
Choose Q E A” such that VC, E C: 
C, not satisfied by @(P) z= C, satisfied by Q(Q); 
P:= Q; 
The implemented stopcriteria is a bound on the number of iterations while reinit- 
criteria is a bound on the number of iterations for which O( @( P)) does not change. 
We underline that our theoretical results are local ones and consequently insuffi- 
cient to insure the convergence of our algorithm. Running SKBLZ rests on the 
assumption that an important part of A” is covered by regions of attraction of 
relatively good local optima. This assumption proved to be reasonable in practice and 
no cycling was ever observed. 
’ SKBLZ: celebrated long-haired oviparous, famous for laying painted eggs, and even . cubic ones. 
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SKBLZ has been implemented in Pascal on a Vax 8550. Working in quadruple 
precision appeared as a real improvement. 
In order to get a comparison with existing algorithms, we adopted the framework 
described in [6]. 
For triples of integers (m, n, r), 25 instances of MAXSAT with n variables, m clauses 
and exactly r litterals in each clause (MAX r-SAT), have been generated. No clause did 
contain both a litteral and its complement. The triples considered, as well as the 
random generator producing the instances, are the ones used in [6]. 
The objective value is the number of unsatisfied clauses. For each instance, we did 
run SKBLZ from five starting points P’:, . . . , Pi (the same for the 25 instances), and 
kept the following figures: Best (respectively Median, Worst, Mean) = the best (re- 
spectively median, worst, mean) result in the five runs. 
For i = 1 to 5, Ni is the smallest integer such that B(@(Py)) was the best result 
obtained after initialization of the sequence at Pp, and Cpuli is, in seconds, the time 
used to generate the Ni points. Stopcriteria was set to 200 iterations, reinitcriteria to 
3 and Cpu2i is the time used to get Pizoo, except when a valid assignment was found 
before. 
The figures for SKBLZ in Tables 1 and 2 are the means of the above figures (Mean 
over 25 values for best, median, worst and mean. Mean over 125 values for Ni, Cpul, 
Cpu2). These results were obtained with g = 1 and h = 0. We worked with h = 0, so 
that local minima which are not strict are not necessarily attractors, a choice we 
considered reasonable for our purpose. 
More questionable is the choice g = 1, the point is that by now, those parameters 
are the ones which produced the best outputs. As a result of some attempts with 
(g, h) E { (2,0), (2, l), (3, l)} and relatively to (1, 0), best was almost the same, Ni slightly 
decreased but worst increased. The unique favorable point was that for satisfied 
instances, the solution did come out faster. Nevertheless, the inequalities just below 
were still valid. The figures related to SAMD and SA (Simulated Annealing) are the 
ones of [6] and were obtained as means over 50 instances with 100 starting points for 
each. 
The following inequalities should be noticed in the tables: 
BEST,,,,, I BESTSAMD, 
MEAN~KRLz 5 MEANs,m,, 
WORSTskarz I MEDIANsAMn, 
WORST,,,,, I BEST,,. 
Compared with the other heuristics under study in [6], SKBLZ not only finds better 
best solutions, but has a very good worst-case behavior. The relatively small gap 
between worst solutions and best solutions makes it more reliable. 
In addition, for the triples (500, 5000, 3) and (300, 3000, 4), another set of 25 
instances has been produced by an independent generator. Differences in best, 
median, worst and mean did not exceed 0.5. The mean number of reinitialization 
before Pj”’ is about seven for the first triple, sixteeen for the second one. 
Table 1 
Comparative results for MAX-4SAT 
?I m 
100 700 
300 1500 
300 2500 
300 3000 
SA 
best 
0.3 
1.0 
11.9 
14.3 
best 
0.0 
0.0 
0.4 
5.9 
SAMD SKBLZ Vax 8550 
worst median mean best worst median mean cpul cpu2 Ni 
0.7 0.0 0.1 0.0 0.0 0.0 0.0 2.1 8.7 
4.0 0.9 1.3 0.0 0.0 0.0 0.0 1.85 5.0 
7.0 3.4 3.8 0.0 0.44 0.04 0.12 43 59 56.2 
14.6 8.7 9.4 2.92 5.88 4.44 4.44 107 185 114.2 
Table 2 
Comparative results for MAX-3SAT 
n m SA SAMD 
best 
100 200 0.0 0.0 
100 500 5.6 3.7 
100 700 15.1 13.4 
300 600 0.7 0.5 
300 800 3.1 1.2 
300 1500 22.6 10.6 
300 2000 47.6 34.0 
500 5000 215.7 174.6 
worst median 
1.1 0.1 
7.4 4.7 
17.0 14.4 
4.8 2.1 
7.6 4.1 
21.4 14.7 
45.1 38.3 
190.6 182.8 
0.3 0.0 
5.1 3 
14.7 13.1 
2.4 0.0 
4.3 0.0 
15.3 8 
39 33.64 
182.8 168.3 
best 
SKBLZ Vax 8550 
worst median mean cpul cpu2 Ni 
0.0 0.0 0.0 0.1 3.0 
3.5 3.12 3.2 5.15 16 60.3 
14.08 13.48 13.56 10.07 26 72.0 
0.0 0.0 0.0 0.4 4.1 
0.0 0.0 0.0 0.8 6.2 
10.96 9.64 9.61 24.5 48 101.3 
36.92 35.36 35.28 34.52 79.59 86.6 
175.2 171.4 171.6 131 278 95.0 
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As said in our introduction, we shall not enter any time analysis. In order to explore 
one starting point, our method requires, by its very nature, an amount of time T which 
appears fairly large compared with the one devoted by SAMD for the same task. In 
order to get a fair comparison, an optimal strategy of SAMD for such an amount of 
time T (on the same computer) should be established first. 
The following data should give an idea of the size of GMAXSAT instances SKBLZ 
can deal with. For each of the three triples (m, n, e) below, ten instances were 
generated, having m components, n possible states for each of them, and in the mean 
e binary constraints (i.e., T = 1). Among the 30 generated instances, all but four 
received a valid assignment, running SKBLZ from one starting point only, and after 
a sequence of length 16 at most. The four remaining instances had one or two 
unsatisfied clauses. 
m n e 
100 15 38 300 
200 15 74600 
400 24 437 700 
Finally, for three instances of MAX-2SAT having 10 000 variables and 15 000 clauses, 
assignments with less than 150 unsatisfied clauses could be found, working from 
a single starting point. 
5. Final remarks 
(1) Laying painted eggs is time consuming. 
(2) The development of the following points seems to be rather a matter of 
computational experiments than of conceptual novelties [2]. 
(a) Some practice with SKBLZ showed that options (i) and (ii) below, of practical 
interest in scheduling problems for instance, can be dealt with: 
(i) For easily satisfiable problems, working on the starting point (our initial belief 
about the assignment we are searching for), it is possible to increase the number of 
variables taking an a priori prescribed value. More precisely, as long as a valid 
assignment can be found by the algorithm, we restart it closer to the assignment we 
would like our solution to be closed to. 
(ii) For hard problems, working on the ordering of the Gauss-Seidel process and 
high indexed exponents, we can “force” the system in order to get an assignment 
satisfying an a priori (easily satisfiable) given subset of clauses. 
(b) Avoiding to fall over and over in the same local optima was at the base of the 
works of Glover [4] and Hansen [S]. Rather than forbidding moves as such, we could 
modify the given problem as follow. Actually, once a local minimum Q is found, it is 
just matter of adding one clause to be satisfied imperatively that not to visit Q again. 
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By (ii), this seems practicable to a certain extent, especially considering the small 
number of reinitializations required to get our best value from a given starting point. 
(c) Operators of the type Fgh arise as a subclass of operators based on products of 
the form 
yijn~ja~j rather than IIl~jL?~~ 
The travelling salesman problem (TSP) is adequate to deal with this idea (the converse 
is probably false). In the context of the TSP, think of predicate (i, k) as 
i is visited in position k. Assuming that at the point 
- 1 and 
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