The concept of h-index has been proposed to easily assess a researcher's performance with a single two-dimensional number. However, by using only this single number, we lose significant information about the distribution of the number of citations per article of an author's publication list. Two authors with the same hindex may have totally different distributions of the number of citations per article. One may have a very long "tail" in the citation curve, i.e. he may have published a great number of articles, which did not receive relatively many citations. Another researcher may have a short tail, i.e. almost all his publications got a relatively large number of citations. In this article, we study an author's citation curve and we define some areas appearing in this curve. These areas are used to further evaluate authors' research performance from quantitative and qualitative point of view. We call these areas as "penalty" ones, since the greater they are, the more an authorŠs performance is penalized. Moreover, we use these areas to establish new metrics aiming at categorizing researchers in two distinct categories: "influential" ones vs. "mass producers".
Introduction
The h-index has been a well honored concept since it was proposed by Jorge Hirsh in 2005 [5] . Several variations have proposed in the literature [3] , which have been implemented in commercial and free software, such as Matlab and Publish or Perish [4] . Recently, there have appeared several studies focusing on specific parts of the citation curve. As discussed in [6] , the citation curve is divided in three areas (see Figure 1 ). The first area is a square of size h and is called core area. This area is depicted by grey color in Figure 1 and, apparently, includes h 2 citations. The area that lies to the right of the core area is called tail area or lower area, whereas the area above the core area may be called head area or upper area or e 2 area [9] . Apparently, the publications in the tail area do not get many citations (certainly, less than the respective h-index). On the other hand, the upper area comprises of citations to papers, which contribute to the calculation of the h-index; however, the numbers of citations to these papers are larger than h and in some sense they are "wasted". For this reason, this area is also called excess area. To overcome the specific deficiency of h-index, the g-index was proposed by Leo Egghe [1, 2] .
In article [6] the scientists with many citations in the upper area and a few citations in the tail area are characterized as perfectionists. These are the scientists, which have authored publications mostly of high impact. Authors with few citations in the upper area and many citations in the tail area are characterized as mass producers, since they have publications mostly of relatively low impact. Those with moderate figures of citations in the upper and tail areas are named prolific (i.e. they have produced an abundance of influential papers). The tail and the excess area give significant information about the researcher's performance. The Tail to Core ratio has been studied in [8] but the information of the tail length is lost. In the present paper, we try to devise a methodology and an easy criterion to categorize a scientist in one of two distinct categories: either an author is a "mass producer" (e.g. he has authored many papers with relatively few citations) or "influential" (e.g. most of his papers have an impact because they have received a significant number of citations).
The sequel is organized as follows. In the next section we will define two new specific areas in the citation curve. Based on these two new areas, we will establish two new metrics for evaluating the performance of authors in terms of impact. In Section 3 we will present our datasets, which were built by extracting data from the Microsoft Academic Search database. We will analyze these data to view the dataset characteristics. Further, we will present the distributions of our new metrics for the above datasets as well as we will compare them with other metrics proposed in the literature. Finally, in Section 4 we will present some of the resulting ranking tables based on the new metrics and h-index. Section 5 will conclude the article.
Penalty Areas and New Indices
Before proceeding further, in Table 1 we summarize in a unifying way some symbols well-known from the literature, which will be used in the sequel.
Symbol Description h h-index of an author p number of publications of an author P set of publications of an author P H set of publications of an author that belong in the Core area P T set of publications of an author that belong in the Tail area p T number of publications that belong in P T C number of citations of an author C i number of citations for publication i C H number of citations for publications in P H C T number of citations for publications in P T C E number of citations in the upper area Table 1 : Unified symbols and variables.
From the above symbols, it is apparent that the following expressions hold:
The Tail Complement Penalty Area
Let's consider the example of Figure 2 , which depicts the citation curves of two authors, A and B. Both authors have the same macroscopic characteristics in terms of the number of citations, i.e. they have the same total number of citations C, identical core areas C H with h-index equal to 10, identical upper areas C E = 65, and the same number of citations in the tail area (C T = 12). However, author A has authored p = 13 publications, whereas author B has authored p = 24 publications. Also, for author A it holds that p T = p−h = 3 and C T = 12 (the number of citations for his publications in the tail area are {9, 3, 0} and in core area {29, 24, 20, 17, 15, 14, 13, 12, 11, 10}). On the other hand, for author B it holds that p T = p − h = 14 and C T = 12 (the numbers of citations for his publications in the core area are the same as author A and in the tail area are {2, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0}). It is definitely clear that since author B has a significant number of publications in the tail area, he can be characterized as a "mass producer", whereas most of the publications of author A have contributed to the calculation of the h-index, and thus the work of author A has greater influence.
From the above example we understand that long tails reduce an author's influence. Thus, we reach the conclusion that a long tail area should be considered as a negative characteristic when assessing a researcher's performance. For this purpose we define a new area, the tail complement penalty area, denoted as TC-area with size C TC . As shown in Figure 2 , the TC-area is much bigger for author B than for author A. More formally, we define the size of the tail complement penalty area as:
The Ideal Complement Penalty Area
"Ideally" an author could publish p papers with p citations each and get an h-index equal to p. Thus, a square p × p could represent the minimum number of citations to achieve an h-index value equal to p. Along the spirit of penalizing long tails, we can define another area in the citation curve: the ideal complement penalty area (ICarea), which is the complement of the citation curve with respect to the square p × p. Apparently, this area does not depend on h-index value as it happens for the case of TC-area. Figure 3 shows graphically the IC-area. Notice that the IC-area includes the TC-area defined in the previous paragraph. The size of the IC-area, C IC , can be computed as follows:
New Metrics: PT and PI
To differentiate between authors with identical number of citations but different citation curves, we will introduce two new metrics. First, let us introduce the concept of Parameterized Count, PC, as follows:
where κ, ε, τ are integer values. Apparently:
• if τ=1, κ, ε = 0, then PC = C T .
By assigning positive values to κ, ε but negative values to τ, we could favor authors with small tails in the citation curve. However, even this way we could not differentiate between the authors A and B of the previous example. For this reason, instead of using the tail of the citation curve, we could use the tail complement penalty area. Thus, similarly to the previous equation we define the concept of Penalty Index based on TC-area as:
In the experiments that will be reported in the next sections, we will use the values of κ = ε = τ = σ = 1. Noticeably, it will appear that PT can get negative values. Thus
• if an author has PT < 0 then we can characterize him as mass producer.
• if an author has PT > 0 then we can characterize him as influential
In the same way as the PT , by taking into account the ideal complement penalty area we can define yet another penalizing metric as:
As well as the previous case, we will assume that κ = ε = τ = ι = 1. It will be mentioned in the experimental section that very few authors can have positive values for this metric.
By using the previously defined Penalty Indices the resulting values for authors A and B are shown in Table 2 . Author A has greater values than author B for both PI and PT Penalty Indices. This is a desired result. A further example with real data demonstrates the power of the new indices. In Table 3 we present the raw data (i.e. h-index, number of publications p and number of citations C) of 5 authors 1 selected from Microsoft Academic Search 2 . The last column shows the calculated PT values, which can be positive as well as negative numbers. In Figure 4 we present some citation plots for these five authors.
In Figure 4 (a) we compare three authors: Sun Yong, Zhang Zhiru and Wang Mingyi. They all have an h-index equal to 10. Sun Yong has the bigger and longest tail (red line). He actually has 319 publications but the citation curve is cropped to focus in the lower values. Apparently, he could be characterized as "mass producer". Actually, according to Table 3 his PT value equals -2505. Zhang Zhiru (green line) has shorter tail than Sun Yong and higher excess area. From the same table we remark that his PT value is 11 (i.e. close to zero). Finally, the last author of the example, Wang Mingyi (blue line), has similar tail with Zhang Zhiru but has bigger excess area (e 2 ). Definitely, he demonstrates the best citation curve out of the three authors of the example. In fact, his PT score is 717, higher than the respective figure of the other two authors.
In Figure 4 (b), again we compare three authors: Han Yunghsiang, Woodruff David and Wang Mingyi. The first two have h-index value equal to 15. Comparing the first two, it seems that Han Yunghsiang (red line) has better citation curve than Woodruff David (green line) because he has shorter tail and bigger excess area. As a result the first one has PT = 717, whereas the second one has PT = −2523. Wang Mingyi (blue line) has smaller tail as well as quite big excess area but since there is a difference in h-index we cannot say for sure if he must be ranked higher or not than the others.
In Figure 4 (c) we have scaled the citation plots so that all lines do cut the line y = x at the same point. From this plot it is shown that Wang Mingyi has better curve than 1 We selected authors with relatively small number of publications and citations for better readability of the figures. Woodruff David because he has shorter tail and bigger excess area. When comparing Wang Mingyi to Han Yunghsiang, we see that the second one has longer tail but he also has bigger excess area. Both curves show almost the same symmetry around the line y = x. That is why they both have similar PT values. This is a further positive outcome as authors with different quantitative characteristics (say, a senior and a junior one) may have similar qualitative characteristics, and thus classified together.
Experiments

DataSet
During the period December 2012 to April 2013, we have produced 3 datasets. The first one consists of randomly selected authors (named "Random" thereof). The second one includes highly productive authors (named "Productive"). The last one consists of authors in the top h-index list (named "Top h"). The publication and the citation data were extracted from the Microsoft Academic Search (MAS) database by using the MAS API 3 . The dataset "Random" was generated as follows: We fetched a list of about 100000 authors belonging to the "Computer Science" Domain as reported by MAS. Note here that at least three sub-domains are assigned by MAS to every author. These three sub-domains may not belong all to the same domain (i.e. Computer Science). For example, an author may have two sub-domains from Computer Science and one from Medicine. We kept only the authors that have their first three sub-domains belonging to the domain of Computer Science. From this set we randomly selected 500 authors with at least 10 publications and at least 1 citation.
The dataset "Productive" was generated with a similar way as previously. From the set of 100000 Computer Science authors we selected the top-500 most productive. The less productive author from this sample has 354 publications.
The third dataset named "Top h" was generated by querying the MAS Database for the top-500 authors in "Computer Science" domain ordered by h-index. Table 4 summarizes the information about our datasets with respect to the number of authors (line: # of authors), number of publications (line: # of publications), the number of citations (line: # of Citations) and average/min/max numbers of citations and publications per author. The above statement is verified in these figures; only a few authors have m > 3. Figures 5(g) and 5(h) illustrate the distributions for the total number of publications. It is obvious that in the "Random" sample (red line) there are relatively low values for the total number of publications. Also, as expected the distribution for the "Productive" sample has the highest values for the total number of publications.
Random
Dataset Description
We have conducted further experiments to study the behavior of other common factors like α [5] and e 2 [9] . However, the results did not show to carry any additional noticeable information, and, thus, figures for these factors are not included here.
Do we need new Indices?
In this section we perform some comparisons to show that our newly defined indices differ from existing ones. Actually our new metrics separates the rank tables into two parts independently from the rank positions.
In Figure 6 (a) the x-axis denotes the rank position (normalized percentagewise) of an author by h-index, whereas the y-axis denotes the rank position by the total number of citations (C). Each point denotes the positions of an author ranked by the two metrics. Note, that all three samples are merged but if the point is blue, then the author belongs to the "Top h" sample, if the point is green then he belongs to "Productive" sample etc. If an author belongs to more than one sample, then only one color is visible since the bullet overwrites the previous one. From Figure 6 (a) the outcomes are:
• "Top h" authors are ranked in the first 40% of the rank table by h-index, as well as in the top 40% by the total number of citations (C).
• "Productive" authors are mainly ranked by h-index between 30% and 70%. The rank positions by C are between 20% and 70%.
• "Random" authors are mainly ranked below 60% for both metrics with some outliers in the range 0-60%, mostly by C.
All the above remarks may seem expected for both h-index and C ranking. Also, it comes out that the h-index ranking does not differ significantly from the C ranking; i.e. they are correlated. In Figure 6 (b) the h-index ranking is compared to PT ranking. It can be seen that there is no obvious correlation between PT and h-index. Note that the horizontal line at about 32% (also, later shown in Table 5 ) shows the cut point of PT for the zero value. Authors that reside below this line have PT > 0 and authors above this line have PT < 0.
• "Top h" authors are split to two groups. The first group is ranked in the top 20% of the PT rank table. The second group is ranked in the last 50%. These two groups are also separated by the zero line of PT .
• "Productive" authors are almost all ranked at lower positions by PT than by hindex. Almost all points reside above the PT zero line and also above the line y = x (with some exceptions at about 65-70% of the rank list).
• "Random" authors are also generally higher ranked by PT than by h-index. They are also split into two groups by the line PT = 0.
From all these statements, it seems that PT is not correlated to h-index, whereas the line PT = 0 plays the role of a symmetric axis. Thus, it emerges as the key value that separates the "Influential" authors from the "Mass producers". Also, in Figure 6 (c) we compare PT ranking against C (total number of citations) ranking. It is expected that the plot would be similar to Figure 6 (b) based on the similarity of h-index with C. In Figures 6(d) and 6(e) we compare h-index and PT with the average number of citations per publication (cit/p) ranking. It is apparent that PT is not correlated to cit/p. h-index is also uncorrelated to cit/p, however the points of the qq-plot in Figure  6 (e) are closer to the line x = y than the points of Figure 6(d) .
Conclusively, the PT ranking is not correlated to h-index, C and cit/p. Similar graphs were produced from additional experimental comparisons that we have performed. Therefore, for brevity we do not include these graphs in this report. Figure 7 shows the distributions for the areas defined in the previous. In particular, Figures 7(a) and 7(b) illustrate the distributions for the C T (tail) area. It seems that the "Top h" cumulative distribution is very similar to the "Productive" one, however, the "Top h" distribution has slightly higher values.
Statistical Analysis
Figures 7(c) and 7(d) illustrate the distributions for the C TC (tail complement) area. It seems that C TC has the same distribution as C T for all samples except for the sample "Productive". For latter sample C TC has slightly higher values than C T . Note, also, that the "Productive" distribution has lower values for h-index than "Top h". This means that the height of the C TC areas is smaller for the "Productive" authors than for "Top H' ones. The previous remarks two lead us to the (rather expected) conclusion that the "Productive" authors have long and slim tails.
C IC distribution is shown in Figures 7(e) and 7(f). In these plots, it is clear that the "Productive" authors have clearly higher values than any other sample since C I C is strongly related with the total number of publications.
In Figure 8 we see the distributions for the previously defined PT index. Interestingly, it seems that the value 0 is a key value. For all plots, the zero y-axis is the center of the figure. As seen in Figures 8(a) and 8(b) most of the authors are located around zero. Note that in the right plots, a point at x = 0, y = 95% with a previous xtic at x = −3000 means that the 95% of the authors have values between in the range -1500..1500. The first two plots show that the "Top h" authors have the highest values for PT (about 10% of them have values greater than 8000).
Figure 8(g) is a zoomed version of Figure 8 (a). In this figure, it is clear that about 96% of the "Productive" authors have PT < 0. This means that in this sample there are a lot of "mass producers" (people with high number of publications but relatively low h-index-or at least not in "Top h-indexers"). The other samples cut the zero y-axis at about 50% to 60%, which means that 40% to 50% are positive. It is also noticeable that about 70% (15-85%) of the "Random sample have values very close to zero within the range -200..200.
In the Figure (8(c), (d) , (e) and (f)) we also present the distributions for PT κ=2 and PT κ=4 . We remind that factor κ is the core area multiplier. In these plots, it is shown that these distributions behave like the basic PT distribution except that they are slightly shifted to the right. The "Top h" sample is affected more than the others. This outcome is understood since they are the authors with the greatest h-index values; in other words, they have the greatest h-index core areas.
Comparing subfigure (h) to (g) we can better visualize the differences. The number of authors in the negative side of samples "Random" and "Productive" have been decreased from 70% to 25%, meaning that 45% of the sample members moved from the negative to the positive side. The number of "Productive" authors in the negative side has been decreased from 95% to 80%, i.e. an additional 15% of the sample members moved to the positive side. In addition to the distribution plots, Table 5 presents the number of authors that have the mentioned metrics below or above zero for each sample. As mentioned before, 97% of the "Productive" authors have PT < 0, whereas only 3% reside in the positive side of the plot. This amount increases as we increase the core factor κ. For κ = 4 the increment is 17% (21% from 4%). In all other samples the increment is greater, i.e. for "Top h" the increment is 33%, for "Random" is 31%.
In Figure 9 the same kind of plots are presented for the metric PI. The difference is, as expected, that most of the authors lie in the negative side of the graph. The cut points of y-axis are also presented in Table 5 . About 2% of the "Top h-index " authors have PI > 0 but none of the "Productive" authors. The cut point for "Random" authors is at 6%. Also, at this point we repeat the experiment of varying the κ value. The results do not match with those of PT case. Incrementing κ does not increase the number of positive authors in the same way as the PT case. The increment is negligible for the "Productive" and "Top h" and very small for the sample "Random". This leads to the conclusion that varying the κ factor does not affect PI significantly. 
PT robustness to self-citations
We performed another parallel experiment to study the behavior of the new metrics with respect to self-citations. A citation is considered as self if there is at least one common author between the citing and the cited paper. In Figure 10 (a) a qq-plot is shown, which compares the ranking produced by h-index. The x-axis represents the rank produced by the computed h-index including self-citations, whereas y-axis represents the rank of h-index after excluding self-citations. We have performed several experiments with different types of ranking and they all show similar behavior with respect to h-index. In Figure 10 (b) the same kind of qq-plot for the PT as a rank criterion is displayed. It is apparent that PT is much less affected by self-citations than the h-index. This is another advantage of our new metrics; they are not affected by self-citations as other metrics and, thus, someone can rely more safely on them. 321 publications, whereas Shenker S. has 508. Apparently, Rivest Ronald has a better citation curve. That is why Rivest Ronald chimps from the 63th place by h-index to the 2nd by PT and overtakes Shenker who was first by h-index. Based on the above rank tables, someone could say that PT is correlated to the average number of citations per publication. Figures 6(d) and 6(e) show that this is not the case; actually h-index is much more correlated to C/p than PT (closer to line x = y). Table 8 shows the top-20 "Mass Producers" from our samples. In this table we also present the average number of citations per paper (C/p column). It can be seen that there is a big range of average values from 4 to 45 citations per publication in the top "Mass Producers". Tables 9,10 and 11 resent the top 50 researchers from each of the areas of Databases (Table 9) , Multimedia (Table 10 ) and Networks (Table 11) . We have re-rank then by using the PT metric.
Conclusions & Future Work
In this article we have defined two new areas on an author's citation curve:
• the tail complement penalty area (TC-area), i.e. the complement of the tail with respect to the rectangle h × (p − h), with size C TC .
• the ideal complement penalty area (IC-area), i.e. a complement with respect to the square p × p, with size C IC .
By using the above areas we have defined two new metrics:
• the penalty index based on the TC-area, in short PT index, and
• the penalty index based on the IC-area, in short PI index.
We have performed several experiments to study the behavior of the PT and PI indices. For this purpose, we have generated 3 datasets (with random authors, with prolific authors and with authors with high h-index) by extracting data from the Microsoft Academic Search database. Our contribution is threefold:
• we have shown that both new indices, PT and PI, are un-correlated to previous ones, such as the h-index.
• we have used these new indices, in particular PT , to rank authors in general and, in particular, to split the population of authors into two distinct groups: the "influential" ones with PT > 0 vs. the "mass producers" with PT < 0. Finally,
• it has been shown that ranking authors with the PT metric is more robust than the h-index with respect to noise of self-citations.
A future work will be integrate the notion of contemporary h-index [7] into the PT metric.
