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We investigated the entropy bounds of the three types of statistics: para-Bose, para-Fermi and
infinite statistics. We showed that the entropy bounds of the conventional Bose, Fermi statistics
and their generalizations to parastatistics obey the A3/4 law, while the entropy bound of infinite
statistics obeys the area law. This suggests a close relationship between infinite statistics and
quantum gravity.
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I. INTRODUCTION
A systematic classification indicated that there are
only three types of consistent statistics in greater than
two space dimensions: para-Bose, para-Fermi and infinite
statistics, with the former two statistics as direct general-
izations of Bose and Fermi statistics [1, 2]. The algebras
of Bose, Fermi and infinite statistics can be viewed as
the special cases of the q-deformed commutation relation
aka
†
l − qa
†
lak = δkl with q = 1,−1 and 0 [2]. While
Bose and Fermi statistics are familiar in the standard
model of particle physics, infinite statistics has becoming
increasingly attractive in recent years. Infinite statistics
with aka
†
l = δkl has a great many interesting properties.
Though there is an obvious absence of locality in the the-
ory of particles obeying infinite statistics, other impor-
tant properties like cluster decomposition and the CPT
theorem still hold which makes it capable to be a sensi-
ble field theory. The nonlocality of the theory of infinite
statistics might be a virtue in the context of quantum
gravity for that it provides a new way in searching new
physics beyond local quantum field theory which is based
on bosons and fermions. At present, infinite statistics has
been applied on the discussions of black hole statistics [3–
6] and dark energy quanta [7–9].
It is known that bosonic and fermionic systems un-
der the gravitational stability condition are subject to
the entropy bound A3/4 (we set G, ~, c, kB = 1 through-
out), where A is the boundary area of the corresponding
systems. The A3/4 bound was first derived from a pho-
ton gas system by ’t Hooft [10] and has been verified
in more general contexts [11–15]. However, holographic
principle tells that the maximum entropy contained in a
region should be the area of its boundary in Planck units
[10, 16, 17]. There seems to be an entropy gap between
the A3/4 bound and the holographic entropy A. This en-
tropy gap even has its cosmological counterpart, which
brings about a huge numerical differences from 1090 to
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10120 at the present era of the universe [18]. It is natu-
ral to ask which mechanism can account for these absent
degrees of freedom and whether it is a part of a complete
theory of quantum gravity.
In this paper, we concentrate on the entropy bounds
attached to the three types of statistics. We shall derive
the A3/4 bound for Bose, fermi statistics and their gen-
eralizations to parastatistics. Then we turn to the case
of infinite statistics and study its entropy bound which
was not addressed before. Our main result is that the
entropy bound of infinite statistics obeys the area law,
just as the holographic principle requires. We shall also
discuss the implications of this result.
II. BOSE, FERMI STATISTICS AND THE A3/4
BOUND
The entropy of bosonic and fermionic systems obeys
the A3/4 bound. This bound was first derived by ’t Hooft
by considering a thermal photon gas confined to a box
of size l. By statistics mechanics, this system has en-
tropy S ∼ l3T 3 and energy E ∼ l3T 4. If there is no
further limitation, one finds the entropy of the system is
proportional to the volume l3 and there is no bound to
the entropy due to the arbitrary T . However, according
to general relativity, the energy of the system cannot ex-
ceed the energy of a black hole of the same size. It gives
E ∼ l3T 4 6 Ebh ∼ l and leads to a critical tempera-
ture T ∼ l−1/2. Substituting it into the entropy formula,
one easily finds the entropy bound Smax ∼ A
3/4, where
A ∼ l2 is the boundary area of the system.
For later comparison with the analysis of infinite statis-
tics, we give another derivation to the entropy bound
A3/4. It is known that Bose and Fermi statistics in
the high temperature limit can be viewed as Boltzmann
statistics except that the Gibbs factor 1N ! is introduced.
This factor is to offset the extra degrees of freedom of
Boltzmann statistics caused by particle exchanging. Now
we start from this equivalent statistics and discuss the
corresponding entropy bound. The canonical partition
function for a perfect gas of N particles obeying this
2statistics is
ZN =
1
N !
(
∞∑
i
e−βwi
)N
=
1
N !
(
l3
∫
e−βww2dw
)N
∼
1
N !
(l3T 3)N ,
(1)
where T ≡ β−1. Note that we are considering mass-
less particles, for that we aim to derive an entropy
bound and the systems composed of particles with mass
generally have less entropy. The free energy is thus
F = −T lnZN ∼ −NT ln
(
l3T 3
N
)
. Its complete form is
−NT
(
ln( l
3T 3
N ) + 1
)
, but we omit all those irrelevant co-
efficients to make the scaling behavior clear. Now we get
the energy and the entropy of the system
E = −
(
∂ lnZ
∂β
)
V,N
∼ NT, (2)
S = lnZ + βE ∼ N ln
(
l3T 3
N
)
. (3)
From Eq.(2) and Eq.(3), one can easily get
S ∼ N ln
(
l3E3
N4
)
, (4)
Fixing E, l and varying the entropy with respect to
N , we get the maximum entropy S ∼ (El)3/4. Tak-
ing into account the non-gravitational collapse condi-
tion E 6 Ebh ∼ l, one obtains the critical temperature
T ∼ l−1/2 and the ultimate entropy bound
Smax ∼ (Ebhl)
3/4 ∼ A3/4. (5)
It is worth to note one can also derive the en-
tropy bound by directly examining the dimension of the
physically permitted Hilbert space of the bosonic and
fermionic fields [13]. For bosonic fields, it means to count
out the number of the field configurations
| Ψ >=| n1, n2, n3 · · · >, (6)
which satisfies the non-gravitational collapse condition
EΨ =
∑
i=1
niwi 6 Ebh ∼ l. (7)
Here ni is the particle number occupying the mode of
frequency wi. Due to the limitation (7), the dimension
of the Hilbert space becomes finite and the realizable en-
tropy finally has a bound A3/4 [13] . Moreover, the crit-
ical temperature T ∼ l−1/2 also finds its explanation as
an effective ultraviolet cutoff Λ, which means the number
of states with wi > Λ being occupied is negligible com-
pared to the number of these states with only wi 6 Λ
being occupied. See [13] for details.
For completeness, here we turn to study the entropy
bounds of para-Bose and para-Fermi statistics. Paras-
tatistics is characterized by its order p [27, 28]. For para-
Bose statistics at most p particles can be in an antisym-
metric state. For para-Fermi statistics at most p particles
can be in a symmetric state. The operator realization of
parastatistics of order p can be written as
a
†
k =
p∑
ρ=1
b
(ρ)†
k , ak =
p∑
ρ=1
b
(ρ)
k . (8)
To describe parabosons (parafermions), b
(ρ)
k and b
(σ)†
k
commute (anticommute) for ρ = σ and anticommute
(commute) for ρ 6= σ. Obviously parastatistics reduces
to the common Bose and Fermi statistics in the p = 1
case.
Due to the statistical properties of para-Bose statis-
tics, we write the grand-canonical partition function for
a collection of para-bosons of order p as
Ξ =
∏
i
∞∑
ni=1
(1 + pe−(α+βwi)ni) =
∏
i
1 + (p− 1)e−(α+βwi)
1− e−(α+βwi)
.
(9)
To derive the entropy bound, we consider massless par-
ticles and let α = 0. Thus
lnΞ ∼ l3
∫
[ln(1 + (p− 1)e−βw)− ln(1 − e−βw)]w2dw
∼ c(p)l3T 3.
(10)
The value of c(p) is a positive number which can be
approximately evaluated and it monotonically increases
with increasing p. The energy and entropy is
E = −
(
∂ ln Ξ
∂β
)
V
∼ c(p)l3T 4,
S = lnΞ + βE ∼ c(p)l3T 3.
(11)
So there is S ∼ c(p)1/4(El)3/4 ≤ c(p)1/4A3/4. The
grand-canonical partition function of a collection of para-
fermions can be written as
Ξ =
∏
i
(
∑
ni=0,1
e−(α+βwi)ni)p =
∏
i
(1 + e−(α+βwi))p.
(12)
This easily leads to an entropy bound S ∼ p1/4A3/4. Ac-
cordingly, the order p only contributes to the coefficients
of the expressions of the entropy bounds and doesn’t
change their scaling behavior. The entropy bounds of
parastatistics always has a A3/4 scaling.
All above confirms the validity of the A3/4 bound.
The local quantum field theory describing bosons and
fermions can only account for a very small part of the
holographic degrees of freedom. The entropy gap be-
tween A3/4 and A implies the complete theory of quan-
tum gravity should include more physical elements be-
yond the conventional local quantum field theory.
3III. INFINITE STATISTICS AND THE A
BOUND
We begin with a concise review of the elementary in-
gredients of infinite statistics. The basic commutation
relation of infinite statistics is
aka
†
l = δkl. (13)
Assume the existence of the vacuum state |0 > annihi-
lated by all the annihilators. The entire state space can
be constructed by creation operators acting on the vac-
uum state in sequence. A general N particle state can
be written as
a
†
jN
· · · a†j1 |0 > . (14)
The number operator ni has the form
ni = a
†
iai +
∑
k
a
†
ka
†
iaiak +
∑
k1,k2
a
†
k1
a
†
k2
a
†
iaiak2ak1 + · · · ,
(15)
With the help of Eq.(13), one can check easily
[ni, aj ] = −δijaj . (16)
The subtlety here is the existence of a recursion pattern:
ni = a
†
iai+
∑
k
a
†
kniak. The operator ni acting on a state
gives the correct particle number occupying the mode
of frequency wi. A summation gives the total number
operator and the total energy operator
N =
∑
i
ni, E =
∑
i
niwi. (17)
For infinite statistics, particle exchanging can provide
distinct states. This property is very different from the
conventional Bose and Fermi statistics. It is observed
from the orthogonal relation
< 0|ai1 · · · aiN a
†
jN
· · ·a†j1 |0 >= δi1j1 · · · δiN jN , (18)
of two N particle states. This is an immediate result
of the basic commutation relation (13). Since chang-
ing the order of the particles gives another state or-
thogonal to the original one, the particles obeying in-
finite statistics are virtually distinguishable. This kind
of distinguishability implies a rediscovery of Boltzmann
statistics. Hence, infinite statistics is also called “quan-
tum Boltzmann statistics” where “quantum” means the
phase space is quantized according to quantum mechan-
ics. In addition, infinite statistics can also be viewed as
the statistical property of identical particles with an infi-
nite number of internal degrees of freedom. The particles
are distinguishable by their internal states [2].
Now we focus on the derivation of the entropy bound.
Consider a system of N noninteracting massless parti-
cles obeying infinite statistics. Compared with Eq.(1),
the Gibbs factor 1N ! must be absent here for particle ex-
changing can provide distinct quantum states in the the-
ory of infinite statistics. Thus the canonical partition
function is written as
ZN =
(
∞∑
i
e−βwi
)N
=
(
l3
∫
e−βww2dw
)N
∼ (l3T 3)N ,
(19)
which leads to
E ∼ NT, S ∼ N ln
(
l3T 3
)
. (20)
So we have
S ∼ N ln
(
l3E3
N3
)
, (21)
Fixing E, l and varying the entropy with respect to N ,
we find the maximum S ∼ El. Interestingly, it takes the
form as the famous “Bekenstein entropy bound” [19, 20].
Imposing the energy limitation from general relativity:
E 6 Ebh, we find that the critical temperature is at T ∼
l−1 and the final entropy bound of infinite statistics obeys
the area law
Smax ∼ Ebhl ∼ A. (22)
It is an interesting result. At first sight, since exchang-
ing particles can provide new states, it is natural to ex-
pect infinite statistics has a higher entropy bound than
A3/4, but how can one expect it obeys the area law just
as holographic principle requires? Considering that infi-
nite statistics is the only consistent statistics other than
Bose and fermi statistics, the coincidence with the holo-
graphic principle is impressive. Furthermore, here the
critical temperature T is around l−1. It means the be-
havior of the system is dominated by its long-wave com-
ponents. All the information inside the size l of the sys-
tem can be smeared out, which is similar to that of black
hole physics. This partly explains why infinite statistics
can be effectively used to describe the properties of black
holes as suggested in [5, 6].
As a supplement, here we make a verification to the
result (22) by direct counting the number of the micro-
scopic states contributing to the entropy. When massless
fields are confined to a region of size l, the momenta will
be quantized as ~k ∼ 1l (mx,my,mz). The frequencies of
the modes are wi = |~ki|. Then we can use a
†
ki
to construct
all the basis of the Hilbert space of the infinite statis-
tics fields. The general field configuration is exhibited in
Eq.(14). We impose a further limitation
∑
i=1
niwi 6 Ebh
to exclude the states with energy larger than black hole
for the Hilblert space to be physically accessible. This
requirement causes the dimension of the Hilbert space to
be finite.
The critical temperature T ∼ l−1 also serves as an
effective cutoff Λ, which means the dominate states to
4the entropy are these with only wi 6 Λ being occupied.
Hence we can consider a simplified system which contains
only the three lowest momentum modes ~k1 ∼
1
l (1, 0, 0),
~k2 ∼
1
l (0, 1, 0),
~k3 ∼
1
l (0, 0, 1). Now we can write out all
the corresponding field configurations as the form similar
to
N︷ ︸︸ ︷
a
†
k3
a
†
k2
a
†
k1
· · · a†k3a
†
k2
a
†
k1
|0 >, (23)
The next step is to count the number of them. When the
system has the critical energy Ebh, the particle number
N of the system is N ∼ Ebh1/l ∼ Ebhl ∼ A. Sine the
three modes have the same energy, the most probable
distribution of the particles on these modes is each mode
being occupied by N3 particles. Due to the exchanging
property of infinite statistics, the number of different field
configurations is
W =
N !
N
3 !
N
3 !
N
3 !
∼
NN(
N
3
)N ∼ 3N ∼ 3A, (24)
Then we get an area entropy
S = lnW ∼ Ebhl ∼ A. (25)
It supports our earlier result from thermodynamical anal-
ysis.
In fact, by choosing proper parameters it is not hard
to obtain an area-form entropy from infinite statistics.
This fact is usually exploited to discuss the entropy of
black hole or dark energy [6–8]. However, the bound to
the entropy is another meaningful question worthy to be
addressed [5]. In some practical context the entropy may
appear to be unbounded. For example, if one starts from
a non-relativistic partition function ZN = (l
3 (mT )
3/2
)N
for particles with mass, the derived entropy is Smax ∼
mEl2. Though choosing particle mass and energy to be
m ∼ l−1, E ∼ l can lead to an area entropy S ∼ A,
generally the entropy is unbounded. The key to solve
this problem is to consider the complete relativistic parti-
tion function ZN ∼ (l
3 (mT )3/2 e−m/T )N , one can check
roughly the maximum entropy is Smax ∼
ml
1+m2l2 (El) <
A. It is crucial to introduce the static mass term e−m/T
to get the bound.
IV. CONCLUSION REMARKS
We have examined the entropy bounds of the three
types of statistics. We showed that the entropy bounds
of (para-)Bose and (para-)Fermi statistics obey the A3/4
law, while the bound of infinite statistics obeys the area
law. When a bosonic or fermionic system collapses to
form a black hole, the system will be controlled by grav-
ity and the entropy will evolve from A3/4 to A. So the
entropy gap between A3/4 to A should be explained by
a final theory of quantum gravity. Now infinite statistics
provides a new way to fill up this gap. This suggests that
there might be a relationship between infinite statistics
and quantum gravity.
The theory of infinite statistics has intriguing proper-
ties, such as nonlocality and non-extensive entropy, which
resemble these of gravitational systems. So it is not weird
to conjecture that infinite statistics serves as an essen-
tial ingredient of the complete theory of quantum grav-
ity. For example, Strominger has argued that the gas of
charged extremal black holes should obey infinite statis-
tics [3]. In addition, the large N limit of SU(N) matrix
theory can be effectively described by the master fields
obeying the infinite statistics algebra aka
†
l = δkl [4, 21–
25]. Since the large N limit of SU(N) theory is equiva-
lent to the theory of gravity by virtue of techniques like
AdS/CFT, infinite statistics should also play a part in
quantum gravity. Whatever, at present there are only
a limited number of clues on the relationship between
infinite statistics and quantum gravity. Many open ques-
tions should be further clarified.
By symmetrizing and anti-symmetrizing the state
space of infinite statistics, the bosonic and fermionic sub-
spaces can be retrieved. So there should be a transi-
tion mechanism from the infinite statistics theory to the
conventional quantum field theory describing bosons and
fermions. We notice there has been an attempt on this
question, which suggested infinite statistics is related to
the new physics in high energy scale and discussed the hi-
erarchy problem from the electroweak scale to the Planck
scale [26]. This is also a question worthy of further study.
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