This paper studies the aggregation of messages in networks that consist of a chain of nodes, and each message is time-constrained such that it needs to be aggregated during a given time interval, called its due interval. The objective is to minimize the maximum sending cost of any node, which is for example a concern in wireless sensor networks, where it is crucial to distribute the energy consumption as equally as possible. First, we settle the complexity of this problem by proving its NP-hardness, even for the case of unit length due intervals. Second, we give a QPTAS, which we extend to a PTAS for the special case that the lengths of the due intervals are constants. This is in particular interesting, since we prove that this problem becomes APX-hard if we consider tree networks instead of chain networks, even for the case of unit length due intervals. Specifically, we show that it cannot be approximated within 4/3 − ǫ for any ǫ > 0, unless P=NP.
Introduction
The aggregation of distributed information to a central powerful node, called sink, is a basic task in many networks. This is for example a concern in wireless sensor networks (WSN) [1, 19, 14] , whose nodes are small battery-powered devices which sense the environment. Whenever an event occurs at some node (e.g. seismic activity, temperature, wind-speed, etc.), then this event needs to reported to the sink. To save energy, messages are delivered to the sink via a precomputed tree topology. If a node runs out of energy, then the network becomes disconnected. Hence, to maximize the lifetime of the network, we need to minimize the maximum energy consumption of any node. If there are no time constraints, then the optimal strategy is that each node waits until it has received all messages from its successors in the tree, and then passes a single combined message, that aggregates all collected ones, to its predecessor. However, in most applications timing issues are a concern, and it is often required that each message is delivered to the sink before a specified individual deadline expires. Finding an optimal data aggregation schedule results in a combinatorial optimization problem treated before by Becchetti et al. [2] . In this paper, we mostly consider networks where the underlying tree structure is a chain, called chain networks. Chain networks are useful when the WSN is installed along highways, runways, shopping miles etc. Before giving a formal definition of the considered problem in Subsection 1.2, we first introduce the closely related max-batching problem in Subsection 1.1.
max-batching
Consider the following problem: Given an set of intervals J, where each interval I ∈ J has an associated weight w I ∈ R + , find a partition of J into a set of cliques σ, called schedule, that minimizes
where a clique C ∈ σ is a subset of intervals with ∩ I∈C I = ∅, and, for any batch C, w C := max I∈C w I . The function C → w C is called the max-function. We refer to this problem as DAC-Sum. Note that we also think of the instance J as the vertices in an interval graph which needs to be partitioned into weighted cliques.
Originally, DAC-Sum has been interpreted as a batch scheduling problem [8, 7, 5, 3] . Specifically, we can think of each interval I ∈ J as a job and of w C as the time needed to process clique C, also called batch. The objective is then to group the jobs in batches subject to the interval structure such that the total completion time is minimized. DAC-Sum is therefore also called max-batching (with interval graph compabilities), and it can be naturally extended to arbitrary graphs instead of interval graphs [5, 3] .
Let n be the number of intervals in J, and assume that all endpoints of intervals in J are elements in {1, . . . , T } for some T = 2n. We also refer to an element in {1, . . . , T } as a period. This discretization simplifies the description of the following algorithms. For a batch C, let then t C denote a fixed period with t C ∈ ∩ I∈C I, for example, the first one. Hence, each batch C is defined by the parameters t C and w C . Consequently, as in the well-known interval stabbing problem [6, 13] , we can also think of a batch C as a vertical line with x-coordinate t C that stabs all intervals I ∈ J with w I ≤ w C .
Example. We illustrate the geometric interpretation of an example instance J in Figure 1 . This instance consists of five intervals, where the vertical height of each interval I ∈ J is its weight w I . The vertical dashed lines represent of schedule σ containing two batches C and C ′ with t C = 3, w C = 4, t C ′ = 6, and w C ′ = 5.
The fat dots indicate which intervals are stabbed by which batches. We have that cost(σ) = 9, and this is clearly optimal for this instance.
Finke et al. [7] showed that DAC-Sum can be solved via dynamic programming in polynomial time. Specifically, for any pair of integers 0 ≤ s < t ≤ T + 1, let J(s, t) denote the subinstance of J that contains all intervals I ∈ J with I ⊆ (s, t), where (s, t) is the open real interval with endpoints s and t. Observe that J(0, T +1) = J. Consider now an interval I ∈ J(s, t) with maximal weight w I . Clearly, for any schedule σ, there must be a batch C ∈ σ with t C ∈ I and w C = w I that stabs interval I. Moreover, such a batch decomposes J(s, t) into two new subinstances, namely J(s, t C ) and J(t C , t), such that each interval I ∈ J(s, t) is either stabed by batch C as well, or contained in one of these two new subinstances. Since there are at most T = 2n many possible choices for t C , this straightforward establishes a recurrence relation for a dynamic programming approach, where each subinstance J(s, t) corresponds to an entry in the dynamic programming array.
max-batching vs. data aggregation
Independently of Finke et al. [7] , Bechetti et al. [2] modelled the aggregation of messages with latency constraints in chain networks as DAC-Sum, and they found the same dynamic programming approach described in Subsection 1.1. We will illustrate this correspondence in this subsection.
Consider a chain network with m non-sink nodes, labeled 1, 2, . . . , m, with sending costs w 1 , w 2 , . . . , w m , respectively. Moreover, assume that time is discrete and fragmented into periods 1, 2, . . . , T . In this network, we want to aggregate n messages, labeled 1, 2, . . . , n, where each message j is defined by its release node i j , its release period r j , and its due period d j . Specifically, message j appears at node i j in period r j , and needs to reach the sink in period d j at the latest. To this end, during each period t, each node i may pass all messages currently stored to node i − 1 in a combined message, which, independent of the number of passed messages, adds w i to the total sending cost of node i. The last node 1 in the chain passes such a combined message to the sink instead of node i − 1. Therefore, the cost of sending a message j to the sink in a multi-hop way is
, that is, the total sending cost of passing j along the chain of nodes i j , i j − 1, . . . , 1 to the sink in a sequence of combined messages. We assume here that there are no transit times, i.e., a node may pass a combined message in the same period it has received it. A schedule σ for this problem assigns a sequence of sending periods to each node. Let σ i be the number of sending periods of node i. The total sending cost of a schedules σ is hence
To reduce the total sending cost, it is clearly advantageous for some messages to wait for other messages such that they can be aggregated together in a sequence of combined messages. If there are no time constaints, i.e., d j = ∞ for each message j, then the best strategy is to aggregate all messages at once in period T , the end of the time horizon.
To establish the correspondence to DAC-Sum, interpret each interval I ∈ J as a message j with I = [r j , d j ] and
where i I := i j . Moreover, it is easy to see that there is always an optimal schedule that consists of sequences of combined messages, i.e., each message only waits at its release node, and is then passed to the sink in a single period. We also say that such a schedule is wait-free. Each sequence of combined messages forms a batch C that aggregates all messages I ∈ J with t C ∈ I and w I ≤ w C . We may assume that at least one message appears at each node, and hence, the weights w I , I ∈ J, completely define the structure of the chain network. Specifically, m = |{w I | I ∈ J}| and the sequence is w 1 , w 2 , . . . , w m is implicitly given by Equation (2) . Therefore, any instance S for DAC-Sum also defines an instance for this data aggregation problem and vice versa. That is why we also use DAC-Sum to denote this problem. Note that σ i = |{C ∈ σ | w C ≥ w i }| for each schedule σ and node i.
Example. Figure 2 illustrated the equivalence of the described data aggregation problem and DAC-Sum. Specifically, Subfigure 2(a) depicts a chain network with three non-sink nodes labeled 1, 2, 3, where the dotted circles illustrate the limited sending radiuses of these nodes. As depicted in Subfigure 2(b), these nodes release three messages I 1 , I 2 , I 3 , respectively. This subfigure also depicts a schedule containing two batches C and C ′ , where batch C aggregates interval I 1 , and batch C ′ aggregates intervals I 2 and I 3 . Since interval I 2 is aggregated together with interval I 3 , the cost of this schedule is w I 1 + w I 3 = 2w 1 + w 2 + w 3 .
Note that DAC-Sum aims to minimize the total sending cost of the network, which corresponds to the total energy consumption. However, Becchetti et al. [2] argued that, in a distributed environment, it is more reasonable to minimize the maximal energy consumption of any node, that is,
since this maximizes the lifetime of the network if all nodes start with the same amount of stored energy in their batteries. We refer to this problem as DAC. Note that to obtain Objective (3), we only have to replace the sum by the maximum in Objective (1).
As done by Becchetti et al. [2] , the introduced problems can be generalized to tree networks, which contain chain networks as a special case. We refer to the generalizations of DAC and DAC-Sum as DA and DA-Sum, respectively. For both generalizations, Bechetti et al. [2] proved NP-hardness and presented an LProunding based 2-approximation algorithm. However, they left the complexity of DAC as an open problem.
We also refer to a node as a level. Moreover, using the original notation for DAC-Sum, we use the term interval instead of message, and we say that a batch stabs an interval instead of aggregating it. Hence, we refer to i I as the level of each interval I ∈ J. Analogously, for a schedule σ, we refer to i C as the level of each batch C ∈ σ.
Finally, it is worth noting that Becchetti et al. [2] introduced this model with transit times, i.e., level i has a transit time τ i ≥ 0, that is, the number of periods it takes to pass a combined message to the next level i − 1. So far, we only considered the case that there are no transit times, i.e., τ i = 0 for each level i, which implies that a level may pass a combined message in the same period it has received it. However, the following simple lemma says that this is a reasonable assumption.
Lemma 1. We may assume that there are no transit times.
Proof. For each i, let τ i := i j=0 τ j denote the total transit time to the sink. We create a new equivalent instance J ′ without transit times by modifying all intervals I ∈ J as follows: Increase the left endpoint of I by τ i I many periods. If the new left endpoint is larger than the right endpoint, then it was not possible to aggregate I in the original instance J, and hence, this transformation is always possible if J admits a schedule. Consider now a schedule σ ′ for J ′ . We construct a schedule σ for J as follows: For each level i and period t, level i transmits a combined message in period t in schedule σ ′ if and only if level i transmits a combined message in period t − τ i in σ. It is easy to that this defines indeed a schedule σ for J that aggregates all intervals, and we clearly have that σ ′ i = σ i for each level i. Therefore, this defines a reduction from the case with transit times to the case without transit times, which proves the claim.
Contributions
We settle the complexity of DAC by proving its NP-hardness in Section 4, even if each interval contains at most two periods, which solves an open problem from [2] . Note that this case is equivalent to unit length intervals. Since Becchetti et al. [2] showed that DA and hence DAC are constant factor approximable by giving a 2-approximation algorithm, we are mostly interested in approximation schemes.
First, we show in Section 2 that there is a QPTAS. This implies that DAC is not APX-hard, unless NP ⊆ DTIME(n log O(1) n ). We obtain this QPTAS by extending the dynamic program from [2, 7] described above in combination with a geometric rounding step that allows us to trade the number of levels for accuracy.
Second, we give a PTAS in Section 3 for the case that lengths of the intervals in S are uniformly bounded by some constant, i.e., each such interval contains at most a constant number of periods. As described above, even this case is NP-hard. To obtain this result, we need two ingredients: First, in Section 3.1, we extend the geometric rounding approach used for the QPTAS to argue that any optimal schedule satisfies some specific exponential growth property. Second, we introduce a decomposition approach in Section 3.2. This section can be read independently of Section 3.1. Combining these two approaches yields an LP-formulation that can be approximately solved via an iterated rounding strategy, where, in each iteration, we remove some constraints to ensure that we obtain some additional integral variables. To be best of our knowledge, this is the first time such a strategy is used to design a PTAS. Finally, it is worth noting that the used LP-formulation has no relation to the LP-formulation used in the 2-approximation algorithm of Bechetti et al. [2] .
Finally, in contrast to DAC, we prove in Section 4 that the tree case DA is APXhard, even if each interval contains at most two periods, which solves another open problem from [2] . Specifically, we give a quite strong inapproximability results by showing that DA cannot be approximated within 4/3 − ǫ for any ǫ > 0, unless P = NP.
Related work. A closely related problem is the Multicast Acknowledgement Problem [4, 11, 16] , where we also want to aggregate messages in a tree topology, but we do not have fixed deadlines. Instead, the objective is to minimize the total sending costs plus the sum of delays, which is closely related to the well-known flow time objective from scheduling. Papadimitriou et al. [17] used a similar model for the communication structure of a company, whereas they assumed that messages are queued according to the Poisson process. However, since our main motivation are distributed sensor networks, it is reasonable to minimize the maximum energy consumption of any node instead of the total energy consumption of the whole network. Furthermore, Korteweg et al. [12] discussed the multi-objective problem of trading sending costs for delay. They presented several distributed algorithms that balance these objectives.
A QPTAS
The goal of this section is to prove the following theorem.
Theorem 2. There is a QPTAS for DAC.
To prove Theorem 2, we adapt the dynamic program from [7, 2] described in Subsection 1.1. We first need to introduce a geometric rounding step in Subsection 2.1, which allows us to trade the number of levels for accuracy. Using this, we prove Theorem 2 in Subsection 2.2.
Reducing the number of levels
In this subsection, we establish a geometric rounding step with the following lemmas. Assume that J is normalized such that w 1 = 1. This geometric rounding step will also be applied in Subsection 3.1 Lemma 3. We may assume that w 1 ≤ w 2 ≤ . . . ≤ w m .
Proof. Assume that there is some level i < m with w i > w i+1 . On the other hand, it holds for any schedule σ that σ i ≥ σ i+1 . Therefore, we have w i σ i > w i+1 σ i+1 , and hence, it is not possible that level i + 1 takes the maximal cost, even if σ i+1 = σ i . This allows to remove level i + 1 by setting the level of all intervals with level i + 1 to i, which gives us a new instance J ′ . The claim follows from this reduction, since there is a one-to-one correspondence between the schedules for J and and the schedules for the new instance J ′ . Specifically, any schedule σ for the old instance J clearly yields a schedule σ ′ for the new instance J ′ with cost(σ ′ ) ≤ cost(σ). On the other hand, by setting the level of each batch with level i to i+ 1, any schedule σ ′ for J ′ yields a schedule σ for J with also cost(σ) ≤ cost(σ ′ ).
Lemma 4. We may assume that w m ≤ T .
Proof. Assume that w m > T , and consider some fixed schedule σ. Moreover, assume that there is at least one interval with level m, and hence σ m ≥ 1. By combining these two facts, we find that cost(σ) ≥ w m σ m > T , and hence, since w 1 = 1, level 1 will never take the maximal cost, even if σ 1 = T . Therefore, we can remove level 1 and all its intervals and then normalize the sequence w 2 , w 3 , . . . , w m such that w 2 = 1. This gives us a new instance J ′ , and there is clearly a oneto-one correspondence between the schedules for J and the schedules for the new instance J ′ . By iterating this, we finally end up with an instance J ′ with w m ≤ T , which gives the claimed reduction, and hence proves the lemma.
Lemma 5. For any α > 1, by losing an α-factor in the approximation ratio, we may assume that all w 0 , w 1 , . . . , w m are powers of α.
Proof. For each level i, round the weight w i to the next power of α, which gives a new instance J ′ . Recall here the assumption that w 1 = 1. Any schedule σ for the original instance J yields a schedule σ ′ for the new instance J ′ with cost(σ ′ ) ≤ αcost(σ), and any schedule σ ′ for J ′ yields a schedule for J with cost(σ) ≤ cost(σ ′ ).
Simply take the same schedule both times. This establishes the claimed reduction, and therefore proves the lemma.
The final algorithm
By combining Lemmas 3, 4, and 5 with the fact that T = 2n, we may assume that there is an α > 1 such that w i = α i−1 for each level i, and thus m = O(log n).
However, there are still too many reasonable schedules to enumerate all of them in quasipolynomial time, i.e., schedules σ such that, for each period t, there is at most one batch C ∈ σ with t C = t. More specifically, there are O(m T +1 ) = log O(n) n many such schedules. To obtain quasipolynomial running time, we adapt the dynamic program from [7, 2] described in Section 1.1.
Consider a dynamic programming array Π which contains one entry Π(s, t, a) for each pair of integers 0 ≤ s < t ≤ T + 1 and each function a : {1, . . . , m} → {0, . . . , T } that indicates whether there exists a schedule σ for the subinstance J(s, t) with σ i = a(i) for each level i. Therefore, array Π has quasipolynomial size
The following recurrence relation allows us to inductively fill this array.
where i(s, t) is the the maximal level i such that there exists an interval I ∈ J(s, t) with i I = i. For each consecutive integer pair 0 ≤ s < t = T + 1 with t = s + 1, we initialize Π by setting
The correctness of this approach is easy to see by using similar arguments as in Subsection 1.1. Specifically, instead of using an interval I ∈ J(s, t) such that the weight w I is maximal, we use the level i(s, t) to decompose a subinstance J(s, t) with a batch C with i C = i(s, t) and t C = r. Therefore, the set of schedules D that realizes the entries Π(0, T + 1, a), a ∈ {0, . . . , T } {0,...,m} , contains an optimal schedule σ * , which can be found by computing cost(σ) for each schedule σ ∈ D.
The quasipolynomial running time follows from the size of Π listed in (4), which proves Theorem 2.
A PTAS
Theorem 6. There is a PTAS for DAC with constant lenght due intervals.
We need several ingredients to prove Theorem 6. First, in Subsection 3.1, we introduce an exponential growth property based on the geometric rounding step introduced in Subsection 2.1. On the other hand, we present a decomposition approach in Subsection 3.2. Both subsections can be read separately. Finally, we show in Subsection 3.3 how to combine these concepts.
Exponential growth
By combining the lemmas in Subsection 2.1, as already used in Subsection 2.2, we may assume that there is some α > 1 such that w i = α i−1 for each level i.
Note that it is possible that there are two optimal schedule σ * and σ such that σ * strictly dominates σ, i.e., σ * i ≤ σ i for each level i, but σ * i < σ i for at least one level
The following lemma gives a stronger growth property.
Lemma 7. We may assume that there is an γ > 1 such that, for any optimal schedule σ * and any pair of levels
In other words, Lemma 7 states that starting with any level i ′ , the value σ * i grows exponentially with respect to α and γ. An optimal schedule σ must satisfy the following two properties, since we can otherwise construct another optimal schedule σ * that strictly dominates σ. We also say that σ is normal :
(1) no batch in σ can be pushed, i.e., there is no batch C ∈ σ * such that we can decrease the level i C of C by one without creating an unstabbed interval (if i C = 1, then we remove C instead), (2) no pair of batches in σ can be swapped, i.e., there is no pair of batches C, C ′ ∈ σ * such that we can swap the levels i C and i C ′ of these batches and then push C without creating an unstabbed interval.
Example. Consider the three intervals I 1 , I 2 , I 3 and two batches C, C ′ in Subfigure 3(a) with i I 1 = 1, i I 2 = i C ′ = 2, and i I 3 = i C = 3. Neither C or C ′ can be pushed, since if we push C, then interval I 3 becomes unstabbed, and if we push C ′ , then interval I 2 becomes unstabbed. However, note that we can swap C and C ′ as depicted in Subfigure 3(b), and that the resulting schedule strictly dominates the old one at level 2. Finally, observe that it is possible to stab all three intervals with a single batch, and hence, iteratively pushing and swapping does not necessarily result in an optimal schedule, since we might get stuck in a local optima. Proof. Observe that we can interpret the two properties defining normality as operations. Iteratively applying these operations as often as possible clearly yields the claimed schedule σ ′ . Each time such an operation is successful, we have that σ i decreases by one for some level i, which gives polynomial running time, since initially σ i ≤ T = 2n. On the other hand, note that σ i does not increase for any level i at any time during this process.
Lemma 9. For any schedule σ and any normal schedule σ ′ , we have that σ
Proof. Assume that there is a level i with σ ′ i > 3σ i . Let now a be the maximal period such that there exists a batch C ∈ σ with i C ≥ i and t C = a. Analogously, let b the minimal period such that there exists a batch C ∈ σ with i C ≥ i and t C = b. Finally, let P be all periods t such that there exists a batch C ∈ σ ′ with i C ≥ i and t C = t. Recall that |P | = σ On the other hand, note that it holds for each interval I ∈ J with i I ≥ i that t B ∈ I or t B ′ ∈ I, since I needs to be stabed by a batch in σ ′ . Therefore, in all three cases, as described in the respective caption, we can either push one batch or swap two batches. This contradicts the normality of σ. The claim of the lemma follows.
As a byproduct, combining Lemmas 8 and 9 immediately yield a purely combinatorial 3-approximation algorithm for DAC. However, a 2-approximation algorithm is already known [2] . But these lemmas are even stronger, since they say that a normal schedule is a 3-approximation at any level. We use this observation to prove the following lemma, which allows us to finally prove Lemma 7.
Lemma 10. We can compute a subset of levels L ⊆ {1, . . . , m} in polynomial time such that any normal schedule σ satisfies (1) cost(σ) ≤ max i∈L w i σ i , and (2), for any pair of levels i, i ′ ∈ L with i < i ′ , we have that σ i ≥
Proof. Let σ ′ be an arbitrary but fixed normal schedule, which we can compute in polynomial time according to Lemma 8. Using this schedule, we inductively construct the claimed subset of levels L as follows: Initially, set L := {1, . . . , m}. Then, while there is some pair of levels i, i ′ ∈ L with i < i ′ and
remove i from L. This defines the subset L.
We need to show that L satisfies the claimed two properties. To this end, consider some arbitrary normal schedule σ. By Lemma 9, recall that σ i ≤ 3σ ′ i and σ ′ i ≤ 3σ i , for each level i. We will use these facts several times in the computations to follow.
First, we will show that Property (1) holds. To this end, we need to show that
Consider some fixed level i ∈ L, and let i ′ > i be the level responsible for the removal of i from L as described in the construction of L. Note that it is possible that also i ′ ∈ L. We have that
where the second inequality is due to Inequality (5). For the two equalities, recall the assumptions about the sequence w 1 , w 2 , . . . , w m in Section 2. If i ′ ∈ L, then we are done. Otherwise, if i ′ ∈ L, then we can iterate this until we find some
which proves Property (1).
Next, we will show that Property (2) holds. To this end, consider some pair i, i ′ ∈ L with i < i ′ . We have that
where the second inequality is due to Inequality (5) and the fact that we have not removed i from L. This gives Property (2), and hence completes the proof.
Proof of Lemma 7. Consider the subset of levels L from Lemma 10. We round the level i I of each interval I ∈ J down to the next level in L, that is, max{i ∈ L | i ≤ i I }. If no such level exists, then we remove I. By ignoring all levels {1, . . . , m}\L, this gives us a new instance J ′ with only |L| many levels. Property (2) in Lemma 10 implies that J ′ has the exponential growth property listed in Lemma 7 for γ = 81.
To prove the claim, we need to establish a one-to-one correspondence between the schedules for J and the schedules for the new instance J ′ . First, note that any schedule σ for the old instance J yields a schedule σ ′ for the new instance J ′ with cost(σ ′ ) ≤ cost(σ). Specifically, we simply round the levels of the batches in σ exactly as the levels of the intervals in J.
On the other hand, by doing an inverse rounding, any schedule σ ′ for J ′ yields a schedule σ for J with cost(σ) ≤ cost(σ ′ ). Specifically, we increase the level of each batch to the minimal level such that it still stabs the same intervals. Recall that we also removed intervals to obtain J ′ . We add an extra batch for each such interval that only stabs this interval. It follows that max i∈L w i σ i = cost(σ ′ ). However, we also have to take the other levels {1, . . . , m}\L into account. To this end, we finally turn σ into a normal schedule in polynomial time as described in Lemma 9. By Property (1), this ensures that cost(σ) ≤ max i∈L w i σ i . Combining the arguments above shows that indeed cost(σ) ≤ cost(σ ′ ), and hence completes the definition of the one-to-one correspondence. We avoid a more detailed technical description of this rounding process. Instead, we give an example in the next paragraph.
Example. We illustrate the rounding and inverse rounding in Figure 5 . Consider the instance J depicted in Subfigure 5(a) with admits a schedule containing only a single batch as illustrated in the same subfigure. The levels L are illustrated as two horizontal dotted lines. Hence, we round instance J to the instance J ′ depicted in Subfigure 5(b), where the interval with lowest level is removed, since there is no level in L below. Note that the single batch is rounded analogously, and that this yields a feasible schedule for J ′ . Subfigure 5(c) depicts another schedule for J ′ , and an inverse rounding of this schedule is depicted in Subfigure 5(d). We have to add another batch to stab the interval which has been previously removed. However, observe that we could swap these batches again, and this would yield the original schedule from Subinstance 5(a). As used above, such a final normalization might be necessary. 
Decomposition
The goal of this section is to introduce a decomposition approach, which is established by the following lemma. Before proving this lemma, however, we first show how to algorithmically exploit this approach.
Recall the notion of a subinstance defined in Section 1. Specifically, a subinstance J(s, t) is defined by two integers 0 ≤ s < t ≤ T + 1 such that J(s, t) contains all intervals I ∈ J with I ⊂ (s, t), where (s, t) denotes the open real interval with endpoints s and t. We refer to t − s as the length of J(s, t). Moreover, we say that two subinstances J(s, t) and J(s
and (s ′ , t ′ ) are disjoint. Finally, recall that a schedule σ is per definition feasible,
i.e., each interval in J is stabed by at least one batch C ∈ σ. In contrast, we refer to an unfeasible schedule simply as a set of batches.
Lemma 11. If each interval in J contains at most a constant number of periods, then, for any ǫ > 0, there is a sequence of disjoint subinstances J 1 , J 2 , . . . , J n whose lengths are uniformly bounded by some constant λ with an associated set of batches σ 0 such that (1) cost(σ 0 ) ≤ ǫOPT and (2) each interval in J is either contained in one of the subinstances J 1 , J 2 , . . . , J n , or stabed by σ 0 .
Assume that we have a sequence of subinstances J 1 , J 2 , . . . , J n with an associated set of batches σ 0 as described in Lemma 11. For each index j, let D j denote the set of all reasonable schedules σ for J j , i.e., (1) each batch C ∈ σ stabs at least one interval which is not stabed by another interval C ′ ∈ σ with C ′ = C, and (2), for each period t, there is at most one batch C ∈ σ with t C = t. Hence, since m = O(n) and λ is constant, we obtain the polynomial bound
Finally, consider an optimal schedule σ * with cost(σ * ) = OPT. For each index j, note that we can restrict σ * to subinstance J j by selecting only the batches that stab intervals in J j . We denote this restriction by σ * j , and we have that σ * j ∈ D j .
We refer to a sequence of schedules σ 1 , σ 2 , . . . , σ n with σ j ∈ D j for each index j, as a combination of schedules, and we say that such a combination of schedules is optimal if it minimizes the objective
Observe that the first index i of σ ij indexes the level, and the second index j indexes the subinstance. On the other hand, since the subinstances J 1 , J 2 , . . . , J n are disjoint, we have that
Thus, it follows that there is a combination of schedules such that Objective (6) is at most OPT. Consequently, Property (1) in Lemma 11 ensures that the combined schedule σ := ∪ n j=0 σ j , which includes the set of batches σ 0 , satisfies cost(σ) ≤ (1 + ǫ)OPT. Thus, since Property (2) gives that σ is indeed a schedule for J, we conclude that we only need to consider the problem of finding an optimal combination of schedules. We present an algorithm for this task in what follows.
However, there is little hope that such an algorithm is sufficient to obtain a PTAS. Specifically, note that the problem of finding an optimal combination of schedules is closely related to APX-hard problem of minimizing the makespan on unrelated parallel machines [15] . Specifically, we can interpret each level i as a processor and each index j as a job. Selecting a schedule σ j ∈ D j assigns then load σ ij to processor i. Therefore, to avoid APX-hardness, we need some additional structure, which is provided by the exponential growth property introduced by Lemma 7. We finally show in Section 3 how to combine this property with the decomposition approach introduced in this section.
Assume that we have already selected a partial combination of schedules σ j , j ∈ P , for a subset P ⊆ {1, . . . , n}, and let Q := {1, . . . , n}\P be the complement of P . Clearly, in contrast to Objective (6), finding an optimal combination of schedules with respect to the already selected schedules corresponds then to finding some schedules σ j , j ∈ Q, that minimize the objective
We can formulate this problem as a configuration integer program by introducing an integral variable x jσ for each j ∈ Q and each schedule σ ∈ D j that indicates whether this schedule is part of this selection. For the arguments to follow, however, we need a more general integer program which also allows us to restrict the levels to a subset L.
σ∈D j x jσ ≥ 1 for j ∈ Q (10)
Constraints (10) ensure that exactly one schedule is picked from each set D j , and Constraints (9) enforce that Objective (8) is minimized. Observe that the number of variables in this integer program depends on the sizes of the sets D j , j ∈ Q. However, we already argued above that the sum j∈Q |D j | = O(n λ+1 ) is polynomially bounded.
We refer to the corresponding linear program in which we relax the integrality Constraints (11) by x jσ ≥ 0 as LP(Q, L). Recall that P is implicitly given as the complement of Q. Since we already know that LP(Q, L) has polynomially many variables, we can compute an optimum with the Ellipsoid Method in polynomial time. This is used multiple times in the following algorithm A, which is a building block of the PTAS described in Section 3. This algorithm iteratively extends the partial combination of schedules σ j , j ∈ P , to a combination of schedules.
A(σ j , j ∈ P )
1. Let i ′ be the maximal level such there exists an index j ∈ Q and a schedule σ ∈ D j with σ i ′ > 0.
While
(c) For each j ∈ Q with the property that there is a schedule σ ∈ D j with x jσ = 1, set σ j ← σ and move j from Q to P .
3. Return the combination of schedules σ 1 , σ 2 , . . . , σ n .
Note that we do not need to consider the levels i > i ′ , where i ′ is defined in
Step 1, since none of the sets D j , j ∈ Q, contains a schedule σ with a batch C ∈ σ with i C > i ′ . In each iteration of the loop in Step 2, we try to enlarge the set P , since this set indicates the already selected schedules in the finally returned combination of schedules σ 1 , σ 2 , . . . , σ n . We do this by moving indices j from Q to P in Step 2c if an integral part of x yields σ j . Note that if |Q| = 1 in some iteration, then the setting of L in Step 2a implies L = ∅, and thus, also the set of Constraints (9) of linear program LP(Q, L) is empty. To avoid a technical case distinction, assume that x is an arbitrary integral solution in this case.
Lemma 12. Algorithm A has polynomial running time.
Proof. By the setting of L in Step 2a, we have in each iteration that |L| < |Q|. We need to show that yields that the optimum x has an integral part, since then |Q| decreases by at least one in each iteration, which implies that there are at most n iterations.
Let z be the cost of x. Moreover, let a := j∈Q |D j |, b := |Q|, and d := |L|. Hence, x is a point on the polyhedron in R a defined by the following d + b + a constraints.
We may assume that x is a vertex on this polyhedron. In this case, since this polyhedron is a-dimensional, we have that x satisfies at least a of these constraints with equality. Consequently, at least a − b − d of Constraints (13) are satisfied with equality by x, and therefore, at least a − b − d of the variables in x are 0. For each index j ∈ Q, let h j be the number of schedules σ ∈ D j with x jσ = 0. By the arguments above,
This term is the average size of the integers h j , j ∈ Q. But on the other hand, Constraints (12) ensure that h j ≥ 1 for each j ∈ Q. By combining these facts, we obtain that there must be at least one index j ∈ Q with h j = 1, and therefore, there is at least one schedule σ ∈ D j with x jσ = 1. This proves the claim of the lemma.
Proof of Lemma 11. One might think, at first glance, that the random shifting approach introduced in [10] allows us to straighforward prove Lemma 11. However, the MinMax-type objective of the problem avoids the adaption of this approach. Therefore, we use a simple deterministic strategy.
Assume that each interval contains at most a constant number of periods, say c. Consider some ǫ > 0, and assume that the constant b := c/ǫ divides T such that a := T /b ≤ n − 1. Since T = 2n, this can be ensured by chosing ǫ sufficiently small. Consider then the integer sequence t 0 = 0 < t 1 < . . . < t a = T of length a + 1 with t j − t j−1 = b for each 1 ≤ j ≤ a.
For each level i, let P i denote the set of periods t such that there exists an interval I ∈ J with i I ≥ i and t ∈ I. Note that P m ⊆ P m−1 ⊆ . . . ⊆ P 0 , and assume that P 0 = {1, . . . , T }. Finally, for each 1 ≤ j ≤ a, let s j be a period with t j−1 < s j ≤ t j such that i j := max{i | s j ∈ P i } is minimal, where ties are broken arbitrarily. Moreover, define s 0 := 0 and s a+1 := T + 1. Let then σ 0 be the set of batches that, for each 1 ≤ j ≤ a, contains a batch C j with t C j = s i and i C j = i j . Moreover, for each 1 ≤ j ≤ a + 1, define J j := J(s j−1 , s j ). Finally, to obtain a sequence J 1 , J 2 , . . . , J n of length n, for each a + 1 < j ≤ n, let J j be an arbitrary empty subinstance.
Note that the set of batches σ 0 decomposes the instance J into the subinstances J 1 , J 2 , . . . , J n such that each interval in J is either contained in one of these subinstances or stabed by a batch in σ 0 , which immediatly gives Property (2) . On the other hand, it also follows that each of the subinstances J 1 , J 2 , . . . , J n has at most constant length λ := 2b.
Figure 6: An example decomposition.
Example. Figure 6 depicts an example decomposition of an instance with n = 5 intervals, where the shaded area is the area bellow these intervals. Intuitively, for each 1 ≤ j ≤ 4, we set s j to a period where the function graph formed by the upper rim of the shaded area takes a minimum in interval (t j−1 , t j ], where s j is indicated by the corresponding batch C j . This is motivated by the fact that this is the 'cheapest' period for a batch C j decomposing J in this interval.
To finally prove Property (1), let σ * be an optimal schedule with cost(σ * ) = OPT, and consider a fixed j. Since t j − t j−1 = b and each interval in J contains at most c many periods, the definition of i j implies that there are at least
many batches C ∈ σ * with t j−1 < t C ≤ t j and i C ≥ i j . Otherwise, it is easy to see that there is at least one batch C ∈ σ that can be removed without producing an unstabed interval, which contradicts the optimality of σ. These b/c 2 many batches can be used to pay for the single batch C j ∈ σ 0 at the relevant levels i j , i j −1, . . . , 0. By using this argument for all j, we conclude that max i σ i0 ≤ ǫ max i σ * i . The claim of the lemma follows.
The final algorithm
We prove Theorem 6 by combining the decomposition approach introduced in Section 3.2 with Lemma 7. To this end, assume that the exponential growth property described in Lemma 7 holds. Moreover, consider a sequence of subinstances J 1 , J 2 , . . . , J n whose lengths are bounded by some constant λ as described in Lemma 11, and, for each index j, let D j be again the set of all reasonable schedules for J j . We already know from Section 3.2 that we only need to find an optimal combination of schedules. To this end, we combine algorithm A with a brute-force part to the following algorithm, named A ′ . This algorithm takes a constant integer β ≥ 1 as input parameter, which controls the running time of the brute-force part.
1. For each set P ⊆ {1, . . . , n} of size β:
(a) For each partial combination of schedules σ j ∈ D j , j ∈ P :
i. Use algorithm A to extend the partial combination of schedules σ j , j ∈ P , to a combination of schedules.
2. Return the best combination of schedules computed in any iteration.
The two loops in Steps 1 and 1a form the brute-force part. We have that the loop in
Step 1 has at most O(n β ) many iterations. Moreover, by the sizes of the
. . , D n given in Section 3.2, we find that the loop in
Step 1a has at most O(n λβ ) many iterations. Consequently, since β and λ are constants, it immediately follows from Lemma 12 that algorithm A ′ has polynomial running time.
Let H be the set of all indices j such that the subinstance J j contains at least one interval. If |H| ≤ β, then there is at least one iteration of the loop in
Step 1 such that H ⊆ P , and hence, we will consider the combination of schedules σ * 1 , σ * 2 , . . . , σ * n defined in Section 3.2 at least once during the execution of algorithm A ′ . Thus, Inequality (7) implies that the returned combination of schedules is good enough. It follows that we may assume that |H| > β. Consider now the iterations of the loop in Step 1a such that P ⊂ H and σ j = σ * j for each j ∈ P . By the setting of level i ′ in Step 1 in algorithm A, it is easy to see that there is at least one iteration among these iterations such that
We consider only this iteration in what follows, and the goal is to show that we can select β such that the combination of schedules σ 1 , σ 2 , . . . , σ n computed by algorithm A in this iteration is arbitrary good. To this end, we need two preliminary lemmas. In what follows, we use the notion of an iteration with respect to the loop in Step 2 of algorithm A.
Lemma 13. It holds after each iteration that
Proof. We prove the claim via induction on the iterations.
Induction start. Consider the sets Q and P just after the first iteration, and let Q ′ and P ′ be the respective sets in Step 2b of the first iteration. Moreover, consider the set L in Step 2b of the first iteration. By the arguments in Lemma 12, note that P ′ ⊃ P . Finally, let x be the optimum x of LP(Q ′ , L) computed in Step 2b of the first iteration. We have that
where the first line is due to the fact that the schedules σ j , j ∈ P \P ′ are the schedules in the finally returned combination of schedules which are identified in the first iteration in Step 2c. Moreover, the second line is due to the fact that the sets Q ′ and P ′ are still in their initial configurations, and hence σ j = σ * j for each j ∈ P ′ . Finally, the third line is due to the fact that x is an optimum of LP(Q ′ , L).
Induction step. Consider an arbitrary iteration, called current iteration, which is not the first one, and consider the sets Q, P, L just after the current iteration. Moreover, let Q ′ , P ′ , L ′ be the same set just after the previous iteration. Finally, let x and x ′ be the optima computed in
Step 2b of the current and previous iteration, respectively. Note that x is an optimum of LP(Q ′ , L). As in the proof of the induction start, observe that P ⊂ P ′ , and moreover L ⊆ L ′ . Assume now as induction hypothesis that the claim holds for the previous iteration. We conclude Again, the first line is due to the fact that the schedules σ j , j ∈ P \P ′ , are the schedules in the finally returned combination of schedules which are identified in the current iteration. Moreover, the second line holds because x is an optimum of LP(Q ′ , L). The third line is due to L ⊂ L ′ . We finally apply the induction hypothesis in the fourth line. This proves the induction step. L, called current iteration. Moreover, consider the sets Q and P just after the previous iteration. If the current iteration is the first one, then consider the initial configuration of the sets Q and P instead. However, all arguments to follows work analogously in this case. We find with Lemma 13 that
However, we also have to take the schedules σ j , j ∈ Q, into account, which are identified in the following iterations including the current one. First, consider the case |Q| > 1. In this case, by the setting of L in Step 2a and the fact that the current iteration is the first iteration after which i ∈ L, it must hold that i < i ′ − |Q| + 2, and hence |Q| < i ′ − i + 2. Clearly, the same holds if |Q| = 1.
Using this, we conclude that Proof. Given some ǫ > 0, we choose β such that, for each level i ≤ i ′ ,
which is possible since the right size grows exponentially with respect to i ′ − i, but the left side grows only linearly. Recall that the constant γ is defined in Lemma 7 with respect to the constant α defined in Lemma 5. On the other hand, recall that the exponential growth property described in Lemma 7 implies that, for each level i ≤ i ′ ,
Therefore, by combining Inequalities (16) and (17) with Inequality (14), we conclude that, for each level i ≤ i ′ ,
Using this, we get where the first line is due to the definition of i ′ , and the second line is due to the selection of the schedules σ j , j ∈ P . Combining Inequalities (18) and (19) proves the claim.
Hardness Results
The following theorems are proven in the full version of this paper.
Theorem 16. DAC is strongly NP-hard, even for unit length due intervals.
Theorem 17. For any ǫ > 0, DA cannot be approximated within 4/3 − ǫ in polynomial time, even for unit length due intervals, unless P=NP.
