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0 Introduction
One of the main results in [3], theorem 1.1, is a strong maximum principle for a singular
supersolution u in a domain Ω in Rn lying above a C2 solution v, i.e. with u ≥ v. Recently
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2we observed that under the conditions in the theorem, indeed under weaker conditions
and also in theorems 1.2 and 1.3 there, the function u satisfies in all of Ω
F (x, u,∇u,∇2u) ≤ F (x, v,∇v,∇2v) in viscosity sense. (1)
(Note that in this paper F (x, u,∇u,∇2u) amounts to F (x, u,∇u,−∇2u) in [3] — a change
of notation.)
Furthermore, we found that the strong maximum principle holds for functions u which
are lower-semi-continuous (LSC) and satisfy (1) in Ω.
Throughout, the nonlinear operator F (x, s, p,M) is assumed to be elliptic for all val-
ues of the arguments, and C1 in (s, p,M), but not uniformly elliptic; nor are |Fs|, |Fs|
uniformly bounded.
In section 1 we prove that the singular functions u satisfying the modified condition
satisfy (1).
We would like to point out some new ingredients in the arguments.
In theorem 1.1 in [3] we considered a function u with possible singularity at a point,
say the origin. We used a condition that for any r > 0 small,
inf
0<|x|≤r
(u+ any linear function) occurs on {|x| = r}. (2)
(This condition is related to the notation of superaffine, as described in [3].)
In this paper, in section 1 we start by showing that under a new weaker condition
than (2), a viscosity supersolution on 0 < |x| < r of (1) becomes a viscosity supersolution
in |x| < r. Namely, we introduce a class of functions which, to our knowledge, is new
and which may prove useful in further work: lowerconical functions. A function u is
lowerconical at a point x¯ ∈ Ω, if for any η ∈ C∞(Ω), and for any ǫ > 0,
inf
x∈Ω
(
(u+ η)(x)− (u+ η)(x¯)− ǫ|x− x¯|
)
< 0.
This is formulated more precisely in Definition 1.1. Theorem 1.4 generalizes Theorem 1.1
to viscosity supersolutions outside a closed manifold,
The notion lowerconical makes sense also on a Riemannian manifold. As we pointed
out in Remark 1.2, this condition is almost necessary for a viscosity supersolution.
We use another ingredient: a sharpening of the Hopf Lemma. It is used in our proof
that a viscosity supersolution in a punctured region is also one in the whole region. The
sharp form of the Hopf Lemma, Lemma 1.1, refers to a linear second order uniformly
elliptic operator L in a bounded domain Ω with C2 boundary, and to a function u ≥ 0 in
Ω with
u ≥ 1 in a ball Bδ in Ω.
3Lemma 1.1 states that there exist ǫ¯, µ¯ > 0 depending only on n, δ,Ω, and the ellipticity
constants, such that if
Lu ≤ ǫ¯ in Ω in viscosity sense,
then
u(x) ≥ µ¯ dist(x, ∂Ω).
Lemma 1.1 follows from the special case, Lemma 1.2, where Ω is a ball. It is a bit
surprising that we actually need this form of the Hopf Lemma. In section 1 we give an
“elliptic” proof of it. Lemma 1.2 is also an immediate corollary of a corresponding sharp
form of the Hopf Lemma for parabolic operators, see Theorem 5.1 in section 5. Lemma
1.2 follows from it by considering u independent of t. The analogue of Lemma 1.1, for
parabolic operators, is given in Theorem 5.2.
Here is an outline of the other sections. First, section 2 is concerned with the maximum
principle for LSC viscosity supersolutions u of (1) in Ω, where v ∈ C2, in case u ≥ v on
∂Ω.
Question. Does the maximum principle hold, i.e.,
u ≥ v in Ω,
if, say, Ω is a small ball?
In general, no, not even for smooth u in case F is not uniformly elliptic (see Example
2.1). But in Theorem 2.1, we prove the maximum principle if
Fu ≤ 0
— under a rather mild ellipticity condition on F .
Using a very different kind of argument, in section 1.2, we also prove that the max-
imum principle holds, without assuming Fu ≤ 0, in case u satisfies some linear elliptic
inequalities.
In section 3 we prove the strong maximum principle for u, LSC, satisfying (1) in
viscosity sense in Ω. We also present an extension of the Hopf Lemma for viscosity
supersolutions; uniform ellipticity is never required.
In section 4 we extend the strong maximum principle and the Hopf Lemma to viscosity
supersolutions of nonlinear parabolic operators. Section 4 is self-contained and may be
read independently of the others. We thank H. Matano for suggesting that we consider
the problem.
41 Removable singularities for viscosity solutions
1.1 A sufficient condition
Let F ∈ C0(Ω × R × Rn × Sn×n), where Sn×n denotes the set of n × n real symmetric
matrices and Ω is a domain (bounded connected open set) in the n−dimensional Euclidean
space Rn. Throughout the paper we use Br(x) to denote a ball of radius r and centered
at x, and use Br to denote Br(0). We use LSC(Ω) and USC(Ω) to denote respectively
the set of lower-semicontinuous and upper-semicontinuous functions.
Definition 1.1 Let Ω ⊂ Rn be an open set, and let u ∈ LSC(Ω) satisfying
inf
Ω
u > −∞. (3)
We say that u is lowerconical at a point x¯ ∈ Ω, if for any η ∈ C∞(Ω), and for any ǫ > 0,
inf
x∈Ω
(
(u+ η)(x)− (u+ η)(x¯)− ǫ|x− x¯|
)
< 0.
We say that u is upperconical at x¯ ∈ Ω, if −u is lowerconical at x¯.
We say that u is lowerconical on a subset of E of Ω, if for any η ∈ C∞(Ω), and for
any x¯ ∈ E and any ǫ > 0,
inf
x∈Ω
(
(u+ η)(x)− (u+ η)(x¯)− ǫdist(x, E)
)
< 0, (4)
where dist(x, E) denotes the distance of x to E. Similarly we say that u is upperconical
on E if −u is lowerconical on E.
Note that for a smooth submanifold E of dimension 1 ≤ k ≤ n− 1, u(x) := dist(x, E)
is lowerconical at every point x¯ ∈ E, but it is not lowerconical on E.
Remark 1.1 If u is differentiable at x¯, then u is both lowerconical and upperconical at x¯.
In fact, if for some C1 curve γ(t) satisfying γ(0) = x¯, u(γ(t)) is differentiable at 0, then
u is both lowerconical and upperconical at x¯. On the other hand, u(x) = |x|, a Lipschitz
function, is not lowerconical at 0. It is easy to see that if lim infx→x¯ u(x) > u(x¯), then u is
not lowerconical at x¯. Also, u(x) = sin(1/|x|) for x 6= 0, u(0) = −1, is both lowerconical
and upperconical at 0, but is not even continuous.
5Theorem 1.1 For n ≥ 1, let Ω be a domain in Rn, x¯ ∈ Ω, and let F ∈ C0(Ω × R ×
R
n × Sn×n). Assume that u ∈ LSC(Ω) is lowerconical at {x¯} and satisfies, for some
f ∈ USC(Ω),
F (x, u,∇u,∇2u) ≤ f(x), in Ω \ {x¯} in viscosity sense. (5)
Then
F (x, u,∇u,∇2u) ≤ f(x), in Ω in viscosity sense. (6)
Remark 1.2 There is a kind of converse. Namely, if F is further assumed to satisfy
lim sup
a→∞
inf
x∈Ω, |(s,p)|≤β
F (x, s, p, aI) =∞, ∀ β > 0, (7)
and f is further assumed to satisfy supΩ f < ∞, then if u ∈ LSC(Ω) and satisfies (3)
and (6), necessarily u is lowerconical at every point of Ω. On the other hand, any u
satisfies −e−∆u ≤ 0. This operator does not satisfy (7). Condition (7) is clearly satisfied
by uniformly elliptic operators.
To see the above, suppose that u is not lowerconical at some point, say 0, in Ω, then
for some ǫ ∈ (0, 1) and some η ∈ C∞(Ω),
(u+ η)(x)− (u+ η)(0)− ǫ|x| ≥ 0, in Ω.
So for some constant δ ∈ (0, 1),
u(x) ≥ u(0)−∇η(0) · x+ ǫ
2
|x|, ∀ 0 < |x| < δ.
For a > 1/(4δ),
u(x) > ϕa(x) := u(0)−∇η(0) · x+ a|x|2, ∀ |x| = ǫ/(4a),
ϕa(x) ≤ u(0) + |∇η(0)|+ ǫ/(16a) ≤ u(0) + |∇η(0)|+ 1, |x| ≤ ǫ/(4a).
Move ϕa down, and then up to position ϕa− b¯, b¯ ≥ 0, so that its graph first touches that
of u from below, at some point x¯, |x¯| < ǫ/(4a). More precisely, let
b¯ = sup{b | u(x) ≥ (ϕa − b)(x), ∀ |x| ≤ ǫ/(4a)}.
6Clearly, b¯ ≥ 1 + u(0) + |∇η(0)| − infΩ u. On the other hand, since u(0) = ϕa(0) and
u(x) > ϕa(x) for all |x| = ǫ/(4a), we infer that b¯ ≥ 0, and for some |x¯| < ǫ/(4a),
u(x¯) = (ϕa − b¯)(x¯) and u(x) ≥ (ϕa − b¯)(x) for all |x| ≤ ǫ/(4a). By (6),
F (x¯, (ϕa − b¯)(x¯),∇(ϕa − b¯)(x¯),∇2(ϕa − b¯)(x¯)) ≤ f(x¯).
It is easy to see that |(ϕa − b¯)(x¯)| and |∇(ϕa − b¯)(x¯)| are bounded by some constant
independent of a. Sending a to ∞ in the above, we arrive at a contradiction in view of
(7).
The following example shows that the assumption on u in Theorem 1.1 is essentially
optimal.
Example 1.1 Let u(x) = |x|. Then
F (x, u,∇u,∇2u) := −e−∆u + 1− |∇u|2 ≤ 0, in B1 \ {0}.
But the inequality does not hold in B1 in viscosity sense, as easily seen by taking ϕ(x) =
|x|2 as a test function.
Proof of Theorem 1.1.We may assume that x¯ = 0. Let ϕ ∈ C2(Ω) satisfy (u−ϕ)(0) =
0, u− ϕ ≥ 0 in Ω. For any 0 < δ < dist(0, ∂Ω)/9, we consider
ϕδ(x) := ϕ(x)− δ
2
|x|2. (8)
Clearly,
u(x) > ϕδ(x), x ∈ Ω \ {0}, (9)
u(x) ≥ ϕδ(x) + 1
2
δ3, x ∈ Ω, |x| ≥ δ. (10)
Since u ∈ LSC(Ω) is lowerconical, we have, for large i,
lim inf
x→0
(
(u− ϕδ)(x)− (u− ϕδ)(0)− 1
i
|x|
)
≥ 0,
and there exists {xi} ⊂ Ω \ {0} such that
(u− ϕδ)(xi)− 1
i
|xi|
= (u− ϕδ)(xi)− (u− ϕδ)(0)− 1
i
|xi|
= inf
x∈Ω
(
(u− ϕδ)(x)− (u− ϕδ)(0)− 1
i
|x|
)
< 0. (11)
7Claim that
lim
i→∞
xi = 0. (12)
Indeed, let xi → xˆ along a subsequence, still denoted as {xi}. Then, after sending i
to infinity in (11), we have
(u− ϕδ)(xˆ) ≤ 0,
which implies xˆ = 0 in view of (9) and (10). We have proved (12).
✷
Let
ϕ
(i)
δ (x) := ϕδ(x) +
1√
i
xi
|xi| · x.
We have, in view of (11) and (12), that
(u− ϕ(i)δ )(xi) = (u− ϕδ)(xi)−
1√
i
|xi| < (1
i
− 1√
i
)|xi| < 0.
Since
(u− ϕ(i)δ )(0) = 0,
and, in view of (9) and (10),
(u− ϕ(i)δ )(x) ≥
1
2
δ3 +O(
1√
i
) > 0, ∀ |x| ≥ δ, for large i,
there exists x˜i, 0 < |x˜i| < δ, such that
(u− ϕ(i)δ )(x˜i) = min
0<|x|<δ
(u− ϕ(i)δ )(x) < 0.
Namely,
ψ
(i)
δ (x) := ϕ
(i)
δ (x) + (u− ϕ(i)δ )(x˜i)
satisfies ψ
(i)
δ (x˜i) = u(x˜i) and u ≥ ψ(i)δ near x˜i.
Similar to (12), we have
lim
i→∞
x˜i = 0.
Thus, by (5),
F (x˜i, ψ
(i)
δ (x˜i),∇ψ(i)δ (x˜i),∇2ψ(i)δ (x˜i)) ≤ f(x˜i).
Sending i to ∞ in the above leads to
F (0, ϕδ(0),∇ϕδ(0),∇2ϕδ(0)) ≤ f(0).
8Sending δ to 0 in the above leads to
F (0, ϕ(0),∇ϕ(0),∇2ϕ(0)) ≤ f(0).
Theorem 1.1 is proved.
✷
1.2 Another sufficient condition for removable singularity
Let (aij(x)), bi(x) and c(x) be L
∞(Ω) functions satisfying, for some positive constants λ
and Λ,
|aij(x)|+ |bi(x)|+ |c(x)| ≤ Λ, aij(x)ξiξj ≥ λ|ξ|2, ∀ x ∈ Ω, ξ ∈ Rn. (13)
In the rest of this section we assume that F is a degenerate elliptic operator:
F (x, s, p,M +N) ≥ F (x, s, p,M), ∀ (x, s, p,M) ∈ N ∈ Sn×n+ , (14)
where Sn×n+ ⊂ Sn×n denotes the set of positive definite matrices.
Theorem 1.2 For n ≥ 1, let F ∈ C0(Ω × R × Rn × Sn×n) satisfy (14), (aij(x)), bi(x)
and c(x) be as above, and let f ∈ USC(Ω). Assume that u ∈ LSC(Ω) satisfies, for some
constant C,
aij(x)∂iju+ bi(x)∂iu+ c(x)u ≤ C, in Ω, in viscosity sense, (15)
and, for some subset E of Ω of zero Lebesgue measure,
F (x, u,∇u,∇2u) ≤ f(x) in Ω \ E in the viscosity sense. (16)
Then
F (x, u,∇u,∇2u) ≤ f(x) in Ω in the viscosity sense.
Proof of Theorem 1.2. Let ϕ ∈ C2(Ω) satisfy
ϕ ≤ u, in Ω, and ϕ(x¯) = u(x¯), for some x¯ ∈ Ω.
We have only to prove that
F (x¯, ϕ(x¯),∇ϕ(x¯),∇2ϕ(x¯)) ≤ f(x¯). (17)
9We need only consider x¯ ∈ E and may assume, without loss of generality, that x¯ = 0 ∈ E.
For any 0 < δ < dist(0, ∂Ω)/9, let ϕδ be defined in (8). Then (9) and (10) hold.
For ǫ ∈ (0, δ3/4), let,
wǫ(x) ≡ w(δ)ǫ (x) :=
{
min{(u− ϕδ)(x)− ǫ, 0} x ∈ Bδ,
0 x ∈ B2δ \Bδ,
and
Γwǫ(x) := sup{a+ b · x | a ∈ R, b ∈ Rn, a+ b · z ≤ wǫ(z) ∀ z ∈ B2δ}
be the convex envelope of wǫ on B2δ ≡ B2δ(0).
Since wǫ = 0 outside Bδ, and minB2δ Γwǫ ≤ wǫ(0) = −ǫ < 0, the contact set of wǫ and
Γwǫ satisfies
{x ∈ B2δ | wǫ(x) = Γwǫ(x)} ⊂ {x ∈ Bδ| wǫ(x) = (u− ϕδ)(x)− ǫ < 0}. (18)
We will need
Proposition 1.1 There exists some positive constants K such that for any point x¯ ∈
{x ∈ B2δ | wǫ(x) = Γwǫ(x)}, there exists p¯ ∈ Rn so that
Γwǫ(x) ≤ Γwǫ(x¯) + p¯ · (x− x¯) +K|x− x¯|2, ∀ x ∈ B2δ.
The proof of this proposition will be postponed to the end of the proof of the theorem.
Once Proposition 1.1 is proved, we can apply, as in section 3 of [3], lemma 3.5 of [2]
to obtain that Γwǫ ∈ C1,1loc (B2δ), and then use the Alexandrov-Bakelman-Pucci estimate
to obtain
ǫn = | inf
B2δ
wǫ|n ≤
∫
{wǫ=Γwǫ}
det(∇2Γwǫ).
This implies that
The Lebesgue measure of {wǫ = Γwǫ} > 0.
Since Γwǫ is convex, it is, by the Alexandrov theorem, second order differentiable except
on a set of zero Lebesgue measure. We also know that E has zero Lebesgue measure.
Thus we can pick a point x (= xǫ) in {wǫ = Γwǫ}∩ (B2δ \E) where Γwǫ is second order
differentiable.
We know from (18) and the definition of Γwǫ that
u(x) = ψǫ(x) := ϕδ(x) + ǫ+ Γwǫ(x), (19)
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and
u ≥ ψǫ = ϕδ + ǫ+ Γwǫ, near x.
Since Γwǫ is second order differentiable at x, ∇Γwǫ(x) is well defined, and, for any µ > 0,
and for z near x,
u(z) ≥ (Γwǫ + ϕδ)(x) + ǫ+∇(Γwǫ + ϕδ)(x) · (z − x)
+
1
2
(z − x)t∇2(Γwǫ + ϕδ)(x) · (z − x) + ◦(|z − x|2)
≥ (Γwǫ + ϕδ)(x) + ǫ+∇(Γwǫ + ϕδ)(x) · (z − x)
+
1
2
(z − x)t∇2(Γwǫ + ϕδ)(x) · (z − x)−
µ
2
|z − x|2.
By (16) and the above,
F (x, (Γwǫ + ϕδ)(x) + ǫ,∇(Γwǫ + ϕδ)(x),∇2(Γwǫ + ϕδ)(x)− µI) ≤ f(x).
Sending µ to 0 leads to
F (x, (Γwǫ + ϕ)(x) + ǫ,∇(Γwǫ + ϕ)(x),∇2(Γwǫ + ϕ)(x)) ≤ f(x). (20)
Clearly,
|Γwǫ(x)| ≤ ǫ, |∇Γwǫ(x)| ≤
ǫ
δ
. (21)
By the convexity of Γwǫ, ∇2Γwǫ(x) ≥ 0. We see from (19) and (21) that (recall that
x = xǫ) (u− ϕδ)(xǫ)→ 0 as ǫ→ 0. This which implies, in view of (9), (14), (20) and the
convexity of Γwǫ, that xǫ → 0 and
f(0) ≥ lim sup
ǫ→0
F (x, (Γwǫ + ϕδ)(x) + ǫ,∇(Γwǫ + ϕδ)(x),∇2(Γwǫ + ϕδ)(x))
≥ lim sup
ǫ→0
F (x, (Γwǫ + ϕδ)(x) + ǫ,∇(Γwǫ + ϕδ)(x),∇2ϕδ)(x))
= F (0, ϕδ(0),∇ϕδ(0),∇2ϕδ(0))
= F (0, ϕ(0),∇ϕ(0),∇2ϕ(0)− δI).
Sending δ to 0 in the above leads to
F (0, ϕ(0),∇ϕ(0),∇2ϕ(0) ≤ f(0).
Theorem 1.2 is established — provided Proposition 1.1 holds.
Now we prove Proposition 1.1. Under ∆u ≤ C instead of (13), the above proposition
was proved in [3], see lemma 3.1 there. The new ingredient is the following
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1.3 A strengthening of the Hopf Lemma
Lemma 1.1 Let Ω be a domain of Rn, with C2 boundary, and let (aij(x)), bi(x) and c(x)
be L∞(Ω) functions satisfying (13) for some positive constants λ and Λ. Let B ⊂ Ω be a
ball of radius δ. Then there exist some positive constants ǫ¯, µ¯ > 0 which depend only on
n, λ,Λ, δ,Ω such that if u ∈ LSC(Ω) satisfies
aij(x)∂iju+ bi(x)∂iu+ c(x)u ≤ ǫ¯, in Ω, in viscosity sense,
u ≥ 0, in Ω, and u ≥ 1, on B.
Then
u(x) ≥ µ¯ dist(x, ∂Ω), in Ω.
We first prove Lemma 1.1 for Ω = B1, which is stated as
Lemma 1.2 Let (aij(x)), bi(x) and c(x) be L
∞(Ω) functions satisfying (13) with Ω = B1
for some positive constants λ and Λ. Then, for any 0 < δ < 1, there exist some positive
constants ǫ¯, µ¯ > 0 which depend only on n, λ,Λ, δ, such that if u ∈ LSC(Ω) satisfies
Lu := aij(x)∂iju+ bi(x)∂iu+ c(x)u ≤ ǫ¯, in B1, in viscosity sense, (22)
u ≥ 1, on Bδ ⊂ B1, (23)
and
u ≥ 0, in B1.
Then
u ≥ µ¯(1− |x|), on B1.
Lemma 1.1 then follows by repeated application of this for scaled balls.
Proof of Lemma 1.2. For a large positive constant α to be chosen later, consider the
function
v(x, t) :=
u(x)
cos(αt)
, in B1 × (−β, β), β := π
10α
.
In particular, consider v in the ellipsoid
E1 := {(x, t) | |x|2 + βt2 < 1}.
12
By (23),
v ≥ 1, in Eδ := {(x, t) | |x|2 + βt2 < δ2}.
By (22),
(L+ ∂2t )u ≤ ǫ¯, in E1, in viscosity sense.
A computation gives
(L+ ∂2t )u = cos(αt)(Lv + vtt)− 2α sin(αt)vt − α2(cos(αt))v.
Hence
L˜v := aijvij + bivi + vtt − 2α tan(αt)vt − (α2 − c)v ≤ ǫ¯
cos(αt)
≤ 2ǫ¯.
We now fix the value of α to be
√
Λ. Then,
(α2 − c) ≥ 0, in E1. (24)
In E1 \ Eδ, consider the comparison function
h(x, t) :=
E − e−k
D
, E := e−k(|x|
2+βt2), D := e−kδ
2 − e−k.
Then
hi = −2kxiE
D
, ht = −2kβtE
D
,
hij = (4k
2xixj − 2kδij)E
D
, htt = (4k
2β2t2 − 2kβ)E
D
.
Hence, for any constant a ≥ 0,
L˜(h− a) = E
D
{
aij(4k
2xixj − 2kδij)− bi(2kxi) + (4k2β2t2 − 2kβ)
+2α tan(αt)(2kβt)− (α2 − c)
}
+ (α2 − c)e
−k
D
+ a(α2 − c).
Now move h down, and then up to position h−a, a ≥ 0, so that its graph first touches
that of v from below, at some point (x¯, t¯). We claim that a = 0, so that u ≥ h and we
would have the desired conclusion. To see this, suppose a > 0, then (x¯, t¯) ∈ E1 \ Eδ.
Thus, in view of (24), we have at (x¯, t¯) that
2ǫ¯ ≥ L˜v ≥ L˜(h− a) ≥ E
D
{
aij(4k
2xixj − 2kδij)− bi(2kxi)
+(4k2β2t2 − 2kβ) + 2α tan(αt)(2kβt)− (α2 − c)
}
.
13
It follows that for some constants k¯, c0 > 0, depending only on n, λ,Λ and δ,
2ǫ¯ ≥ c0k¯2E
D
.
Then at (x¯, t¯) we have
2ǫ¯(e−k¯δ − e−k¯)ek¯(|x|2+βt2) ≥ c0k¯2.
This shows that if ǫ¯ is small then this is impossible.
✷
The following example shows that the smallness of ǫ¯ in Lemma 1.2 indeed depends on
δ.
In B1 ⊂ R2, consider, for 0 < δ < 1/4, the function
w(x) =
{ − log(|x|+ δ)(1− δ − |x|)2, for 0 ≤ |x| ≤ 1− δ,
0, for 1− δ ≤ |x| ≤ 1.
It is easy to check that w ∈ C2(B1), and
∆w ≤ C, for some constant independent of δ.
Now
w(|x|) ≥ − log(2δ)(1− 2δ)2, |x| ≤ δ.
Hence
u := w/[− log(2δ)(1− 2δ)2]
satisfies
u ≥ 0 in B1, u ≥ 1 in Bδ,
and, for some positive constant C ′ independent of δ,
Lu ≤ C
′
| log δ| .
But u(x) = 0 for 1 − δ ≤ |x| ≤ 1. Thus in the lemma, it is necessary that ǫ¯ < C ′′/| log δ|
for some C ′′ smaller than C ′.
We will also use
Lemma 1.3 Let (aij(x)), bi(x) and c(x) satisfy (13) for some positive constants λ and Λ,
u ∈ LSC(Ω) satisfy (15), and let ω be a non-negative non-decreasing continuous function
14
on (0, 2d), d := diam(Ω)). Assume that u satisfies, for some x¯, y¯ ∈ Ω, x¯ 6= y¯, and p, q in
R
n, that
u(y) ≥ u(x¯) + p · (y − x¯)− |y − x¯|ω(|y − x¯|), y ∈ Ω,
and
u(z) ≥ u(x¯) + p · (y¯ − x¯)− |y¯ − x¯|ω(|y¯ − x¯|) + q · (z − y¯)− |z − y¯|ω(|z − y¯|), ∀ z ∈ Ω.
Then, for some positive constants C1 and C2 depending only on n, λ, Λ, C,
|p− q| ≤ C1ω(2|x¯− y¯|) + C2C|x¯− y¯|,
where C is the constant in (15).
Proof of Lemma 1.3. Working with u˜(z) = u(z + x¯)− [u(x¯) + p · z] instead of u(z), we
may assume without loss of generality that x¯ = 0, u(0) = 0, p = 0, y¯ 6= 0, q 6= 0:
u(z) ≥ −|z|ω(|z|), z ∈ Ω, (25)
u(z) ≥ −|y¯|ω(|y¯|) + q · (z − y¯)− |z − y¯|ω(|z − y¯|), ∀ z ∈ Ω. (26)
By (25),
u(z) ≥ −2|y¯|ω(2|y¯|), ∀ 0 < |z| ≤ 2|y¯|.
For |z − y¯| ≤ 1
2
|y¯|, we deduce from (26) that
u(z) ≥ −|y¯|ω(|y¯|) + q · (z − y¯)− 1
2
|y¯|ω(1
2
|y¯|) ≥ −2|y¯|ω(2|y¯|) + q · (z − y¯).
It follows that
u(z) ≥ −2|y¯|ω(2|y¯|) + 1
4
|q||y¯|, ∀ z ∈ (B2|y¯|(0) \B|y¯|/2(y¯)) ∩ U, (27)
where
U := {z ∈ Rn | q · (z − y¯) ≥ 1
2
|q||z − y¯|}.
We may assume that
|q| ≥ 32ω(2|y¯|),
since otherwise there is nothing to prove. So we deduce from (27) that
u(z) ≥ 1
8
|q||y¯| ≥ 4|y¯|ω(2|y¯|), ∀ z ∈ (B2|y¯|(0) \B|y¯|/2(y¯)) ∩ U,
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Let
u˜(x) := u(|y¯|x)/(|q||y¯|), x ∈ B2.
Then we have
u˜(0) = 0,
u˜ ≥ −2ω(2|y¯|)/|q|, in B2,
u˜ ≥ 1
8
, (B2 \B1/2(e)) ∩ U˜ ,
and
a˜ij∂ij u˜+ |y¯|b˜i∂iu˜+ |y¯|2c˜u˜ ≤ C|y¯|/|q|, in B2,
where e = y¯/|y¯|,
U˜ := {x ∈ Rn | q · (x− e) ≥ 1
2
|q||x− e|},
and
a˜ij(x) = aij(|y¯|x), b˜i(x) = bi(|y¯|x), c˜(x) = c(|y¯|x).
Applying Lemma 1.2 to u(x) = 8[u˜(2x) + 2ω(2|y¯|)/|q|], we have, for some ǫ¯ > 0, de-
pending only on n, λ,Λ,
ω(2|y¯|)
|q| > ǫ¯, or
C|y¯|
|q| > ǫ¯.
The desired estimate follows. Lemma 1.3 is established.
✷
Proof of Proposition 1.1. Given Lemma 1.3, the proof is the same as that of lemma
3.1 in [3] — using this lemma instead of lemma A there.
✷
The proof of Theorem 1.2 is completed.
1.4 A supersolution outside a closed submanifold
Theorem 1.3 For n ≥ 1, let F ∈ C0(Ω × R × Rn × Sn×n) satisfy (14), and let Ω ⊂ Rn
be a domain, E ⊂ Ω be a smooth closed submanifold of dimension k, 0 ≤ k ≤ n− 1, and
let f ∈ USC(Ω). Assume that u ∈ LSC(Ω) is lowerconical in E, and satisfies
F (x, u,∇u,∇2u) ≤ f(x) in Ω \ E, in the viscosity sense. (28)
Then
F (x, u,∇u,∇2u) ≤ f(x) in Ω, in the viscosity sense.
16
Theorem 1.4 For n ≥ 2, let F ∈ C0(Ω × R × Rn × Sn×n) satisfy (14), and let Ω ⊂ Rn
be a domain, E ⊂ Ω be a smooth closed submanifold of dimension k, 0 ≤ k ≤ n− 2, and
let f ∈ USC(Ω). Assume that u ∈ LSC(Ω \ E) satisfies
inf
Ω\E
u > −∞, (29)
and
λ1(∇2u) + · · ·+ λk+2(∇2u) ≤ 0, in Ω \ E, in the viscosity sense, (30)
Then, after extending u to E by letting
u(x) := lim inf
y∈Ω\E, y→x
u(y),
u is in LSC(Ω), and is lowerconical in E.
A corollary of the above two theorems is
Corollary 1.1 For n ≥ 2, let F ∈ C0(Ω × R× Rn × Sn×n) satisfy (14), and let Ω ⊂ Rn
be a domain, E ⊂ Ω be a smooth closed submanifold of dimension k, 0 ≤ k ≤ n− 2, and
let f ∈ USC(Ω). Assume that u ∈ LSC(Ω \ E) satisfies (29), (30) and
F (x, u,∇u,∇2u) ≤ f(x) in Ω \ E, in the viscosity sense.
Then
F (x, u,∇u,∇2u) ≤ f(x) in Ω, in the viscosity sense.
Remark 1.3 In the above theorem, condition (30) is only needed to be satisfied, for some
r¯ > 0, in Er¯ \E, Er¯ = {x | dist(x, E) < r¯}, since we can apply the theorem with Ω = Er¯.
Our proof of Theorem 1.4 makes use of the following maximum principle for functions
satisfying (30).
Proposition 1.2 For n ≥ 2, −1 ≤ k ≤ n − 2, let E be a smooth closed k−dimensional
manifold in Rn and Ω ⊂ Rn be a domain. Assume that u ∈ LSC(Ω \E) satisfies (30) and
inf
Ω\E
u > −∞.
Then
u ≥ inf
∂Ω\E
u, on Ω \ E.
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Note that in the above, when k = −1, E is understood as ∅, the empty set; while for
k = 0, E consists of finitely many points.
Remark 1.4 The above proposition was proved in [3] under a stronger assumption that
u ∈ C2(Ω \ E) ∩ C0(Ω \ E). The proof applies with minor modification.
Proof of Theorem 1.3. Let ϕ ∈ C2(Ω) satisfy
ϕ ≤ u, in Ω, and ϕ(x¯) = u(x¯), for some x¯ ∈ Ω.
We only need to prove (17). If x¯ ∈ Ω\E, this follows from (28). We may assume, without
loss of generality, that x¯ = 0 ∈ E.
For any fixed δ > 0, let
ϕ(δ)(x) := ϕ(x)− δ
2
|x|2.
Consider, for 0 < ǫ < 1,
ϕǫ(x) := ϕ
(δ) + ǫd(x),
where d(x) := dist(x, E) denotes the distance function from x to E. Since u is lowerconical
on E, we have, for small ǫ > 0, that
λ(ǫ) := − inf
Ω\E
(u− ϕǫ) > 0.
Since ϕǫ = ϕ
(δ) on E, and u− ϕ(δ) > 0 on Ω \ {x¯}, we have, for small ǫ > 0,
u− ϕǫ > 0 on ∂Ω, lim inf
x∈Ω\E,d(x)→0
(u− ϕǫ)(x) ≥ 0.
Therefore, there exists xǫ ∈ Ω \ E such that
u− ϕ˜ǫ ≥ 0 in Ω \ E, (u− ϕ˜ǫ)(xǫ) = 0,
where
ϕ˜ǫ(x) := ϕǫ(x)− λ(ǫ) = ϕ(δ)(x) + ǫd(x)− λ(ǫ).
Using the positivity of u− ϕ(δ) in Ω \ {0}, we obtain from the above that
λ(ǫ) = −(u− ϕǫ)(xǫ) = ϕ(δ)(xǫ)− u(xǫ) + ǫd(xǫ) ≤ ǫd(xǫ),
and
lim
ǫ→0
d(xǫ) = lim
ǫ→0
|xǫ| = 0.
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By (28),
F (xǫ, ϕ˜ǫ(xǫ),∇ϕ˜ǫ(xǫ),∇2ϕ˜ǫ(xǫ)) ≤ f(xǫ).
We know from the above that, as ǫ→ 0,
xǫ → 0, ϕ˜ǫ(xǫ)→ ϕ˜ǫ(0) = ϕ(0), ∇ϕ˜ǫ(0)→∇ϕ(0).
For
∇2ϕ˜ǫ(xǫ) = ∇2ϕ(δ)(xǫ) + ǫ∇2d(xǫ),
we use lemma 7.1 in [3] to obtain that d(x) is pseudoconvex near E, i.e.
∇2d(xǫ) ≥ O(1), as ǫ→ 0
— this is probably a known result. Thus, using (14), we have
f(0) ≥ lim
ǫ→0
f(xǫ) ≥ lim
ǫ→0
F (xǫ, ϕ˜ǫ(xǫ),∇ϕ˜ǫ(xǫ),∇2ϕ˜ǫ(xǫ))
≥ lim
ǫ→0
F (xǫ, ϕ˜ǫ(xǫ),∇ϕ˜ǫ(xǫ),∇2ϕ(δ)(xǫ) +O(ǫ))
= F (0, ϕ(0),∇ϕ(0),∇2ϕ(0) + δI).
Sending δ to 0 in the above leads to the desired inequality (17). Theorem 1.3 is established.
✷
Now we give the
1.5 Proof of Theorem 1.4
It is clear that the extension u is in LSC(Ω). We will prove that u is lowerconical in E.
Fix any x¯ ∈ E and any η ∈ C∞(Ω), we will show that (4) holds for every ǫ > 0. We
prove this by contradiction. Suppose not, then for some ǫ¯ > 0,(
(u+ η)(x)− (u+ η)(x¯)− ǫ¯dist(x, E)
)
≥ 0, ∀x ∈ Ω. (31)
We may assume x¯ = 0 ∈ E, and the tangent space of E at 0 is spanned by en−k+1, · · · , en,
where e1 = (1, 0, · · · , 0), · · · , en = (0, · · · , 0, 1) are the standard basis of Rn. We write
x = (x′, x′′), where x′ = (x1, · · · , xn−k) and x′′ = (xn−k+1, · · · , xn).
For x close to 0, we have, for some constant C,
3
4
|x′| − C|x′′|2 ≤ |x′| − C|x|2 ≤ d(x) ≡ dist(x, E) ≤ |x′|+ C|x| ≤ 5
4
|x′|+ C|x′′|2. (32)
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The above fact follows easily from (70) in [3].
It follows from (31) and (32) that for some r¯, C > 0,
u(x) ≥ u(0) + η(0)− η(x) + ǫ¯dist(x, E) = u(0)−∇η(0) · x+O(|x|2) + ǫ¯dist(x, E)
≥ u(0)−∇η(0) · x+ ǫ¯
2
|x′| − C|x′′|2, x ∈ Br¯ \ E.
For 0 < a < min{r¯, ǫ¯/4} which will be chosen later, let
h(x) := u(0)−∇η(0) · x+ ǫ¯
4a
|x′|2 − (C + 1)|x′′|2 + a
2
2
.
On ∂Ba(0) \ E,
u(x) ≥ u(0)−∇η(0) · x+ ǫ¯
2a
|x′|2 − C|x′′|2 = h(x) + ǫ¯
4a
|x′|2 + |x′′|2 − a
2
2
≥ h(x).
By lemma 8.2 in Appendix B of [3] and the assumption (30), there exists some positive
constant a¯ > 0 such that if we further require 0 < a < a¯, we have
k+2∑
i=1
λi(∇2(u− h)) ≤ 0, in Ω \ E, in the viscosity sense. (33)
Indeed, let ϕ ∈ C2(Ω \E) satisfy
ϕ ≤ u− h, in Ω \ E, and ϕ(x¯) = (u− h)(x¯), for some x¯ ∈ Ω.
Then, by (30),
k+2∑
i=1
λi(∇2h(x¯) +∇2ϕ(x¯)) ≤ 0.
Applying the above mentioned lemma in [3], with l = k + 2,
D =
2a
ǫ¯
∇2h(x¯) = diag(1, · · · , 1,−δ1, · · · ,−δk), δ1 = · · · = δk = 4a(C + 1)
ǫ¯
,
M = D +
2a
ǫ¯
∇2ϕ(x¯),
we obtain
k+2∑
i=1
λi(∇2ϕ(x¯)) = ǫ¯
2a
k+2∑
i=1
λi(M −D) ≤
k+2∑
i=1
λi(M) =
2a
ǫ¯
k+2∑
i=1
λi(∇2h(x¯) +∇2ϕ(x¯)) ≤ 0.
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We have proved (33). Thus, in view of proposition 1.2 in [3],
u− h ≥ inf
∂Ba(0)\E
(u− h) ≥ 0,
and therefore
lim inf
x→0,x∈Ω\E
u(x) ≥ h(0) = u(0) + a
2
2
> u(0).
A contradiction. We have therefore proved (4). Theorem 1.4 is established.
✷
2 Maximum principle
In a bounded open set Ω in Rn we consider two functions, u, v; u is in LSC(Ω), and
v ∈ C2(Ω) ∩ C(Ω). The function u is assumed to satisfy, in Ω,
F (x, u,∇u,∇2u) ≤ F (x, v,∇v,∇2v) in viscosity sense. (34)
Here F (x, s, p,M) is continuous and its derivatives in (s, p,M) are continuous. Concerning
ellipticity of F we assume here that F may be degenerate elliptic, but that there is a unit
vector ξ, such that for all values of the arguments of F ,
FMijξiξj > 0.
However we do not assume that this expression is uniformly bounded by some positive
constant.
Theorem 2.1 (maximum principle) Assume
u ≥ v on ∂Ω, inf
Ω
u > −∞. (35)
Then u ≥ v in Ω provided
Fs(x, s, p,M) ≤ 0, ∀ (s, x, p,M). (36)
For a uniformly elliptic operator one knows that even if (36) is not assumed, the
conclusion u ≥ v holds if the volume of Ω is small. However if there is no uniform
ellipticity this needs not hold. Here is an
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Example 2.1 Let Ω = BR, a = R
−2, and let
F (x, u,∇u,∇2u) := −e−∆u + 1 + u− 1
2
x · ∇u.
Then
u(x) := −1 + a|x|2, and v(x) ≡ 0
satisfy
F (x, u,∇u,∇2u) ≤ 0 = F (x, v,∇v,∇2v), in BR,
and
u = v on ∂BR.
But
u < v in BR.
Note that R may be arbitrarily small.
Before proving Theorem 2.1 it is convenient to subtract u, and to consider F (x, s, p,M)−
F (x, v(x),∇v(x),∇2v(x)) in place of F . Then for the new u and F we have
F (x, u,∇u,∇2u) ≤ 0 = F (x, 0, 0, 0) in viscosity sense, (37)
and
u ≥ 0 on ∂Ω. (38)
From now on we assume u satisfies (37) and (38). Condition (36) continues to hold.
Proof of Theorem 2.1. We may suppose that FM11 > 0. We argue by contradiction.
Assume there is a point, which we take as origin, where u assumes its minimum value
−k, k > 0.
Suppose
min
Ω
x1 = −R.
We use the comparison function
h(x) := −k + ke−λ(x1+R) − e−λR
with λ > 0 to be chosen large. We have
h(0) = −k, h < 0 on ∂Ω.
Move h down, i.e. subtract a constant from h so that it lies below u, then move it up,
to value
h− c0, c0 ≥ 0
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so that its graph first touches that of u at some point x¯. Since h < 0 on ∂Ω, x¯ ∈ Ω. We
have
hi = −kλδi1e−λ(x1+R), hij = kλ2δi1δj1e−λ(x1+R).
Because of (37),
F (x¯, h(x¯),∇h(x¯),∇2(x¯)) ≤ 0.
Here all the arguments are bounded in absolute value by some constant independent of λ
and if we use the theorem of the mean, and the fact that F (x, 0, 0, 0) = 0. we see that
0 ≥ aijhij + bihi + ch =: I (39)
with (aij) uniformly positive definite, and all coefficients bounded in absolute value. In
addition, by (36),
c ≤ 0. (40)
Computing, we find
I = kλ2a11e
−λ(x1+R) − kλb1e−λ(x1+R) + c(h− c0)
≥ ke−λ(x1+R)[a11λ2 − λb1 + c];
where we have used (40). But since a11 > 0, for large λ this is positive, contradicts (39).
✷
3 Strong maximum principle and Hopf Lemma for
viscosity solutions
We take up first the strong maximum principle. Here
u ≥ v
are functions defined in Ω, an open and connected subset of Rn, u is in LSC(Ω) while v
is in C2(Ω). The function u satisfies
F (x, u,∇u,∇2u) ≤ F (x, v,∇v,∇2v) in viscosity sense.
The nonlinear operator F (x, s, p,M) is continuous and of class C1 in (s, p,M) for all
values of the arguments. F is assumed to be elliptic, i.e.
(
∂F
∂Mij
) is positive definite,
for all values of the arguments. However F is not assumed to be uniformly elliptic, nor
are |Fs|, Fpi | uniformly bounded.
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Theorem 3.1 (Strong maximum principle) Let u and v be as above. Suppose u = v at
some point in Ω. Then
u ≡ v.
Before giving the proof, it is convenient to change u and F . Namely, if we subtract v
from u and F (x, v(x),∇v(x),∇2v(x)) from F , we may then assume that
u ≥ 0
and
F (x, u,∇u,∇2u) ≤ 0 = F (x, 0, 0, 0) in viscosity sense. (41)
From now on we assume that u satisfies (41).
Proof of Theorem 3.1. We argue by contradiction. Suppose the conclusion is false.
Since u is LSC, and nonnegative, the set where u = 0 is closed. Then there is an open
ball B of radius R, with B ⊂ Ω, with u > 0 in B except that u(xˆ) = 0 at some point xˆ
on ∂B; we may suppose the center is the origin.
As in the classical proof of the strong maximum principle we make use of a comparison
function
h(x) = E(x)− e−αR2 , E(x) := e−α|x|2, α > 0 to be chosen large. (42)
Then
hi = −2αxiE, hij = (4α2xixj − 2αδij)E.
Let A be an open ball, with A ⊂ Ω, having xˆ as center , of radius δ = δ(α) < R/2
satisfying
δα1/2 <
π
10
. (43)
Clearly
−1 ≤ h ≤ 1, |∇h|+ |∇2h| ≤ C, in A, (44)
where C is some constant independent of α.
Now, in the ball A we change u and F to u˜ and F˜ to ensure that
F˜u˜ < 0
for values of the arguments bounded, say, by 1: We set
u = u˜ξ, ξ :=
1
α
cos((x1 − xˆ1)α1/2) (45)
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By (43),
cos((x1 − xˆ1)α1/2) > 1
2
in A.
Then set
F˜ (x, u˜,∇u˜,∇2u˜) := F (x, u˜ξ,∇(u˜ξ),∇2(u˜ξ)),
so that u˜ satisfies
F˜ (x, u˜,∇u˜,∇2u˜) ≤ 0 in viscosity sense. (46)
For some ǫ¯ = ǫ¯(α) > 0, we have
u˜ ≥ ǫh, on ∂A, ∀ 0 < ǫ < ǫ¯.
Now move ǫh down, i.e. subtract a constant from it so that it lies below u˜ in A. Then
move it up, it becomes
ǫh− c0, 0 ≤ c0 = c0(ǫ, α) ≤ ǫ,
so that its graph first touches that of u˜ at some point x¯. Then, because of (46), we have
F (x¯, (ǫh− c0)ξ,∇((ǫh− c0)ξ)(x¯),∇2((ǫh− c0)ξ)(x¯)) ≤ 0.
Because of (44), we can fix some constant ǫ ∈ (0, ǫ¯(α)) such that
max{|(ǫh− c0)(x¯)|, |∇(ǫh− c0)(x¯)|, |∇2(ǫh− c0)(x¯)|} ≤ 1.
Thus, at (x¯, (ǫh−c0)(x¯),∇(ǫh−c0)(x¯),∇2(ǫh−c0)(x¯)), FMij is uniformly positive definite
and |Fpi|, |Fs| are bounded independent of α. By the theorem of the mean we find that
at x¯,
FMij(ǫh− c0)ij + [2FMijξjξ−1 + Fpi ](ǫh− c0)i + c(ǫh− c0) ≤ 0. (47)
Claim. c < 0.
Proof. Here
cξ = FMijξij + Fpiξi + Fsξ,
where the arguments in F and its derivatives are all bounded, independent of α. Also
FMij is uniformly positive definite and |Fpi|, |Fs| are bounded independent of α. Hence,
for large α,
cξ = −FM11 cos[(x1 − xˆ1)α1/2] +O(α−1/2) < 0.
Since c < 0 we see that
c(ǫh− c0) = cǫE − c(ǫe−αk2 + c0) > cǫE.
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Inserting this in (47) we infer that
FMijhij + [2FMijξjξ
−1 + Fpi ]hi + cE < 0,
i.e.
FMij (4α
2xixj − 2αδij)E + [2FMi1ξ1ξ−1 + Fpi](−2αxiE) + cE < 0.
Since |x| is bounded away from zero in A, we see from the above that for some positive
constant c1, c2 independent of α,
(c1α
2 − c2α− c2α3/2 − c2α− c2)E < 0.
But this is impossible for α large.
✷
Next
Theorem 3.2 (Hopf Lemma) Let u and v be as above, with u > v in Ω, and suppose
u(xˆ) = v(xˆ)
at a boundary point xˆ near which ∂Ω is C2. Then, if ν is the unit interior normal to ∂Ω
at xˆ,
lim inf
s→0+
(u− v)(xˆ+ sν)
s
> 0.
Proof. As before, by considering u− v in place of u, etc. we may suppose
u > 0 in Ω, u(xˆ) = 0,
F (x, u,∇u,∇2u) ≤ 0 in viscosity sense in Ω.
Let B be a ball of radius R, in Ω with xˆ on its boundary. We take the origin as center
of B. We use the same comparison function h as in (42). As in the proof of Theorem 3.1,
let A be an open ball with center at xˆ, with radius δ(α) < R/2 satisfying (43). We work
in the region
D = B ∩ A.
In B we introduce as before the function u˜ defined as in (45), and F˜ .
Again, for small ǫ > 0 we have
u˜ > ǫh on ∂D. (48)
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Now, argue as in the proof of Theorem 3.1. Move ǫh down and then up so that it becomes
ǫh− c0, 0 ≤ c0 = c0(ǫ, α) ≤ ǫ,
and so that its graph first touches that of u˜ from below at some point x¯.
Claim. c0 = 0.
If that is the case, then u˜ ≥ ǫh in D and the desired conclusion,
lim inf
s→0+
u(xˆ+ sν)
s
> 0,
follows.
Proof of Claim. Suppose not, suppose c0 > 0. Because of (48), x¯ is in D. Then arguing
exactly as in the proof of Theorem 3.1 we are led to a contradiction.
✷
At the end of this section we point out that Theorem 2.1 can be deduced from Theorem
3.1 as follows.
Theorem 2.1 as a consequence of Theorem 3.1. Suppose the contrary, then
inf
Ω
(u− v) < 0. (49)
Move v down so that its graph lies below that of u, then move it up to value
v − c0, c0 ≥ 0,
so that its graph first touches that of u at some point x¯ ∈ Ω. Namely,
u ≥ v − c0 in Ω, u(x¯) = v(x¯)− c0.
By (35) and (49), c0 > 0 and x¯ ∈ Ω. By (36), we have
F (x, v,∇v,∇2v) ≤ F (x, v − c0,∇(v − c0),∇2(v − c0)).
Thus, in view of (34),
F (x, u,∇u,∇2u) ≤ F (x, v − c0,∇(v − c0),∇2(v − c0)) in Ω, in viscosity sense.
Applying Theorem 3.1 to u and v−c0, we infer that u = v−c0 in the connected component
of Ω containing x¯. This violates u ≥ v on ∂Ω.
✷
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4 Strong maximum principle and Hopf Lemma for
viscosity solution of nonlinear parabolic equation
In this section we extend the strong maximum principle, Theorem 3.1, to nonlinear
parabolic operators.
In the closure Ω of a domain Ω in Rn+1, (x, t) space, x ∈ Rn, t ∈ R, we consider two
functions
u ≥ v,
u is lower semicontinuous (LSC) while v ∈ C2; u satisfies, in the viscosity sense, in Ω,
F (x, t, u,∇u,∇2u)− ut ≤ F (x, t, v,∇v,∇2v)− vt. (50)
Here ∇ and ∇2 represent first and second derivatives with respect to the x−variables.
F (x, t, s, p,M) is as in section 3: F is continuous and of class C1 in (s, p,M) for all values
of the arguments. F is assumed to be elliptic, i.e.
(
∂F
∂Mij
) is positive definite,
for all values of the arguments. However F is not assumed to be uniformly elliptic, nor
are |Fs|, |Fpi| uniformly bounded.
Setup. We assume that Ω lies in {t < T} for some T and that ∂Ω includes a relatively
open subset Σ on the hypersurface {t = T}.
For every point P = (x0, t0) ∈ Ω∪Σ, we denote by CP the arcwise connected compo-
nent, containing P , of points (x, t0), in Ω ∪ Σ. We emphasize that CP ⊂ {t = t0}.
We also denote by SP the set of points in Ω which may be connected to P by a
continuous curve on which the t−coordinate is nondecreasing.
We require also that
(50) holds not only on Ω, but also at points of Σ. (51)
Remark 4.1 This makes sense. It would not make sense if we require (50) to hold at
point (x¯, t¯) on a lower boundary point of Ω, i.e. when Ω lies in {t > t¯}.
The main result of this section, the parabolic strong maximum principle, is
Theorem 4.1 Let Ω, and u ≥ v be as above. If u(P ) = v(P ) at a point on Σ then
u ≡ v in CP ∪ SP .
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Before starting the proof it is convenient, as in the elliptic case, to change u and F .
If we subtract v from u, and F (x, t, v,∇v,∇2v) from F then we may suppose
u ≥ 0 ≡ v, in Ω ∪ Σ, (52)
F (x, t, u,∇u,∇2u)− ut ≤ 0 = F (x, t, 0, 0, 0), in Ω ∪ Σ, in the viscosity sense. (53)
From now on we assume u satisfies (52) and (53).
The proof follows that of the parabolic strong maximum principle in Nirenberg [4],
with modifications for viscosity supersolution, It makes use of several lemmas.
Lemma 4.1 Consider u satisfying (52) and (53); suppose also u > 0 in a ball, B, with
B ⊂ Ω,
u = 0 at a point P on ∂B.
Then necessarily, the vector (0, · · · , 0, 1) is normal to ∂B at P .
We postpone the proof; first make some corollaries:
Corollary 4.1 If u > 0 in a subdomain G of Ω, with G ⊂ Ω and u(P ) = 0 at a point P
on ∂G where ∂G is smooth, then (0, · · · , 0, 1) is normal to ∂G at P .
This follows from Lemma 4.1 by just taking a ball B in G with P on its boundary.
Corollary 4.2 Let u satisfy (52) and (53). If u(P ) = 0 for some point P ∈ Ω then
u ≡ 0 on CP .
Proof. Suppose not, suppose u(Q) > 0 for some Q ∈ CP . Join Q to P by a continuous
curve on CP . As we traverse the curve from Q to P , let P¯ be the first point where u = 0;
it maybe P . Let Q¯ be a point on the curve so close to P¯ that B8|Q¯−P¯ |(Q¯) ⊂ Ω.
Since u is LSC there is a small vertical segment, i.e. parallel to t−axis, of length 2ǫ,
0 < ǫ < |Q¯− P¯ |, with center at Q¯, where u > 0. If Q¯ = (x¯, t¯), the closed ellipsoid
Ea := {(x, t) | (t− t¯)2 + a−2|x− x¯|2 ≤ ǫ2}
lies in Ω, provided 0 < aǫ < |Q¯− P¯ |.
For small a > 0, u > 0 in Ea. Now increase a, as we do so, u remains positive in Ea.
This follows from Corollary 4.1. Finally, u > 0 in Ea for a = a¯ := |Q¯− P¯ |/ǫ. But P¯ lies
on the boundary of Ea¯. Contradiction.
✷
We will also use
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Lemma 4.2 Let u satisfy (52) and(53). Suppose u > 0 in open half ball D in t < T0 ≤ T
centered at (x¯, T0). Then u > 0 also on the relatively open part of the flat boundary of D,
where t = T0.
Before proving the lemmas we first show how they give the
Proof of Theorem 4.1. Suppose it does not hold, i.e. there is some point Q in CP ∪SP
where u(Q) > 0. Without loss of generality, since u is LSC, we may suppose that Q is in
SP . Join Q to P by a continuous curve Γ on which t is nondecreasing. As we traverse
the curve from Q, let P0 = (x0, t0) be the first point where u = 0 (it may be P ). Let D
be an open half ball with center at P0 whose closure lies in (Σ ∪ Ω) ∩ {t ≤ t0}. Near the
end of Γ it lies in D. By Corollary 4.2, u > 0 in D. Then, by Lemma 4.2, u(P0) > 0.
Contradiction. Theorem 4.1 is proved.
✷
We now prove the lemmas. First
Proof of Lemma 4.2. Suppose the conclusion is false, we suppose u(P ) = 0 at a point
P = (x0, t0) on the relatively open part of the flat boundary of D. We may take x0 to be
the origin. In addition, for convenience, we take T0 = 0. So P = {0}.
Near the origin we introduce the comparison function
h = −αt− |x|2, 0 < α to be chosen large.
In the cutoff region
Dα := {(x, t) | − α−2 < t < 0, αt+ |x|2 < 0},
we have
|x| < 1√
α
, 0 < h <
1
α
, ht = −α, hi = −2xi, hij = −2δij . (54)
Since u > 0 on the boundary of Dα where also t = −α−2, u > ǫh there for small ǫ > 0
(the smallness of ǫ may depend on α). Thus, on ∂Dα, u ≥ ǫh, with equality only at {0}.
Now, move h down, i.e., subtract a positive constant from h, so that it lies below u˜ in
Dδ. Then move it up to ǫh− c0, 0 ≤ c0 ≤ ǫ/α, so that its graph first touches that of u at
some point (x¯, t¯) ∈ Dα ∪ {0}.
Since u satisfies (51), at (x¯, t¯),
F (x, t, ǫh− c0, ǫ∇h, ǫ∇2h)− ǫht ≤ 0.
We will show that this cannot hold for α large. For 0 < ǫ small, the arguments (ǫh −
c0, ǫ∇h, ǫ∇2h) are all bounded in absolute value by 1. Hence, by the ellipticity of F and
the fact that F (x, t, 0, 0, 0) = 0,
0 ≥ −ǫht + ǫaijhij + ǫbihi + c(ǫh− c0) =: J,
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with (aij) uniformly positive definite, and all coefficients bounded in absolute value.
We now compute J . Using (54) and the inequalities
h ≤ 1
α
, 0 ≤ c0 ≤ ǫ/α,
we find for a fixed constant C independent of α that
J
ǫ
≥ α− C − C
α
> 0 for α large.
Contradiction.
✷
Now,
Proof of Lemma 4.1. By taking a smaller ball inside B with P on its boundary, we
may suppose that
u > 0 on B except at P.
As usual we argue by contradiction. Suppose the conclusion is false. We may suppose
that the origin is the center of B, its radius is R, and P = (xˆ, tˆ), xˆ 6= 0. We use the
comparison function
h = E − e−αR2 , E = e−α(|x|2+t2).
We have
ht = −2αtE, hi = −2αxiE, hij = (−2αδij + 4α2xixj)E,
Let A be a small ball centered at P , with radius δ < |xˆ|/2 and A ⊂ Ω. We require
δ = δ(α) to be small, namely we require
δα1/2 <
π
10
,
so that
cos[(x1 − xˆ1)α1/2] > 1
2
in A.
Now, in the ball A we change u and F to u˜ and F˜ , to ensure that
F˜u˜ < 0
for values of the arguments bounded, say, by 1. Namely, we set
u = u˜ξ, ξ =
cos[(x1 − xˆ1)α1/2]
α
.
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Then we set
F˜ (x, t, u˜,∇u˜,∇2u˜) = 1
ξ
F (x, t, u˜ξ,∇(u˜ξ),∇2(u˜ξ)),
so u˜ satisfies
F˜ (x, t, u˜,∇u˜,∇2u˜)− u˜t ≤ 0 in viscosity sense.
For some ǫ¯ = ǫ¯(α) > 0, we have
u˜ ≥ ǫh on ∂A, ∀ 0 < ǫ < ǫ¯.
As we did in the proof of Lemma 4.2, move ǫh down so that it lies below u˜, and then
move it up, so that it becomes
ǫh− c0, 0 ≤ c0 = c0(ǫ, α) ≤ ǫ,
so that its graph first touches that of u˜ at some point (x¯, t¯). Then at (x¯, t¯),
I := F (x¯, t¯, (ǫh− c0)ξ,∇((ǫh− c0)ξ),∇2((ǫh− c0))ξ))− ǫξht ≤ 0.
By the theorem of the mean we find that, at (x¯, t¯),
FMij (ǫh− c0)ij + [2FMijξjξ−1 + Fpi](ǫh− c0)i + c(ǫh− c0)− ǫht ≤ 0,
where
cξ = FMijξij + Fpiξi + Fsξ,
and the arguments in F and its derivatives are all bounded independent of α; also, Fuij
is uniformly positive definite and |Fpi|, |Fs| are bounded.
We claim that c < 0.
For large α,
cξ = −FM11 cos[(x1 − xˆ1)α1/2] +O(α−1/2) < 0, for α large.
Using the fact that c < 0, we argue as in the proof of Theorem 3.1 to obtain
FMij (4α
2xixj − 2αδij)E + [2FMi1ξ1ξ−1 + Fpi ](−2αxiE) + cE − ht < 0.
Since |x| is bounded away from zero in A, we see from the above that for some positive
constant c1, c2 independent of α,
(c1α
2 − c2α− c2α3/2 − c2α− c2 − c2α)E < 0.
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But this is impossible for α large. Contradiction. Lemma 4.1 is proved.
✷
Using similar arguments we now prove a parabolic Hopf Lemma for viscosity superso-
lutions.
Consider Ω and Σ, and u, v as above, with
u > v in Ω ∪ Σ.
We will prove the parabolic Hopf Lemma at a point, which we take to be the origin {0},
on ∂Σ.
Ω \ Σ is called the parabolic boundary, P∂Ω of Ω, and we assume that it is of class
C2 near {0}. For convenience we suppose that ν = (0, · · · , 0, 1, 0) is the inner normal
to ∂Σ (of class C2) at (0, 0), and we denote xn by y. Sometimes we use (x, y, t) with
x = (x1, · · · , xn−1). We assume that the interior normal to P∂Ω at {0} is not (0, · · · , 0, 1).
We now suppose u > v in Ω ∪ Σ and u(0, 0) = v(0, 0), and we assume (51), i.e.
F (x, t, u,∇u,∇2u)− ut ≤ F (x, t, v,∇v,∇2v)− vt in Ω ∪ Σ in viscosity sense.
Theorem 4.2 (Parabolic Hopf Lemma) Under the conditions above,
lim inf
s→0+
(u− v)(sν)
s
> 0. (55)
Remark 4.2 It will be clear from the proof that (55) will also hold for any unit vector
ν = (ν1, · · · , νn+1) at {0} which points into Ω∪Σ and is not tangent to P∂Ω, so, νn+1 ≤ 0.
As before, by considering u− v in place of u, and subtracting F (x, t, v,∇v,∇2v) from
F we may assume v ≡ 0 and
F (x, t, u,∇u,∇2u)− ut ≤ 0 = F (x, t, 0, 0, 0) in Ω ∪ Σ, in viscosity sense.
Proof of Theorem 4.2. By restricting Ω we may assume that near {0}, ∂Σ is given by
y = d|x|2, d > 0,
and that for some constant b > 0, the domain
Ω̂ = {(x, y, t) | t < 0, y > d|x|2 − bt},
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near the origin, lies in Ω. By decreasing d and increasing b we may suppose that for the
resulting Ω̂, which we now call Ω,
u > 0 on P∂Ω except at {0}. (56)
We will take b to be large.
Next we introduce the comparison function
h = y − d|x|2 − bt.
With
A = ball centered at origin with radius δ small,
we consider u and h in the region
G = Ω ∩A.
Since (56) holds we see that for some 0 < ǫ small,
u > ǫh on P∂G.
The desired conclusion (55),
lim inf
s→0+
u(sν)
s
> 0,
will follow if we can show that u ≥ ǫh on G.
To achieve this we argue as before: lower ǫh so that it lies below u in G and then raise
it to
ǫh− c0,
until its graph first touches that of u. We claim this must happen for c0 = 0, which would
prove
u ≥ ǫh.
Suppose not, suppose c0 > 0 and that the point of contact is (x¯, t¯). Clearly (x¯, t¯) is not
on P∂Ω; t¯ might be zero. At (x¯, t¯) we have
F (x, t, h,∇h,∇2h)− ǫht ≤ 0.
All arguments in F are bounded by 1, for ǫ small, so that we may infer, as before, that
0 ≥ aijhij + bihi + ch− ht.
With the operator on the right uniformly elliptic and with coefficients uniformly bounded.
Thus for some C independent of b,
0 ≥ −C + b > 0 for b large.
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Contradiction. Then c0 = 0, i.e.
u ≥ ǫh.
✷
5 A strengthened Hopf Lemma for viscosity solution
of parabolic equations
In this section we extend Lemma 1.1 to parabolic equations. The result is not used in this
paper. On the other hand it is useful when extending Theorem 1.2 to parabolic equations.
We plan to extend Theorem 1.1-1.4 to parabolic equations in a forthcoming paper.
Let Ω ⊂ Rn be a domain with C2 boundary, 0 < T < ∞. Assume that (aij(x, t)),
bi(x, t) and c(x, t) are functions in L
∞(Ω× (0, T ]) satisfying, for some positive constants
λ and Λ,
|aij(x, t)|+ |bi(x, t)|+ |c(x, t)| ≤ Λ, aij(x, t)ξiξj ≥ λ|ξ|2, ∀ x ∈ Ω, 0 < t < T, ξ ∈ Rn.
(57)
We will use the notation
Lu := aij(x, t)∂iju+ bi(x, t)∂iu+ c(x, t)u.
Theorem 5.1 For 0 < T1 < T < ∞ and 0 < δ < 1, let (aij(x, t)), bi(x, t) and c(x, t)
be L∞(Ω × (0, T ]) functions satisfying (57) with Ω = B1 for some positive constants λ
and Λ. There exist some positive constants ǫ, µ > 0 which depend only on n, λ,Λ, δ, T1, T ,
such that if u ∈ LSC(B1 × (0, T ]) satisfies
(L− ∂t)u ≤ ǫ, in B1 × (0, T ], in viscosity sense, (58)
u(x, 0) ≥ 1, for |x| ≤ δ, (59)
u ≥ 0, on P∂(B1 × (0, T ]). (60)
Then
u(x, t) ≥ µ(1− |x|), on B1 × [T1, T ]. (61)
Recall that P∂(B1 × (0, T ]) denotes the parabolic boundary of B1 × (0, T ], i.e.
P∂(B1 × (0, T ]) = (B1 × {0}) ∪ (∂B1 × [0, T ]).
Note. The function u may actually be negative somewhere.
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Theorem 5.2 Let Ω be a domain of Rn with C2 boundary, and let B ⊂ Ω be a ball. For
0 < T1 < T <∞, let (aij(x, t)), bi(x, t) and c(x, t) be L∞(Ω× (0, T ]) functions satisfying
(57) for some positive constants λ and Λ. There exist some positive constants ǫ, µ > 0
which depend only on n, λ,Λ,Ω, the radius of B, T1, T , such that if u ∈ LSC(Ω× (0, T ])
satisfies
(L− ∂t)u ≤ ǫ, in Ω× (0, T ], in viscosity sense,
u(x, 0) ≥ 1 for all x ∈ B,
u ≥ 0 on P∂(Ω× (0, T ]). (62)
Then
u(x, t) ≥ µdist(x, ∂Ω), on Ω× [T1, T ].
Proof of Theorem 5.1. We only need to prove that there exists some constant T
depending only on n, λ,Λ, δ such that the theorem holds under an additional assumption
that T ≤ T . Indeed, for general T , we fix a positive integer m so that T
m
< T , and then
apply the result on [0, T
m
], [ T
m
, 2T
m
], ..., [ (m−1)T
m
, T ] successively. We leave the simple details
to readers.
In the following we will assume that T ≤ T , and we will determine the value of T
later.
We may assume without loss of generality that c(x, t) ≤ 0 for all |x| < 1 and 0 < t < T .
This can be achieved by working with
u˜(x, t) = e−2Λtu(x, t),
since (58) implies
(L˜− ∂t)u˜ := (L− 2Λ− ∂t)u˜ = e−2Λt(L− ∂t)u ≤ ǫ,
and L˜ has c˜ = c− 2Λ ≤ −Λ < 0.
Consider the comparison function
h(x, t) :=
1
D
(E − F ), E = (t + a)−ke−α|x|
2
t+a , F = (T + a)−ke−
α
T+a ,
with
α =
1
λ
,
and
T + a
4a
=
2
δ2
.
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Thus
a := (8δ−2 − 1)−1T. (63)
Next we require that
h(
δ
2
, 0) = 0, (64)
i.e.
k :=
α
(T + a) log(1 + T
a
)
=
α(8− δ2)
8 log(8δ−2)
1
T
. (65)
Clearly,
k(T + a) =
α
log(8δ−2)
< α. (66)
Next we choose D so that
h(0, 0) = 1, (67)
i.e.
D = a−k − F.
Since
h(x, T ) = 0, for |x| = 1,
and, in view of (66),
D∂th(x, t) =
E
(t+ a)2
[α− k(t+ a)] > 0, for |x| = 1, 0 ≤ t ≤ T,
we have
h(x, t) ≤ 0, for |x| = 1, 0 ≤ t ≤ T. (68)
We see from (64), (67) and the expression of h, that
h(x, 0) ≤ h(δ
2
, 0) = 0, for |x| ≥ δ
2
,
and
h(x, 0)) ≤ h(0, 0) = 1, for all x.
Thus, in view of (59) and (60),
h ≤ u on P∂(B1 × (0, T ]). (69)
Claim. There exists constants T > 0, which depends only on n, λ,Λ, δ, such that for all
0 < T < T ,
(L− ∂t)h ≥ ǫ, in B1 × (0, T ], (70)
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where ǫ > 0 is some constant depending only on n, λ,Λ, δ, and T .
Proof of the Claim. We compute
hi = − 2αxi
t + a
E
D
, hij =
(
4α2xixj
(t + a)2
− 2αδij
t + a
)
E
D
,
−ht =
(
k
t + a
− α|x|
2
(t + a)2
)
E
D
.
Thus
J := (t+ a)
D
E
(Lh− ht) = aij4α
2xixj
t+ a
− 2α∑
i
aii − 2αbixi + c(t + a)
−cF
E
(t + a) + k − α|x|
2
t+ a
.
By our choice of α = 1/λ, and also |x| ≤ 1, and c < 0, we have, for some constant C
depending only on n, λ,Λ and δ,
J ≥ k − C(1 + T ) = (8− δ
2)
8λ log(8δ−2)
1
T
− C(1 + T ).
Clearly, there exists some constant T > 0 which depends only on n, λ,Λ, δ, such that for
all 0 < T < T , we have
J ≥ (8− δ
2)
9λ log(8δ−2)
1
T
.
On the other hand
(t + a)
D
E
≤ (T + a)a
−k
E
≤ (T + a)k+1a−ke |x|
2
λ(t+a) ≤ (T + a)k+1a−ke 1λa .
The claim follows immediately from the above.
Let T > 0 be the positive constant in the above claim, and assume that T ∈ (0, T ).
Let ǫ > 0 be the constant in the claim, which depends on T in particular, and let u satisfy
the hypotheses of Theorem 5.1 with this ǫ. We will show that
u ≥ h in B1 × (0, T ]. (71)
This implies
u(x, T ) ≥ µ(1− |x|), ∀ x ∈ B1,
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where µ > 0 is some constant depending only on n, λ,Λ, δ and T .
Since the positive constants ǫ and µ can clearly be chosen to depend on T monotoni-
cally, the above implies (61).
Now we prove (71): Lower the graph of h to be below that of u, in B1 × [0, T ], and
then move it up to a position
h− c0,
so that its graph touches that of u from below at some point (x¯, t¯). It suffices to prove
that c0 ≤ 0. Suppose not, c0 > 0. Then,
|x¯| < 1, 0 < t¯ ≤ T.
Since Lu− ut ≤ ǫ in viscosity sense, we have, at (x¯, t¯),
L(h− c0)− ht ≤ ǫ.
It follows, since c < 0,
(L− ∂t)h(x¯, t¯) ≤ ǫ+ cc0 < ǫ.
This contradicts (70). We have proved (71). Theorem 5.1 is established.
✷
Proof of Theorem 5.2. As usual, we always assume, without loss of generality, that
c(x, t) ≤ 0 on (0, T ].
If the assumption (62) is replaced by
u ≥ 0 in Ω× (0, T ],
then the conclusion can be deduced from Theorem 5.1 by using arguments similar to that
used in the proof of Lemma 1.1.
Since
(L− ∂t)(u+ ǫt) = 0, in Ω× (0, T ],
and
u+ ǫt ≥ u ≥ 0, on P∂(Ω× (0, T ]),
we have
u+ ǫt ≥ 0, Ω× (0, T ].
Thus, as mentioned above, the conclusion of Theorem 5.2 holds for u + ǫt. Namely,
for some positive constant µ¯ depending only on n, λ,Λ,Ω, the raduls of B, T1, T , but
independent of ǫ, such that
u+ ǫt ≥ µ¯ dist(x, ∂Ω), on Ω× [T1/2, T ]. (72)
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Let d(x) = dist(x, ∂Ω) denote the distance of x to ∂Ω, and we work in Ω \ Ωδ, where
Ωδ := {x ∈ Ω | dist(x) > δ}
for small δ. The value of δ, depending only on Ω, will be fixed below.
For 0 < ǫ ≤ µ¯δ
2T
, we see from (72) that
u ≥ µ¯δ − ǫT ≥ µ¯δ
2
, on ∂Ωδ × [T1/2, T ], (73)
and
u ≥ −ǫT1/2 + µ¯d(x), on (Ω \ Ωδ)× {T1/2}. (74)
Fix a function ρ ∈ C∞([T1/2,∞)) satisfying ρ(t) = 0, t ≥ T1; −T1/2 ≤ ρ(t) ≤
0, T1/2 ≤ t ≤ T1; ρ(T1/2) = −T1/2; −2 ≤ ρ′(t) ≤ 0, t ≥ 0. We use comparison
h(x, t) :=
µ¯
4
(
d(x) +
d(x)2
2δ
)
+ ǫρ(t).
A computation shows (see e.g. lemma 7.1 in [3]) that for some small positive numbers
δ and a, depending only on Ω, we have
L
(
d(x) +
d(x)2
2δ
)
≥ aλ
δ
, in (Ω \ Ωδ).
Thus, after further requiring that ǫ < aλµ¯
12δ
, we have
(L− ∂t)h ≥ aλµ¯
4δ
− 2ǫ ≥ ǫ, in (Ω \ Ωδ)× (0, T ].
Now we have
(L− ∂t)u ≤ (L− ∂t)h, in (Ω \ Ωδ)× [T1/2, T ]
and
u ≥ h, on P∂(Ω \ Ωδ)× [T1/2, T ]),
it follows that
u ≥ h, in(Ω \ Ωδ)× [T1/2, T ]).
In particular
u ≥ h = µ¯
2
(
d(x) +
d(x)2
2δ
)
, in(Ω \ Ωδ)× [T1, T ]).
Theorem 5.2 is established.
✷
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