INTRODUCTION.
This paper concerns the implementation of the QR factorization by Givens and Householder transformations on vector computers . Following the analysis of Dongarra, et al. [1984] for Gaussian elimination, various ijk forms for both Givens and Householder transformations are investigated. Conclusions concerning which of these forms have desirable or undesirable properties for vector computers are presented.
These ijk forms utilize only rows or columns as the basic entities of computation. Data flow organizations such as given by Bojanczyk, et al. [1984] or the various annihilation patterns for Givens method such as those considered by Modi and Clarke [1984] are not considered. Furthermore, the pipelined Givens and the windowed Householder schemes developed for parallel machines by Dongarra, Sameh, and Sorensen [1986] are not discussed. We report on experiments run on a CRAY-1 and conclude from these experiments together with our analysis which of the ijk forms are most promising on this machine. This work complements the results of Dongarra, Kaufman, and Hammarling [1986] .
THE ijk FORMS OF HOUSEHOLDER REDUCTION.
For an n × n matrix A , the Householder reduction to triangular form proceeds by multiplications by elementary reflectors of the form P = I − ww T where w T w = 2.
The first stage produces zeros in the first column of PA below the main diagonal and is effected by taking
where σ = sign(a 11 ) µ 2 = (sa 11 + s 2 )
The new (1, 1) element is s and the major work in the computation is the update of the remaining n − 1 columns of A . Note that in the above description and the following codes, we have not scaled the first column in order to guard against overflow or underflow (see, e.g., Stewart [1973] ). This can easily be added.
There are two common ways of obtaining the update (e.g., see Golub and Van Loan [1983] ). The first is the inner product form
where A * j is the j th column of A . The update (2.2) arises from writing
On the other hand, if A i * denotes the i th row of A , then
This produces the rank-one update form
The framework for a Householder code which uses the rank-one update (2.3) is given in Figure 1 . The second ij loop then updates A . Access to A is by rows and the vector operations are the linked triads (i.e., SAXPY's) v k + z ik A i * in the first ij loop and A i * − u ik v k in the second ij loop. The last statement in the code is analogous to the corresponding statement a ij = a ij − l ik a kj in Gaussian elimination where u ik plays the role of the multiplier l ik and v kj plays the role of a kj . With this interpretation, the rank-one update code corresponds as well as could be expected to the kij form of Gaussian elimination as given in Dongarra, et al. [1984] . This is the motivation for the terminology kij form of Householder reduction.
THE kij (RANK-ONE UPDATE) FORM OF HOUSEHOLDER REDUCTION
By interchanging the indices i and j in the rank-one update code, the kji (inner product) form of Householder reduction, given in Figure 2 , is obtained.
THE kji (INNER PRODUCT) FORM OF HOUSEHOLDER REDUCTION
F or k = 1 to n − 1 Compute s k , µ 2 k , u k , z k according to (2.1) and (2.3) F or j = k + 1 to n F or i = k to n v kj = v kj + z ik a ij F or j = k + 1 to n F or i = k to n a ij = a ij − u ik v kj
Figure 2
In this code, the first ji loop computes µ 2 k z k A * j . The second ji loop then updates A * j . Therefore, this is the inner product form of Householder reduction given in (2.2). Notice that in the inner product form, access to A is now by columns. Moreover, the vector operations are inner products in the first ji loop and linked triads in the second ji loop.
It was recognized by Fong and Jordan [1977] that Gaussian elimination could be implemented more efficiently on the CRAY-1 by delaying the updating of columns of A until the time that the column is to receive final processing. This minimizes stores to memory and helps to circumvent the one-line-to-memory problem on the CRAY-1. The Fong-Jordan algorithm is the jki form of Gaussian elimination given by Dongarra, et al. [1984] . The corresponding Householder code is given in Figure 3 .
THE jki (DELAYED UPDATE) FORM OF HOUSEHOLDER REDUCTION
F or j = 2 to n Compute s j−1 , µ 2 j−1 , u j−1 , z j−1 according to (2.1) and (2.3) F or k = 1 to j − 1 Note that this code is somewhat different in structure than the previous ones in that there is now a single k loop with two subsidiary i loops. The first i loop computes µ 2 k z T k A * j . The second i loop then updates A * j . Therefore, this form also carries out the inner product formulation (2.2) but updating of the j th column of A is delayed until the j th stage. We therefore call this the delayed update form. Dongarra, et al. [1984] gave six forms for Gaussian elimination, each corresponding to one of the six permutations of the indices i, j , and k . For the Householder reduction, however, three of the possible six forms do not give useful algorithms. The ikj form should correspond to the kij form except that the updating of rows is delayed. However, an update of the, say, third row at the second stage requires that all rows have been updated at the first stage in order to compute the proper v . Similar problems arise with the ijk and jik forms. We therefore conclude that from the six possibilities, the only viable forms of Householder reduction are the kij , kji , and jki forms. We will now discuss in more detail the properties of these three forms on vector computers.
The kij form is ideal for the CDC CYBER 205 and similar machines since its vector operations are all linked triads which can be done very efficiently. Access to A is by rows but if column storage is preferred, then one can work with A T and use right hand Householder transformations A T (I − ww T ) . The kji form uses inner products as well as linked triads and hence it will be less satisfactory for the CYBER 205.
Similarly, the jki form has little merit for this machine.
For the CRAY-1, the kij form is potentially quite satisfactory. In principle, the formation of the vector v k can be accomplished by accumulation in a vector register. In practice, loop unrolling (Dongarra and Hinds [1979] ) is required to approximate this accumulation in FORTRAN. Moreover, the update of the rows is a sequence of individual linked triads which does not allow the possibility of accumulation. have addressed this latter problem by combining two successive Householder transformations.
This leads to rank-two updates, somewhat similar to the loop unrolling artifice.
For the CRAY-1, the kji form seems less satisfactory than the kij form since the accumulation of linked triads in the formation of the v 's is replaced by inner products while, again, the updates are individual linked triads. The jki form allows the possibility of accumulation in the updates, as in Gaussian elimination.
However, if n > 64 , the number of elements in a vector register, then this possibility is defeated by the need to use the entire current vector A * j to obtain the inner product. Therefore, it is not possible to retain A * j in a vector register while the updates are proceeding. (By assembly language programming and judicious use of the vector registers, one could handle n ≤ 128 .) In general, the jki form seems to have no advantage over the kji form. Our experiments, discussed in §4, confirm that the kij form with loop unrolling is superior to the kji form, which in turn is almost equivalent to the jki form in FORTRAN.
It is well known (see Golub and Van Loan [1983] ) that Householder transformations can also be used to annihilate only a portion of the elements in a column. Techniques used by Dongarra, et al [1984] for fast matrix multiplication on the a CRAY-1 when vector lengths exceed the number of elements in a vector register suggest a possible modification to the Householder reduction based on partial annihilation. At the first stage, choose w so that the first column of the transformed matrix has zeros in positions 2 through m . This is achieved by taking
where σ = sign(a 11 ) There are rather heavy additional costs in this modified Householder algorithm.
(i) The code is more complex.
(ii) O( n 2 64 ) square roots are required as opposed to n − 1 square roots for regular Householder reduction.
(iii) The vector lengths are never more than 64 and they reduce to 1 as each triangle of zeros is produced.
We have not been able to test this approach and so it remains unclear whether it would provide a viable alternative algorithm.
GIVENS REDUCTION.
Now consider the various ijk forms of Givens reduction. Throughout the following discussion, s ki and c ki will designate the sine-cosine pair computed at the k th stage using the current (k, k) and (i, k) entries.
The explicit expressions for c ki and s ki are not written. Their appearance in an algorithm indicates the point at which they are to be computed.
THE kij FORM OF GIVENS REDUCTION
F or k = 1 to n − 1
Figure 4
In the kij form given in Figure 4 , it is assumed that A is stored by rows. The notationâ kj distinguishes entries of the new k th row. This is necessary because the statement following the one containingâ kj uses elements from the old k th row. The kij form is the usual row oriented organization of Givens reduction.
The inner loop computes linear combinations of the current k and i rows of A . The corresponding column form of Givens reduction is given in Figure 5 .
THE kji FORM OF GIVENS REDUCTION
F or k = 1 to n − 1 In the kji form given in Figure 5 , superscripts indicate that the values of the (k, j) element are from the previous pass through the i loop. All of the sine-cosine pairs for the annihilation of the k th column are computed at the beginning of the k th stage. This requires continual updating of the (k, k) element so that the preparatory h loop is entirely scalar arithmetic. The first arithmetic statement in the ji loop is the updating of the (k, j) element, which is modified each time through the i loop. In terms of vector operations, the inner i loop may be written as follows:
where ⊗ denotes component-by-component vector-vector multiplication. Thus, the inner i loop of the kji form of Givens reduction can be written in terms of three vector operations -two vector-vector multiplies and one vector-vector addition -together with one scalar loop. It is clear that the kji form of Givens reduction does not vectorize well, and the numerical results in §4 show that it is not competitive with the kij form.
Both the kij and kji forms of Givens reduction are immediate update algorithms. We now consider the delayed update ikj and jki forms. Just as in the kij form, the ikj form given in Figure 6 assumes that A is stored by rows and the last statement uses the previous value of a kj and not the updated valueâ kj . The annihilation pattern is across rows rather than down columns. For i = 3 , element (3, 1) is annihilated followed by element (3, 2) , etc.
THE ikj FORM OF GIVENS REDUCTION
In general, the annihilation pattern is indicated below. 
Figure 7
The column oriented jki form given in Figure 7 is analogous to the kji form with the exception that updates are delayed. All updating of the j th column is done at the j th stage.
The remaining two forms, ijk and jik , do not seem to lead to vector algorithms. The only codes that we have been able to devise for these two forms are almost completely serial and they will not be discussed.
We now consider in more detail the vector properties of the four forms kij , kji , ikj , and jki of Givens reduction. The kij form is quite suitable for the CYBER 205 and should be the best of the four forms for this machine. Note that in this form, at the k th stage, the k th row is successively used in all of the rotations. Hence, on the CRAY-1, we wish to keep the current updates of this row in a vector register and store only at the end of the k th stage. This is the implementation recommended by .
With this implementation, the kij form should run at slightly better than vector speed.
As already noted, the kji form has less suitable vector properties and should be inferior to the kij form on both the CYBER 205 and CRAY-1. The delayed update jki form allows the possibility of accumulation in a vector register, but the same undesirable vector properties as in the kji form will probably decrease its speed to less than the kij form. This is indeed the case for our experiments. The delayed update ikj form seems potentially the best for the CRAY-1. At the i th stage, the i th row will be updated i − 1 times and the successively updated row will be kept in a vector register until the updating is complete. Mattingly-Meyer-Ortega Orthogonal Reduction On Vector Computers Page -10-Several of the previous algorithms were run on the CRAY-1 at the University of Minnesota, using the Cray FORTRAN compiler CFT 1.11. The algorithms were tested on square dense matrices ranging in size from 500 × 500 to 920 × 920 . The matrix entries were randomly generated numbers between 0 and 99. The codes used no nonstandard FORTRAN statements other than the subroutines which were used to obtain the elapsed CPU time and to generate random numbers.
EXPERIMENTAL RESULTS.

N
First, the Householder inner product kji form and the rank-one update kij form were compared. Initially, no loop unrolling was attempted. Since the kij form accesses the matrix by rows, it was expected that this form would be susceptible to some slowdown due to memory bank conflicts, primarily when the number of rows in the matrix was a multiple of 16 and, to a lesser extent, when the number of rows was an odd multiple of 8 . This is due to the fact that the CRAY-1's memory consists of 16 interleaved banks and that in FORTRAN, matrices are ordinarily stored by columns. Test results confirmed that slowdowns do indeed occur. One way of alleviating this problem would be to store the transpose of the matrix so that the access pattern of the algorithm would be down the columns. A different approach, which we used, is to store the matrix in the usual way but increase the row dimension by 1 . This gave a dramatic improvement in the running times, as can be seen from Table 1 . As expected, the kji (inner product) form of Householder reduction proved not to be sensitive to memory bank conflicts. Unrolling the loops in the kji form of Householder reduction gave a slight improvement (about 9%) in running time, but the kij form was still faster. Loop unrolling gave a more significant improvement in the kij form. Experiments indicated that unrolling loops to different depths gave slightly different timings, but the loops unrolled to a depth of six gave the best results. Table 3 summarizes the timings obtained using the kij form.
THE EFFECT OF INCREASING THE ROW DIMENSION BY 1 ON THE HOUSEHOLDER kij (RANK-ONE) UPDATE FORM
THE EFFECT OF UNROLLING LOOPS TO A DEPTH OF SIX IN THE kij FORM OF HOUSEHOLDER REDUCTION
TABLE 3
The last Householder variant we implemented was the delayed update jki form. Table 4 shows that this form is roughly equivalent to the kji inner product form. Unrolling loops in the jki form gave no significant improvement in speed. A major disadvantage of this form is that much more storage is required.
In particular, three n × n arrays are needed whereas only one n × n array is required by the other forms. For our testing on the CRAY-1, this constrained us to matrices in which n ≤ 540 . By clever storage techniques, the number of arrays might be decreased from three to two. However, this will almost certainly introduce additional overhead which will degrade the overall performance.
COMPARISON OF THE kji AND jki FORMS OF HOUSEHOLDER REDUCTION
TABLE 4
We next consider Givens reduction. As Table 5 shows, the kji and jki forms proved not to be competitive whereas the times for the kij and ikj forms were almost identical and slightly faster than the kji inner product form of Householder reduction. However, they were slightly slower than the basic kij Householder form and considerably slower when loops were unrolled in this Householder form. Experiments with loop unrolling for the Givens algorithms did not produce any significant improvements. We note that since the kij and ijk forms of Givens reduction are both row oriented, we used the transpose so as to produce the column storage desired by FORTRAN. 
COMPARISON OF THE VARIOUS FORMS OF GIVENS REDUCTION
Algorithm Megaflop Rate
Mattingly-Meyer-Ortega Orthogonal Reduction On Vector Computers Page -13-reduction is best, and its superiority becomes even more pronounced when loop unrolling is used.
MEGAFLOP RATES AND THEORETICAL RUNNING TIMES.
For our purposes, we consider a "flop" to be any one of the four basic arithmetic operations. With this definition, the Householder codes require O( 4 3 n 3 ) flops and the Givens codes require O(2n 3 ) flops. Note that all codes perform the same computations -they merely perform them in different orders. Based on these counts, megaflop rates for n = 900 are reported in Table 6 for the different Householder and Givens codes.
MEGAFLOP RATES (n = 900)
TABLE 6
Note that the Givens codes have higher megaflop rates than the Householder codes, but the Givens codes run slower in actual time. This, of course, is due to the fact that the operation count for Givens reduction is higher than that for Householder reduction.
In order to estimate theoretical running times for the kij forms of the Householder and Givens codes, a computational model for each was formulated to account for the following parameters.
• The number of clock cycles for the various arithmetic operations.
• The vector startup time.
• The memory access time.
• The clock cycle time.
Our model neglects overhead for DO-LOOPS and subroutine calls and we assumed no memory bank conflicts. For problems of dimension n , we estimated that on the seconds. Table 7 compares the theoretical running times (in seconds) with running times we observed in practice. In light of our assumptions, we believe that the theoretical numbers in Table 7 provide a reasonable qualitative description of the behavior of the algorithm.
THEORETICAL VS ACTUAL TIMINGS
TABLE 7
We did not attempt to construct models for the other codes. The major difference between the various codes is not the number of operations performed, but rather the order in which operations are performed.
Therefore, the major difference in running times would be due to factors -e.g., memory bank conflictswhich our models do not account for.
