The behavior of solutions of the systems of two first order linear
  ordinary differential equations by Grigorian, G. A.
ar
X
iv
:1
80
6.
06
70
6v
1 
 [m
ath
.A
P]
  1
5 J
un
 20
18
MSC: 34C10, 34D05, 34D20
The behavior of solutions of the systems of two first order
linear ordinary differential equations
G. A. Grigorian
0019 Armenia c. Yerevan, str. M. Bagramian 24/5
Institute of Mathematics NAS of Armenia
E - mail: mathohys2@instmath.sci.am
Abstract. The Riccati equation method is used for study the behavior of solutions of the
systems of two linear first order ordinary differential equations. All types of oscillation and
regularity of these system are revealed. A generalization of Leighton’s theorem is obtained.
Three new principles for the second order linear differential equations are derived. Stability
and non conjugation criteria are proved for the mentioned systems, as well as estimates
are obtained for the solutions of the last ones.
Key words: Riccati equation, oscillation, non oscillation, weak oscillation, weak non
oscillation, half oscillation, singularity, Leighton’s theorem, regular solution, normality,
extreme, super extreme and exotic systems, non conjugate property.
§1. Introduction
Let ajk(t) (j, k = 1, 2) be real valued continuous functions on [t0; +∞). Consider the
system of equations 
φ′ = a11(t)φ+ a12(t)ψ;
ψ′ = a21(t)φ+ a22(t)ψ, t ≥ t0.
(1.1)
Study of the asymptotic behavior problem (oscillation, non oscillation, non
conjugation, rate of growth) of solutions linear systems of ordinary differential equations
as well as stability problem of the last ones, in particular of the system (1.1), are important
problems of the qualitative theory of differential equations and many works are devoted
to them (see [1] and cited works therein, [2], [3], [4], [5], [6], [7]). Let p(t), q(t) and r(t)
be real valued continuous functions on [t0; +∞), and let p(t) > 0, t ≥ t0. Along with the
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system (1.1) consider the equation
(p(t)φ′)′ + q(t)φ′ + r(t)φ = 0, t ≥ t0. (1.2)
The substitution
p(t)φ′ = ψ (1.3)
in this equation reduces it to the system
φ′ = 1
p(t)
ψ;
ψ′ = −r(t)φ− q(t)
p(t)
(t)ψ, t ≥ t0,
(1.4)
which is a particular case of the system (1.1). For p(t) ≡ 1, q(t) ≡ 0 Eq. (1.2) takes the
forme
φ′′ + r(t)φ = 0, t ≥ t0. (1.5)
It is well known (see for example [8]), that by using different transformations Eq. (1.2)
can be reduced to the Eq. (1.5). One can show that the system (1.1) can be reduced to
Eq. (1.5), if (for example) a12(t) 6= 0, t ≥ t0. There exist also other conditions for which
the system (1.1) can be reduced to Eq. (1.5). Of course the reduction of the system (1.1)
to Eq. (1.5), if it is possible to carry it out (until now, it is not known whether this can
always be done), can be very useful for study of different qualitative characteristics of the
system (1.1). However this method not always can help to solve the assigned problem.
One of effective methods of qualitative investigation of Eq. (1.5), as well as of the system
(1.1) is the Riccati equation method. In this work we use this method for the study of the
behavior of solutions of the system of two linear first order ordinary differential equations.
We reveal all types of oscillation and regularity of this system. We obtain a generalization
of Leighton’s oscillation theorem. We derive three new principles for the second order linear
ordinary differential equations. We prove some stability and non conjugation criteria for
the mentioned above system. We also obtain estimates for the solutions of the last one.
§2. Auxiliary propositions
Let a(t), b(t) and c(t) be real valued continuous function on [t0; +∞). Consider the
Riccati equation
x′ + a(t)x2 + b(t)x+ c(t) = 0, t ≥ t0. (2.1)
In this paragraph we study some important properties of global solutions (existing on
[t1; +∞) for some t1 ≥ t0) of this equation which will be used further for the study of
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asymptotic properties of solutions of the system (1.1). Along with Eq. (2.1) consider the
system of equations 
φ′ = a(t)ψ;
ψ′ = −c(t)φ− b(t)ψ, t ≥ t0.
(2.2)
The solutions x(t) of Eq. (2.1), existiong on some interval [t1; t2) (t0 ≤ t1 < t2 ≤ +∞),
are connected with the solutions (φ(t), ψ(t)) of the system (2.2) by the equalities (see [9],
pp. 153 - 154)
φ(t) = φ(t1) exp
{ t∫
t1
a(τ)x(τ)dτ
}
, φ(t1) 6= 0, ψ(t) = x(t)φ(t). (2.3)
In this paragraph we will take that all solutions of equations and systems of equations
are real valued. For brevity we introduce the denotations:
Ju(t1; t) ≡ exp
{ t∫
t1
a(τ)u(τ)dτ
}
, Ju(t) ≡ Ju(t0; t),
I+u,v(t1; t) ≡
t∫
t1
u(τ)J−v(t1; τ)dτ, I
+
u,v(t1) ≡
+∞∫
t1
u(τ)J−v(t1; τ)dτ,
I−u,v(t1; t) ≡
t∫
t1
J−u(τ ; t)v(τ)dτ, t1, t ≥ t0,
where u(t) and v(t) are arbitrary continuous functions on [t0; +∞). Rewrite Eq. (2.1) in
the form:
x′ + hx(t)x+ b(t) = 0, t ≥ t0,
where hx(t) ≡ a(t)x + b(t), t ≥ t0. Then by virtue of the Cauchy formula Eq. (2.1) is
equivalent to the following integral equation
x = J−hx(t1; t)
[
x(t1)−
t∫
t1
Jb(t; τ)c(τ)φx(t1; τ)dτ
]
, t ≥ t0, (2.4)
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where φx(t1; t) ≡ exp
{
t∫
t1
a(τ)x(τ)dτ
}
, t1, t ≥ t0. Let a1(t), b1(t) and c1(t) be real valued
continuous function on [t0; +∞). Along with Eq. (2.1) consider the equation
x′ + a1(t)x
2 + b1(t)x+ c1(t) = 0, t ≥ t0, (2.5)
and differential inequality
η′ + a(t)η2 + b(t)η + c(t) ≥ 0, t ≥ t0. (2.6)
Note that for a(t) ≥ 0, t ≥ t0, any solution of the linear equation
η′ + b(t)η + c(t) = 0, t ≥ t0,
is a solution of (2.6). Therefore for any initial condition η(0) inequality (2.6) has a solution
η0(t) on [t0; +∞) with η0(t0) = η(0).
Theorem 2.1. Let Eq. (2.5) has a solution x1(t) on [t0; τ0) (τ0 ≤ +∞) and let the
following condition be satisfied:
a(t) ≥ 0,
t∫
t0
exp
{∫
t0
[
a(ξ)
(
η0(ξ) + x1(ξ)
)
+ b(ξ)
]
dξ
}
×
×[(a1(τ)− a(τ))x21(τ) + (b1(τ)− b(τ))x1(τ) + c1(τ)− c(τ)]dτ ≥ 0, t ∈ [t0; τ0),
where η0(t) is a solution of (2.6) on [t0; τ0) with η0(t0) ≥ x1(t0). Then for each x(0) ≥ x1(t0)
Eq. (2.1) has a solution x0(t) on [t0; τ0), and x0(t) ≥ x1(t), t ∈ [t0; τ0).
See proof in [10].
Let t1 ≥ t0.
Definition 2.1. A solution of Eq. (2.1) is called t1-regular, if it exists on [t1; +∞).
Eq. (2.1) is called regular if it has a t1-regular solution for some t1 ≥ t0.
Definition 2.2. A t1-regular solution x(t) of Eq. (2.1) is called t1-normal, if there
exists a neighborhood Ux(t1) of the point x(t1) such that each solution x˜(t) of Eq. (2.1)
with x˜(t1) ∈ Ux(t1) is t1-regular. Otherwise x(t) is called t1-extremal.
Remark 2.1. From the results of work [11] it follows that for some t1 ≥ t0 the regular
equation (2.1) can have: the unique t1-regular solution (then it is t1-extremal); no t1-
extremal solution (then its all t1-regular solutions are t1-normal); the unique t1-extremal
solution (and all other t1-regular solutions are t1-normal); two t1- extremal solutions (all
other t1-regular solutions are t1-normal).
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In what follow we will assume that the functions a(t) and c(t) have unbounded supports
(the case when one of these functions has a bounded support is trivial). For arbitrary
continuous function u(t) on [t0; +∞) denote:
µu(t1; t) ≡
t∫
t1
a(τ) exp
{
−
τ∫
t1
[
2a(ξ)u(ξ) + b(ξ)]dξ
}
dτ,
νu(t) ≡
+∞∫
t
a(τ) exp
{
−
τ∫
t
[
2a(ξ)u(ξ) + b(ξ)]dξ
}
dτ, t1, t ≥ t0.
Theorem 2.2. Let for some t1-regular solution x0(t) of Eq. (2.1) the integral νx0(t1)
be convergent. Then the following assertions are valid.
A) For any t ≥ t1 and for all t1-normal solutions x(t) of Eq. (2.1) and only for them the
integrals νx(t) converge.
B) In order that Eq. (2.1) have t1-extremal solution it is necessary and sufficient that
νx0(t) 6= 0, t ≥ t1.
Under this condition the unique t1-extremal solution x∗(t) is defined by formula
x∗(t) = x0(t)− 1
νx0(t)
, t ≥ t1, (2.7)
and
νx∗(t) = +∞, t ≥ t1, or νx∗(t) = −∞, t ≥ t1, (2.8)
+∞∫
t
a(τ)
[
x1(τ)− x2(τ)
]
dτ = ln
[
x∗(t)− x1(t)
x∗(t)− x2(t)
]
, t ≥ t1, (2.9)
+∞∫
t1
a(τ)
[
x1(τ)− x2(τ)
]
dτ = −∞. (2.10)
Proof. All assertions of this theorem except (2.8) and (2.10), are proved in [11]. Let as
prove (2.8). We will use the equalities (see [11]):
µx∗(t2; t) =
µx0(t2; t)
1 + λ∗(t2)µx0(t2; t)
, (2.11)
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x1(t) = x2(t) +
λ12(t2) exp
{
−
t∫
t1
[2a(τ)x2(τ) + b(τ)]dτ
}
1 + λ12(t2)µx2(t2; t)
, t ≥ t2 ≥ t1, (2.12)
where λ∗(t2) ≡ x∗(t2)−x0(t2), λ12(t2) ≡ x1(t2)−x2(t2), t ≥ t2 ≥ t1, x1(t) and x2(t) are
arbitrary t1-regular solutions of Eq. (2.1). From (2.12) it follows that µx0(t2; t) is bounded
by t on [t2; +∞). Then since obviously
νx0(t2) = lim
t→+∞
µx0(t2; t) 6= 0, t2 ≥ t1, (2.13)
necessarily
lim
t→+∞
[1 + λ∗(t2)µx0(t2; t)] = 0, t2 ≥ t1. (2.14)
From here from (2.11) and (2.13) it follows (2.8). Let us prove (2.10). By (2.12) we have:
x∗(t)− x0(t) =
λ∗(t1) exp
{
−
t∫
t1
[2a(τ)x0(τ) + b(τ)]dτ
}
1 + λ∗(t1)µx0(t1; t)
, t ≥ t1.
Multiplying both sides of this equality on a(t) and integrating from t1 to t we will get
t∫
t1
a(τ)[x∗(τ)− x0(τ)]dτ = ln
[
1 + λ∗(t1)µx0(t1; t)
]
, t ≥ t1.
Passing to the limit in this equality when t → +∞ and taking into account (2.14) we
obtain (2.10). The theorem is proved.
Corollary 2.1. If for some t1-regular solution x∗(t) the equality νx∗(t1) = ±∞ is
fulfilled, then x∗(t) is the unique t1-extremal solution of Eq. (2.1), and Eq. (2.1) has t1-
normal solutions, and for each t ≥ t1 and for all t1-normal solutions x(t) of Eq. (2.1) the
integrals νx(t) converge; for every normal solutions x0(t), x1(t), x2(t) of Eq. (2.1) and
for x∗(t) the correlations (2.7) - (2.10) are satisfied.
Proof. Let νx∗(t1) = +∞ (the proof in the case νx∗(t1) = −∞ by analogy). Then
µx∗(t1; t) > 1, t ≥ T, (2.15)
for some T > t1. Let µx∗ ≡ max
t∈[t0;T ]
|µx∗(t1; t)|, and let x0(t) be a solution to Eq. (2.1) with
x∗(t1) < x0(t1) < x∗(t1) +
1
max{1,µx∗}
. Then taking into account (2.15) we will have:
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1 + λ∗(t1)µx∗(t1; t) > 0, t ≥ t1,
where λ∗(t1) ≡ x)(t1)−x∗(t1) > 0. Hence (see [11]) by (2.11) x0(t) is a t1-regular solution
of Eq. (2.1). Show that the integrals νx∗(t) converge for all t ≥ t1 and νx∗(t) 6= 0, . We
use the equality (see [11])
µx0(t2; t) =
µx∗(t2; t)
1 + λ∗(t2)µx∗(t2; t)
, t ≥ t2 ≥ t1,
where λ∗(t2) ≡ x0(t2)−x∗(t2) 6= 0. For enough large values of t > t2 we have µx∗(t2; t) > 0.
Therefore,
νx0(t2) = lim
t→+∞
µx0(t2; t) = lim
t→+∞
1
λ∗(t2) +
1
µx∗(t2;t)
=
1
λ∗(t2)
6= 0.
So for x0(t) all conditions of Theorem 2.2 are fulfilled. Therefore Eq. (2.1) has t1-normal
solutions and for every t1-normal solutions x(t) of Eq. (2.1) and for all t ≥ t1 the integrals
νx(t) converge; also for every t1-normal solutions x0(t), x1(t), x2(t) of Eq. (2.1) and for
x∗(t) the correlations (2.7) - (2.10) are satisfied. The corollary is proved.
Denote by reg(t1) the set of values x(0) ∈ R, for which the solution x(t) of Eq. (2.1)
with x(t1) = x(0) is t1-regular.
Lemma 2.1. Let a(t) ≥ 0, t ≥ t0, and let Eq. (2.1) has t1-regular solution. Then it
has the unique t1-extremal solution x∗(t), and reg(t1) = [x∗(t1); +∞).
See the proof in [2].
Lemma 2.2. let a(t) ≥ 0, t ≥ t0; t0 ≤ t1 < t2, and let (t1; t2) be the maximal
existence interval for the solution x(t) of Eq. (2.1). Then lim
t→t1+0
x(t) = +∞.
See the proof in [10].
Lemma 2.3. Let a(t) ≥ 0, t ≥ t0, x0(t) be a t0-normal solution of Eq. (2.1),
x0(t) 6= 0, t ≥ t0. Then for its unique t0-extremal solution x∗(t) the equality
t∫
t0
a(τ)x∗(τ)dτ = − ln νx0(t0) + ln
[
exp
{ t∫
t0
a(ξ)x0(ξ)dξ
}
×
×
+∞∫
t
a(s)x0(s)
x0(t0)
exp
{ s∫
t0
[
c(ξ)
x0(ξ)
− a(ξ)x0(ξ)
]
dξ
}
ds
]
, t ≥ t0. (2.16)
holds
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Proof. By Lemma 2.1 Eq. (2.1) has a t0-normal solution x0(t). Then since a(t) ≥
0, t ≥ t0 and has unbounded support, the integral νx0(t) converges for all t ≥ t0 and
νx0(t) 6= 0, t ≥ t0. By virtue of Theorem 2.2 from here it follows that Eq. (2.1) has the
unique t0-extremal solution x∗(t), satisfying the equality x∗(t) = x0(t) − 1νx0(t) , t ≥ t0.
From here it follows:
t∫
t0
a(τ)x∗(τ)dτ =
t∫
t0
a(τ)x0(τ)dτ −
t∫
t0
a(τ)
νx0(τ)
dτ = ln
[
exp
{ t∫
t0
a(τ)x0(τ)dτ
}]−
− ln νx0(t0) +
t∫
t0
d
(
ln
[ +∞∫
τ
a(s) exp
{
−
s∫
t0
[
2a(ξ)x0(ξ) + b(ξ)
]
dξ
}
ds
])
, (2.17)
t ≥ t0. On the strength of (2.1) from the condition x0(t) 6= 0, t ≥ t0, it follows:
2a(ξ)x0(ξ) + b(ξ) = −x
′
0(ξ)− a(ξ)x20(ξ) + c(ξ)
x0(ξ)
, ξ ≥ t0.
From here and from (2.17) it follows (2.16). The lemma is proved.
Lemma 2.4. Let a(t) ≥ 0, c(t) ≥ 0, t ≥ t0, I+a,b(t0) = +∞ and let Eq. (2.1) has a
solution on [t1; +∞) for some t1 ≥ t0. Then Eq. (2.1) has a positive solution on [t1; +∞).
See proof in [5].
Theorem 2.3. Let a(t) ≥ 0, c(t) ≤ 0, t ≥ t0. Then the following assertions are
valid.
I◦). For each x(0) ≥ −1I+a,b(t0) (for I
+
a,b(t0) = +∞ we take that 1I+a,b(t0) = 0) Er. (2.1) has a
t0-regular solution x0(t) with x0(t0) = x(0), and
x(0)J−b(t)
1 + x(0)I
+
a,b(t0; t)
≤ x0(t) ≤ x(0)J−b(t)− I−a,b(t0; t), t ≥ t0, (2.18)
moreover if x(0) = 0, then there exists t1 ≥ t0 such that x0(t) = 0, t ∈ [t0; t1],
x0(t) > 0, t > t1. If x(0) > 0 then x0(t) > 0, t ≥ t0.
II◦). The unique t0-extremal solution x∗(t) of Eq. (2.1) is negative.
III◦). If I+a,b(t0) = +∞ or I+c,−b(t0) = −∞, then for each solution x(t) of Eq. (2.1) with
x(t0) ∈ (x∗(t0); 0) there exists t2 = t2(x) ≥ t1 = t1(x) > t0 such that x(t) < 0, t ∈
[t0; t1), x(t) = 0, t ∈ [t1; t2] and x(t) > 0, t > t2.
IV◦). If I+a,b(t0) = +∞, then foe each t0-normal solution xN(t) of Eq. (2.1) the equality
+∞∫
t0
a(τ)xN (τ)dτ = +∞. is fulfilled.
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V◦). If I+c,−b(t0) = −∞, then
+∞∫
t0
a(τ)x∗(τ)dτ = −∞, where x∗(t) is the unique t0-extremal
solution of Eq. (2.1).
VI◦). If I+a,b(t0) < +∞ and I+−c,−b(t0) < +∞, then Eq. (2.1) has a negative t0-normal
solution x−N (t) such that for each solution x(t) of Eq. (2.1) with x0(t0) ∈ (x−N (t0); 0) there
exists t2 = t2(x) ≥ t1 = t1(x) > t0 such that x(t) < 0, t ∈ [t0; t1), x(t) = 0, t ∈
[t1; t2], x(t) > 0, t > t2.
VII◦). If
I+a,b(t0) = +∞,
+∞∫
t0
|c(τ)|I−−b,a(t0; τ)dτ < +∞, (2.19)
then
+∞∫
t0
a(τ)x∗(τ)dτ > −∞,
+∞∫
t0
c(τ)u∗(τ)dτ = +∞, where u∗(t) is the unique t0-extremal
solution of the equation
u′ − c(t)u2 − b(t)u− a(t) = 0, t ≥ t0.
Proof. Set a1(t) = a(t) b1(t) = b(t), t ≥ t0, c1(t) ≡ 0. Then for each x(0) ≥
−1
I+a,b(t0)
def
= A the function x1(t) ≡ x(0)J−b(t)1+x(0)I+a,b(t0;t) is a t0-regular solution of Eq. (2.5), and
the conditions of Theorem 2.1 are fulfilled. Therefore for each x(0) ≥ A Eq. (2.1) has
a t0-regular solution x0(t) with x0(t0) = x(0) and the first of conditions of inequalities
(2.18) is satisfied. Set a1(t) = a(t), b1(t) = b(t), c1(t) = c(t), t ≥ t0. Then by already
proven Eq. (2.5) will have t0-regular solutions, coinciding wit the t0-regular solutions of
Eq. (2.1). In the Eq. (2.1) set: a(t) ≡ 0. Then x2(t) ≡ x(0)J−b(t0; t) − I−b,c(t0; t) is a t0-
regular solution of Eq. (2.1). Obviously in this case the conditions of Theorem 2.1. are
satisfied. Therefore the second of the inequalities (2.18) is fulfilled. Let x(0) = 0. Then
since c(t) has unbounded support by virtue of (2.17) from the inequality c(t) ≤ 0, t ≥ t0,
it follows existence of t1 > t0 such that x(t) = 0, t ∈ [t0; t1] and x(t) > 0, t > t1. The
assertion I◦ is proved. Prove II◦. Let x0(t) be a solution of Eq. (2.1) with x0(t0) > 0. By
virtue of I◦ x0(t) is t0-normal and positive. Therefore From Theorem 2.2 it follows that
for each t ≥ t0 the integral νx0(t) converges. Obviously νx0(t) > 0, t ≥ t0. Then by virtue
of the same Theorem 2.2 x∗(t) ≡ x0(t) − 1νx0(t) is the unique t0-extremal solution of Eq.
(2.1). Show that x∗(t) ≤ 0, t ≥ t0. By virtue of the first of inequalities (2.18) we have:
x0(t)J−b(t; s)
! + x0(t)Ia,b(t; s)
≤ x0(s), t0 ≤ t ≤ s.
9
Multiplying both sides of this inequality on a(s) and integrating by s from t to τ we get:
ln[1 + x0(t)Ia,b(t; τ)] ≤
t∫
t0
a(s)x0(s)ds, t0 ≤ t ≤ s. Then
νx0(t) ≤
+∞∫
t
a(τ)J−b(t; τ)dτ
1 + x0(t)I
+
a,b(t; τ)
= − 1
x0(t)
+∞∫
t
d
(
1
1 + x0(t)I
+
a,b(t; τ)
)
=
=
1
x0(t)
[
1− 1
1 + x0(t)I
+
a,b(t; +∞)
]
≤ 1
x0(t)
, t ≥ t0.
From here it follows that x∗(t) ≤ 0, t ≥ t0. Show that
x∗(t) < 0, t ≥ t0. (2.20)
Suppose that it is not true. Then since x∗(t) ≤ 0, t ≥ t0, there exists t1 ≥ t0 such that
x∗(t1) = 0. By the first of the inequalities (2.18) from here it follows that x∗(t) ≥ 0, t ≥ t1.
Hence x∗(t) ≡ 0 on [t1; +∞), which is impossible (since on [t1; +∞) c(t) 6≡ 0.) The
obtained contradiction proves (2.20), and therefore the assertion II◦ does. Prove III◦. Let
x0(t) and x1(t) be solutions of Eq. (2.1) with the initial conditions x0(t0) > 0, x1(t0) ∈
(x∗(t0); 0). By virtue of Lemma 2.1 x0(t) and x1(t) are t0-normal. Therefore by (2.8) we
have
+∞∫
t0
a(τ)[x0(τ)− x1(τ)]dτ < +∞. (2.21)
Suppose I+a,b(t0) = +∞. Then from the first of inequalities (2.18) it follows:
+∞∫
t0
a(τ)x0(τ)dτ ≥ ln[1 + x0(t1)I+a,b(t0)] = +∞, (2.22)
Show that there exists t˜1 ≥ t0 such that x1(t˜1) = 0. Suppose that it is not true. Then
x1(t) < 0, t ≥ t0. Taking into account (2.18) from here we obtain:
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+∞∫
t0
a(τ)(x0(τ)− x1(τ))dτ ≥
+∞∫
t0
a(τ)x0(τ)dτ = +∞, (2.23)
which contradicts (2.21). The obtained contradiction shows that x1(t˜1) = 0 for some
t˜1 > t0. Since c(t) has unbounded support by virtue of (2.4) from here and from non
positivity of c(t) it follows that x1(t) < 0, t ∈ [t0; t1), x1(t) = 0, t ∈ [t1; t2] and
x1(t) > 0, t > t2, for some t2 ≥ t1 > t0. Suppose I+c,−b(t0) = −∞. Consider the equation
u′ − c(t)u2 − b(t)u− a(t) = 0, t ≥ t0. (2.24)
By II◦ the unique t0-extremal solution u∗(t) of this equation is negative. Therefore x˜∗(t) ≡
1
u∗(t)
is a t0-regular solution of Eq. (2.1). By already proven, from here and from the
equality I+c,−b(t0) = −∞ it follows that each solution u(t) of Eq. (2.24) with u(t0) ∈
(u∗(t0); 0) vanishes on [t0; +∞). Therefore each solution x(t) of Eq. (2.1) with x(t0) < x˜(t0)
is not t0-regular. By virtue of Lemma 2.1 from here it follows that
u∗(t) =
1
x∗(t)
, t ≥ t0. (2.25)
Suppose that some solution x˜(t) of Eq. (2.1) with x˜(t0) ∈ (x∗(t0); 0) is negative. Then
u˜(t) ≡ 1
x˜(t)
, t ≥ t0, is a t0-regular solution of Eq. (2.24), and u˜(t0) = 1x˜(t0) < 1x∗(t0) .
From here and from (2.25) it follows that u˜(t0) < u∗(t0), which contradicts Lemma 2.1.
The obtained contradiction shows that for any solution x(t) of Eq. (2.1) with x(t0) ∈
(x∗(t0); 0) there exists t1 = t1(x) > t0 such that x(t1) = 0, x(t) < 0, t ∈ [t0; t1).
Since c(t) has unbounded support by (2.4) from here and from non negativity of c(t)
it follows that there exists t2 = t2(x) ≥ t1 such that x(t) = 0, t ∈ [t1; t2], x(t) > 0,
t > t2. The assertion III
◦ is proved. Prove IV◦. Let x+(t) be a solution of Eq. (2.1) with
x+(t0) = 1. On the strength of Lemma 2.1 from the assertion I
◦ it follows that x+(t)
is t0-normal. By the first of the inequalities (2.18) we have x+(t) ≥ J−b(t), t ≥ t0. Let
I+a,b(t0) = +∞. Then from the last inequality it follows that
+∞∫
t0
a(τ)x+(τ)dτ ≥ I+a,b(t0) = +∞. (2.26)
Let xN (t) be an arbitrary t0-normal solution of Eq. (2.1). By (2.9) we have:
+∞∫
t0
|x+(τ)−
xN (τ)|dτ < +∞. From here and from (2.26) we will get:
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+∞∫
t0
a(τ)xN (τ)dτ =
+∞∫
t0
a(τ)(xN (τ)−x+(τ))dτ+
+∞∫
t0
a(τ)x+(τ)dτ = +∞. The assertion IV◦
is proved. Prove V◦. Since on the strength of II◦ I∗(t) ≡
t∫
t0
a(τ)x∗(τ)dτ is a monotonically
non increasing function on [t0; +∞), from Lemma 2.3 it follows (after differentiation
(2.10)):
a(t)x0(t) exp
{ t∫
t0
a(ξ)x0(ξ)dξ
} +∞∫
t
a(s)x0(s)
x0(t0)
exp
{ s∫
t0
[ c(ξ)
x0(ξ)
−a(ξ)x0(ξ)
]
dξ
}
ds ≤
≤ a(t)x0(t)
x0(t0)
exp
{ t∫
t0
c(ξ)
x0(ξ)dξ
}
, t ≥ t0. (2.27)
where x0(t)(> 0, t ≥ t0) is a t0-normal solution of Eq. (2.1) (by virtue of Lemma 2.1
from I◦ it follows the existence of x0(t)). Since u0(t) ≡ 1x0(t) is a t0-normal solution of Eq.
(2.24) and I+−c,−b(t0) = +∞, by IV◦ we have:
+∞∫
t0
c(τ)u0(τ)dτ =
+∞∫
t0
c(τ)
x0(τ)
dτ = −∞. (2.28)
Since a(t) has unbounded support there exists infinitely large sequence t0 < t1 < ... <
tm < ... such that a(tm) > 0, m = 1, 2, ... . Then from (2.27) it follows
exp
{ tm∫
t0
a(ξ)x0(ξ)dξ
} +∞∫
tm
a(s)x0(s)
x0(t0)
exp
{ s∫
t0
[ c(ξ)
x0(ξ)
−a(ξ)x0(ξ)
]
dξ
}
ds ≤ exp
{ tm∫
t0
c(ξ)
x0(ξ)
dξ
}
,
m = 1, 2, ... . Due to Lemma 2.3 From here and from (2.28) it folloes that I∗(tm)→ −∞
for m → +∞. Hence,
+∞∫
t0
a(τ)x(τ)dτ = −∞. The assertion V◦ is proved. Prove VI◦.
Show that Eq. (2.1) has a t0-normal negative solution. In Eq. (2.1) make the change:
x = J−b(t0; t)X, t ≥ t0. We will come to the equation
X ′ + a(t)J−b(t)X
2 + c(t)Jb(t) = 0, t ≥ t0. (2.29)
Due to conditions of VI◦ chose t1(> t0) so large that[ +∞∫
t1
a(τ)J−b(τ)dτ
]−1
> −
+∞∫
t1
c(τ)Jb(τ)dτ.
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Then
−[I+a,b(t0)]−1 < I+c,−b(t0) < 0. (2.30)
Let then X−(t) be a solution to Eq. (2.29) with
X−(t1) ∈
(−[I+a,b(t0)]−1; I+c,−b(t0)). (2.31)
By (2.18) the inequalities
X−(t1)
1 +X−(t1)I
+
a,b(t1; t)
≤ X−(t) ≤ X−(t1)− I+c,−b(t1; t), t ≥ t1, (2.32)
are fulfilled. From here and from (2.30) and (2.31) it follows that X−(t) is a defined
on [t1; +∞) negative t1-normal solution of Eq. (2.29). Then x−(t) ≡ X−(t)J−b(t1; t)
is a defined on [t1; +∞) negative t1-normal solution to Eq. (2.1). Show that x−(t) is
continuable on [t0; +∞) as a solution to Eq. (2.1). Suppose x−(t) can not be continued on
[t0; +∞) as a solution of Eq. (2.1). Let then (t2; +∞) be the maximum existence interval
for x−(t), where t2 ≥ t0. By Lemma 2.2 there exists t3 > t2 such that x−(t3) > 0. On the
strength of the first of the inequalities (2.18) from here it follows that x−(t) > 0, t ≥ t3.
The obtained contradiction shows that x−(t) is continuable on [t0; +∞). By virtue of the
first of the inequalities (2.18) the supposition that x−(t4) ≥ 0 for some t4 ≥ t0 also leads
to the contradiction. So, x−(t) < 0, t ≥ t0. Since x−(t) is t1-normal, by continuable
dependence of solutions of Eq. (2.1) from their initial values, the solution x−(t) also is
t0-normal. According to I
◦ the solution x0(t) of Eq. (2.1) with x0(t0) = 0 starting with
some t1 = t1(x0) ≥ t6 becomes positive. Then by continuable dependence of solutions
of Eq. (2.1) from their initial values, all initial values x(0), for which the solutions x(t)
of Eq. (2.1) with x(t0) = x(0) eventually become positive, form an open set. From here
from Lemma 2.1 and from the fact that x−(t) is negative it follows that there exists a
negative t0-normal solution X
−
N(t) of Eq. (2.1) such that any solution x(t) of Eq. (2.1) with
x(t0) > X
−
N(t0) eventually becomes positive. By (2.4) from here it follows that for any
solution x(t) of Eq. (2.1) with x(t0) ∈ (x−N(t0); 0) there exists t2 = t2(x) ≥ t1 = t1(x) > t0
such that x(t) < 0, t ∈ [t0; t1), x(t) = 0, t ∈ [t1; t2], x(t) > 0, t > t2. By (2.8)
+∞∫
t0
a(τ)[x∗(τ)−xN (τ)]dτ = −∞. Then
+∞∫
t0
a(τ)x∗(τ)dτ ≤
+∞∫
t0
a(τ)[x∗(τ)−xN (τ)]dτ = −∞.
Let x+(t) be a solution to Eq. (2.1) with x+(t0) = 1. On the strength of Lemma 2.1 from
I◦ it follows that x+(t) is t0-normal. Then by (2.9) we have:
0 <
+∞∫
t0
a(τ)x+(τ)dτ ≤
+∞∫
t0
a(τ)[x+(τ)− x−N (τ)]dτ < +∞. (2.33)
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Let xN (t) be an arbitrary t0-normal solution to Eq. (2.1). Then since
+∞∫
t0
a(τ)xN (τ)dτ =
+∞∫
t0
[xN (τ) − x+(τ)]dτ +
+∞∫
t0
a(τ)x+(τ)dτ and by virtue of (2.9)
+∞∫
t0
a(τ)|xN (τ)−x+(τ)|dτ < +∞, from (2.33) it follows that the integral
+∞∫
t0
a(τ)xN (τ)dτ
converges. The assertion VI◦ is proved. Prove VII◦. Due to the second of inequalities (2.18)
taking into account the inequality c(t) ≤ 0, t ≥ t0 we have:
t∫
t0
c(τ)
x0(τ)
dτ ≥ 1
x0(t0)
t∫
t0
c(τ)Jb(t)
[
1 + x0(t0)I
+
a,b(t0; τ)
]
dτ, t ≥ t0, (2.34)
where x0(t) is a positive t0-normal solution of Eq. (2.1), existence of which follows from
Lemma 2.1 and from I◦. By virtue of Fubini’s theorem from the second relation of (2.19)
it follows that I+−b,−c(t0; +∞) < +∞. From here and from the second relation of (2.19)
and from (2.34) it follows that
+∞∫
t0
c(τ)
x0(τ)
dτ > −∞. (3.35)
From the first relations of (2.18) and (2.19) it follows that
+∞∫
t0
a(τ)x0(τ)dτ = +∞. (2.36)
Set g(t) ≡ exp
{
−
t∫
t0
a(ξ)x0(ξ)dξ
}
. Obviously the inverse function g−1(t) of g(t) exists on
supp a(t). Denote:
g1(t) ≡

g−1(t), t ∈ supp a(t);
t0, t 6∈ supp a(t), t ≥ t0.
Then taking into account (2.36) the equality (2.16) can be rewritten in the form
t∫
t0
a(τ)x∗(τ)dτ = − ln νx0(t0) + ln
[ g(t)∫
0
exp
{g−1(ζ)∫
t0
c(ξ)
x0(ξ)
dξ
}
dζ
x0(t0)g(t)
]
≥ 1, t ≥ t0.
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From here and from (2.35) it follows that
+∞∫
t0
a(τ)x∗(τ)dτ ≥ − ln[x0(t0)νx0(t0)] +
+∞∫
t0
c(ξ)
x0(ξ)
dξ > −∞.
By virtue of Lemma 2.1 u0(t) ≡ 1x0(t) is a t0-normal solution of Eq. (2.24) (since for
x1(t0) > x0(t0) the function u1(t) ≡ 1x1(t) is a t0-regular solution of Eq. (2.24), where x1(t)
is a t0-regular solution to Eq. (2.1)). Then by (2.8) taking into account (2.35) we obtain:
+∞∫
t0
c(τ)u∗(τ)dτ =
+∞∫
t0
c(τ)(u∗(τ)− u0(τ))dτ +
+∞∫
t0
c(τ)
x0(τ)
dτ = +∞.
The assertion VII◦ is proved. The theorem is proved.
On the basis of Theorem 2.3 it can be make phase portrait of solutions of Eq. (2.1) in
the case a(t) ≥ 0, c(t) ≤ 0, t ≥ t0, for the following two possible restrictions:
a) I+a,b(t0) = +∞ or I+c,−b(t0) = −∞ (see pict. 1) ;
b) I+a,b(t0) < +∞ and I+−c,−b(t0) < +∞ (see pict. 2).
In pict 1. we see only one negative global solution of Eq (2.1), meanwhile in pict. 2 we
see whole slice of negative global solutions of Eq. (2.1).
✻
✲
✻
✲
t
x(t)
t0
◦
x∗(t)
pict.1. I+a,b(t0)=+∞
or I+
−c,−b(t0)=+∞
pict.2. I+a,b(t0)<+∞
and I+
−c,−b(t0)<+∞
tt0
x∗(t)
x−N (t)
x(t)
◦
Theorem 2.4. Suppose a(t) ≥ 0, c(t) ≥ 0, t ≥ t0, and Eq. (2.1) has a t0-regular
solution. Then the following assertions are valid.
I∗ If I+a,b(t0) = +∞, then every t0-regular solution of Eq. (2.1) is positive and for its every
t0-normal solution xN (t) the equality
+∞∫
t0
a(τ)xN (τ)dτ = +∞ is fulfilled. Moreover if in
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addition
+∞∫
t0
c(τ)I+a,−b(t0; τ)dτ = +∞, then also
+∞∫
t0
a(τ)x∗(τ)dτ = +∞, where x∗(t) is the
unique t0-extremal solution of Eq. (2.1).
II∗ If I+c,−b(t0) = +∞, then for every t0 -regular solution x(t) of Eq. (2.1) with x(t0) > 0
there exist t2 = t2(x) ≥ t1 = t1(x) > t0 such that x(t) > 0, t ∈ [t0; t1), x(t) = 0, t ∈
[t1; t2], x(t) < 0, t > t2, and if x(t0) = 0(< 0), there exists t1 = t1(x) ≥ t0 such that
x(t) = 0, t ∈ [t0; t1], x(t) < 0, t > t1 (then x(t) < 0, t ≥ t0), and
+∞∫
t0
a(τ)x∗(τ)dτ =
−∞. Moreover if in addition
+∞∫
t0
a(τ)I−b,c(t0; τ)dτ = +∞, then for every t0-normal solution
xN (t) of Eq. (2.1) the equality
+∞∫
t0
a(τ)xN (τ)dτ = −∞ is fulfilled.
III∗ If I+a,b(t0) < +∞ and I+c,−b(t0) < +∞, then there exist t1 ≥ t0 such that x∗(t) < 0, t ≥
t1; the solutions x(t) of Eq. (2.1) with x(t1) ∈ (x∗(t1); 0) are t0-regular and x(t) < 0, t ≥
t1; there exists a t1-normal positive on [t1; +∞) solution x+N (t) of Eq. (2.1) such that fir
every solution x(t) of Eq. (2.1) with x(t1) ∈ (0; x+N(t1)) there exist t3 = t3(x) ≥ t2 =
t2(x) > t1 such that x(t) > 0, t ∈ [t1; t2), x(t) = 0, t ∈ [t2; t3], x(t), 0, t < t3, and if
x(t1) = 0 (x(t1) < 0), there exists t2 = t2(x) ≥ t1 such that x(t) = 0, t ∈ [t1; t2], x(t) <
0, t > t2 (then x(t) < 0, t ≥ t1); for every t0-normal solution xN (t) of Eq. (2.1) the
integral
+∞∫
t0
a(τ)xN (τ)dτ converges and
+∞∫
t0
a(τ)x∗(τ)dτ = −∞.
Proof. Let us prove I∗. Let x∗(t) be the t0-extremal solution of Eq. (2.1). Show that
x∗(t) > 0, t ≥ t0. Suppose for some t1 > t0 the inequality x∗(t1) < 0 is satisfied. Let then
x(t) be a solution to Eq. (2.1) with x(t1) ∈ (x∗(t1); 0). By virtue of Lemma 2.1 x(t) is
t1-normal. Since x(t1) < 0 and c(t) ≥ 0, t ≥ t0, by (2.4) we have x(t) < 0, t ≥ t1. From
here it follows that
νx(t1) ≥ I+a,b(t1). (2.37)
Suppose I+a,b(t0) = +∞. Then from the easily verifiable equality
I+a,b(t0) = I
+
a,b(t0; t) + Jb(t1)I
+
a,b(t1) (2.38)
and from (2.37) it follows that νx(t1) = +∞. But on the other hand since x(t) is t1-normal
by virtue of Theorem 2.2 we have νx(t1),+∞. The obtained contradiction shows that
x∗(t) ≥ 0, t ≥ t0. Show that the equality x∗(t) = 0 is impossible for all t ≥ t0. Suppose
for some t2 ≥ t0 the equality x∗(t2) = 0 is satisfied. Then by (2.4) from the inequality
c(t) ≥ 0, t ≥ t0 it follows that x∗(t) ≤ 0, t ≥ t2. Hence, x∗(t) ≡ 0 on [t2; +∞), which is
impossible (since on [t2; +∞) we have c(t) 6≡ 0). On the strength of Lemma 2.1 from here
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it follows that every t0-regular solution of Eq. (2.1) is positive. Let xN(t) be a t0-normal
solution of Eq. (2.1). Then since x∗(t) > 0, t ≥ t0, by (2.8) we have:
+∞∫
t0
a(τ)xN (τ)dτ =
=
+∞∫
t0
a(τ)[xN (τ)−x∗(τ)]dτ+
+∞∫
t0
a(τ)x∗(τ)dτ ≥
+∞∫
t0
a(τ)[xN (τ)−x∗(τ)]dτ = +∞. Suppose
+∞∫
t0
c(τ)Ia,b(t0; τ)dτ = +∞, (2.39)
and
+∞∫
t0
a(τ)x∗(τ)dτ < +∞. Show that then
x∗(t) =
+∞∫
t
Jb(t; τ)c(τ)φ∗(t; τ)dτ, t ≥ t0, (2.40)
where φ∗(t; τ) ≡ exp
{ τ∫
t
a(s)x∗(s)ds
}
, τ ≥ t ≥ t0. By (2.4) we have:
x∗(t) = J−h∗(t1; t)
[
x∗(t1)−
t∫
t1
Jb(t1; τ)c(τ)φ∗(t; τ)dτ
]
, t ≥ t1 ≥ t0, (2.41)
where h∗(t) ≡ a(t)x∗(t)+b(t), t ≥ t0. From here and from the positivity of x∗(t) it follows
that
x∗(t) ≥
+∞∫
t1
jb(t1; τ)c(τ)φ∗(t1; τ)dτ, t1 ≥ t0.
Show that the strict inequality
x∗(t) >
+∞∫
t1
Jb(t1; τ)c(τ)φ∗(t1; τ)dτ (2.42)
is impossible for all t1 ≥ t0. Multiplying both sides of (2.41) on a(t)φ∗(t1; t) and integrationg
from t1 to +∞ we get:
exp
{ +∞∫
t1
a(τ)x∗(τ)dτ
}
= 1 +
+∞∫
t1
J−b(t1; τ)
[
x∗(t1)−
t∫
t1
Jb(t1; τ)c(τ)φ∗(t1; τ)
]
dτ ≥
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1 + I+a,b(t1)
[
x∗(t1)−
+∞∫
t1
Jb(t1; τ)c(τ)φ∗(t1; τ)dτ
]
. (2.43)
Suppose for some t1 ≥ t0 the inequality (2.42) is satisfied. Then by (2.38) from the
equality I+a,b(t0) = +∞ and from (2.43) it follows that
+∞∫
t1
a(τ)x∗(τ)dτ = +∞. The
obtained contradiction proves (2.40). Multiplying both sides of (2.40) on a(t)φ∗(t0; t) and
integrating from t0 to +∞ we will get: exp
{
+∞∫
t0
a(τ)x∗(τ)dτ
}
= 1 +
+∞∫
t0
a(τ)φ∗(t0; τ)dτ
+∞∫
t
Jb(t; τ)c(τ)φ∗(t; τ)dτ ≥ 1 +
+∞∫
t0
a(t)dt
+∞∫
t
Jb(t; τ)c(τ)dτ. By virtue
of Fubini’s theorem from here and from (2.39) it follows that
+∞∫
t0
a(τ)x∗(τ)dτ = +∞. We
came to the contradiction. The assertion I∗ is proved. Let us prove II∗. Let x(t) be a
t0-regular solution of Eq. (2.1). If x(t0) < 0, then by (2.4) from inequality c(t) ≥ 0, t ≥ t0
it follows that x(t) < 0, t ≥ t0. Let x(t0) ≥ 0. Show that in this case it is impossible that
x(t) ≥ 0, t ≥ t0. (2.44)
Suppose this relation is true. Then since a(t) ≥ 0, c(t) ≥ 0, t ≥ t), we have
t∫
t0
Jb(τ)c(τ) exp
{ τ∫
t0
a(s)x(s)ds
}
dτ ≥ I+c,−b(t0; t), t ≥ t0.
By (2.4) from here and from equality I+c,−b(t0) = +∞ it follows that x(t1) < 0 for some
t1 > t0. We came to the contradiction. Hence by (2.4) if x(t0) > 0, then there exists
t2 = t2(x) ≥ t1 = t1(x) > t0 such that x(t) > 0, t ∈ [t0; t1), x(t) = 0, t ∈ [t1; t2], x(t) <
0, t > t2, and if x(t0) = 0, then there exists t1 = t1(x) ≥ t0 such that x(t) = 0, t ∈ [t0; t1],
and x(t) < 0, t ≥ t1. Let x0(t) be a t0-normal solution of Eq. (2.1) with x0(t0) ≥ 0,
and let t1 = t1(x) ≥ t0 such that x0(t1) = 0, x0(t) < 0, t t1. Then since by (2.8)
+∞∫
t1
a(τ)[x∗(τ)− x0(τ)]dτ = −∞, we have
+∞∫
t0
a(τ)x∗(τ)dτ =
t1∫
t0
a(τ)x∗(τ)dτ +
+∞∫
t1
a(τ)[x∗(τ)− x0(τ)]dτ +
+∞∫
t1
a(τ)x0(τ)dτ ≤
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≤
t∫
t0
a(τ)x∗(τ)dτ+
+∞∫
t1
a(τ)[x∗(τ)−x0(τ)]dτ = −∞.
Using Theorem 2.1 by analogy of the second of inequalities (2.18) can be obtained the
estimation
x0(t) ≤ x0(t1)J−b(t1; t)− I−b,c(t1; t) = −I−b,c(t1; t), t ≥ t1.
Then
+∞∫
t0
a(τ)x0(τ)dτ ≤
t1∫
t0
a(τ)x0(τ)dτ −
+∞∫
t1
a(τ)I−a,b(t1; τ)dτ. (2.45)
Since I−b,c(t0; t) = I
−
b,c(t0; t1)J−b(t1; t) + I
−
b,c(t1; t), we have
+∞∫
t0
a(τ)I−b,c(t0; τ)dτ =
t1∫
t0
I−b,c(t1; τ)dτ+I
−
b,c(t0; t1)I
+
a,b(t1; +∞)+
+∞∫
t1
a(τ)I−b,c(t1; τ)dτ. (2.46)
Since x0(t) < 0, t > t1, by virtue of I
∗ we obtain
I+a,b(t1) < +∞. (2.47)
Let
+∞∫
t0
a(τ)I−b,c(t0; τ)dτ = +∞. Then from (2.45) - (2.47) it follows that
+∞∫
t0
a(τ)x0(τ)dτ = −∞. (2.48)
Let xN (t) be an arbitrary t0-normal solution of Eq. (2.1). Then since by (2.9)
+∞∫
t0
a(τ)|xN (τ)−
x0(τ)|dτ < +∞, taking into account (2.48) we have:
+∞∫
t0
a(τ)xN (τ)dτ =
+∞∫
t0
a(τ)[xN (τ)−
x0(τ)]dτ +
+∞∫
t0
a(τ)x0(τ)dτ = −∞. The assertion II∗ is proved. Let us prove III∗. Show
that
x∗(t1) < 0 (2.49)
for some t1 ≥ t0. Suppose that it is not true. Then x∗(t) ≥ 0, t ≥ t) and therefore
νx∗(t0) ≤ I+a,b(t0) < +∞. But on the other hand by (2.7) we have νx∗(t0) = +∞. The
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obtained contradiction proves (2.49). By (2.4) from (2.49) and from non negativity of c(t)
it follows that
x∗(t) < 0, t ≥ t1. (2.50)
Hence v∗(t) ≡ 1x∗(t) , t ≥ t1 is a t1-regular solution of the equation
v′ + c(t)v2 − b(t)v + a(t) = 0, t ≥ t0. (2.51)
Suppose I+c,−b(t0) < +∞. By (2.38) from here it follows that I+c,−b(t1) < +∞. Then by
already proven v∗(t) < 0, t ≥ t2 for some t2 ≥ t1, where v∗(t) is the t1-extremal solution
of Eq. (2.51). From here it follows that x1(t) ≡ − 1v∗(t) is an positive solution of Eq.
(2.1) defined on [t2; +∞). Since according to (2.50) x∗(t2) < 0, by virtue of Lemma 2.1
x1(t) is t2-normal. By virtue of continuously dependence of solutions of Eq. (2.1) from
their initial values from here from (2.4) and (2.50) it follows that there exists t1-normal
positive solution x+N (t) of Eq. (2.1) on [t2; +∞) having the property: for each solution
x(t) of Eq. (2.1) with x(t2) ∈ (0; x+N(t2)) there exists t4 = t4(x) ≥ t3 = t3(x) > t2
such that x(t) > 0, t ∈ [t2; t3), x(t) = 0, t ∈ [t3; t4], x(t) < 0, t > t4; if x(t2) = 0,
then there exists t3 = t3(x) ≥ t2 such that x(t) = 0, t ∈ [t2; t3], x(t) < 0, t > t3;
if x(t2) ∈ (x∗(t2); 0), then x(t) < 0, t ≥ t2. Let x−(t) be a solution of Eq. (2.1) with
x−(t2) ∈ (x∗(t2); 0). Then by virtue of Lemma 2.1 x−(t) is t2-normal and, as it was
already proved, x−(t) < 0, t ≥ t2. Therefore taking into account (2.9) we obtain:
0 <
+∞∫
t0
a(τ)x+N (τ)dτ ≤
t2∫
t0
a(τ)x+N (τ)dτ +
+∞∫
t2
a(τ)[x+N (τ)− x−(τ)]dτ < +∞. (2.52)
Let xN(t) be an arbitrary t0-normal solution of Eq. (2.1). Then
+∞∫
t0
a(τ)xN (τ)dτ =
t2∫
t0
a(τ)xN (τ)dτ+
+∞∫
t2
a(τ)[xN (τ)−x+N (τ)]dτ+
+∞∫
t2
a(τ)x+N (τ)dτ. Since by
(2.9)
+∞∫
t2
a(τ)|xN (τ) − x+N (τ)|dτ < +∞, from the last equality and from (2.52) it follows
convergence of the integral
+∞∫
t0
a(τ)xN (τ)dτ . Since x
+
N (t) > 0, t ≥ t2;
+∞∫
t0
a(τ)x∗(τ)dτ =
t2∫
t0
a(τ)x∗(τ)dτ+
+∞∫
t2
a(τ)[x∗(τ)−x+N (τ)]dτ+
+∞∫
t2
a(τ)x+N (τ)dτ. and by (2.8)
+∞∫
t2
a(τ)[x∗(τ)−
x+N (τ)]dτ = −∞, taking into account (2.52) we have:
+∞∫
t0
a(τ)x∗(τ)dτ = −∞. The theorem
is proved.
Remark 2.2. Existence criteria of t1-regular solutions of Eq. (2.1) are proved in [5]
and [12].
Remark 2.3. If a(t) > 0, t ≥ t), then existence of t1-regular solutions of Eq. (2.1) is
equivalent to the non oscillation of the equation(
φ′
a(t)
)′
− a(t)b(t)φ′ − c(t)φ = 0, t ≥ t0.
Non oscillatory criteria for the last equation is proved in [13].
Corollary 2.2. Let a(t) ≥ 0, c(t) ≥ 0, t ≥ t0, I+a,b(t0) = Ic,−b(t0) = +∞. Then Eq.
(2.1) has no t1-regular solutions for all t1 ≥ t0.
Proof. Suppose that for some t1 ≥ t) Eq. (2.1) has t1-regular solution x(t). Then by
virtue of Theorem 2.4 from the equality I+a,b(t1) = I
+
a,b(t0) (see (2.38)) it follows that
x(t) > 0, t ≥ t1. Therefore v(t) ≡ − 1x(t) , t ≥ t1, is a negative t1-regular solution of Eq.
(2.51). But on the other hand by virtue of Theorem 2.4 I∗ from the equality I+c,−b(t1) =
I+a,b(t0) = +∞ it follows that v(t) > 0, t ≥ t1. We came to the contradiction. The
corollary is proved.
On the basis of Theorem 2.1 and corollary 2.2 we can make the phase portrait of
solutions of Eq. (2.1) if a(t) ≥ 0, c(t) ≥ 0, t ≥ t0 for the following four cases:
α) I+a,b(t0) = +∞; and Eq. (2.1) has a t1-regular solution for some t1 ≥ t0 (see pict. 3);
✻
✲
✻
✲
t
x(t)
t0
◦
x∗(t)
pict.3. I+a,b(t0)=+∞
pict.4. I+c,−b(t0)=+∞
tt0
x∗(t)
x(t)
◦
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✻✲
✻
✲
t
x(t)
t0
◦
x∗(t)
x+N (t)
pict.5. I+a,b(t0)<+∞
and I+c,−b(t0)<+∞
pict.6. I+a,b(t0)=I
+
c,−b(t0)=+∞
tt0
x(t)
◦
β) I+c,−b(t0) = +∞; and Eq. (2.1) has a t1-regular solution for some t1 ≥ t0 (see pict. 4);
γ) I+a,b(t0) < +∞, I+c,−b(t0) < +∞; and Eq. (2.1) has a t1-regular solution for some t1 ≥ t0
(see pict. 5);
δ) I+a,b(t0) = I
+
c,−b(t0) = +∞ (see pict. 6).
Let a(t) > 0, t ≥ t0, and let x0(t) be a solution of Eq. (2.1) with x0(t0) = 0. Then by
virtue of Theorem 2.3. I◦ x0(t) is t0-normal and non negative. Obviously
x0(t) +
t∫
t0
a(τ)
(
x0(τ) +
b(τ)
2a(τ)
)2
dτ =
t∫
t0
b2(τ)− 4a(τ)c(τ)
4a(τ)
dτ, t ≥ t0.
Then since x0(t) ≥ 0, t ≥ t0, we have
t∫
t0
a(τ)
(
x0(τ) +
b(τ)
2a(τ)
)2
dτ ≤
t∫
t0
b2(τ)− 4a(τ)c(τ)
4a(τ)
dτ, t ≥ t0. (2.53)
According to Cauchy - Schwarz inequality we have:
t∫
t0
a(τ)
(
x0(τ) +
b(τ)
2a(τ)
)
dτ ≤
√√√√√ t∫
t0
a(τ)dτ
√√√√√ t∫
t0
a(τ)
(
x0(τ) +
b(τ)
2a(τ)
)2
dτ
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From here and from (2.53) we get:
t∫
t0
a(τ)x0(τ)dτ ≤ −1
2
t∫
t0
b(τ)dτ +
1
2
√√√√√ t∫
t0
a(τ)dτ
[ t∫
t0
b2(τ)− 4a(τ)c(τ)
a(τ)
]
dτ, (2.54)
t ≥ t0. Let x∗(t) be a t0-extremal solution to Eq. (2.1). Then (see [11])
a(t)x∗(t) =
νx0(t)
νx0(t)
− a(t)x0(t)− b(t), t ≥ t0.
From here and from (2.54) we obtain:
t∫
t0
a(τ)x∗(τ)dτ ≥ −1
2
t∫
t0
b(τ)dτ−
− 1
2
√√√√√ t∫
t0
a(τ)dτ
[ t∫
t0
b2(τ)− 4a(τ)c(τ)
a(τ)
]
dτ + ln
νx0(t)
νx0(t0)
, t ≥ t0. (2.55)
Remark 2.2 The estimates (2.54) and (2.55) are sharp in the sense that for a(t) =
const, b(t) = const, c(t) = const the estimate (2.54) becomes an equality up to constant
summand and the inequality (2.55) becomes an equality.
Suppose I+a,b(t0) < +∞, I+−c,−b(t0) < +∞. Then due to Theorem 2.3. VI◦ Eq. (2.1)
has a negative t0-normal solution. Therefore,
νx0(t) =
+∞∫
t
a(τ) exp
{
−
τ∫
t
[
2a(s)
(
x0(ξ)−x−N(ξ)
)
+2a(ξ)x−N(ξ)+b(ξ)
]
dξ
}
dτ ≥
≥ exp
{
−
+∞∫
t
2a(s)
(
x0(ξ)− x−N (ξ)
)
dξ
}
I+a,b(t,+∞), t ≥ t0.
From here and from (2.55) we get:
t∫
t0
a(τ)x∗(τ)dτ ≥ −1
2
t∫
t0
b(τ)dτ−
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− 1
2
√√√√√ t∫
t0
a(τ)dτ
[ t∫
t0
b2(τ)− 4a(τ)c(τ)
a(τ)
]
dτ + ln I+a,b(t) + c, t ≥ t0. (2.56)
where
c ≡ −
+∞∫
t0
a(τ)
(
x0(τ)− x−N(τ)
)
dτ − ln νx0(t0). (2.57)
Suppose a(t) > 0, c(t) ≥ 0, t ≥ t0, I+a,b(t0) = +∞, and Eq. (2.1) has a t0-regular
solution. Obviously
x1(t) +
t∫
t0
a(τ)
(
x1(τ) +
b(τ)
2a(τ)
)2
dτ = x1(t0) +
t∫
t0
b2(τ)− 4a(τ)c(τ)
4a(τ)
dτ, t ≥ t0.
Then since by Theorem 2.4. I∗ x1(t) > 0, t ≥ t0, we have
t∫
t0
a(τ)
(
x1(τ) +
b(τ)
2a(τ)
)2
dτ ≤ x1(t0) +
t∫
t0
b2(τ)− 4a(τ)c(τ)
4a(τ)
dτ, t ≥ t0.
From here using Cauchy - Schwarz inequality by analogy of (2.54) we get:
t∫
t0
a(τ)x0(τ)dτ ≤ −1
2
t∫
t0
b(τ)dτ+
+
1
2
√√√√√ t∫
t0
a(τ)dτ
[
4x1(t0) +
t∫
t0
b2(τ)− 4a(τ)c(τ)
a(τ)
]
dτ, t ≥ t0. (2.58)
§3. The behavior of solutions of the system (1.1)
3.1. The general case. Denote B(t) ≡ a11(t)− a22(t), t ≥ t0. Consider the Riccati
equation
z′ + a12(t)z
2 +B(t)z − a21(t) = 0, t ≥ t0. (3.1)
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It is not difficult to show that the solutions z(t) of this equation existing on some interval
е [t1; t2) (t0 ≤ t1 ≤ t2 ≤ +∞) are connected wit solutions (φ(t), ψ(t)) of the system (1.1)
by correlations (see [6])
φ(t) = φ(t1) exp
{ t∫
t1
[a12(τ)z(τ) + a11(τ)]dτ
}
, φ(t1) 6= 0. ψ(t) = z(t)φ(t), (3.2)
t ∈ [t1; t2). Denote by z0(t) the solution of Eq. (3.1) with z0(t0) = i. This solution
exists on [t0; +∞) (i. e. it is a t0-regular solution [see [6]]). Denote: x0(t) ≡ Re z0(t),
y0(t) ≡ Im z0(t), t ≥ t0. Let (φ±(t), ψ±(t)) be the solutions of the system (1.1) with
φ+(t0) = 1, ψ+(t0) = 0, φ−(t0) = 0, ψ−(t0) = 1. Then the following equalities are valid
(see [6]):
φ+(t) =
JS/2(t)√
y0(t)
cos
( t∫
t0
a12(τ)y0(τ)dτ
)
;
ψ+(t) =
JS/2(t)√
y0(t)
[
x0(t) cos
( t∫
t0
a12(τ)y0(τ)dτ
)
− y0(t) sin
( t∫
t0
a12(τ)y0(τ)dτ
)]
;
φ−(t) =
JS/2(t)√
y0(t)
sin
( t∫
t0
a12(τ)y0(τ)dτ
)
;
ψ−(t) =
JS/2(t)√
y0(t)
[
x0(t) sin
( t∫
t0
a12(τ)y0(τ)dτ
)
+ y0(t) cos
( t∫
t0
a12(τ)y0(τ)dτ
)]
,
where S ≡ a11(t) + a22(t), t ≥ t0. From here it is not difficult to obtain the relations
φ+(t) cos
( t∫
t0
a12(τ)y0(τ)dτ
)
+ φ−(t) sin
( t∫
t0
a12(τ)y0(τ)dτ
)
=
JS/2(t)√
y0(t)
, (3.3)
ψ−(t) cos
( t∫
t0
a12(τ)y0(τ)dτ
)
− ψ+(t) sin
( t∫
t0
a12(τ)y0(τ)dτ
)
= JS/2(t)
√
y0(t), (3.4)
ψ−(t) sin
( t∫
t0
a12(τ)y0(τ)dτ
)
+ ψ+(t) cos
( t∫
t0
a12(τ)y0(τ)dτ
)
= JS/2(t)
x0(t)√
y0(t)
, (3.5)
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The real valued solutions (φ(t), ψ(t)) of the system (1.1) are connected with x0(t) and y0(t)
by relations (see [6])
φ(t) = µ
JS/2(t)√
y0(t)
sin
(
t∫
t0
a12(τ)y0(τ)dτ + ν
)
;
ψ(t) = µ
√
x20(t) + y
2
0(t)
JS/2(t)√
y0(t)
cos
(
t∫
t0
a12(τ)y0(τ)dτ + ν − α0(t)
)
,
(3.6)
t ≥ t0, where µ and ν are arbitrary constants;
α0(t) ≡ arcsin x0(t)√
x20(t) + y
2
0(t)
= arctan
x0(t)
y0(t)
, t ≥ t0. (3.7)
Let u(t) be a continuous function on [t0; +∞).
Definition 3.1. The function u(t) is called oscillatory if it has arbitrary large zeroes,
otherwise u(t) is called non oscillatory.
Definition 3.2. The system (1.1) is called oscillatory (non oscillatory), if for its
each non trivial solution (φ(t), ψ(t)) the functions φ(t) and ψ(t) are oscillatory (non
oscillatory).
Remark 3.1. Some oscillatory and non oscillatory criteria are proved in [6] (see
also [5]).
Definition 3.3. The system (1.1) is called weak oscillatory (weak non oscillatory), if
for its each non trivial solution (φ(t), ψ(t)) at least one of the functions φ(t) and ψ(t) is
oscillatory (is non oscillatory) and there exist two solutions (φj(t), ψj(t)),
j = 1, 2, such that φ1(t) and ψ1(t) are oscillatory (non oscillatory), and at least one
of the functions φ2(t) and ψ2(t) is non oscillatory (oscillatory).
Definition 3.4. The system (1.1) is called half oscillatory if for its each non trivial
solution (φ(t), ψ(t)) one of the functions φ(t), ψ(t) is oscillatory and other is non
oscillatory.
Definition 3.5. The system (1.1) is called singular, if it has two non trivial solutions
(φj(t), ψj(t)), j = 1, 2, such that φ1(t) and ψ1(t) are oscillatory, and φ2(t) and ψ2(t) are
non oscillatory.
Remark 3.2. It is evident that each system (1.1) is or else oscillatory or else non
oscillatory or else weak oscillatory or else weak non oscillatory or else half oscillatory or
else singular.
Example 3.1. Consider the system
φ′ = cos(λt)ψ;
ψ′ = − cos(λt)φ, t ≥ t0
(3.8)
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where λ = const > 0 is a parameter. The general solution (φ(t), ψ(t)) to this system is
given by formulas:
φ(t) = c1 sin
(
1
λ
sin λt+ c2
)
, ψ(t) = c1 cos
(
1
λ
sinλt+ c2
)
,
where c1 and c2 are arbitrary constants. It is not difficult to verify that if:
1) 0 < λ ≤ 2
pi
, then the system (3.8) is oscillatory;
2) 2
pi
< λ ≤ 4
pi
, then the system (3.8) is weak oscillatory;
3) λ > 4
pi
, then the system (3.8) is weak non oscillatory.
Example 3.2. Consider the system
φ′ = ψ;
ψ′ =
(− cos2 t− sin t)φ, t ≥ t0. (3.9)
The general solution (φ(t), ψ(t)) of this system is given by formulas:
φ(t) = esin t
(
c1+c2
t∫
t0
e−2 sin τdτ
)
, ψ(t) = esin t
[
c1 cos t+c2
{
cos t
t∫
t0
e−2 sin τdτ+e−2 sin t
}]
.
where c1 and c2 are arbitrary constants. Obviously φ(t) is non oscillatory and ψ(t) is
oscillatory. Hence the system (3.9) is half oscillatory.
Example 3.3. Consider the system
φ′ = 3 cos t φ− 2 cos t ψ;
ψ′ = 4 cos t φ− 3 cos t ψ, t ≥ t0.
(3.10)
It has the solutions(
esin t, esin t
)
,
(
esin t − e− sin t, esin t − 2e− sin t) , t ≥ t0.
Obviously the components of the firs solution are non oscillatory; the firs component of
the second solution vanishes in the points pik ≥ t0, k = 0,±1,±2, ..., and the nulls of the
second component of the second solution are all solutions of the equation sin t = ln
√
2 on
[t0; +∞). Therefore the system (3.10) is singular.
Definition 3.6 The system (1.1) is called Lyapunov stable (asymptotically stable), if
its all solutions are bounded on [t0; +∞) (vanish on +∞).
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Theorem 3.1. Let for each solution (φ(t), ψ(t)) of the system (1.1) the function
J−S/2(t)φ(t) is bounded. Then there exists a solution (φ0(t), ψ0(t)) of the system (1.1)
such that J−S/2(t)ψ0(t) 6→ 0 for t→ +∞. Moreover if in addition a12(t) does not change
sign and
+∞∫
t0
|a12(τ)|dτ = +∞, then the system (1.1) is oscillatory and for each nontrivial
solution (φ(t), ψ(t)) of the system (1.1) J−S/2(t)ψ(t) 6→ 0 for t→ +∞.
Proof. By (3.3) from the conditions of the theorem it follows that
y0(t) ≥ ε, t ≥ t0, (3.11)
for some ε > 0. Suppose for every solution (φ(t), ψ(t)) of the system (1.1) J−S/2(t)ψ(t)→
0 for t→ +∞. Then according to (3.4) we have y0(t)→ 0 for t→ +∞, which contradicts
(3.11). The obtained contradiction shows the existence of a solution (φ0(t), ψ0(t)) of the
system (2.1) with J−S/2(t)ψ0(t) 6→ 0 for t → +∞. If in addition a12(t) does not change
sign and
+∞∫
t0
|a12(τ)|dτ = +∞, then from (3.11) it follows that |
+∞∫
t0
a12(τ)y0(τ)dτ | = +∞.
From here and from (3.6) it follows oscillation of the system (1.1). From the last equality
from (3.6) and (3.11) it follows that for every solution (φ(t), ψ(t)) for the system (1.1)
the relation J−S/2(t)ψ(t) 6→ 0 for t→ +∞ is fulfilled. The theorem is proved.
Theorem 3.2. Let for each solution (φ(t), ψ(t)) of the system (1.1) the relation
J−S/2(t)φ(t) → 0 for t → +∞ be satisfied. Then there exists a solution (φ0(t), ψ0(t))
of the system (1.1) such that J−S/2(t)ψ0(t) is unbounded. Moreover if in addition a12(t)
does not change sign and
+∞∫
t0
|a12(τ)|dτ = +∞, then the system (1.1) is oscillatory, and
for any nontrivial solution (φ(t), ψ(t)) of the system (1.1) the function J−S/2(t)ψ(t) is
unbounded.
Proof. By (3.3) from the condition of the theorem it follows that
y0(t)→ +∞ for t→ +∞. (3.12)
Suppose for every solution (φ(t), ψ(t)) of the system (1.1) the function J−S/2(t)ψ(t) is
bounded. Then from (3.4) it follows that y0(t) is bounded, which contradicts (3.12). Hence
for at last one solution (φ0(t), ψ0(t)) of the system (1.1) the function J−S/2(t)ψ0(t) is
unbounded. Suppose a12(t) does not change sign and
+∞∫
t0
|a12(τ)|dτ = +∞. Then from
(3.6) and (3.12) it follows that the system (1.1) is oscillatory and by virtue of the second
of equalities (3.6) from (3.12) it follows that for any nontrivial solution (φ(t), ψ(t)) of the
system (1.1) the function J−S/2(t)ψ(t) is unbounded. The theorem is proved.
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Theorem 3.3 (abut rings). Suppose for every solution Φ(t) ≡ (φ(t), ψ(t)) of the
system (1.1) there exists RΦ > 0 such that ||Φ(t)|| ≤ RΦJS/2(t), t ≥ t0. Then for every
nontrivial solution Φ(t) of the system (1.1) there exists rΦ such that
||Φ(t)|| ≥ rΦJS/2(t), t ≥ t0. (3.13)
Proof. By (3.3) - (3.5) from the conditions of the theorem it follows that√
y0(t) ≤M, 1√
y0(t)
≤M, x0(t)
y0(t)
≤M, t ≥ t0. (3.14)
for some M = const > 0. Suppose for some solution Φ0(t) ≡ (φ0(t), ψ0(t)) of the system
(1.1) the relation (3.13) does not fulfill. Then there exists infinitely large sequence {tn}+∞n−1
such that
J−S/2(tn)φ0(tn)→ 0, J−S/2(tn)ψ0(tn)→ 0 for n→ +∞. (3.15)
By (3.6) we have:
J−S/2(tn)φ0(tn) =
µ0√
y0(tn)
sin(γn);
J−S/2(tn)ψ0(tn) = µ0
√
1 +
x0(t0)
y0(t0)
√
y0(tn) cos(γn − α0(tn)),
where γn ≡
tn∫
t0
y0(τ)dτ + ν0, n = 1, 2, ...; ν0 and µ0 are some constants. From here from
(3.14) and (3.15) it follows:
sin(γn)→ 0, for n→ +∞; (3.16)
cos(γn − α0(tn))→ 0, for n→ +∞; (3.17)
From (3.14) and from (3.7) it follows that there exists δ > 0 such that | cos(α0(tn))| > δ,
n = 1, 2, ... . From here and from (3.16) it follows that | cos(γn − α0(tn))| = 1 ±
±
√
1− sin2 γn cos(α0(tn))+ sin γn sinα0(tn) ≥ δ/2 for all enough large values of n, which
contradicts (3.17). The obtained contradiction proves (3.13). The theorem is proved.
Remark 3.3. The geometrical meaning of Theorem 3.4 is that if for all solutions
Φ(t) ≡ (φ(t), ψ(t)) of the system (1.1) the vector functions J−S/2(t)Φ(t) are bounded then
every of them lies in some ring of radiuses 0 < rΦ < RΦ.
By correlation (1.3) between Eq. (1.2), Eq. (1.5) and the system (1.4) From Theorems
3.1 - 3.4 it follow the following
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three principles for Eq. (1.5)
A) If all solutions of Eq. (1.5) are bounded then it is oscillatory and for its each
nontrivial solution φ(t) the relation φ′(t) 6→ 0 for t→ +∞ is fulfilled.
B) If all solutions of Eq. (1.5) vanish on +∞, then the derivative of its every nontrivial
solution is unbounded.
C) If Eq. (1.5) is stable by Lyapunov then for its every nontrivial solution φ(t) there
exist positive numbers rφ < Rφ such that rφ ≤
√
φ2(t) + φ′(t)2 ≤ Rφ, t ≥ t0.
✻
✲
✻
✲φ
φ′
φ
φ′
Pict.7. An illustration to the principle B) Pict.8. An illustration to the principle C)
■
✛
❄
❄
❄
✻
✻
❄
✫✪
✬✩
❍❍❥
✁
✁
✁
✁✕Rφ
rφ
Let us compare these principles wit the following assertion proved in [1] (see [1], p.
222, Corollary 6.2.4).
Proposition 3.1. Let |r(t)| ≤M, t ≥ t0. Then if all solutions of Eq. (1.5) vanish on
+∞, then Eq. (1.5) is asymptotically stable.
Obviously from any of principles A) - C) it follows that the equations (1.5) satisfying
the conditions of Proposition 3.1, form a empty set.
Example 3.4. Consider the Mathieu equation (see [14])
φ′′ + (δ + ε cos t)φ = 0, t ≥ t0, δ, ε ∈ R.
From the principle A) it follows that for all pairs (δ, ε) from the zones of stability this
equation is oscillatory, and from the principle C) it follows that (for this restriction) for
its each nontrivial solution φ(t) there exist Rφ > rφ > 0 such that rφ ≤ φ2(t) + φ′(t)2 ≤
Rφ, t ≥ t0 (see Pict. 8), which agrees quite well with the Floquet’s theory. Note that some
part of mentioned above zones of stability relates to the extremal case of Eq. (1.5), when
+∞∫
t0
r(t)dt = −∞.
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Example 3.5. Consider the Airy’s equation
φ′′ + tφ = 0, t ≥ t0.
By virtue of L. A. Gusarov’s theorem (see [15], Theorem 1) all solutions of this equation
vanish on +∞. From the principles A) and B) it follows that this equation is oscillatory
and for its every nontrivial solution φ(t) the function φ′(t) is unbounded (see Pict. 7).
3.2. A generalization of Leighton’s theorem. In 1952 Leighton proves (see [16],
p. 70, Theorem 2.24), that the equation
(p(t)φ′)′ + r(t)φ = 0, t ≥ t0,
is oscillatory if
+∞∫
t0
dτ
p(τ)
=
+∞∫
t0
r(τ)dτ = +∞.
The next theorem generalizes this result.
Theorem 3.4. Let the conditions
1) a12(t) ≥ 0, t ≥ t0;
2)
+∞∫
t0
a12(τ) exp
{
−
τ∫
t0
B(s)ds
}
dτ = −
+∞∫
t0
a21(τ) exp
{
τ∫
t0
B(s)ds
}
dτ = +∞.
be satisfied. Then the system (1.1) is oscillatory.
Proof. Suppose the system (1.1) is not oscillatory. Then from the condition 1) and from
the Lemma 4.2 of work [6] it follows that Eq. (3.1) has a solution on [t1; +∞) for some
t1 ≥ t0. Set W (t) ≡ −a21(t) exp
{
t∫
t1
B(τ)dτ
}
, t ≥ t1. In Eq. (3.1) make the substitution
y = z exp
{
−2
t∫
t1
W (τ)dτ
}
, t ≥ t1.
We obtain
z′ + U(t)z2 +W (t) = 0, t ≥ t1. (3.18)
where U(t) ≡ a12(t) exp
{
−
t∫
t1
B(τ)dτ
}
, t ≥ t0. Show that
+∞∫
t1
U(τ) exp
{ τ∫
t1
U(s)ds
s∫
t1
W (ζ)dζ
}
dτ = +∞. (3.19)
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By 2) we have:
t∫
t1
W (τ)dτ = −
t∫
t1
a21(τ) exp
{ τ∫
t1
B(s)ds
}
dτ ≥ 0, t ≥ t2,
for some t2 ≥ t1. By 2) from here it follows (3.19). In Eq. (3.18) make the substitution
z = u−
t∫
t1
W (τ)dτ, t ≥ t1.
We get:
u′ + U(t)u2 − 2U(t)
t∫
t1
W (τ)dτu+ U(t)
[ t∫
t1
W (τ)dτ
]2
= 0, t ≥ t1. (3.20)
Since Eq. (3.1) has a solution on [t1; +∞), from the proven above substitutions is seen
that Eq. (3.20) also has a solution on [t1; +∞). By virtue of Lemma 2.4 from here, from
(3.19) and from the inequalities a12(t) ≥ 0, U(t)
[
t∫
t1
W (τ)dτ
]2
≥ 0, t ≥ t1, it follows
that Eq. (3.20) has a positive solution on [t1; +∞). Then z0(t) ≡ u0(t) −
t∫
t1
W (τ)dτ is a
solution to Eq. (3.18) such that
z0(t) >
t∫
t1
W (τ)dτ, t ≥ t1. (3.21)
From (3.18) it follows that
z0(t) = z0(t0)−
t∫
t1
U(τ)z20(τ)dτ −
t∫
t1
W (τ)dτ, t ≥ t1. (3.22)
From here and from (3.21) we have:
0 ≤
t∫
t1
U(τ)z20(τ)dτ < z0(t1), t ≥ t1. (3.23)
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(z0(t1) = u0(t1) > 0). Taking into account 2) from here we get:[
z0(t1)−
t∫
t1
U(τ)z20(τ)dτ −
t∫
t1
W (τ)dτ
]2
≥ 1, t ≥ T,
for some T ≥ t1. From here and from (3.22) it follows that z20(t) ≥ 1, t ≥ T. Hence by
2) we have
+∞∫
T
U(τ)z20(τ)dτ ≥
+∞∫
T
U(τ)dτ = +∞, which contradicts (3.23). The theorem
is proved.
3.3. The case when the system (1.1) has a regular solution. In the sequel we
will assume that the functions a12(t) and a21(t) have unbounded supports (the case when
one of them has bounded support, is trivial).
Definition 3.7. A solution (φ(t), ψ(t)) of the system (1.1) is called t1-regular if
φ(t) 6= 0, t ≥ t1.
Hereafter any t1-regular solution for any t1 ≥ t0 we will just call a regular solution.
Definition 3.8. The system (1.1) is called regular if it has at least one regular solution.
Definition 3.9. The system (1.1) is called strongly regular if each its nontrivial
solution is regular.
Definition 3.10. The system (1.1) is called exotic, if it has up to arbitrary multiplier
the unique regular solution.
Definition 3.11. The regular system (1.1) is called normal if it is not exotic and
for its any two regular solutions (φj(t), ψj(t)), j = 1, 2, the function
φ1(t)
φ2(t)
is bounded on
[T ; +∞), where T = T (φ1, φ2) such that φj(t) 6= 0, t ≥ T, j = 1, 2.
Definition 3.12. The system (1.1) is called extremal if it is not exotic and has a
regular solution (φ∗(t), ψ∗(t)) such that for its any regular solution (φ(t), ψ(t)), linearly
independent of (φ∗(t), ψ∗(t)) the equality lim
t→+∞
φ∗(t)
φ(t)
= 0 is fulfilled.
The unique (up to arbitrary multiplier) solution (φ∗(t), ψ∗(t)), defined above we will
call the minimal solution of the system (1.1)
Remark 3.4. Every extremal system is strongly regular. Indeed Let (φ∗(t), ψ∗(t)) be the
minimal solution of the system (1.1) and let (φ1(t), ψ1(t)) be another linearly independent
regular solution of the system (1.1). Then for an arbitrary nontrivial solution (φ(t), ψ(t))
the equality
φ(t) = φ∗(t)
[
c1 + c2
φ∗(t)
φ1(t)
]
, t ≥ t1,
is fulfilled, where c1 and c2 are some constants, c1 6= 0, t1 ≥ t0 such that φ1(t) 6= 0, t ≥ t1.
Since lim
t→+∞
φ∗(t)/φ1(t) = 0 from the last equality it follows that φ(t) 6= 0, t ≥ t2 for some
t2 ≥ t1. Therefore the system (1.1) is strongly regular.
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Definition 3.13. The regular system (1.1) is called super extremal if it is neither
exotic, nor normal nor extremal.
From Theorem 2.2 and Remark 2.1 it follows that the system (1.1) having a regular
solution is or else exotic or else normal or else extremal or else super extremal.
On the basis of (3.2) and relations (21) and (24) of work [11] it is easy to establish that:
to exotic system (1.1) corresponds Eq. (3.1) with the unique regular solution; to normal
system (1.1) corresponds Eq. (3.1), having only normal solution; to extremal system (1.1)
corresponds Eq. (3.1), which has along with the normal solutions the unique extremal
solution; to super extremal system (1.1) corresponds Eq. (3.1), which has along with the
normal solutions two extremal solutions.
Let (φ0(t), ψ0(t)) and (φ∗(t), ψ∗(t)) be solutions of the system (1.1) corresponding by
formulae (3.2) to a normal and a extremal solutions respectively. Then by virtue of the
relations (21) and (24) we have:
lim inf
t→+∞
|φ∗(t)|
|φ0(t)| = 0, lim supt→+∞
|φ∗(t)|
|φ0(t)| < +∞.
For arbitrary continuous function u(t) on [t0; +∞) denote:
µ˜u(t1; t) ≡
t∫
t1
a12(τ) exp
{
−
τ∫
t1
[
2a12(s)u(s)+B(s)
]
ds
}
dτ,
ν˜u(t) ≡
+∞∫
t
a12(τ) exp
{
−
τ∫
t
[
2a12(s)u(s)+B(s)
]
ds
}
dτ, t1, t ≥ t0.
Let the system (1.1) be exotic and let x0(t) ≡ ψ0(t)φ0(t) , t ≥ t1, where (φ0(t), ψ0(t)) is
the unique (up to arbitrary multiplier) t1-regular solution of Eq. (3.1). Then (see [11])
lim sup
t→+∞
µ˜x0(t1; t) = +∞; lim inf
t→+∞
µ˜x0(t1; t) = −∞. By (3.2) from here it follows that
lim sup
t→+∞
t∫
t1
a12(τ)JS(t1; τ)
φ20(τ)
dτ = +∞, lim inf
t→+∞
t∫
t1
a12(τ)JS(t1; τ)
φ20(τ)
dτ = −∞.
Let the system (1.1) be super extremal and let (φ∗(t), ψ∗(t)) and (φ∗∗(t), ψ∗∗(t)) be solutions
of the system (1.1), corresponding by formulae (3.2) to some extremal solutions of Eq.
(3.1). Then by relation (24) of work [11] the equalities
lim inf
t→+∞
|φ∗(t)|
|φ∗∗(t)| = 0, lim supt→+∞
|φ∗(t)|
|φ∗∗(t)| = +∞.
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is fulfilled. As we see the exotic and normal systems are the most "poor"in the view of
diversity of asymptotic behavior theirs regular solutions. In the same point of view the
super extremal system is the most "rich".
Theorem 3.5. Let for some t1 ≥ t0 there exists a real valued t1-regular solution
(φ0(t), ψ0(t)) of the system (1.1), such that the integral
+∞∫
t1
a12(τ)JS(τ)
φ20(τ)
dτ is convergent
(conditionally) and
+∞∫
t
a12(τ)JS(τ)
φ20(τ)
dτ 6= 0 for all t ≥ t1. Then:
a) the system (1.1) is extremal and for its minimal solution (φ∗(t), ψ∗(t)) the equality
+∞∫
t1
a12(τ)JS(τ)
φ2∗(τ)
dτ = ±∞, (3.18)
is fulfilled;
b) for its each solution (φ(t), ψ(t)) linearly independent of (φ∗(t), ψ∗(t)) the integral
+∞∫
T
a12(τ)JS(τ)
φ2(τ)
dτ converges (conditionally) where T = T (φ;ψ) ≥ t0 such that φ(t) 6= 0,
t ≥ T , and if in addition a12(t) does not change sign and
+∞∫
t0
|a12(τ)JS(τ)|dτ = +∞, then
lim sup
t→+∞
|φ(t)| = +∞; (3.19)
c) for arbitrary real valued solutions (φj(t), ψj(t)), j = 1, 2, of the system (1.1), linearly
independent of (φ∗(t), ψ∗(t)), there exists finite limit
lim
t→+∞
φ1(t)
φ2(t)
( 6= 0). (3.20)
Proof. x0(t) ≡ ψ0(t)φ0(t) , t ≥ t1. By (3.2) we have: ν˜x0(t1) =
+∞∫
t1
a12(τ)JS(τ)
φ20(τ)
dτ . From here
and from the conditions of the theorem it follows that the integral ν˜x0(t1) converges and
ν˜x0(t) 6= 0, t ≥ t1. Then by virtue of Theorem 2.2 Eq. (3.1) has the unique t1-extremal
solution x∗(t). By (3.2) the functions
φ∗(t) ≡ exp
{ t∫
t1
[
a12(τ)x∗(τ) + a11(τ)
]
dτ
}
, ψ∗(t) ≡ x∗(t)ψ∗(t), t ≥ t1,
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define a real valued t1-regular solution (φ∗(t), ψ∗(t)) of the system (1.1), which can be
continued on [t0; +∞) as a solution of Eq. (1.1). Then by (2.7) from the equality ν˜x∗(t1) =
+∞∫
t1
a12(τ)JS(τ)
φ2
∗
(τ)
dτ it follows (3.18). From (3.18) and from the conditions of the theorem
it follows that (φ0(t), ψ0(t)) and (φ∗(t), ψ∗(t)) are linearly independent. Therefore for
arbitrary solution (φ(t), ψ(t)) of the system (1.1), linearly independent of (φ∗(t), ψ∗(t))
the equality
φ(t) = φ∗(t)
[
c0 + c∗
φ∗(t)
φ0(t)
]
, t ≥ t1, (3.21)
is fulfilled, where c0 and c∗ are some constants and c0 6= 0. By virtue of Theorem 2.2 from
the equality ν˜x0(t1) =
+∞∫
t1
a12(τ)JS(τ)
φ20(τ)
dτ and from the conditions of the theorem it follows
that x0(t) is a t1-normal solution of Eq. (3.2). Then according to (2.8) from the equality
φ∗(t)
φ0(t)
=
φ∗(t1)
φ0(t1)
exp
{ t∫
t1
a12(τ)
[
x0(τ)− x∗(τ)
]
dτ
}
, t ≥ t1,
it follows that
lim
t→+∞
φ∗(t)
φ0(t)
= 0. (3.22)
From here and from (3.21) it follows that φ(t) 6= 0, t ≥ t2, for some t2 ≥ t1. The
assertion a) is proved. The assertion b) follows from Theorem 2.2 and from the equality
ν˜x(T ) =
+∞∫
T
a12(τ)JS(T ;τ)
φ2(τ)
dτ , where x(t) ≡ ψ(t)
φ(t)
is a T -normal solution of Eq. (3.2), and
the equality (3.19) immediately follows from the absolutely convergence of the integral
+∞∫
T
a12(τ)JS(T ;τ)
φ2(τ)
dτ and from the equality
+∞∫
t0
|a12(τ)JS(T ; τ)|dτ = J−S(T )
+∞∫
t0
|a12(τ)JS(τ)|dτ.
Let us prove c). Set xj(t) ≡ ψj(t)φj(t) , t ≥ T, j = 1, 2, where T ≥ t0 such that φj(t) 6= 0, t ≥
T, j = 1, 2. Since (φj(t), ψj(t)), j = 1, 2, are linearly independent of (φ∗(t), ψ∗(t)), on
the strength of (3.2) and Theorem 2.2 the functions xj(t) are T -normal solutions of Eq.
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(3.1), and
φ1(t)
φ2(t)
=
φ1(T )
φ2(T )
exp
{ t∫
T
a12(τ)
[
x1(τ)− x2(τ)
]
dτ
}
, t ≥ T.
By (2.9) from here it follows (3.20). The theorem is proved.
Remark 3.5. Theorem 3.5 is a generalization and supplement of the assertions (i)
and (ii) of Theorem 6.4 from the book [17] (see [17], p. 355 , Theorem 6.4)
Denote by reg(t1) the set of initial values x(0) ∈ R, for which the solution x(t) of Eq.
(3.1) with x(t1) = x(0) is t1-regular. If a12(t) ≥ 0 (≤ 0), t ≥ t0, and Eq. (3.1) has a
real valued t1-regular solution then reg(t1) = [x∗(t); +∞) (reg(t1) = (−∞; x∗(t)]), where
x∗(t) is the unique t1-extremal solution to Eq. (3.1) (see [11]).
Corollary 3.1. If a12(t) does not change sign, then the system (1.1) is or else oscillatory
or else regular. In the last case the assertions of Theorem 3.5 are valid, and if:
A) I+|a12|,−S(t0) = +∞, then the system (1.1) has a solution (φ0(t), ψ0(t)) such that
lim sup
t→+∞
|φ0(t)| = +∞;
B) I+|a12|,−S(t0) < +∞, then the system (1.1) has a solution (φ∗(t), ψ∗(t)) such that
lim inf
t→+∞
|φ∗(t)| = 0.
Proof. If a12(t) does not change sign then or else
+∞∫
t0
|a12(τ)|y0(τ)dτ = +∞ or else
+∞∫
t0
|a12(τ)|y0(τ)dτ < +∞. By (3.6) in the first case the system (1.1) is oscillatory. In the
second case the system (1.1), and therefore Eq. (3.1) have t1-regular solutions for some
t1 ≥ t0. Then reg(t1) = [x∗(t1); +∞) or reg(t1) = (−∞; x∗(t1)], where x∗(t) is the unique
t1-extremal solution of Eq. (3.1). From here it follows that Eq. (3.1) has a t1-normal
solution x0(t). Then by virtue of Theorem 2.2 the integral ν˜x0(t1) converges and since
a12(t) does not change sign and has unbounded support we have
ν˜x0(t) 6= 0, t ≥ t1. (3.23)
By (3.2) we have ν˜x0(t) =
+∞∫
t
a12(τ)JS(t;τ)
φ20(τ)
dτ, t ≥ t1, where φ0(t) ≡ exp
{
t∫
t1
[
a12(τ)x0(τ) +
a11
]
dτ
}
,
ψ0(t) ≡ x0(t)φ0(t), t ≥ t1, form the t1-regular solution (φ0(t), ψ0(t)) of the system (1.1)
on [t1; +∞), which can be continued on [t0; +∞) as a solution of the system (1.1). From
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here and from (3.23) it follows that all conditions of Theorem 3.5 are fulfilled. Therefore
all assertions of Theorem 3.5 are valid. Suppose I+|a12|,−S(t0; +∞) = +∞. Show that for the
solution (φ0(t), ψ0(t)) the component φ0(t) is unbounded. Suppose that |φ0(t)| ≤ M, t ≥
t0. Then by (3.2) we have |ν˜x0(t1)| =
+∞∫
t1
|a12(τ)|Js(t1;τ)
φ20(τ)
dτ ≥ 1
M2
+∞∫
t1
|a12(τ)|Js(t1; τ)dτ =
+∞. But on the other hand since x0(t) is t1-normal we have |ν˜x0(t1)| < +∞. We came
to the contradiction. The assertion A) is proved. Let us prove B). Set
φ∗(t) ≡ exp
{ t∫
t1
[
a12(τ)x∗(τ) + a11(τ)
]
dτ
}
, ψ∗(t) ≡ x∗(t)φ∗(t), t ≥ t1,
By (3.2) (φ∗(t), ψ∗(t)) is a solution of the system (1.1) on [t1; +∞), which can be continued
on [t0; +∞) as a solution of the system (1.1). Show that lim inf
t→+∞
|φ∗(t)| = 0. Suppose
that it is not true. Then |φ∗(t)| ≥ ε > 0, t ≥ T0, for some T0 ≥ t0. Hence by (3.2)
from the condition I+|a12|,−S(t0) < +∞ it follows that |ν˜x∗(t1)| =
+∞∫
t1
|a12(τ)|Js(t1;τ)
φ2
∗
(τ)
dτ ≤
1
ε2
+∞∫
t1
|a12(τ)|Js(t1; τ)dτ < +∞. But on the other hand since x∗(t) is t1-extremal and a12(t)
does not change sign, we have ν˜x∗(t1) = ±∞. We came to the contradiction. Therefore
lim inf
t→+∞
|φ∗(t)| = 0. The corollary is proved.
Corollary 3.2 Let for some t1 ≥ t0 there exists a t1-regular solution (φ∗(t), ψ∗(t)) of
the system (1.1) such that
+∞∫
t1
a12(τ)JS(τ)
φ2
∗
(τ)
dτ = ±∞. Then the assertions of Theorem 3.5
are valid.
Proof. Set x∗(t) ≡ ψ∗(t)φ∗(t) , t ≥ t1. Obviously x∗(t) is a t1-regular solution of Eq. (3.1).
On the basis of (3.2) it is easy to show that ν˜x∗(t1) =
+∞∫
t1
a12(τ)JS(τ)
φ2
∗
(τ)
dτ . From here and from
the condition of corollary it follows that ν˜x∗(t1) = ±∞. On the basis of Corollary 2.1 from
this relation we obtain that Eq. (3.1) ha the unique t1-extremal solution (which coincides
with x∗(t)). Then by virtue of Theorem 2.2 Eq. (3.1) has a t1-normal solution x0(t) such
that the integral ν˜x0(t) converges for all t ≥ t1 and ν˜x0(t) 6= 0, t ≥ t1. Set
φ0(t) ≡ exp
{ t∫
t1
[
a12(τ)x0(τ) + a11(τ)
]
dτ
}
, ψ0(t) ≡ x0(t)φ0(t), t ≥ t1.
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By (3.2) (φ0(t), ψ0(t)) is a solution of the system (1.1) on [t1; +∞), which can be continued
on [t0; +∞) as a solution of the system (1.1) By (3.2) we have
+∞∫
t
a12(τ)JS(τ)
φ20(τ)
dτ = ν˜x0(t) 6=
0, t ≥ t1. Therefore for the solution (φ0(t), ψ0(t)) of the system (1.1) all conditions of
Theorem 3.5 are fulfilled. The corollary is proved.
Theorem 3.6. Let aj(t) and cj(t) be continuously differentiable functions on [t0; +∞)
such that (−1)jaj(t) > 0, (−1)jcj(t) > 0, t ≥ t0, j = 1, 3, and let a1(t) ≤ a12(t) ≤ a2(t),
c1(t) ≤ −a21(t) ≤ c2(t), B(t) ≥ 12
(
a′j(t)
aj(t)
− cj(t)
cj(t)
)
+ 2(−1)j√aj(t)cj(t), t ≥ t0, j = 1, 2.
Then every solution (φ(t), ψ(t)) of the system (1.1) with ψ(t0)
φ(t0)
∈
[
−
√
c2(t)
a2(t)
;
√
c1(t)
a1(t)
]
is
t0-regular and
−
√
c2(t)
a2(t)
≤ ψ(t)
φ(t)
≤
√
c1(t)
a1(t)
, t ≥ t0. (3.24)
If ψ(t0)
φ(t0)
∈
(
−
√
c2(t)
a2(t)
;
√
c1(t)
a1(t)
)
, then the function Iφ(t) ≡
t∫
t0
a12(τ)JS(t0;τ)
φ20(τ)
dτ, t ≥ t0, is
bounded.
Proof. By virtue of Theorem 4.2 of work [11] if the conditions of the theorem are
fulfilled then every solution x(t) of Eq. (3.1) with x(t0) ∈
[
−
√
c2(t)
a2(t)
;
√
c1(t)
a1(t)
]
is t0-regular
and −
√
c2(t)
a2(t)
≤ x(t) ≤
√
c1(t)
a1(t)
, t ≥ t0. By (3.2) from here it follows that every solution
(φ(t), ψ(t)) of the system (1.1) with ψ(t0)
φ(t0)
∈
[
−
√
c2(t)
a2(t)
;
√
c1(t)
a1(t)
]
is t0-regular and the relation
(3.24) is fulfilled. If ψ(t0)
φ(t0)
∈
(
−
√
c2(t)
a2(t)
;
√
c1(t)
a1(t)
)
, then x(t) ≡ ψ(t)
φ(t)
, t ≥ t0 is t0-normal.
Hence (see [10]) µ˜x(t0; t) is bounded. Therefore since by (3.2) µ˜x(t0; t) = Iφ(t), t ≥ t0,
the function Iφ(t), t ≥ t0 is bounded. The theorem is proved.
Example 3.6. Consider the system of equations
φ′ = t2φ+ t sin tψ;
ψ′ = t3 cos tφ− t2ψ, t ≥ 1.
(3.25)
Any solution (φ(t), ψ(t)) of this system with
∣∣∣ψ(t0)φ(t0) ∣∣∣ ≤ 1 is 1-regular and∣∣∣ψ(t)
φ(t)
∣∣∣ ≤ t, t ≥ 1. (3.26)
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If
∣∣∣ψ(t0)φ(t0) ∣∣∣ < 1, then the function Iφ(t) ≡ t∫
1
τ sin τ
φ2(τ)
, t ≥ 1, is bounded. To prove this fact we
should take aj(t) ≡ (−1)jt, cj(t) ≡ (−1)jt3, t ≥ 1, j = 1, 2, and apply Theorem 3.6.
From the firs equation of the system (3.25) and from (3.26) is seen that for every solution
(φ(t), ψ(t)) of the system (3.25) with
∣∣∣ψ(t0)φ(t0) ∣∣∣ ≤ 1 the function |φ(t)| is monotonically
nondecreasing.
3.4. The case when a12(t) and a21(t) do not change their signs. In this section we
will study the behavior of the system (1.1) in two cases: I. a12(t) ≥ 0, a21(t) ≥ 0, t ≥ t0;
II. a12(t) ≥ 0, a21(t) ≤ 0, t ≥ t0. The cases III. a12(t) ≤ 0, a21(t) ≤ 0, t ≥ t0; IV.
a12(t) ≤ 0, a21(t) ≥ 0, t ≥ t0 can be reduced to I and II by simple transformation φ→ −φ
in the system (1.1) In (1.1) make the substitutions
φ = Ja11(t)ρ sin θ;
ψ = Ja22(t)ρ cos θ.
(3.27)
We get: 
ρ′ sin θ + θ′ρ cos θ = A21(t)ρ cos θ;
ρ′ cos θ − θ′ρ sin θ = A12(t)ρ sin θ,
(3.28)
where A21(t) ≡ J−B(t)a21(t), A12(t) ≡ JB(t)a12(t), t ≥ t0. Multiplying the first equation
of the last system on sin θ, and the second one on cos θ and summarizing we obtain the
equation
ρ′ = [A12(t) + A21(t)]ρ sin θ cos θ, t ≥ t0. (3.29)
Now multiplying the first equation of the system (3.28) on cos θ, and the second one on
sin θ and subtracting from the first obtained the second one we get:
θ′ρ = ρ[A21(t) cos
2 θ −A12(t) sin2 θ], t ≥ t0. (3.30)
The system (3.28) (or the system of equations (3.29) and (3.30)) is equivalent to the
system (1.1) in the sense that to any real valued nontrivial solution (φ(t), ψ(t)) of the
system (1.1) corresponds the solution (ρ(t), θ(t)) of the system (3.26) with ρ(t) > 0, t ≥
t0, defined by formulae (3.25), or by formulae:
ρ(t) =
√
J−2a11(t)φ
2(t) + J−2a22(t)ψ
2(t), θ(t) =

arctan φ(t)
ψ(t)
J−B(t), ψ(t) 6= 0;
arctan ψ(t)
φ(t)
JB(t), φ(t) 6= 0,
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(to null solution (0, 0) of the system (1.1) corresponds the solution (0, 0) of the system
(3.28)). Due to uniqueness theorem if ρ(t0) > 0, then
ρ(t) > 0, t ≥ t0. (3.31)
Then Eq. (3.30) can be replaced by
θ′ = A21(t) cos
2 θ − A12(t) sin2 θ, t ≥ t0. (3.32)
Definition 3.14. We will say that a continuous function u(t) on [t1; +∞) (t1 ≥ t0)
vanishes no more than one time on [t1; +∞), if it has no nulls on [t1; +∞), or the set of
its nulls on [t1; +∞) is a segment [a; b] which can be degenerated in a single point.
Definition 3.15. We will say that the system (1.1) satisfies the non conjugation
condition on [t1; +∞) (t1 ≥ t0), if for its each nontrivial solution (φ(t), ψ(t)) the functions
φ(t) and ψ(t) vanish on [t1; +∞) no more than one tome.
3.4.1. The case when a12(t) ≥ 0, a21(t) ≥ 0, t ≥ t0. In this subsection we will
study the behavior of solutions of the system (1.1) under the restrictions a12(t) ≥ 0,
a21(t) ≥ 0, t ≥ t0.
Theorem 3.7. If a12(t) ≥ 0, a21(t) ≥ 0, t ≥ t0, then the system (1.1) satisfies the
non conjugation condition on [t0; +∞).
Proof. Consider the following family of solutions of the system (1.1) Ω(t) ≡ {(φ(t), ψ(t)) :
φ(t0) = 1}. By virtue of Theorem 2.3. II◦ Eq. (3.1) has the unique t0-extremal solution
x∗(t). Let (φ(t), ψ(t)) ∈ Ω. If ψ(t0) ≥ x∗(t0), then by (3.2) and Lemma 2.1 the function
x(t) ≡ ψ(t)
φ(t)
is a t0-regular solution of Eq. (3.1). Therefore if ψ(t0) > 0, then ψ(t) > 0, t ≥
t0 (since φ(t) > 0, t ≥ t0); if ψ(t0) = 0, then there exists t1 ≥ t0 such that ψ(t) = 0, t ∈
[t0; t1] and ψ(t) > 0, t > t1. Suppose I
+
a12,B
(t0) = +∞ or I+a21,−B(t0) = +∞. Then by
virtue of Theorem 2.3. III◦ if ψ(t0) ∈ (x∗(t0); 0), then there exists t2 ≥ t1 > t0 such that
ψ(t) < 0, t ∈ [t0; t1), ψ(t) = 0, t ∈ [t1; t2], ψ(t) > 0, t > t2 . If ψ(t0) = x∗(t0), then by
virtue of Theorem 2.3. III◦ and (3.2) we have ψ(t) < 0, t ≥ t0. From here it follows that
u∗(t) ≡ φ(t)ψ(t) , t ≥ t0, is a t0-regular solution of the equation
u′ + a21(t)u
2 − B(t)u− a21(t) = 0, t ≥ t0. (3.33)
By Lemma 2.1 from here it follows that for ψ(t0) < x∗(t0) the function u(t) =
φ(t)
ψ(t)
is a
t0-regular solution of the last equation. Hence for ψ(t0) < 0 we have ψ(t) < 0, t ≥ t0.
Suppose I+a12,B(t0) < +∞, I+a21,−B(t0) < +∞. Then by virtue of Theorem 2.3. IV◦
Eq. (3.1) has a negative t0-normal solution. By analogy of previous it shows that for
(φ(t), ψ(t)) ∈ Ω; for ψ(t0) > 0, ψ(t) > 0, t ≥ t0: for ψ(t0) = 0 there exists t1 ≥ t0
such that ψ(t) = 0, t ∈ [t0; t1], ψ(t) > 0, t > t1; for ψ(t0) ∈ (x−N(t0); 0) there exists
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t2 ≥ t1 > t0 such that ψ(t) < 0, t ∈ [t0; t1), ψ(t) = 0, t ∈ [t1; t2], ψ(t) > 0, t > t2;
for ψ(t0) ≤ x−N(t0) the inequality ψ(t) < 0, t ≥ t0 is fulfilled. So we have shown that
for (φ(t), ψ(t)) ∈ Ω the function ψ(t) vanishes on [t0; +∞) no more than one time. From
here it follows that for arbitrary real valued solution (φ(t), ψ(t)) of the system (1.1) with
φ(t0) 6= 0 the function ψ(t) vanishes on [t0; +∞) no more than one time. Let (φ0(t), ψ0(t))
be a nontrivial solution of the system (1.1) with φ0(t0) = 0. Then there exists t2 > t1 ≥ t0
such that φ0(t) = 0, t ∈ [t0; t1] and φ0(t) 6= 0, t ∈ (t1; t2). Indeed if φ0(t) ≡ 0 on
[t0; +∞), then u0(t) ≡ 0 is a solution of Eq. (3.33), which is impossible. By uniqueness
theorem we have ψ0(t) 6= 0, t ∈ [t0; t3], for some t3 ∈ (t1, t2). Then by already proven
the function ψ0(t) vanishes on [t3; +∞) no more than one time. Therefore ψ0(t) vanishes
on [t0; +∞) no more than one time. We have proved that for each real valued solution
(φ(t), ψ(t)) of the system (1.1) the function ψ(t) vanishes on [t0; +∞) no more than one
time. Replacing the system (1.1) by its transpose from here we conclude that for each real
valued solution (φ(t), ψ(t)) of the system (1.1) the function φ(t) vanishes on [t0; +∞) no
more than one time. The theorem is proved.
Let us compare Theorem 3.7 with the following result of Vale - Pussen (see [18], p.
122; [1], p. 212).
Proposition 3.2. If in the considering interval [t1; t2] p(t) ≡ 1, |q(t)| ≤ M1 and
|r(t)| ≤ M2, then in the considering interval [t1; t2] the distance h between eny two
successive nulls of each solution od Eq. (1.2) satisfies:
for M2 > 0 the inequality
h ≥
√
9M21 + 24M2 − 3M1
2M2
,
and for M2 = 0 the inequality
h ≥ 2
M2
.
By virtue of Theorem 3.7 for r(t) ≡ 0 the system (1.4) satisfies of non conjugation
condition. В (1.3) from here it follows that for r(t) ≡ 0 every solution of Eq. (1.2) has no
more than one null on [t0; +∞). Therefore all equations (1.2), satisfying the conditions of
Proposition 3.2 and hawing for M2 = 0 two successive nulls on [t1; t2], form a empty set.
Theorem 3.8. Suppose a12(t) ≥ 0, a21(t) ≥ 0, t ≥ t0 Then if:
A2) I
+
a12,B
(t0) = +∞ or I+a21,−B(t0) = +∞
then there exists up to arbitrary multiplier the unique solution (φ∗(t), ψ∗(t)) of the system
(1.1) such that φ∗(t) > 0, ψ∗(t) < 0, t ≥ t); for any solution (φ(t), ψ(t)) of the system
(1.1), linearly independent of (φ∗(t), ψ∗(t)) the equalities
lim
t→+∞
φ∗(t)
φ(t)
= lim
t→+∞
ψ∗(t)
ψ(t)
= 0, (3.34)
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are fulfilled and
+∞∫
t0
a12(τ)JS(τ)
φ2∗(τ)
dτ =
+∞∫
t0
a21(τ)JS(τ)
ψ2∗(τ)
dτ = +∞, (3.35)
+∞∫
T
a12(τ)JS(τ)
φ2(τ)
dτ < +∞,
+∞∫
T
a21(τ)JS(τ)
ψ2(τ)
dτ < +∞, (3.36)
where T = T (φ;ψ) ≥ t) such that φ(t) 6= 0, ψ(t) 6= 0, t ≥ T , and
a1) if I
+
a12,B
(t0) = +∞ (I+a21,−B(t0) = +∞), then
+∞∫
t0
a12(τ)
φ∗(τ)
ψ∗(τ)
dτ = −∞,
+∞∫
T
a12(τ)
ψ(τ)
φ(τ)
dτ = +∞ (3.37)
( +∞∫
t0
a21(τ)
ψ∗(τ)
φ∗(τ)
dτ = −∞,
+∞∫
T
a21(τ)
φ(τ)
ψ(τ)
dτ = +∞
)
; (3.38)
b1) if I
+
a12,B
(t0) = +∞,
+∞∫
t0
a21(τ)I
−
−B,a12
(t0; τ)dτ < +∞
(I+a21,−B(t0) = +∞,
+∞∫
t0
a12(τ)I
−
B,a21
(t0; τ)dτ < +∞), then
+∞∫
t0
a12(τ)
∣∣∣∣ψ∗(τ)φ∗(τ)
∣∣∣∣dτ < +∞,
+∞∫
t0
a21(τ)
φ∗(τ)
ψ∗(τ)
dτ = −∞ (3.39)
( +∞∫
t0
a21(τ)
∣∣∣∣φ∗(τ)ψ∗(τ)
∣∣∣∣dτ < +∞,
+∞∫
t0
a12(τ)
ψ∗(τ)
φ∗(τ)
dτ = −∞
)
(3.40)
B2) Ia12,B(t0; +∞) < +∞, Ia21,−B(t0; +∞) < +∞ then there exist up to arbitrary
multiplier the unique linearly independent solutions (φ∗∗(t), ψ0(t)),
(φ0(t), ψ∗∗(t)) of the system (1.1) such that φ∗∗(t) > 0, ψ∗∗(t) > 0, t ≥ t0; for each
solution (φ(t), ψ(t)) of the system (1.1), linearly independent of (φ∗∗(t), ψ0(t))
(of (φ0(t), ψ∗∗(t))) the equality
lim
t→+∞
φ∗∗(t)
φ(t)
= 0
(
lim
t→+∞
ψ∗∗(t)
ψ(t)
= 0
)
, (3.41)
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is fulfilled and
+∞∫
t0
a12(τ)JS(τ)
φ2∗∗(τ)
dτ =
+∞∫
t0
a21(τ)JS(τ)
ψ2∗∗(τ)
dτ = +∞ (3.42)
+∞∫
T
a12(τ)JS(τ)
φ2(τ)
dτ < +∞
( +∞∫
T
a21(τ)JS(τ)
ψ2(τ)
dτ < +∞
)
, (3.43)
where T = T (φ;ψ) ≥ t0 such that φ(t) 6= 0, ψ(t) 6= 0, t ≥ T .
Proof. Let x∗(t) be the t0-extremal solution of Eq. (3.1). Let us prove A2). Above it was
proved (in proving of Theorem 3.7), that for fulfillment of the conditions A2) the function
u∗(t) ≡ 1x∗(t) is the t0-extremal solution of Eq. (3.33). By (3.2) the functions
φ∗(t) ≡ exp
{ t∫
t0
[
a12(τ)x∗(τ) + a11(τ)
]
dτ
}
, ψ∗(t) ≡ x∗(t)φ∗(t), t ≥ t0,
form the solution (φ∗(t), ψ∗(t)) of the system (1.1). Let x0(t) be a solution of Eq. (3.1)
with x0(t0) > x∗(t0). By Lemma 2.1 x0(t) is t0-normal. Then by virtue of Theorem 2.2
the integral ν˜x0(t0) converges. Obviously ν˜x0(t) > 0, t ≥ t0 (since a12(t) ≥ 0, t ≥ t0 and
has unbounded support). By (3.2) the functions
φ˜0(t) ≡ u∗(t)ψ˜∗(t), ψ˜∗(t) ≡ exp
{ t∫
t0
[
a21(τ)u∗(τ) + a22(τ)
]
dτ
}
form the solution (φ˜∗(t), ψ˜∗(t)) of the system (1.1). Since u∗(t) =
1
x∗(t)
, we have
det
(
φ∗(t) ψ∗(t)
φ˜∗(t) ψ˜∗(t)
)
= 0. Then (φ∗(t), ψ∗(t)) and (φ˜∗(t), ψ˜∗(t)) are linearly independent.
let u0(t) be a solution of Eq. (3.33) with u0(t0) > u∗(t0). By Lemma 2.1 u0(t) is t0-normal.
Then by virtue of Theorem 2.2 the integral
˜˜νu0(t) ≡ +∞∫
t
a21(τ) exp
{
−
τ∫
t
[
2a21(ξ)u0(ξ)− B(ξ)
]
dξ
}
dτ
converges for all t ≥ t0 and ˜˜νu0(t) > 0, t ≥ t0. Then the assertion A2) immediately
follows from the linearly independence of solutions (φ∗(t), ψ∗(t)) and (φ˜∗(t), ψ˜∗(t)) and
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from Theorem 3.5 (as a up to arbitrary multiplier solution of Eq. (1.1), appearing in the
formulation of A2) one can take (φ∗(t), ψ∗(t))). Let us prove B2). By virtue of
Theorem 2.3. VI◦ Eq. (3.1) has a t0-normal negative solution x
−
N(t) such that every
solution x(t) of Rq. (3.1) with 0 ≥ x(t0) > x−N (t0) vanishes on (t0; +∞). From here
it follows that u∗(t) ≡ 1x−N t , t ≥ t0, is the t0-extremal solution to Eq. (3.33). By (3.2) the
functions
φ∗∗(t) ≡ exp
{ t∫
t0
[
a12(τ)x∗(τ) + a11(τ)
]
dτ
}
, ψ0(t) ≡ x∗(t)φ∗∗(t),
φ0(t) ≡ u∗(t)ψ∗∗(t), ψ∗∗(t) ≡ exp
{ t∫
t0
[
a21(τ)u∗(τ) + a22(τ)
]
dτ
}
t ≥ t0,
form the solutions (φ∗∗(t), ψ0(t)) and (φ0(t), ψ∗∗(t)) of the system (1.1). Since
det
(
φ∗∗(t0) ψ0(t0)
φ˜0(t0) ψ˜∗∗(t0)
)
= 1−x∗(t0)u∗(t0) = 1− x∗(t0)x−N (t0) 6= 0, the solutions (φ∗∗(t), ψ0(t)) and
(φ0(t), ψ∗∗(t)) are linearly independent. Let x0(t) be a solution of Eq. (3.1) with x0(t0) >
x∗(t0). According to Lemma 2.1 x0(t) is t0-normal. Then by virtue of Theorem 2.3 the
integral ν˜x0(t) converges for all t ≥ t0 and ν˜x0(t) > 0, t ≥ t0. By analogy if u0(t) is a
solution of Eq. (3. 33) with u0(t0) > u∗(t0), then˜˜νu0(t) ≡ +∞∫
t
a21(τ) exp
{
−
τ∫
t
[
2a21(ξ)u0(ξ) − B(ξ)
]
dξ
}
dτ for all t ≥ t0 and ˜˜νu0(t) ≥ 0,
t ≥ t0. From here From Theorem 3.5 and from linearly independence of solutions
(φ∗∗(t), ψ0(t)) and (φ0(t), ψ∗∗(t)) it follows B2). The theorem is proved.
On the basis of Theorems 2.3 and 3.5 and the firs of formulae (3.2) one can make
the phase portrait of the family of curves Φ(t) ≡ Ja11(t)φ(t), where (φ(t), ψ(t)) runs the
family Ω in the case when a12(t) ≥ 0, , a21(t) ≥ 0, t ≥ t0 (see pict. 9 and pict. 10)
✻
✲
✻
✲
t
t0 r
r
x∗(t)
α∗
1
φ(t)
t
t0 r
r
x∗(t)
x−N (t)
α∗
α−N
1
φ(t)
Pict.9. α∗=arctan x∗(t0)
I+a12,B
(t0)=+∞ or I
+
a21,−B
(t0)=+∞
Pict.10. α∗=arctan x∗(t0), α
−
N=arctan x
−
N (t0)
I+a12,B
(t0)<+∞ and I
+
a21,−B
(t0)<+∞
✠✍ ✠✍ ✠✍
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By analogy it can be make the phase portrait for the family of curves Ψ(t) ≡ Ja22(t)ψ(t),
where (φ(t), ψ(t)) runs the family of solutions of the system (1.1) with ψ(t0) = 1.
Let (φ(t), ψ(t)) ∈ Ω. If the curve (φ(t), ψ(t)) is in the first or the third quadrant of phase
plane Φ ≡ J−a11(t)φ, Ψ ≡ J−a11(t)ψ, then from (3.39) it follows that the function ρ(t) ≡√
J−2a11(t)φ
2(t) + J−2a22(t)ψ
2(t) monotonically non decreases, and if (φ(t), ψ(t)) belongs
to the second or the fourth quadrant of phase plane Φ ≡ J−a11(t)φ, Ψ ≡ J−a11(t)ψ, then
ρ(t) monotonically non increases. Then taking into account Theorem 3.7 one can make the
phase portrait of the family of the curves Ω˜ ≡ {(J−a11(t)φ(t), J−a11(t)ψ(t)), (φ(t), ψ(t)) ∈
Ω} for the case a12(t) ≥ 0, a21(t) ≥ 0, t ≥ t0
(
see pict.’s 11 - 14, where
Φ∗(t) ≡ exp
{ t∫
t0
a12(τ)x∗(τ)dτ
}
, Ψ∗(t) ≡ x∗(t)Ja11(t)Φ∗(t)
)
.
If I+a12,B(t0) = +∞ and I+a21,−B(t0) = +∞, then by virtue of Theorem .3.V◦ we have
Φ∗(t) → 0, Ψ∗(t) → 0 for t → +∞ (see pict. 11). If I+a12,B(t0) = +∞,
+∞∫
t0
a21(τ)I
−
−B,a12
(t0; τ)dτ < +∞, then by virtue of Theorem 2.3. VII◦ we have
Φ∗(t)→ γ∗ > 0, Ψ∗(t)→ 0 for t→ +∞ (see pict. 12).
✻
✲
✻
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Φ
Pict.11. P ict.12.
Φ1 1
r r
Ψ Ψ
(Φ∗(t),Ψ∗(t))✾ (Φ∗(t),Ψ∗(t))✾
I+a12,B
(t0)=I
+
a21,−B
(t0)=+∞ I
+
a12,B
(t0)=+∞,
+∞∫
t0
a21(τ)I
−
−B,a12
(t0;τ)dτ<+∞.
▼
✿
✿
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✿
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✠
✠
✢
✻
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✿
✿
✿
✿
✠
✠
✢
if I+a21,−B(t0) = +∞ and
+∞∫
t0
a12(τ)I
−
B,a21
(t0; τ)dτ < +∞, then by virtue of
Theorem 2.3. VII◦ we have Φ∗(t) → 0, Ψ∗(t) → γ∗ < 0 for t → +∞ (see pict. 13).
If Ia12,B(t0) < +∞ and Ia21,−B(t0) < +∞, then by virtue of Theorem 2.3. VII◦ we
have Φ∗∗(t) → 0, Ψ∗∗(t) → 0 for t → +∞, where Φ∗∗(t) ≡ J−a11(t)φ∗∗(t), Ψ∗∗(t) ≡
J−a22(t)ψ∗∗(t), (φ∗∗(t), ψ0(t)) and (φ0(t), ψ∗∗(t)) are defined in the formulation of
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Theorem 3.8. B2) as up to arbitrary multiplier the unique solutions of the system (1.1)
(see pict. 14).
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Pict.13.
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(t0)=+∞,
+∞∫
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−
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(t0;τ)dτ<+∞.
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(t0)<+∞
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✿
✿
✿
✿
✿
✠
✠
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✠
✢
Suppose (φ(t), ψ(t)) ∈ Ω. Then by virtue of Theorem 2.3.I◦ if ψ(t0) ≥ −1I+a12,B(t0) then
(φ(t), ψ(t)) is t0-regular and
ψ(t0)J−B(t)
1 + ψ(t0)I
+
a12,B
(t0; t)
≤ ψ(t)
φ(t)
≤ ψ(t0)J−B(t) + I−B,a21(t0; t), t ≥ t0.
Let us multiply all parts of this inequality on a12(t), add a11(t), integrate from t0 to t and
take the exponential. We obtain:
Ja11(t)
[
1+ψ(t0)I
+
a12,B
(t0; t)
]
≤ φ(t) ≤
≤ exp
{
ψ(t0)I
+
a12,B
(t0; t) +
t∫
t0
[a11(τ) + a12(τ)I
−
B,a21
(t0; τ)]dτ
}
, t ≥ t0. (3.44)
Passing to the transpose of the system (1.1) from here for the solution (φ(t), ψ(t)) of the
system (1.1) with φ(t0) ≥ −1I+a21,−B(t0) , ψ(t0) = 1 we get the estimates
Ja22(t)
[
1+φ(t0)I
+
a121,−B
(t0; t)
]
≤ ψ(t) ≤
≤ exp
{
φ(t0)I
+
a21,−B
(t0; t) +
t∫
t0
[a22(τ) + a21(τ)I
−
−B,a12
(t0; τ)]dτ
}
, t ≥ t0. (3.45)
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From here and from (3.34) we immediately have
Theorem 3.9. The system (1.1) with a12(t) ≥ 0, a21(t) ≥ 0, t ≥ t0, is Lyapunov
stable if and only if the functions Ja11(t)I
+
a12,B
(t0; t), Ja22(t)I
+
a21,−B
(t0; t) are bounded on
[t0; +∞).
Example 3.7. Consider the system
φ′ = sin2 tψ;
ψ′ = cos2 tφ, t ≥ t0.
(3.46)
for this system we have a12(t) = sin
2(t) ≥ 0, a21(t) = cos2(t) ≥ 0, Ja11(t)I+a12,B(t0; t) =
=
t∫
t0
sin2(τ)dτ, t ≥ t0. Since
t∫
t0
sin2(τ)dτ is unbounded by Theorem 3.9 the system (3.46)
is not Lyapunov stable. It is not difficult to verify that the application of Theorem 4.6.2 of
Wazevski and mentioned above estimates of Lyapunov and Yu. S. Bogdanov to the system
(3.46) gives no result.
Let (φ0(t), ψ0(t)) and (φ1(t), ψ1(t)) be the solutions of the system (1.1) with φ0(t0) =
ψ1(t0) = 1, ψ0(t0) = φ1(t0) = 0. Then from (3.44) and (3.45) we obtain:
φ0(t) ≤ exp
{ t∫
t0
[a11(τ)+a12(τ)I
−
B,a21
(t0; τ)]dτ
}
,
ψ0(t) ≤ exp
{ t∫
t0
[a22(τ)+a21(τ)I
−
−B,a12
(t0; τ)]dτ
}
, t ≥ t0.
By (2.9) and (3.2) from here for the solution (φ(t), ψ(t)) of the system (1.1) with
φ(t0) > 0, ψ(t0) > 0 we get the estimates
0 < φ(t) ≤ φ(t0)c1 exp
{ t∫
t0
[a11(τ) + a12(τ)I
−
B,a21
(t0; τ)]dτ
}
, (3.47)
0 < ψ(t) ≤ ψ(t0)c2 exp
{ t∫
t0
[a22(τ) + a21(τ)I
−
−B,a12
(t0; τ)]dτ
}
, t ≥ t0, (3.48)
where
c1 ≡ exp
{ +∞∫
t0
a12(τ)
(ψ(τ)
φ(τ)
− ψ0(τ)
φ0(τ)
)
dτ
}
, c2 ≡ exp
{ +∞∫
t0
a21(τ)
(φ(τ)
ψ(τ)
− φ1(τ)
ψ1(τ)
)
dτ
}
.
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Remark 3.6. For I+a12,B(t0) = +∞ (for I+a21,−B(t0) = +∞) the estimate (3.47) (the
estimate (3.48)) is sharper than the estimate from above from (3.44) (from (3.45)).
Using the estimates (3.47) and (3.48) for the two particular linearly independent
solution (φj(t), ψj(t)), j = 1, 2 with φj(t0) > 0, ψj(t0) > 0, j = 1, 2 it is easy to get
the following estimates for arbitrary solution (φ(t), ψ(t)) of the system (1.1) for the case
a12(t) ≥ 0, a21(t) ≥ 0, t ≥ t0:
|φ(t)| ≤ C1(φ;ψ) exp
{ t∫
t0
[a11(τ)+a12(τ)I
−
B,a21
(t0; τ)]dτ
}
, (3.49)
|ψ(t)| ≤ C2(φ;ψ) exp
{ t∫
t0
[a22(τ) + a21(τ)I
−
−B,a12
(t0; τ)]dτ
}
, t ≥ t0, (3.50)
where Cj(φ;ψ), j = 1, 2 are some constants depending on (φ(t), ψ(t)).
Example 3.8. Consider the system
φ′ = λtαφ+ µtβψ;
ψ′ = νtγφ+ λtαψ, t ≥ t0 > 0,
(3.51)
where λ ∈ R, µ > 0, ν > 0, α > −1, β > −1, γ < −1 are some constants and
β ≥ α, β + γ + 2 > 0. By (3.49) and (3.50) for an arbitrary solution (φ(t), ψ(t)) of the
system (1.1) the estimates
|φ(t)| ≤ C1 exp
{
λ
α + 1
tα+1 +
µνtγ+10
(β + 1)|γ + 1|t
β+1
}
, (3.52)
|ψ(t)| ≤ C2 exp
{
λ
α + 1
tα+1 +
µν
(β + 1)(β + γ + 2)
tβ+γ+2
}
, t ≥ t0. (3.53)
are valid. The estimate of Wazevski (Theorem 4.6.2) for this system is the following:
√
φ2(t) + ψ2(t) ≤M exp
{
λ
α + 1
tα+1 +
µ
2(β + 1)
tβ+1
}
, t ≥ t0, (3.54)
where M = const > 0. Let as also write for the solution (φ(t), ψ(t)) of the system (3.51)
the estimates of Lyapunov [1], p. 132), Yu. S. Bogdanov ([1], p. 133, Theorem 4.61) and
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S. M. Lozinski ([1], pp. 135 - 137, Theorem 4.6.3). These estimates are:
√
φ2(t) + ψ2(t) ≤M1 exp
{ t∫
t0
[
max
(√
λ2τ 2α + ν2τ 2γ ,
√
λ2τ 2α + µ2τ 2β
)]
dτ
}
, (3.55)
√
φ2(t) + ψ2(t) ≤M2 exp
{
2|λ|
α + 1
tα+1 +
µ
β + 1
tβ+1
}
, (3.56)
√
φ2(t) + ψ2(t) ≤M3 exp
{
λtα+1 +
µ
β + 1
tβ+1
}
, t ≥ t0. (3.57)
Obviously among the estimates (3.54) - (3.57) the most sharp is the estimate of Wazevski
(3.54). For β+γ+1 > α the estimate (3.53) is sharper than (3.54), and if β+γ+1 = α,
then the estimate (3.53) will be sharper of estimate (3.54), provided ν < α+1
2
. For β ≥ α
and tγ+10 <
|γ+1|
2ν
the estimate (3.52) is sharper than (3.54). In particular for α = β, λ < 0
on the basis (3.52) and (3.53) we conclude (taking t0 > 0 enough large), that the system
(3.51) is asymptotically stable, meanwhile under these restrictions and for µ+ 2λ > 0 by
using (3.54) even impossible establish the Lyapunov stability of the system (3.51). Note
that for α > 1 or β > 1 the estimate by freezing method (see [1], p. 141, Theorem 4.6.4)
is not applicable to the system (3.51).
Let a12(t) > 0, t ≥ t0, and let (φ0(t), ψ0(t)) be a solution of the system (1.1) with
φ0(t0) = 1, ψ0(t0) = 0. Then by (3.2) we have
φ0(t) = exp
{ t∫
t0
[
a11(τ) + a12(τ)x0(τ)
]
dτ
}
, t ≥ t0,
where x0(t) is a solution of Eq. (3.1) with x0(t0) = 0. On the strength of (2.48) from here
it follows
0 < φ0(t) ≤ exp
{
1
2
t∫
t0
S(τ)dτ +
1
2
√√√√√ t∫
t0
a12(τ)dτ
t∫
t0
B2(τ) + 4a12(τ)a21(τ)
a12(τ)
dτ
}
, (3.58)
t ≥ t0. Let (φ1(t), ψ1(t)) be the solution of the system (1.1) with φ1(t0) = 1, ψ1(t0) = 1.
Then by (3.2) we have:
φ1(t) = exp
{ t∫
t0
[
a11(τ) + a12(τ)x1(τ)
]
dτ
}
, t ≥ t0, (3.59)
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where x1(t) is a solution of Eq. (3.2) with x1(t0) = 1. Since by virtue of Lemma 2.1 and
Theorem 2.3.II◦ the solutions x0(t) and x1(t) are t0-normal, taking into account (2.9)
from (3.55) and (3.56) we get:
0 < φ1(t) ≤ N exp
{
1
2
t∫
t0
S(τ)dτ +
1
2
√√√√√ t∫
t0
a12(τ)dτ
t∫
t0
B2(τ) + 4a12(τ)a21(τ)
a12(τ)
dτ
}
, (3.60)
t ≥ t0 where N ≡ exp
{
+∞∫
t0
a12(τ)
(
x1(τ) − x0(τ)
)
dτ
}
< +∞. Let (φ(t), ψ(t)) be an
arbitrary solution of the system (1.1). Then since obviously (φ0(t), ψ0(t)) and (φ1(t), ψ1(t))
are linearly independent from the equality φ(t) = ν0φ0(t) + ν1φ1(t), t ≥ t0, where ν0 and
ν1 are some constants, and from (3.58) and (3.60) we have:
|φ(t)| ≤M exp
{
1
2
t∫
t0
S(τ)dτ +
1
2
√√√√√ t∫
t0
a12(τ)dτ
t∫
t0
B2(τ) + 4a12(τ)a21(τ)
a12(τ)
dτ
}
, (3.61)
t ≥ t0, where M = const > 0. By analogy if a21(t) > 0, t ≥ t0, then
|ψ(t)| ≤M1 exp
{
1
2
t∫
t0
S(τ)dτ +
1
2
√√√√√ t∫
t0
a12(τ)dτ
t∫
t0
B2(τ) + 4a12(τ)a21(τ)
a21(τ)
dτ
}
, (3.62)
t ≥ t0, where M1 = const > 0. For the system (3.51) the estimates (3.61) and (3.62) give:
|φ(t)| ≤ m exp
{
λtα+1
α + 1
+
√
λµtβ+1tγ+10
(β + 1)|γ + 1|
}
,
(3.63)
|ψ(t)| ≤ m1 exp
{
λtα+1
α + 1
+
√
λµtβ+1tγ+10
(β + 1)|γ + 1|
}
, t ≥ t0. (3.64)
For 0 < α ≤ β the estimate (3.63) is sharper of estimate (3.52), and for 0 < α ≤
β + γ + 2, β + 2γ + 3 > 0 the estimate (3.64) is sharper of (3.53).
3.4.2. The case when a12(t) ≥ 0, a21(t) ≤ 0, t ≥ t0. In this subsection we shall
assume a12(t) ≥ 0, a21(t) ≤ 0, t ≥ t0. Then from (3.32) it follows that
θ(t) ≥ 0, t ≥ t0. (3.65)
51
Then by (3.27) the radius vector
−→
R (t) ≡ (J−a11(t)φ(t), J−a22(t)ψ(t)), t ≥ t0 rotates
monotonically around of origin of the coordinate plane φ, ψ in the negative direction, where
(φ(t), ψ(t)) is a solution to the system (1.1) (see pict. 15). From (3.65)
it follows that θ(t) can have finite or negative
infinite limit. By (3.27) in the first case the
system (1.1) is non oscillatory, in the second case
it is oscillatory.
Theorem 3.10 Let a12(t) ≥ 0, a21(t) ≤ 0, t ≥ t0,
and let the system (1.1) is not oscillatory. Then if:
✻
✲φ
ψ
P ict.15.
−→
R (t)
✙
✠✻ ✠
❘
✒
A2) I
+
a12,B
(t0) = +∞, then there exists up to arbitrary multiplier the unique linearly
independent solutions (φ∗(t), ψ0(t)) and (φ0(t), ψ∗(t)) of the system (1.1) such that φ0(t) >
0, ψ∗(t) > 0, φ0(t), φ0(t) < 0, ψ∗(t) > 0, t ≥ T , for some T ≥ t0; for arbitrary
solution (φ(t), ψ(t)) of the system (1.1), linearly independent of (φ∗(t), ψ0(t))
(of (φ0(t), ψ∗(t))) the equality
lim
t→+∞
φ∗(t)
φ(t)
= 0,
(
lim
t→+∞
ψ∗(t)
ψ(t)
= 0,
)
, (3.66)
is fulfilled and
+∞∫
T
a12(τ)JS(τ)
φ2∗(τ)
dτ =
+∞∫
T
|a21(τ)|JS(τ)
ψ2∗(τ)
dτ = +∞, (3.67)
+∞∫
T1
a12(τ)JS(τ)
φ2(τ)
dτ < +∞
( +∞∫
T1
a12(τ)JS(τ)
φ2(τ)
dτ < +∞
)
; (3.68)
where T1 = T1(φ;ψ) ≥ t) such that φ(t) 6= 0, ψ(t) 6= 0, t ≥ T1 and
+∞∫
T1
a12(τ)
ψ(τ)
φ(τ)
dτ = +∞. Moreover if in addition
+∞∫
t0
a21(τ)I
−
a12,−B
(t0; τ)dτ = −∞, then
+∞∫
T
a12(τ)
ψ0(τ)
φ∗(τ)
dτ = +∞;
B2) I
+
a21,−B
(t0) = −∞, there exists up to arbitrary multiplier the unique solutions
(φ∗∗(t), ψ00(t)) and (φ00(t), ψ∗∗(t)) of the system (1.1) such that φ∗∗(t) > 0,
ψ00(t) < 0, φ00(t) > 0, ψ∗∗(t) < 0, t ≥ T, for some T ≥ t0; for every solution
(φ(t), ψ(t)) of the system (1.1), linearly independent of (φ∗∗(t), ψ00(t)) (of (φ00(t), ψ∗∗(t)))
the equality
lim
t→+∞
φ∗∗(t)
φ(t)
= 0,
(
lim
t→+∞
ψ∗∗(t)
ψ(t)
= 0,
)
, (3.69)
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is fulfilled and
+∞∫
T
a12(τ)JS(τ)
φ2∗∗(τ)
dτ =
+∞∫
T
|a21(τ)|JS(τ)
ψ2∗∗(τ)
dτ = +∞, (3.70)
+∞∫
T1
a12(τ)JS(τ)
φ2(τ)
dτ < +∞
( +∞∫
T1
a12(τ)JS(τ)
φ2(τ)
dτ < +∞
)
; (3.71)
where T1 = T1(φ;ψ) ≥ t) such that φ(t) 6= 0, ψ(t) 6= 0, t ≥ T1;
+∞∫
T
a12(τ)
ψ00(τ)
φ∗∗(τ)
dτ = −∞ (3.72).
Moreover if in addition
+∞∫
t0
a12(τ)I
−
B,a21,
(t0; τ)dτ = −∞, then
+∞∫
T1
a12(τ)
ψ(τ)
φ(τ)
dτ = −∞. (3.73)
Proof. Since the system (1.1) is not oscillatory from (3.6) it follows that it has a T -
regular solution for some T ≥ t0. Then by (3.2) Eq. (3.1) has a T -regular solution. Due
to Lemma 2.1 from here it follows that Eq. (3.1) has the unique T -extremal solution x∗(t).
Set
φ∗∗(t) ≡ exp
{ t∫
T
[
a12(τ)x∗(τ) + a11(τ)
]
dτ
}
, ψ00(t) ≡ x∗(t)φ∗∗(t), t ≥ T. (3.74)
By (3.2) (φ∗∗(t).ψ00(t)) is a solution to the system (1.1) on [T ; +∞), which can be
continued on [t0; +∞) as a solution of the system (1.1). Let us prove A2). Suppose
I+a12,B(t0) = +∞. Then by virtue of Theorem 2.4.I∗ we have x∗(t) > 0, t ≥ T. From here
and from (2.74) it follows that φ∗∗(t) > 0, ψ00(t) > 0, t ≥ T . Obviously v∗(t) ≡ − 1x∗(t)
is the T -extremal solution of the equation
z′ − a21(t)z2 −B(t)z + a12(t) = 0, t ≥ t0. (3.75)
53
Set
00(t) ≡ v∗(t)ψ∗∗(t), ψ∗∗(t) ≡ exp
{ t∫
T
[
a21(τ)v∗(τ) + a22(τ)
]
dτ
}
, t ≥ T. (3.76)
By (3.2) (φ00(t), ψ∗∗(t)) is a solution of the system (1.1) on [T ; +∞), which can be
continued on [t0; +∞) as a solution of the system (1.1). From (3.76) it follows that
φ00(t) < 0, ψ∗∗(t) > 0, t ≥ T . Obviously (φ∗∗(t), ψ00(t)) and (φ00(t), ψ∗∗(t)) are linearly
independent. Since a12(t) ≥ 0, − a21(t) ≥ 0, t ≥ t0, by virtue of Theorem 2.1 the
equations (3.1) and (3.22) have the T -normal solutions x0(t) and v0(t) respectively, for
which the integrals ν˜x0(t) and
˜˜νv0(t) ≡ +∞∫
t
a21(τ) exp
{
−
τ∫
t
[
−2a21(ξ)v0(ξ) − B(ξ)
]
dξ
}
converge for all t ≥ T and ν˜x0(t) > 0, ˜˜νv0(t) < 0, t ≥ T. Set
φ˜0(t) ≡ exp
{ t∫
T
[
a12(τ)x0(τ) + a11(τ)
]
dτ
}
, ψ˜0(t) ≡ x0(t)φ˜0(t), t ≥ T ;
˜˜
φ0(t) ≡ v0(t)˜˜φ0(t), ˜˜ψ0(t) ≡ exp{ t∫
T
[
−a21(τ)v0(τ) + a22(τ)
]
dτ
}
, t ≥ T.
By (3.2) (φ˜0(t), ψ˜0(t)) and (
˜˜
φ0(t),
˜˜
φ0(t)) are solutions of the system (1.1) on [T ; +∞).
By (3.2) we have
+∞∫
t
a12(τ)JS(T ; τ)˜˜
φ0(τ)
2
dτ = ν˜x0(t) > 0,
+∞∫
t
a21(τ)JS(T ; τ)˜˜
ψ0(τ)
2
dτ = ˜˜ν−v0(t) < 0, t ≥ t0.
Then the equalities (3.66) - (3.68) follow from Theorem 3.5 and from the equality
+∞∫
T1
a12(τ)
ψ(τ)
φ(τ)
dτ = +∞ (since ψ(t)
φ(t)
is the T1-extremal solution of Eq. (3.1)) and
+∞∫
T
a12(τ)
ψ∗(τ)
φ∗(τ)
dτ = +∞ (since ψ∗(t)
φ∗(t)
= x∗(t)) from Theorem 2.4.I
∗. The assertion A2)
is proved. Let us prove B2). Suppose I
+
a21,−B
(t0) = −∞. Then by virtue of Theorem 2.4.II∗
the inequality x∗(t) < 0, t ≥ T1, is fulfilled for some T1 ≥ t0. Without loss generality
we shall take that T1 = T . Show that v∗(t) ≡ − 1x∗(t) is the T -extremal solution of Eq.
(3.75). Suppose that it is not so. Let then v˜∗(t) be the T -extremal solution of Eq. (3.75)
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(existence of v˜∗(t) follows from Lemma 2.1). By Lemma 2.1 we have v˜∗(T ) < v∗(T ). Then
x˜∗(t) ≡ − 1v˜∗(t) is a solution of eq. (3.1) with x˜∗(T ) < x∗(T ). Therefore by Lemma 2.1 the
solution x˜∗(t) is not T -regular and has in an point T2 > T a vertical asymptote. From here
it follows that v˜∗(t) = 0, t ∈ [T2;T3] and v˜∗(t) 6= 0, t ∈ (T3;T4) for some T4 > T3 ≥ T2.
Since x∗(t) < 0, t ≥ T , we have x˜∗(t) < 0, t ∈ [T ;T1). From here it follows that
v˜∗(t) > 0, t ∈ [T ;T1). (3.77)
Since by (3.2) v˜∗(t) =
φ˜∗(t)
ψ˜∗(t)
, t ≥ T , where (φ˜∗(t))(ψ˜∗(t)) is a solution of the system (1.1)
with ψ˜∗(t) 6= 0, t ≥ T , on the strength of (3.27) from (3.24) it follows that v˜∗(T5) < 0
for some T5 ∈ (T3;T4). Then
x˜∗(T5) = − 1
v˜∗(T5)
> 0, (3.78)
and since x∗(T5) < 0, we have that x˜∗(t) is a T5-normal solution of Eq. (3.1). It is easy
to show that from the equality Ia21,−B(t0) = −∞ follows Ia21,−B(T5) = −∞. By virtue of
Theorem 2.4.II∗ from here and from (3.78) it follows that x˜∗(T6) = 0 for some T6 > T5.
Hence v˜∗(t) has a vertical asymptote in T6, i. e. v˜∗(t) is not T -regular. We came to the
contradiction which proves that v∗(t) ≡ − 1x∗(t) is the T -extremal solution of Eq. (3.75).
Consider the functions
φ∗∗(t) ≡ exp
{ t∫
T
[
a12(τ)x∗(τ) + a11(τ)
]
dτ
}
, ψ00(t) ≡ x∗(t)φ∗∗(t), (3.79)
ψ∗∗(t) ≡ exp
{ t∫
T
[
−a21(τ)x∗(τ) + a22(τ)
]
dτ
}
, φ00(t) ≡ v∗(t)ψ∗∗(t), t ≥ T.
By (3.2) (φ∗∗(t), ψ00(t)) and (φ00(t), ψ∗∗(t)) are solutions of the system (1.1) on [T ; +∞),
which can be continued on [t0; +∞) as solutions of the system (1.1). Obviously φ∗∗(t) >
0, ψ00(t) < 0, φ00(t) > 0, ψ∗∗(t) > 0, t ≥ T . Therefore (φ∗∗(t), ψ00(t)) and
(φ00(t), ψ∗∗(t)) are linearly independent. Further as in the proof of A2) it shows that for
some solutions (φ0(t), ψ0(t)) and (φ1(t), ψ1(t)) of the system (1.1) with φ0(t) 6= 0, ψ1(t) 6=
0, t ≥ T , the integrals
+∞∫
t
a12(τ)JS(τ)
φ20(τ)
dτ and
+∞∫
t
a21(τ)JS(τ)
ψ20(τ)
dτ converge for all t ≥ T and do
not vanish on [T ; +∞). Then the equalities (3.69) - (3.71) are consequences of
Theorem 3.5, and the equalities (3.72) and (3.73) follow from Theorem 2.4.II∗ and from
(3.2) ((3 .79)). The theorem is proved.
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Theorem 3.11. Suppose a12(t) ≥ 0, a21(t) ≤ 0, t ≥ t0, I+a12,B(t0) < +∞,
I+−a21,−B(t0) < +∞. Then the following assertions are valid:
A3) the system (1.1) is non oscillatory;
B3) there exist up to arbitrary multiplier the unique solutions (φ∗(t), ψ0(t)) and (φ0(t), ψ∗(t))
of the system (1.1) such that φ∗(t) > 0, ψ0(t) < 0, φ0(t) < 0, ψ∗(t) > 0, t ≥ T for
some T > t0, for each solution (φ(t), ψ(t)) of the system (1.1), linearly independent of
(φ∗(t), ψ0(t)) (of (φ0(t), ψ∗(t))) the equality
lim
t→+∞
φ∗(t)
φ(t)
= 0,
(
lim
t→+∞
ψ∗(t)
ψ(t)
= 0
)
. (3.80)
is fulfilled and
+∞∫
T
a12(τ)JS(τ)
φ2∗(τ)
dτ = −
+∞∫
T
a21(τ)JS(τ)
ψ2∗(τ)
= +∞, (3.81)
+∞∫
T1
a12(τ)JS(τ)
φ2(τ)
dτ < +∞
( +∞∫
T1
|a21(τ)|JS(τ)
ψ2(τ)
< +∞
)
. (3.82)
For every solution (φ(t), ψ(t)) of the system (1.1), linearly independent of (φ∗(t), ψ0(t)) the
integral
+∞∫
T1
a12(τ)
ψ(τ)
φ(τ)
fτ
(+∞∫
T1
a21(τ)
φ(τ)
ψ(τ)
dτ
)
converges, where T1 ≥ t0 such that
φ(t) 6= 0, ψ(t) 6= 0, t ≥ T1, аnd
+∞∫
T
a12(τ)
ψ0(τ)
φ∗(τ)
dτ = −∞,
+∞∫
T
a21(τ)
φ0(τ)
ψ∗(τ)
dτ = +∞. (3.83)
Proof. The assertion A3) immediately follows from (3.32) and from the equalities
+∞∫
t0
A12(τ)dτ = I
+
a12,B
(t0),
+∞∫
t0
A21(τ)dτ = I
+
a21,−B
(t0).
Let us prove B3). From A3) and from (3.6) it follows that for some solution (φ0(t), ψ0(t))
of the system (1.1) the inequality φ0(t) 6= 0, t ≥ T , is fulfilled for some T ≥ t0.
Therefore x0(t) ≡ ψ0(t)φ0(t) is a T -regular solution of eq. (3.1). Then since a12(t) ≥ 0, t ≥
t0, by virtue of Lemma 2.1 Eq. (3.1) has the T -extremal solution x∗(t). By virtue of
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Theorem 2.4.IV∗ from the conditions of the theorem it follows that x∗(t) < 0, t ≥ T1, for
some T1 ≥ t0. Without loss of generality we shall take that T1 = T . Then v0(t) ≡ − 1x∗(t) is
a T -regular solution of Eq. (3.75). Since a21(t) does not change sign from here it follows
that Eq. (3.75) has the T -extremal solution v∗(t). According to Theorem 2.4.III
∗ from the
convergence of the integral I+a21,−B(t0) it follows that v∗(t) < 0, t ≥ T2, for some T2 ≥ t0.
Without loss of generality we shall take that T2 = T . By (3.2) the functions
φ∗(t) ≡ exp
{ t∫
T
[
a12(τ)x∗(τ) + a11(τ)
]
dτ
}
ψ0(t) ≡ x∗(t)φ∗(t),
ψ∗(t) ≡ exp
{ t∫
T
[
−a21(τ)v∗(τ) + a22(τ)
]
dτ
}
φ0(t) ≡ v∗(t)ψ∗(t), t ≥ T,
form solutions (φ∗(t), ψ0(t)), (φ∗(t), ψ0(t)) of the system (1.1). Obviously φ∗(t) > 0,
ψ0(t) < 0, φ0(t) < 0, ψ∗(t) > 0, t ≥ T . Prove that these solutions are linearly indepen-
dent. Suppose that it is not so. Then φ0(t) = λφ∗(t), ψ∗(t) = λψ0(t), t ≥ T, for some λ =
const. From here it follows ψ0(t)
ψ∗(t)
= ψ∗(t)
ψ0(t)
, i. e. x∗(t) =
1
v∗(t)
, t ≥ T . But on the other hand
x∗(t) = − 1v0(t) , t ≥ T . From here it follows that v∗(t) = −v0(t), t ≥ T . Then x0(t) ≡
− 1
v∗(t)
= 1
v0(t)
is a positive T -regular solution of Eq. (3.1): x∗(t) = −x0(t). Since x0(t) > 0,
and x∗(t) < 0, t ≥ T , by virtue of Lemma 2.1 we have that x0(t) is T -normal. Then on the
strength of Theorem 2.4 the integral
+∞∫
T
a12(τ)x0(τ)dτ converges. But on the other hand by
virtue of the same Theorem 2.4.III∗
+∞∫
T
a12(τ)x0(τ)dτ = −
+∞∫
T
a12(τ)x∗(τ)dτ = +∞. We
came to the contradiction. Hence (φ∗(t), ψ0(t)) and (φ∗(t), ψ0(t)) are linearly independent.
Let x0(t) and v0(t) be T -normal solutions of the equations (3.1) and (3.75) respectively.
Then by virtue of Theorem 2.2 the integrals νx0(t) and
˜˜νv0(t) converge for all t ≥ T and
νx0(t) > 0,
˜˜νv0(t) < 0, t ≥ T. (3.85)
Set
φ0(t) ≡ exp
{ t∫
T
[
a12(τ)x0(τ) + a11(τ)
]
dτ
}
ψ0(t) ≡ x0(t)φ0(t),
ψ1(t) ≡ exp
{ t∫
T
[
−a21(τ)v0(τ) + a22(τ)
]
dτ
}
φ1(t) ≡ v0(t)ψ1(t), t ≥ T,
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By (3.2) (φ0(t), ψ0(t)), (φ1(t), ψ1(t)) are solutions of the system (1.1) on [T ; +∞), which
can be continued on [t0; +∞) as solutions of the system (1.1) By virtue of (3.2) we have:
Iφ0(t) ≡
+∞∫
t
a12(τ)JS(τ)
φ20(τ)
dτ = νx0(t), I˜ψ1(t) ≡
+∞∫
t
a21(τ)JS(τ)
ψ21(τ)
dτ = ˜˜νv0(t), t ≥ T.
From here and from (3.85) it follows that Iφ0(t) 6= 0, I˜ψ1(t) 6= 0, t ≥ T. Then the
equalities (3.80), (3.81), (3.82) follow from Theorem 3.5 and the equalities (3.80), (3.81)
and the convergence of the integral
+∞∫
T1
a12(τ)
ψ(τ)
φ(τ)
dτ
(
+∞∫
T1
a21(τ)
φ(τ)
ψ(τ)
dτ
)
follow from
Theorem 2.4.III∗ and from (3.2). The theorem is proved.
Theorem 3.12. Let a12(t) ≥ 0, a21(t) ≤ 0, t ≥ t0, and let for some solution
(φ(t), ψ(t)) of the system (1.1) and for some T ≥ t0 the inequality φ(t) 6= 0, t ≥ T
is fulfilled. Then the system (1.1) satisfies to the non conjugation condition on [T ; +∞).
Proof. By (3.6) we have:
φ(t) = µ
JS/2(t)√
y0(t)
sin
( t∫
t0
a12(τ)y0(τ)dτ + ν
)
, t ≥ t0,
where µ and ν are some constants. Then
t∫
t0
a12(τ)y0(τ)dτ + ν ∈ (pik0, pi(k0 + 1)) t ≥ T,
for some integer k0. Therefore for arbitrary ν1 ∈ R we have
t∫
t0
a12(τ)y0(τ)dτ + ν1 ∈ (pik0 + ν1 − ν; pi(k0 + 1) + ν1 − ν), (3.86)
Let (φ1(t), ψ1(t)) be an arbitrary solution to the system (1.1). Then by (3.6) we have
φ1(t) = µ1
JS/2(t)√
y0(t)
sin
( t∫
t0
a12(τ)y0(τ)dτ + ν1
)
, t ≥ t0,
and since the function f(t) ≡
t∫
t0
a12(τ)y0(τ)dτ monotonically non decreases from (3.86)
it follows that φ1(t) vanishes on [T ; +∞) no more than one time. Let us show that the
function ψ1(t) vanishes on [T ; +∞) no more than one time. Suppose that it is not so. Then
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for some tk ≥ T, k = 1, 4, T < t1 ≤ t2 < t3 ≤ t4 we have ψ1(t) = 0, t ∈ [t1; t2] ∪ [t3; t4]
and ψ1(t) 6= 0, t ∈ (t2; t3). Then since a12(t) and a21(t) do not change sign by virtue od
Corollary 3.2 from the work [6] we have φ(t5) = 0 for some t5 ∈ (t2; t3), which contradicts
the condition of the theorem. Hence ψ1(t) vanishes on [T ; +∞) no more than one time.
The theorem is proved.
Now we investigate the system (1.1) in the case when it is non oscillatory. Let then
T ≥ t0 such that according to Theorem 3.12 the system (1.1) satisfies the non conjugation
condition on [T ; +∞), and some its solution (φ0(t), ψ0(t)) is T -regular. Without loss of
generality we shall take that φ0(T ) = 1. Consider the family of solutions of the system
(1.1): ΩT ≡ {(φ(t), ψ(t)) : φ(t0) = 1}. Since (φ0(t), ψ0(t)) ∈ ΩT and φ0(t) 6= 0, t ≥ T ,
by (3.2) we have that x0(t) ≡ ψ0(t)φ0(t) is a T -regular solution to eq. (3.1). Then according to
Lemma 2.1 Eq. (3.1) has the unique T -extremal solution. Suppose I+a12,B(t0) = +∞ and
(φ(t), ψ(t)) ∈ ΩT , ψ(T ) > x∗(T ). Then by virtue of Theorem 2.4.I∗ the function ΦT (t) ≡
J−a11(T ; t)φ(t) ≡ exp
{
t∫
T
a12(τ)
ψ(τ)
φ(τ)
}
is monotonically non decreasing function on [T ; +∞)
and if ψ(T ) > x∗(T ), then ΨT (+∞) = +∞. Moreover if in addition
+∞∫
t0
|a21(τ)|I+a12,−B(t0; τ) = +∞, then (for ψ(T ) = x∗(T )) ΦT (+∞) = +∞. If ψ(T ) < 0,
then according to Lemma 2.1 the function ΦT (t) vanishes on [t1; t2], T < t1 ≤ t2 < +∞,
and from (3.27) it follows (since ΦT (t) > 0, t ∈ [T ; t1)), that ΦT (t) < 0, t > t2 (see
pict. 16). Suppose I+a21,−B(t0) = −∞. Then by virtue of Theorem 2.4.II∗, if ψ(T ) > x∗(T )
and ψ(T ) > 0, then there exist t2 ≥ t1 > T such that ΦT (t) monotonically non decreasing
on [T ; t1), is a constant on [t1; t2] and monotonically non increases on [t2; +∞), and
ΦT (t) > 0, t ≥ T . If φ(T ) = x∗(T ), then ΦT (t) > 0, t ≥ T and ΦT (+∞) = 0,
and if in addition
+∞∫
t0
a12(τ)I
−
B,|a21|
(t0; τ)dτ = +∞, then for ψ(T ) > x∗(T ) also we have
φT (+∞) = 0. If ψ(T ) < x∗(T ), there exist t2 ≥ t1 > T such that ΦT (t) > 0, t ∈ [T ; t1),
ΦT (t) = 0, t ∈ [t1; t3] and ΦT (t) < 0, t > t2 (see pict. 17).
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✻✲
tT
r
ΦT (t)
Pict.16. α∗= arctan x∗(T ) > 0, I
+
a12,B
(t0)=+∞.
1
α∗
✻
✲
tT
r
T1
r
ΦT (t)
Pict.17. α∗= arctan x∗(T1) < 0, I
+
a21,−B
(t0)=−∞.
1
α∗
Suppose I+a12,B(t0) < +∞, I+−a21,−B(t0) < +∞. Then by Theorem 2.4.III∗ there exists
t1 ≥ T such that x∗(t) < 0, t ≥ T1. There ex-
ists ψ+N > 0 such that if ψ(T1) ∈ (0;φ+N+),
then there exist t2 ≥ t1 > T1 such that ΦT (t)
monotonically non decreasing on [T1; t1), is
a constant on [t1; t2] and monotonically non
decreases for t > t2, and ΦT (t) > 0, t ≥ T1.
If ψ(T1) > ψ
+
N , then ΦT (t) is monotonically
non decreasing and has finite limit, and for
φ(T1) = x∗(T1) ΦT (+∞) = 0. If ψ(T1) <
< x∗(T1), then there exist t2 ≥ t1 > T1 such
that ΦT (t) > 0, t ∈ [T1; t1), monotonically
non increases, ΦT (t) = 0, t ∈ [t1; t2] and
ΦT (t) < 0, t ≥ t2 (see pict. 18).
✻
✲
tT
r
T1
r
ΦT (t)
Pict.18.
α∗= arctan x∗(T1) < 0, α+= arctan ψ
+
N (T1) > 0,
I+a12,B
(t0)<+∞, I
+
−a21,−B
(t0)<+∞.
1
α∗
α+
By (2.52)
for the solution (φ(t), ψ(t)) ∈ ΩT with ψ(T ) ≥ x∗(T ) the inequality
0 < φ(t) ≤ exp
{
1
2
( t∫
T
S(τ)dτ +
√√√√√ t∫
T
a12(τ)
[
4
ψ(T )
φ(T )
+
τ∫
T
B2(s) + 4a12(s)a21(s)
a12(s)
ds
]
dτ
)}
,
t ≥ T is fulfilled.
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