Abstract. The stratification of the Grassmannian by positroid varieties has been the subject of extensive research. Positroid varieties are in bijection with a number of combinatorial objects, including k-Bruhat intervals and bounded affine permutations. In addition, Postnikov's boundary measurement map gives a family of parametrizations of each positroid variety; the domain of each parametrization is the space of edge weights of a weighted planar network. In this paper, we generalize the combinatorics of positroid varieties to the Lagrangian Grassmannian Λ(2n), which is the type C analog of the ordinary, or type A, Grassmannian. The Lagrangian Grassmannian has a stratification by projected Richardson varieties, which are the type C analogs of positroid varieties. We define type C generalizations of bounded affine permutations and k-Bruhat intervals, as well as several other combinatorial posets which index positroid varieties. In addition, we generalize Postnikov's network parametrizations to projected Richardson varieties in Λ(2n). In particular, we show that restricting the edge weights of our networks to R + yields a family of parametrizations for totally nonnegative cells in Λ(2n). In the process, we obtain a set of linear relations among the Plücker coordinates on Gr(n, 2n) which cut out the Lagrangian Grassmannian set-theoretically.
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Introduction
Lusztig defined the totally nonnegative part of an abstract flag manifold G/P and conjectured that it was made up of topological cells, a conjecture proved by Rietsch in the late 1990's (Lusztig, 1994 (Lusztig, , 1998 Rietsch, 1999) . Postnikov later introduced the positroid stratification of the totally nonnegative Grassmannian Gr ≥0 (k, n), and showed that his stratification was a special case of Lusztig's (Postnikov, 2006) . While Lusztig's approach relied on the machinery of canonical bases, Postnikov's was more elementary. Each positroid cell in Postnikov's stratification was defined as the locus in Gr ≥0 (k, n) where certain Plücker coordinates vanish.
The positroid stratification of Gr ≥0 (k, n) extends to a stratification of the complex Grassmannian Gr(k, n) of k-planes in n-space. That is, we can decompose Gr(k, n) into positroid varieties Π which are the Zariski closures of Postnikov's totally nonnegative cells. Remarkably, these positroid varieties are the images of Richardson varieties in Fℓ(n) under the natural projection π k : Fℓ(n) → Gr(k, n).
For each positroid variety Π, there is a family of Richardson varieties which project birationally to Π, and this family has an elementary combinatorial description (Knutson et al., 2013) .
The stratification of Gr(k, n) by projected Richardson varieties was first studied by Lusztig (Lusztig, 1998) . Brown, Goodearl and Yakimov investigated the same stratification from the viewpoint of Poisson geometry (Brown et al., 2006) . Finally, Knutson, Lam and Speyer showed that Lusztig's strata were in fact the Zariski closures of Postnikov's totally nonnegative cells (Knutson et al., 2013) .
There are a number of combinatorial objects which index positroid varieties, including bounded affine permutations and k-Bruhat intervals. In addition, there is a remarkable combinatorial construction, due to Postnikov, which yields a family of parametrizations of each positroid variety.
Postnikov's original construction gives a family of maps onto each positroid cell in Gr ≥0 (k, n). The domain of each map is the space of positive real edge weights of a weighted planar network, called a plabic graph, and there is a class of such networks for each positroid cell (Postnikov, 2006) . Let G be a planar network corresponding to a positroid cellΠ ≥0 of dimension d in Gr ≥0 (k, n). Specializing all but an appropriately chosen set of d edge weights to 1 yields a homeomorphism (R + ) d →Π ≥0 which we call a parametrization ofΠ ≥0 . If we let the edge weights range over C × instead of R + , we obtain a well-defined homeomorphism onto a dense subset of the positroid variety Π in Gr(k, n) corresponding to the totally nonnegative cellΠ ≥0 (Muller and Speyer, 2016) . We call these maps parametrizations as well.
While the combinatorial theory of the positroid stratification of Gr(k, n) is particularly nice, the projected Richardson stratification for general G/P is also of great interest. From a combinatorial standpoint, the poset of projected Richardson varieties is a shellable ball (Williams, 2007; Knutson et al., 2013) . In addition, projected Richardson varieties have nice geometric properties: they are normal, Cohen-Macaulay, and have rational singularities (Knutson et al., 2013) .
In this paper, we extend the combinatorial theory of positroid varieties to the Lagrangian Grassmannian Λ(2n). While the ordinary Grassmannian is the moduli space of k-dimensional subspaces of an n-dimensional complex vector space, points in the Lagrangian Grassmannian correspond to maximal isotropic subspaces of C 2n with respect to a symplectic form. Hence we may realize Λ(2n) as a subvariety of Gr(n, 2n). Alternatively, Λ(2n) is the quotient of the symplectic group Sp(2n) by a parabolic subgroup, and is thus a partial flag variety. By Lusztig's general theory, Λ(2n) has a stratification by projected Richardson varieties, which will be our principal objects of study.
The poset Q(k, n) of k-Bruhat intervals which index positroid varieties has a natural analog for any partial flag variety. We explicitly describe the corresponding poset Q C (2n) which indexes projected Richardson varieties in Λ(2n), and relate Q C (2n) to Q(n, 2n). We then define the natural analogs of bounded affine permutations for the Lagrangian Grassmannian. These turn out to be bounded affine permutations which satisfy a symmetry condition.
Next, we construct network parametrizations of projected Richardson varieties in the Lagrangian Grassmannian. The underlying graphs are plabic graphs which satisfy a symmetry condition, and we impose a corresponding symmetry condition on the edge weights: if e and e ′ are a symmetric pair of edges, then e and e ′ must have the same weight. See Figure 1 for an example. We investigate the combinatorics of these networks, which neatly parallels the combinatorics of ordinary plabic graphs. In particular, we show that symmetric plabic graphs with positive real edge weights parametrize totally nonnegative cells in Λ(2n). Finally, we use the combinatorics of symmetric plabic graphs to define analogs for the Lagrangian Grassmannian of various posets which index positroid cells. Much of the inspiration for this project came from (Lam and Williams, 2008) , where the authors generalize Postnikov's Γ -diagrams to all cominiscule Grassmannians. Γ -diagrams are tableaux filled with 0's and +'s which satisfy a pattern-avoidance condition. Each positroid variety in Gr(k, n) corresponds to a unique Γ -diagram, which in turn encodes a particular choice of planar network (Postnikov, 2006) . Hence, generalizing Γ -diagrams is a step toward generalizing Postnikov's theory of planar networks. Moreover, the type B decorated permutations of Lam and Williams are in bijection with our bounded affine permutations for the Lagrangian Grassmannian. Note that Lam and Williams' type B objects index projected Richardson varieties in both the odd orthogonal Grassmannian, a flag variety of type B, and the Lagrangian Grassmannian (Lam and Williams, 2008) . This follows from the fact that the Weyl groups of types B and C are isomorphic.
The organization of the paper is as follows. In Section 2, we provide background on flag varieties, Richardson varieties and projected Richardson varieties, including Deodhar decompositions of flag varieties. We also review the combinatorial theory of positroid varieties, most notably plabic graphs and the boundary measurement map. In Section 3, we realize Q C (2n) as a subposet of Q(n, 2n), and define bounded affine permutations for the Lagrangian Grassmannian. We then use these results to relate the geometry of the projected Richardson stratification of Λ(2n) to the geometry of the positroid stratification.
In Section 4 we define the Lagrangian Grassmannian analogs of a special class of plabic graphs called bridge graphs, and in Section 5 we generalize this construction to give a theory of plabic graphs for the Lagrangian Grassmannian. In the process, we obtain a set of linear relations among the Plücker coordinates on Gr(n, 2n) which cut out Λ(2n) set-theoretically. In Section 6, we relate our network parametrizations to total positivity in Λ(2n). Finally, in Section 7, we describe several more combinatorial indexing sets for projected Richardson varieties in Λ(2n). Namely, we give type C analogs of Grassmann necklaces, dual Grassmann necklaces, and a class of matroids called positroids.
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2. Background 2.1. Notation for partitions, root systems and Weyl groups. For a ∈ N, write [a] for the set {1, 2, . . . , a} ⊆ N, and let [a, b] denote the set {a, a + 1, . . . , b} for a ≤ b. For a > b we set [a, b] = ∅. Let I, J ⊆ N with I = {i 1 < i 2 < . . . < i m } (2.1) J = {j 1 < j 2 < . . . < j m }. (2.2)
We say I ≤ J if i r ≤ j r for all 1 ≤ r ≤ m. We denote the set of all k-element subsets of [n] by [n] k . Let Φ denote a finite root system with simple roots {α i | 1 ≤ i ≤ m} for some m ∈ N. Let (W, S) denote the Weyl group of Φ, with simple reflections S = {s i | 1 ≤ i ≤ m} corresponding to the α i . Let ℓ denote the standard length function on W .
For u, w ∈ W , we write u ≤ w to denote a relation in the (strong) Bruhat order. A factorization u = vw ∈ W is length additive if (2.3) ℓ(u) = ℓ(v) + ℓ(w).
We use u ≤ (r) w to denote a relation in the right weak order, so u ≤ (r) w if there exists v ∈ W such that uv = w and the factorization is length additive. Similarly, we write u ≤ (l) w to denote left weak order, and say u ≤ (l) w if there is a length-additive factorization vu = w. All functions and permutations act on the left, so σρ means "first apply ρ, then apply σ to the result." We fix notation for the root systems of types A n−1 and C n respectively. Let {ǫ 1 , . . . , ǫ n } denote the standard basis of R n . We realize the root system A n−1 as a subset of the vector space
The roots are given by Φ = {ǫ i − ǫ j | 1 ≤ i, j = n} and the simple roots are given by
The Weyl group of type A n−1 is the symmetric group S n on n letters, acting by permutations on the standard basis. The simple reflection s A i corresponding to α i is the transposition (i, i + 1). Let (S n ) k denote the parabolic subgroup of S n corresponding to {α i | i = k}. Then (S n ) k is the Young subgroup S k × S n−k consisting of permutations which fix the sets [k] and [k + 1, n] .
Similarly, we realize the root system of type C n as a subset of R n . The roots are given by
and the simple roots by
The Weyl group of type C n consists of permutations σ of {±i | 1 ≤ i ≤ n} which satisfy σ(−i) = −σ(i). Permutations act on the standard basis, where we set ǫ −i := −ǫ i .
Alternatively, we may realize the Weyl group of type C n as the subgroup S C n of S 2n consisting of permutations τ ∈ S 2n which satisfy
The simple generators s C 1 , . . . , s C n are given by
and the map S C n ֒→ S 2n is a Bruhat embedding (Bjorner and Brenti, 2005) . With these conventions, the parabolic subgroup (S C n ) n corresponding to {α i | i = n} is the subgroup of permutations in S n ×S n which satisfy (2.4). We denote the length functions on S n and S C n by ℓ A and ℓ C respectively. We number the rows of all matrices from top to bottom, and the columns from left to right. When specifying matrix entries, position (i, j) denotes row i and column j. For w ∈ S n or S C n , we let w([a]) denote the unordered set {w(1), w(2), . . . , w(a)}.
Fix n ∈ N. For a ∈ [2n], we write a ′ to denote 2n + 1 − a. Let I ∈
[2n]
n . Then we define
2.2. Flag varieties, Schubert varieties and Richardson varietes. We recall some basic facts about flag varieties, as stated for example in (Knutson et al., 2014) . Let G be a semisimple Lie group over C, and let B + and B − be a pair of opposite Borel subgroups of G. Then G/B + is a flag variety, and there is a set-wise inclusion of the Weyl group W of G into G/B + . The flag variety G/B + has a stratification by Schubert cells, indexed by elements of W . For w ∈ W , the Schubert cellX w is B − wB + /B + while the Schubert variety X w is the closure ofX w . The opposite Schubert cellY w is B + wB + /B + while the opposite Schubert variety Y w is the closure ofY w . The cellsX w andY w are both isomorphic to affine spaces. They have codimension and dimension ℓ(w), respectively. Both Schubert and opposite Schubert cells give stratifications of G/B + .
The Richardson varietyR u,w is the transverse intersectionR u,w =X u ∩Y w . This is empty unless u ≤ w, in which case it has dimension ℓ(w) − ℓ(u). The closure ofR u,w is the Richardson variety R u,w . Open Richardson varieties form a stratification of G/B + which refines the Schubert and opposite Schubert stratifications.
Let P be a parabolic subgroup of G containing B + and let W P be the Weyl group of P . Then G/P is a partial flag variety, and there is a natural projection π P : G/B + → G/P . We are interested in the images of Richardson varieties under this projection map.
In this paper, we focus on flag varieties of types A and C. We use the superscripts A and C to indicate subvarieties of flag varieties of types A and C, respectively. For example, the Schubert cell in the type A flag variety corresponding to a Weyl group element w is denotedX A w . 2.2.1. Type A. Let G = SL(n), a semisimple Lie group of type A. Let B + be the subgroup of upper-triangular matrices, and let B − be the subgroup of lower-triangular matrices. Let Fℓ(n) be the quotient of SL(n) by the right action of B + . Then Fℓ(n) is an algebraic variety whose points correspond to flags (2.5)
where V i is a subspace of C n of dimension i. Hence an n × n matrix M ∈ SL(n) represents the flag whose i th subspace is the span of the first i columns of M . The Weyl group of type A is the symmetric group S n on n letters. We may represent a permutation w in Fℓ(n) by any matrix w with ±1's in positions (w(i), i), and 0's everywhere else, where the number of −1's is odd or even, depending on the parity of w. These signs are necessarily to ensure that the matrix representative is contained in SL(n). Then the Schubert cellX A w corresponding to w is given by B − wB + , while the opposite Schubert cellsY A w is B +w B + .
We have concrete descriptions of the Schubert and opposite Schubert varieties in Fℓ(n), as stated in (Knutson et al., 2013, Section 4) . For a subset J of [n], let Project J : C n → C J be projection onto the coordinates indexed by J. For a permutation w ∈ S n , the Schubert cell corresponding to w is given by
The closure ofX A w is the Schubert variety (2.7)
| for all i} Similarly, the opposite Schubert cell and opposite Schubert variety respectively are given by
| for all i} Let P denote the parabolic subgroup of SL(n) consisting of block-diagonal matrices of the form
where the block C is a k × k square, and E is an (n − k) × (n − k) square. Then SL(n)/P is the Grassmannian Gr(k, n) of k-dimensional linear subspaces of the vector space C n .
We may realize Gr(k, n) as the space of full-rank k × n matrices modulo the left action of GL(k), the group of invertible k × k matrices; a matrix M represents the space spanned by its rows. The natural projection π k : Fℓ(n) → Gr(k, n), carries a flag V • to the k-plane V k . If V is a representative matrix for V • then transposing the first k columns of V gives a representative matrix M for V k .
The Plücker embedding, which we denote p, maps Gr(k, n) into the projective space P ( n k )−1 with homogeneous coordinates x J indexed by the elements of
k let ∆ J denote the minor with columns indexed by J. Let V be an k-dimensional subspace of C n with representative matrix M . Then p(V ) is the point defined by x J = ∆ J (M ). This map embeds Gr(k, n) as a smooth projective variety in P ( n k )−1 . The homogeneous coordinates ∆ J are known as Plücker coordinates on Gr(k, n). The totally nonnegative Grassmannian, denoted Gr ≥0 (k, n), is the subset of Gr(k, n) whose Plücker coordinates are all nonnegative real numbers, up to multiplication by a common scalar.
2.2.2. Type C. We now outline the same story in type C. Our discussion follows (Billey and Lakshmibai, 2000, Chapter 3) . However, we use the bilinear form given in (Makisumi, 2011) . This choice yields a pinning of Sp(2n), defined below, which is compatible with the standard pinning for SL(n). We will use this fact frequently in what follows.
Let V be the complex vector space C 2n with standard basis e 1 , . . . , e 2n . Let ·, · denote the non-degenerate, skew-symmetric form defined by
Let E be the matrix of this bilinear form. For example, for n = 2, we have
The symplectic group Sp(2n) is the group of matrices A ∈ SL(2n) which leave the form ·, · invariant. Alternatively, define a map σ : SL(2n) → SL(2n) by
Then Sp(2n) is the group of all fixed points of σ. It is a semi-simple Lie group of type C n . Let B + , B − and P be the subgroups of SL(2n) given above, where k = n. The Borel subgroups B + and B − are both stable under σ, and so is the parabolic P . Let B σ + , B σ − , and P σ denote the intersection of B + , B − and P respectively with Sp(2n). Then B σ + and B σ − are a pair of opposite Borel subgroups of Sp(2n), while P σ is a parabolic subgroup of Sp(n).
The generalized flag variety Sp(2n)/B σ + embeds in Fℓ(2n) in the obvious way, and Sp(2n)/P σ embeds in Gr(n, 2n). The image of Sp(2n)/P σ is precisely the subset of Gr(n, 2n) corresponding to maximal isotropic subspaces; that is, the Lagrangian Grassmannian Λ(2n). We have a commutative diagram of inclusions and projections, shown in Figure 2 .
Figure 2. Realizing Λ(2n) as a submanifold of Gr(n, 2n).
For each permutation w ∈ S C n , let w denote the matrix with (−1) ρ i 's at positions (w(i), i) and 0's everywhere else, where ρ i = 1 if 1 ≤ i ≤ n and w(i) and i have opposite parity 0 otherwise .
Then the Schubert cellX C w corresponding to w is given by B σ − wB σ + , while the opposite Schubert cellY C w is B σ + wB σ + . It is straightforward to check that the following set-theoretic identities hold under the embedding Sp(2n)/B σ + ֒→ Fℓ(2n) given above:
2.3. Projected Richardson varieties and P -order. We now return to the case of general G/P with all notation defined as above. Let u, w ∈ W . The variety Π u,w := π P (R u,w ) is a projected Richardson variety. Note that we do not have a one-to-one correspondence between Richardson varieties and projected Richardson varieties. Rather, for each u ≤ w, there is a family of Richardson varieties R u ′ ,w ′ such that Π u ′ ,w ′ = Π u,w .
Projected Richardson varieties have a number of nice geometric properties. In particular, they are normal, Cohen-Macaulay, and have rational singularities (Knutson et al., 2013) . When G/B = Fℓ(n) and G/P = Gr(k, n), projected Richardson varieties coincide with positroid varieties, which have been studied extensively.
We review the notion of P -Bruhat order, as defined in (Knutson et al., 2014) . We say u ⋖ P w if u ⋖ w in the usual Bruhat order and uW P = wW P . The P -Bruhat order on W is the transitive closure of these relations. Note that, as the notation suggests, the relations ⋖ P are the covering relations in the resulting partial order. When W = S n and W P = S k × S n−k , we obtain the k-order introduced in (Bergeron and Sottile, 1998) . We use the symbol ≤ P to denote P -Bruhat order. If u ≤ P w, we write [u, w] P for the P -Bruhat interval {v | u ≤ P v ≤ P w}.
Every (closed) projected Richardson variety may be realized as Π u,w with u ≤ P w. The projection map π P is an isomorphism when restricted toR u,w if and only if u ≤ P w. In this case, we define the open projected Richardson varietyΠ u,w to be π P (R u,w ). The varietyΠ u,w is irreducible, of dimension ℓ(w) − ℓ(u) (Knutson et al., 2014) . The projected Richardson variety Π u,w is the closure ofΠ u,w , and π P maps R u,w birationally to Π u,w (Knutson et al., 2013) .
We now review some combinatorial results about P -Bruhat order.
Lemma 2.1. (Knutson et al., 2014) Suppose we have u ≤ v and x ≤ y in W , and suppose there is some z ∈ W P such that x = uz, y = vz with both factorizations length-additive. Then u ≤ P v if and only if x ≤ P y.
Hence there is an equivalence relation on P -Bruhat intervals, which is generated by setting [u, w] P ∼ [x, y] P if there is some z ∈ W P such that x = uz and y = wz, with both factorizations length-additive. We write u, w P for the equivalence class of [u, w] P and denote the set of all such classes by Q(W, W P ).
Define a partial order on Q(W, W P ) by setting u, w P ≤ x, y P if there exist representatives
The poset Q(W, W P ) was first studied by Rietsch, in the context of closure relations for totally nonnegative cells in general flag manifolds (Rietsch, 2006) . Williams proved a number of combinatorial results about this poset directly (Williams, 2007) . We quote a few more results from (Knutson et al., 2013) .
Lemma 2.2. Suppose u ≤ P w, u = u P u P , and w = w P w P , where u P and w P are minimal-length coset representatives for W P , and u P , w P ∈ W P . Then w P ≤ (l) u P .
Lemma 2.3. Suppose u ≤ w, and w is a minimal-length coset representative for wW P . Then u ≤ P w.
Lemma 2.4. Each x, y P has a unique representative [x ′ , y ′ ] P where y ′ is of minimal length in its left coset y ′ W P .
Hence elements of Q(W, W P ) are in bijection with pairs (u, w) where u ≤ w, and w is of minimal length in its coset wW P . In the case where W = S n and W P = S k ×S n−k , these minimal-length coset representatives are called Grassmannian permutations of type (k, n). Concretely, a permutation is Grassmannian of type (k, n) if it is increasing on [k] and on [k + 1, n]. The following lemma is due to Postnikov (Postnikov, 2006, Section 20) .
Lemma 2.5. Let u, w ∈ S n , and suppose w is Grassmannian of type (k, n). Then u ≤ w if and
If u ≤ P w and u ′ ≤ P w ′ , then Π u,w = Π u ′ ,w ′ if and only if u, w P = u ′ , w ′ P . Moreover, in this caseΠ u,w andΠ u ′ ,w ′ are equal. Hence there is a unique open projected Richardson varietyΠ u,w P corresponding to u, w P . The poset Q(W, W P ) is isomorphic to the poset of projected Richardson varieties, ordered by reverse inclusion (Rietsch, 2006) .
When W = S n and W P = S k × S n−k , we denote the poset Q(W, W P ) by Q(k, n). When W = S C n and W P = (S C n ) n , we denote the P -Bruhat order by ≤ C n and write Q C (2n) for Q(W, W P ). We denote equivalence classes in Q(k, n) and Q C (2n) by u, w n and u, w C n respectively. 2.4. Deodhar components and MR parametrizations.
2.4.1. Distinguished subexpressions. Deodhar defined a class of cell decompositions for general flag varieties G/B with components indexed by distinguished subexpressions of the Weyl group W of G (Deodhar, 1985) . Let w = s i 1 · · · s im be a reduced word for some w ∈ W . We gather some facts about distinguished subexpressions, borrowing most of our conventions from (Marsh and Rietsch, 2004) . A subexpression u of w is an expression obtained by replacing some of the factors s i j of w with the identity permutation, which we denote by 1.
We write u w to indicate that u is a subexpression of w. We denote the t th factor of u, which may be either 1 or a simple transposition, by u t , and write u (t) for the product u 1 u 2 . . . u t . For notational convenience, we set u 0 = u (0) = 1. We denote the t th simple transposition in u by u t . Definition 2.6. A subexpression u of w is called distinguished if we have
for all 1 ≤ j ≤ m We will sometimes abbreviate the phrase "positive distinguished subexpression" to PDS.
Given a subexpression u w, we say u is a subexpression for u = u 1 u 2 · · · u r . By abuse of notation, we identify the subexpression u with the word u 1 u 2 · · · u r , also denoted u. If the subexpression u is positive distinguished, then the corresponding word is reduced. The following lemma is an easy consequence of the above definitions.
Lemma 2.8. (Marsh and Rietsch, 2004) Let u ≤ w ∈ W, and let w be a reduced word for w. Then the following are equivalent
(1) u is a positive distinguished subexpression of w.
(2) u is the lexicographically first subexpression for u in w, working from the right.
In particular, there is a unique PDS for u in w.
Condition 2 means precisely that the factors u t are chosen greedily, as follows. Suppose ℓ(u) = r. Working from the right, we set u r = s i j , where j is the largest index such that s i j ≤ (l) u. We then take u r−1 to be the next rightmost factor of w such that u r−1 u r ≤ (l) u and so on, until we have u 1 u 2 · · · u r = u.
2.4.2.
Deodhar's decomposition. To construct a Deodhar decomposition of G/B, we first fix a reduced word w for each w ∈ W . There is a Deodhar component R u,w for each distinguished subexpression u w. For a reduced word w of w, we have
Marsh and Rietsch gave explicit parametrizations for the components R u,w , which we call MR parametrizations. Rather than using Deodhar's original construction, we define the Deodhar component R u,w to be the image of the parametrization corresponding to u w, as defined in (Marsh and Rietsch, 2004) . We give the parametrizations explicitly in Section 2.4.4. Remark 1. In Karpman (2016), we called MR parametrizations "Deodhar parametrizations," since they parametrize Deodhar components. In this paper, we use "MR parametrizations" for clarity of attribution, and to keep our terminology consistent with Talaska and Williams (2013) .
Fix a parabolic subgroup P of G which contains B. If u, w ∈ W with u ≤ P w, thenR u,w ⊆ G/B projects isomorphically onto its image in G/P , which is one of Lusztig's projected Richardson strata. To define a Deodhar decomposition of G/P , choose a representative [u, w] P for each u ′ , w ′ P ∈ Q(W, W P ), and a reduced word w for each chosen w. For each of the selected u ≤ P w and each distinguished subexpression u w where w is the selected word for w, the Deodhar component of G/P corresponding to u w is given by (2.13) D u,w := π P (R u,w ).
Since π P is an isomorphism onR u,w , composing Marsh and Rietsch's parametrization of R u,w with π P gives a parametrization of D u,w .
2.4.3. Total nonnegativity. Let w be a reduced word of w, let u ≤ P w, and let u w be the unique PDS for u in w. Then R u,w is the unique top-dimensional Deodhar component ofR u,w , and R u,w is denseR u,w (Marsh and Rietsch, 2004) . Hence the corresponding parametrization of D u,w gives a birational map toΠ u,w which is an isomorphism onto its image. We call this an MR parametrization ofΠ u,w .
The totally nonnegative part (R u,w ) ≥0 of the projected Richardson varietyR u,w is the subset of R u,w where all parameters in the MR parametrization are positive real. Projecting to G/P , we obtain a parametrization of the totally nonnegative part ofΠ u,w . Hence (Π u,w ) ≥0 is the part of D u,w where all parameters are positive real. Note that the image is independent of our choice of w (Marsh and Rietsch, 2004) . Remarkably, when G/P = Gr(k, n), this is precisely the locus where all Plücker coordinates are nonnegative real, up to multiplication by a common scalar. We show in Section 6 that a similar statement holds for Λ(2n).
2.4.4. Parametrizing Deodhar components. We now review Marsh and Rietsch's parametrizations for Deodhar components. Let G/B be a flag variety, and let
be a choice of simple roots for the root system of G. For each α i ∈ Π, there is a group homomorphism ϕ i : SL 2 → G, which yields 1-parameter subgroups
Such a choice of simple roots and of homomorphisms ϕ i is called a pinning. For each simple reflection s i of W , we define a corresponding element of G/B bẏ
. This is independent of the choice of reduced expression (Marsh and Rietsch, 2004) . For each root α, there is some simple root α i and w ∈ W such that wα i = α. The root subgroup corresponding to α is given by {ẇx i (t)ẇ −1 | t ∈ C}.
Marsh and Rietsch give explicit parametrizations for Deodhar components, using products of the elements x i , y i , andṡ i (Marsh and Rietsch, 2004) . For u w a subexpression, with u = s i 1 · · · s im , they define J
We assign an element of G to each simple reflection s i k of w according to the rule below, where t k and m k are parameters, the parameter t k takes values in C × , and m k takes values on C, by:
Note that if u is a PDS of w, the third case never occurs. We define a subset of G corresponding to u w by setting (2.14)
Proposition 2.9. (Marsh and Rietsch, 2004, Proposition 5. 2) The map
from (2.14) is an isomorphism. Projecting to G/B gives an isomorphism
2.4.5. MR parametrizations in Type A. We now give explicit parametrizations for Deodhar components in Fℓ(n). Our discussion follows (Talaska and Williams, 2013, Section 4) , which in turn draws on (Marsh and Rietsch, 2004 , Sections 1 and 3). However, we use a slightly different set of conventions for our matrix representatives. Let E i,j (t) denote the elementary matrix with a nonzero entry t in position (i, j), 1's along the main diagonal, and 0's everywhere else. Then we have
i is obtained from the n × n identity by replacing the 2 × 2 block whose upper left corner is at position (i, i) with the block matrix (2.15) 0 −1 1 0
For α = ǫ i − ǫ j with i < j, the corresponding root subgroup consists of matrices x A α (t) = E i,j (t), while the root subgroup corresponding to −α is given by the matrices y A α (t) = E j,i (t). We havė
where the sign in each case depends on i and α.
For convenience, we let x A (i,j) denote x A α with α = ǫ i − ǫ j , and define y A (i,j) similarly. Suppose now that u w is the unique PDS for u in w, where
and let j 1 , . . . , j d be the indices of the simple transpositions of w which do not appear in u.
Then we can rewrite each g ∈ G u,w in the form
Again by direct calculation, we have the following lemma.
This lemma implies the following. Details may be found in (Karpman, 2016) .
Lemma 2.11. For β r as above, define:
For notational convenience, we renumber our parameters t i j and define a r , b r such that (2.24) β r = y A (ar,br) (±t r ) where the sign is determined as above.
2.4.6. MR parametrizations in type C. We now give a pinning for Sp(n). Again, we follow (Billey and Lakshmibai, 2000, Chapter 3) , but with some sign changes to account for our choice of symplectic form. Then we have
Similarly, the Weyl group elements areṡ C i given bẏ
We now relate MR parametrizations of Λ(2n) to MR parametrizations of Gr(n, 2n). It is not hard to check that the embedding S C n ֒→ S 2n carries distinguished subexpressions S C n to distinguished subexpressions in S 2n .
Let v w be a distinguished subexpression in S C n and let v w be the corresponding distinguished subexpression in S 2n . Let R C u, w be the Deodhar component of Sp(2n)/B σ + corresponding to u w, and let R A u,w be the component of Fℓ(2n) corresponding to u w. Lemma 2.12. We have R C u, w ֒→ R w,u under the map Sp(2n)/B σ + ֒→ Fℓ(n).
Proof. Consider the parametrization of R C u, w described above. We expand the formula for each element of G C u, w as a product of matrices x A ir (t r ), y A ir (t r ), andṡ A ir . The resulting sequence of matrices in SL(n) is identical to the sequence of matrices corresponding to u w, except that the t i satisfy some relations of the form t i = t i+1 . Hence, G C u, w corresponds to a locally closed subset of R A u,w and the claim follows. 2.5. Positroid varieties. Let V ∈ Gr ≥0 (k, n). The indices of the non-vanishing Plücker coordinates of V give a set J ⊆
[n] k called the matroid of V . We define the matroid cell M J as the locus of points V ∈ Gr ≥0 (k, n) with matroid J . The nonempty matroid cells in Gr ≥0 (k, n) are the positroid cells defined by Postnikov, and the corresponding matroids are called positroids. Positroid cells form a stratification of Gr ≥0 (k, n), and each cell is homeomorphic to (R + ) d for some d (Postnikov, 2006, Theorem 3.5) .
The positroid stratification of Gr ≥0 (k, n) extends to the complex Grassmannian Gr(k, n). Taking the Zariski closure of a positroid cell of Gr ≥0 (k, n) in Gr(k, n) gives a positroid variety. (Knutson et al., 2013) .
Positroid varieties in Gr(k, n) may be defined in numerous other ways. There is a beautiful description of positroid varieties as intersections of cyclically permuted Schubert varieties. In particular, the positroid stratification refines the well-known Schubert stratification of Gr(k, n) (Knutson et al., 2013) .
Remarkably 2.6. Grassmann necklaces. Grassmann necklaces, first introduced in (Postnikov, 2006) , give another family of combinatorial objects which index positroid varieties. Definition 2.13. A Grassmann necklace I = (I 1 , I 2 , . . . , I n ) of type (k, n) is a sequence of kelement subsets of [n] such that the following hold for all i ∈ [n], with indices taken modulo n:
(
For a ∈ [n], let ≤ a denote the cyclic shift of the usual linear order on n given by
Note that ≤ 1 is the usual order ≤. We extend this to a partial order on
, where
Let J be a positroid of type (k, n). That is, J is the matroid of some nonempty positroid cell in Gr ≥0 (k, n). Then J is a collection of k-element subsets of [n]. For each 1 ≤ i ≤ n, let I i be the minimal element of J with respect to the shifted linear order ≤ i . Then I = (I 1 , . . . , I n ) is a Grassmann necklace of type (k, n). This procedure gives a bijection between Grassmann necklaces and positroids of type (k, n) (Postnikov, 2006) . For the inverse bijection, let I = (I 1 , · · · , I n ) be a Grassmann necklace of type (k, n), and let J be set of all k-element subsets J ∈ [n] k such that I a ≤ a J for all a ∈ [n]. Then J is the positroid with Grassmann necklace I (Postnikov, 2006; Oh, 2011) .
Positroid varieties are not matroid varieties. Suppose X ∈ Gr(k, n) is contained in the open positroid varietyΠ with corresponding positroid J . The matroid of X is contained in J , but may not be equal to J (Knutson et al., 2013) . However, the two matroids are related. Let J X be the matroid of X, and let (I 1 , . . . , I n ) be the Grassmann necklace of J . Then I i is the minimal element of J X with respect to the shifted linear order ≤ i for all i ∈ [n] (Knutson et al., 2014) .
We define a partial order on Grassmann necklaces by setting I ≤ I ′ if I i ≤ i I ′ i for all i. Hence the poset of Grassmann necklaces is isomorphic to the poset of positroids, ordered by reverse containment.
Bounded affine permutations and Bruhat intervals in type A.
Definition 2.14. An affine permutation of order n is a bijection f : Z → Z which satisfies the condition
The affine permutations of order n form a group, which we denote S n .
For a reductive group G, the extended affine Weyl group W of G is defined by
where W is the Weyl group of G and X * is the cocharacter lattice of G (Kottwitz and Rapoport, 2000) . The group S n is the extended affine Weyl group of GL(n). In particular, we have
where Z n is the cocharacter lattice of GL(n). Each permutation w acts periodically on Z with period n, while a translation element (a 1 , . . . , a n ) ∈ Z n acts by i → i + a i n, again extended periodically with period n. As in (He and Lam, 2011) , a cocharacter λ = (λ 1 , . . . , λ n ) of GL(n) corresponds to the translation element of S n is given by (−λ 1 , . . . , −λ n ). Note that we may realize both Fℓ(n) and Gr(k, n) as quotients of GL(n) rather than SL(n).
Definition 2.15. For k ∈ Z, an affine permutation of order n has type (k, n) if
We denote the set of affine permutations of type (k, n) by S k n . Affine permutations of type (0, n) form an infinite Coxeter group, the affine symmetric group. This is the affine Weyl group of type A n−1 . It has simple generators s 1 , . . . , s n , where s i is the affine permutation which interchanges i + rn and i + 1 + rn for each r ∈ Z.
The Bruhat order on S 0 n extends to a Bruhat order on all of S n . Each element of S n may be written as a product wτ , where τ preserves all simple roots of the affine Weyl group S 0 n , and w ∈ S 0 n . We say w ′ τ ′ ≤ wτ if w ′ ≤ w in Bruhat order, and τ ′ = τ . In our case, the condition τ = τ ′ is equivalent to saying that w ′ τ ′ and wτ are both of type (k, n) for some k ∈ Z. For f = wτ , f ∈ S k n means that τ is the function x → x + k. Definition 2.16. An affine permutation in S n is bounded if it satisfies the condition
For 1 ≤ k ≤ n, we write Bound(k, n) for the set of all bounded affine permutations of type (k, n).
The set Bound(k, n) inherits the Bruhat order from S k n . In fact, Bound(k, n) is a lower order ideal in S k n (Knutson et al., 2013, Lemma 3.6) . Similarly, the length function ℓ on S 0 n induces a grading ℓ on Bound(k, n), defined by ℓ(wτ ) = ℓ(w). An inversion of a bounded affine permutation f is a pair i < j such that f (i) > f (j). Two inversions (i, j) and (i ′ , j ′ ) are equivalent if i ′ = i + rn and j ′ = j + rn for some r ∈ Z. We call the resulting equivalence classes type A inversions. The length of a bounded affine permutation f ∈ Bound(k, n) is the number of type A inversions of f (Knutson et al., 2013, Theorem 5.9) .
For J ∈
[n] k , we define the translation element t J ∈ S n by setting
for 1 ≤ i ≤ n, and extending periodically. Every f ∈ Bound(k, n) may be written in the form
for some σ ∈ S n ,, elements µ and ν of [n] k , and t µ , t ν translation elements. Both factorizations are unique.
We now give an isomorphism between Q(k, n) and Bound(k, n). This isomorphism may be viewed as a special case of Theorem 2.2 from (He and Lam, 2011) 
Hence we have a well-defined map Q(k, n) → Bound(k, n), which is in fact an isomorphism of posets (Knutson et al., 2013, Section 3.4) . Note that for the translation elements
This follows easily from (2.30).
The poset of bounded affine permutations is anti-isomorphic to the poset of decorated permutations, which Postnikov introduced to index positroid varieties (Postnikov, 2006) . A decorated permutation of order n is a permutation in S n with fixed points colored black or white. If f is a bounded affine permutation, and σ is the corresponding decorated permutation, then black fixed points of σ correspond to values i ∈ [n] such that f (i) = i. White fixed points correspond to values i such that f (i) = i + n. A decorated permutation σ of order n has type (k, n) if we have
Postnikov represented decorated permutations visually using chord diagrams (Postnikov, 2006, Section 16) . Let σ be a decorated permutation. A chord diagram for σ is a circle with vertices labeled 1, 2, . . . , n in clockwise order. We then draw arrows from vertex i to vertex σ(i) for all i ∈ [n]. By convention, if i is a white fixed point of σ, we draw a clockwise loop at i; if i is a black fixed point, we draw a counter-clockwise loop.
We say a pair of arrows in a chord diagram represents a crossing if they are arranged in one of the configurations shown in Figure 3 , for i, j ∈ [n]. We say a pair of chords represents an alignment if they are arranged in one of the configurations shown in Figure 4 . Note that rotating any of the diagrams shown in Figure 4 gives a valid example of an alignment. The analogous statement holds for crossings. 2.8. Plabic graphs. A plabic graph is a planar graph embedded in a disk, with each vertex colored black or white. (Plabic is short for planar bicolored.) The boundary vertices are numbered 1, 2, . . . , n in clockwise order, and all boundary vertices have degree one. We call the edges adjacent to boundary vertices legs of the graph. A leaf adjacent to a boundary vertex is called a lollipop. A black leaf adjacent to a white boundary vertex is a black lollipop, while a white lollipop is the opposite. We further assume that every vertex in a plabic graph is connected by some path to a boundary vertex.
Postnikov introduced plabic graphs in (Postnikov, 2006, Section 11.5) , where he used them to construct parametrizations of positroid cells in the totally nonnegative Grassmannian. In this paper, we follow the conventions of (Lam, 2013) , which are more restrictive than Postnikov's. In particular, we require our plabic graphs to be bipartite, with the black and white vertices forming the partite sets. An almost perfect matching on a plabic graph is a subset of its edges which uses each interior vertex exactly once; boundary vertices may or may not be used. We consider only plabic graphs which admit an almost perfect matching.
We can write any plabic graph as a union of paths and cycles, as follows. Start with any edge e = {u, v}. Begin traversing this edge in either direction, say u → v. Turn (maximally) left at every internal white vertex, and (maximally) right at every internal black vertex. The path ends when we either reach a boundary vertex, or find ourselves about to retrace the edge u → v. Repeating this process gives a description of G as a union of directed paths and cycles, called trips. Each edge is used twice in this decomposition, once in each direction. Given a plabic graph G with n boundary vertices, we define the trip permutation σ G ∈ S n of G by setting σ G (a) = b if the trip that starts at boundary vertex a ends at boundary vertex b.
There are a number of local moves and reductions defined for plabic graphs; again, we use the conventions of (Lam, 2013) , which are adapted slightly from those of (Postnikov, 2006) . The moves are defined as follows. Both moves are reversible, and preserve the trip permutation. (M1) The "spider," "square," or "urban renewal" move. We may transform the portion of a plabic graph shown at left in Figure 5 into the portion shown at right, and vice versa. (M2) Degree-two vertex removal. If a vertex v has degree 2, we may contract the incident edges (u, v) and (v, u ′ ) to a single vertex. Note that if v is adjacent to a boundary vertex b, we cannot contract all the incident edges, since boundary vertices must have degree 1. Hence, we simply remove the vertex v, and reverse the color of b. A plabic graph G is reduced if it cannot be transformed using the local moves M1-M2 into a plabic graph G ′ on which we can perform a reduction. If G is a reduced graph, each fixed point of σ G corresponds to a boundary leaf (Postnikov, 2006, Section 13) . Suppose G has n boundary vertices, and suppose we have
and G has a white boundary leaf at a}|
Then we can construct a bounded affine permutation f G ∈ Bound(k, n) corresponding to G by setting
> a or G has a black boundary leaf at a σ G (a) + n σ G (a) < a or G has a white boundary leaf at a Thus we have have a correspondence between plabic graphs and positroid varieties: to a reduced plabic graph G, we associate the positroid Π A G corresponding to f G . This correspondence is not a bijection. Rather, we have a family of reduced plabic graphs for each positroid variety. Two reduced plabic graphs G and G ′ have the same bounded affine permutation (and hence, the same associated positroid variety) if and only if we can transform G into G ′ using a sequence of local moves M1 and M2 (Postnikov, 2006, Theorem 13.4) .
We now describe a way to build plabic graphs inductively by adding new edges, called bridges, to existing graphs. The resulting graphs are called bridge graphs. This construction appears in (Arkani-Hamed et al., 2012) and also, in slightly less general form, in (Lam, 2013) .
We begin with a plabic graph G. To add a bridge, we choose a pair of boundary vertices a < b, such that every c ∈ [a + 1, b − 1] is a lollipop. Our new edge will have one vertex on the leg at a, and one on the leg at b. If a (respectively b) is a lollipop, then the leaf at a must be white (respectively black), and we use that boundary leaf as one endpoint of the bridge. If a (respectively b) is not a lollipop, we instead insert a white (black) vertex in the middle of the leg at a (respectively, b). We call the new edge an (a, b)-bridge. After adding the new edge, our graph may no longer be bipartite. In this case, we insert additional vertices of degree two or change the color of boundary vertices as needed to obtain a bipartite graph 
Moreover, f G ′ ⋖ f G in the Bruhat order on Bound(k, n), and so Π G is a codimension-one subvariety of Π G ′ .
The zero-dimensional positroid varieties correspond to the points in Gr(k, n) which have a single non-zero Plücker coordinate µ. There is a unique reduced plabic graph for each µ ∈ [n] k , which consists of n lollipops. The k lollipops corresponding to elements of µ are white; the rest are black. We call a plabic graph consisting only of lollipops a lollipop graph.
A bridge graph is a plabic graph which is constructed from a lollipop graph by successively adding bridges (b) Adding a bridge whose endpoints are not lollipops. Note that after adding the bridge, we add additional vertices of degree 2 to create a bipartite graph. obtain a graph with bounded affine permutation f u,w . It is perhaps not obvious that every positroid variety has a bridge graph. However, this follows from earlier work on the subject. In particular, Postnikov's Γ -diagrams correspond to a particular choice of bridge graph for each bounded affine permutation.
2.9. Parametrizations from plabic graphs. Let G be a reduced plabic network whose bounded affine permutation has type (k, n). Suppose G has e edges, and assign weights t 1 , . . . , t e to the edges of G. Postnikov defined a surjective map from the space of positive real edge weights of G to the positroid cell Π A G ≥0
in Gr ≥0 (k, n), called the boundary measurement map (Postnikov, 2006, Section 11.5). Postnikov, Speyer and Williams re-cast this construction in terms of almost perfect matchings (Postnikov et al., 2009, Section 4-5) , an approach Lam developed further in (Lam, 2013) . Muller and Speyer showed that we can apply the same map to the space of nonzero complex edge weights, and obtain a map to the positroid varietyΠ A G in Gr(k, n) (Muller and Speyer, 2016) . We use the definition of the boundary measurement map found in (Lam, 2013) .
For P an almost perfect matching on a plabic graph G with e edges, let (2.36) ∂(P ) = {black boundary vertices used in P } ∪ {white boundary vertices not used in P } Then |∂(P )| = k, and we define the boundary measurement map (2.37) ∂ G : C e → P ( n k )−1 to be the map which sends (t 1 , . . . , t e ) to the point with homogeneous coordinates (2.38)
where the sum is over all matchings P of G, and t P is the product of the weights of all edges used in P (Lam, 2013) . For positive real edge weights, the boundary measurement map ∂ G is surjective onto the positroid with bounded affine permutation f G . If instead we let the edge weights range over C × , we obtain a well-defined map to the open positive varietyΠ A G in Gr(k, n). The image is an open dense subset of Π A G (Muller and Speyer, 2016) .
The boundary measurement map is typically not injective, due to the action of the gauge group. Let V be the set of all internal vertices of G. The gauge group G V is a copy of (C × ) |V | with coordinates indexed by V . Let G E denote the space of complex edge weights of G. Then G V acts on G E by gauge transformations. For µ ∈ G V and v ∈ V , let µ v be the coordinate of µ corresponding to v. Then the action of µ multiplies the weights of each edge incident to v by µ v . The weight of an edge (v, w) is thus multiplied by the product µ v µ w . It is easy to see that the action of G V preserves the boundary measurement map. Taking the quotient by this action, we obtain a map
which carries the image of each weighting (t 1 , . . . , t e ) in G E /G V to ∂ G (t 1 , . . . , t e ). This map is not only injective, but birational onto its image (Muller and Speyer, 2016) . Analogous statements hold for positive real edge weights, where the action is by positive real gauge transformations; in this setting, taking the quotient by the gauge group gives an isomorphism onto the positroid cell corresponding to G (Postnikov, 2006) . We will abuse terminology slightly, and refer to both ∂ G and D G as the boundary measurement map; it should be clear from context which map is meant.
Taking the quotient by the gauge group is equivalent to specializing an appropriate set of edge weights to 1, and letting the remaining edge weights range over either R + or C × . Indeed, suppose F ⊂ E is a set which meets the following conditions.
(1) F is a spanning forest of G.
(2) Each connected component of F has exactly one vertex on the boundary.
We may construct such a set inductively for any G. It is not hard to show that each point in G E /G V can be represented uniquely by a weighting of G with all edges in F gauge-fixed to 1. Let G F denote the space of all such weightings. Then the natural map
If G is a bridge graph, there is a natural specialization of edge weights, and we have a simple procedure for constructing the desired parametrization. Let Π A G = Π A u,w k and let d = dim(Π A G ). Assign a weight t 1 , . . . , t d to each bridge, in the order the bridges were added, and set all other edge weights to 1. Begin with the k × n matrix in which the columns indexed by u([k]) form a copy of the identity, while the remaining columns contain only 0's. Say the r th bridge is from a r to b r with a r < b r . When we add the r th bridge to the graph, we multiply our matrix on the right by Suppose G and G ′ are related to each other by one of the local moves defined in 2.8. Then the maps ∂ G and ∂ G ′ are related by a birational change of variables. For degree-two vertex removal, we may simply assume that both edges adjacent to the degree-two vertex are fixed to 1, so the change of variables is trivial. For the square move, assume all unlabeled edges in Figure 8 are gauge-fixed to 1. Then we have the transformation shown in Figure 8 , where Figure 8 . A square move 2.10. Bridge graphs and MR parametrizations. Let Π A be a positroid variety in Gr(k, n).
We have a family of MR parametrizations of Π A , and another family of parametrizations of Π A arising from bridge graphs. The following theorem, which is the main result of (Karpman, 2016) , shows that these two families of parametrizations are essentially the same. Note that in Karpman (2016) , MR parametrizations were called "Deodhar parametrizations." (See Remark 1).
Theorem 2.18. Let Π A be a positroid variety. For each MR parametrization of Π A , there is a bridge graph which yields the same parametrization. Conversely, any parametrization of Π A which comes from a bridge graph agrees with some MR parametrization.
In Section 4, we will use this result to define a class of networks which encode MR parametrizations for top-dimensional Deodhar components of projected Richardson varieties in Λ(2n). In Section 5, we generalize these type C bridge graphs to construct a broader class of type C plabic graphs. Here, we review the construction which yields a bridge graph for each MR parametrization. Let w = s i 1 s i 2 · · · s im be a reduced word for w ∈ S n , let u ≤ k w, and let u w be the PDS for u in w. Let j 1 , . . . , j d be the indices of the simple transpositions of w which are not in u.
Reversing the order of the transpositions gives
and so we have
To construct the desired bridge graph, we successively add bridges
to the lollipop graph corresponding to u([k]). The hypotheses of Proposition 2.17 are satisfied at each step, and so the result is a bridge graph G with the desired bounded affine permutation. For details, see (Karpman, 2016) . We note that the parametrization arising from G is precisely the projected MR parametrization corresponding to u w. Indeed, recall that the matrices β r in (2.18) are given by
for all 1 ≤ r ≤ d. We project to the Grassmannian by taking each representative matrix M ∈ SL(n) to the transpose of the n × k matrix formed by its first k columns. Notice that taking transposes reverses the order of multiplication, and that x A α (t) = (y A α (t)) T for each α. Hence, we may construct both the bridge graph parametrization described above and the MR parametrization for D u,w by taking the k × n matrix which has a single non-zero Plücker coordinate ∆ u([k]) and multiplying on the right by a sequence of factors To construct a Γ -diagram, begin with a k × (n − k) rectangle, subdivided into unit boxes. Order the boxes as shown in Figure 9 . The lower order ideals with respect to this ordering are precisely the Young diagrams that fit inside a k × (n − k) rectangle. (Note that our Young diagrams are drawn using French notation, with minimal elements at the bottom left corner; Postnikov uses the English notation, with minimal elements at the top left.)
We label each box with a simple transpositions S n as shown in the figure; boxes on the same diagonal are labeled with the same transposition. With these conventions, Young diagrams that fit inside a k × (n − k) rectangle are in bijection with Grassmannian permutations of type (k, n). The bijection is as follows. The boxes in a Young diagram give a sequence of simple transpositions in S n . We read off the boxes in increasing order, and list the corresponding transpositions from right to left. This process yields a reduced word for some Grassmannian permutation w Y ∈ S n , and the map Y → w Y is a bijection. See Figure 9 for an example. Note that with Postnikov's conventions, the three boxes in a forbidden pattern forms a backwards L shape, which is the source of the name Γ -diagram. The type B construction is analogous. The k × (n − k) rectangle is replaced with a staircase shape of size n, with boxes ordered and labeled as shown in Figure 10 . Lower order ideals in the staircase shape give type B Young diagrams. They correspond to reduced words for elements of S C n which are minimal-length left coset representatives for S C n /(S C n ) n . Let Y be a type B Young diagram. As in the type A case, the ⊕-diagrams of shape Y correspond to subexpressions of some reduced word; such a diagram is a type B Γ -diagram if it represents a PDS. Once again, we have a characterization of Γ -diagrams in terms of pattern avoidance. 
Bounded affine permutations and Bruhat intervals in type C
By (Williams, 2007, Corollary 6.4) , the poset Q C (2n) is graded, with rank function
Recall that Π C u,w ⊆ Λ(2n) has dimension ℓ C (w) − ℓ C (u) (Knutson et al., 2014) . Since the dimension of Λ(2n) is n(n+1) 2 it follows that Π C u,w has codimension
Hence the rank of an element of Q C (2n) is the codimension of the corresponding projected Richardson variety in Λ(2n).
Our goal is to show that Q C (2n) is isomorphic to a subposet of Q(n, 2n). The image of (S C n ) n in S 2n is the group of permutations in S n × S n which satisfy Equation 2.4. We note that w ∈ S C n is a left coset representative of (S C n ) n of minimal (respectively, maximal) length if and only if w is a left coset representative of S n × S n in S 2n of minimal (respectively, maximal) length. This follows easily from the discussion in (Bjorner and Brenti, 2005 , Chapter 8).
Proposition 3.1. Let u, w ∈ S C n , where we view S C n as a subgroup of S 2n . Then u ≤ C n w in S C n if and only if u ≤ n w in S 2n .
Proof. For the forward direction, it is enough to show this when u ⋖ C n w in S C n . There are two cases to consider. Recall that a ′ = 2n + 1 − a for a ∈ [2n]. Either w = us A (a,a ′ ) for some a ∈ [n], or , 2n] . In the first case, the claim is immediate; in the second, it is easy to see that u ⋖ n us
so u ≤ n w as desired. For the reverse direction, let u, w ∈ S C n , and suppose u ≤ n w ∈ S 2n . Then w factors uniquely as w n w n where w n ∈ S n × S n and w n is a minimal-length coset representative of S n × S n in S 2n . Moreover, we must have w n , w n ∈ S C n . Let u ′ = uw −1 n . Then by Lemma 2.2 we have u ′ ≤ n w n , and u ′ , w n n = u, w n . Now w n is a minimal-length coset representative for S n × S n in S 2n , and hence a minimal-length coset representative for (S C n ) n in S C n . Thus by Lemma 2.3 we have u ′ ≤ C n w n . Moreover, since the inclusion of S C n into S 2n is a Bruhat embedding, the factorizations u = u ′ w n and w = w n w n are both length-additive in S C n . Hence u ≤ C n w as desired. Again, let u, w, x, y ∈ S C n . It is clear that u, w n = x, y n if and only if u, w C n = x, y C n . Hence, Q C (2n) is a subset of Q(n, 2n). Moreover, it is easy to see that if u, w C n ≤ x, y C n , then u, w n ≤ x, y n . We claim that the converse holds, so that Q C (2n) embeds as a sub-poset of Q(n, 2n).
Proposition 3.2. Suppose u, w n ≤ x, y n with u, w, x, y ∈ S C n . Then u, w C n ≤ x, y C n . Proof. We may assume for simplicity that w is Grassmannian. Since u, w n ≤ x, y n we have some representative [x ′ , y ′ ] n of x, y n such that
It suffices to show that we can choose x ′ , y ′ ∈ S C n . Write y = y n y n where y n is Grassmannian and y n ∈ S n × S n . Note that y n = ts where t fixes [n] and s fixes [n + 1, 2n]. Let s ′ be a permutation in S n × S n which fixes [n], such that ss ′ ∈ S C n . Since w is Grassmannian, for v, w ∈ S 2n , we have v ≤ w if and only if v(i) ≤ w(i) for i ∈ [n], while v(i) ≥ w(i) for i ∈ [n + 1, 2n]. By symmetry, since w ∈ S C n , we have y * = y n ss ′ ≤ w ∈ S 2n . Moreover, since x ≤ n y with x ∈ S C n , we have x = x n rr ′ ss ′ where r fixes [n + 1, 2n], r ′ fixes [n], rr ′ ∈ S C n , and rs is a length-additive factorization. Let x * = x n rr ′ ss ′ Then x * ≤ n y * , and we have x * , y * n = x, y n . It remains to show that u ≤ x * . Let x be a reduced word for x in S 2n whose leftmost portion corresponds to a reduced word q of x n rr ′ under the embedding S C n ֒→ S 2n . Consider the lexicographically leftmost subexpression u for u in x. As in the construction of PDS's, we choose the factors of u greedily, working from the left. Since q corresponds to a reduced word in S C n , it follows that the portion of u which is contained in q does also. The remaining factors in u multiply to give some element of z ∈ (S C n ) n such that st contains a reduced word for z in S 2n . Let s be reduced word for s, and s ′ a reduced word for s ′ . Then there is a reduced subexpression for z in the reduced word ss ′ . Hence we can find a reduced word for u in the reduced word qss ′ of x * . This completes the proof. u,w for u, w C n cover Λ(2n), it follows that Π A x,y ∩ Λ(2n) is empty if x, y n is not contained in the image of the embedding Q C (2n) ֒→ Q(n, 2n). The final statement follows from Lemma 3.2, since the partial orders on Q C (2n) and Q(n, 2n) give the reverse of the closure partial orders on projected Richardson varieties in Λ(2n) and Gr(n, 2n), respectively.
We now define a type C analog of the poset Bound(k, n). Recall that we have a well-defined isomorphism Q(k, n) → Bound(k, n) given by u, w k → f u,w k where
Definition 3.5. The set Bound C (2n) of type C bounded affine permutations is the image of Q C (2n) under the map Q(n, 2n) → Bound(n, 2n).
Recall that bounded affine permutations are elements of the extended affine Weyl group of GL(n). We show that a similar statement holds for Bound C (2n). A symplectic similitude A ∈ GL(2n) is a linear transformation such that for all v, w ∈ C 2n we have Av, Aw = µ v, w for a fixed nonzero scalar µ. Let GSp(2n) denote the group of symplectic similitudes, which is a reductive group of type C n .
The extended affine Weyl group S C n of GSp(2n) may be realized as a subgroup of S 2n , and the inclusion is a Bruhat embedding. Concretely, the extended affine Weyl group of GSp(2n) consists of all affine permutations wt, with w ∈ S C n and t = (a 1 , . . . , a 2n ) a translation element satisfying
For details, see (Kottwitz and Rapoport, 2000) . In particular, the Bruhat order on S C n induces a partial order on Bound C (2n) which agrees with the partial order inherited from Bound(n, 2n).
Each element of f ∈ Bound C (2n) satisfies
for all a ∈ [2n]. We claim that every f ∈ Bound(n, 2n) satisfying this condition must in fact be contained in Bound C (2n). For this, it suffices to show that each such bounded affine permutation has the form f = ut [n] w −1 where w is Grassmannian, and u, w ∈ S C n . Certainly, we know that f = ut [n] w −1 for some u, w ∈ S 2n , with w Grassmannian. Since
for each a, exactly one of each pair {a, a ′ } must be in w −1 [n] . From this, it follows that w ∈ S C n . But this, in turn, forces u ∈ S C n , since uw −1 (a ′ ) = uw −1 (a) ′ for all a ∈ [n]. We now have the following.
Proposition 3.6. The poset Bound C (2n) consists of all bounded affine permutations f ∈ Bound(n, 2n) which satisfy f (2n + a − 1) = 4n + 1 − f (a) for all a ∈ [2n].
Let ℓ C denote the Bruhat order on S C n . For f ∈ S 2n , we define an equivalence relation on inversions of f by setting two inversions (a, b) and (c, d) equivalent if either
We call the resulting equivalence classes type C inversions. The following is an immediate consequence of the discussion in (Bjorner and Brenti, 2005, Chapter 8) .
Proposition 3.7. Let f be a bounded affine permutation in Bound C (2n). Then ℓ C (f ) is the number of type C inversions of f . Alternatively ℓ C (f ) is the number of type A inversions of f which have a representative of one of the following forms, for n + 1 ≤ i ≤ j ≤ 2n, and r a positive integer:
We note the type C analog of Theorem 3.16 from (Knutson et al., 2014) . The proof is entirely analogous to the type A version.
Remark 2. He and Lam gave a construction which yields analogs of Bound(k, n) for many partial flag varieties He and Lam (2011) . We focus here on a special case, which suffices for our purposes. Let G be a quasi-simple reductive group with Weyl group (W, S) and extended affine Weyl group W . We may assume that G is adjoint, so that W is as large as possible. In particular, for each simple root α i of G, the cocharacter lattice of G contains a fundamental coweight λ i which is dual to α i .
Let α i be a simple root of W . Let J = S\{α i }, let W J denote the set of minimal-length representatives of W/W J , and let λ i be the fundamental coweight which is dual to α i . Let P J be the parabolic subgroup of G corresponding to J. Then the desired indexing set for projected Richardson varieties in G/P J is given by
where t −λ i is the translation element corresponding to −λ i . Since the pairs (u, w) listed above are a complete set of representatives for the set of W J -Bruhat intervals u, w J in W , the set Q has a poset structure inherited from the poset of W J -Bruhat intervals. Moreover, this coincides with the partial order induced on Q by the Bruhat order on W . The poset Q is graded by the length function on W , and the length of an element ut −λ i w −1 of Q is equal to the codimension of the projected Richardson variety corresponding to u, w J He and Lam (2011) .
Note that we realize Bound(k, n) as a subset of the extended affine Weyl group of GL(n), and Bound C (2n) as a subset of the extended affine Weyl group of GSp(2n). Since GL(n) and GSp(2n) are not quasi-simple, we cannot apply the results of He and Lam (2011) in this setting. Rather, we must look at the extended affine Weyl groups of the adjoint quasi-simple Lie groups of types A n−1 and C n , respectively.
The adjoint Lie group of type A n−1 is PSL(n), the quotient of SL(n) by the subgroup of scalar matrices. Similarly, the adjoint Lie group PSp(2n) of type C n is the quotient of Sp(2n) by the subgroup of symplectic scalar matrices. Taking the quotient of PSL(n) by the image of the subgroup of upper-triangular matrices gives Fℓ(n), and similarly for PSp(2n). Let W A n denote the extended affine Weyl group of PSL(n), and W C n denote the extended affine Weyl group of PSp(2n). It is not hard to show that He and Lam's result applied to G = PSL(n) and the simple root α k gives the desired isomorphism of graded posets between Q(k, n) and Bound(k, n). The translation element t [k] in S A n plays an analogous role to the translation element t −λ k in W A n , where λ k is the fundamental coweight which is dual to α k . The situation is similar in type C. Here t [n] in S C n plays an analogous role to the translation element t −λn in W C n , where λ n is the fundamental coweight dual to α n .
Remark 3. In (Lam and Williams, 2008) , the authors introduced the poset of type B decorated permutations of order 2n, denoted D B n , and showed that it indexes projected Richardson varieties in both the odd orthogonal Grassmannian OG(n, 2n+1) (a flag variety of type B n ) and the Lagrangian Grassmannian Λ(2n). The correspondence between decorated permutations and bounded affine permutations maps D B n isomorphically to Bound C (2n). Lam and Williams also give an isomorphism from Q C (2n) to D B n which is equivalent to our isomorphism from Q C (2n) to Bound C (2n). What is new in the present paper is the realization of Q C (2n) as an induced subposet Q(n, 2n), and the description of Bound C (2n) in terms of S C n .
Bridge graphs and MR parametrizations for Λ(2n)
We now define bridge graphs for projected Richardson varieties in Λ(2n), and show that they encode MR parametrizations. Recall that a ′ = 2n + 1 − a for all a ∈ [2n]. Let f ∈ Bound C (2n). Suppose for some a ∈ [n], we have
Then f has a symmetric bridge at (a, a ′ ). Alternatively, for a, b ∈ [n] with a < b, we have
Then we say f has a symmetric pair of bridges at (a, b) and (b ′ , a ′ ). Now suppose that for f, g ∈ Bound C (2n), we have g = f s (a,a ′ ) where f has a symmetric bridge at (a, a ′ ). Then g < f in the Bruhat order on Bound(n, 2n), and hence in the Bruhat order order on Bound C (2n). It follows from (Bjorner and Brenti, 2005, Proposition 8.4 .1) that in fact g ⋖ f . Similarly, if g = f s (a,b) s (b ′ ,a ′ ) where f has a symmetric pair of bridges at (a, b) and (b ′ , a ′ ), then g ⋖ f in the Bruhat order on Bound C (2n). Let f = ut [n] w −1 , where u, w ∈ S C n . Then a symmetric bridge graph for f ∈ Bound C (n, 2n) is a graph obtained by starting with the symmetric lollipop graph corresponding to t u[n] and repeatedly adding either symmetric bridges (a, a ′ ) or symmetric pairs of bridges (a, b)(b ′ , a ′ ) until we obtain a graph with bounded affine permutation f . See Figure 11 for an example. It is perhaps not obvious that each f ∈ Bound C (n) corresponds to a symmetric bridge decomposition. However, this will follow from our results. Figure 11 . A symmetric bridge graph with symmetric weights.
Let B be a symmetric bridge graph for f . Weight each symmetric bridge (a i , b i ) with an indeterminate t i . For each symmetric pair of bridges, weight both bridges (a j , b j ) and (b ′ j , a ′ j ) with the same indeterminate t j . Applying the boundary measurement map, we get a parametrization of a locally closed subset ofΠ f A . We claim that the image lies in Λ(2n). In fact, we prove something much stronger. The following is a Lagrangian analog of the main theorem of (Karpman, 2016) .
, where u ≤ C n w. Then every MR parametrization forΠ C f corresponds to a parametrization arising from a symmetric bridge graph. Conversely, every parametrization ofΠ C f from a symmetric bridge graph arises from some MR parametrization. Proof. The proof is nearly identical to the type A version. We sketch the argument here, and refer the reader to (Karpman, 2016) for details. Let w be a reduced word for w in S C n , and let u w be the PDS for u in w. Let u w be the corresponding PDS in S 2n , which is unique up to commutation moves. Note that u ≤ n w as elements of S 2n . Hence u w corresponds to a unique bridge graph; labeling the bridges with parameters gives the MR parametrization of D A u,w corresponding to u w. As in the proof of Lemma 2.12, setting the weights on the two bridges in each symmetric pair equal to each other gives a parametrization of D C u, w , which we view as a parametrization ofΠ C f . As an aside, we note that the planarity of the resulting graph puts restrictions on the sequence of factors x C α which may appear in the parametrization corresponding to a PDS u w when the parametrization is written as in Equation 2.18. In particular, the only roots α which appear are of the form ǫ j − ǫ i = −α i − α i+1 − · · · − α j−1 for 1 ≤ i < j ≤ n, and those of the form
Indeed, a factor x α for α = ǫ i + ǫ j would correspond to a pair of bridges (i, j ′ ) and (j, i ′ ), contradicting the planarity of the bridge graph.
For the reverse direction, it is enough to show that every symmetric bridge graph corresponds to a so-called bridge diagram, defined in (Karpman, 2016) , which is symmetric up to isotopy with respect to reflection through the horizontal axis. The proof is entirely analogous to the type A case. As in type A, we build the desired bridge diagrams iteratively, by either adding bridges or lollipops; in the type C case, to maintain the symmetry of our diagrams, we always add lollipops in symmetric black-white pairs.
We say a symmetric bridge graph has symmetric weights if whenever two bridges form a symmetric pair, their weights are equal. So the above result says that symmetric bridge graphs with symmetric weights give parametrizations of projected Richardson varieties in Λ(2n). Let B be a symmetric bridge graph with symmetric weights, corresponding toΠ C B . By the properties of MR parametrizations, restricting the weights of the bridges in B to R + gives a parametrization of the totally nonnegative part ofΠ C B .
5. The Lagrangian boundary measurement map 5.1. Symmetric plabic graphs. We now define symmetric plabic graphs, first introduced in (Karpman and Su, 2015) . Just as ordinary plabic graphs yield parametrizations of positroid varieties, symmetric plabic graphs give parametrizations of projected Richardson varieties in Λ(2n).
Remark 4. Throughout this paper, we require plabic graphs to be bipartite. Postnikov's original definition allows plabic graphs which are not bipartite; however, these graphs can be made bipartite by either contracting unicolor edges, or adding degree-2 vertices. Our construction of the boundary measurement map only applies to bipartite graphs; the general case requires a different construction, given in (Postnikov, 2006) . We believe that our results extend naturally to the non-bipartite case, but have not checked the details.
Definition 5.1. A symmetric plabic graph G is a plabic graph with 2n boundary vertices, which has a distinguished diameter d such that the following hold:
(1) The diameter d has one endpoint between boundary vertices 2n and 1, and the other between n and n + 1. See Figure 12 for an example. The following is an immediate consequence of Theorem 3.1 from (Karpman and Su, 2015) .
Lemma 5.2. Let G be a symmetric plabic graph. Then f G ∈ Bound C (2n). Conversely, for every g ∈ Bound C (2n), there is a symmetric plabic graph G such that f G = g.
Let G be a symmetric plabic graph, with vertex set V . We define a map r : V → V which maps each vertex v ∈ V to its image under reflection through d. Definition 5.3. A weighting µ of a symmetric plabic graph G is symmetric if µ assigns the same weight to (u, v) and (r(u), r(v)) for each edge (u, v) of G.
We will show that for a symmetric plabic graph G, the boundary measurement map takes a symmetric weighting of G to a point in Λ(2n). We first characterize points of Λ(2n) in terms of Plücker coordinates. Recall that for i ∈ [2n], we have i ′ = 2n + 1 − i.
Lemma 5.4. Let V ∈ Gr(n, 2n), and let I = {i 1 , . . . , i n } be the lex-first non-zero Plücker coordinate of V . Then V ∈ Λ(2n) if and only if the following hold:
(1) For each 1 ≤ i ≤ n, we have i ∈ I if and only if i ′ ∈ I.
Let V be an n-dimensional subspace of C 2n . Represent V by a k × n matrix in reduced row-echelon form, so the columns indexed by I form a copy of the identity matrix. For j < k, let v j and v k represent rows j and k of M , and say
Now, a ℓ = 0 for ℓ < i j and b ℓ ′ = 0 for ℓ > i ′ k , and a i j = b i k = 1. Suppose i ′ k = i j , so that V violates condition (1) above. Then v j , v k = ±1, and V is not Lagrangian.
Assume now that V satisfies condition (1). We will show that V is Lagrangian if and only if V satisfies condition (2). By Equation (5.1), we have
Thus V is Lagrangian if and only if, for all j < k with i j < i ′ k , we have
i j and i k have the same parity −a i ′ k i j and i k have opposite parity or equivalently, we have
In the language of Plücker coordinates, this is equivalent to a collection of relations of the form
for all i, j with i j < i ′ k . We calculate the relative sign in each case. Since
Consider first the case where i j < i k ≤ n. Then (−1)
The pivot columns that lie strictly between i k and i ′ k contribute at factor of −1 to each side of this equation. Canceling these factors, we are left with
Now, take the case where n ≤ i k ≤ i ′ j . Again, we have (−1)
By a similar argument to the above, we have
This completes the proof. Proposition 5.5. Let G be a symmetric plabic graph with a symmetric weighting µ, and suppose G is reduced as an ordinary plabic graph. Then the point P = ∂ G (µ) is contained in Λ(2n).
Proof. Let I be the lex-first element of the matroid of P . Then by results of (Postnikov, 2006 , Section 16), we have
Since G is a symmetric plabic graph, the chord diagram of σ G is symmetric about the distinguished diameter d. It follows that i ∈ I if and only if i ′ ∈ I. Hence exactly one member of each pair (i, i ′ ) is contained in I.
Recall that for J ∈
[2n] n , we have R(J) = [2n]\{j ′ | j ∈ J}. It follows from the discussion in (Karpman and Su, 2015, Section 
n . While the statement in that paper is only for positive real edge weights, the same argument holds for nonzero complex weights.
Let
. By the lemma above, it follows that the symmetric weighting of G indeed corresponds to a point in Λ(2n), and the proof is complete.
5.2. Local moves for symmetric plabic graphs. Our goal is to show that symmetric plabic graphs with symmetric weights give parametrizations of projected Richardson varieties in Λ(2n), just as ordinary plabic graphs give parametrizations of positroid varieties in Gr(k, n). In this section, we define local moves and reductions for symmetric plabic graphs.
For each move or reduction from (Postnikov, 2006) , we have a corresponding symmetric move or reduction, defined as follows. Let G be a symmetric plabic graph. Suppose we can perform an ordinary move or reduction on G, such that the affected portion of the graph lies entirely on one side of the distinguished diameter R. Then simultaneously performing the corresponding move or reduction on the opposite side of R yields a new symmetric plabic graph, equivalent to the first. This gives two moves and two reductions, corresponding to those of Postnikov.
We have two additional moves and one additional reduction, shown in Figure 13 . For the first additional move, if we have a square face which is bisected by the diameter d, performing a square move at that face and contracting or uncontracting edges as in Figure 13a yields a symmetric plabic graph. For the second, suppose we have an edge which crosses the midline, both of whose vertices have valence two. Then removing both of these vertices again yields a symmetric plabic graph; conversely, we may add a pair of two-valent vertices of opposite colors to an edge which crosses the midline. For the additional reduction, if we have a pair of parallel edges which span d, performing a parallel edge reduction again yields the desired graph. Finally, we may perform symmetric gauge transformations, by applying the same gauge transformation to a pair of vertices v 1 and v 2 which are symmetric with respect to the midline.
Definition 5.6. A symmetric plabic graph is reduced if it cannot be transformed by symmetric moves into a graph on which one can perform a symmetric reduction. A symmetric plabic graph is strongly reduced if it is reduced as an ordinary plabic graph.
Each of our moves or reductions are compositions of Postnikov's moves for ordinary plabic graphs. Suppose G is a strongly reduced. Then performing a symmetric move, and transforming the edge weights according to Postnikov's rules, carries symmetric weightings of G to symmetric weightings.
The goal of this section is to show that a symmetric plabic graph is reduced if and only if it is strongly reduced, and that reduced symmetric plabic graphs with the same bounded affine permutation are equivalent via symmetric local moves. We make extensive use of the following lemma, which is Lemma 13.5 from (Postnikov, 2006) . Note that earlier, we required a bridge from i to i + 1 to have a white vertex on the leg at i, and a black one at i + 1. In this section, we also allow bridges which have a black vertex on the leg at i, and a white vertex on the leg at i + 1.
Lemma 5.7. Let G be a reduced plabic graph with trip permutation π G , where π G has no fixed points. Let i < j be indices such that π G (i) = j or π G (j) = i. Suppose there is no pair a, b ∈ [i + 1, j − 1] such that π G (a) = b. Then G is move-equivalent to a graph with a bridge from i to i + 1. If π G (i) = j and π G (j) = i, then i and j are connected by a path whose non-boundary vertices all have degree 2.
The lemma below follows from results of Postnikov. A proof, in the language of bounded affine permutations, may be found in (Lam, 2013) .
Lemma 5.8. Let G be a reduced plabic graph with decorated permutation π G and bounded affine permutation f G , and assume π G has no fixed points. Suppose the chords i → π G (i) and i + 1 → π G (i + 1) represent a crossing in G. Then we may transform G into a graph with a bridge that is white at i, and black at i + 1.
We recall Postnikov's criterion for reducedness, which is Theorem 13.2 of (Postnikov, 2006) . Theorem 5.9. Let G be a plabic graph which has no leaves, except perhaps some leaves attached to boundary vertices. Then G is reduced if and only if the following conditions hold.
(1) G has no round-trips.
(2) G has no trips which use the same edge more than once, except perhaps for trips corresponding to boundary leaves. (3) G has no pair of trips which cross twice at edges e 1 and e 2 , where e 1 and e 2 appear in the same order in both trips. (4) If π G (i) = i then G has a lollipop at i.
Note in particular that while a trip may have a self-intersection at a vertex, no trip in a reduced plabic graph may cross itself. The following is an easy topological consequence of the above result. See Figure 4 for the concept of alignment.
Lemma 5.10. Let G be a reduced plabic graph, and suppose the chords i → π G (i) and j → π G (j) are aligned in the sense of (Postnikov, 2006, Section 16) . Then the trips from i to π G (i) and j to π G (j) do not cross in G. Figure 14 . The distinguished diameter d divides a symmetric plabic graph into two regions, which correspond to a pair of plabic graphs G 1 and G 2 .
Let G be a symmetric plabic graph. The diameter d of the disc divides G into two regions. Consider the region to the right of d. Drawing a new boundary segment along d, and adding boundary vertices wherever an edge of G intersects d, we obtain a new plabic graph G 1 . Similarly, we may define a plabic graph G 2 corresponding to the region of G to the left of d. See Figure 14 .
Notice that any move or reduction we may perform in G 1 or G 2 corresponds to a valid move or reduction in G. By inserting pairs of degree-two vertices along edges that cross d, we may assume that a move or reduction in G 1 does not affect G 2 , and vice versa. Hence performing the corresponding move on each side of d gives a symmetric move or reduction in G. Thus if G is a reduced symmetric plabic graph, G 1 and G 2 are reduced as ordinary plabic graphs. Since strongly reduced implies reduced, this is also true for strongly reduced graphs.
Proposition 5.11. Let G be a strongly reduced symmetric plabic graph with more than one face. Then G may be transformed by symmetric moves into a symmetric plabic graph which either has a symmetric pair of bridges not crossing the midline d, or a single bridge which does cross d. In the latter case, we may assume the two endpoints of the bridge are connected by a path containing only two-valent vertices.
Proof. Since G is strongly reduced, every fixed point of G corresponds to a boundary leaf, so we may assume without loss of generality that G has no fixed points. Let G 1 and G 2 be as above. Let B 1 be the segment of the boundary of G 1 which lies on the boundary of G, and define B 2 similarly.
Suppose some pair of boundary vertices 1 ≤ i < j ≤ n on B 1 satisfies the hypotheses of Lemma 5.7. Then we can transform G 1 into a graph with a bridge (i, k) for some i < k < j. Performing the corresponding sequence of symmetric moves in G yields a symmetric plabic graph with two commuting bridges (i, k) and (k ′ , i ′ ).
Next, suppose no such pair (i, j) exists. Then π G 1 does not map any vertex on B 1 to another vertex in B 1 . Note that since G is strongly reduced, no trip in G may cross the midline more than once. Indeed, suppose T is such a trip, and suppose T crosses the midline at edges e 1 and e 2 . Let T ′ be the trip which is the mirror image of T ′ (such a trip exists, since G is symmetric). Then T ′ also crosses the midline at edges e 1 and e 2 , in that order; this contradicts the reducedness criterion. Hence the trip permutation cannot map any boundary vertex of G 1 which lies on d to another vertex on d. By assumption, since no pair of vertices on B 1 satisfies the conditions of Lemma 5.7, the permutation π G 1 cannot map any vertex on B 1 to another vertex on B 1 . Hence π G 1 maps each vertex on B 1 to a vertex on d, and vice versa.
Number the vertices of G 1 clockwise so that each vertex on B 1 comes before each vertex on d. Let r 1 be the first vertex on d, and let t 1 , . . . , t n be the vertices on B 1 . If t a = π G 1 (r 1 ) = t n then the pair (t a , r 1 ) satisfies the condition of Lemma 5.7, so we can transform G 1 into a graph with a bridge adjacent to t a . Performing the corresponding sequence of symmetric moves transforms G to a graph with two symmetric bridges that do not cross the midline, and we are done in this case. Similarly, if t b = π −1 G 1 (r 1 ) = t n , then (t b , r 1 ) satisfies the condition, and we are done as above. There remains the case where π G 1 (t n ) = r 1 and π G 1 (r 1 ) = t n . In this case, we may transform G 1 to a graph where t n and r 1 are connected by a two-valent path. Performing the corresponding moves on G 2 , see that G is move equivalent to a symmetric graph where the vertices corresponding to t n and its reflection over the midline d are connected by a path with all vertices two-valent, and we are done.
Proposition 5.12. A symmetric plabic graph G is reduced if and only if it is strongly reduced.
Proof. A symmetric plabic graph which is strongly reduced is certainly reduced, since all symmetric reductions are composition of Postnikov's reductions. We must prove the converse. That is, suppose G is a symmetric plabic graph with no non-boundary leaves which does not satisfy the conditions of Theorem 5.9. We claim that we can transform G into a graph G ′ upon which we may perform a symmetric reduction. We induce on the number of faces of G. If G has a single face, then G is a lollipop graph, and the result is trivial. Suppose G has m faces, and suppose the result holds for graphs with fewer than m faces.
Let G, G 1 and G 2 be as above. If G 1 is non-reduced as a plabic graph, we may transform G 1 into a graph on which we can perform some reduction. Hence we may transform G by symmetric moves into a graph where we may perform some symmetric reduction, and G is non-reduced as a symmetric graph. We may thus assume G 1 and G 2 are reduced.
Suppose there is a trip T 1 in G which crosses the midline d more than once, with consecutive crossings e 1 and e 2 . Let T 2 be the trip which is the mirror image of T 1 in G. (Such a trip exists, since G is symmetric.) Then T 1 and T 2 cross at edges e 1 and e 2 , which appear in the same order in both trips. Note that since G 1 and G 2 are reduced, any round trip, trip which uses the same edge twice, or trip which starts and ends at the same point in G must cross d at least twice, and hence induce some instance of this configuration.
Let T 1 and T 2 be as above. Let S 1 by the segment of T 1 between e 1 and e 2 inclusive, and define S 2 similarly. Uncontracting edges, we may eliminate any self-intersections of S 1 or S 2 . Hence we may assume the area bounded by S 1 and S 2 is homeomorphic to a disk (Postnikov, 2006, Section 13) . Let H be the subgraph of G bounded by S 1 and S 2 . We may further uncontract edges to ensure that each vertex on S 1 or S 2 is adjacent to at most one vertex inside H. Hence the subgraph H of G bounded by S 1 and S 2 is a reduced symmetric plabic graph, which is strongly reduced by induction. Note that since G has no leaves, the trip permutation of H has no fixed points. We claim that we can reduce to the case where H has only one face.
Suppose without loss of generality that S 1 is a clockwise trip. The trip T 1 alternates between black and white vertices. All vertices on S 1 incident to edges in H are white, while those adjacent to edges outside of H are black. Moreover, by contracting and un-contracting edges, we may ensure that each vertex on S 1 or S 2 has degree 3.
Suppose H has more than once face. Then we may transform H into a graph with either a pair of commuting bridges on either side of the midline, or a valent-two path between two neighboring vertices on either side of the midline, by Lemma 5.11. If, after these transformations, the graphs G 1 and G 2 are no longer reduced, we are done, so suppose G 1 and G 2 remained reduced.
Suppose the first case holds, so that H has a pair of commuting bridges. After contracting some edges, each bridge gives a square face of G, two of whose sides are on the boundary of H. (Note that we must obtain such a square face when we contract edges; the other option, a pair of parallel edges, would contradict the fact that G 1 is reduced after the transformation.) Performing a square move at this face, and the symmetric move on the other side, we reduce the number of faces of H by two.
Next, suppose the second case holds. Then we have a two-valent path between the boundary vertex of H on S 1 and its reflection through the midline. Symmetrically removing two-valent vertices and contracting edges, we obtain a symmetric square face in G, three of whose edges are part of the boundary of H. Performing a symmetric square move at this face reduces the number of faces of H by 1.
Hence H has a single face. But this, in turn, means that e 1 and e 2 are a pair of parallel edges. Hence we may perform a parallel edge reduction, and this case is complete.
Next suppose that no two trips in G cross the midline more than once. Since G is not reduced, G must have two trips T 1 and T 2 which cross twice, with the two crossings occurring in the same order in both trips. Moreover, T 1 and T 2 must cross once at an edge to the right of d, and once at and edge the left of d. By symmetry, we may assume that T 1 and T 2 originate to the left of d, cross once to the left of d, and then cross again to the right of d. Hence, two trips in G 1 which originate on d must cross.
Let r 1 , . . . , r m be the boundary vertices of G 1 which lie on d, from bottom to top. Let B 1 be the segment of the boundary of G 1 which coincides with the boundary of G. Each trip in G 1 which originates on d must end on B 1 . Hence each pair of trips originating on d represents either an alignment or a crossing. Moreover, the trips originating at r 1 , . . . , r i+1 cannot all represent alignments: by Lemma 5.10 and the previous paragraph, some of these trips must cross.
Consider the trips in G 1 which originate at r 1 , . . . , r n . Let i be the first index such that π G 1 such that the trips originating at r i and r i+1 form a crossing. Then the trips originating at r 1 , . . . , r i are pairwise aligned. Assume that i is maximal among all symmetric graphs which are equivalent to G by symmetric moves, and which satisfy the conditions that no trip crosses d more than once and the subgraph on each side of d is reduced. We may transform G 1 into a graph with a bridge (r i , r i+1 ) which is white at r i and black at r i+1 , and perform the corresponding transformation on G 2 . Performing a symmetric square move in G then yields a new graph G * . Note that no trip in G * crosses the midline more than once. Now G * 1 is identical to G 1 , except that the bridge at (r i , r i+1 ) is now black at r i and white at r i+1 . If G * 1 is non-reduced, then G is non-reduced as a symmetric plabic graph, and we are done. Otherwise, suppose the trips starting at r i and r i−1 are now aligned. Then the trips originating at r 1 , . . . , r i+1 are pairwise aligned, contradicting the maximality of i. Hence the trips which originate at r i−1 and r i must form a crossing. We may thus transform G * 1 into a graph with a bridge at (i − 1, i), and perform a symmetric square move in G * . Continuing in this fashion, we may successively uncross trips starting at r ℓ and r ℓ−1 , for ℓ = i, i − 1, . . . , 2. This process must eventually yield a graph G where G 1 is non-reduced. Otherwise, we could may transform G by symmetric moves into a graph G with G 1 reduced, no trip crossing the midline more than once, and trips originating at r 1 , . . . , r i+1 pairwise aligned, a contradiction. This completes the inductive step, and with it the proof. Proposition 5.13. Let G and G ′ be two reduced symmetric plabic graphs. Then G and G ′ have the same bounded affine permutation if and only if we can transform G into G ′ by a series of symmetric moves.
Proof. Each symmetric move is a composition of one or more of Postnikov's moves for plabic graphs. Hence by Lemma 13.1 of (Postnikov, 2006) , the symmetric moves do not change the decorated permutation of G, and the forward direction is clear.
For the reverse direction, note that since G is reduced, G is strongly reduced. In particular, no trip in G crosses the midline more than once. Let G 1 and G 2 be defined as above, and let r 1 , . . . , r m be the vertices of G 1 which lie along d, numbered from bottom to top. By the argument in the previous proof, the trips in G 1 originating on d represent pairwise alignments or crossings. Moreover, we claim that we may reduce to the case where these trips are pairwise aligned.
Suppose the trips starting at r i and r i+1 are the first pair which represent a crossing, so that the trips starting at r 1 , . . . , r i are pairwise aligned. Assume that we have chosen i maximal in the move-equivalence class of G. Then we can transform G 1 into a graph with a white-black bridge at (r i , r i+1 ) and perform a square move. As above, this uncrosses the trips originating at r i and r i+1 , while leaving the other trips which originate on d unchanged. Since G is reduced, the result must be a graph G * with G * 1 and G * 2 reduced. If r i and r i−1 now represent a crossing, we iterate this process, and uncross r i and r i−1 . Continuing in this fashion, we may transform G * into a new graph G where the trips originating at r 1 , . . . , r i+1 are pairwise aligned. This is a contradiction, since i was assumed to be maximal.
Hence we may transform G by symmetric moves into a configuration where the trips originating at r 1 , . . . , r m are aligned, and the symmetric statement is true for G 2 . Note that with this condition, the trip permutations π G 1 and π G 2 are uniquely determined by π G .
Repeating the argument, we may transform G ′ into the same form. But now G 1 and G ′ 1 are reduced plabic graphs with the same trip permutation, and similarly for G 2 and G ′ 2 . Hence we can transform G 1 into G ′ 1 by a series of moves. Performing the corresponding symmetric moves on G yields G ′ , and the proof is complete.
We have shown that two symmetric plabic graphs have the same bounded affine permutation, and hence are associated to the same cell in the Lagrangian Grassmannian, if and only if they are equivalent by symmetric local moves. Hence the combinatorics of symmetric plabic graphs neatly parallels the combinatorics of ordinary plabic graphs, as desired. Λ(2n) . Let G be a reduced symmetric plabic graph with edge set E, and let Π A G denote the corresponding positroid variety in Gr(n, 2n). Let G E denote the space of edge weightings of G, and let G E C be the space of symmetric weightings of G. Let G V denote the group of gauge transformations of G, and let G V C denote the group of symmetric gauge transformations; that is, gauge transformations which act by the same value on v and r(v) for each internal vertex v of G.
Network parametrizations for projected Richardson varieties in
Lemma 5.14. The image of G E C is closed in G E /G V . Proof. First, we choose a subset F of the edges of G which meets all of the following conditions:
(1) F is the disjoint union of a collection of trees in G, each of which contains exactly one boundary leg of G. (2) F covers each vertex of G exactly once. (3) F is symmetric about the midline d of G; that is, an edge e of G is contained in F if and only if the same is true for r(e).
It is not hard to show that such a subset exists, since G is symmetric and reduced. Working inward from the boundary, we may then successively gauge-fix each remaining edge in F to 1. We call the resulting weighting of G an F -weighting. Each point in G E /G V may be represented by a unique F -weighting, and the weights of edges in E − F give coordinates on a dense subset of Π A G . Consider a weighting w of G which lies in G E C . Since the forest F is symmetric about the midline, the weighting w may be transformed into an F -weighting by a series of symmetric gauge transformations, which preserve G E C . Every gauge-equivalence class contains a unique F -weighting, so an equivalence class w ∈ G E /G V is in the image of G E C if and only if the corresponding Fweighting is symmetric. Moreover, the map
which carries each weighting w to the corresponding F -weighting is continuous. Now, let w be a weighting of G which is not contained in the image of the space G E C of symmetric weightings, so that the F -weighting w ′ corresponding to w is not symmetric. Then there is a neighborhood of the point ω F (w ′ ) in G E\F which corresponds to F -weightings which likewise are not symmetric; taking the preimage in G E , we have an open subset of G E containing the preimage of w, which does not intersect the image of G E C . This completes the proof. We have shown that the image of G E C is closed in G E /G V . Moreover, two elements of G E C map to the same point in G E /G V if and only if they are related by a symmetric gauge transformation. Let G V C be the group of symmetric gauge transformations. Then we obtain a Lagrangian boundary measurement map D
simply by composing the boundary measurement map with the obvious embedding of G E C /G V C ֒→ G E /G V .
Theorem 5.15. The Lagrangian boundary measurement map D C takes G E C /G V C birationally to a dense subset of Π C G . Proof. By the main theorem of (Muller and Speyer, 2016) , the boundary measurement map since a full-dimensional closed subset of the irreducible algebraic set D G (G E /G V ) ∩ Π C G must be the entire set.
To check (5.2), it is enough to consider the case of a bridge graph. The image of each symmetric bridge graph is indeed full-dimensional in Π C G , since bridge graphs encode MR parameterizations. This completes the proof.
Hence symmetric plabic graphs parametrize projected Richardson varieties in Λ(2n), just as ordinary plabic graphs parametrize positroid varieties in Gr(n, 2n) . From this result, we obtain a collection of relations which cut out Λ(2n) in Gr(n, 2n).
Theorem 5.16. Let P ∈ Gr(n, 2n). Then P lies in Λ(2n) if and only if, for each I ∈
[2n] n , we have ∆ I (P ) = ∆ R(I) (P ).
Proof. We first show that the desired relations hold on all of Λ(2n). It is enough to show that the desired relations hold on each projected Richardson variety Π C of Λ(2n), since projected Richardson varieties form a stratification of Λ(2n). Clearly, these relations are satisfied by any point corresponding to a symmetric plabic graph with a symmetric weighting. Let G be a symmetric plabic graph corresponding to Π C . Then the Lagrangian boundary measurement map D C takes the space of Lagrangian weightings of G to a dense subset of Π C . Since Π C is an irreducible algebraic set, the relations hold on all of Π C , and we are done. Conversely, let P ∈ Gr(n, 2n) be a point which satisfies ∆ I (P ) = ∆ R(I) (P )
for all I ∈
n . Let J be the lex-minimal basis of P . We claim that J contains exactly one element of each pair {a, a ′ } with a ∈ [2n]. Suppose the claim holds. Then P satisfies all of the relations in the statement of Lemma 5.4, and so P ∈ Λ(2n) and we are done. It remains to check the claim.
Suppose the claim fails. Let a be the smallest element of [2n] such that either {a, a ′ } ⊆ J or {a, a ′ } ⊆ [2n]\J. Now ∆ R(J) (P ) = ∆ J (P ), so J ≤ R(J) in the lex order on If a, a ′ ∈ J, then a, a ′ ∈ R(J), so R(J) < J in lex order, a contradiction. Thus, we have a, a ′ ∈ J. But this, in turn, forces a, a ′ ∈ R(J). Let M be a matrix representative for P . Then the minor of M indexed by R(J) includes precisely the pivot columns of M indexed by [1, a − 1] ∪ [a ′ + 1, 2n], together with some subset of the columns [a + 1, a ′ − 1]. Hence, the span of these columns is contained in the span of J\{a ′ }, and the corresponding minor vanishes, a contradiction. It follows that J contains exactly one of each pair {a, a ′ }, and the proof is complete.
Total nonnegativity for Λ(2n)
In the Grassmannian case, positivity of Plücker coordinates agrees with Lusztig's notion of total nonnegativity for partial flag manifolds. Moreover, plabic graphs with positive real edge weights parametrize totally nonnegative cells in Gr(k, n). We now prove analogous statements for Λ(2n).
Proposition 6.1. LetΠ C be a projected Richardson variety in Λ(2n). Then set theoretically,
Proof. Let u, w C n ∈ Q C (2n) be the equivalence class corresponding toΠ C , and consider the corresponding class u, w n ∈ Q(n, 2n). Let w be a reduced word for w in S C n , and let u w denote the unique PDS for u in w. Let u and w denote the images of u and w, respectively, under the embedding S C n ֒→ S 2n ; this is uniquely determined up to commutation moves. The totally nonnegative part ofΠ C is the image in Λ(2n) of the subset of R C u, w where all parameters take nonnegative real values.
Embed Sp(2n)/B σ + in Fℓ(n) as before. It follows from the proof of Lemma 2.12 that each Deodhar component ofR C u,w is the subset of the corresponding Deodhar component ofR A u,w where the parameters satisfy a number of conditions of the form t i = t i+1 . In particular, the totally nonnegative part ofR C u,w is the locally closed subset of R u,w cut out by these equalities, and is hence the intersection ofR C u,w with the totally nonnegative part ofR A u,w . Projecting to Λ(2n) ⊆ Gr(n, 2n) gives the desired result.
Since open projected Richardson varieties form a stratification of Λ(2n), it follows that settheoretically we have Λ ≥0 (2n) = Λ(2n) ∩ Gr ≥0 (n, 2n) with our given choice of embedding and of symplectic form. Hence, the totally nonnegative part of Λ(2n) is precisely the symmetric part of Gr ≥0 (k, n) studied in (Karpman and Su, 2015) .
Let G be a symmetric plabic graph, with corresponding projected Richardson variety Π C G . Consider the space (G E C ) ≥0 of Lagrangian weightings of G such that all edges of G have positive real weights. Let (G V C ) ≥0 denote the group of symmetric, positive real gauge transformations of G.
For G a symmetric plabic graph, restricting the map D C to (G E C ) ≥0 /(G V C ) ≥0 gives an isomorphism of real semi-algebraic sets
Proof. As long as we restrict internal edge weights to positive real numbers, all symmetric local moves induce isomorphisms-not simply birational maps-between the spaces of symmetric edge weightings of symmetric plabic graphs. Hence, it is enough to prove the claim for a single choice of G. For this, we simply choose a symmetric bridge graph. Symmetric bridge graphs with Lagrangian weightings encode MR parametrizations, so the claim follows easily in this case, and the proof is complete.
Corollary 6.3. The totally nonnegative cells of Λ(2n) are precisely the nonempty matroid cells of Λ ≥0 (2n).
Indexing projected Richardson varieties in Λ(2n)
We now state a theorem which gives the type C versions of the major combinatorial indexing sets for positroid varieties.
Theorem 7.1. Each of the following are in bijection with projected Richardson varieties in Λ(2n). In cases where the indexing set has a natural poset structure, the partial order corresponds to the reverse of the closure order on projected Richardson varieties in Λ(2n).
(1) Type B Γ -diagrams which fit inside a staircase shape of size n. Proof. Part (1) was proved in (Lam and Williams, 2008) . We showed (2) and (3) in Section 3, while (4) follows from the discussion in Section 5. For (5) note that the matroids of the totally nonnegative cells in Λ ≥0 (2n) are precisely the positroids corresponding to symmetric plabic graphs. The characterization of these positroids, and their corresponding Grassmann necklaces, follows from Theorem 3.1 of (Karpman and Su, 2015) For the statement about partial orders, note that each of the given posets embeds in the corresponding type A poset which indexes positroid varieties. In each case, the type C poset indexes the open positroid varieties which intersect Λ(2n). There are canonical isomorphisms among the type-A posets, which preserve the correspondences with positroid varieties. Hence it is enough to show the claim for any one of the type C posets. Lemma 3.4 says precisely this for the poset Q C (2n).
