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  i 
RÉSUMÉ 
 
Des sites de visionnement de contenu audio-vidéo en temps-réel comme YouTube sont 
devenus très populaires. Le téléchargement des ﬁchiers audio/vidéo consomme une quantité 
importante de bande passante des réseaux Internet. L’utilisation de codecs à bas débit permet 
de compresser la taille des ﬁchiers transmis aﬁn de consommer moins de bande passante. La 
conséquence est une diminution de la qualité de ce qui est transmis. Une diminution de 
qualité mène à l’apparition de défauts perceptibles dans les ﬁchiers. Ces défauts sont appelés 
des artifices de compression. L’utilisation d’un algorithme de post-traitement sur les ﬁchiers 
sonores pourrait augmenter la qualité perçue de la musique transmise en corrigeant certains 
artifices à la réception, sans toutefois consommer davantage de bande passante. Pour 
rehausser la qualité subjective des ﬁchiers sonores, il est d’abord nécessaire de déterminer 
quelles caractéristiques dégradent la qualité perceptuelle. Le présent projet a donc pour 
objectif le développement d’un algorithme capable de localiser et de corriger de façon non 
intrusive, un artifice provoqué par des discontinuités et des incohérences au niveau des 
harmoniques qui dégrade la qualité objective dans les signaux sonores compressés à bas 
débits (8 – 12 kilobits par seconde).  
 
 
Mots-clés : Audio, codec, artifice, bas débit, qualité perceptuelle, non intrusif, partiels, post-
traitement. 
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CHAPITRE 1 INTRODUCTION 
 
1.1 Mise en contexte et problématique 
Grâce au réseau Internet, il est possible de partager une grande quantité d’information. Parmi 
les types de ﬁchiers qui peuvent être transmis, il y a notamment la musique. On peut penser 
à la popularité des sites comme YouTube où des millions d’utilisateurs écoutent des 
vidéoclips de musique. De plus, avec les nouveaux téléphones intelligents et les tablettes, 
Internet est plus accessible que jamais. 
 
Il y a par contre des limites à la quantité d’information qu’un utilisateur peut transférer. Ces 
limites sont liées à la capacité de stockage de son appareil et à la bande passante accessible. 
Ces deux facteurs peuvent se mesurer en quantité d’information numérique dont l’unité est 
le nombre de bits. Un exemple est donné un peu plus loin pour donner un ordre de grandeur 
de la taille des ﬁchiers sonores. 
 
Pour maximiser la quantité de ﬁchiers auxquels l’usager a accès, les ﬁchiers sont compressés 
à l’aide de codecs. Le mot codec vient de l’intégration des mots COder et DECoder. De façon 
générale, un codec fonctionne en encodant un signal pour générer un train de bits qui sera 
ensuite transmis sur un canal, comme le réseau Internet, pour ﬁnalement être décodé par un 
décodeur. Les codecs se retrouvent essentiellement dans tous les appareils électroniques. Il 
existe des codecs à usage général comme WinZip qui crée des ﬁchiers «.zip», mais il existe 
aussi des codecs à usage spéciﬁque. Il y a par exemple JPEG, qui est utilisé pour compresser 
des images, et MP3, pour la musique. 
 
Pour maximiser la compression, et donc pour diminuer le plus possible la taille des ﬁchiers, 
les codecs peuvent exclure une partie de l’information. Les codecs audio sont basés sur 
différents modèles psychoacoustiques qui prennent en compte les capacités auditives de 
l’humain. Ces modèles permettent la suppression de l’information à laquelle l’oreille n’est 
pas sensible, ce qui diminue la taille du ﬁchier sans aﬀecter la qualité perçue. 
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Par contre, lorsqu’un taux de compression important est nécessaire, comme dans le cas des 
réseaux à bande passante limitée, une partie de l’information audible est perdue et la qualité 
perceptuelle est dégradée. Cette perte d’information peut être perçue comme une perte de 
richesse harmonique ou comme étant des artifices de codage. Des exemples d’artifices de 
codage seront décrits plus loin.  
 
Pour donner un ordre de grandeur des débits numériques dans le traitement des signaux 
audio-numériques, un CD audio utilise une fréquence d’échantillonnage de 44 100 Hz et 
utilise 16 bits pour chaque échantillon, ce qui fait environ 706 kb/s (kilobits par seconde) par 
canal (gauche ou droit dans un système stéréophonique), pour un total de 1 411 kb/s. Un 
signal monophonique compressé à bas débit de 8 kb/s contient donc moins d’un centième de 
l’information originale. Cette version compressée est susceptible de contenir des artifices de 
codage. Ces artifices se manifestent de diﬀérentes manières, mais ne sont jamais perçus 
comme étant agréables, sauf peut-être par certains amateurs de musique électronique 
expérimentale. 
 
La qualité perceptuelle d’un ﬁchier sonore est subjective : les critères pour déterminer la 
qualité diﬀèrent donc selon l’auditeur. Par exemple, certains préfèrent la présence et la 
profondeur du son qui proviennent des basses fréquences, tandis que d’autres préfèrent la 
clarté et la définition qui proviennent des hautes fréquences. 
 
La qualité des codecs audio est habituellement mesurée sur le plan subjectif surtout pour 
comparer deux technologies de codage diﬀérentes. En eﬀet, la comparaison de diﬀérents 
codecs se fait avec les résultats des tests subjectifs où on demande à un certain nombre 
d’auditeurs de quantiﬁer leurs appréciations d’un signal compressé par les codecs en 
compétition. Les tests du genre sont longs et coûteux à entreprendre, alors des solutions 
objectives ont été développées. Par exemple, un algorithme comme le Perceptual Evaluation 
of Audio Quality (PEAQ) [Union, 1999] est capable d’estimer la note subjective qu’un 
groupe d’auditeurs donnerait à un ﬁchier sonore. Cette approche est beaucoup moins 
coûteuse et plus rapide, mais elle est aussi moins ﬁable et plus approximative qu’un test 
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faisant intervenir des auditeurs sur un sujet aussi complexe que la qualité globale d’un signal 
sonore. 
 
Si un tel algorithme est capable de mesurer la qualité perceptuelle, est-ce possible d’étudier 
son fonctionnement pour en déduire un traitement pour augmenter la qualité? Si oui, il serait 
possible d’appliquer ce post-traitement après le décodeur sur l’appareil (ordinateur, tablette, 
téléphone) de l’utilisateur, et donc d’envoyer un signal très compressé sur le canal, sans trop 
dégrader la qualité. 
 
Une analyse de ces algorithmes, qui sera présentée plus loin, nous permet de conclure qu’ils 
ne permettent pas de déduire un traitement pour augmenter la qualité sans connaître la version 
originale. Dans une situation réelle, l’auditeur qui télécharge une pièce de musique 
compressée en fonction de sa bande passante accessible ou sa capacité de stockage, n’a pas 
accès à la version originale. Donc, un algorithme qui nécessite un accès à la version originale 
pour améliorer la version compressée est inutile ici.  
 
Le développement d’un algorithme capable d’évaluer la qualité perceptuelle d’un signal 
sonore sans connaître la version originale a été envisagé, mais l’ampleur d’un tel projet 
dépasse le cadre d’un projet de maîtrise. Le raisonnement suivant a mené vers la définition 
du présent projet de maîtrise : puisque la tâche de déterminer toutes les caractéristiques qui 
ont un impact positif ou négatif sur la qualité perceptuelle d’un signal sonore est trop 
importante, est-ce qu’il serait possible de concentrer les efforts sur certains phénomènes qui 
ont un impact connu sur la qualité perceptuelle? La réponse à cette question est oui : les 
artifices de codage sont des phénomènes documentés qui dégradent la qualité perceptuelle. 
S’il était possible de supprimer l’effet de ces artifices, la qualité perceptuelle serait améliorée.   
 
Serait-il donc possible de développer un algorithme qui détecte et qui corrige un de ces 
artifices de codage sans avoir accès au signal original? Cette question constitue la question 
de recherche à laquelle le présent projet a l’objectif de répondre. 
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1.2 Définition du projet de recherche 
Il existe plusieurs types d’artifices de codage et tous les corriger demanderait des efforts qui 
dépasseraient le cadre d’une maîtrise, donc seul un artifice sera visé par ce projet.  
 
L’artifice visé se manifeste comme des fluctuations d’amplitudes au niveau des composantes 
fréquentielles et dans la littérature, on nomme cet artifice : les birdies. L’équivalent en 
français serait des oiselets. L’artifice et la provenance de son nom seront décrits en 
profondeur plus loin dans ce document. 
 
Certains auteurs ont tenté de corriger cet artifice et ces efforts ont mené vers des brevets qui 
ont été déposés aussi récemment qu’en 2012. Par contre, ces solutions ne permettent pas 
d’éliminer complètement l’artifice et leurs stratégies consistent à modifier le codec, donc ces 
solutions sont utiles pour un codec spécifique, alors que la stratégie proposée dans notre 
travail, en post-traitement, pourrait potentiellement être utilisée pour corriger l’artifice de 
n’importe quel codec audio. 
 
Cet artifice (oiselets) a été choisi parce qu’il est présent dans certains codecs comme MP3 et 
puisque l’auteur avait une expérience préalable avec un algorithme d’identification de 
partiels dans les signaux sonores qui est un outil bien adapté à la correction de cet artifice. 
Cet algorithme sera décrit plus loin puisqu’il constitue le cœur de la solution proposée. 
 
Ce projet de maîtrise tente de répondre à la question de recherche en développant un 
algorithme capable de détecter et de supprimer la présence de l’artifice nommé les oiselets 
dans les signaux sonores compressés à bas débits sans avoir accès au signal original.  
 
1.3 Objectifs du projet de recherche 
Pour valider qu’un algorithme améliore la qualité perceptuelle d’un signal audio, la méthode 
la plus fiable est de faire un test d’écoute subjectif.  
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L’objectif principal de ce projet est de montrer que les auditeurs préfèrent les signaux audio 
modifiés pour supprimer la présence de l’artifice aux signaux compressés contenant l’artifice. 
Les signaux compressés dans ce cas sont des signaux de musique compressés avec MP3 à 8 
kb/s à 22 kHz et les versions modifiées sont obtenues par filtrage après une classification 
manuelle. Ce test mesure le potentiel d’amélioration de la qualité perceptuelle de l’algorithme 
si une classification efficace à 100% était utilisée. 
 
Ensuite, un algorithme de classification sera développé pour éviter la classification manuelle. 
Les performances de cet algorithme seront mesurées par une analyse statistique des vrais 
positifs et des vrais négatifs.  
 
1.4 Contributions originales 
Trois aspects distinguent ce projet des efforts mis par d’autres auteurs : 
1- La solution proposée est un post-traitement qui n’est pas limité à un seul codec. 
2- Elle détecte la présence de l’artifice avant d’appliquer un traitement pour réduire ses 
effets plutôt que d’appliquer un traitement qui tente de réduire les risques de sa 
manifestation. Cette détection explicite peut aussi être utilisée par un algorithme 
d’évaluation de la qualité perceptuelle sans avoir accès au signal original. 
3- Les performances de l’algorithme sont mesurées par des tests subjectifs formels 
plutôt qu’un algorithme objectif comme PEAQ. 
 
1.5 Plan du document  
Le deuxième chapitre présentera l’état de l’art ainsi que les différentes notions théoriques 
liées au projet de recherche. Notamment, les codecs, le post-traitement, la qualité 
perceptuelle, les artifices et les solutions proposées dans la littérature seront présentée. 
 
Au troisième chapitre, les travaux de l’auteur et les résultats correspondants seront présentés. 
Ces travaux peuvent être décomposés en trois étapes : l’analyse de la manifestation de 
l’artifice, la détection manuelle et la suppression de l’artifice et finalement, l’algorithme de 
 INTRODUCTION 
 
6
détection et de suppression automatique de l’artifice qui constitue la solution proposée pour 
répondre à la question de recherche.  
 
Finalement, le quatrième chapitre présente les conclusions du projet et les travaux futurs liés 
au domaine de recherche.   
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CHAPITRE 2 ÉTAT DE L’ART 
 
Ce chapitre présente un court état de l’art du domaine de la compression des signaux de 
parole et de l’audio. 
 
L’analyse de l’état de l’art comprendra trois grands concepts : les codecs, les artifices 
présents dans les signaux compressés à bas débits et l’évaluation de la qualité perceptuelle 
des signaux de musique. 
 
Il sera utile de comprendre le fonctionnement général des codecs de parole et de l’audio aﬁn 
d’expliquer d’où viennent les dégradations audibles dans un signal sonore compressé à bas 
débits. Le but du projet est un algorithme de correction qui fonctionnerait indépendamment 
du codec utilisé. Il n’est donc pas nécessaire d’approfondir la compréhension du 
fonctionnement d’un codec en particulier et il serait impossible d’approfondir tous les 
codecs, mais la compréhension générale du fonctionnement d’un codec comme le standard 
ISO-MPEG Unified Speech and Audio Codec (USAC) [Neuendorf, 2012] permet de mieux 
comprendre les problèmes liés au codage à bas débits et quels outils permettent d’optimiser 
la performance des codecs. 
 
Lorsqu’un codec audio est utilisé à bas débits, par exemple à 8 et 12 kb/s, le signal compressé 
retient seulement une fraction de l’information contenue dans le signal original. Cette perte 
d’information engendre certaines dégradations. Les dégradations audibles sont 
communément appelées des artifices de compression. Ces diﬀérents types de dégradations 
seront présentés ici aﬁn de comprendre comment elles se manifestent. 
 
Pour valider le fonctionnement d’un algorithme qui traite des signaux audio, comme un 
codec, on doit évaluer la qualité audio perçue par les auditeurs. Il existe diﬀérentes approches 
pour arriver à cette ﬁn et elles ont chacune leurs avantages et inconvénients. Ces diﬀérentes 
approches sont analysées dans les prochaines sections pour présenter comment elles sont 
utilisées dans ce projet. 
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2.1 Les codecs audio 
D’abord, un codec est un algorithme permettant de compresser un signal qui peut être de 
diverses natures (voix, musique, image, vidéo, etc.). Le signal est compressé en encodant 
seulement l’information la plus pertinente dans le signal. Ce qui est pertinent dans le signal 
dépend à la fois de la nature du signal et du récepteur (p. ex. le système auditif pour l’audio 
ou le système visuel pour les images et la vidéo). De plus, les signaux n’ont pas tous le même 
format. Par exemple, l’audio est en 2D (c.-à-d. l’amplitude en fonction du temps), alors que 
la vidéo est en 3D (c.-à-d. les pixels en x et y en fonction du temps). 
 
Les codecs fonctionnent souvent à plusieurs débits. Par exemple, un ﬁcher .mp3 à 320 kb/s 
est moins compressé qu’un ﬁchier du même codec à 128 kb/s. Puisque le premier ﬁchier est 
moins compressé, il contient plus d’information que le deuxième et, en général, il serait jugé 
par les auditeurs comme étant de meilleure qualité. Les inconvénients de contenir plus 
d’information sont que le ﬁchier prend plus d’espace mémoire sur un appareil électronique 
lorsqu’il est stocké et qu’il consomme une plus grande partie de la bande passante lorsqu’il 
est transféré. Un contexte d’application du présent projet de recherche est justement la lecture 
en continu ou le streaming sur un site Internet. 
 
Pour éviter de consommer beaucoup d’espace mémoire ou de bande passante, certains 
codecs, comme USAC, peuvent être utilisés à un bas débit de 8 à 12 kb/s. À ces débits, la 
qualité du ﬁchier est dégradée de façon évidente. La baisse de qualité à ces débits est illustrée 
à la Figure 2.1. Dans cette figure, l’axe vertical représente les résultats du test subjectif 
MUltiple Stimuli with Hidden Reference and Anchor (MUSHRA). Les codecs testés sont : 
USAC, High Efficiency Advanced Audio Coding version 2 (HE-AACv2), Extended Adaptive 
Multi-Rate Wideband speech and audio codec (AMR-WB+) et le codec virtual codec (VC) 
qui représente le meilleur codec audio entre HE-AACv2 ou AMR-WB+ selon la nature du 
signal audio [Neuendorf, 2012]. De plus, comme le débit est très faible, les codecs ne 
disposent pas d’assez de bits pour coder un signal stéréophonique (2 canaux). En 
conséquence, les ﬁchiers pertinents pour le présent projet sont seulement monophoniques. 
Pour cette raison, les dégradations liées aux ﬁchiers stéréophoniques sont négligées dans ce 
projet. 
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Pour mieux comprendre comment un codec priorise certaines informations dans le signal et 
d’où viennent les dégradations, le codec USAC (Uniﬁed Speech and Audio Coding) sera 
analysé. Ce codec a été choisi pour l’analyse puisqu’il a récemment été standardisé (2012) 
comme étant le codec montrant les meilleures performances à tous les débits [Neuendorf, 
2012].  
 
Contrairement à plusieurs autres codecs qui sont conçus spécifiquement pour compresser 
l’audio ou la parole, USAC est capable de compresser efficacement les deux types de 
signaux. Un codec comme l’Algebraic Code-Excited Linear Prediction (ACELP) parvient à 
encoder la parole efficacement en supposant qu’elle est produite par un modèle de type 
source-système où les cordes vocales sont représentées par la source, et le conduit vocal, par 
le système [Painter et al., 2000]. Puisque ce modèle n’est pas toujours adéquat pour tout 
signal sonore, certains codecs, comme l’Advanced Audio Coding (AAC), se concentrent sur 
le modèle de perception plutôt que le modèle de production [Painter et al., 2000]. Cette 
approche, qualifiée de codage par transformée, permet d’encoder efficacement les signaux 
audio en transformant le signal dans le domaine fréquentiel afin d’appliquer un modèle 
perceptuel. Le codec USAC intègre ces deux approches (ACELP et AAC) pour parvenir à 
encoder efficacement la parole et l’audio. Puisque ce projet vise seulement les fichiers audio, 
seul le modèle AAC sera approfondi dans les prochaines sections. 
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Figure 2.1: Performance des codecs audio: Unified Speech and Audio Coding (USAC), Virtual Codec (VC), High-Efficiency 
Advanced Audio Coding (HE-AAC) et Adaptive Multi-Rate audio codec (AMR) [NEUENDORF, 2012] 
 
2.2  Les codecs perceptuels 
Les codecs comme USAC qui sont dédiés aux signaux audio sont des codecs perceptuels. 
Les diﬀérentes étapes d’encodage d’un codeur perceptuel sont illustrées dans la Figure 2.2. 
Ces étapes sont eﬀectuées sur chaque trame (du signal de musique) d’une durée variable, 
mais d’environ 100 ms (pour USAC). Deux étapes spécifiques sont pertinentes pour le projet 
de recherche proposé. La première étape est celle qui consiste à analyser le signal avec un 
modèle perceptuel et la deuxième est celle qui consiste à le quantiﬁer. Le modèle perceptuel 
est employé pour exploiter les limites du système auditif humain (résolution fréquentielle, 
masquage temporel, masquage fréquentiel) aﬁn de supprimer l’information superﬂue 
contenue dans le signal. Cette analyse permet de maximiser le rendement du codec en 
accordant plus de bits aux composantes les plus importantes au plan de la perception. La 
quantiﬁcation se fait selon le nombre de bits qui ont été accordés aux composantes. C’est lors 
de cette quantiﬁcation que la compression est eﬀectuée et qu’une partie de l’information est 
perdue. La quantiﬁcation est une opération irréversible et non bijective, donc un algorithme 
de post-traitement ne peut pas retrouver l’information perdue. Il est possible, par contre, de 
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modiﬁer, après le décodeur, certaines caractéristiques du signal pour que l’expérience de 
l’auditeur soit plus agréable. Il peut être tout à fait acceptable que cette modiﬁcation éloigne 
le ﬁchier décodé de l’original pourvu qu’elle augmente la qualité perçue. Puisque la version 
modiﬁée peut s’éloigner de l’originale, un critère de performance basé sur une comparaison 
entre la version modifiée et l’originale, comme le fait PEAQ est inapproprié.  
 
 
Figure 2.2: Exemple d'encodeur d'un codec perceptuel [Brandenburg et Stoll, 1994] 
 
Les Modèles perceptuels 
Un exemple simple de la capacité auditive de l’humain est le fait que son oreille perçoit les 
fréquences entre 20 Hz et 20 kHz. Il est alors inutile d’accorder des bits pour les fréquences 
à l’extérieur de cette plage. Les autres propriétés qui sont exploitées sont liées aux 
phénomènes de masquage, qui sont des phénomènes où certaines composantes du signal sont 
rendues imperceptibles à cause de la présence d’autres composantes 
 
Le Masquage  
Le phénomène de masquage se manifeste dans le domaine temporel et le domaine fréquentiel 
[Fastl et Zwicker, 2007]. Dans le domaine temporel, il y a deux types de masquage : le 
prémasquage et le postmasquage. Essentiellement, ces phénomènes diminuent la perception 
de certaines composantes du signal en augmentant le seuil d’audibilité avant et après d’autres 
composantes et certains codecs utilisent cette information pour adapter dynamiquement la 
longueur des trames à utiliser [Painter et al., 2000]. La raison pour le changement de longueur 
de trames sera expliquée plus loin. La Figure 2.3 représente le phénomène de masquage 
temporel. 
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Figure 2.3: Le masquage dans le domaine temporel [Fastl et Zwicker, 2007] 
 
Dans le domaine fréquentiel, on parle de masquage simultané et ce masquage se fait en lien 
avec les bandes critiques de l’oreille, qui seront présentées dans la prochaine section. Si une 
composante fréquentielle dans une bande est d’une intensité assez élevée, elle peut rendre 
imperceptibles les composantes fréquentielles autour d’elle. Les propriétés de masquage 
fréquentiel sont les plus utilisées dans les algorithmes de codage perceptuel, notamment 
parce que ce sont principalement celles-ci qui permettent de réduire l’information en 
quantiﬁant le signal de façon appropriée. La Figure 2.4 représente le phénomène de masquage 
fréquentiel. 
 
 
Figure 2.4: Le masquage dans le domaine fréquentiel [Fastl et Zwicker, 2007]  
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Les Bandes critiques  
L’oreille interne se comporte en partie comme un banc de ﬁltres dont la largeur des bandes 
augmente avec la fréquence centrale de chaque ﬁltre [Painter et al., 2000]. Diﬀérentes 
échelles sont utilisées pour représenter ces bandes. Un exemple de ces échelles est l’échelle 
de Bark qui est présenté au tableau 7 à l’annexe A. Une caractéristique intéressante des 
bandes critiques est que si la diﬀérence entre deux composantes fréquentielles est plus petite 
que la bande critique, l’auditeur peut avoir la sensation d’un battement déplaisant [Campbell 
et Greated, 1998]. 
 
Quantiﬁcation 
Après avoir déterminé comment attribuer les bits pour les diﬀérentes composantes, ces 
dernières sont quantiﬁées avec le nombre de bits disponible dans une trame donnée. Pour des 
technologies comme HE-AACv2 [Neuendorf, 2012] et Transform Coded Excitation (TCX) 
[Lefebvre et al., 1994], une partie des bits disponibles sont utilisés pour encoder les 
coeﬃcients de la Modified Discrete Cosine Transform (MDCT). Cette transformation est 
déﬁnie par l’équation suivante : 
 
 𝑋𝑘 = ∑ 𝑥𝑛𝑐𝑜𝑠 [
𝜋
𝑛
(𝑛 +
1
𝑛
+
𝑁
2
) (𝑘 +
1
2
)]2𝑁−1𝑛=0  (2.1) 
 
où Xk représente les coeﬃcients spectraux, xn correspond aux données temporelles, N 
correspond au nombre d’échantillons temporels et k et n correspondent respectivement aux 
indices spectraux et temporels de la trame en question. 
 
La résolution de la MDCT est limitée par la dualité temps-fréquence. C’est-à-dire, plus cette 
transformation est précise dans un domaine, moins elle l’est dans l’autre. Plus précisément, 
avec une longue trame, une plus grande résolution fréquentielle est possible au détriment de 
la résolution temporelle. La résolution fréquentielle permet de mieux évaluer le contenu 
fréquentiel dans le signal et la résolution temporelle permet de mieux situer la position des 
composantes du signal dans le temps. 
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2.3 Le post-traitement 
Cette section présente très brièvement les différentes topologies de post-traitement dans le 
domaine des codecs pour mieux situer le projet dans son contexte et pour clarifier les 
contraintes et les défis inhérents.  
 
Le post-traitement peut être appliqué selon trois topologies différentes : 
1- Complètement intrusive 
2- Partiellement intrusive 
3- Non intrusive 
 
2.3.1 Topologie complètement intrusive 
Dans la topologie complètement intrusive, le signal original et le train de bits sont 
accessibles. Dans le domaine des codecs, cette topologie est plutôt théorique puisqu’il est 
possible de contourner le codec complètement. Voici un schéma de cette topologie : 
 
 
Figure 2.5: Schéma-bloc d'un post-traitement complètement intrusif 
 
Cette topologie pourrait être employée dans un autre contexte pour corriger des défauts qui 
ne sont pas liés au codec.  
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2.3.2 Topologie partiellement intrusive 
Dans la topologie partiellement intrusive, il est possible de déduire des caractéristiques du 
signal à partir du train de bits du codec. Par exemple, il serait possible de déduire quelles 
bandes de fréquences n’ont pas été encodées par l’encodeur. Voici un schéma de cette 
topologie : 
 
 
Figure 2.6: Schéma-bloc d'un post-traitement partiellement intrusif 
 
Cette topologie est intéressante parce qu’il est possible de l’employer dans une application 
concrète. Par contre, les codecs n’utilisent pas le même format de train de bits et donc 
l’algorithme de post-traitement devrait être adapté manuellement à chaque codec. Ce n’est 
donc pas une topologie universelle.  
 
2.3.3 Topologie non intrusive 
Dans la topologie non intrusive, aucune information autre que le signal décompressé n’est 
accessible. Les caractéristiques du signal doivent être déduites par l’algorithme de post-
traitement. 
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Figure 2.7: Schéma-bloc d'un post-traitement non intrusif 
 
Cette topologie a été retenue parce qu’elle est applicable dans un contexte concret et elle est 
universelle. Effectivement, dans ce cas, l’algorithme de post-traitement n’est pas adapté à un 
codec spécifique et peut donc être utilisé pour améliorer n’importe quel codec peu importe 
le débit de compression.  
 
2.4 Évaluation de la qualité perceptuelle 
Cette section présente les algorithmes qui existent dans la littérature pour évaluer la qualité 
perceptuelle des signaux compressés de musique et de parole. 
 
2.4.1 Les objectifs et les applications 
L’évaluation de la qualité d’un signal sonore se fait pour diﬀérentes raisons. On y a souvent 
recours en particulier aﬁn d’évaluer la performance d’un codec ou d’un réseau. Plusieurs 
facteurs peuvent inﬂuencer la qualité perceptuelle d’un signal transmis sur un canal, comme 
Internet. Il y a la qualité de l’enregistrement, la qualité du codec, la qualité du réseau, la 
qualité des haut-parleurs ou des écouteurs de l’auditeur, l’environnement dans lequel le signal 
est écouté et aussi les goûts et préférences de l’auditeur. 
 
Pour le présent projet, seules les techniques pour évaluer la qualité d’un codec seront 
présentées, puisque l’algorithme visé par ce projet de recherche n’a pas l’objectif de corriger 
les impacts de tous ces facteurs. 
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2.4.2 Les types d’évaluations 
Il existe deux grandes méthodes pour évaluer la qualité perceptuelle [De Lima et al., 2008]. 
La première méthode est la plus ﬁable puisqu’elle consiste à obtenir une évaluation de la 
qualité perceptuelle directement à partir des opinions des auditeurs. Ces tests sont appelés 
des tests subjectifs. Les inconvénients de cette approche sont qu’elle est coûteuse, exige la 
possession d’équipements adéquats et prend beaucoup de temps. La deuxième méthode 
consiste à obtenir une note à partir d’un algorithme qui tente d’approcher les résultats qui 
auraient été obtenus avec un test avec des auditeurs. Cette deuxième approche est donc une 
approche objective et malgré qu’elle soit beaucoup moins coûteuse et plus simple, les 
résultats sont moins ﬁables puisqu’ils ne sont que des estimations.  
 
Il y a deux grandes catégories de tests objectifs. Cette première catégorie, appelée intrusive, 
a besoin d’avoir accès au signal original (non compressé). La deuxième, appelée non 
intrusive se fait en utilisant seulement le signal décompressé en entrée (sans accès au signal 
original). 
 
L’application visée par le projet est la lecture en continu. Comme la référence n’est pas 
accessible dans cette application, l’algorithme développé devra être non intrusif.  
 
L’évaluation subjective 
Il existe plusieurs types de tests d’écoute subjective, tels que les tests MUSHRA, MOS (Mean 
Opinion Score), A/B/Ref, etc. Dans ce projet, les performances seront mesurées avec le test 
A/B. Ce test a été choisi puisqu’il y a seulement deux versions à comparer: la version 
compressée et la version modifiée par l’algorithme. Ce test a l’avantage d’être très simple à 
exécuter.  
 
Les détails du test seront présentés dans la section 3.2.4, mais essentiellement, l’auditeur 
écoute les deux versions à comparer et il vote pour identifier la version qu’il préfère.  
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L’évaluation objective 
Plusieurs algorithmes ayant chacun leurs avantages ont été développés pour évaluer la qualité 
objective de l’audio. Les avantages des algorithmes les plus performants ont été réunis en 
1998, dans l’algorithme PEAQ (Perceptual Evaluation of Audio Quality), déployé par l’ITU-
R (International Telecommunication Union’s Radiocommunication Sector) dans la 
recommandation BS.1387 [Union, 1999]. Cette organisation assure une interopérabilité au 
niveau des technologies de télécommunication. Les notes générées par cet algorithme sont 
fortement corrélées aux notes des tests subjectifs déﬁnies dans la recommandation ITU-R 
BS.1116 [Treurniet, 2000]. Comme PEAQ est le seul algorithme de sa catégorie (algorithme 
objectif d’évaluation de l’audio) à être recommandé par l’ITU, il a été étudié en profondeur 
dans le cadre de ce projet. 
 
Les similarités entre l’algorithme développé dans le cadre du projet de recherche et PEAQ 
sont limitées par le fait que PEAQ est intrusif et l’application visée par ce projet ne permet 
pas un accès au signal de référence. Cette diﬀérence rend impossible la réutilisation directe 
des caractéristiques extraites par PEAQ pour identiﬁer et localiser les dégradations. La raison 
pour laquelle aucun algorithme objectif non intrusif n’est présenté est que la littérature ne 
présente aucun algorithme du genre qui est largement reconnu [De Lima et al., 2008]. 
 
Il existe par contre un algorithme standardisé, non intrusif, pour évaluer la qualité de la 
parole, nommé le P.563 (The ITU-T Standard for Single-Ended Speech Quality Assessment), 
mais ses aspects réutilisables sont limités puisqu’il y a des diﬀérences importantes entre un 
signal de parole et de musique. Une description de cette technologie sera présentée après 
PEAQ. 
 
2.4.3 PEAQ 
Cet algorithme mesure la dégradation relative d’un signal par rapport à un signal de référence. 
La sortie de PEAQ est une note entre -4 et 0, où -4 indique une différence très dérangeante 
et 0 indique qu’aucune différence n’est perceptible [Kabal, 2004]. 
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Le Fonctionnement de PEAQ 
Cet algorithme intrusif fonctionne en deux phases principales. Ces phases sont illustrées dans 
la Figure 2.8. La première est une phase de prétraitement du signal de référence et du signal 
compressé basé sur un modèle psychoacoustique. Dans la deuxième phase, un modèle 
cognitif est appliqué pour calculer des caractéristiques de Basic Audio Quality (BAQ) qui 
permettront de générer une note représentant la qualité perceptuelle. Les diﬀérentes mesures 
de cette qualité sont aussi appelées des Model Output Variables (MOVs). La note est générée 
à l’aide d’un réseau de neurones artiﬁciels, tel que décrit à la section 6 de l’annexe 2 dans 
[Union, 1999]. 
 
L’implémentation utilisée pour l’analyse est une version MATLAB de cet algorithme est 
accessible sur la page Internet du professeur P. Kabal de l’Université McGill [Kabal, 2004]. 
 
 
Figure 2.8: Schéma-bloc de l'algorithme PEAQ démontrant comment le Objective Difference Grade (ODG) et les Model 
Output Variables (MOVs) sont obtenus [Union, 1999] 
 
Le Modèle psychoacoustique  
Avant d’utiliser l’algorithme, il est possible de modiﬁer manuellement le paramètre 
représentant le niveau d’écoute. Ce paramètre représente le niveau auquel des auditeurs 
écouteraient les échantillons dans un test subjectif. La valeur par défaut est de 92 dB SPL. 
Le signal est ensuite décomposé en trames d’environ 40 ms et une transformation 
fréquentielle est appliquée pour le décomposer sur une échelle de fréquences qui est inspirée 
du système auditif humain.  
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Les seuils de masquage fréquentiel et temporel sont ensuite calculés. Les seuils de masquage 
fréquentiel sont calculés à partir de fonctions prédéﬁnies [Kabal, 2004]. Le masquage 
temporel est calculé en dilatant le signal dans le temps. Les signaux qui ont été modiﬁés pour 
prendre en compte le masquage sont réutilisés plus loin dans l’algorithme et sont appelés les 
signaux d’excitations. 
 
Le Modèle cognitif et les MOVs  
Des signaux d’excitation sont extraits du signal de référence et du signal à mesurer. En 
prenant la différence entre les deux signaux d’excitation, on obtient le signal d’erreur. Les 
caractéristiques qui sont utilisées pour évaluer la qualité sont extraites des signaux 
d’excitation et du signal d’erreur.  
 
 
Figure 2.9: Schéma-bloc de PEAQ démontrant comment les différents modules interagissent ensemble [Union, 1999] 
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Au total, 11 MOVs qui représentent, entre autres, des différences au niveau de la structure 
harmonique du signal de référence et du signal à mesurer sont utilisées pour déterminer la 
qualité objective du signal à mesurer. Ces MOVs ne peuvent être utilisées dans le cadre de 
ce projet puisqu’elles sont obtenues de manière intrusive. En conséquence, l’approche 
utilisée pour les calculer ne sera pas présentée ici.  
 
Finalement, toutes ces données sont placées à l’entrée d’un réseau de neurones artiﬁciels. Ce 
réseau comporte 11 nœuds à l’entrée, une couche cachée à trois nœuds et une seule sortie. La 
fonction non-linéaire utilisée est une sigmoïde dont l’équation est : 
 
 𝑠𝑖𝑔(𝑥) =
1
1+𝑒−𝑥
 (2.2) 
 
2.4.4 P.563: The ITU-T Standard for Single-Ended Speech Quality 
Assessment  
Cet algorithme, ratiﬁé en 2004 par l’Union internationale des télécommunications (ITU-T), 
génère une note de qualité perceptuelle de façon objective et non intrusive pour les signaux 
de parole [Malfait et al., 2006]. 
 
Le Fonctionnement de P.563 
Cette approche utilise trois blocs en parallèle pour évaluer la qualité de la parole. Les 
diﬀérentes étapes de traitement sont illustrées dans la Figure 2.10. Ces blocs sont: un modèle 
de la production de la parole, la synthèse d’une référence et la détection d’artifices connus. 
Avant d’être traitée par ces blocs, la parole passe par un bloc de prétraitement pour prendre 
en compte la réponse en fréquences de l’appareil téléphonique. Finalement, les sorties des 
trois blocs sont analysées pour évaluer le poids des dégradations et calculer une note. 
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Figure 2.10: Schéma-bloc de l'algorithme P.563 
 
Prétraitement 
L’algorithme P.563 suppose que le niveau d’écoute est à 79 dB SPL contrairement à PEAQ 
où le niveau est paramétrable. Le signal est ﬁltré avec un filtre passe-haut Butterworth d’ordre 
4 avec une fréquence de coupure de 100 Hz pour prendre en compte la réponse en fréquences 
d’un téléphone typique [Malfait et al., 2006].  
 
Modèle de production de parole 
Le premier bloc de l’algorithme P.563 utilise un modèle de production de la parole où le 
conduit vocal est modélisé par une série de tubes acoustiques de diamètre variable dans le 
temps [Malfait et al., 2006]. Dans ce bloc, le signal est analysé pour vériﬁer qu’il adhère au 
modèle. S’il n’adhère pas au modèle, le bloc considère que c’est parce que des dégradations 
quelconques sont présentes. Comme les méthodes de production de musique sont très variées, 
il serait très diﬃcile de déﬁnir un tel modèle pour l’audio. 
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Synthèse d’une référence 
Le deuxième bloc synthétise un signal de référence à partir du signal dégradé. Cette synthèse 
est générée à partir des coeﬃcients LP calculés à partir du signal dégradé. En prenant 
seulement les dix premiers coeﬃcients pour la synthèse de la référence, le bruit en hautes 
fréquences et les composantes apériodiques sont supprimées. Sans ces dégradations, la 
synthèse est considérée comme étant de meilleure qualité et peut donc être utilisée comme 
référence pour calculer un signal de diﬀérences perceptuelles semblable à PEAQ.  
 
Détection des artifices connus 
Le dernier bloc utilise une analyse des artifices communs pour évaluer la qualité. Ces 
dégradations sont spécifiquement: le bruit, les sons robotisés et la saturation temporelle 
(clipping).  
 
Le niveau de bruit présent lorsque l’interlocuteur est actif est calculé et ensuite sa valeur 
RMS est calculée. 
 
Les sons robotisés apparaissent dans les signaux de parole à bas débit. Cet artifice est détecté 
en appliquant une corrélation croisée sur la plage de 2.2 à 3.3 kHz des trames successives du 
signal de parole. Cette corrélation permet d’évaluer la périodicité présente dans la parole et 
cette information est ensuite comparée à un seuil pour déterminer si l’artifice est présent. 
La saturation temporelle est liée aux changements abrupts dans l’enveloppe temporelle du 
signal. Un changement abrupt serait une baisse d’au moins 30 dB sur une période de 8 ms ou 
une augmentation de 30 dB sur 16 ms. 
 
Ce projet de maîtrise pourrait être un tel module (spécifique aux oiselets) dans un algorithme 
innovateur d’estimation de la qualité perceptuelle d’un signal de musique sans référence.  
 
Classiﬁcation des dégradations 
Dans ce bloc, un seuil est appliqué aux artifices pour quantiﬁer leurs présences. Ensuite, ces 
dégradations sont classées en ordre de dérangement. Pour la parole, en ordre décroissant de 
dérangement, les dégradations sont : le bruit de fond, les changements abrupts, le bruit corrélé 
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au signal et les sons robotisés. Ensuite, une note est produite en prenant en compte les 
paramètres des deux autres blocs. 
 
2.4.5 Conclusion sur l’évaluation de la qualité perceptuelle 
Les algorithmes d’évaluation objective de la qualité perceptuelle appliqués à l’audio, comme 
PEAQ, sont intrusifs, donc ils évaluent la qualité par rapport au signal original. Dans 
l’application visée, le signal original n’est pas accessible, alors il est impossible d’évaluer la 
qualité perceptuelle avec ces algorithmes. De plus, l’algorithme non intrusif qui a été présenté 
(P.563) utilise des caractéristiques propres à la parole et n’est donc pas applicable non plus. 
Par contre, l’approche employée dans ce travail de recherche est semblable au module de 
détection de distorsions spécifique dans l’algorithme P.563. 
 
On peut aussi comprendre que si l’algorithme proposé dans le cadre de cette maîtrise 
supprime des composantes spectrales, un algorithme comme PEAQ ne pourrait pas être 
utilisé pour mesurer la qualité perceptuelle puisque supprimer des composantes spectrales 
présentes dans la version originale du signal indiquerait une dégradation, même si ces 
composantes créent l’effet désagréable de l’artifice.   
 
De plus, n’importe quel algorithme qui ajoute de l’information spectrale qui serait 
probablement dans la version originale, comme du bruit dans certaines bandes de fréquences 
d’amplitude nulle sera interprété comme une amélioration selon PEAQ pour les mêmes 
raisons. 
 
C’est pourquoi des tests subjectifs sont particulièrement importants pour mesurer les 
performances dans ce contexte. 
 
2.5 Les artifices de codage 
Maintenant que le fonctionnement général des codecs par transformée a été présenté, le lien 
entre ce fonctionnement et les dégradations de la qualité sera présenté aﬁn de clariﬁer 
pourquoi ces dégradations apparaissent. On rappelle au lecteur/trice que le projet se limite 
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aux dégradations présentes dans un signal monophonique. Les artifices présentés sont les 
plus communs dans la littérature [Liu et al., 2008; Marins, 2006; Moore, 2004]. 
 
2.5.1 L’étalement temporel 
La déﬁnition de l’étalement temporel 
Un premier déﬁ lié au codage à bas débit est d’avoir une résolution suﬃsante dans les deux 
domaines (temporel et fréquentiel). Plus la trame sur laquelle est appliquée la transformée 
(p. ex. MDCT) est longue, meilleur sera le taux de compression, ce qui est particulièrement 
nécessaire à bas débit. Par contre, ces longues trames engendrent une faible résolution 
temporelle qui a comme conséquence l’étalement de l’énergie du bruit de quantiﬁcation sur 
toute la trame. Cela pose particulièrement des problèmes lorsque la MDCT inclue des 
signaux transitoires très francs comme des attaques de percussion, par exemple. Ce 
phénomène d’étalement crée un eﬀet  déplaisant et le nom de cet artifice est l’étalement 
temporel ou de la pré-écho. 
 
L’eﬀet de l’étalement temporel 
Un exemple de l’eﬀet perçu de cet artifice est la perte de l’attaque franche. Plus précisément, 
une attaque franche contient relativement beaucoup d’énergie sur une très courte période de 
temps et relativement peu d’énergie avant. Lorsqu’il y a étalement temporel, cette énergie 
s’étale sur toute la trame de la MDCT et elle est audible, avant et après l’attaque. Cet artifice 
est particulièrement reconnaissable lorsque le signal contient des instruments de percussion 
comme des cymbales. 
 
Comment éviter l’étalement temporel 
La méthode la plus simple pour réduire les eﬀets de cet artifice est de diminuer la taille des 
trames à l’encodeur lors d’une attaque [Painter et al.,, 2000]. Eﬀectivement, si la trame est 
courte, l’étalement de l’énergie est plus limité. De plus, si la trame est assez courte et 
l’énergie étalée dure moins que quelques millisecondes avant l’attaque, le phénomène du pré-
masquage temporel rend l’étalement inaudible. Si la taille des trames diminue, le nombre de 
trames doit augmenter pour couvrir tout le signal. À bas débit, il n’y a pas assez de bits 
disponibles pour encoder l’information si on augmente le nombre de trames. Les problèmes 
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d’étalement temporel tendent donc à être plus présents à bas débits dans les codecs par 
transformée. 
 
2.5.2 La réduction de bande 
La déﬁnition de la réduction de bande 
Un deuxième déﬁ est de coder toute la bande audible (20 Hz – 20 kHz) à bas débit. Un codec 
comme USAC limite la largeur de bande du signal en fonction du débit numérique et ainsi, 
concentre le débit disponible sur une bande de fréquences réduite. Un signal compressé par 
USAC à bas débit peut être limité à environ 6 kHz. 
 
L’eﬀet de la réduction de bande 
Lorsque la bande est réduite, les hautes fréquences sont absentes. Comme ces fréquences 
apportent normalement de la déﬁnition et de la clarté au signal, ces qualités sont réduites dans 
leur absence. 
 
Comment éviter la réduction de bande 
Une technique consiste à dupliquer les composantes en basses fréquences avec quelques 
modiﬁcations pour synthétiser des composantes en hautes fréquences au décodeur. La 
version la plus récente de cette technique est nommée la eSBR (enhanced Spectral Band 
Replication) [Neuendorf, 2012]. Quoique cette technique soit capable d’augmenter la qualité 
perceptuelle de certains signaux, elle peut aussi créer des artifices [Liu et al., 2008]. Un 
exemple d’artifice qui peut être créé est l’eﬀet de battement. Cet artifice apparaît si la 
duplication en hautes fréquences des harmoniques est décalée par rapport aux basses 
fréquences. 
 
2.5.3 Les fluctuations d’énergie des composantes spectrales  
Le sujet des oiselets est présenté ici brièvement dans le contexte des artifices, mais il sera 
approfondi dans la section 2.5.  
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La déﬁnition des oiselets (birdies) 
Un problème peut survenir lorsqu’un codec tente d’accorder un certain nombre de bits à une 
bande de fréquences. Le problème est que l’énergie dans une bande peut varier assez pour 
que la bande soit considérée importante dans certaines trames et négligée dans d’autres 
trames successives. Le résultat est que la composante apparaît et disparaît rapidement dans 
le temps [Liu et al., 2008]. 
 
L’eﬀet des oiselets 
La traduction française du mot anglais birdies est oiselets et cet artifice a eﬀectivement un 
eﬀet similaire au son que font des oiselets. C’est aussi semblable à un son aigu de grelots. La 
Figure 2.11 illustre le spectre d’une trame où une bande de fréquences a été négligée par 
l’encodeur, ce qui crée une vallée spectrale. Le phénomène des vallées spectrales est expliqué 
dans la section 2.5. 
 
 
  
Vallée 
spectrale 
Figure 8: Allocation de bits d'une trame créant une vallée spectrale Figure 2.11: Allocation de bits d'une trame créant une vallée spectrale 
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Comment éviter les birdies 
Une technique d’interpolation est utilisée pour générer des composantes dans des bandes où 
elles sont nulles [Liu et al., 2008]. Plusieurs autres solutions existent et elles seront présentées 
dans la section 2.5.  
 
2.5.4 Autres dégradations  
Il existe des phénomènes, autres que les artifices présentés, qui causent des dégradations de 
la qualité perceptuelle. Par exemple, la musique perd sa richesse lorsque le codec ne possède 
pas assez de bits pour encoder toutes les harmoniques. Cette dégradation est beaucoup plus 
subtile que les autres artifices, mais elle est tout de même présente, particulièrement à bas 
débit. 
 
2.6 Les solutions dans la littérature 
Dans cette section, la définition de l’artifice ciblé par ce projet; soit les oiselets sera présentée 
ainsi que différentes solutions pour corriger le problème. D’autres phénomènes ayant des 
similarités avec l’artifice ciblé seront présentés aussi. 
 
2.6.1 La définition de l’artifice 
Il est important de bien comprendre le phénomène des oiselets si l’objectif est de les 
supprimer. Un point de départ pour comprendre comment l’artifice se manifeste est de lire 
les interprétations des autres auteurs.  
 
L’artifice est décrit de différentes manières dans la littérature et il a fallu clarifier sa définition 
avant de développer un outil pour le supprimer. Dans cette section, les différentes définitions 
seront présentées et au prochain chapitre, une définition plus nuancée sera proposée. 
 
La définition selon l’Audio Engineering Society (AES) 
Une traduction française d’une définition qui est souvent citée par les auteurs est la suivante : 
«Puisque l’allocation de bits peut varier d’une trame à l’autre, il est possible que certains 
coefficients spectraux apparaissent et disparaissent. Ce changement de timbre et ces 
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variations en hautes fréquences sont le résultat de l’artifice connu sous le nom d’oiselets.» 
[Erne, 2001] 
 
Cette citation est tirée d’un article qui est accompagné d’un disque audio qui permet 
d’écouter des exemples des différents artifices décrits. L’exemple pour les oiselets porte à 
confusion puisque les variations d’énergie sont en basses fréquences, ce qui ne concorde pas 
avec la définition donnée. 
 
Par contre, comme il sera présenté dans le chapitre des développements, des fluctuations 
d’énergie sont possibles dans toutes les bandes de fréquences, mais l’effet perçu est différent. 
 
Les vallées spectrales 
Certains autres auteurs [Rettelbach et al., 2011] affirment que des vallées spectrales, sont la 
cause du problème. Une vallée spectrale est définie comme une bande de fréquences 
d’amplitude nulle entre des bandes de fréquences non nulles. Cette bande de fréquences 
d’amplitude nulle survient parce que l’encodeur avait manqué de bits et que le module du 
modèle psychoacoustique avait accordé plus d’importance à d’autres bandes. 
 
2.6.2 Corriger l’artifice des oiselets 
Modifier la boucle d’allocation de bits 
La première approche présentée ici consiste à modifier la boucle d’allocation de bits pour ne 
pas permettre les bandes de fréquences vides ou à remplir ces bandes vides avec du bruit 
[Prakash et al., 2004]. L’objectif ici est d’éviter de créer des vallées spectrales. La Figure 
2.12 représente un exemple tiré de l’article [Prakash et al., 2004] où un échantillon de 
musique a été décompressé à l’aide du codec AAC conventionnel (figure de gauche) et 
décompressé avec la modification apportée à la boucle d’allocation de bits (figure de droite).  
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Figure 2.12: Spectrogrammes obtenus après avoir modifié la boucle d'allocation de bits pour éviter les vallées spectrales 
(Version décompressée à gauche et version modifiée à droite) 
 
Remplir les vallées spectrales 
La deuxième approche présentée ici consiste à remplir les vallées spectrales. Deux techniques 
sont présentées: l’Audio Patch Method et la Noise Filler. 
 
Technique #1 : Audio Patch Method 
L’article [Hsu et al., 2004a] présente une technique pour détecter et corriger les oiselets. Les 
auteurs ont publié un autre article [Hsu et al., 2004b] sur le même sujet, mais différents 
signaux sont utilisés pour la validation.  
 
Cet article décrit aussi la correction d’autres défauts comme la limitation de bande, mais 
seules les techniques pertinentes aux oiselets seront présentées ici. La limitation de bande 
jumelée avec la réplication de bande (SBR) pourrait être une solution envisageable, mais ceci 
implique des modifications au codec, ce qui ne respecte pas la contrainte imposée à ce projet 
d’utiliser la topologie de post-traitement.  
 
Leur définition des oiselets : 
Ils cherchent à corriger le phénomène des vallées spectrales qui sont visibles à la Figure 2.13. 
On voit deux courbes superposées : l’originale et la version décodée contenant une vallée 
spectrale. 
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Figure 2.13: Exemple de vallée spectrale [Hsu et al., 2004a] 
 
Leur approche pour détecter les vallées : 
Les techniques présentées dans [Hsu et al., 2004a] cherchent une portion du spectre où il y a 
des canaux nuls entourés de canaux non nuls. Cette détection doit se faire à l’aide du train de 
bits puisque les auteurs ne mentionnent pas comment s’assurer que leurs trames d’analyses 
coïncident bien avec les trames où l’encodeur a laissé des canaux sans bits. 
 
Leur approche pour le corriger : 
L’approche proposée dans [Hsu et al., 2004a] est de remplir la vallée avec du bruit (zero band 
dithering). L’amplitude du bruit est déterminée en fonction des amplitudes des composantes 
entourant la vallée.  
 
Leurs résultats : 
Les résultats ont été mesurés avec de simples tests subjectifs qualificatifs et des tests objectifs 
quantitatifs utilisant PEAQ. Il est presque certain que cette méthode améliore la note générée 
par PEAQ parce que la note est basée sur une comparaison, entre autres, de l’enveloppe 
spectrale de l’originale et la version rehaussée, puisqu’il n’y avait probablement pas de bande 
nulle dans la version originale. Selon les auteurs, les tests subjectifs montrent que le 
phénomène dérangeant est diminué. 
 
Voici les résultats du premier article pour 16 fichiers sonores évalués par PEAQ (une 
amélioration de 0.1 est audible [Hsu et al., 2004a]) : 
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Tableau 2.1: Première série de résultats du Audio Patch Method [Hsu et al., 2004a] 
Score ODG pour MP3 
Débit  Amélioration 
moyenne 
Amélioration 
maximale 
Dégradation 
maximale 
128 kb/s 0.13 0.76 0.04 
96 kb/s 0.18 0.64 0.04 
 
Voici les résultats du deuxième article pour 12 fichiers sonores (recommandés par MPEG) 
évalués par PEAQ (une amélioration de 0.1 est audible [Hsu et al., 2004a]) : 
 
Tableau 2.2: Deuxième série de résultats du Audio Patch Method [Hsu et al., 2004b] 
Score ODG pour MP3 
Débit  Amélioration 
moyenne 
Amélioration 
maximale 
Dégradation maximale 
80 kb/s 0.32 0.85 Considérée négligeable 
64 kb/s 0.4 1.03 Considérée négligeable 
48 kb/s 0.83 1.59 Considérée négligeable 
 
Technique #2 : Noise Filler 
Essentiellement, l’approche est très semblable à l’Audio Patch Method; des vallées spectrales 
sont cherchées et elles sont remplies de bruit [Rettelbach et al., 2011]. Une différence majeure 
est que l’approche présentée ne remplit pas complètement la vallée spectrale; elle remplit la 
région centrale de la vallée. Les résultats ne sont pas présentés dans le brevet. 
 
Régulariser les coefficients de la MDCT 
La troisième approche consiste à régulariser les coefficients de la MDCT pour pallier au fait 
que l’amplitude dépend de la phase d’une composante spectrale [Daudet et al., 2003]. Encore 
une fois, cette approche s’applique à l’intérieur du codec. 
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Étaler les coefficients spectraux  
Finalement, la quatrième consiste à faire une rotation des coefficients spectraux pour le 
spectre plus parcimonieux avant la quantification [Terriberry et al., (2012)]. Cette technique 
est difficile à comprendre puisque la source est un brevet qui n’est pas écrit de façon très 
explicite. Elle est mentionnée ici pour montrer qu’il y a plusieurs approches employées pour 
tenter de corriger cet artifice. 
 
Filtrer le signal 
Une manière d’éviter les fluctuations d’énergie en hautes fréquences est de filtrer le signal 
avec un passe-bas. La fréquence de coupure peut varier selon le débit auquel le codec 
compresse le signal. Plus le débit est bas, plus le signal est filtré. Par exemple, MP3 à 8 kb/s 
utilise un passe-bas à 3 300 Hz. 
 
Cette solution n’évite pas nécessairement le problème et en plus, elle élimine les hautes 
fréquences qui apportent une richesse au son, donc elle dégrade fortement le signal en évitant 
l’artifice des oiselets. 
 
2.6.3 Corriger des phénomènes semblables aux oiselets 
Il existe des phénomènes qui se manifestent similairement aux oiselets et il est intéressant de 
s’inspirer des méthodes proposées par certains auteurs pour les corriger.  
 
Le bruit musical (Musical noise) 
Le bruit musical est un phénomène qui est causé par des algorithmes de réduction de bruit 
dans les signaux de parole [Goh et al., 1998]. Lorsque le niveau de bruit est mal estimé, des 
petites composantes spectrales peuvent devenir audibles. 
 
Malgré les similarités entre la perception du bruit musical et les oiselets, le bruit musical 
comporte des caractéristiques qui rendent les outils de détection et de correction de ces 
composantes moins appropriés pour la détection et la correction des oiselets.  
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Ces caractéristiques sont les suivantes : les composantes spectrales ne sont pas corrélées au 
signal et elles sont principalement présentent dans les régions où la voix est absente. Les 
oiselets, quant à eux, sont des composantes corrélées au signal et qui sont présentes dans les 
régions actives du signal.  
 
Une autre différence importante est la topologie dans laquelle ces solutions sont appliquées. 
Dans le contexte de réduction de bruit, l’algorithme a accès au signal original, qui est le signal 
bruité dans ce contexte, et le signal modifié. Il est donc possible d’employer une topologie 
complètement intrusive dans ce cas et c’est une différence majeure avec une solution de post-
traitement non intrusive pour corriger les oiselets.  
 
L’effet de bloc en traitement d’images 
La quantification d’une image avec un nombre restreint de bits peut créer un effet de blocs 
(block effect) dans certaines régions de l’image. 
 
La similarité avec les oiselets est que certaines régions de l’image comportent des 
discontinuités comme les composantes spectrales dans un signal audio peuvent aussi 
comporter des discontinuités.  
 
La méthode pour corriger cet effet est de lisser les coefficients de la DCT (transformée 
utilisée pour coder l’image) dans les régions qui ne sont pas des contours [Luo et al., 2003]. 
L’équivalent en audio serait de lisser la composante spectrale après l’attaque.  
 
Autres sujets pertinents dans la littérature 
Lorsque la définition des oiselets a été généralisée pour devenir des fluctuations d’amplitude, 
de nouveaux mots clés sont devenus pertinents. Les nouvelles recherchent ont menées vers 
la découverte du sujet du spectre de modulation. 
Le spectre de modulation [Carlos, 2004] est essentiellement l’analyse fréquentielle de 
l’évolution temporelle de l’amplitude d’un coefficient spectral. Cette technique pourrait être 
utilisée pour détecter les oiselets et le roughness. Des essais ont été faits, mais puisque le 
principe est de faire une analyse spectrale de l’évolution des coefficients spectraux dans le 
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temps, les trames de la première analyse doivent avoir un très grand chevauchement. De plus, 
différencier des fluctuations normales et anormales n’est pas évident. Cette méthode a été 
abandonnée puisqu’elle semblerait être très coûteuse en termes de complexité de calcul, mais 
elle aurait pu être explorée davantage si l’application visée n’avait pas de contrainte de 
complexité. 
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CHAPITRE 3 ALGORITHME DÉVELOPPÉ 
POUR IDENTIFIER ET RÉDUIRE LES 
OISELETS 
 
Ce chapitre présente les travaux originaux de l’auteur. Les travaux sont regroupés en trois 
étapes. Après avoir analysé l’état de l’art, la première phase, soit d’observer le phénomène, 
a été entamée. Cette phase a permis de mieux comprendre comment l’artifice se manifeste et 
donc comment le supprimer. Pour valider ce modèle, il a ensuite fallu supprimer ce qui était 
suspecté d’être l’artifice dans le signal et d’écouter celui-ci pour vérifier que l’effet était 
éliminé ou du moins réduit. Ces tests d’écoute informels ont été complétés par l’auteur 
pendant le développement de l’outil. Par la suite, des tests d’écoute formels avec d’autres 
auditeurs ont été exécutés pour valider que la qualité perceptuelle était augmentée lorsque le 
l’artifice était supprimé. À cette étape, l’outil nécessite une intervention humaine dans la 
prise de décision de ce qu’est un artifice pour chaque signal. Ayant validé le modèle, il a été 
possible de développer un algorithme pour supprimer l’artifice de façon complètement 
automatique. L’étiquetage manuel de l’étape précédente a servi de référence pour le 
développement du classificateur. Les performances de ce classificateur ont été mesurées par 
une analyse statistique des faux positifs et des faux négatifs.  
 
3.1 Observer le phénomène 
Pour pouvoir observer le phénomène, deux ressources étaient nécessaires : des signaux 
sonores où l’artifice était présent et un outil de visualisation du signal permettant de visualiser 
l’artifice. Dans cette section, la manière dont les signaux sonores où l’artifice est présent ont 
été générés sera présentée. Ensuite, la source et le fonctionnement de l’outil de visualisation 
de signaux seront présentés.  
 
3.1.1 Trouver des exemples audio de l’artifice 
La tâche consistant à trouver des exemples de signaux audio où l’artifice était présent était 
plus difficile que prévue. Idéalement, une base de données étiquetée et reconnue par la 
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communauté scientifique devrait être utilisée. Malheureusement, ce qui se rapproche le plus 
de cette base de données idéale est un exemple de l’AES [Erne, 2001]. De plus, cet exemple 
est ambigu puisque l’effet perçu est un bourdonnement en basses fréquences alors que la 
définition présentée à la section 2.6.1 mentionne des variations d’énergie en hautes 
fréquences.  
 
Dans la majorité des travaux reportés dans la littérature, les solutions proposées qui sont 
validées avec des signaux audio ne citent pas la source des signaux et ne mentionnent pas 
explicitement que l’artifice est présent dans ces signaux. Cette méthode de validation est 
problématique puisqu’il est possible que l’algorithme qu’ils proposent améliore la qualité du 
signal sans cibler l’artifice.  
 
L’auteur de l’article [Vincent et al., 2005a] présente un codec qui pouvait créer l’artifice 
nommé les oiselets. Sur son site Internet [Vincent et al., 2005b], il a été possible de 
télécharger des échantillons de musique d’une dizaine de secondes où des oiselets sont 
présents. Ces exemples sont intéressants puisqu’ils respectent la définition de l’AES 
présentée à la section 2.6.1, par contre il n’y a que deux exemples (Cello et Oboe dans la 
section Parametric coding) qui présentent clairement les oiselets, ce qui n’est pas un nombre 
suffisant pour constituer une base de données. 
 
N’ayant pas trouvé de base de données reconnue par les auteurs dans le domaine autre que 
les quelques exemples mentionnés, il a été nécessaire de créer cette base de données. Dans 
un effort de respecter les standards dans le domaine du codage, les fichiers originaux de la 
base de données qui a été utilisée pour valider le codec USAC [ITU-R, 2001] ont été choisis 
pour ce projet.  
 
Cette base de données comportait des signaux de musique, de parole et de musique avec 
parole à différents débits allant de 8 kb/s jusqu’à 320 kb/s. Malheureusement, ce codec génère 
très peu d’oiselets même à 8 kb/s. Une raison qui pourrait expliquer cette réalité est qu’à très 
bas débits, le codec utilise le modèle de codage temporel (ACELP) qui est moins susceptible 
  
  
39 
de générer ce genre d’artifice puisque ce modèle ne base pas son allocation de bits sur une 
analyse fréquentielle qui peut varier d’une trame à l’autre. 
 
Pour générer la base de données d’oiselets, les fichiers originaux de la base de données 
d’USAC ont été convertis en MP3 à 8 kb/s à une fréquence d’échantillonnage de 22 050 Hz. 
La conversion a été effectuée en utilisant LAME v3.99 [Hegemann et al., 2011] et Audacity 
v2.0.6 [Dannenberg et al., 2012]. Le codec MP3 a été choisi puisque c’est un codec 
communément utilisé malgré son âge. Il serait intéressant de vérifier combien d’autres codec 
génèrent des oiselets, mais dans le cadre de ce projet, la preuve de concept sera faite avec 
MP3 seulement. Il serait aussi intéressant de déterminer jusqu’à quel débit MP3 génère des 
oiselets. Ici, on pose l’hypothèse que plus le débit est bas, plus le codec génère l’artifice, et 
donc à 8 kb/s on devrait être en présence d’un maximum de l’artifice. Ce qui est intéressant 
pour le développement d’un outil de détection et de correction puisque les exemples sont plus 
nombreux. 
 
Parmi les 60 échantillons de durée d’environ 10 secondes de la base de données d’USAC qui 
consistent d’échantillons de parole équilibrée phonétiquement et de différents styles de 
musique, 20 ont été choisis pour le développement de l’algorithme proposé. Le nombre a été 
limité pour conserver seulement des échantillons de musique ou de musique avec parole 
puisque MP3 n’a pas été conçu que pour la parole. Ces échantillons représentent différents 
styles de musique mono et multi instrumentales et ont été choisis pour faciliter la détection 
de l’artifice. Il est plus facile de percevoir l’artifice dans les échantillons de musique simple 
lorsqu’il y a peu d’instruments et que le tempo est plus lent. 
 
Il est à noter qu’à 8 kb/s, MP3 est compatible avec différentes fréquences d’échantillonnage 
allant de 8 kHz à 22 kHz. Par contre, peu importe la fréquence d’échantillonnage, le signal 
est filtré avec un passe-bas à 3 300 Hz.   
 
Maintenant qu’il est possible d’écouter des exemples de l’artifice, il reste à développer un 
outil qui permet de le visualiser. 
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3.1.2 Développer un outil de visualisation 
Tel que mentionné dans l’introduction, cet artifice a été choisi parmi d’autres parce que 
l’auteur avait déjà une expérience avec un outil d’analyse de signal qui semblait approprié 
pour le visualiser et corriger l’artifice. 
 
Cet outil est un identificateur de partiel. Le code MATLAB de Dan Ellis [Ellis, 2003] a été 
utilisé comme point de départ et modifié pour répondre aux besoins de l’algorithme proposé.  
 
Un identificateur de partiel est intéressant pour ce projet car il permet d’identifier les 
composantes spectrales et de suivre leur évolution dans le temps.  
 
La Figure 3.1 présente un exemple de l’identificateur de partiel pour un signal musical de la 
base de données. Le spectrogramme présente le domaine fréquentiel en trois dimensions. 
L’échelle du temps est en abscisse, les fréquences en ordonnée et l’amplitude suit le code de 
couleur de la barre de droite. Le signal est un enregistrement d’un instrument à cordes et on 
peut voir qu’il y a des attaques à 0 s, 1 s, 2 s, 4 s, 6 s, 7 s, 8 s, 8¾ s et 9 s. On peut voir qu’il 
n’y a pas de contenu fréquentiel au-delà de 3 300 Hz puisque le signal a été filtré avec un 
passe-bas par le codec tel que mentionné à la section 3.1.1.  
 
 
Figure 3.1: Spectrogramme d’un échantillon de musique instrumentale 
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Pour mieux visualiser les partiels, l’échelle de couleur a été changée pour un dégradé de noir 
et blanc dans la Figure 3.2. 
 
 
Figure 3.2: Spectrogramme d’un échantillon de musique instrumentale en noir et blanc 
 
À la Figure 3.3, on superpose les partiels en vert. Chaque ligne verte correspond à un partiel 
différent. C’est le modèle qui est utilisé pour représenter les composantes spectrales. Donc, 
chaque partiel correspond à une composante spectrale différente.  
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Figure 3.3: Spectrogramme d'un échantillon de musique instrumentale avec partiels en vert 
 
Pour chaque composante spectrale, l’algorithme obtient les informations suivantes: 
1. Les trames où la composante est active. 
2. La fréquence de la composante à chaque trame active. 
3. L’amplitude de la composante à chaque trame active. 
4. La phase de la composante à chaque trame active. 
 
Avec cet algorithme, il est possible d’écouter un échantillon et de regarder les partiels 
simultanément pour être en mesure d’associer les sons perçus aux composantes spectrales 
dans le graphique.  
 
Après avoir écouté les 20 échantillons en visualisant leurs graphiques respectifs à plusieurs 
reprises, il a été possible de déduire les caractéristiques des composantes spectrales qui sont 
des oiselets.  
 
Voici les conclusions de l’analyse de la manifestation des oiselets : 
Le bourdonnement en basses fréquences et les sons d’oiselets sont effectivement des 
fluctuations d’amplitudes dans le temps des coefficients spectraux qui ne sont pas 
normalement produites par des instruments de musique. Ces fluctuations ont deux 
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caractéristiques principales: la fréquence de la composante spectrale et sa modulation en 
amplitude. Les deux tableaux suivants résument ces caractéristiques. Il est important de noter 
que puisque ce projet se concentre sur les oiselets, les effets de bourdonnement en basses 
fréquences ne seront pas ciblés. 
 
Tableau 3.1: Première caractéristique des oiselets 
Caractéristique #1 : La fréquence de la composante spectrale 
Fréquences Effet perçu de la fluctuation 
f  > 1 200Hz Crée l’effet d’oiselet. 
750 Hz < f < 1 200Hz Crée un effet de fluctuation plus grave que le son typique d’un 
oiselet. 
f  < 750 Hz Crée un effet de bourdonnement. 
 
Tableau 3.2: Deuxième caractéristique des oiselets 
Caractéristique #2 : La modulation de l’amplitude de la composante spectrale 
Types de modulation Effet perçu de la fluctuation 
Apparition éphémère (~100 ms) Crée l’effet d’une addition d’un objet sonore. 
L’effet est moins dérangeant si la composante 
apparaît durant une transitoire. 
Apparaît et disparaît avant ou après 
les autres composantes spectrales du 
même objet sonore (p. ex. du même 
instrument de musique) 
Crée aussi l’effet d’une addition d’un objet 
sonore. 
Variation rapide sans disparaître Crée une texture sonore rugueuse (roughness). 
 
La troisième modulation n’est pas considérée comme des oiselets, et ne sera pas ciblée par 
l’algorithme, mais c’est un phénomène semblable pour lequel un traitement semblable à celui 
proposé pourrait être appliqué pour réduire son effet. 
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Il est important de noter que les deux premières modulations sont seulement considérées 
comme des oiselets si elles sont présentes sur une composante spectrale sans l’être sur 
d’autres composantes de façon simultanée.  
 
De plus, une composante spectrale qui pourrait manifester ces modulations anormales est une 
composante qui était présente sans cette modulation dans la version originale du signal. Ceci 
étant dit, elle fait partie du signal original et n’est pas apparue lors du codage. C’est seulement 
que le codec n’avait pas suffisamment de bits pour la coder correctement sur toute sa durée. 
Si on voulait appliquer un traitement sur l’encodeur du codec, il serait intéressant de s’assurer 
que si on alloue des bits à une composante, on le fait de façon continue sur sa présence et 
non de façon sporadique. S’il n’est pas possible d’allouer des bits pour toute sa durée, il serait 
mieux d’en allouer pendant une attaque ou minimalement sur une portion réduite, mais de 
façon continue.  
 
Pour valider que le modèle des oiselets défini dans cette section soit valide, les partiels 
soupçonnés ont été supprimés. De cette manière, si l’effet des oiselets disparaît avec les 
partiels choisis, on peut confirmer que c’est bien ces composantes qui sont responsables du 
phénomène perçu et le modèle est valide. La prochaine section présente l’approche utilisée 
pour supprimer l’artifice. 
 
3.2 Supprimer l’artifice avec intervention humaine 
L’algorithme pour supprimer l’artifice avec intervention humaine est très semblable à 
l’algorithme pour supprimer l’artifice de façon complètement automatique. La seule 
différence entre les deux est au niveau de la classification des partiels. L’intervention 
humaine ici consiste à décider quels partiels sont des oiselets, et donc, quels partiels doivent 
être supprimés. Pour mesurer que la classification par intervention humaine est adéquate, un 
test d’écoute formel a été exécuté. Dans cette section, les objectifs de l’algorithme avec 
intervention humaine, le système utilisé pour y arriver et les résultats seront présentés. 
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3.2.1 Objectifs 
Le premier objectif est de valider que le domaine des partiels soit suffisant pour permettre 
une classification manuelle et que cette classification soit suffisante pour supprimer l’effet 
des oiselets. 
 
Le deuxième objectif est de valider que les auditeurs préfèrent la version où les oiselets ont 
été supprimés. Si ce n’est pas le cas, c’est soit que le l’artifice est trop subtile ou que 
l’algorithme pour le supprimer n’est pas adéquat. 
 
3.2.2 Signaux utilisés 
Les signaux utilisés à cette étape et à celle de l’algorithme complètement automatique sont 
ceux identifiés à la section 3.1.1. C’est-à-dire, 20 signaux de musique ou de musique avec 
parole tirés de la base de données de validation d’USAC. Ces signaux ont été convertis de 
leur format original (wav) au format MP3 à 8 kb/s, à une fréquence d’échantillonnage de 22 
050 Hz en utilisant LAME v3.99 et Audacity. 
 
3.2.3 Description du système 
Voici un schéma-bloc du système qui sera suivi d’une description de chaque bloc avec des 
images du spectrogramme du signal à chaque étape de traitement: 
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Figure 3.4: Schéma-bloc du système avec intervention humaine 
 
Signal compressé 
Le signal compressé correspond à un des signaux décrits à la section 3.2.2. 
 
La Figure 3.5 présente le spectrogramme d’un de ces signaux. Les deux prochaines figures 
ont déjà été présentées à la section 3.1.2, mais sont présentées de nouveau ici afin de faciliter 
la visualisation du traitement à chaque étape de l’algorithme. 
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Figure 3.5: Spectrogramme d’un signal dans la base de données 
 
Identificateur de partiels 
L’identificateur de partiels est le cœur de l’algorithme. C’est un modèle très puissant pour 
l’analyse et le traitement des signaux sonores.  
 
Tel que mentionné à la section 3.1.2, chaque composante spectrale est modélisée par un 
partiel. Un partiel correspond à une ligne verte dans la Figure 3.6 qui correspond encore au 
spectrogramme du même signal, mais avec un changement de l’échelle de couleur pour 
rendre les partiels plus visibles. 
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Figure 3.6: Spectrogramme d’un signal de la base de données et ses partiels 
 
Cet algorithme génère des matrices qui permettent de connaître, pour chaque partiel, les 
trames pendant lesquelles la composante est active et les fréquences, les phases et les 
amplitudes de la composante pendant ces trames. Dans la présente application, la matrice de 
phases n’est pas utilisée. 
 
Par exemple, si un échantillon a été décomposé en N trames et l’algorithme a identifié M 
partiels, les matrices de phases, fréquences et amplitudes seront de dimensions M x N. Donc, 
chaque rangée d’une matrice correspond à un partiel (ou une composante spectrale). Les 
éléments d’une matrice qui correspondent aux trames où la composante est inactive, prennent 
la valeur NaN, qui signifie «pas un nombre» dans le langage MATLAB. Les éléments de la 
matrice qui correspondent aux trames actives de la composante prennent soit la valeur de la 
phase en radians, la fréquence en hertz ou l’amplitude en décibels, tout dépendant de la nature 
de la matrice.  
 
Cet algorithme est utile, puisqu’il permet de connaître la localisation des partiels dans le 
temps et en fréquence ainsi que leurs amplitudes. Il est donc possible de savoir quelles 
composantes sont simultanément actives, leurs durées, etc. Ces informations deviendront 
particulièrement utiles dans le développement de l’algorithme complètement automatique.  
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L’algorithme est une version modifiée de celui développé par Dan Ellis [Ellis, 2003]. Le 
fonctionnement exact est difficile à présenter puisque plusieurs heuristiques (l’amplitude de 
départ, la durée, etc.) sont nécessaires pour extraire les partiels. Néanmoins, il est possible de 
présenter le fonctionnement général du système ici.  
 
Un schéma-bloc de haut niveau de l’algorithme est présenté à la Figure 3.7. Essentiellement, 
le signal sonore est d’abord décomposé en trames de longueur T qui sont ensuite transformées 
dans le domaine des fréquences par une transformée de Fourier discrète (DFT) qui génère K 
coefficients. Ces K coefficients ne comprennent pas des paires de coefficients redondants. 
Alors, pour une trame de 1 024 échantillons, on obtient 513 coefficients. En prenant 
l’amplitude de ces coefficients pour chaque trame, on obtient une matrice qui correspond au 
spectrogramme. La matrice ici est de dimension K x N. 
 
Pour chaque trame, l’algorithme identifie les maximums locaux parmi les coefficients 
spectraux. Ensuite, pour chaque maximum local dans la trame t, l’algorithme trouve le 
maximum local dans la trame t+1, qui est le plus proche en fréquences. Ces maximums 
locaux forment potentiellement un partiel. Un maximum local peut être attribué à un seul 
partiel.   
 
Plusieurs heuristiques interviennent pour déterminer si un groupement de maximums locaux 
correspond à un partiel. Ces heuristiques sont des paramètres qui peuvent être modifiés selon 
l’application. Ce sont les suivants : 
 L’amplitude des maximums locaux 
 La différence fréquentielle d’une trame à l’autre 
 Le nombre de maximums locaux dans le partiel 
 S’il y a des trames où aucune continuité n’a été trouvée pour un partiel, est-
ce qu’il est permis de trouver une continuité dans les trames suivantes? Si oui, 
après combien de trames? 
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Figure 3.7: Schéma-bloc de l'identificateur de partiels 
 
Écoute et visualisation du signal et sélection manuelle des partiels à supprimer 
Cette étape consiste, en quelque sorte, à répéter la tâche décrite à la section 3.1.2. Donc, le 
spectrogramme est visualisé pendant que le signal sonore joue en répétition.  
 
Par contre, cette fois, les partiels qui sont soupçonnés d’être des artifices sont sélectionnés 
manuellement directement dans le graphique de la Figure 3.6. Un simple code MATLAB 
permet à l’utilisateur de sélectionner ces partiels en sélectionnant avec la souris la région du 
partiel. L’index du partiel le plus près de l’endroit sélectionné est ensuite enregistré. La 
Figure 3.8 présente un exemple où les partiels sélectionnés sont identifiés en magenta. 
Cette étape peut être répétée plusieurs fois si le signal obtenu à la fin du traitement contient 
encore l’artifice, ou si trop des partiels qui ne sont pas des artifices ont été supprimés.  
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Figure 3.8: Spectrogramme présentant les partiels sélectionnés manuellement en magenta 
 
Filtrage des partiels 
Le filtrage des partiels sélectionnés se fait dans le domaine du spectrogramme. 
Effectivement, la matrice K x N du spectrogramme est traitée comme une image où un pixel 
est défini comme l’amplitude d’un coefficient k de la DFT à une certaine trame n.  
 
Pour chaque partiel sélectionné à l’étape précédente, les trames où le partiel commence et 
termine ainsi que les canaux de fréquences minimales et maximales définissent un rectangle 
dans le spectrogramme qui sera traité. 
 
Dans cette région, tous les pixels sont remplacés par le pixel ayant l’amplitude la plus faible. 
De cette manière, la composante est supprimée.  
 
Un exemple de ce traitement est présenté aux figures Figure 3.9 et Figure 3.10. À la Figure 
3.9, on voit le spectrogramme de la version MP3 8 kb/s du signal et la Figure 3.10 présente 
le spectrogramme ayant subi le filtrage des partiels sélectionnés. Certains partiels semblent 
demeurer présents, mais leurs amplitudes sont tellement réduites qu’ils passent sous le seuil 
de l’audition en raison des phénomènes de masquage spectral et temporel.  
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Figure 3.9: Spectrogramme d’un signal dans la base de données 
 
 
Figure 3.10: Spectrogramme d’un signal dans la base de données, après filtrage 
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Signal modifié 
Après que les partiels sélectionnés soient filtrés, le signal est transformé du domaine 
fréquentiel (spectrogramme) au domaine temporel. Dans ce format, le signal pourra de 
nouveau être écouté. 
 
La transformation se fait en fenêtrant le résultat de la DFT inverse de chaque trame par la 
même fenêtre qui a été utilisée pour obtenir le spectrogramme, soit la fenêtre de Hann. 
 
Écoute du signal modifié 
À cette étape, on écoute le signal modifié en regardant son spectrogramme pour tenter de 
valider que tous les artifices aient été supprimés et que les partiels qui ne sont pas des artifices 
n’aient pas été supprimés. 
 
Il est important de noter que cette étape de validation est subjective. Une fluctuation d’énergie 
en hautes fréquences peut être désagréable pour une personne et agréable pour une autre. 
L’appréciation générale de ce traitement sera mesurée à la section 3.2.4, mais à cette étape, 
le choix des partiels à supprimer est laissé à la discrétion de l’auteur.    
 
L’artifice est encore perçu 
Si l’artifice est encore perçu ou si trop de partiels ont été supprimés sans être des artifices, il 
faut tenter de déterminer quels partiels ont été mal sélectionnés et recommencer la sélection.  
 
Signal rehaussé 
Si l’artifice est suffisamment bien supprimé et les partiels qui ne sont pas des artifices ont été 
préservés, une version rehaussée du signal a été obtenue, du moins, selon l’auteur. Il est 
intéressant de noter que certains partiels, qui pourraient être des artifices, pourraient être 
préservés sans être audibles en raison des phénomènes de masquage fréquentiel et temporel. 
 
La section suivante présente une appréciation plus générale des signaux obtenus après ce 
traitement. 
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3.2.4 Test et résultats 
Pour valider que les auditeurs préfèrent la version modifiée, un test de type A/B a été exécuté. 
Dans ce test, les auditeurs devaient inscrire leur préférence entre les deux versions d’un signal 
pour tous les 20 signaux.  
 
Ils peuvent réécouter les signaux autant de fois que voulus et peuvent voter de cinq manières 
différentes. Durant le test, la version MP3 8 kb/s et la version modifiée sont présentées 
aléatoirement sous le titre de A ou B. Par contre, pour la présentation des résultats ici, la 
convention est que la version A correspond à la version MP3 8 kb/s sans modifications et la 
version B correspond à la version MP3  8 kb/s avec les modifications décrites à la section 
3.2.3.  
 
Les choix de vote sont les suivants : 
 
Tableau 3.3: Test d’écoute A/B, choix de votes 
Choix de vote Signification 
A >> B A est grandement préféré à B 
A > B A est préféré à B 
A = B A et B sont équivalents 
A < B B est préféré à A 
A << B B est grandement préféré à A 
 
Neuf auditeurs ont participé à ce test. Parmi ces auditeurs, il y avait 5 auditeurs experts et 4 
auditeurs non experts. Voici d’abord les résultats pour tous les auditeurs sous forme de 
graphique et ensuite sous forme de tableau. Les résultats pour chaque groupe d’auditeurs 
seront présentés séparément à l’annexe B.  
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Figure 3.11: Résultats du test d’écoute pour tous les auditeurs 
 
Tableau 3.4: Résultats du test d’écoute pour tous les auditeurs 
Résultats pour tous les auditeurs 
Vote A >> B A > B A = B A < B A << B 
Moyenne 0 % 8,9 % 12,8 % 62,2 % 16,1 % 
 
Interprétation des résultats pour tous les auditeurs 
La plupart du temps (78,3% du temps), la version modifiée (B) a été préférée à la version 
non modifiée (A). Parmi ce 78,3%, il y a un 16,1% des cas où les auditeurs ont grandement 
préféré la version modifiée, donc un gain important de qualité perceptuelle est possible.  
 
Dans 12,8% des cas, soit que les auditeurs ne percevaient aucune différence, ou que les 
différences étaient considérées négligeables entre les deux versions. 
 
Dans 8,9% des cas, les auditeurs ont préféré la version MP3 8 kb/s sans modifications. Une 
raison qui pourrait expliquer ceci est que les auditeurs jugeaient que les partiels supprimés 
ajoutaient une richesse en hautes fréquences et qu’il ne fallait pas les supprimer.  
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Ces résultats sont la cible visée par l’algorithme complètement automatique. En principe, 
l’algorithme complètement automatique ne pourrait pas dépasser ces résultats.  
 
3.3 Supprimer l’artifice de façon complètement automatique 
S’il n’était pas possible de faire une classification adéquate par intervention humaine, il y 
aurait eu deux changements de stratégie possible.  
 
La première consiste à trouver une nouvelle dimension dans laquelle les oiselets sont plus 
évidents. Ce qui voudrait dire que les partiels sont insuffisants.  
 
La deuxième consiste à utiliser une approche de classification par apprentissage machine. 
S’il y a trop de facteurs à prendre en compte pour qu’un humain fasse une classification 
adéquate, il serait mieux de présenter un grand nombre d’exemples à un algorithme 
d’apprentissage machine telle que les machines à vecteurs de support (SVM), les réseaux de 
neurones artificiels, des modèles de Markov caché, etc.  
 
Une approche par apprentissage machine a été envisagée initialement, mais l’approche n’a 
pas été retenue pour deux raisons principales.  
 
Premièrement, ces approches nécessitent un grand nombre d’exemples étiquetés. Comme 
mentionné dans la section 3.1.1, une base de données d’oiselets n’existe pas. Il serait donc 
nécessaire d’en créer une assez grande pour avoir assez d’exemples pour entraîner un 
algorithme d’apprentissage machine, ce qui est une tâche extrêmement longue puisqu’il faut 
étiqueter les partiels problématiques manuellement, ce qui est une tâche difficile en soit.  
 
Deuxièmement, dans un stade avancé du projet, un SVM a été essayé, mais les performances 
n’étaient pas suffisantes. Le problème est potentiellement juste une question de manque 
d’exemples ou d’un mauvais choix de paramètres de configuration de l’algorithme, ou de 
caractéristiques pour chaque partiel, mais peu importe la nature du problème, il était très 
difficile de contrôler le type d’erreur de classification. Pour qu’un algorithme d’apprentissage 
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machine performe bien dans ce type de contexte, il doit prendre en compte les facteurs 
perceptifs du système auditif humain. 
 
Effectivement, l’algorithme accorde la même importance à chaque partiel, alors qu’au niveau 
perceptuel, certains partiels sont beaucoup plus importants que d’autres. Si l’importance 
perceptuelle de chaque partiel était connue, il serait possible d’utiliser un système de points 
pour chaque classification. Par exemple, la bonne classification d’un partiel important 
pourrait valoir 3 points et un partiel moins important, 1 point. Il serait ensuite possible 
d’utiliser un algorithme d’optimisation pour mieux définir les seuils de classification. 
Malheureusement, pour obtenir cette information, il faudrait étiqueter tous les partiels de 
nouveau et prendre en compte le masquage, ce qui est une tâche énorme. En évitant les 
algorithmes d’apprentissage machine, il semblait plus facile de contrôler le genre d’erreur de 
classification.  
 
3.3.1 Objectifs  
Maintenant qu’il a été démontré que l’algorithme avec intervention humaine peut augmenter 
la qualité perceptuelle, il devient intéressant de déterminer s’il est possible de remplacer 
l’intervention humaine par un algorithme de classification intelligent.  
 
Pour limiter la consommation des ressources temporelles du groupe de recherche, les 
performances ne seront pas mesurées avec un test d’écoute formel, mais avec les statistiques 
de la classification.  
 
Ces statistiques sont suffisantes pour avoir une bonne idée des performances si on pose 
l’hypothèse que l’algorithme ne peut pas faire une meilleure classification que la 
classification manuelle. Dans quel cas, une classification précise à 100% donnerait 
exactement le même résultat que le test d’écoute exécuté pour l’algorithme avec intervention 
humaine et une classification moins précise donnerait un moins bon résultat. Une estimation 
plus détaillée est présentée à la section 3.3.3. 
 
 ALGORITHME DÉVELOPPÉ POUR IDENTIFIER ET RÉDUIRE LES OISELETS 
 
58
L’objectif est donc d’avoir une classification la plus précise possible et cette précision sera 
mesurée à l’aide de statistiques qui seront aussi présentées à la section 3.3.3.  
 
3.3.2 Description de l’algorithme 
L’algorithme complètement automatique est semblable à l’algorithme avec intervention 
humaine en ce qui concerne le domaine de représentation (Identificateur de partiels) et la 
méthode pour supprimer les partiels sélectionnés (Filtrage des partiels).  
 
Les différences sont au niveau de la classification. La classification par intervention humaine 
comprend des étapes implicites qu’il faut rendre explicites. Effectivement, pour déterminer 
si un partiel est un artifice ou pas, l’usager se base sur ses connaissances et sur les 
caractéristiques des partiels. Puisqu’une approche par système expert est employée, il faut 
traduire les connaissances et caractéristiques dans un langage qu’un ordinateur peut 
interpréter.   
 
Ces connaissances et caractéristiques sont représentées par les modules « Regrouper les 
partiels », « Extraction de paramètres (features) » et « Classification des groupements » à la 
Figure 3.12. Les autres modules sont identiques à ceux présentés dans la section de 
l’algorithme avec intervention humaine et les descriptions ne seront pas répétées ici.  
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Figure 3.12: Schéma-bloc de l'algorithme complètement automatique 
 
Regrouper les partiels 
Pendant les premiers développements du classificateur, il est devenu clair qu’il était utile de 
prendre en compte les partiels avoisinants lors de la classification d’un partiel. Les 
caractéristiques exactes qui sont extraites seront présentées dans la description du prochain 
module. Ici, la méthode pour regrouper les partiels est présentée. 
 
Les partiels sont regroupés dans le domaine des partiels en fonction de leur proximité en 
temps et en fréquence. La première étape dans le regroupement est de calculer l’enveloppe 
temps-fréquences. Toujours dans le domaine des partiels, cette enveloppe suit le partiel de 
fréquence maximale pour chaque trame. Cette enveloppe est lissée en forçant les points de 
deux trames adjacentes de distance inférieure à 150 Hz de prendre la valeur de leur voisin le 
plus proche.  À la Figure 3.13, on voit une portion agrandie du spectrogramme de la Figure 
3.8. Ensuite, à la Figure 3.14, on voit l’enveloppe temps-fréquences qui est représentée par 
le tracé en magenta qui suit le contour des partiels en hautes fréquences. 
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Figure 3.13: Portion agrandie du spectrogramme 
 
Cette enveloppe permet de définir des bornes temporelles aux groupements. Les bornes sont 
définies par les variations de l’enveloppe, c’est-à-dire entre deux points où la dérivée de 
l’enveloppe est non nulle. Dans un premier temps, tous les partiels entre deux bornes sont 
regroupés. Si un partiel est présent entre plusieurs bornes, il est associé aux bornes dans 
lesquels il a le plus grand nombre de trames actives. 
 
Ensuite, le regroupement est analysé afin de déterminer s’il y a des distances supérieures à 
300 Hz entre deux partiels. Si oui, le groupement est séparé à cet endroit pour former deux 
groupements distincts.  
 
À la Figure 3.14, les différents groupements sont représentés par les couleurs cyan, bleu, 
rouge, magenta et jaune. Les groupements sont colorés en alternant successivement entre ces 
cinq couleurs, donc si un groupement est bleu dans la portion gauche de la figure, il n’est pas 
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associé au groupement bleu dans la région droite de la figure. Les partiels en vert 
n’appartiennent pas à des groupements puisqu’ils sont de fréquences trop basses (< 1 200 
Hz) pour être considérés des oiselets, tel que décrit au tableau 3. 
 
Figure 3.14: Exemple d'enveloppe temps-fréquences 
 
Il est important que tous les artifices se retrouvent dans ces groupements, parce que seuls les 
partiels groupés seront classés. Avant de faire la classification, des caractéristiques doivent 
être extraites pour chaque groupement. 
 
Extraction de paramètres 
Pour chaque groupement, l’algorithme extrait les paramètres suivants : 
 Le nombre de partiels dans le groupement 
 La distance fréquentielle entre le groupement et les partiels inférieurs 
 La longueur des partiels qui sont seuls dans leur groupe 
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La distance fréquentielle est obtenue en calculant la distance entre chaque point (trame) du 
partiel de fréquence la plus basse du groupe et le ou les partiels inférieurs au groupe. Ensuite, 
seule la deuxième plus petite distance est retenue comme paramètre pour le classement. On 
prend la deuxième plus petite et non la plus petite parce que la distance d’une trame n’est pas 
représentative de la distance fréquentielle du groupe pour toute sa durée, mais à partir de 
deux trames on peut déterminer arbitrairement que c’est une distance représentative. Par 
exemple, dans la Figure 3.15, la plus petite distance entre le partiel en rouge et les partiels 
inférieurs est représentée en orange à la gauche, mais la valeur retenue est celle en bleu, soit 
la deuxième plus petite distance. 
 
 
Figure 3.15: Exemple de calcul du paramètre de distance fréquentielle pour un groupement de partiels 
 
Classification des groupements 
Les paramètres extraits sont ensuite utilisés pour déterminer quels groupements sont des 
artifices à l’aide de deux règles simples. 
 
La première règle est la suivante : 
Si la valeur du paramètre de distance fréquentielle est supérieure à 300 Hz et le 
nombre de partiels est inférieur à cinq, tous les partiels dans le groupement sont 
classés comme étant des artifices. 
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La deuxième règle est la suivante : 
S’il y a seulement un partiel dans le groupe et sa longueur est inférieure à quatre trames 
actives, le partiel est classé comme étant un artifice. 
 
Ces partiels sont ensuite filtrés pour être supprimés tels que décrits dans la section 3.2.3. Tous 
les autres partiels sont considérés comme n’étant pas des artifices.  
 
3.3.3 Performances et statistiques 
Comme mentionné, les performances de cet algorithme n’ont pas été mesurées par des tests 
d’écoute. Les performances sont mesurées à l’aide de statistiques sur les classifications 
présentées dans le tableau 7. Ces statistiques sont valident pour la base de données de 20 
signaux utilisée depuis le début de ce projet. 
 
Lors de la phase de sélection manuelle, représentée par le schéma-bloc à la Figure 3.4, pour 
les 20 signaux, 800 partiels ont été identifiés comme étant des oiselets. Ces artifices 
représentent  6,94% de tous les partiels dans les 20 signaux. Cette valeur n’est pas 
nécessairement représentative de tous les signaux possibles puisque la base de données est 
composée seulement de signaux présentant l’artifice et pas tous les signaux ne contiennent 
l’artifice, même à ce bas débit. 
 
L’algorithme complètement automatique a été en mesure de repérer 75,62% des artifices 
identifiés manuellement. Il y a donc 24,38% des artifices qui n’ont pas été détectés et donc 
qui n’ont pas été supprimés et qui vont continuer à dégrader la qualité perceptuelle. 
 
Parmi les partiels qui ne sont pas des artifices, 91,32% ont été bien classés. Ce qui veut dire 
que 8,68% des partiels ont été classés comme des artifices et supprimés par erreur, ce qui 
dégrade aussi la qualité puisque de l’information utile a été supprimée.  
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Tableau 3.5: Performances et statistiques de l’algorithme complètement automatique 
Données sur l’artifice pour 20 signaux 
Nombre total de partiels 11 528 
Nombre d’oiselets 800 
Nombre de non-oiselets 10 728 
Pourcentage de partiels oiselets 6,94 % 
Pourcentage de vrais positifs 75,62 % 
Pourcentage de vrais négatifs 91,32 % 
Pourcentage de faux positifs 8,68 % 
Pourcentage de faux négatifs 24,38 % 
 
Une manière simpliste d’estimer le pire cas de l’impact perceptuel de ces résultats serait de 
rapporter l’erreur de classification sur les résultats du test d’écoute. La somme des 
pourcentages des erreurs de classification est de 8,68% + 24,38% = 33,06% 
 
Tableau 3.6: Estimé des résultats de l'algorithme complètement automatique 
 Dégradation du 
signal 
Aucun impact Amélioration du 
signal 
Résultats avec intervention 
humaine (mesurés) 
8,9% 12,8% 78,3% 
Résultats de l’algorithme 
complètement 
automatique (estimés) 
8,9% + 33,06% = 
41.96% 
12,8% + 0% = 
12,8% 
78,3% - 33,06% = 
45,24% 
 
Dans ce pire cas, l’algorithme complètement automatique dégrade le signal autant qu’il 
l’améliore. Par contre, ces valeurs ne sont que des estimés du pire cas et il est possible que 
les résultats soient meilleurs que ce qui est présenté dans le tableau.  
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CHAPITRE 4 CONCLUSION 
 
4.1 Contexte 
Ce projet s’inscrit dans le cadre d’une maîtrise de type recherche en ingénierie électrique 
dans le domaine du traitement de signal audio numérique.  
 
Le point de départ était l’idée de développer un algorithme de post-traitement afin 
d’améliorer la qualité perceptuelle du signal sans augmenter le débit de compression du 
codec. Un tel algorithme est intéressant puisque, idéalement, il permettrait de transmettre un 
signal très compressé qui consomme très peu de bande passante, donc de très mauvaise 
qualité, et d’appliquer un traitement après de décodeur pour finalement obtenir un signal de 
très bonne qualité. Il est important de noter que l’algorithme ne tente pas nécessairement de 
rapprocher le signal compressé au signal original, mais tout simplement de rendre sa qualité 
perceptuelle plus agréable. 
 
La première étape entreprise était de tenter de découvrir quels aspects d’un signal sonore 
numérique déterminent sa qualité perceptuelle. Il a donc été nécessaire d’étudier comment la 
qualité perceptuelle est mesurée. Il y a deux grandes familles de techniques pour mesurer la 
qualité perceptuelle. La première est le test d’écoute subjectif où des auditeurs évaluent le 
signal et lui donnent un score. Cette méthode est la plus fiable, mais la plus coûteuse en 
ressource, et c’est ce qui a motivé le développement de la deuxième méthode qui est un test 
objectif. Pour les signaux de musique, le score des tests objectifs est généré par un algorithme 
qui compare la version originale avec la version compressée qui est la version à évaluer, un 
bon exemple étant PEAQ. Dans une application de post-traitement où il n’est pas possible 
d’avoir accès à la version originale, un algorithme comme PEAQ n’est pas utilisable.  
 
Un premier projet était envisagé à ce stade de développement. Le projet était de décomposer 
un grand nombre de signaux sonores en une multitude de caractéristiques et de corréler les 
caractéristiques et les scores de qualité perceptuelle pour tenter de déterminer les facteurs qui 
font qu’un signal est de bonne qualité perceptuelle. L’objectif de ce projet n’était pas de faire 
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du post-traitement, mais plutôt de déterminer quoi faire comme traitement pour améliorer la 
qualité perceptuelle. Ce projet semblait dépasser le cadre d’une maîtrise, donc il a fallu 
diminuer l’envergure du projet. 
 
Puisqu’il semblait difficile de déterminer les facteurs qui améliorent la qualité perceptuelle 
du signal, la stratégie est devenue de découvrir et de corriger les facteurs qui dégradent la 
qualité perceptuelle du signal. Dans la compression des signaux à bas débits, l’apparition 
d’artifice peut grandement détériorer la qualité du signal. Un de ces artifices est la fluctuation 
d’amplitude des composantes spectrales (oiselets). Puisque l’auteur avait déjà une expérience 
avec la décomposition de signal sonore en partiel, l’artifice semblait être une bonne cible. 
 
4.2 Description du projet 
Le projet était de développer un algorithme capable de localiser et de supprimer l’artifice 
choisi, soit les oiselets dans de vrais signaux de musique compressés à bas débits par un vrai 
codec. Le codec choisi était MP3 parce qu’il générait beaucoup d’exemples de cet artifice à 
8 kb/s.  
 
Les signaux de musique provenaient de la base de données de validation du codec USAC 
[ITU-R, 2001].  
 
Dans un premier temps, la manifestation de l’artifice a été étudiée à partir de la représentation 
par spectrogrammes des signaux et de leurs partiels.  
 
Ensuite, les partiels soupçonnés de produire des artifices ont été supprimés pour évaluer leur 
impact sur la production d’artifices. Un test d’écoute formel a permis de valider qu’ils étaient 
effectivement à la source des artifices qui dégradaient la qualité perceptuelle dans la majorité 
des cas. À cette étape la classification est faite manuellement par l’auteur. 
 
Finalement, un classificateur automatique de type système expert a été développé pour faire 
la classification automatiquement des partiels à l’origine des artifices. 
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4.3 Contributions et résultats 
L’étude de l’artifice dans le domaine des partiels n’est pas faite par d’autres auteurs dans la 
littérature et les développements ont montré que c’est un domaine très efficace pour 
supprimer l’artifice. 
 
Les tests d’écoute ont montré que supprimer les partiels classés manuellement comme étant 
des artifices a permis d’améliorer la qualité perceptuelle des signaux dans 78% des cas. Dans 
12% des cas, aucune différence n’était perçue et dans 10% des cas, le traitement proposé 
causait une dégradation de la qualité perceptuelle. 
 
L’algorithme de classification permet de classer 75% des artifices et 91% des partiels qui ne 
sont pas des artifices correctement. Ainsi, 25% des artifices ne sont pas détectés et donc pas 
supprimés et 9% des partiels ont été mal classés et supprimés par erreur. 
 
4.4 Travaux futurs 
Les développements présentés dans ce mémoire ne permettent pas de supprimer toutes traces 
de l’artifice ciblé, mais ils présentent une approche pour laquelle la preuve de concept est 
validée. Des améliorations sont possibles et certaines d’entre elles seront présentées dans ce 
chapitre. 
 
De plus, ces développements ouvrent la porte à plusieurs autres applications de nature 
différentes. Ces applications seront aussi présentées ici.  
 
4.4.1 Améliorer l’algorithme complètement automatique 
Il serait possible de continuer à améliorer la classification de l’algorithme complètement 
automatique en continuant d’utiliser la démarche de développement utilisée. La classification 
présentée ici n’est pas une classification optimale, mais plutôt satisfaisante puisqu’elle 
permet de répondre à la question de recherche initialement posée, et donc, il semblerait 
justifié de mettre fin aux développements. 
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La question de recherche était la suivante : 
Est-ce possible de déterminer et de localiser, de façon non intrusive, les caractéristiques 
qui dégradent la qualité perceptuelle dans un signal de musique compressé à bas débit? 
 
Les développements ont montré qu’il est possible de localiser 75% des partiels qui sont 
responsables de l’artifice nommé les oiselets dans la musique compressée à bas débit et qu’il 
est possible d’améliorer la qualité perceptuelle de ce signal en les supprimant.  
 
La démarche utilisée pour le développement du classificateur était la suivante : 
0. Développer un outil de visualisation qui colore les partiels différemment selon leur 
classification. Ex. Les vrais positifs en magenta, les vrais négatifs en vert, les faux 
positifs en jaune et les faux négatifs en rouge. De cette manière, il est facile de voir 
les différents types d’erreur de classification. 
1. Enregistrer les performances du classificateur nommé par exemple : CLASS_REF en 
termes de vrais positifs et de vrais négatifs et noter les caractéristiques des 
partiels/groupes de partiels qui sont mal classés. 
2. Définir de nouvelles règles qui tentent de réduire ce type de mauvaise classification. 
3. Enregistrer les performances du classificateur actuel nommé par exemple : 
CLASS_NEW en termes de vrais positifs et de vrais négatifs et noter les 
caractéristiques des partiels/groupes de partiels qui sont mal classés. 
4. Si CLASS_NEW est meilleur que CLASS_REF, CLASS_REF devient 
CLASS_NEW et ont reprend à l’étape 2. 
Si CLASS_NEW est moins bon que CLASS_REF on reprend à l’étape 2.  
 
Cette démarche peut être continuée jusqu’à ce que le classificateur devienne optimal.  
 
4.4.2 D’autres approches de traitement  
Dans la solution proposée, les oiselets sont supprimés, mais il serait possible de réduire leur 
effet dérangeant par synthèse. Effectivement, lorsqu’un partiel apparaît et disparaît 
rapidement ou si son amplitude fluctue de manière trop importante, l’effet est dérangeant. 
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Alors, il est plausible qu’extrapoler un partiel pour allonger sa durée ou pour remplir les 
trames où il disparaît pourrait améliorer la qualité du signal davantage. 
 
Cette synthèse est possible et raisonnablement facile dans le domaine des partiels, puisqu’on 
possède la phase, la fréquence et l’amplitude du partiel à chaque trame. Pour avoir un effet 
plus naturel, il serait important de prendre en compte les partiels appartenant au même groupe 
harmonique que le partiel ciblé. Effectivement, en musique, une note est composée de 
plusieurs partiels qui représentent les harmoniques et pour avoir un son naturel, les 
harmoniques doivent avoir une évolution qui est compatible avec l’évolution des autres 
harmoniques de la note.  
 
Certains auteurs tentent de réduire l’effet des oiselets en remplissant les bandes de fréquences 
nulles en utilisant du bruit, mais dans le domaine des partiels il serait possible de générer des 
harmoniques synthétiques qui seraient potentiellement beaucoup plus agréables que du bruit.  
 
4.4.3 Utiliser les partiels pour d’autres applications en audio 
Un identificateur de partiels est un outil puissant qui permet d’analyser un signal sonore et 
de le modifier. Par exemple, la compagnie Izotope offre un produit (RX 4) qui permet de 
supprimer des partiels dérangeants, comme un sifflement dans un enregistrement en cliquant 
sur un partiel dans un spectrogramme.  
 
Il serait aussi possible d’utiliser les partiels pour générer des sons artificiels, que ce soit pour 
ajouter des harmoniques, changer les harmoniques pour changer le timbre, changer 
l’intonation, etc. 
 
4.4.4 Vers un algorithme d’évaluation objective de la qualité perceptuelle 
Au début du projet, un algorithme capable d’évaluer la qualité perceptuelle d’un signal de 
musique sans connaître la version originale a été cherché, mais cet algorithme n’existe pas. 
 
Une approche qui pourrait être envisagée pour développer un tel algorithme serait d’utiliser 
des modules qui détectent les artifices de codage sans connaître la version originale du signal 
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et qui génèrent un score pour chaque artifice. Ensuite, ces scores pourraient être combinés de 
manière à générer une mesure qui représente la qualité perceptuelle du signal, comme c’est 
le cas d’un des modules de P.563, présenté dans la section 2.3.4. 
 
Dans cette optique, une version améliorée de l’algorithme développé dans ce projet pourrait 
être utilisée pour détecter les oiselets. 
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ANNEXE A – ÉCHELLE DE BARK 
 
Tableau A.1: Définition de l'échelle de Bark 
Numéro de la bande 
critique (Bark) 
Fréquence centrale 
(Hz) 
Fréquence de 
coupure (Hz) 
Bande passante (Hz) 
  20  
1 50 100 80 
2 150 200 100 
3 250 300 100 
4 350 400 100 
5 450 510 110 
6 570 630 120 
7 700 770 140 
8 840 920 150 
9 1000 1080 160 
10 1170 1270 190 
11 1370 1480 210 
12 1600 1720 240 
13 1850 2000 280 
14 2150 2320 320 
15 2500 2700 380 
16 2900 3150 450 
17 3400 3700 550 
18 4000 4400 700 
19 4800 5300 900 
20 5800 6400 1100 
21 7000 7700 1300 
22 8500 9500 1800 
23 10500 12000 2500 
24 13500 15500 3500 
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ANNEXE B – DONNÉES DU TEST D’ÉCOUTE 
 
Voici les résultats pour les deux différents groupes d’auditeurs, soient les auditeurs experts 
d’abord et les non-experts ensuite. Les résultats sont similaires, mais on peut voir que les 
auditeurs experts apprécient légèrement moins le traitement (73% plutôt que 85%) et qu’ils 
trouvent que le traitement est insignifiant dans beaucoup plus de cas (19% plutôt que 5%). 
  
 
Figure B.1: Résultats du test d’écoute pour les auditeurs experts 
 
Tableau B.1: Résultats du test d’écoute pour les auditeurs experts 
Résultats pour les auditeurs experts 
Vote A >> B A > B A = B A < B A << B 
Moyenne 0 % 8 % 19 % 54 % 19 % 
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Figure B.2: Résultats du test d’écoute pour les auditeurs non experts 
 
Tableau B.2: Résultats du test d’écoute pour les auditeurs non experts 
Résultats pour les auditeurs non experts 
Vote A >> B A > B A = B A < B A << B 
Moyenne 0 % 10 % 5 % 72,5 % 12,5 % 
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