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ABSTRACT 
The thesis describes a stochastic procedure developed for assessing 
risk and reducing uncertainty inherent in the investment decision making 
process. It is proposed that the two most important profitability 
financial ratios in relation to investment decisions are the return on 
equity and the return on assets respectively. In order to exploit their 
use as criteria for risk measurement and uncertainty reduction, a stochastic 
formulation is adopted in which these ratios are expressed in probabilistic 
terms. A density function to describe their behaviour is derived; it 
is found that density distribution analysis for both ratios indicate 
that the Weibull distribution apart from being the most flexible and 
adaptable model of all those considered, provides the best overall fit 
to the data. It is accordingly used in the latter part of the research 
for evaluating industrial sector and company investment risk. 
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1.1 Objectives of the study 
It has become more obvious in recent years, as suggested in the 
financial literature (Mao, 1970a, 1976), that there is an apparent lack 
of knowledge concerning the application of problem solving methods to 
real world problems. At the present time, as commented in Thuesen (1976), 
most academic research in engineering economy and other related 
disciplines such as management science based on quantitative modelling, 
is confined broadly to three main areas: 
i) the development of new analytical techniques; 
ii) the investigation of the mathematical rigour of existing 
analytical methods; 
iii) the actual application of the available analytical approaches 
to the solution of real problems. 
This study is primarily concerned with the third type of study; 
starting from the premise that there is apparently a lack of knowledge 
with regard to the application of available techniques to risk analysis, 
the purpose of this research is to describe a stochastic procedure 
developed for resolving uncertainty and assessing the risk inherent 
in certain financial investment decisions related to the choice of 
industrial investment sector and company suitable for investment. 
The main objective is to present an improved approach for analysing 
the risk of investment decisions. Input data for the analysis are 
derived from the profitability (in relation to investment) financial 
ratios profile; the purpose of doing this is two-fold. 
-2- 
Firstly, it is the author's view that the only consistent way of 
assessing relative risk of an investment on the basis of industrial sector 
characteristics as reflected in their financial ratios, is to quantify 
this in terms of probability distributions related to the variation of 
the various profitability financial ratios. Thus, it is necessary to 
adopt a stochastic formulation which requires these ratios to be expressed 
in probabilistic terms so as to derive a density function to describe 
their behaviour. The characterisation of these distributions is accordingly 
used to make assessments about risk and return for a particular industrial 
sector and/or company. The probabilistic estimates can also be conveniently 
used as useful inputs to expectation models to assist investors and decision 
makers when differentiating between available investment alternatives. 
Secondly, from the viewpoint of differentiating among industrial 
sectors risk, it is desirable to obtain a characterisation of the probability 
function of the profitability ratios; this is preferable to obtaining 
a-specification of the first two moments of the distribution, i. e. mean 
and variance. This is because given the asymmetry of the profitability 
ratios the variance of an industrial sector distribution may not always 
provide an adequate dispersion measure for risk analysis. To use the 
variance of a probability distribution of an industrial sector as a measure 
of risk is to assume that an investor uses the industrial sector mean as 
the measure of return and perceives risk as the possibility that the 
actual return on his investment may be either above or below the expected 
return. Hence, it seems that the use of the normal distribution for 
comparisons of an investigated ratio within industrial sectors is 
insufficient for making meaningful inferences. 
A"criticism of most models used to date for analysing investment 
decisions is that they assume normality described by two parameters. As 
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will be shown later actual return profiles can be highly skewed, so that 
the assumption of normality is both incorrect and misleading. 
Finally, it is expected that the usefulness of using the entire 
probability distribution related to profitability ratios of investment 
leads to significantly more accurate assessments regarding risk and return. 
These estimates should be of potential value to investors in evaluating 
investment opportunities and to decision makers alike in evaluating 
the feasibility of investment projects. 
1; 2 The Importance of Risk Analysis 
Risk, return and uncertainty are inseparable elements in evaluating 
many forms of investment opportunities. Investment appraisals that fail 
to consider these important elements are likely to be of little practical 
value. 
Keller (1975) contends that the economic and financial world in which 
companies operate has possibly never been subject to greater uncertainty 
than at present. Drastic changes in material prices, labour rates-and 
interest rates cause large uncertainties in any assessment of expected 
returns for a given investment. The acceptability of an investment involves 
the evaluation of at least these basic figures and the calculation of 
returns offered under different possible, yet uncertain, future outcomes 
or states of nature. Nevertheless, decisions have to be made continuously; 
those decisions made in the presence of uncertainty, put the investor 
and the decision maker, at risk. 
To date, virtually all traditional financial analysis has been based 
on the assumption of deterministic models and deterministic forecasts 
of future returns, which do not take any proper account of the risk 
of returns., This type of analysis assumes that if certain conditions are 
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imposed on an investment, then subsequent behaviour can be determined. 
Thus, in order to-deal with the concepts of risk and uncertainty. 
in a consistent manner, the calculus of probability offers a unifying method 
of quantifying and dealing with risk. The main departure from the 
traditional deterministic models being that there is no unique predetermined 
behaviour of a financial variable, but rather a spectrum of possible 
outcomes for each investment decision. Hence, by evaluating probabilities 
for each of the possible outcomes, it is possible to use these probabilities 
as a criterion to evaluate the feasibility of alternative investments. In 
a similar manner, by calculating the probabilities of achieving different 
returns, investors and decision makers can assess the risks inherent with 
each investment decision, and accordingly evaluate the different alternatives 
with regard to optimal decision making. 
1.3 Scope of the Study 
The present study concentrates on the consideration and quantification 
of risk and uncertainty in the investment decision making process. The 
term investment in the present context is used to define the outlay of 
financial resources in the expectation of future profit returns. The 
term investment decision making process comprises the way in which investors 
allocate financial resources, particularly money; that is, for which 
industrial sectors, in which companies, on what amounts, and under what 
conditions. Similarly, from a company's viewpoint, the same principles 
apply - for what programs, in what amounts, and under what conditions. 
Also, the emphasis in this study on the probabilistic risk analysis 
assumes that there is an objective against which an investor can measure 
the results of his policies or course of action. It is proposed here 
that the objective of the investor is to maximise the probability of 
-5- 
achieving at least a specified target return. Consequently, in defining 
risk, it is assumed that whether an investor is oriented towards current 
income in the form of dividends or towards capital gains in terms of 
earnings per share, his ultimate goal is to earn a satisfactory rate of 
return. Hence, the risk associated with an investment proposal is 
defined as the probability that the actual return might fall below the 
investor's-specified target return. Alternatively, it can be measured 
in terms of maximising the probability of achieving at least that specified 
target return. This definition of investment risk differs from the generally 
accepted concept which defines risk as the variance of return (Markowitz, 
1959). 
As discussed in section 1.1, to use the variance as a measure of risk 
is to assume that the investor uses the expected value as the measure 
of return, and perceives risk as the possibility that his actual return may 
be either below or above the expected value. The definition of risk 
proposed here assumes that an investor has a specified target return, 
(which might or might not be the expected value) that he would like to 
achieve from his investment and accordingly, the investor would perceive 
risk in terms of failing to achieve his specified target return. In the 
view of the author, it would seem then-that a more precise and 
significant criterion to assess investment risk is to use a target return 
as the point of reference and to measure it either by the probability 
of not achieving the specified target return or alternatively by maximising 
the probability of achieving a return at least as large as the specified one. 
The study has been divided into seven chapters. The present chapter, 
in the first part, describes the objectives of the research, the importance 
of risk analysis and the scope and limitations of the study. The second 
part develops a brief background in probability theory, which is necessary 
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to treat uncertainty explicitly in the investment problem. It also 
gives a brief review of the conventional techniques for financial evaluation. 
Chapter Two presents a review of the literature and describes previous 
attempts made to assess risk and uncertainty. Chapter Three develops 
a background for various statistical methods adopted for analysing the 
data. The importance of financial variables as reflected in the 
profitability ratios in relation to investment as input data for assessing 
risk and justifies the use of these ratios is discussed in Chapter Four. 
The statistical methods given in Chapter Three are applied in 
Chapter Five to derive the probability distribution function for the 
selected industrial sectors profitability ratios. In Chapter Six, 
analytical approaches to investment risk based upon the probability 
profiles of the profitability ratios are developed for analysing investment 
alternatives in the face of uncertainty. Chapter Seven presents the 
main conclusions drawn from this study, defines further research 
requirements in the subject and contains, in an addition to recommendations 
for future research, recommendations for additional applications of the 
present study. 
1; 4 Limitations of the Study 
This study is confined to the assessment of risk associated with the 
profitability of an industrial sector and/or company. In this research, 
profitability in relation to investment is measured with reference to 
company's annual profit return on its equity capital and total assets. 
The return on equity capital is defined as the ratio of profit (net of 
taxes) to shareholders' equity less the profits for the period. The 
return on total assets (or return on investment) is defined as the ratio 
of net profit-(plus interest payments) as a percentage of total assets 
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or total investment in the firm: The term return could also refer to 
either payback, net present value, yield or any other measure. 
Although it is recognised that there could be other characteristics 
which may influence the degree to which industrial investment sector and 
company risk might not be directly represented in the selected ratios 
in this research, the analysis has been limited to those ratios related 
to profits in relation to investment and its relevance to investment risk. 
The additional characteristics which are not directly reflected by the 
selected ratios are in some form or-another represented in these ratios 
as is explained at length in Chapter Four. 
Finally, the data analysed in the present study has-been limited to 
major industrial sectors of the Colombian economy. This was particularly 
chosen because of the availability of the data and the familiarity of the 
author with the Colombian economy. 
1.5 ' 'Risk and 'Uncertainty 
Writers differentiate between the terms of risk and uncertainty in 
many different ways (Hertz, 1964; Barish, 1962; Farrar, 1962) and there 
is no universal concensus in the literature on their definition. At the 
present time the differentiation between the two terms is drawn as follows. 
Using the concepts of objective and subjective probabilities as 
defined in Bussey (1978), the objectivist conceives risk as the probability 
(or limit of relative frequency) that a certain event will either happen 
or not happen. On the other hand, the subjectivist regards probability 
in terms of a measure of personal belief-in a particular proposition, 
in particular that a certain event will either occur or not occur. 
James Bernoulli first formulated the subjective alternative to 
objective probabilities at the beginning of the eighteenth century. 
Bernoulli suggested that probability is'a degree of confidence that a 
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person attaches to an, -uncertain event and that this degree depends on 
the person's knowledge and can vary from individual to individual. It 
is possible for different individuals to differ in their degrees of 
confidence or belief; hence, their probability estimates for the same 
proposition can differ. 
Another expression of probabilities is the concept of revised 
probabilities and is known as the Bayes theorem. Bayes' theorem offers 
a method of evaluating new information and revising prior profitability 
estimates to yield new values of the likelihood of events of interest. 
It would seem, then, that the concept of uncertainty is common to 
both the objectivist and the subjectivist. The main difference appears 
to lie inasmuch as while the objectivist conceives risk as the objective 
probability of a given event will either happen or not happen; the 
subjectivists (i. e. Finetti, 1964; Ramsey, 1964) maintain that uncertainty 
can be treated in the same way as risk if an-individual uses subjective 
probability estimates. 
Thus, it appears that it is not possible to adopt a definition of risk 
with which both subjectivists and objectivists would agree. The author 
perceives risk objectively in terms of determinable probability 
distributions of certain outcomes. On the other hand, uncertainty is 
perceived as the unknown outcomes of particular future events. 
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1.6 Basic Statistical Estimation 
Before proceeding to'describe the literature survey, it is also 
desirable that various basic statistical concepts are reviewed in order 
to assist the reader to the understanding of theoretical approaches that 
have been proposed to the analysis of risk and uncertainty. 
1.6.1 Frequency distribution 
A useful first step in the representation of observed data is to 
reduce it to a frequency distribution. A frequency distribution records 
the number of occurrences that fall in each class of the data. The 
numbers in each class are referred to as frequencies, and when the number 
of items are expressed by their proportion in each class the table is 
usually referred to as a frequency density function. 
The cumulative frequency distribution is another useful graphical 
representation of observed data and, it is obtained from the frequency 
distribution by calculating the successive partial sums of number of 
occurrences up to each interval division point. These points when plotted 
and connected form a monotonic function from zero to one. 
1.6.2 Frequency distribution descriptive measures 
Analytical measures are often computed to describe certain features . 
of the observed data that become apparent once a frequency distribution 
is constructed. These measures are called numerical summaries and describe 
such characteristics as the central tendency, dispersion and asymmetry 
of the data. 
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(i) 'Measures of central'tendency 
The arithmetic mean 
Probably the most useful and widely used estimate associated with a 
set of data is its average value or arithmetic mean. 
Let xi (i=1,2,...., n) be the sequence of n observations, the arithmetic 
mean of these observations, denoted X, is defined as 
X=Izx. (1.6.2.1' 
n i=1 1 
The sampl6 mean is frequently interpreted as the central value of the 
observed data. A value such as 7 calculated from the observed data is 
referred to as a statistic. A statistic is often used as an estimate of an 
analogous population measure known as a parameter. A statistic, therefore, 
may be thought of as an estimate of a parameter. Thus, the statistic x 
is an estimate of a parameter, the population mean, from which the data 
was observed. 
The mode 
The mode is also considered as a measure of central tendency of n 
observed values and is defined as the observation that occurs with the 
greatest frequency in the observed data. Its meaning can be best understood 
in the terms of a frequency distribution. The mode may be thought of 
as the value on the horizontal axis corresponding to the maximum point 
on the frequency distribution curve. If a frequency distribution is 
symmetrical, the mode and the mean would coincide. 
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The median 
The median is another well-known and widely used measure of central 
tendency. The median is defined as the middle value of n when the data 
are ordered by size. If n is an even number the average of the two middle 
values is considered as the median. 
(ii) 
_ 
Measures of dispersion 
Range 
The range'is defined as-the difference between the maximum and minimum 
values of the observed data. The range is a relatively easy measure to 
calculate, however, it places too much emphasis on the extreme values 
therefore neglecting the rest of the data lying between these extremes. 
Sample variance 
The sample variance is a far more comprehensive and satisfactory 
absolute measure of dispersion from some measure of central tendency. 
Let xi (i = 1,2,...., n) represent the values of n observations and 




(xi- x)2 S2 =1E 
i=1 
(1.6.2.2) 
The sample variance measures the extent of variation in the values of 
a set of observations. In order to obtain a measure of dispersion in terms 
of units of the original data, the positive square root S or the sample 
variance is taken. The resulting measure is termed as the sample standard 






Generally speaking, the interpretation is that the smaller the 
standard deviation of the sample, the more clustered about the sample mean 
is the observed data and the less frequent are large variations from 
the mean value. 
Sample coefficient of variation 
It is often useful to compare the dispersion of an entire set of data 
with the dispersion of another set. This comparison is appropriate 
when the two sets of data are expressed in different units, or the same 
units but different orders of magnitude. A relative measure of dispersion 
for purposes of comparison is obtained by expressing the standard deviation 
as a percentage of the arithmetic mean. The resulting figure is known as 
the coefficient of variation V and is defined as 
(1.6.2.4) 
(iii) Measures of asymmetry 
Coefficient of skewness - 
The sample coefficient of skewness gl provides a measure-of the degree 
of asymmetry about the mean of the observed data. The coefficient of 








The coefficient is positive for frequency distributions skewed to 
the right and negative for those skewed to the left. For instance, if a 
frequency distribution indicates mild skewness to the right this implies 
that there are possibly fewer but larger deviations to the high side 
than to the low side of the sample average value. 
Coefficient of kurtösis 
The sample coefficient of kurtosis g2 is related to the peakness of 








The importance of probability theory inýthe field of management 
(1.6.2.6) 
and finance lies upon the fact that, if it were possible to predict the 
future with complete certainty, the structure of the business would be 
different from what it is. For example, there would not be excess 
in costs of production, no speculation in the stock market, and perhaps 
business failure would become a rare event. 
Unfortunately, in today's world, it is very difficult to predict 
the future with complete certainty and therefore risk and uncertainty 
are inherent in most business decisions. In order to deal with such 
situations in a manner that incorporates the future variability of a 
present decision, decision makers make use of the theory of probability, 
a- branch of mathematics dealing with risk and uncertainty. 
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1.7.1 Random event and random variable 
A random event or random phenomenon is characterised by the property 
that repeated occurrences of the phenomena do not always lead to the same 
observed outcome. A random variable is defindd as a quantity that assumes- 
different numerical values as-the outcome of an observation or experiment 
changes. A random or chance function is a function of a random variable 
that can. assume different values according to the outcome of an experiment, 
or observation (Meyer, 1975). 
1.7.2 Probability postulates 
The probability of a random event P(E) can be defined as the ratio of 
the number of favourable outcomes of an event E to the total number of all 
possible outcomes and. if all outcomes are equally likely and mutually 
exclusive. - 
The following conditions must hold on the probabilities assigned to 
the event E: 
Postulate 1: The probability of an event is never negative and is always 
less than or equal to unity: 
0 P{E}. 1 
Postulate II: The probability of the certain event C is unity: 
P{C} =1 (1.7.2.2) 
Postulate III: The probability of an event which is the union of two 
mutually exclusive events is the sum of the probabilities of these 
two events: 
P{EUA} = P{E} + P{A} (1.7.2.3) 
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Certain relationships among the probabilities of events follow from 
the relationships among events and from the postulates of probability; 
furthermore, some additional relationships between-events can be defined 
in terms of relationships between their probabilities. The most 
important of these relationships are described below. 
1.7.3 Probabilities of events 
In probability theory applications the interest centres"in'combining 
probabilities of events that are related in some important way. 
An event may be thought of as a collection of elements each of which 
is an element of a sample space C. In general, an event is associated 
with one or more simple events, and if these events are mutually exclusive, 
then the probability of any event is the sum of the probabilities assigned 
to the simple events with which it is associated. For example, the act 
of tossing a fair coin constitutes an experiment. The sample space 
generated is C= {H, T} (H for head and T for tail) and one may define 
an event E as the appearance of heads which can be expressed as E_M. 
The probability of the event C is 1 resulting from the sum of the 
probabilities assigned to the simple events E_ {H} and E_ {T}. 
(i) Probability of union 
The probability of an event which is the union of two events El and E2 
is the sum of their individual probabilities minus the probability of 
their joint occurrence. If the symbol P(ElUE2) is used to denote the 
probability that either the event El or the event E, occurs, and if 
P(Eln E2) refers to the joint probability that both events El and E2 will 
occur, then the probability of an event which is the union of two events is 
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P{E1UE2} = P{El} + P{E2} - P{E1nE2} (1.7.2.4) 
This theorem is commonly referred to as the general addition rule for 
any two events in a sample space C. If E1 and E2 cannot both occur, 
that is, if they are mutually exclusive events, then their joint 
probability P{EP E2} = 0. Replacing this term in eq. (1.7.2.4) we obtain 
the addition rule for two mutually exlusive events and it is given by 
P{E1UE2} = p{E1} + p{E2} (1.7.2.5) 
(ii) Conditional probability 
The conditional probability of an event El given that an event E2 has 
occurred, denoted N{El/E2}, is defined as the ratio of their joint 
probability to the probability of the event E2. 
P{ElnE2} 
P{E1/E2} = PIE } (1.7.2.6) 2 
(iii) Probabilistic independence 
If two events El and E2 are not related in any way, then the two 
events are said. to be independent if and only if 
P{E1/E2} = P{E1} (1.7.2.7) 
In general, events El, E2, E3, ...., En are said to be mutually 
independent if and only if 
P{E1nE2nE3 n ...... En} = 
p{E1)P{E2}P{E3}...... P{En} (1.7.2.8) 
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That is, if events are independent, the probability of their joint 
occurrence is simply the product of their individual probabilities of 
occurrence. This theorem is known as the multiplication rule. 
(iv) Bayes' theorem 
Bayes' theorem is another expression of conditional probabilities. 
The origin of the concept of revised probabilities is attributed to 
Thomas Bayes (18th century). Bayes' theorem offers a powerful statistical 
method of evaluating new information and revising prior probability 
estimates to yield new values of the likelihood of events of interest,. 
Let us assume a sequence of events El, ...., Ei,....., En. Let us 
also assume that the individual unconditional probabilities P{Ei} are 
also known. Each event, Ei, implies a certain probability for some event A: 
the conditional probability, P{A/E i 
}, which is the probability of A 
calculated on the assumption that the event E. has occurred. Therefore, 
the probability of Ei on the assumption that event A has occurred is 
given by 
P{E. }P{A/E. } 
P{Ei/A} = ni 
(1.7.2.9) 
E P{A/E}P{E. } 
_ J =1 i 
for (1, <i. <n) (Meyer, 1975). This result is known as Bayes' theorem or 
Bayes' rule. 
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1.7.4 Probability distributions 
It has already been described that a random variate is a numerical 
value whose specific values cannot be predicted with certainty before an 
experiment. Random variables are classified as either discrete or 
continuous. A discrete random variable is a variable that can take on 
only a discrete or countable number of distinct values. A continuous 
random variable is one that in a specified interval can assume any value 
in that interval. The behaviour of a random variable, therefore, can be 
described by its probability law which is commonly characterised by 
the probability distribution of the random variable. 
(i) Discrete probability distributions 
The function f(x) is a probability function or a probability 
distribution of the discrete random variable X if, for each possible 
outcome x, 
1. 
2. E f(x) =1 
x 
3. P(X=x) =f (x) 
(1.7.4.1) 
(ii) Continuous probability distributions 
The function f(x) is a probability density function for the continuous 
random variable X, defined over a set of real numbers R, if 
1. f(x) i0forallxcR 
co (1.7.4.2) 
2. Jf (x) dx =1 
-00 
C 




The cumulative distribution F(x) of a continuous random variable X 
with density function f(x) is given by 
x 
F (X) =P (Xsx) =Jf (t) dt (1.7.4.3) 
_ 
The cumulative distribution F(x) of a discrete random variable X 
with probability distribution f(x) is given by 
F(x) = P(xýx) =E f(t) (1.7.4.4) 
t, <x 
The cumulative distribution is defined not only for the values that the 
random variable X takes, but also for all real numbers as well. 
1.7.5 Mathematical expectation` 
It is often convenient to describe a density function f(x) by 
certain parameters associated with it. Descriptors such as the mean and 
variance summarising only the main characteristics of the behaviour 
of a random variable are sometimes used in place of a probability density 
function. For a continuous random variable these descriptors usually 
take the form of weighted averages of the density function of the 
variable and the average is known as the expectation of the function. For 
the analysis of risk and uncertainty, it is sometimes useful to work 
with averages and expectations in situations where the information about 
the probability density function may not be available. 
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(i) Expected value 
Let X be a random variable with a probability distribution f(x). 
The expected value E(X) or mean Mx of X is given by 
Mx = E(x) =E xf(x) 'if. X is discrete (1.7.5.1) 
x 
CO 
xf(x) dx if X is continuous (1.7.5.2) 
-00 
The expectation is therefore computed from the PDF or GDF of a random 
variable and not from the sample mean. 
(ii) Moments of a distribution 
In addition to the expected value, it is often desirable to describe 
distribution spread, symmetry and peakedness. These characteristics can 
be summarised by the moments of a distribution. 
The kth moment about the mean or central moment is defined as 
Mk = E(x-Mx)k =I (x-Mx)k f(x)dx (1.7.5.3) 
if x is continuous with probability density function f(x). 
The first central moment is always zero, that is 
M1 =0 (1.7.5.4) 
for 
Ml =E (x-Mx) =E (x) -E (Mx) =0 (1.7.5.5) 
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(iii) Variance 
The second moment'about the mean is a measure of dispersion and it 
is known as the variance. The variance of a random variable X can be 
defined by 
M2 = Var(X) = E{x-MX}2 (1.7.5.6) 
=I (x-Mx)2f(x)dx (1.7.5.7) 
if x is continuous with probability density f(x). 
" The positive square root of the variance is called the standard 
deviation and is given by 
Co 
Qx = Var{X} f (x-Mx)2 f(x)dx}' (1.7.5.8) 
-co 
The coefficient of variation Vx is often used to facilitate comparisons 
when two or more random variables are expressed in different units. This 
relative measure of dispersion is obtained by expressing the standard 






The third moment about the mean or central moment is related to the 
asymmetry or skewness of a distribution and is defined as 
M3 = E(x-Mx )3 (1.7.5.10) 
The quantity 
M 
33 3/2 (1.7.5.11) (M2) 
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measures the skewness of the distribution relative to its degree of 
spread. A unimodal (i. e. a single peaked) distribution with M3>0 is 
said to be skewed to the right, that is, it has a right tail. If M3<0 
the distribution is skewed to the left. For symmetric distributions, M3=0. 
(v) Kurtosis 
The fourth moment about the mean is related to the peakedness of the 
distribution and is called kurtosis. Kurtosis is defined as 







is a relative measure of kurtosis. 
1.8' Traditional Techniques for Financial Evaluation 
It is quite often necessary to establish a basis of comparison 
that summarises the significant differences between investment projects. 
This basis of comparison is usually expressed in some index or measure 
of equivalence containing particular information about an investment 
alternative. The most common bases for comparison are the payback period, 
and the discounted cash flow techniques: present value, benefit-cost 
ratio (profitability index), and the internal rate of return method (yield). 
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1.8.1 Payback period 
The payback period can be defined as the length of time required for 
the firm to recover its original cost of an investment from the revenue 
produced-by that investment for an interest rate equal to zero. Mathemati- 
cally, the payback period, e, is defined by the relationship 
e 
E Yt =0 
t=o 
where Yt is the net cash flow (revenue) to or from the investment project 
at times t=0,1,2,...., 0. Normally, Yo <0 (the original investment) 
and the other Yt > 0, so that 0 is then determinate. 
The decision procedure in using the payback method is to select the 
project with the minimum payback period and then to accept it if either 
the project is mandatory or the expected payback period is less than or 
equal to an already established firm's maximum payback period. This method 
ian also be used as a ranking device for a group of independent projects. 
When. it is used in this way, projects are ranked in ascending order of 
expected payback period and then approved accordingly until the available 
funds are exhausted. - 
The main advantages of this method are: 
i) It is both simple and easy to calculate. 
ii) It measures project liquidity in the sense that it implies that the 
return on invested capital in a shorter period of time would be more 
desirable than a return on a longer period. 
In general, the most serious deficiencies of using this method would 
be that it fails to consider: 
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(i) The time value of money. It does not relate the value of a cash 
flow to the time delay before that flow occurs. That is, the 
method ignores that a pound today is worth more than a pound next 
year. 
(ii) Cash flows beyond the payback year are neglected. Hence, it fails 
to consider the cash flows that occur after the payback period. 
Despite its shortcomings, however, the method continues to be one 
of the most widely applied quantitative concepts-in making investment 
decisions (Bussey, 1978). Although some academic writers have dismissed 
payback as misleading (Smith, 1979) , at the samee"time, 
decision 
makers and academicians have continued to. favour the payback concept as 
an adequate selection criterion on the grounds. that the payback period 
provides a basis for subjective evaluation by, the firm's decision 
maker (Weingartner, 1969). 
1.8.2 Discounted cash flow techniques 
The major virtue of discounted cash flow techniques is that these 
techniques take into account the time value of money. Basically, the 
mathematical evaluation is the adjustment of the future expected cash 
flows of an investment by a discount factor. This factor is an equivalent 
to a rate of interest or cost of capital calculated on a compound basis. 
The object of the calculation is to reduce future cash flows to present 
values. Appendix (1.8.2) gives a description of the discounting, compounding 
and annuity concepts. 
The discount factor can also be used to represent opportunity cost and 
cut-off rates. The opportunity cost can be defined as the higher rate of 
interest which the firm would earn by investing the same amount to another 
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use for an equivalent period of time, whereas the cut-off rate is the 
rate which represents recovery of the cost of capital plus an adequate 
profit (Bussey, 1978). Some firms require all investment alternatives 
to exceed the-established cut-off rate for a project to be accepted, 
while others use the cost of capital as the discount factor for calculating 
the net present value. 
The main justification for using the discounting technique rather 
than a compounding one is because, for comparison purposes, it would be 
easier to compare present values than future values of cash flows. Future 
values could only be compared if the life of the'investment projects end 
at the same time period, a situation which is not very common. 
The present value W is given by 
W Yo + (1 
.+i)+ 






n (1+1. ) 
j=O 
where Yt is the net cash flow at time t and i. 
3 
is the discount factor in 
effect during period j. By definition, since there is no period 
corresponding to t= -1 to t. = 0, the discount factor io = 0. 
In practice, it is generally customary to assume the discount factor 
(i. e. current market interest rate) to be constant into the future. Thus, 
for the discount factor iJ . equal to a common value, i, Eq. (1.8.2.1), for 
present value. can be rewritten as: 
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W=Y+ 
Y1 X2.. _-v 
(l+i) (. 1+i) 
=E Yt(l+i) (1.8.2.2) 
t=0 
1.8.3 Net present value 
The net present value P(k) method consists in finding the present value 
of expected net cash flows of an investment alternative, discounted at 
the cost of capital, k, and subtracting from it the original investment. 
If we let Yo <0 be the original investment and all other Yt > 0, with n 
finite and known, then P(k) can be given by 









Yt (1+k)-t (1.8.3.1) 
t=0 
The decision criterion in using the net present value method is to 
accept any project for which P(k) > 0. If two investments (or a 
combination of investments) are mutually exclusive, then the one which 
has the greater P(k) would be accepted. 
The financial relevance of the net present value would be that when 
P(k) >0 and the project (or projects) is undertaken, then the value 
of the firm would increase by the amount of the net present value generated 
from the investment. 
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The main advantages of using the net present value method is that 
both, it is simple to calculate and it takes into account the time value 
of money. A further advantage is that the method provides a reasonable 
measure for determining the acceptance or the rejection of an investment 
proposal. 
Despite its inherent advantages, however, the method fails to explicitly 
distinguish among large and small investments. That is, it does not 
provide the bases for comparison between the magnitude of an investment 
and the size of the present value of the cash inflows, hence failing to 
consider the relative profitability of a project. 
1.8.4 'Net benefit cost ratio' 
One solution to the problem of failing to consider the relative 
profitability of a project (the present value of benefits per pound (E) cost) 
is to express the present value, or net present value, in terms of benefit/ 
cost ratio (or net benefit-cost ratio). 
If we let Pj be the net present value of the cash flows of project j 
at time t=0 and C. be its investment cost, also at time t=0, then total 
benefits at time t=0 is Pj+Cj and the following definitions may be 
stated: 
1. Benefit-cost ratio (B/C) is the ratio of total benefits to present cost: 
P. +C. 
B/C =3 C. 
J 
P. 








(1.8.4.2) NB/C =3 
i 
Eq. (1.8.4.1) can be interpreted as the relative profitability of 
any investment in terms of units of investment outlay or the present value 
of benefits per pound (£) cost. Alternatively, Eq. (1.8.4.2) is the 
relative profitability based on the net present value per pound (E) cost. 
The difference between Eqs. (1.8.4.1) and (1.8.4.2) is simply unity, 
therefore the following decision criteria can be adopted: 
If B/C or, if NB/C Decision 
>1 >0 Accept 
=1 =0 Indifferent 
<1 <0 Reject 
Although the above criteria considers the relative profitability 
of different alternative investments, the benefit-cost ratio would not be 
an acceptable method for ranking projects under conditions of capital 
rationing1 and it would not add more information than the net present 
itself. Nevertheless, in the absence of capital constraints this method 
would serve adequately as a selection criterion. 
------------------------------------------------------------------------- 
1Rationing 
of capital occurs whenever the funds available for investment are 
insufficient for the company to undertake all the acceptable investment project 
ti 
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In some cases, this method yields the same accept-reject decisions 
as the net present value, but the net present value and the benefit-cost 
ratio can also give differing project ranking as shown in Weston (1975, 
p. 299). This situation might occur when mutually exclusive projects are 
compared. - 
1.8.5 The internal rate of return (yield) 
The internal rate of return method consists of finding an interest rate, 
i, 
" that will make the present value of the cash flows of a project equal 
to the investment outlay. That is, an interest rate that will make the 
net present value P(k) of the cash flows equal to zero if and only if 
k=i. Mathematically, the IRR can be defined as 
N 
P(k) E' Yt (l+i)ýt = .0. for k=i 
t=0 
(1.8.5.1) 
where Yo <0 represents the investment outlay or cost of the project. 
The computation of the IRR is generally found by repetitive trial and 
error, - by computer search technique, or estimated graphically. 
Illustrations of how to compute the IRR can be found in most finance 
books, (Mayer, 1978; Weston, 1975; Van Horne, 1975) among others. 
The decision criterion in using the internal rate of return method 
is to select the project if the IRR, i, is greater than the firm's 
cost of capital, k; otherwise, the project is rejected. 
It should be emphasised, however-, that the IRR does not measure the 
return on initial irvcstmcnt; rather, it states the rate of interest 
- earned on the time varying, unrecovered balances of an investment, such 
that the final investment balance is zero at the end of the project life 
Thus, for the purpose of projects selection, a limitation 
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would be that comparison of IRR's-disregards the absolute investment 
outlays in the projects. This point can be clarified by a simple 
example as demonstrated by Bussey (p. 217). Consider two projects A and 




Cash Flow (E) 
Project B 
Cash Flow (£) 
0 -1,000 -10,000 
1 475 4,380 
2 475 4,380 
3 475 4,380 
The internal rate of return for A is 20% and for B, 15%. In the 
absence of capital rationing, project 
.. 
B should be preferred over A 
despite its lower rate of return since in its project life it increases 
the value of the firm by 3(£4,380) - £10,000 = £3,140; whereas A increases 
the value änly by 3(£475) - £1,000 = £425. This example clearly shows 
an inherent limitation of this method for investment selection purposes. 
So far, the IRR method has been described only for the conventional 
type of investment, that is, an investment in which the initial cash 
flow is negative and all other cash flows are positive. However, under 
certain circumstances, several different values if i can be obtained 
when solving Eq. (1.8.5.1). 
Different values of i could be obtained for cases such as the 
non-conventional type of investments. When a project has certain types 
of cash outlays, either sometime during or at the end of its life, the 
possibility of multiple solutions for i (multiple roots) to the IRR 
equation arises. In those cases where multiple rate of returns exists, 
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the problem occurs as the result of an excess recovery in one or more 
periods before the end of the project life; for these cases, internal 
rates of return do not exist. But, in general, most procedures for 
risk analysis have been solely limited to the conventional type of 
investment, as will be seen in the following chapter. Further 
additional insight into the multiple root problem can be found in, for 







Financial investment decisions are primarily concerned with future 
expected monetary returns which in most cases are difficult to predict 
with accuracy. In today's world, these expected returns are subject 
to uncertainties resulting frone economic, political, social and 
technological changes occurring in the environment in which the firm 
operates. Thus, it is often quite difficult to formulate investment 
decisions adequate enough-that account for all future uncertainties and 
by contrast, it is often impractical to reverse such decisions in 
response to transient changes in the environment. Therefore, over the 
past few years, a great deal of attention in the literature has, been 
devoted to formulate approaches to facilitate the decision-making process 
under conditions of risk and uncertainty and to assist decision makers 
to examine the probability of future outcomes under different assumptions 
and scenarios. 
Recently, various attempts have been made to incorporate risk and 
uncertainty into the investment decision process. These attempts have 
ranged from simpler approaches assuming that the future is known (ignoring 
uncertainty), to a variety of approaches that attempt to account explicitly 
for the uncertainty involved in an investment decision. In this chapter, 
an attempt is made to classify and review the most important advances 
carried out in the area. The first sections of this chapter describe 
the deterministic methods and the latter sections the probabilistic methods 
that attempt to measure risk and account for uncertainty. 
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2.2 Deterministic Approaches that Attempt to Consider Uncertainty 
In the analysis of an investment decision certainty is often assumed 
regarding the magnitude and time of-expected returns. However, in practice, 
the amount and time of, these expected returns are uncertain. Among the 
more simplified approaches to this problem are a variety of deterministic 
methods that attempt. to take this uncertainty into consideration and of 
which are mainly modifications of the traditional techniques for financial 
evaluation described in Chapter One. These methods generally reduce 
estimates of expected returns to single point values and the investments 
are analysed as if the single values estimates were certain to occur - 
appraisal methods. Other methods that attempt to account for uncertainty 
are those models which attempt to simulate the behaviour of the 
decision maker, in particular, when it may not be possible to assign 
probabilities to the occurrence of future events - decision criteria models. 
Under these approaches, risk and uncertainty are normally accounted for 
on an intuitive basis according to the degree of risk or uncertainty 
perceived by the decision maker. 
2.2.1 Appraisal methods 
These methods are mainly modifications of the traditional techniques 
for financial evaluation described in Chapter One. Some of these 
modified methods such as break-even analysis and sensitivity study the 
effect of various variables which are thought to be particularly sensitive 
to uncertainty. The other methods, such as the adjusted discount rate 
and decreased project life attempt to provide conservative estimates 
according to the degree of risk and uncertainty perceived b-%" -the decision 
maker. The most important appraisal methods are described in the following 
sections. 
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2.2.1.1 Informal method 
The informal method is a common appraisal technique for dealing with 
uncertainty. The method consists of evaluating the net present values 
of two or more projects using the firm's cost of capital as the discount 
factor. The decision maker will intuitively determine the projects that 
in his judgement carry more risk than the others, and then the ones with 
less perceived risk are selected. This method is sometimes slightly 
improved by evaluating both the mean expectations and correlation 
coefficients of the net present values, thus giving the decision maker 
a more effective estimate of project uncertainty. 
The major drawback of using this method for handling risk is that 
the decision criterion for choosing among risky projects is not formally 
specified. Therefore, the extent by which the NPV of a riskier project 
must exceed that of the less risky one - before the riskier project will 
be selected - is not clearly quantified. Under this method the decision 
criteria are strictly internal to the decision maker. 
2.2.1.2 Risk adjusted discount rate 
An alternative method for taking uncertainty into account is to 
adjust the discount factor, i. . The method consists of arbitrarily 
increasing the discount rate used to calculate the present value of an 
investment according to the degree of risk perceived by the decision 
maker. The discount rate is increased by an amount exceeding the minimum 
acceptable rate of return, i. The difference between this minimum 
acceptable rate on a particular project and the adjusted rate provides 
a hedging for risk. 
Similar to equation (1.8.3.1), the net present-value of an investment 
may be given by 
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n 
P (k) E- 
Y(1 + ra)-t) (2.2.1.2) 
t=0 
. 
for Yo <0 
where 
r+a a 
i= minimum acceptable rate of return 
a= an adjustment for risk 
and Yt is the net cash flow at time t 
Risk adjusted discount rates are based on the investor's trade-off 
function between risk and return. A simple example given in Weston (1975, 
p. 324) demonstrates this trade-off function. Suppose that investors are 
willing to trade between risk and return as shown in Fig. 2.2.1.2 
Required 
Rate of return 
o\°) 
Risk-return 




premiun --------------- - ýG ý 
Riskless 5 p, 
Rate of 
Return 
0 0.4 1.0 2.0 
Risk(Y) 
Fig. 2.2.1.2 Hypothetical Relationship between Risk and 
Rate of Return 
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In the above figure the upward-sloping curve is defined as the 
investor's risk-returntrade-off function, or market indifference curve. 
The difference between the investor's required rate of return on a 
particular risky asset and the rate of return on a riskless asset is 
defined as the risk premium on the risky asset. 
According to the trade-off function the average investor should be 
indifferent to a riskless asset with a certain 5 percent return, a slightly 
risky asset with a7 percent expected return, and a very risky asset 
giving a 15 percent expected return. Accordingly, as asset risk increases 
investors would compensate this increase in risk by requiring a higher 
return on investment. 
By contrast, if the riskless rate of return is assumed to be 5 percent, 
a2 percent risk premium would be required by the investor. to compensate 
for a coefficient of variation of returns of 0.4, a5 percent risk premium 
corresponds to an investment with a coefficient of variation of 1.0, and 
a 10 percent risk premium corresponds to a coefficient of variation of 2.0. 
Therefore, investors should be indifferent between selecting risky 
investments B, C and D, and a riskless asset such as A. 
The shortcomings of using this method are firstly, the adjustment value 
is intuitive and secondly, the method implies that risk increases at a 
predetermined rate with time. Selecting an arbitrary adjustment value 
implicitly assumes that an acceptable rate of return will, in any case, be 
earned. Hence, the risk adjusted rate neither establishes the inherent 
uncertainty associated with the individual alternative, nor considers 
future outcomes under different scenarios (Fleischer, 1969). On the other 
hand, the implication that risk increases at a predetermined rate with 
time has been questioned by Robichek and Myers_(1966). Since most companies 
can forecast cash flows accurately only for the very near future, the risk 
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adjustment discount rate tends to rise rapidly as a function of time. Given 
the future cash flows and the corresponding risk adjusted discount rate, 
the net present value of an investment is uniquely determined. However, 
for these same cash flows, it is possible to find a set of variable 
discount rates which would produce the same net present value as that 
produced by the constant risk adjusted discount rate. Thus, when cash 
flows differ in futurity and uncertainty it would be more reasonable to 
assume that investors will use variable discount rates to determine the 
present values of all expected cash flows than to assume a constant 
discount rate. Robichek and Myers as well as Chen (1967) recognise, however, 
that the risk-adjusted discount rate is a theoretically valid procedure 
only if risk is perceived as an increasing function of time. 
2.2.1.3 Present value payback 
The present value payback period is another method proposed for 
evaluation of uncertainty. The present value payback period differs from 
the payback method described in Chapter One in that 0, the payback period, 
is calculated based upon the present value of the cash flow stream of 
the investment (Helfert, 1972). That is, 
0 
E Yt(1 + 1)-t =0 for Yo <0 
t=1 
(2.2.1.3) 
where Yt is the net cash flow at times t=0,1,. 2, ....., 
0, and i is the 
discount factor. 
From the point of view of considering uncertainty, the present value 
payback is considered to be superior to payback because it takes into account 
the time value of money. However, this method fails to consider 
the relative. size or amount of post-paybacks returns. 
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2.1.4 Annuälised net present value 
The annualised net present value (ANPV) method for taking uncertainty 
into consideration consists of calculating the NPV of an 
investment and 
then annualising this NPV over the life of the project (Helfert, 1972). 




the factor for the present value of an n-year annuity discounted 
at k percent. The ANPV can be given by 
ANPV = 
NPV 




F k, n 
for Yo <0 (2.2.1.4) 
where k is the cost of capital, n 
is the project life, and Yo is the initial 
investment cost. Its interpretation is-simply that the firm can experience 
a reduction in annual cash inflows by an amount equal to the'ANPV and still 
find the project acceptable since its NPV would remain greater than zero. 
The main shortcoming of this method is that it does not consider 
the magnitude of an investment. Therefore, to measure risk without 
regard to the size of a project does not represent an adequate method 
for handling uncertainty. 
2.2.1.5 Risk exposure ratio 
Gitman (1977) proposed an improved method that could overcome the 
drawbacks common to present value payback and annualised net present value. 
This method is called the Risk Exposure Ratio. This ratio is simply a 
linear transformation of the benefit cost ratio. The transformation is 
given by the following equation: 
-------------------------------------------------- ----------------- ------- 
1See Appendix 1.8.2 
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RE Ratio = (t - 1.000). ( 
1) (2.2.1.5) 
i, n 
where B/C is the benefit-cost ratio and Fisn is the factor for the present 
value of an n-year annuity discounted at i percent. 
The result of the above equation can be interpretedas representing 
the reduction in annual cash flows, expressed as a percentage of the net 
investment, that would be experienced annually and allow the project to 
remain acceptable. Although the method is an improvement over the present 
value payback and the annualised net present value, its deterministic 
nature is still prevalent. 
2; 2.1.6 Break-even analysis 
When the value of some parameter(s) of a project cannot be estimated, 
it is sometimes possible to calculate what maximum or minimum value this 
characteristic must assume before an investment project would be undertaken. 
This value is referred to as the break-even point. That is, in the analysis 
of investment alternatives, the break-even point is the value of the 
parameter under consideration for which the investment measures(i. e. rate 
of return) of two projects are equal. Break-even analysis provides a 
means in an attempt to reduce the problems of estimation of returns. Its 
rationale is that if an investor finds it practically impossible to 
describe some characteristic of an investment project in terms of a single 
value then he-can resort to this method. 
Its. main limitation is that when more than one variable is introduced 
in the analysis, the procedure could not be applied. This is because 
there would be more than one combination of values for these parameters 
which would serve to equate the project's rate of return. Despite its 
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inherent limitation, however, this method represents one possible means 
for reducing the problem of uncertainty in estimation (Mayer, 1978). 
2.2.1.7_ Sensitivity analysis 
Investors and decision makers would be, in general, interested in the 
different possible outcomes that would result from the variances in 
estimates. Sensitivity analysis permits a determination of the sensitivity 
of the final results as a result of. changes in the values of the estimates 
(Grant and Ireson, 1960). That is, sensitivity analysis determines the 
effect on the present value equation as the parameters that determine the 
present value of an investment are subject to change. This technique 
gives some indication of the effect in the present value if one of the 
parameters were either too optimistic or too pessimistic. Besides, it 
may also give some indication of the parameters which might have a large 
influence in the project result. 
Although this approach may be useful for some investment situations, 
it has. been criticised both because its conclusions often suffer from a 
lack'of conciseness, precision and comprehensiveness (Hess, 1963), and 
because the amount of information sensitivity analysis can give to the 
decision maker is limited (Hill. ier, 1963). 
In using sensitivity analysis for handling uncertainty a practical 
difficulty has also been found for presenting the results of the analysis 
when several parameters are simultaneously varied. Obviously, the 
resultant number of possible combinations may be so large that the cost 
of such analysis or the amount of judgement that would be required in the 
interpretation of the results makes this method, in many cases, not a 
practical one. 
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2.2: 1.8 Certainty equivalent 
The certainty equivalent method follows directly from the concept of 
utility theory! Whenever a decision has to be taken of whether or not 
to accept the level of risk in an investment project, the problem of risk 
preference-enters. Risk preference would be the decision maker's attitude 
towards risk. Thus, for any risky situation there is some riskless value 
which would make the investor or decision maker indifferent. This value 
is called the certainty equivalent. 
The evaluation of the certainty equivalent consists basically in 
adjusting the numerator of the present value equation. The general 
procedure for its calculation as described in Bussey (1978) is (1) to 
assume that the decision maker's utility function is applicable to present 
sums as well as future sums. That is, it is required to specify with 
certainty the amount of money required by the decision maker in order to 
make him indifferent between this certain amount and the expected value 
of a risky amount;. (2) then, to find the certainty equivalent of each of 
the expected cash flows of the project; and (3) to discount the certainty 
equivalent sums to a present value using a riskless rate of interest. 
Thus, for a series of risk return combinations for which the decision 
maker is-indifferent the numerator of the present value is adjusted 
accordingly to a certainty equivalent adjustment factor, a, where a can be 
obtained by dividing the certainty equivalent of a certain return by the 
risky return. 
The net present value equation (1.8.3.1)(see Chapter 1) could then be 










for k=i, Y0< 0 
where atYt is the certainty equivalent of Yt and i is considered as 
the riskless rate of interest. Accordingly, the. decision criterion for 
single projects would be to accept the project if the net present value 
certainty equivalent is positive, or reject it otherwise. 
The certainty equivalent could only be calculated once the investor's 
risk preference has been measured. For a decision maker to state a 
specific risk preference is a complicated subject of thought. In practice, 
for financial managers, this method is not widely used probably because it 
is easier to estimate i. e and adjusted discount. rate than it is to derive 
certainty equivalent factors. A further discussion of this concept can 
be found in Farrar (1962), Howard (1968), and Spetzler (1968) among others. 
2.2.1.9 Decreased project-life 
It has been suggested that among the more practical means for risk 
adjustment is to decrease the life of a project the greater its perceived 
risk (Van Horne, 1976). Its underlying rationale is that the estimated 
cash flows of a project become less certain the further these are projected 
into the future. Therefore, on the basis of the perceived risk of the 
project, expected cash flows in later periods are eliminated resulting 
in a lower net present value than otherwise would be the case. The method 
suffers from the same shortcomings as the risk-adjusted discount rate 
and the present value payback and therefore is considered as a c'rude 
method of risk assessment. 
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2.2.1.10 Simmary 
The main weakness of these modified deterministic approaches that 
attempt to account for uncertainty is the failure to assess the degree 
of risk that might be involved in an investment and offer no procedure 
or objective method for the evaluation of such risk. Moreover, the element 
of uncertainty is largely expressed in the sense that these methods 
generally reduce estimates of expected-returns to a single value and 
accordingly the decision maker formulates the investment problem as 
though that single value were certain to occur. 
2.2.2' Decision Criteria Models 
More formal approaches to account for uncertainty in the investment 
decision. have for the most part involved attempting to simulate the 
behaviour of the decision maker. Particularly, when it may not be possible 
to assign probabilities to the occurrence of future events because no 
meaningful data are available from which these probabilities can be 
derived, decision criteria models are often applied in order to deal with 
the problem of uncertainty. In the literature, these models are usually 
referred to as principles of choice, or decisions without probabilities 
under uncertainty. Various models stich as dominance, maximin or minimax 
principle, the Hurwicz principle, the Laplace principle, and the Minimax 
Regret will be briefly discussed in the following sections. 
The classical model of statistical decision theory was developed by 
Wald (1950), and is described, for example, in the work by Luce and 
Raiffa (1957), Chernoff (1963), and Raiffa and Schlaifer (1961). The 
above decision criteria models consider at least three components: 
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i) A set of actions or investment alternatives A= {a l, a2...... am} 
ii) A set. of state of nature or future scenarios, S= {sl, s2,...., sm} 
iii) For every project aj and state of nature sk there is an outcome, 
Vjk. In the following discussion each outcome wil l be assumed to 
represent the corresponding net present value for a specific 
investment project under a stated scenario or state of nature. In 
general, by using these models the decision maker would seek to- either 
maximise benefits or to minimise costs or losses. 
2.2.2.1 Dominance 
If for two alternatives one would always be preferred no matter what 
future occurs, the preferred alternative is said to dominate and the other 
alternative may be discarded, since there is no further reason to consider 
it. Formally stated, the dominance principle suggests that if there are 
two investment alternatives ai and ak such that 
Vi j >. Vkj ((or all j, 1, <j. n) (2.2.2.1) 
then ai is said to dominate ak (Luce and Raiffa, 1957). The alternative ak 
may then be discarded from the decision problem and ai is preferred to 
ak for each of the n states of nature. The decision made using any of 
the criteria models to be described will not be reversed if ak and all 
its outcomes Vkj are discarded from the problem of choice. Hence, the 
principle of dominance could be adopted to reduce the range of alternatives 
of making the decision under uncertainty. However, although it reduces 
the size of a decision the principle may not give a unique alternative 
which would be recommended. 
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2.2.2.2 Maxiurin or minimax principle 
The maximin or minimax principle is a simple decision criterion 
available for dealing with decisions under uncertainty. This principle 
proposes the decision maker to choose an alternative so as to maximise 
his minimum profit or minimise his maximum loss. The decision rule is 
to choose the alternative aR associated with the outcome VRS such that 
(Morris, 1977) 
VRS = max min Vij 
ij 
(2.2.2.2) 
From this it derives the name maximin. Alternatively, the principle 
may be reinterpreted when dealing with costsrather than profits. It would 
suggest examining the maximum cost associated with each alternative, and 
then select the alternative which minimises the maximum cost - minimax 
principle. 
The maximin principle has its most useful application in situations 
where conservatism and security are desired. Decisions made in many old 
and stable conservative companies are characterised by this principle 
This is clearly a conservative or pessimistic'principle in which attention 
is directed to the worst outcome and makes the worst outcome the most 
desirable one, which is in itself a shortcoming. This can be illustrated 
by the following example. 
In the following matrix of profits 
the maximin criterion would select a2. However, if the probabilities of 
sl and s2 are the same it would be obvious that most dedision makers would 
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choose al. 
The obvious antithesis of this principle might be called the maximax 
principle. It suggests choosing the alternative that assures the best 
of the best possible outcomes. A decision maker that chooses the maximax 
principle has his judgement based upon an extremely optimistic view of 
the outcome of nature; and therefore, the use of this rule is only justified 
if it is judged that nature will do her best. 
2.2.2.3 The Hurwicz principle 
The principle proposed by Hurwicz (1951), also known as the 
'pessimism-optimism index criterion', was originated to avoid the extreme 
conservatism of minimax or the extreme optimism of a principle such as 
maximax. The Hurwicz principle suggests that the degree of optimism 
of the decision maker be measured by an index of optimism, a, such that 
0; a. 1. Thus, when a=0, the decision maker is pessimistic about the 
outcome of nature, and a pessimistic decision corresponding to the maximin 
criterion results. While an a=1 indicates an optimism about nature 
and an optimistic decision corresponding to the maximax criterion would 
result. The decision rule is to select the alternative that maximises H 
given by: 
H(ai) =a {max Vii }+ (1-a) {min Vii} 
where Vij is the net'present value for the ith alternative and the jth 
state of nature. 
The procedure is (1) to calculate-the maximum profit for each investment 
alternative and then multiply this by a, and (2) the minimum profit fdr 
each investment alternative is multiplied by (1-a). The sum of these two . 
products for each investment alternative is called the 'Hurwicz criterion' 
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and the investment alternative which maximises this criterion is selected. 
The rationale behind this criterion is that often decision makers 
focus on the most extreme outcomes or consequences in arriving at a 
decision. By use of this rule, the decision maker may weight the extremes 
in such a way as to reflect the relative importance attached to them. 
Nevertheless, several objections have been advanced to the use of this 
criterion (Morris, 1977). The most obvious includes determining the 
proper value of the index a. If this is simply left to the judgement 
of the decision maker, then the principle loses to some degree its 
objectivity. 
2.2.2.4 Laplace principle 
I 
The Laplace principle (Morris, 1960) or the principle of insufficient 
reason is based upon the assumption that each possible state of nature is 
as likely to. occur as any other. The rationale of this assumption is that 
in the absence of any evidence to the contrary, one might as well assume 
that each possible state of nature is equally likely. Having made this 
assumption, one may then maximise expectation. Formally this principle 
states: assume all possible futures are of equal probability, then select 
the alternative which maximises expectation. The principle selects the 
alternative that maximises E given by 
n 
E (aj) =n(E Vjk) (2.2.2.4) 
k=1 
that is, the probability of occurrence of each future state of nature 
{sk, l, <k, <n} is assumed to be-!, for n equal to the number of possible 
future states. To select the best investment one would compute the 
arithmetic average for each alternative. 
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Although this principle is simple and gives definite selections 
among alternatives, a serious objection is that the choice might depend, 
simply, on the arbitrary way in which the decision maker decided to 
list the possible state of nature. That is, mutually exclusive sets of 
futures can be selected in arbitrary ways so as to, in general, change 
the project selected. A major criticism of the Laplace principle is 
that any transformation of equation (2.2.2.4) will yield a non-uniform 
distribution. 
2.2.2.5 The Savage principle (minimax regret) 
The Savage principle (Savage, 1951) or minimax regret criterion is 
based on the premise that a decision maker wishes to avoid any regret or 
at least to minimise his maximum regret about a decision. Application of 
the principle requires the formulation of a regret matrix. This is 
accomplished by calculating (for each alternative future combination) 
the difference between the pay-off which could have been achieved with 
perfect knowledge of the future and the pay-off which was actually 
received from the alternative chosen. This quantity is called 'regret'. 
Regret is given by the relation 
Rki = max Vii - Vkj (2.2.2.5) 
i 
and is calculated as in the following example. Consider the following 
matrix of profits: 
The 'regret' for state of natures s1 and s2 applicable to alternatives 
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a1 and a2 are £1-0 = 1; £1-1 = 0, E1000-1000 = 0; and £1000-1 = 999. 
Thus, the regret matrix for the above matrix of profits would be 
and the minimax regret principle would select al. 
In its general form, the minimax regret is determined by: 
R= min (max rid) (2.2.2.6) 
ij 
and the corresponding alternative av is selected. 
A decision maker who applies the Savage principle as a decision criterion 
will opt for the decision which will result in the least possible opportunity 
loss. Therefore, individuals who have strong aversion to criticism would 
tend to use this criterion because it puts them in a relatively safe 
position with regard to the possible future states of nature. In this 
respect this criterion has in itself a conservative philosophy and suffers 
similar shortcomings as those discussed under the maximin principle. 
Another logical difficulty associated with the principle is that 
it is not independent of the addition of alternative(s) (Chernoff, 1954). 
The introduction of an additional investment am+l which is itself of no 
interest to the decision maker, has the effect of selecting a project 
other than that selected in the first place. 
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2.2.2.6 Summary 
Arguments advanced against the various decision criteria models 
that have been described are based either on intuitions about the 
choice of a principle in a specific decision problem, or upon the 
failure of a principle to exhibit some property which is taken to be 
desirable (Morris, 1977). For instance, dominance is an intuitively 
appealing principle that reduces the number of alternatives to 
consider, but in some cases two or more alternatives will remain, 
thus it may be necessary to use other decision criteria. Moreover, 
each criterion may occasionally reject projects which are intuitively 
more satisfactory to many decision makers, and also in some cases 
yield differing results. Thus, one may say that an exact quantitative 
response using the decision criterion models described above is seldom 
possible. It seems more reasonable to conclude that the use of these 
principles in the analysis of alternatives can give decision makers 
some possibility in sharpening their intuitions and perhaps improve 
their responses on non-quantitative situations. 
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2.3 Probabilistic Approaches that Attempt to Consider Risk 
and Uncertainty 
In general, the more significant probabilistic approaches that 
attempt to provide a solution technique*or decision criteria to the 
problem of choosing among alternative investments under conditions of 
risk and uncertainty involve, for the most part, the formulation of 
probabilistic estimates of future possible outcomes. For example, 
future cash flows and future returns are commonly described as random 
variates. Under these approaches, probability distributions of the 
random variates are hypothesized to exist; generally the distributions 
of these variables are based upon simulation, historical data and/or on 
a quantification of the decision maker's perceptions regarding the like- 
lihood of the possible outcomes. 
A difficulty in reviewing the literature on the subject is, perhaps, 
that it has been the concern of many investigators. Economists, industrial 
engineers, operations research analysts and finance specialists, are 
examples. Upon a review, it appears that each tends to concentrate 
attention on a different type of problem with a unique perspective and 
point of view, and each tends to use different approaches and techniques. 
Indeed, as suggested by Thompson (1976) the literature has grown rapidly 
in each field and has tended to diverge from, rather than to converge to, 
a unified whole. 
For example, the management science approaches place minimum 
emphasis on the development of criteria and maximum emphasis on solution 
technique. See Weingartner (1963), NUshund (1966), Hillier (1969), 
Oakford (1970) and Bernhard (1969), among others. The economics-finance 
approach tends to pay a great deal of attention to the development of 
general criteria and rules and little attention to computing technique. 
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Sharpe (1963), Lintner (1965a), Mossin (1966), Ramada (1969), are some 
examples. The approaches could be further classified as being concerned 
with the selection of sets of interrelated projects in the management 
science approach and with single projects in the economics-finance 
approach. 
Andersen: (1971), broadly classifies the more significant of the 
probabilistic approaches to risk concerned with the investment decision 
into four categories - Utility Theory approaches, approximations to 
Utility Theory, Mean-Variance and Quantitative Techniques. Within the 
above framework a brief review and discussion of these approaches is 
presented in the following sections. 
2.3.1 Utility theory approaches 
Utility theory is based on the assumption that a consistent risk 
attitude held by an individual decision maker or investor can be measured 
and quantified on a cardinal scale. This risk attitude of a decision 
maker is referred to as a utility or preference function. Once the 
investor's preferences are quantified the preference function can then 
be used to compute the relative degree of usefulness or desirability of 
the potential investment alternatives open to the investor. An excellent 
explanation on the quantification of risk preference functions can be 
found in Bierman (1966) or Pratt (1965). 
The basic axioms for the existence of a numerical utility function 
were stated by Von Neumann and Morgenstern (N-M), (1953). Briefly and 
using Bussey (1978) notation, these are : 
Axiom 1 (Comparability) : Any two alternatives can be compared, 
and either the individual prefers one to the other or he 
is indifferent between them. 
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Axiom 2 (Transitivity) : If an individual prefers an option A 
to an option B and B to C, then he prefers A to C. 
Likewise, if he is indifferent between A and B and also 
between B and C. then he is indifferent between A and C. 
Axiom 3 (Decomposition) : If a risky option has as one of its 
prizes another risky option, then the first option is 
decomposable into its more basic elements. 
G ". [P*A1, (1-P*)A2] 
for P*=qP1+ (1-q)P2 
That is, a compound lottery G can be decomposed or reduced 
to a simple lottery, which includes as its outcomes the 
tangible prices Al and A2 with compound probabilities P* 
and (1-P*). 
Axiom 4 (Substitution) : This axiom simply states that equally 
preferable payoffs may be substituted for each other in 
any decision making problem. 
Axiom 5 (Monotonicity) : This axiom is often referred to as 
the one that expresses 
success. It says that 
same two alternatives, 
preferred outcome has 
is itself preferred. 
lotteries 
a desire for a high probability of 
if two risky options involve the 
then the option in which the more 
the higher probability of occurrence 
For example, if one considers two 
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Q1 : Probability of outcome £10 = 2/3 
Probability of outcome £6 = 1/3 
Q2 : Probability of outcome £10 = 1/2 
Probability of outcome £6 = 1/2 
and if the individual prefers getting 10 to 6, then since 
the probability of getting 10 in Q1 is higher than in Q2 
he will prefer the lottery Ql instead of Q2. 
Axiom 6 (Continuity) : If a risky option A is preferred to B 
and B to C then some option can be defined involving A 
and C, for which the individual expresses indifference to 
option B. 
In symbols, if an individual prefers £10 to £5, and 
£5 to £1, then some value of probability, P, can be found 
such that the following indifference relationship holds 
for the individual : 
P. 10 + (1-P). 1 -5 0<P<1 
From the foregoing axioms, if one considers a situation in which 
the outcome of a risky option to be taken is known only in the form of 
a probability distribution, in choosing from among mutually exclusive 
risky options, classical utility theory says that an individual who obeys 
the N-M axions of rational behaviour will maximize his expected utility. 
See, for example, Raiffa (1968), or Borch (1968a). 
For the analysis of an investment decision, it is common practice 
to limit the argument of the utility function solely to money, in 
general a vector of returns or cash flows can be assumed. See, for 
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example, Markowitz (1959), or Bernhard 
(1977). Furthermore, it is 
usually assumed a one-to-one correspondence 
between return and 
utility; the monetary return is transferred to a utility value 
by a 
defined preference function. 
Consider and example where an investor is faced with a risky 
option and let : 
X= the value of a random variable measuring the monetary 
value of the gain or loss in the investor's total 
asset level; 
U(X) = the investor's utility as a function of X; 
P(x) = probability {X=x} for the option; 
E{U(X)) =E U(x) P(x) = the investor's expected 
all x 
utility for the project option; and 
E= Expected net gain for a project. 
Then, as described above, from a set of mutually risky projects 
and obeying the N-M axions, the optimal investment policy for the 
investor would be to select that project offering him the highest 
expected utility, E{U(X)}, 
The N-M utility theory has been used by several investigators as 
a basis for the empirical determination of individual's utility 
functions. See, for example, Davidson (1957), Grayson (1960), Green 
(1963), Swaim (1966), Cramer and Smith (1964). Their results showed 
that some of the utility functions were, in general, concave downward, 
while others were convex, at least over the function range in the first 
quadrant. Further, all the utility functions reported were generally 
concave downward in the third quadrant where the monetary outcome is 
negative. This observation can be interpreted as an aversion (dis- 
utility) for losses. In fact, for small negative values of return 
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f 
most of the utility functions determined by the above investigations 
became rather steep. This phenomenon expresses a pronounced dislike 
for large negative payoffs as seen in Fig. 2.3.1. Hence, the concavity 
or convexity of the utility function has been used to express the risk- 
avoiding or risk-seeking behaviour on the part of the decision maker. 
Risk seekers display some convexity in the utility function in the 
first quadrant, while risk-avoiders have concave-downward functions. 
Fig. 2.3.1 Risk-Avoiding Utility Function 
I 
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Although the N-Pi axioms provide a basis for obtaining an interval 
scale preference ordering function - the utility function - in practice, 
however, it is not always easy to determine the actual shape of the 
investor's utility function. The common approach is to assume that 
U(X) is linear within the relevant range of X; then it is optimal 
to choose the alternative with the highest expected net gain E, where 
E=E[X)= E xP(x. = the expected net gain for the project 
allx 
For risk analysis purposes, the expected utility approaches allows 
an investor to make preference ordering over a set of probabilistic 
money returns. This can also be equivalently stated as maximizing 
'certainty equivalents' whereas for any risky situation there is 
some riskless value which would make the investor indifferent. This 
value, the certainty equivalent, supposedly eliminates the uncertainty 
involved in an investment decision. The limitations of this approach 
have already been advanced in section 2.2.1.8. In addition, if the 
utility function U(X) is non-linear, the investment option with the 
highest expected net gain, E, may not always be the one with the 
highest expected utility. 
For this reason, it has often been suggested that the optimal 
investment decision policy should be based not only on E but also on 
a second parameter which expresses a measure of risk. Markowitz (1959) 
developed a general model to discuss alternatives measures of risk with 
which it is possible to construct a two parameter risk-benefit preference 
function consistent with expected utility maximisation. In a related 
development, Blatt (1979) proposed a simple two-parameter risk-benefit 
model in which risk is measured by probability of loss, D, and benefit 
by expected net gain, E. The measure suggested by Blatt, is 
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D= Probability EX < 03 = the probability 
the project will result in a loss . 
Blatt's decision criterion is to reject those projects with values 
of D larger than an established maximum acceptable downside risk, Dm.. 
Then, from among the remaining projects the one with the highest 
expected net gain, E, is selected, 
Although intuitively appealing and simple to use, Blatt'sapproach 
has been criticized on the grounds that there is no underlying utility 
function U(X), for which maximization of expected utility is consistent 
with his proposed procedure, Bernhard (1981), giving practical 
examples, shows that, unless the investor is totally irrational, he 
will abandon the preference function of the form advocated by Blatt 
and adopt one consistent with classical expected utility maximization. 
Berhard, then, suggests an alternative measure of risk, namely, expected 
net loss which takes into account not only the probabilities of losses 
but also their relative severity. The measure suggested by Bernhard, 
is : 
H=-E MP (M) = the expected loss for the project. 
all m<0 
Savage (1954) extended N-M work and proposed an approach wherein 
subjective probability distributions are developed to quantify the 
investor's information about uncertainty and utility functions are con- 
structed to specify attitudes toward uncertainty. The sum, over the 
relevant range of X, of the product of the utility function and the 
associated subjective probability distribution is the expected utility. 
In further developments, theoretical application of the expected 
utility maximization has been formulated. Hillier (1969), for example, 
provides mathematical procedures to optimize the investment decision 
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problem by considering the interrelatedness of entire sets of 
investment 
proposals. An inconvenience for the application of Hillier's procedures 
is that they appear to be handicapped by difficulties of estimation and 
computation (Andersen, 1971). In addition, the model is considered 
static in the sense that it does not take into account various 
dynamic 
aspects of the investment problem such as, for example, the impact of 
past and present investments. Another disadvantage is the assumption 
of time stationarity in the decision maker's preference function. That 
is, it assumes that his preference function remains the same over time. 
To summarize, although the concept of a decision criterion 
involving expected utility is practically useful and offers a most 
comprehensive way of evaluating investment alternatives, there are 
still unresolved problems, among them the determination of the investor's 
utility function. The determination of a valid utility function is 
often very difficult as is the case in situations where many complex 
variables have to be taken into account. In addition, the expected 
utility criterion is a present-time device. It is a common experience 
that individual preferences change with time. Therefore, utility 
functions must also change. Despite the still unresolved issues, 
however, considerable insight into the investment decision problem can be 
gained by the limited application of expected utility methods. 
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2.3.2 Approximations to expected utility maximization 
Practical approximations to expected utility maximization has been 
proposed by Morris (1964). These approximations are in the form of 
principles of choice which are related to utility maximization, but 
which substitute the judgement of the decision maker for the con- 
struction of a preference function. In general, the principles 
suggest practical ways of dealing with decisions involving risk and, 
like expected utility maximization, they serve as suggestions as to how 
the decision maker might proceed to make decisions under conditions 
of uncertainty. The principles of choices as given in Morris (1977) 
are : expected value, aspiration level, stochastic dominance and 
expectation-variance. These are briefly described in following 
sections. 
2.3.2.1 The expected value 
The expected value or expected profit is a popular criterion of 
evaluation of alternatives which explicitly includes risk. The 
principle suggests that the decision maker chooses the action which 
maximizes expected profit or minimizes expected loss. Here, it is 
assumed that whatever the shape of a decision maker's utility function, 
only negligible errors would be made if the function is approximated 
by a straight line within the relevant range. Therefore, it is 
argued that over a small range maximizing expected profit will yield 
similar decisions as maximizing expected utility. By doing this, the 
decision maker is freed of the necessity for measuring his utility 
function. 
The validity of this criterion is advocated on the grounds that a 
sequence of identical decisions al, a2, ..., an result in outcome values 
V1(Aij ), V2(Aij), .,. V(9.. ) independent of one another because of the 
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law of large numbers. The sum of the values of the outcomes of a series 
of decisions is greatest if one maximizes expectation, with probability, 
approaching one as the number of decision increases (Morris, 1977). 
For example, consider a sequence of identical decisions whose outcomes are 
independent and let : 
S'n = the sum of the values of the outcomes of the first n 
decisions when the principle of maximizing expectation 
is used, -and 
Sn = the sum of the values of the outcomes of the first n 
decisions when any other principle of choice is used. 
Then as n 4- a 
Probability {S'n > Sn} }1 
On the basis of the above result one may argue that maximizing 
expectation is useful in the long run but has little meaning when a 
decision maker either is confronted with one or few decisions or in 
the short run itself. Indeed, the classic example used to disfavour 
the use of this principle is the St. Petersburg Paradox of Bernoulli 
(1738). Bernoulli pointed out the shortcomings of the expected value 
criterion as early as the eighteenth century by citing a game in which 
a coin is-tossed until it falls heads. If heads occurs for the first 
time on the nth toss, the player gets a price of 2n-l in monetary 
terms, and the game is over. Since the probability that the coin falls 
heads for the first time on the nth toss is (#)n, then the expected 
gain in this game would be 
co 
E=E 2n-1 ( )n 
n=1 
as it is possible for the game to continue indefinitely. Thus, the game 
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has a theoretical expectation of an infinite gain; consequently, a 
decision-maker who maximises expected gain should be willing to pay 
any finite amount for the opportunity of playing the game. It is 
very unlikely, however, that most individuals will be willing to 
pay any large amount for the right to gamble because the probability 
of losing is very high. The implication of this game is that people 
might not always decide on the basis of maximizing expected value. 
In addition, a decision based solely upon the expected value does 
not always take into consideration the extreme values of the probability 
distribution and hence disregard the probability of loss, including 
the possibility of unacceptable losses to the decision maker. As a 
result, the risk of ruin becomes significant. Oakford (1970) has 
discussed the probability of ruin and its implications of choice among 
uncertain alternatives. In essence, he argues that when the risk of 
ruin is not significant the decision maker should select the alternative 
with the largest expected value of possible outcomes; however, if the 
risk of ruin becomes significant, the amount of variance of possible 
outcomes associated with each alternative would become most important. 
In fact, the deficiencies of the expected value criterion have 
been noted by Cramer (1964); Farrar (1962); Hillier (1963,1965); 
Markowitz (1959); Sharpe (1963); and Wagle (1967), among others. As 
a result, various mean-variance, approaches have been suggested. These 
approaches will be discussed in a subsequent section. 
2.3.2.2 The aspiration level 
The aspiration level, A, is usually some level of profit or return 
which the decision maker wishes to obtain. The aspiration level principle 
simplifies decisions b1 representing a decision maker's utility function 
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which take on only two values. For example, consider this 
function 
U(x) =K for x %AandK= 1 
U(x) =kforx <A and k=0 
where x is the amount of monetary profit or loss and K>k. 
Thus, for any risky project which promises a value of x: A with 
probability p and a value of x<A with probability (1-p), the 
expected utility will be given by 
p(l) + (1-p)(0) =P 
and maximizing utility will become equivalent to maximizing the 
probability of achieving or exceeding the aspiration level, A. 
2.3.2.3 Stochastic dominance 
The stochastic dominance principle states that if some alternative ai 
is more desirable using the aspiration level principle for all aspiration 
levels, then the alternative ai is said to be stochastically dominant. 
This means that for any return a decision maker might specify, the 
probability of achieving that return, at least, is greater for ai than 
for any other alternative. Morris (1977) points out that most decision 
makers find dominance a very appealing principle as it seems to occur to 
them surprisingly often. 
Stochastic dominance criteria for decision making under uncertainty 
have been developed and discussed by Quirk and Saposnik (1962), Fishburn 
(1964,1974), Hadar and Russell (1969,1971,1974), Rothschild and Stiglitz 
(1970,1971), Whitmore (1970) and others. In spite of the large volume of 
work which has been published recently on stochastic dominance, this 
framework is still lagged behind the mean-variance criteria with respect 
to the induced results. The main drawback in the development and 
application of stochastic dominance is that, often, one does not know the 
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statistical distribution of random variables. A simple way to 
recognise stochastic dominance is to plot the cumulative distribution 
functions for each course of action in a decision situation. 
2.3.2.4 Expectation-variance 
The expectation-variance principle assumes that a decision 
maker's utility function for money returns increases at a decreasing 
rate. Based upon this assumption one can make the following pre- 
dictions without having to quantify the utility function : 
1. If two investment alternatives have the same expected 
profit, the alternative having the smaller profit 
variance is more desirable. 
2. If two investment alternatives have the same profit 
variance, the alternative having the larger expected 
profit would be preferred. 
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2.3.3 Mean-Variance approaches 
Because of the deficiencies of the expected value criterion, some 
of which were already discusssed in section 2.3.2.1, various mean and 
variance procedures have been suggested in attempting to measure 
risk. See, for example, Arditti (1967); Kryzanowski (1972); Levy 
(1969); Mao and Brewster (1970) and Motazed (1973). In essence, 
mean-variance approaches attempt to measure risk in a single mathem- 
atical measure, usually the variance, semivariance or standard 
deviation. 
The foundations of these approaches are based upon the concept of 
mean-variance efficiency originally proposed by Markowitz (1959). 
In his work on the securities portfolio problem, Markowitz defined 
efficient portfolios as those sets of assets with minimum variance 
for a given expected value, or those sets with maximum expected profit 
for a given variance. Hence, the variance of a portfolio return 
is taken to be a measure of risk associated with owning the portfolio. 
The concept of variance as a measure of risk is demonstrated by 
the use of utility theory for a special case involving a quadratic 
utility function in Bussey (1978). Here, decision maker's risk 
attitudes are inferred from the partial derivatives of the expected 
utility function, and these partial derivatives define the shape 
of the expected utility function on u-c coordinates. 
Farrar (1962) proposed a criterion in which the variance of 
return, weighted by a constant, indicating a measure of risk aversion, 
is subtracted from the expected return. He demonstrates that under 
certain requirements it is feasible to approximate expected utility 
in terms of mean and variance of the associated probability distribution. 
In a related development, it has been shown that the certainty equivalent 
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can also be approximated by a function of the mean and variance 
(Pratt 1964). 
Hillier (1963) attempted to consider the risk factor involved 
in the evaluation of a proposed investment. Hillier proposed a 
procedure wherein the expected value of prospective returns are 
estimated, and the inexactitude of the estimate can be described 
by an estimate of the standard deviation. On this basis, one can 
then generate an explicit and complete description of the risk 
involved in terms of the probability distribution of a measure of 
investment value such as the net present value or the internal 
rate of return. 
In a later work, Hillier (1969) proposed a procedure to optimize 
an investment decision involving a set of investment projects. He 
derives the probability distribution of the present value for each 
possible combination of investments, and provides a utility approach 
to the problem of selecting the best combination of projects. 
Cord (1964) suggested a criterion involving the maximization of 
a measure of investment worth but in which an upper limit is placed 
on the variance of this measure. Baumol (1963), taking another 
approach, considers a criterion in which the objective is to maximize 
the expected profit less a constant times the standard deviation of 
the profits. 
Other measures of risk that account for the variability of the 
returns have been suggested. For example, Archer and D'Ambrosio 
(1966) proposed the coefficient of variation, the standard deviation 
divided by the expected value. Mao (1970a) suggested the semi- 
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variance, that is, the variance of the probability distribution to the 
left of the expected value. Semi-variance is used as a measure of 
downside risk. For a symmetrical probability distribution, for 
example, semi-variance is half of the variance. Several investi- 
gators claim it to be a better measure of risk than the variance 
itself. See, for example, Mao (1976), Markowitz (1959). 
A conanon feature of mean-variances approaches is that these 
measure risk with a single mathemtical measure, i. e. variance, 
semi-variance or standard deviation. However, the weaknesses of 
these approaches have been pointed out by several authors. See, 
for example, Feller (1966) or Robicheck and Myers (1965). In 
fact, Markowitz (1959) himself had reservations about choosing 
variance as a measure of risk. He pointed out that the mean and 
variance alone do not capture all the qualities which are of 
relevance to the decision maker. Beside variance, he considered 
five other alternative measures of risk: the expected value of 
loss; the expected absolute deviation; the maximum expected loss; 
the probability of loss; and the semi-variance. The first four 
measures were rejected for one reason or another as unsuitable. 
For the remaining two measures, variance and semi-variance, Markowitz 
preferred the semi-variance for theoretical reasons, but he chooses 
the variance because of its familiarity and ease of computation. 
The main weakness advanced against the variance as a measure 
of risk is that it gives an equal weight to the deviations on the 
right and on the left of the expected value. This equal weight 
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characteristic can lead to a distorted risk measure when considering 
a skewed distribution. For instance, two probability distributions 
may have the same expected value and variance but at the same time 
different shapes. Fig. 2.3.3 shows two probability density functions 
which have approximately the same expected value but which have 
different shapes. Generally, individual decision makers would prefer 
distribution A, for. distribution B indicates a lesser degree of 













Fig. 2.3.3 Probability Distributions with Equal Expected 
Values and Variances but Different Shapes 
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In fact, Boyd (1969) has shown that for the mean-variance 
approach to be valid, selection of projects must be between those 
alternatives which their outcomes can be characterized by similar 
probability distributions. 
Further, the coefficient of variation, although potentially 
useful as a decision aid, theoretical and practical problems still 
remain as to use it as a measure of risk, In particular, there 
is no specific (to the knowledge of the author), decision criterion 
for the coefficient of variation. In addition, when evaluating an 
alternative with a given probability distribution of returns a 
decision maker cannot determine its risk just based on variance or 
semi-variance measures alone. Each of these two measures by 
itself does not provide a precise indication of the relative skewness 
of the distribution. If one were certain that the distribution of 
returns is symmetrical then either of these two criteria can be used 
to determine the riskiness of the investment alternative in question. 
However, this is not always the case as will be demonstrated later 
in the thesis. 
Hence the desirability for characterizing the appropriate prob- 
ability distribution of returns for the purpose of risk analysis can 
be justified on two grounds : firstly, the significance of the 
deviations of returns from the expected return may depend not only 
on the deviation's extent but also on the dispersion and shape of 
the probability distribution. Secondly, as discussed above, it 
is possible to obtain the same mean and variance values under two 
. n., ý. nwý. mn.. r+x e-v - -4 -w 
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distributions with substantially different shapes as it has been shown 
by Feller (1966) and Robicheck and Myers (1965). Therefore, the 
characterization of the appropriate probability distribution 
provides additional information, in terms of probabilities, for 
risk assessment purposes in the analysis of an investment decision. 
2.3.4 Quantitative approaches 
Other mathematical techniques have been prepared as means for 
assessing risk, Simulation (Monte Carlo technique) is one of them, 
The technique is a random sampling procedure by which the validity 
of a mathematical model can be investigated, and where the degree 
of confidence of the results will depend on the size of the random 
sample performed. In essence, simulation is implemented to obtain 
repeated samples from an assumed model. This method results in 
a sampling distribution of, say, returns. 
Hess and Quigley (1963) and Hertz (1964), (1968) were among 
the first to demonstrate the use of Monte Carlo simulation techniques 
for the construction of probability distribution of investment 
returns. Hess and Quigley assumed independence among all cash 
flows while Hertz stated that some of the cash flows might be 
correlated. Fowkes (1971) has applied the concept of simulation 
for the analysis of the investment decision in banking. Further, 
in related developments, simulation has also been applied in the 
oil and drilling industrial sector (Smith, 1970) and (Newendorp, 1968). 
p 
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Techniques using simulation have been advocated on the grounds 
that these provide the decision maker with risk-return information 
in which to base the investment decision. However, although 
simulation is valuable in the sense that it enables the decision 
maker to, at least partially, assess risk, a major drawback is the 
amount and cost of computing time which is required not only to 
develop a program but also to produce results fairly accurately. 
Magee (1964), (1964a) has developed decision trees for evaluating 
a series of investment decisions made over time. The decision tree 
mathematically factors the degree of risk involved in a decision 
so as to enable the decision maker to make comparisons among 
alternative courses of action. The main disadvantage of using 
this technique, however, is that the number of branches required 
in a decision tree analysis is dependent on the number of 
variables to be included in the analysis and the number of 
estimates for each of the variables. Therefore, in investment 
alternatives with many variables the number of branches can become 
very large. 
Combinations of quantitative techniques have also been used. 
For example Byrne (1967) (1969) combined chance constrained prog- 
ramming, CCP, and linear programming under certaintly, LPUU, to 
formulate an approach in which a probabilistic payback constraint 
is imposed. The objective is to select those projects which 
satisfy the constraint while maximizing expected returns. For an 
excellent recent survey of the subject of decision problems under 
risk and chance constrained programming see Hogan (1981). 
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Further, simulation and stochastic linear programming techniques 
have been combined to generate a risk return curve for the evaluation 
of risk in portfolio selection (Salazar and Sen, 1968). Mao and 
Brewster (1970) have developed a simulation model in which the 
semi-variance is used as the risk measure of a portfolio. Hespose 
and Strassman (1965) extended the decision trees concept to develop 
a simulation model called. a stochastic decision tree analysis. 
Despite the conceptual appeal of the approaches to risk that 
combine various quantitative techniques, their usefulness is 
limited by several deficiencies. For example, the computational 
complexity and lack of flexibility of some of the approaches. In 
most mathematical programming formulations dealing with the investment 
problem the existence of constraints places some restrictions, while 
the analytical formulation of the problem is often quite complex 
requiring simplifying assumptions. In addition, computational 
complexity requires in most cases approximate solution techniques. 
However, recent advances have somewhat alleviated these problems. 
See, for example, Neinhauser (1967), and Neinhauser and Ullman (1969). 
-73- 
CONCLUSION 
In summary, from the literature review presented in this 
chapter it appears that it may not be appropriate to make point 
estimates such as expected value and/or variance, and then to 
proceed to optimize the investment decision on the basis of these 
estimates. As discussed previously, the main problem of using 
the expected value criterion is that it ignores the shape of the 
probability distribution of the returns, especially those portions 
reflecting the possibility of unacceptable losses. On the other 
hand, the measure of variance, by itself, does not always provide 
enough information for sound decision making, unless one can 
assume that the relevant probabilities are normally distributed - 
this is not always the case. Thus, it seems more reasonable to 
argue that it is usually best to obtain a complete characterization 
of the probability distribution, and then to optimize the investment 
decision on this basis. That is, the knowledge of the actual form 
of the distribution enables the decision maker to make precise 
statements regarding the probabilty of occurrence of any event. 
This approach is followed in a subsequent chaper in the thesis. 
Finally, before proceeding to a description of the proposed 
procedures for dealing with risk in the investment decision, it 
is necessary to describe briefly some of the statistical methods 
used in the analysis of the data. This is the subject of the 
next chapter. 
CHAPTER III 
RELEVANT STATISTICAL TECHNIQUES 
FOR THE DATA ANALYSIS 
-74- 
CHAPTER III 
RELEVANT STATISTICAL TECHNIQUES FOR THE DATA ANALYSIS 
3.1 Introduction 
Although this thesis is primarily concerned with the analysis of 
risk and uncertainty, there are several important statistical methods that 
were-usdd'in order to facilitate the analyses. The analyses of variance, 
continuous statistical distributions and estimation are some of these 
methods. This chapter provides a brief review of these techniques. 
3.2 Analysis of Variance 
The analysis of variance method, due to RA Fisher, is used to test 
the hypothesis of equal means of a number of samples (Fisher, 1970). This 
problem arises, for example, when a series of measurements is performed 
under different conditions, or when samples of financial performance 
results are taken at different time intervals. It is, therefore, important 
to detect a possible influence of the variation of the external variables - 
year in which data has been collected - on the sample. 
In this section, the analysis of variance technique will be described 
in order to test for the significance of the difference among sample 
means. In other words, this analysis represents a test of whether the 
samples under consideration-can be treated as having been drawn from 
populations having the same means. Thus, if an attempt is made to assess 
the effect of one factor, years, on the observations, return on equity 
and return on assets, then one-way analysis of variance is carried out. 
Methodology for one-way analysis of variance has been described by 
Kohbodi (1978). It is assumed that observations of k independent random 
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samples, of sizes ni (i = 1, ...... k) come from k different populations. 
The central point is to test the hypothesis of whether or not the k samples 
can be treated as having been drawn from the same population, more precisely, 
from populations having the same mean. If the ith observation in the jth 
sample is given by Xis, the general notation for a one-way classification 
can be described by Table 3.2.1. 
Sample xil xi2,... xij,...., xin Mean 
1 X11 X12 Xlj X1n X1. 
2 X21 X22 X2j X2n X2. 
i Xil Xi2 Xij Xin Xi. 
k Xk 1 Xk2 Xk j Xkn Xlc . 
Grand mean X.. 
Table 3.2.1 General notation for one-wav classification in 
analysis of variance where R. represents the mean 
of the observations in each simple, and .., the grand 
mean of all observations 
The statistical model for the analysis of one-way classification can 
be structured as follows (Lindman, 1974) 
n 
If one first defines A=E x3 /I (I = no. of groups) and Bi- Xi -X 
d-1 
then the model equation for the analysis can be written as 
X.. = A+ B. +Z.. 1J 1 1J 
Where A represents the 'average' value of the population means (or grand 
mean), Bi represents the deviation of the ith group mean from the mean 
average value A (i. e. A+gi is the mean for the ith group), and Zij represents 
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the deviation of the jth observation from the mean of the ith group. In 
other words, A is the average value of the population means - grand mean, 
and Bi is the difference between each group mean and the grand mean. 
It is appropriate then to calculate the arithmetic means for each 
group. 
n1 ni 11k 
EXEXE Xk 
i=l lý i=1 13 i=1 
= Xk. = .x1. = nl , ....... 
Xi. 
ni ...., nlc 
From the model it follows that 
X. =A+B. + i. i i. 
n. 
where E Z.. 
i=1 13 
Zi. = n. i 
By a similar deriXation the grand mean X can be expressed as 
ki 
EEZ.. 
i=1 j=1 13 
X.. =N 








and, since xi. = X.., + Bi in terms of this model then the null hypothesis, Ho 
can be stated 
Ho: BI = B2 = ...... = Bk =0 (3.2.2) 
or 
Ho: Bi = 0, for all i 
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which is equivalent to saying that the k population means are equal. This 
hypothesis is to be tested against the alternative hypothesis 
H1: Bi0, for some I 
The quantities A and Bi can be estimated from the data. The best 




B. = X. - X.. 1 1. 
Hence we want to test the hypothesis that the means of these populations 
are all equal. If the hypothesis were true, it can then be suggested that 
the samples would come from the same distribution. Using the same 




and the jth element of the ith group is denoted by xij. It is appropriate 




E xi ExE xk 
_ 
i=1 i=1 lý 
_ 
i=1 










n i=1 i=1 




The sum of the squares can then be constructed 
k ni 
_2 Q=E E (xi - X.. ) 
i=1 
j i=i 
k n U. 2 





E E (x.. --x. ) i 1 
+ E, E (xi- x"") 
i=1 j=1 
j . i=1 j=1 . 
k ni 
+2 EE (x. - x. j )(x. - 1 x.. 
) 
. 1' i=1 j=1 l 
The last term disappears because equations 3.2.3 and 3.2.4 
therefore 
k ni 









111 = j= 
Q= QA+ QW- (3.2.5) 
The first term, QA, is called the sum of squares among groups, and the 
second term, QW is the sum over all sums of squares within groups. 
In order to test the null hypothesis that the k population means (B19 
B2, .... Bk) are all equal, it is necessary to obtain two different estimates 
of population variance, a2, calculated in different ways. One which is based 
only on the variances within the individual groups is always an unbiased 
estimate of a2. The others based on the differences between the means 
of the groups, is an unbiased estimator only if the stated null hypothesis is 
true. If the null hypothesis is true, the two estimates should be 
approximately equal and therefore their ratio would be expected to be 
-79- 
approximately equal to one (Lindman, 1974). 
Hence, in equation 3.2.5, the sum of squares decomposes into a sum 
of two sums of squares with different sources of variation - the variation 
among the sample means (XI., X2,, .. . _, 
Xk. ) and the variation of 
measurements within the samples. Since, by assumption, the variance of k 
populations are all equal, then this variance can be obtained from any of 







2 QW 1 
W n-k n-k 
k ni 
_ EE (x. - x.. ) 
i=1 j =I 
f 










are unbiased estimates of the population variance, and these expressions 
are also called mean squares, MS. The variance S2 is defined with divisor 
(3.2.6) 
n-l, and as such it is a so-called 'unbiased estimator' of the population 
variance a2 and hence SW2 is based in n-k degrees of freedom. The quotient 
S2 
F A2 (3.2.7) 
SW - 
can then be used to perform an F test (Appendix 3.2.1). 
If the null hypothesis is false then the Xi. of the individual samples 
would be different. Therefore SA2 will be large and SW2 being an average 
over the sample variances within groups, will remain the same. This means 
that the result of equation 3.2.7 is large if the null hypothesis is false. 
The one tailed F test is therefore inappropriate, and the hypothesis Ho is 








that is, equation 3.2.8 gives the value of a random variable having the F 
distribution with k-1 and n-k degrees of freedom. If SA2 exceeds SW2 the null 
hypothesis is false, and the hypothesis is rejected if F exceeds F, where"F 
"aa 
can be obtained from an F tablet with k-1 and n-k degrees of freedom. 






1. j- x.. 
) -EEx. - nx .., i=1 j =1 i=1 j =1 1ý 
kk 




2k -2 QW =EE (xi. - xi. ) =EE, xi. nixi. 
i=1 j=1 i=1 j=1 i=1 
The last expression of each of the above equations is usually easier 
to calculate. Although QA and Qw are only needed to compute F, the 
calculation of Q allows a verification since, from equation 3.2.5, Q=QA+QW. 
Usually the results of an analysis of variance are summarised in an analysis 
of variance table which has the form of table 3.2.2. Based on that table 
analysis of variance is performed in order to test whether the samples under 
consideration can be treated as having been drawn from populations having 
the same means. 
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3.3 Continuous Distributions Used for Assessing Risk 
The actual random variates of an investment alternative have significant 
effects on its ultimate profitability, particularly as is often the case, 
where one or more variates - product. prices,. variable import prices, and 
the prices of capital goods - can affect the ultimate return of the 
investment or at any point in its life. Thus, it is difficult to isolate 
each of these variables and its variable components and consider all of them 
mathematically. 
Therefore, in these situations, it is a more convenient approach to 
choose a distribution that may describe mathematically past observations 
of profitability rates for companies in particular industries. The next 
sections introduce several different statistical models that were postulated 
to describe the stochastic behaviour of profitability ratios in order to 
assess risk. 
3.3.1 Gamma distribution 
The gamma distribution derives its name from the well-known gamma 
function, used in many areas of mathematics. This distribution is often 
used to describe random variables than are bound at one end. 
The continuous random variable X has a gamma distribution, with 
parameters a and ß, if its density function is given by 
1 
xa-le x/ß, x>0 
f (x) = ßar (a) 
0, elsewhere 
where a>O and ß>O. 
i(a) is a value of the gamma function, defined by 
r(a) xa-1 e xdx for a>O 
0 
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Integration by parts yields the inversion formula 
r (c) = (a-1) r (a-1) 
Repeated application of this formula gives 
(a-1) (a-2) r (a-2) 
(a-1) (a-2) (a-3) r (a-3) , 
and so forth. Thus, when a=n, and n is a positive integer 
r (n) = (n-1) (n-2) .... r (1) 
By definition 
r(1) Ie xdx 
hence r(n) = (n-1)! A review of this function and some of its properties 
is presented in Appendix (3.3.1.1). 
Graphs of several gamma distributions are shown in Figs. 3.3.1.1 and 
3.3.1.2 for certain specified values of the parameters a and ß. They exhibit 
the fact that for a, <l the distribution is a reverse J-shaped curve and 
single peaked. In fact, the skewness decreases as a increases for any 
fixed value of ß. Varying ß does not change the form of the distribution, 
but only its scaling (Fig. 3.3.1.2). Hence 0 is the scale parameter and 
a is the shape parameter of the distribution. 
" The gamma distribution has been frequently used in Bayesian analysis 
as a prior model to describe uncertainty in relation to the rate of 
occurrence of some process (Schlaifer, 1959). Also, many phenomena that 
cannot be theoretically justified as gamma variates have been found 
empirically to be a good approximation to this distribution (Hahn, 1967). 




f to-1 e 
ßtdt 
x>. 0 for_ ß__= 1/0 
F(x; a, ß) =o (3.3.1.3) 
0, x<O 
is known as the incomplete gamma function. Tables are used to determine 
the probability that a random value from a gamma distribution with parameters 
a and 0 takes on a value less than x. This value is the desired cumulative 
probability F(x; a, ß). Tabulated tables of this function can be found in 
Harter, (1964) and Pearson, (1957) . 
By making use of the gamma function and some of its important properties 
explained in Appendix 3.3.1.1 the mean and the variance of the gamma 
distribution may be obtained. Fur the mean 
u=1 ICo x. xa-1e 
x/ßdx 
ßr(a) 0 











By using the identity a2 =1121 - u2, it can be shown that the variance of 
the gamma distribution is given by 
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Fig. 3.3.1.2 Gamma distributions with a-3 and various values of 0 
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The estimation of the gamma distribution parameters, based on the 
method of maximum likelihood, is well explained in Greenwood, 
(1960). A 
simpler but less precise expression based on the method of matching moments 
can also be used for many engineering problems. These estimates are often 
used as the initial parameter values under the maximum likelihood method. 
An explanation of this method is given in Appendix 3.3.1.2. 
3.3.2 Exponential distribution 
The exponential distribution is a gamma distribution with a=1. Thus 
the exponential probability density function with parameter of the 
continuous random variable X is given by 
1e -x/ß 
f(x) =ß 
(for x>0, ß>O) (3.3.2.1) 
0, elsewhere 








=1- e-X/ß (3.3.2.2) 
which can be evaluated using negative exponential tables. Its mean u and 
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Graphs of several exponential distributions are shown in Fig. 3.3.2.1 
for certain specified values of the parameter $. Note that 0 behaves 
as a scale parameter. 
The exponential distribution has many important applications; for 
instance, it can be shown that this distribution is the model of the time 
between occurrences of independent random events that arise at a constant 
average rate. This distribution has many applications in the field of 
statistics, particularly in the areas of queueing problems and reliability 
theory. 
The exponential distribution parameter ß is estimated from given data 





3.3.3 Normal distribution 
(3.3.2.5) 
In the field of statistics, the most important continuous probability 
distribution is, perhaps, the normal distribution. It was studied first 
in 1733 when De Moivre developed the mathematical equation of. the normal 
curve. This provided the basis for a large part of the theory of inductive 
statistics. Also, another eighteenth-century scientist, Gauss (1777-1855) 
derived its equation from a study when he observed a high degree of 
regularity in errors of measurement of the same quantity. The normal 
distribution is often referred to as the Gaussian distribution. 
The probability density function of the normal random variable X, with 
mean u and variance a2, is 
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21 '(XQu)2 
£(x; I', ß) =e- CO<x<CD (3.3.3.1) 
a r2 
where p and a are location and scale parameters respectively of the 
distribution. 
The mean or expected value E(x) is 
U= E(x) I xQ exp{- 
( }dx (3.3.3.2) 
_Co 20 
and the variance is given by 
Var(x) = E{(X-u)2} = v2 (3.3.3.4) 
Hence, a is the standard deviation of x. As a result, the two parameters 
of the distribution, u and a, are its mean and standard deviations, 
respectively. Graphs of several normal distributions with different values 
of a for a common u and with differing values of p and a common a are shown 
in Figs. 3.3.3.1 and 3.3.3.2, respectively. Note that all normal distributions 
are symmetric with equal shape, meaning, that this particular distribution 
has no shape parameter. Consequently, the skewness u3 is zero, regardless 
of the value of u and a. 
From an inspection of the graphs and by examination of the first and 
second derivatives of f(x; p, Q), the following properties can be listed 
2 
(Walpole, 1978): 
1. The mode which is the point on the horizontal axis where the curve is 
a maximum, occurs at x=V. 
2. The curve is symmetric about a vertical axis through the mean u. 
3. The point of inflection of the curve is at x=p+a, is concave 
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4. The normal curve approaches the horizontal axis asymptotically 
as it proceeds in either direction away from the mean. 
5. The total area under the curve is equal to 1. 
The cumulative normal distribution is given by 
1 
72- exp{- 
{z-u22: }dz F(x; p, a) =Ix 6 
-Co 26 
(3.3.3.5) 
This expression gives the probability of a random variable having a value 
less than x being from a normal distribution with parameters u and a. 
The theoretical justification for the use of the normal distribution 
is based on the central limit theorem, Appendix 3.3.3. The theorem states 
that the distribution of the mean of n independent observations from any 
distribution with finite mean and variance, approaches a normal distribution 
as the number of observations in the sample approaches infinity. Therefore, 
if a random variable represents the total effect of a large number of 
independent causes, by the central limit theorem, it is expected that the 
distribution of that variable is normal. Empirical evidence indicates 
that this distribution gives a good representation for many physical 
variables as the measurement of intelligence test scores, average 
temperatures, and adult height among others (Hahn, 1967). 
The estimation of normal distribution parameters using maximum likelihood 
method are given by: 
to estimate the mean 
n 
E X. 
A- i=1 i. 
u .=X .n 
(3.3.3.6) 
where the hat on the p denotes an estimate, and xi, i=1,2,...., n are the 
values of the n data points. And, to estimate the parameter a, standard 
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3.3.4 -Lognormal 'distribution 
The lognormal distribution is the model for a random variable which 
is such that its logarithm has a normal distribution. This probability 
density function as given by (Hahn, 
1 





1y (ln x- uo)2} -. <-O <Co 
2a 
0. (3.3.4.1) 
Graphs of lognormal distributions with differing values of Po and ao 
can be seen in Figs. 3.3.4.1 and 3.3.4.2. Note that this distribution has 
different shapes for positive variates, it is skewed to the right with 
skewness increasing for increasing values of a0. The parameters oo and p0 
behave as shape and'scale parameters respectively, and not scale and 
location parameters as in the normal distribution. 
The distribution mean is 
p+cs2/2 
E (x) =e00 
and the variance 22a 
Var(x) = e2u0 
0 (e °- 1) 
The cumulative distribution function is 
t 
2- 
p)2 } fi(t) 
oI xa 
2, r exp 
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Fig. 3.3.4.2 Lognormal distributions with various values of p and a 
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The lognormal distribution can be explained as the model for a process 
whose value results from the multiplication of many small errors (Hahn, 1967). 
It can also be shown, by the central limit theorem, that the distribution 
of the product of n independent positive variates approaches a lognormal 
distribution under very general conditions. 
This distribution has been used in a variety of fields: statistics, 
economics, biology, and reliability among others. In economics, for 
instance, it is used for those processes in which the observed value is 
a random proportion cif the previous value. For example, the distribution 
of bank deposits and personal incomes. 
The maximum likelihood estimators for-the parameters are given by 
1n 




Q=(nE {ln xi - u) } (3.3.4.6) 
i=1 
where xi, i=1,2,...., n are the observed values. A more complete explanation 
of the theory and applications of this distribution are discussed in detail 
in Aitchison (1957). 
3.3.5 Inverse Gaussian distribution 
The development of the inverse Gaussian distribution and investigation 
of its uses are relatively recent (Chhickara, 1974,1977). Tweedie (1957a, 1957b) 
was the first to examinc this distribution and its statistical properties. 
Further developments and related functions were investigated by Wasan and 
Roy (1969) and Shuster (1968) among others. This distribution has been 
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suggested for certain families of continuous probability density 
functions 
in which the variate takes non-negative values only. The 
inverse Gaussian 
probability density function is given by 
2 
-1) } x, X, p>O (3.3.5.1) {x - }ý exp 
(x-11) 
x 




where A and p are the shape and the mean of the distribution, respectively. 
Graphs of inverse Gaussian distributions are shown in Fig . 3.3.5.1 
Note that the probability density function is skewed and unimodal. 
The mean and the variance of the distribution are 
and 
u= E(x) (3.3.5.2) 
3 
Var(x) = 11 ä (3.3.5.3) 
respectively. 
The cumulative density function can be expressed as 
F(x) _{ {X - 1}} + exp {l-ý }c {- 
ý {X+ 1}} (3.3.5.4) 
xuuxu 
where denotes the standard normal cumulative distribution function. 






-1 }} (3.3.5.6) 
ý=1 ýu 
Further details about the formulation and derivatives of the likelihood function 
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The behaviour of the inverse Gaussian distribution is similar to the 
lognormal distribution and in some cases, because the degree of skewness, 
it is often preferred to choose the inverse Gaussian over the lognormal 
distribution (Chhikara, 1977). 
3.3.6 Weibull distribution 
The Weibull distribution has been used extensively in recent years to 
deal with problems such as reliability and life testing. For example, 
the life length of a component measured from some given time until it fails, 
is represented by the continuous random variable X with Weibull probability 
density function f(x). This distribution is widely employed as a model 
because of its flexibility and versatility. More recently, empirical 
evidence has indicated that the Weibull distribution provides a good 
representation for many variables in the field of finance (Roosta, 1979) 
(M tlondo, 1981). 
The continuous random variable X has a Weibull distribution with 
parameters a and 0, if its density function is given by 
(x, a8) 
a Xa-1 exp (- {e }a), a>0,0>0 f8 (3.3.6.1) 
0, elsewhere 
Where a is the shape parameter and 9 is the scale parameter. 
The graphs of the Weibull distribution for different values of the 
parameters a and 6 are illustrated in Figs. 3.3.6.1 and 3.3.6.2. Note that 
the curves change in shape for different values of the parameter a. For 
values of a>l, the curves become bell-shaped and resemble the normal 
curves, but display some degree of skewness. For a=l, the Weibull distribution 
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The cumulative density function is given by 
X 
F(x) =ff (x) dx =1- exp {-{8}a } 
0 
The mean and variance of the Weibull distribution is 
u- or(1 + 1/a) 
and 





Estimation of the Weibull distribution parameters involves solution 
of nonlinear equations. The method is well described in Abushaaban (1980) 
and Kao (1958). 
3.4 Estimation of Parameters 
A probabilistic model remains an abstraction until the model is 
related to observations of the physical phenomenon in question. These 
observations yield numerical estimates of the model's parameters. This 
process is referred to as estimation. Although this study is primarily 
concerned with risk and uncertainty there are several statistical methods 
that can be used to achieve this goal. Estimation of parameters is one 
of these methods. The following sections provide a brief summary of the 
most commonly-used methods of estimation. 
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3,4.1 Distinction between Estimator and Estimate 
In order to avoid confusion, it is important to make a distinction 
between estimator and estimate. The term estimator refers to the 
method of making the estimate, while the term estimate refers to the 
actual result obtained from the observed data. For example, the sample 
mean X is called an estimator of the population mean ux, because it 
represents a method of estimating the population mean. Whereas the 
specific value of the sample mean is called a sample estimate of the 
population mean. 
3.4.2 Definition of Point Estimation 
Having made the distinction between estimator and estimate, the 
definition of point estimation can now be given. An estimator is a 
point estimator of a population characteristic if it provides only a 
single number as the estimate. Point estimation-is contrasted with 
internal estimation where the estimate is. believed to lie between two 
limits. 
3.4.3 Basic Properties of Point Estimators 
A number of properties have been formulated that a good point 
estimator should possess. Each pertains to the probability distribution 
of the estimator, since this sampling distribution indicates how far the 
estimates yield by the estimator tend to be from the population characteristic 
to be estimated. 
The goodness of an estimator should be viewed in terms of several 
important desirable properties (Eadie, 1971): 
(i) Consistency 
An estimator is consistent if its estimates average towards the true 
-101= 
value of the parameter as the sample size increases. 
Let on be an estimator of the parameter 0 based on a set of observations. 
Given that c*>O and any n>O, on is a consistent estimator of the parameter 
0 if an N (number of random variables) exists such that 
A 
P{I8n-6 I>el<n for all n>N (3.4.3.1) 
This says that the probability of 0n approaching 0 tends to 1 as n 
increases. 
(ii) Unbiasedness 
An estimator is unbiased if the mean of its sampling distribution is 
equal to the population characteristic to be estimated. 
The bias b of an estimator 0, based On N observations, can be defined 
as the deviation of the expectation of 0 from the true value go, 
AA 
bN(0) = E(e)-oo 
= E(-e0} (3.4.3.2) 
Thus, an estimator is unbiased if for all N and 00 
A 
bN ý8) =0 
or 
E(e) eo (3.4.3.3) 
Although other measures of the centre of the distribution can also be 
used, the expectation is often conventionally chosen for its convenience 
and because of its normal distribution properties. 
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(iii) Efficiency 
In classical statistics, the smaller the variance of the estimator 
the more certain that the estimate is near the true value of the parameter. 
That is, given two unbiased estimators, the estimator more highly 
concentrated around the population characteristic (smaller variability) 
is preferred. Thus, if two estimators are unbiased, the one whose 
sampling distribution has the smaller variance is relatively more efficient 
than the other. 
In symbols, an estimator 01 is said to be more efficient than another 
estimator 02 if 
var(01) < vir(02) (3.4.3.4) 
(iyj Sufficiency 
An estimator 6 is a sufficient estimator if no other independent 
estimator based on the sample is able to furnish any more information about 
the population characteristic which is being estimated. 
(v) Robustness 
The above properties depend on knowledge about the probability 
distribution function of the data. However, in cases where such knowledge 
is lacking, or based on unsafe assumptions, a very desirable property is 
robustness. 
The term robustness means that the estimator should be independent of 
the distribution, or insensitive to departures from the assumed distribution. 
When the probability distribution function is unknown, two questions 
may arise as a result. 
(i) That sort of parameters can be estimated without knowledge öf the pdf ? 
(ii) How reliable are the parameter estimates if the assumed pdf is incorrect ? 
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Relatively little is known about robust estimation (Tukey, 1962) 
despite its practical importance to data analysis. Methods describing 
robust estimation can be found in (Eadie, 1971). 
3.4.4 Graphical Methods 
The graphical estimation method is one of the simpler techniques used 
for estimation of model parameters. For a proposed distribution model 
the observed values are. plotted on special graph paper which is designed 
for that distribution. If the proposed model is correct, the plotted 
points will tend to fall in a straight line. If the model is not adequate 
the plotted points will not be linear and the extent and type of the 
outliers can be observed. Once the assumed model appears to fit the data 
reasonably well, parameter values can be estimated from the plot. In 
Appendix 3.4.4 a procedure is illustrated for the Weibull distribution. 
Procedures for specific distributions and the underlying theory of this 
method can be found in Hahn (1967) and Kao (1960). 
3.4.5 The Method of tb ments 
The method of moments for point estimation consists of equating the 
first few moments of a population distribution with the corresponding moments 
of a sample, thus obtaining the equations needed to solve for the unknown 
parameters. Following Freund (1962), the kth sample moment about the origin 





The above expression means that the kth sample moment is the average of 
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the kth powers of the x's, in the same way as the kth moment of a 
probability distribution function is the expected value of the kth power 
of xl. 
In the method as many equations as are needed are used to solve for 
the unknown parameters. Thus, letting xl, x2, ...., xn be a random sample 
of size n from a distribution f(xi; 61,02, ...., 6m) where m 
is the 
wAA 
number of parameters, then the moment estimators 01,02, ...., 0m are 
obtained by*solving m moment equations 
mk = Vk 
for k=1,2, i... in. 
(3.4.5.2) 
Further details and practical examples of the method of moments can 
be found in. Feller - (1966) . 
3.4.6 The Method of Least Squares 
This procedure enjoys the widest use because of its simplicity and 
other favourable properties. The least-squares principle specifies that 
the parameters ej are to be chosen so as to minimise squared differences 
(errors) between the actually observed'values and the estimated values. 
(theoretical points). 
Consider a set of data on n observations of yi(i=1,2,..., n) and 
associated x variables which has been hypothesised-to behave according to 
an assumed model. Then the functional relationship of y can be expressed 
Y= f(x, Oj j=1,2,3,..., m) (3.4.6.1 
where A. (j=1,2,.... m, mn) are the model parameters to be estimated. 
------- ------------------------------------------------------------------- 
1The 




uk fx f(x)dx 
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{yi - f(xi; ei j=1,2,... ., m)} 
(3.4.6.2) 
is minimum. 
To find the values of 0. which mimimise R, expression 3.4.6.2 is 
differentiated with respect to 9j and equated to zero. Then the set of m 
equations that result are solved to obtain m parameters. For instance, 
DR 
=0 for j=1,2,...., m ae. 
3 
Consider a simple example in which y is distributed normally about an 
expected value E with variance a2, and that all observations are independent. 
Assume that E is a linear function of x 
E=a+B ix-x) 
then the estimated regression equation is 
ý' =a 'ý b(x-) 
(3.4.6.3) 
(3.4.6.4) 
where a. and b are the sample estimates of a and ß to be obtained from the 
sample data and x= Exi/n. The method of least squares uses those values 
of a and b which will minimise the sum of squares of deviations, say R, 
between the observed values yi and the predictions Yi given by inserting 
the values of xi in the above estimated regression equation. Thus the 
equation. to minimise is 






To find the values of a and b which minimise R, the above equation is 
differentiated with respect to a and b and equated to zero 
=0 ä= 2E{yi-a-b(xj- 7. )) 
ab 
= 2E{yi-a-b(xi-x)}(xi-x) =0 
Re-arranging, _ 
Eyi, 
aE (xi-x) + bI (xi-x) 
2=E (xi-x) Yi 
Since E(xi-x) = 0, then the estimators for a and 0 are: 
Eyi 









As far as the estimation of parameters, the method does not require normality 
although this assumption is necessary for construction of confidence intervals- 
or test of hypothesis about the parameters. Under the assumption of normality, 
this method yields identical results with those of maximum likelihood. Also, 
the method of least-squares has the desirable properties that the estimators 
it gives are unbiased linear estimators and have minimum variance. A 
comprehensive description of the method of least squares has been given by 
Linnik (1961). 
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3.4.7 The Method of Maximum Likelihood 
Fisher (1922) proposed a general method of estimation, called the 
method of maximum likelihood . In estimation theory, this method is 
perhaps one of the most widely used for estimating parameters. 
In essence, the method of maximum likelihood selects that value of 
a parameter 0 for which the probability of obtaining the given sample 
values is a maximum. 
This method has been well summarised by Kamath (1978). Letting 
xi -i =. 1,2,...., n be a random sample of size n, and assuming that the 
probability density follows a function f(x; O) where O is the population 
parameter, then the likelihood or the likelihood function, L, of the 
sample can be defined as 
L(x1, x2, .... ' Xn; o) (3.4.7.1) 
= f(x1; 8). f(x2; O). ..... f(xn; e) 
n 
L= II f(xi; 6) (3.4.7.2) 
. 
i=1 
Therefore, the method consists of finding the value of 0 that maximises 
the likelihood function L(xl, x2, ...., xn; 0). 
The procedure for maximising the likelihood function is as follows: 
Maximising L gives 
aL 0 aoi 
for the condition 
a 
2L 
<0 a9, aok 
These equations known as the likelihood equations can be solved by an 
iterative procedure. 
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Since the likelihood function is a product, it is more desirable to take 
the logarithms of this function, thus 




'(0) is. defined as the log likelihood function of the parameter 0; and 
the value of the parameter 0 for which the log likelihood function is 
maximum is called the maximum likelihood estimate, 0. 
The first derivative of cY-(0) is referred to as the score which, 
evaluated at the maximum likelihood estimate is zero. Also, using Taylor 
expansion, the log likelihood function can be expanded about the maximum 
likelihood estimate, © in order to obtain approximate values of log likelihoods 
^ 
around the region of 0, thus 
^ 
^ aý(e) (e-e) 2 
2y( 




e=0, the above equation becomes 
cý (e) = 




A description of the properties and applications of the maximum likelihood 
method are given in Meyer (1966), Kamath (1978), and Harter (1965). 
3.4.8 Bayesian Methods of Estimation 
The classical methods of estimation described above are based solely 
on information obtained from the data sample. The Bayesian methods of 
estimation combines sample information with other available prior indirect 
information. The probabilities associated with this prior information are 
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referred toýas subjective probabilities. These probabilities reflect the 
person's belief about the possible values random variables can take on. 
Thus, Bayesian estimation can be simply viewed as the combination of 
prior information with direct sample evidence. 
This method is well described by Walpole (1978) and summarised as 
follows: Consider the problem of finding a point estimate of the parameter 
A for the population f(x; O). Suppose, also, that additional information is 
given about 6 in that it is known to vary according to the probability 
distribution f(6). That is, assume 0 to be a value of a random variable 
0 with probability distribution f(6). Then f(0) is defined as the prior 
distribution for the unknown variable parameter 0. In other words, f(©) 
expresses the person's degree of belief of the location of 0 prior to 
sampling. 
The joint probability distribution of the sample is given by 
f(xl-'X2' ..... Xn: 6) 
(3.4.8.1) 
and the posterior distribution 
f(8/xl, x2,...., xn) (3.4.8.2) 
where the posterior distribution expresses the person's degree of belief 
of the location of. () after sampling. 
Rewriting the joint probability distribution of the sample as 
f(xl, x2...... xnlg) to indicate that the parameter g is also a random 
variable, then the joint distribution of the sample Xl, X2,...., Xn and 
the parameter 0 is 
f(xl, x2,...., xn; 8) = f(x1, x2,.... $xnle)f(O)9 (3.4.8.3) 
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from which the marginal distribution is 
Co 
j f(x1, x2,..., xn, 6)dO = g(xl, x2, ...... xm) 
(3.4.8.4) 
Hence, the posterior distribution-can be expressed as 
f(xl, x2,..... xnle) 
f(0ýxý, x2,...., xn) 
g(x1, x2,...., xn 
(3.4.8.5) 
The mean of this posterior distribution denoted by 0*, is called the Bayes 
estimate for 0. 
3.5 Tests of Hypotheses 
Hypothesis testing is a conventional procedure for drawing conclusions 
from observed data. In general, the procedure is: to make an assumption 
about a model - or the value of a parameter - and the observed data. The 
objective is to assess if the observations show characteristics significantly 
different from those expected under the assumption. 
The formulation of the test consists in testing an hypothesis Ho, 
the null hypothesis, against an alternative hypothesis Hl, on the basis of 
the observed data. 
Let the test statistic X be some function of the sample data, and W 
the space of all possible values of X. Further, let also the space W be 
divided into a critical region w, and a region of acceptance W-w, such 
that observations X falling into w are regarded as suggesting that the 
null hypothesis Ho is not true (Eadie, 1971). 
Usually the size of the critical region is adjusted so as to obtain 
a required significance level a. This level of significance is defined as 
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the probability of X falling in the critical region, w, when H0 is true: 
P (Xew IH0) a. 
In other words, a is the probability that the null hypothesis would be 
rejected when it is true. 
The usefulness of the hypothesis test depends on its ability to 
discriminate against the alternative hypothesis. This is achieved by 
what is called the 'power of the test' and it is defined as the probability 
1. -ß of X"falling into the critical region w if Hl is true: 
P(XcwlHl) = 1-0 (3.5.1) 
where ß is defined as the probability that X will fall in the acceptance 
region is H1 is true: 
P(XCW-wlH1) = ß. 
Thus, when testing hypotheses, two kinds of wrong conclusions are distinguished: 
(i) Type I error - rejecting Ho when it is true and the probability for 
making the error is a. 
(ii) Type II error - accepting the null hypothesis when it is false. The 
probability of making this error is ß. 
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3.6 Goödness-of -Fit: Significance Test 
A proposed distribution model can be verified only by comparing 
with the observed data. This comparison is usually made between the 
shape of the proposed distribution and the shape of the observed frequency 
distribution. It is essential, therefore, to have some type of test 
that can establish the 'goodness of fit' between some hypothesised 
distribution and the evidence available as to the character of the 
population distribution. 
Such evidence is likely to exist in the same basic form of observed 
data as is used to estimate population parameters. The tests which are 
carried out to determine the best fit of the sample data to some hypothesis 
relating to the distribution of the parent population can be classified 
into two types, graphical and analytical. The following sections give a 
brief review-of the way in which both methods can be applied. 
3.6.1 Graphical methods 
Using this method one is testing the sample data to see whether it is 
likely to have been derived from a postulated distribution. The first 
step, in the graphical approach is to obtain values of the cumulative 
probability or cumulative relative frequency in relation to various 
variate values in the range of the data (Green, 1972). It is necessary, 
therefore, to divide the data values into certain class intervals, and 
decide-for the purposes of the test the optimum number of intervals into 
which the data should be divided. Sturges (1926) proposed a useful rule 
for the number of class intervals, K, into which the range between the 
two extreme values of the data should be divided, namely: 
K=1+3.322 log n 
where n is the sample size. 
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The second step is to plot the cumulative relative frequency or 
cumulative probability for each class interval against the upper variate 
value of each interval. If this plot is made on a given hypothesised 
distribution's probability paper, then a straight line indicates that 
l. 
the data are derived from that postulated distribution 
Using this method, the degree of goodness of fit that is obtained 
between the sample data and the postulated distribution is subject to 
personal judgement. A quantitative value for the goodness of fit is not 
directly obtainable by these methods (Green, 1972). Alternative analytical 
techniques that attempt to quantify the value for the-goodness of fit 
are discussed in the'next sections. - 
3.6.2 Analytical methods 
Contrary to the graphical methods, the analytical methods for the 
assessment of goodness of fit attempt to quantify the value for the 
goodness of fit. This is achieved by evaluating the degree Qf difference 
between the sample data point (or each interval to the corresponding point 
for the class interval calculated from the hypothesised distribution function. 
That is, comparing the observed frequency distribution with the corresponding 
values of a theoretical distribution. * A brief description of the most 
commonly used analytical methods for the assessment of goodness of fit 
is described below. 
----------------------------------------------------------------------- 
1Acomprehensive 
description of this method including practical applications 
to various distributions is given in Hahn (1967) and. Ang (1975). 
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3.6.3 The Chi-Squared Goodness of Fit Test 
This test, proposed by Pearson (1900), also referred to as X2 
goodness of fit, is the oldest and perhaps the most popular procedure 
for evaluating distributional-assumptions. To use this test, the observed 
data are grouped in class intervals and compared to the expected number of 
observations based on the postulated distribution. Thus, the X2 goodness 
of fit test between observed and expected frequencies is based on the value 
2_K 
(oi-Ei) 2 
E. i=1 i 
(3.6.3.1) 
where X2 is a value of the random variate X2 whose sampling distribution 
approximately follows a chi-square distribution - Appendix 3.6.3.1 - with 
k-r-l degrees of freedom. The symbol K is the number of cells in the 
formula and r is the number of parameters estimated of the proposed 
distribution. The symbol Oi represents the observed frequency of the ith cell, 
whereas Ei represents the expected frequency and is given by 
Ei = pi n (3.6.3.2) 
for n equal to the total number of observations and pi is the probability 
that the observation falls in the interval calculated from the hypothesised 
distribution. 
The computed value of X2 is compared with the tabulated percentiles 
for a chi-square variate as given in the Appendix's table 3.6.3.2, using 
K-r-1 degrees of freedon, where r is the number of parameters that were. 
estimated for the proposed distribution. Low values of X2 signify that 
the observed frequencies are close to the corresponding expected frequencies 
suggesting a. good fit. High values of X2 indicate 'a poor fit suggesting 
that the assumed model is not adequate. 
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For a level of significance equal to a, the critical value Xa is 
found from the Appendix'. s table 3.6.3.2, and then X2>X2 constitutes the 
critical region. 
The main advantage of this test is that it can be applied to test any 
distributed assumption, without knowing the values of the distribution 
parameters. However, its major drawbacks are firstly the need to arrange 
the data into arbitrary class intervals and secondly, its lack of 
sensitivity in detecting inadequate models when few observations are 
available (Hahn, 1967). A conservative value-for the smallest expected 
number of observations permissible in any, category is 5 (Cramer, 1946), 
but more recent experiments have shown that tests based on expected values 
as low as 2 give satisfactory results (Lindley, 1965; Fisz, 1963). 
A more detailed discussion of the chi-squared goodness of fit 
including the foundation theory is given by Cochran (1952). 
3 6.. 4 The Kolmogorov -Smirnov Test 
This second quantitative goodness of fit test is based on the 
distribution of the values of cumulative probabilities. It focuses upon 
the deviations between the hypothesised cumulative distribution function 
F(x) and the observed cumulative histogram - empirical cumulative 
distribution function. 
Let xl, x2, ...... xn be a random sample of size n arranged in an 
ascending order with the empirical cumulative distribution function F* 
given by 
F* (xi) =n (3.6.4.1) 
where xi is the ith largest observed value of the sample data. Thus, the 
test statistic D can be expressed as 
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D max {1 F* (xi) -F (x) } 
i=1 
n 
= max {I n- 
F(x)I} 
i=1 
The value D is the largest of the absolute values of the n differences 
between the proposed cumulative distribution function and the empirical 
(3.6.4.2) 
one, evaluated at the observed values in the sample. It has been found 
(Fisz, 1963) that the distribution of Kolmogorov's statistic is independent 
of the postulated distribution. This statistic's distribution has only 
one parameter n, the sample size.. The critical value c for differing levels 
of significance is tabulated in Appendix 3.6.4. 
Knowing the value of D, the Kolmorogov-Smirnov goodness of fit test 
can then be performed as follows 
Ho: F(x) is the appropriate distribution 
H1: F(x) is not the appropriate distribution, 
and the decision criterion is 
Accept Ho if Dc 
The Kolmogorov-Smirnov test has the advantage over the X2 test in that 
it does not compare discrete class intervals, but rather compares all the 
data in its original form. Furthermore, the Kolmogorov-Smirnov test is an 
exact test for samples of different sizes. A major drawback, however, is 
the relative insensitivity in discriminating between a number of adequate 
distribution models. 
A more complete description of this test is given in Massey (1951) 
and Birnbaum (1952). 
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3.7 Procedures for Differentiating Between Distribution Models 
on some occasions a problem may arise for selecting a statistical 
model from among a number of-contending distributions. This situation can 
occur when no single distribution is preferred on the basis of the goodness 
of fit tests. On these occasions, the likelihood ratio test is deemed to 
be an appropriate procedure for discriminating between distributions. 
x, 7.1 Likelihood Ratio Test 
Let xl, x2, ....., xn constitute a random sample of size n 
from which 
the postulated distributions F0(x, A0) and F1(x, 01) have been accepted by the 
goodness of fit test to represent adequate models of the sample data. The 
null hypothesis to test is 
Ho: F0(x, A0) is the appropriate distribution against the 
alternative hypothesis 
H1: F1(x, 01) is the appropriate distribution. 






n f0(xi111 ) 
i=1 
(3.7.1.1) 
where the order of X is compared with some constant K. The critical region 
AK 
gives the so-called likelihood ratio test. That is, 
if A<K the null hypothesis Ho is accepted, but if 
A>K the alternative hypothesis Hl is accepted instead. 
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The value of K as given in (Raissi, 1980) 
Po(c10 c00) 
Q_ (3.7.1.2) P1(ýO1 X11 
where Po and P1 are the prior probabilities of the null and alternative 
hypothesis, respectively. c10is considered as the cost of rejecting the 
null hypothesis 11 0 when 
in fact it is the true one, whereas c00 is the cost 
of choosing the null hypothesis when it is true. Similarly, c11 is the 
cost when choosing H1 and it is true, while c01 is the cost of not choosing 
H1 when in fact it is true. 
The value of c is conveniently taken to be 1. The mein reason is that 
it can be assumed that the postulated distributions have equal prior 
probability of occurrence, Po= Pl. Besides it can also be assumed that 
the cost of making the correct decision is the same as the cost of making 
an incorrect one, c00 c10 and c11= c01. Therefore, if c=1 the 
likelihood ratio test becomes 
In A. 0 then H0 is accepted, and if 
In A>0 then H1 is accepted instead. 
3.7.2 Akaike's Information Criterion (AIC) 
Akaike (1973) has proposed an information criterion for the identification 
of an optimal model from a group of competing models. Akaike (1977) proposed 
consistent use of entropy 
B(f; g) =j log {g(z; x) } f(z)dz f (z) (3.7.2.1) 
where x is the vector of observations, f(z) and g(z; x) are the probability 
density functions of the true and fitted models, respectively. 
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The object of statistical inference according to the entropy 
maximisation principle (Akaike, 1977) is to estimate the probability 
density function f(z) from the data x and then to find g(z; x) which will 
maximise the expected entropy 
ExB(f; g) =j B(f; g)f(x)dx 
Thus, Akaike (1973) derived a criterion called Akaike's Information 
Criterion (AIC) 
AIC = -2 log (maximum likelihood) + 2(number of independently (3.7.2.2) 
adjusted parameters) 
as an estimate of the quantity -2N EX(f; g) where N is the number of 
independent observations. 
The AIC has a clear interpretation in model fitting. The first term 
of expression 3.7.2.2 indicates the badness of fit and the second the 
increased unreliability due to the increased number of parameters. The 
best approximating model is that which achieves the most satisfactory 
compromise. The model with the minimum of AIC is called the Minimum AIC 
Estimate (MAICE) and the approach attempting to obtain the MAICE of the 
model is termed the Minimum AIC procedure. By the minimum AIC procedure, 
it is hoped that the entropy of the model will, at least approximately, 
be maximised. 
The AIC information criterion has been used for modelling in various 
fields of statistics, engineering and numerical analysis (Akaike, 1970,1976; 
Tanabe, 1974; Otomo, 1972; Sakamoto, 1977). 
CHAPTER IV 
FUNDAMENTAL FINANCIAL CONCEPTS 
RELEVANT TO THE ANALYSIS AND SELECTION OF DATA 
-120- 
CHAPTER IV 
FUNDAMENTAL FINANCIAL CONCEPTS RELEVANT TO THE ANALYSIS 
AND SELECTION OF DATA 
4.1 Introduction 
In the preceding chapter it was presented a summary of the main 
statistical techniques that will become relevant for the analysis. 
This chapter gives a brief summary of the fundamental financial concepts 
that are important for the analysis of the data. The first sections 
describe the necessary financial concepts. The latter sections present 
a brief discussion of one of the most important tools of financial 
analysis: financial ratios. The final sections describe the selection 
of data and a discussion of the differences between previous and present 
approaches is provided. 
4.2 Fundamental Financial Concepts 
4.2.1 The cash flow concept 
The cash flow associated with a given investment alternative may be 
defined as the incremental cash receipts and outlays'only attributable 
to the commencement of the project (Merrett, 1973). Cash receipts 
( or positive net cash flows) include all the net cash receipts to 
which a project gives 'rise. Cash outlays (or negative net cash flows) 
comprise the capital outlays that may arise during the life of the 
investment including the major outlays necessary for the commencement 
of the project. 
In'determining the cash flows associated with an investment, it is 
important to measure and record these flows in an appropriate manner as 
the efficiency with which a firm employs its capital can only be determined 
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from the magnitude and timing of these flows. The time period used 
to calculate the cash flows would invariably be a compromise between 
accuracy of the record and convenience of collection analysis. Finally, 
it is important to emphasise that the cash flows associated with an 
investment comprise only the incremental outlays and/or the incremental 
net cash receipts attributable to the project. 
4.2.2 Sources of capital 
Generally speaking, the funds available to a company can be obtained 
either from its equity shareholders or by borrowing. The former include 
not only the issue of shares but also retained profits, and borrowing 
comprises long-term debt to trade credit. This funds structure at any 
point in time is generally referred to in the financial literature as 
the 'capital structure' of the firm. 
The selection of an optimal capital structurel has been the subject 
of a long-standing academic debate (Modigliani and Miller, 1958; Solomon, 
1963; Baxter, 1967; Krautz, 1973). Unfortunately, this controversy is 
not within the scope of this research. But, in general, the relevant 
factors that should be considered when selecting the best combination 
of capital structure are: 
i) Cost: Each source of funds has different cost of capital. The 
costs of each possible source of capital should be estimated and 
compared; the cost of each source of funds is not necessarily 
independent of each other. 
ii) Risk: It often leads to insolvency to place a firm in a position 
where it may be unable, if profits fall, to meet its obligations, 
interest and debt payments. 
------------------------------------------------------------------------ 1See 
Appendix 4.2.2 for a discussion on this subject. 
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4.2.3 Measures of investment worth 
Many writers in financial management seem to agree that any ratio 
or index which serves as a measure of investment worth should consider 
the time value of money (Thuesen, 1977; Merrett, 1973; Van Horne, 1975; 
Mao, 1976). Two of the most frequently used measures of investment 
worth discussed in the financial literature are the present value, PV, 
and the internal rate of return yield. The computation of these two 
measures of equivalence that are used as basis for comparison between 
investment alternatives have been already been described'in chapter one. 
Problems have emerged as these two measures of investment worth 
have been used in various proposed models for risk analysis (Bernhard, 
1962); besides, the lack of a standard taxonomy has contributed to the 
misunderstanding and confusion of these measuresI (Bierman, 1957; 
Fleischer, 1966). These problems are mainly due to the inherent 
characteristics of the measures themselves; for example, the determination 
of the rate of return for a particular investment requires the solution 
of an nth degree polynomial and as ,a result the rate of return calculated 
for the proposal might yield multiple roots2. In contrast to the rate 
of return, the present value measure gives a unique solution regardless 
of whether or not the cash flows are of a conventional type of investment. 
The central problem. of present value discounting, however, is the choice 
of an-apprbpriate rate of return. Since conventional investments are 
------------------------------------------------------------------------- 2This 
point was largely discussed in chapter one. The actual situations where 
multiple roots might occur are those in which the initial negative cash 
flow-is followed by a stream of positive and negative cash flows. In 
the conventional type of investment the initial negative cash flow is 
followed by a stream of positive cash flows. 
----------------------------------------------------------------------- 1This 
confusion can be attributed to the common practice of referring 
to a decision policy by the measure of investment worth. Different decision 
criteria can use the same measure of investment worth. 
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the norm rather than the exception, it would be reasonable to argue 
that multiple roots in the calculation of the rate of return would not 
present serious obstacles in most practical investment situations. 
The main point to emphasise, however, is that 
in order to avoid 
confusion about decision making, the distinction between a measure 
for 
comparison (i. e. rate of return) and a decision policy or criterion 
(i. e. rate of return > C)1 must be understood. 
4.3 Tools for Financial Analysis 
Financial analyses are commonly made by both the firm and outside 
suppliers of capital, investors and creditors. The type of analysis 
used varies according to the particular interests of the parties 
concerned. For example, a trade creditor would be mainly interested 
in the liquidity of the firm; a bondholder would be be interested not 
only in the firm's profitability over time but also in the projections 
of future profitability; a shareholder would be concerned mainly with 
present and expected future profits and their steadiness over a period 
of time. As a consequence, the shareholder would be interested , 
specifically , in the profitability of 
the company equity, that is, his 
equity return. 
Similarly, a company's main concern would be in what the outside 
suppliers of capital seek in the way of company financial condition and 
performance (Van Horne, 1975) and in the aspects they use for evaluating 
the firm. Particularly, the management of a firm would be concerned' 
with profitability on investment in the firm's assets as well as their 
efficient management, that is, its return on assets. 
Thus, to evaluate the financial condition and management's 
-------------------------------------------------------------------------- 
1C is generally referred to as the cost of capital 
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perf'l_mance of a company, investors and creditors commonly use an 
index or ratio that aims to relate two pieces of financial information 
to eaa'lt other. The analysis and interpretation of these financial 
ration would give investors and decision makers alike a better picture 
of ae vmpany or an industry as a. whole than -otherwise would be 
achieved, by an analysis solely of published financial information. 
Hence, financial ratios are considered as a useful tool. of analysis 
becmu;, C they allow one to evaluate changes and trends in the industry 
or cOlupany's financial condition and profitability. over a period of 
time. A criticism of the use of financial ratios is. that there is often 
a degree of arbitrariness in their definition and construction which can 
sometimes result in an element of confusion deliberately or otherwise. 
This t/'p, ic is discussed more fully later in the thesis. 
4.3.1 Vinancial ratio analysis 
The analysis of financial ratios' usually comprises two typesof 
Comparison. Firstly, a comparison between present ratio with past and 
expect' future ratios within the individual company; and secondly, 
a comýýArison between the individual, company ratios with those of similar 
comp, 3tties or with industry averages at the same point of time. 
A comparison. between present ratios with past ratios within 
the I ividual"firm would provide investors and decision makers with 
valual"; c information as to its change composition, and so determine 
wheth, jý- there has been an improvement or deterioration in the financial 
condit: vn and performance of the firm over a period of time., Similarly, 
compar, company ratios with those of similar companies or industry 
------------------- ------------------------ 1For 
, ood description of the history of ratio analysis, see Horrigan (1968) 
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averages would also give 
investors and decision makers an insight into 
the firm's relative financial situation and performance. 
There is a considetable body of evidence regarding the wide use 
of ratio analysis in the evaluation of published accounting data1: 
secu*ity analysis firms such as Dunn and Bradstreet continuously publish 
listings of annual financial ratio values for numerous companies and 
industries. Also, there are many discussions in the financial literature 
regarding the use of financial-ratios. Besides, there is an abundance 
äf accounting-and financial management textbooks which report at least 
the more important financial analysis techniques, but also emphasise 
the importance of ratio analysis (Van Horne, 1975; Merrett, 1973; Weston, 
1975). 
Despite the importance of. financial ratio analysis, in the light of 
published available evidence, only a very limited number of attempts have 
been made to test empirically whether financial ratios based on published 
accounting data are useful to investors. Empirical research with respect 
to this was first undertaken by Horrigan (1965); his study suggested that, 
in general terms, financial ratios were useful to investors. O'Connor (1973) 
examined the usefulness of financial ratios in terms of their ability to 
assist investors in ranking company's shares by future rate of return, 
and his study suggested that commonly discussed financial ratios were 
not useful to investors. However, his research design and the propriety 
of the testing procedures would not appear to be entirely adequate and 
his' conclusions have been questioned (Abdel-Khalik, 1974). O'Connor's 
research study was based on a regression of the average rate of return 
on the averages of financial ratios; the parameters obtained by a 
------------------------------------------------------------------------ 1See Mulo ndo, J (1981) for a comprehensive review of the evidence. 
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first regression sample of companies were applied to a second sample in 
order to predict the rate of return of the companies on this second 
sample. A major reservation of 0`Connbr's research design and procedure 
is that, since the regression parameters of, the first sample were used 
to predict the rate of return of the second sample, the reliability of 
the prediction was directly dependent 
on the reliability of the parameters 
and of the regression equation itself (Abdel-Khalik, 1974). 
Further studies have supported Horrigan's (1965) early findings 
(Beaver, 1966,1968a, 1968b; Altman., 1968; Horrigan, 1966,1967). The 
results of these studies indicate that investors do use financial ratios 
in their analyses of published financial data. On the basis of the 
available evidence and the importance'placed on it in the financial 
literature, one can conclude that financial ratios have a role useful to 
investors and other decision makers. One of the main uses by decision 
makers would be in the additional information, ratio analysis can provide 
when making comparisons. For investors, they are of use with regard to 
quantifying expectations about the future performance of a company's 
shares. 
4.3.2 Predictive power of financial ratios 
Recently, the predictive power of financial ratios has been the 
subject of various empirical investigations (Altman, 1968; 'Edmister 1,1972; 
Horrigan, 1966; Beaver, 1966; Pinches, 1973). Altman (1968) used 
financial ratios to predict corporate bankruptcy; by selecting various 
ratios - working capital to total assets, retained earnings to total 
assets, earnings before interest and taxes to total assets, and sales 
to total assets among others - he found a discriminant model to be an 
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accurate predictor of bankruptcy. In another study Edmister (1972), 
like Altman, successfully used discriminant analysis to predict company 
failure. Beaver (1966) examined the ability of financial ratios to 
predict failure. His findings show that financial ratios of failed 
companies differed considerably from those of non-failed ones, and 
also that the ratios worsened significantly during the years prior to 
failure. Horrigan (1966) examined the ability of financial ratios to 
predict company. bond ratings by taking the ratings as the dependent 
variable and regressing these against selected financial ratios. His 
analysis revealed that several ratios could be used in combination to 
predict the long term credit standing of a company. In yet another 
study, it was found that ratios related to return on, investment, earnings 
stability, and financial debt to be the best variables to be used for 
predictive purposes. (Pinches, 1973). 
On the basis of the limited number of studies discussed here, it 
would appear that financial ratios are suitable for predictive purposes. 
Van Home (1975) argues that the potential for empirically examining 
the underlying predictive power of financial ratios is still large. The 
studies carried out to date have been largely superficial and with 
sufficient empirical testing of the predictive ability of ratios, 
meaningful criteria can be established which will make financial 
analysis more-objective. 
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4.3.3 Limitations of ratio analysis 
The major limitation. of ratio analysis is, perhaps, the common 
controversy that exists among accountants on the validity of reported 
accounting data. PTulondo (1981) has critically compared and contrasted 
the different views existing in this area. 
In general; one can say that for most of the public quoted companies 
their published accounting data represents a good approximation to 
economic reality. Nevertheless, a limitation occurs tin certain occasions 
where it would be more useful to go beyond the reported data in order 
to acquire a better picture of a company's financial condition and 
performance. For example, figures such as those for depreciation and 
reserve for bad debts which are only estimates may not reflect the values 
df a true economic depreciation or of the bad debts. In such situations, 
it would no doubt be more convenient to compare raw figures, in addition 
to financial ratios, if the data is available. 
Another possible limitation would be the tendency to use 'rules of 
thumb' as criteria for assessing company's performance disregarding the 
particular industrial sector to which the company belongs. This tendency 
to use rules of thumb can hinder the usefulness of ratio analysis; for 
example, successful companies in a given industry may have widely different 
ratios to those of successful companies in other industries. 
In this respect, it would be more appropriate to establish criteria 
not only on the basis of the industrial sector to which the company 
belongs, but also by a comparison with those ratios of similar companies. 
For other, less important, limitations the reader is referred to 
Mulondo (1981). The specific limitations directly relevant to this 
study will be discussed in section 4.5.4. _ 
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4.3.4 Choice of ratios 
The problem of what type of financial ratios should be used in this 
study was approached with reference to an investor's normative decision 
model as given in Falk (1975). The American Accountancy Association 
(1969) has offered a valuation model - Appendix 4.3.4 - which shows 
that an investor is primarily interested in two aspects: (1) estimating 
the future expected returns from an investment and (2) the risk inherent 
in these returns. These two factors are closely interrelated and the 
analysis of one factor is correlative to the analysis of the other. 
Accordingly, because the approach adopted for this study, it was thus 
reasonable to address together these two aspects: estimating future 
expected returns and the risk inherent in these returns. 
The rationale is that the earnings of a company do not automatically 
become returns to a commmn shareholder; instead, the returns come as 
share appreciation and/or as dividend payments. The rate-of return 
on an. investment in shares would reflect not only the dividend payments 
but also the change in the market price of the share since the date the 
share was bought; hence, a good measure of shareholders' future earnings 
on investment in a share at any point of time is the return on their 
investment. 
Further, the investor's willingness to buy, sell or keep a particular 
share would seem to depend to a larger extent upon expectations regarding 
future shares' return on investment and the risk related to it. If 
investors were able to predict the future return on each share under 
consideration, or even predict the risk in terms of industrial sectors' 
return, then the investment decision problem would be much easier. 
Similarly, from the decision maker (or company's management) standpoint, 
if acting in the shareholder's best interests, he would seek to maximise 
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not only the return on shareholder's equity but also the return on the 
company's assets. As a consequence, since information about return 
and the risk inherent on these returns is most valuable to investors 
and other decision makers alike, the basic selection criterion for the 
selection of the financial ratios included in this research is that they 
reflect such factors - risk and return. 
4.4 Financial Ratios and Risk Analysis 
Several empirical studies have-been undertaken in recent years 
examining the relationship between financial ratios and risk. Though 
not all studies have given favourable results (O'Connor, 1973; Abdel- 
Khalik, 1974)', in general most research evidence on the subject suggests 
that there-is an inherent relationship between financial ratios and 
risk. For example, financial ratios have been successfully used to 
classify companies into similar risk groups (Melnyk, 1972; Deakin, 
1972); also they have been related to the company's market rates of 
return (Martin, 1972), and in a similar way, financial ratios have been 
found to be successful as predictors of a company's financial difficulties 
(Beaver, 1968b; Altman, 1968; Meyers, 1970; -Taffler, 1976; Roosta, 1979). 
Further research has concentrated on considering the industrial 
element of a company's risk. Attempts have been made"to classify 
companies into equivalent risk classes and then relating these to specific 
industrial groups (Melnyk, 1972) and by identifying patterns in industrial 
ratios, related to industrial characteristics (Gupta, 1969). Rao (1972) 
in a study of firms belonging to the same industrial sector found that 
companies under the same industrial classification do not exhibit 
significant differences with respect to business risk which they are 
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subjected to. Lev (1969) tested the hypothesis as to whether or not 
companies appear to adjust the level of a specific ratio towards the 
general industrial average. In an analysis of six ratios - including 
the ones considered in this research - Lev found considerable evidence 
to support his hypothesis. 
Other research studies have been carried out that go beyond the 
industrial element of company risk and that attempt to classify industrial 
sectors according to their characteristics as reflected in various 
financial ratios (Gupta, 1972;. Falk, 1975). Gupta used a form of 
cluster analysis and grouped several industries according to their 
characteristics. Falk developed a method for ranking industries according 
to the degree of risk based on particular industry characteristics as 
reflected in their industrial financial ratios. 
The above studies reviewed so far suggest that there is, indeed, 
an inherent relationship between financial ratios and risk. The important 
point is that firms tend either consciously or unconsciously to adjust 
financial ratios towards the industrial average. If this appears to be 
the general case, as suggested by the research evidence, then there is 
some justification in the argument that a comparison of the particular 
financial ratios of a company against those of its industrial sector might 
be a significant indicator of company's risk. The main reason is that 
firms recognise the importance, presumably, often placed upon industrial 
averages by investors, shareholders, and providers of debt capital, and, 
consequently, a comparison of the industrial averages against the firm's 
own ratios may be seen as being an indicator of the company's ability 
to adjust its ratios towards these levels. It should also be taking 
into account, however, that a difference between firm's ratios and 
industrial averages does not necessarily indicate financial irregularities 
i 
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As such, it would be more appropriate to argue 
that the targets which the company should tend to attempt to achieve 
(and the one by which it'should be evaluated) is that level which has 
resulted from pursuing its own objectives and which allows the firm to 
continue in its activities. 
The value of using financial ratios in measuring the industrial 
effect on company risk has-been studied by Sharpe (1964), Horrigan 
(1966), 
Altman (1968) and Beaver (1970)*. These studies'demonstrated'that accounting 
ratios can be useful in assessing risk as long as there is a relationship 
between market risk, ß, and individual company characteristics reflected 
in the accounting ratios. Models for analysing individual firm risk 
where risk is expressed in terms of--ß or market risk - not accountancy 
variables - have been developed'by Markowitz (1952,1959); Sharpe 
(1963, 
1964); Lintner (1965a, 1965b) and Mossin (1966) among others. According 
to the theory developed by Markowitz, the riskiness of a portfolio of 
investments is measured by the variance of portfolio's rate of return - 
see Appendix 4.4.. Within the context of the Sharpe model'the variance of 
the portfolio's rate of return is a function of (1) the number of shares 
in the portfolio, (2) the mean. of the individual share's risk, and (3) the 
variance of the market returns. However, despite the prominant role 
played by institutional lenders and large investors in the market and the 
emphasis on portfolio theory it is still true that the diversified portfolio 
is not a universally available medium (Falk, 1975). In actual practice, 
the individual investor is not in a position to invest in many securities 
and for him an analysis of the individual company level can be very valuable. 
-------------------------------------------------------------------------- 1For 
a comprehensive discussion on company's objectives, see Cyert, R and 
March, J (1963): A Behavioural Theory of the Firm 
l 
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The management fees and transaction costs of mutual funds, for instance, 
make the diversified portfolio less attractive to individual investors 
with limited resources. 
Fortunately, the usefulness of financial ratios in assessing-risk 
as long as there is a relationship between market risk and individual 
company characteristics as reflected in the financial ratios has been 
demonstrated by Altman (1968), Sharpe (1964), Horrigan (1966) and Beaver 
(1970) among others. Moreover, the relationship between risk as measured 
by financial ratios and market risk 8 has been investigated by Breen and. 
Lerner (1973), Gonedes. (1973), Rosenberg and McKibben (1973), Beaver (1970). 
These studies indicate that financial ratios do indeed reflect underlying 
events that affect the riskiness of shares and that such events are also 
reflected in the market price of the share. 
On the basis of these studies and those described in sections 4.3.1 
and 4.3.2, it is suggested that a method of assessing relative risk of 
an investment on the basis of industrial sector characteristics as reflected 
in their financial ratios can provide significant results. The main 
difference of the approach presented in this research with the previous 
approaches is that all studies to date as reviewed involve either purely 
deterininistic evaluation, regression or multi-variate analyses. In the 
view of the author the only consistent way of evaluating risk is to 
quantify this in terms of probability distributions related to the 
variation of the various financial ratios. This approach is followed 
in subsequent chapters. 
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4.5 The Data 
The data analysed in the present study corresponds to major 
industrial sectors in Colombia. This was particularly chosen because of 
the availability of the data and the familiarity of the author with 
the Colombian economy. The data for this study were obtained from the 
1978 Colombian Stock Exchange Manual. The Manual provides comprehensive 
information to investors regarding the individual performance of 
Colombian companies quoted bn the Stock Exchange. In 1977 there was 
a total of 191 companies -quoted. Details of 180 (94%) are given in 
the Manual. The remaining eleven companies are not listed in the Manual 
as they did not respond to the questionnaires issued by the "Bolsa de 
Bogota" who are responsible for. issuing the Manual. A methodology 
was used in the compilation of the data supposedly to guarantee uniformity 
in the presentation of the results and the adequacy of the same to the 
specific economic activity of the company, i. e. industrial sector. The 
companies were classified in accordance to the standards of the International 
Uniform Industry Classification. 
4.5.1 Selection of Data 
Data on sales, profits, current assets, fixed assets net of depreciation, 
liabilities, and equity were selected for the years January 1973 until 
December 1977 as this period contained enough diversity in economic 
conditions to make it a recent and appropriate overall time period for 
the study. Prices during this period were under a significant upward 
pressure and at times relatively stable, see Appendix 4.5.1 for inflation 
figures. Between the years 1973 and 1977, there were recession cycles, 
capital boom cycles, and periods in which both. restrictive and expansive 
1Bolsa de Bogota (1978) 
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monetary policies were used by the government. Furthermore, periods 
such as the one considered provide the opportunity to study financial 
data affected by changes in world political and economic policies'. 
During this period companies'had to operate during alternate periods 
of recession and recovery and more adverse situations than at other times 
since the last World War. They also found themselves faced with growing 
foreign competition as a result of lifting of import restrictions. 
Furthermore, it wasa period adversely affected by significant increases 
in oil prices. It was deemed that All these factors contributed to 
make it in excellent time period to assess the industrial sectors' 
capability to maintain profitability under conditions of risk and uncertainty. 
4.5.2 Selection Criteria 
Industrial sectors were selected for the analysis on the basis of 
the following five criteria: 
i) All the companies included in each industry had to be public 
companies in the sense that their shares were regularly negotiated 
during the period. Private companies were excluded from the study. 
The significance of this criterion was firstly the availability of 
the data and secondly, the fact that private companies which are not 
required to publish financial statements data tend to adopt accounting 
practices that understate their profits for avoiding taxes. 
ii) There were no significant changes in the number of companies included 
in the industry sector during the five-year period. This requirement 
was made to avoid the possible distortion of the data results. 
iii) Each industrial sector included at least ten companies. This 
requirement was imposed partly to avoid bias in the results because of 
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some industrial sectors' high concentration index; the literature 
suggests that profitability is influenced by the degree, of monopoly 
power of the industry, as measured by the concentration ratio 
(i. e. Weiss (1963)). Furthermore, a small number of observations 
would render the result statistically meaningless. By restricting 
the sample to large industrial sectors the industrial mean would not 
be sensitive to the industrial ratios which were used to compute 
the distribution mean. 
iv) At least two sectors were chosen dealing with tangible products. 
This criterion was imposed in order to assess risl4 characteristics 
for certain sectors which have a different type of business activity 
i. e. financial institutions, or are subject to a certain degree of 
regulatory control, i. e. banks. 
v) The companies have to be listed bn the Stock Exchange. This criterion 
was required in order to provide assistance for comparability purposes 
to future research studies. 
Four main industrial sectors were identified to serve as a reliable 
classification for the purpose of this-study. These were banks, financial 
institutions, textiles, and the food-beverages-tobacco sectors. 
In addition to the basic selection criteria described in section 4.3.4, 
other additional criteria were imposed in selecting the ratios: 
i) Past Performance: the ratio br its inverses performed well in 
previous studies (Stigler, 1973; Crum, 1939; Stekler, 1963; Neumann, 
1979; Bobel, 1978, Altman, 1968; Horrigan, 1966; Beaver, 1970). 
Unfortunately there is so far, to the knowledge of the author, no 
single comprehensive theory available which accounts for the 
relationship between profitability and industry risk. Previous 
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studies of risk relationships and predictive power have dealt 
mainly with company ratios and no direct evidence of industry risk 
and ratio performance have been provided. Falk's(1975) study 
could be cited as an exception. Nevertheless, it seems reasonable 
to argue that if a ratio or its component variables reflect 
industry characteristics (Gupta, 1972; Falk, 1975; Lev, 1969; Rao, 
1972; Pinches, 1975) and it performed well in previous studies of 
company risk, it would have the potential to perform well when 
dealing with industrial sector risk (Falk, 1975). This is mainly 
because industrial ratios are simply an aggregation of data for 
companies belonging to the same industrial sector. 
ii) Popularity: The ratios are generally recommended in the financial 
analysis literature (Merrett, 1973; Van Horne, 1975; Weston, 1975). 
Besides, these are the profit ratios reported in Fortune's directory 
of the 500 largest industrial corporations in the US. 
iii) Interpretation: The ratios have a descriptive ability in the sense 
that they represent the net results of a large number of companies 
policies and investment decisions, and therefore they indicate and 
give final answers (in terms of profitability) about how effectively 
a company is being managed. A higher profitability ratio would 
generally indicate a better management. performance. Hence: the 
index enables investors and decision makers to compare two or more 
firms within the same industrial sector. 
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4.5.3 Selection of Ratios for the Study 
Profitability ratios, in particular, were identified to meet the 
above criteria and the criterion described in section 4.3.4. These ratios 
were considered to serve as a composite index for measuring risk for 
each industry 
l. 
The profitability ratios are made up of sales, profits, 
assets and equity components. These variables and in particular reported 
profits and assets can be affected by companies' accounting practices. 
These inconsistencies between accounting and economic profits are 
well known; for example, the undervaluation of assets and equity caused 
by inflation can produce bias towards an increased profitability. Factors 
such as these can create difficulties regarding industrial intercomparisons. 
But, despite these difficulties, a strict value measurement of these 
variables would create more problems than it would solve. The product- 
prices, variable 'input prices, and the prices of capital goods vary among 
industrial sectors. It would therefore be extremely difficult to 
disaggregate price indices for different variables and in different 
industries. Moreover, there is still a considerable amount of controversy 
about the problem of price index itself, as it is the case with capital 
goods. It is possible to argue that the concept of a price index for 
fixed capital goods during a period of technical change, i. e. the electronics 
industry, is meaningless in concept and in practice almost impossible to 
measure (Sampson, 1969). 
Further, in relation to a company's equity, similar problems may arise 
over company profits. The lack of uniformity about the methods of share 
valuation would also add to the difficulties. Retained profits should 
presumably be deflated by various capital goods indices and distributed 
------------------------------------------------- 
Risk measured in terms of the probability of achieving a return at least 
as large as a specified target return. 
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profits by the consumer price index. This problem will aggravate"further 
if one considers that some profitable (and particularly large profitable 
companies) would tend to adopt accounting practices that understate 
their profits for tax purposes (Hall, 1967). Similarly, profitable 
firms might also understate profits, to the extent that management 
policies seek to retain these profits rather than pay dividends, for 
reasons of shareholders relations. On the other hand, managers of 
unprofitable companies might well overstate profits for retaining control 
and avoiding a fall in share prices. Besides, it is widely assumed that 
owners of smaller public companies under-report their profits in order 
to minimise double taxation. 
Finally, the problem of how companies measure profit deserves some 
attention within the context of the selection-of ratios for this study. 
The controversy as to whether to use historical figures of current values, 
has been well discussed by Lee (1974). The author argues that if the 
reality of a monetary unit with an adjusted value - inflation accounting - 
is introduced into each of the accounting models of income, then an 
equivalent number of further income models would result. 
The validity of the company income as a useful part of the company 
financial reporting function is brought further into focus when the 
question of applying accounting principles in the measurement process is 
raised by Lee (1974, p. 181). In each of the historic cost and current 
value income models, the emphasis is placed entirely on company, performance 
using measurements of known or forecast operations of the business firm. 
In order to construct these measures, accountants have devised a series of 
principles related to such matters as the need to depreciate fixed 
assets, amortise research and development costs, defer taxation liabilities, 
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and aggregate the financial results of a group of companies. However, 
as Stamp (1970) points out wherever there can be uniformity of meaning 
in these principles there is also flexibility in their execution in 
practice. 
If one considers, for example, a practical example described b)r Lee 
(1974): the problem for accounting for inventory and work in progress, 
an issue which affects directly the computation of the income figure - 
whether this is based on replacement costs, hjstoric costs, or realisable 
values. In historical costing, there is the issue of defining inventory 
cost. Each definition brings a different value and a different measure 
of income. However, the same problem does not arise with current values 
models because of their use of replacement costs or realizable values, 
but they are affected by related issues - for example, should overhead 
costs be included-in the replacement cost figure, and, if so, to what 
extent this issue also affects the historical cost model; what realisable 
values should be used - should they be related to the existing or future 
state of the inventory ? Thus, there are a variety of possible profit 
measures depending on the particular accounting methods adopted to 
measure income. Indeed, this problem has been long recognised by 
accountants and, recently (within the context of the historical cost 
model) the professional accountancy bodies in Britain have commenced work 
on trying to narrow the areas of possible differences. It is inevitable 
therefore that a significant degree of flexibility will still remain which 
raises further doubts about the validity of the current value concept. 
This concept is not only capable of differences in measurement procedures - 
due to an inevitable flexibility, but is also subject to differences 
in interpretation and measurement because of variations in capital and 
value concepts (Lee, 1974). 
Therefore, the problem of undervaluation of assets and equity, and 
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as a result, a bias towards a higher profitability ratio 
due to 
inflation is limited. Notwithstanding, it would no doubt be useful to 
adjust the accounting data for current values. From a practical viewpoint, 
however, for the purpose of the present research, it has been considered 
that in adjusting for inflation, the component variables of the selected 
ratios might have resulted in more bias than it eliminated. Further as 
explained previously, the performance of historical data in previous 
ratio studies related to risk quantification have suggested that company 
ratios based on historical and accounting data provided a significant 
improvement in the prediction of risk. Although the dependence of this 
analysis on historical cost data represents a limitation which should be 
considered in interpreting results, it is suggested that profitability 
ratios based on published financial statement data possess the potential 
predictive ability needed for risk assessment. 
The ratios selected and, their relationship to profitability in 
relation to investment as proposed in numerous investment analysis 
discussions were the return on equity and the'return on assets ratios 
The ratios chosen were representative of Pinches' (1973) hierarchical 
classifications (in terms of their descriptive ability and predictive 
power) and as-such can be said to cover the whole diversity of a 
company's operations. More specifically, the ratios analysed and some 
of the characteristics they are likely to reflect are: 
i) Return on equity: Net profits after taxes expressed as a percentage 
of shareholders' total capital less profits for the period. The 
formula used is 
Return on equity = 
Net profit after taxes 
,c 100 Total equity - pro its for the perio 
---------------------------------- --------------------------------------- 1The 
corresponding ratios of the industrial sectors analysed are given 
in Appendix 4.5.3. 
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For economic reasons, it was-preferred to take profits after taxation 
because this reflects the earning power of the investors after paying 
company taxes and therefore facilitating comparability either among 
companies or between industrial sectors, as different industrial sectors 
may have different taxation rates. This ratio indicates the earning power 
on shareholders' investment and is frequently used in comparing two or 
more companies in an industrial sector. 
This ratio is one of the most important dimensions of financial 
performance and increasing emphasis is being placed on the ratio in the 
literature on management decision making (Sampson, 1969; Merrett, 1973). 
For example, in the US industry, the variance of the return on equity of 
a company has been commonly used as an index of risk (Hurdle, 1974; Fisher, 
1969). Besides, the return on equity capital is what managers acting 
in the owners' best interests would seek to maximise within the company's 
economic, social and political constraints. It is also the critical 
measure in any investment appraisal (Merrett, 1973). The return on 
equity capital is the critical figure in the sense that this is what is 
to be maximised and where this figure is unsatisfactory no project 
is of itself worth undertaking (Merrett, 1973, p. 147). 
ii) Return on assets: Net profits after taxes plus interest payments 
as a percentage of total assets. This ratio is also referred to as 
return on investment. The formula used is 
Return on assets = 
Net profit after taxes"+ interest payments x 100 Total assets 
The main reason for treating interest payments as a component of 
profits in this study is to remove, variations which may occur in the 
return on assets ratio due to differing equity-debt ratios. Because 
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creditors provide means by which part of the total assets are 
financed, 
for some companies, financial charges in terms of interest paid to creditors 
may be significant. Thus, by including financial charges the relationship 
studied incorporates the way in which the firm is financed; and, therefore, 
the ratio is an indicator not only of management efficiency of assets 
but also of efficient financial management 
I. 
In fact, as capital structure 
is an element of input mix (debt and equity) profit maximisation would 
require some optimal borrowing rate which would differ from industry to 
industry depending on factors such as stability and growth prospects-: 
As a consequence, ratios of return on assets should differ between 
industries. Return on assets comparisons, however, would be limited when 
applied to such sectors as banking, where because of the nature of their 
business debt ratios commonly exceed 90%. 
As mentioned above, the return on assets ratio indicates the efficiency 
with which a company utilises its resources in order to generate output 
and profits. The financial literature emphasises the importance of this 
assertion (Merrett, 1973, p. 147). Consideration of the return on total 
assets shows whether or not investment appraisals are viable in their 
own right, regardless of how they are financed. It helps to indicate 
whether or not projects by themselves will give rise to a sufficient 
income to provide the required earning cover for debt capital. 
A further important reason for considering the return on assets is 
that in the last resort the equity shareholders stand behind'the debt 
capital. Should an investment turn out to be less profitable than was 
expected, or should it fail entirely, then the'debt capital - the capital 
borrowed - will have to be paid out of shareholders capital (equity 
-------------------------------------------------------------------------- 1For 
a good discussion on optimal capital structure and the effect of-debt 
finance refer to Merrett (1973), 'Chapter 17. 
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capital) or equity income if. the firm is not to become bankrupt. This 
being so, a firm"i"s management on behalf of the-equity shareholders should 
be. concerned with the return on total assets, as in the last resort all the 
capital involved can be regarded as effectively guaranteed . 
by. the equity 
capital unless the company is prepared to go into liquidation. 
The return on assets ratio is the result, of multiplying two other 
profitability ratios, turnover and net profit margin. The turnover ratio 
relates the company's total assets to its sales. The formula is 
Turnover ratio a 
Sales 
Total Assets 
This ratio indicates how efficiently a company utilises its resources in 
order to generate output. The magnitude varies between industrial sectors; 
for instance, a supermarket chain would show a considerably. higher turnover 
ratio than an-advertising agency. 
The net profit margin ratio indicates the relative efficiency of 
the company after taking into account all expenses and taxes. The 
formula is 
Net Profit Margin 
Net Profit after Taxes 
Sales 
A decline of the net profit margin might indicate higher expenses relative 
to sales or even a higher tax rate; on the other hand, if expenses are 
constant in relation to sales a lower net profit margin might be due to 
the higher cost of producing goods. 
Neither the turnover nor the profit margin ratios were analysed 
individually because of inherent shortcomings. Neither of these two 
ratios by itself would provide an adequate measure of overall operating 
efficiency; the turnover ratio ignores the profitability on sales while 
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the net profit margin ignores the utilisation of assets. The return 
on assets ratio, however, resolves these shortcomings. An increase 
in the net prdfit margin or an increase in turnover on existing assets 
or both would be reflected in the return on assets ratio aid vice versa. 
Hence, the turnover and the profit margin ratios are directly represented 
in the return on assets figure. 
4.5.4 Evaluation and Interpretation Problems 
Evaluation and interpretation problems have already been discussed 
within the previous section. Nevertheless, a few other specific problems 
are worthy of further consideration. 
With regard to the return on assets ratio, a possible source 6f 
misinterpretation'would be that of the turnover ratio placing a premium 
on companies using old equipment. For example, a company with equipment 
that is highly inefficient and fully depreciated may show a high ratio 
figure but at the same time may be unprofitable. 
An additional problem can be that it is possible for a company to 
increase its return on assets by disposing perfectly usable assets 
that are not, for the time being, contributing to profits and therefore 
increasing its returns by reducing its fixed.. assets account. When 
composite depreciation is used the company's financial statement data would 
not show a capital loss from this asset disposition. With regard to the 
return on equity ratio, an interpretation problem arises in the area 
of shareholder's equity. The figure for equity used in this ratio could 
also be expressed in terms of market value instead of book value. The 
problems of valuation have been largely discussed in section 4.5.3. In 
particular, the area of undervaluation and overvaluation of shares has 
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been a controversial subjectl. The main reason for this is that there 
exist different methods of valuation which would give differing share 
value results. It is proposed in the present study that while this 
factor could be a limitation the scope for remedying this problem is 
still very considerable. 
Finally, although there would be other characteristics which may 
influence the degree of industrial sector risk that is not represented in the 
profitability ratios, the purpose of this study is not to suggest a 
comprehensive method for measuring each aspect of industry risk. This 
research has limited the analysis to ratios related to profitability in 
relation to investment and its relevante to risk. Extensions of this 
study are suggested in chapter seven under recommendations for further 
research where it is proposed that additional variables could be added. 
The additional characteristics which are not directly reflected by the 
selected ratios are in some form or another indirectly represented as 
can be seen in Fig. 4.5.4.1 and 4.5.4.2. These figures-show the 
disaggregations of the return on assets and the return on equity ratios, 
respectively. It-is thus suggested, on the basis of the theory and the 
previous research studies that profitability ratios in relation to 
investment possess the potential descriptive ability and predictive power 
that are needed for risk measurement and uncertainty resolution. 
---------------------------------------------------------------------- 1 
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4.6 Difference Between Previous and'Present Approaches 
A knowledge of the statistical distribution of the profitability 
financial ratios is important when undertaking risk analysis. Primarily, 
if the mean and variance of a particular distribution is known, then one 
can determine the relative position of a specific company's profitability 
ratio within the industry distribution (Lev, 1974). In addition to this, 
it is also important to evaluate the implications for intercompany 
comparisons when the distribution for a profitability ratio exhibits 
non-normality and is characterised by extreme outliers. If a ratio is 
characterised by a number of extreme outliers, then a comparison of a 
company's ratio against some industrial sector mean might be misleading 
since the industrial sector mean might have suffered some distortion, 
Hence, the information contained in the industry mean would be incomplete 
and the significance of a deviation of an observed ratio from the 
industrial sector mean (relative to those of other firms) would depend 
not only on the extent of the deviation, but also on the dispersion and 
shape of the distribution from which the industrial sector's mean has 
been computed. 
A simple example given by Lev (1974, p. 62) emphasises this point. 
Suppose, for example, that the distribution of the current ratio for a 
specific industry is approximately normal, with a mean of 3.00. Suppose 
further that the current ratios 
l 
of a company X, which belongs to the 
industry, is 2.50. An evaluation of the short-run liquidity of the 
company X indicates a weaker liquidity position of the company relative 
to the industry. However, such evaluation can be misleading unless the 
variance of the industrial sector ratio is considered. If the variance of 
-------------------------------------------------------------------------- 'Current 
ratio is a measure of liquidity relating current liabilities 
to current assets. The formula is: current assets/current liabilities. 
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the ratio distribution is . 0625 
(st. dev. . 25), then based on the 
normal distribution property laws, it can be inferred that about 98% 
of the companies in the industrial sector have a higher current ratio 
than that of company X. But, if the industrial sector variance is 1.00, 
then only about 69% of the companies have higher current ratios than 
that of-firm X. The latter consideration is ostensibly less serious for 
company X than the former. Clearly, in such a situation it would seem 
inappropriate to use the industrial sector mean value solely, as a 
criterion for comparative purposes. Hence, the knowledge of the 
dispersion of the industrial sector ratio distribution, in addition to 
its mean, allows one to determine the impact of extreme outliers upon 
the mean of a ratio, and therefore an important issue when making 
inferences based on ratio analyses. 
In the example given, the normal distribution belongs to a two 
parameter family for which its density and cumulative distribution 
function are completely defined by the mean and the variance of the 
distribution. ' However, the actual distributions of financial ratios 
tend to be asymmetric and are generally skewed to the right (Horrigan, 
1965; Lev, 1974; Deakin, 1976; Bougen, 1580; ). The main reason of 
the positive skewness being that most ratios have an effective lower 
limit of zero, but an indefinite upper limit. Given this asymmetry, 
the variance of an industrial sector distribution may not always be an 
adequate dispersion measure for comparison purposes when using ratio 
analysis. 
With the absence of knowledge about the appropriate distribution 
there is a general tendency to rely upon the normal distribution as 
an approximation to the empirical distribution of industrial financial 
ratios (O'Connor, 1973; Horrigan, 1965; Ferrara, 1977; Bird, 1977), 
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though the authors recognise the prevalence of skewnessl. Two 
2 
exceptions in-this regard can be cited, Deakin, (1976) and Bougen (1980) 
Bougen's empirical evidence - based on UK data - demonstrated that the 
distribution of financial ratios seems to indicate non-normality caused 
by various degrees of skewness and the existence of extreme outliers. 
Deadkin's study reports upon an investigation of normality of the 
distributions of eleven commonly used financial ratios using US data. 
He concluded as a. result of his analysis that the assumption of normality 
for financial ratios would not be tenable, except in the case of the 
total debt/total assets ratio. Even for this ratio, Deakin. concluded, 
the assumption of normality did not hold for the most recent data. - Although 
these two studies have only provided evidence of non-normality, their 
findings represent a contribution in the direction of providing greater 
insight for the knowledge of the empirical distribution of the financial 
ratios as well as of indicating the limited validity of normality 
assumptions. 
On the basis of the above studies, further differences between 
previous approaches and the present approach? can be summarised: (1) the 
importance of the knowledge of the statistical distributions of the 
profitability financial ratios has been emphasised at the beginning of 
this section; therefore, in order to evaluate the significance, of an 
observed deviation from the industrial sector mean, the complete frequency 
distribution of the industrial sector ratios will be found. If the 
empirical distributions of the financial profitability ratios are known, 
------------------------------------------------------------------------- 1Horrigan (1965), O'Connor (1973) and Bird (1977) analysis were based 
on US company ratios. 
2Pro itability ratios in relation to investment were included in these su ies 
3The 
main basic difference has already been discussed at the end of sec. 4.4. 
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then the distribution function to be found will be used to represent 
the probabilistic behaviour of these ratios. (2) In addition to the 
characterisation of the industrial sector ratio distribution, it 
should be emphasised the significance of non-normality for inferences 
based on ratio analyses. With the absence of knowledge about a 
distribution function, there is a tendency to rely upon the normal 
distribution as an approximation, as the reviewed research studies suggest. 
Given the asymmetry of the financial ratios the variance of the industry 
distribution may not always be an adequate dispersion measure for risk 
analysis. As the available evidence shows, most of these studies have 
used normality assumptions whose validity for comparisons of an investigated 
ratio with the industrial mean might be insufficient for making meaningful 
inferences for risk assessment purposes. Those studies that have 
questioned the validity of normality of the financial ratios have provided 
evidence that profitability ratios in relation to investment are not 
normally distributed, but have not attempted to find the empirical 
distribution of the ratios. No attempt has been made, to the knowledge 
of the author, to find empirically. a distribution function that would 
describe the probabilistic behaviour of the industry sectors financial 
ratios and of the profitability ratios in relation to investment in 
particular. An empirical attempt is described in the next chapter. 
It is expected that the usefulness of characterising a probability 
distribution on the basis of profitability ratios in relation to 
investment can be considerably used to make assessments about risk and 
profitability for a particular industrial sector and for a particular 
company. It is suggested. that such probabilistic estimates can also be 
adequately used as useful inputs to expectation models. Moreover, these 
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estimates should be of potential value to investors in evaluating 
investment opportunities and to decision makers for evaluating the 
feasibility of investment appraisals. It also indicates future 
research studies between the relationship of company and industrial 
sector risk, that should be undertaken. 
I 
CHAPTER V 
DATA ANALYSIS AND RESULTS 
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CHAPTER V 
DATA ANALYSIS AND RESULTS 
5.1 Introduction 
The present chapter deals mainly with the analysis of the data 
described in chapter four. In the following sections the stochastic 
behaviour of the financial ratios for each set of data is investigated 
by means of fitting, several proposed distributions described in chapter 
three. A comparison between these hypothesised distributions and the 
empirical cumulative histogram model describing the behaviour of the 
ratios is carried out. Therefore, the distribution with the best relative 
goodness-of-fit, see chapter three section 3.6, can be considered as an 
appropriate model for describing the pattern of the financial ratios 
under analysis. Having performed this analysis, one can conveniently 
proceed to investigate the best financial and investment decisions 
strategies. 
5.2 Analysis Procedure 
For the analysis of the profitability ratios proposed in the previous 
chapter, four continuous distributions - Weibull, gamma, lognormal and 
inverse Gaussian - are selected to be compared with the empirical 
cumulative histograms describing the behaviour of the return on equity 
and return on assets financial ratios. This comparison was made for 
each individual year from 1973 to 1777 for the four selected sections of 
the economy - banks, financial institutions, textiles and food-beverages- 
tobacco. The financial ratios for both return on equity and return on 
assets considered for the analysis of the different sections of the 
economy are shown in Appendix 4.5.3. 
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The parameters of the postulated distributions were estimated using 
the method of maximum likelihood. To investigate the goodness-of-fit 
the Kolmogorov-Smirnov test was used. The test statistic obtained from the 
Kolmogorov-Smirnov test was adopted as the criterion to decide whether 
or not the postulated distributions were appropriate models to describe 
the pattern of behaviour of the financial ratios. In other words, this 
test statistic was used as the criterion for accepting or rejecting the 
hypothesisdd distributions. 
For the cases where-various distributions were accepted by using the 
Kolmogorov-Smirnov test statistic criterion, the log likelihood value, and 
the Akaike's Information Criteria value were utilised in order to discriminate 
amongst the proposed competing distribution rn delsl 
5.3 Probability Distribution Analysis for the Return on Assets Ratios: 
Years 1973 to 1977 
5.3.1 Banks sector 
The financial ratios for return on assets corresponding to the banks 
sector are considered in this section. Four continuous distributions - 
Weibull, gamma, lognormal, inverse Gaussian - were selected to compare 
these'with the empirical cumulative histogram describing the pattern of 
the return on assets ratios for each particular year from 1973 to 1977. 
The method of maximum likelihood was used for the estimation of the 
distributions parameters and the Kolmogorov-Smirnov, K-S, test statistic 
as the acceptance or rejection criteria for the distributions. Figs. 
5.3.1.1 to 5.3.1.5 show the graphs for the theoretical cumulative 
distributions and the empirical cumulative histograms for the Wcibull, 
gamma, lognormal distributions. Corresponding graphs for the inverse 
Gaussian distribution are given in Appendix 5.3.1. The numerical results of 
J. See compute t, program AICR, p. 355 
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the analysis are summarised in Tables 5.3.1.1 to 5.3.1.5. These tables 
give the maximum likelihood estimates of the distributions parameters and 
the corresponding values of goodness of fit criteria. 
Tables 5.3.1.1 to 5.3.1.5 reveal that all the postulated distributions 
were not rejected by the K-S test as appropriate models for describing 
the behaviour of the return on assets ratio for this particular sector 
of the economy. Since the test showed that none of the distribution models 
were rejected, the log likelihood and the AIC values were considered in 
order to discriminate between distributions. The values, also given in 
the above tables, showed little noticeable difference for Weibull, gamma 
and lognormal distributions. In most cases, Weibull and gamma distributions 
were marginally better models for describing the pattern of the data. In 
general inverse Gaussian provided the least adequate fit while Weibull 
distribution seemed to provide the overall best 'fit for the data. 
. 
For the other three sections of the economy analysed in this research. - 
financial institutions, textiles, food-beverages-tobacco - the same 
analysis procedure as the one described above was also adopted. The 
following sections describe the graphical and numerical results for 
these remaining sectors. 
5.3.2 Financial Institutions Sector 
The maximum likelihood estimates of the parameters, the K-S test 
statistics, and the corresponding log likelihood values of the financial 
institutions sector for each particular year from 1973 to 1977 are given 
in Tables 5.3.2.1 to 5.3.2.5. Figs. 5.3.2.1 to 5.3.2.5 show the graphs 
for the empirical cumulative histograms and the cumulative distribution 
functions for Weibull, gamma and lognormal distribution. The corresponding 
graphs for inverse Gaussian distribution are shown in Appendix 5.3.2. 
The K-S test statistics obtained from the analysis for each individual 
-15 7= 
year revealed that all the proposed 
distributions provided a good description 
of the pattern of the data. Weibull and gamma distributions, for most cases 
gave similar and lower minimum absolute deviations, Dmax, than the 
inverse 
Gaussian and lognormal distributions. 
Considering the log likelihood and AIC values, Weibull distribution 
was again found to marginally provide the best fit. 
5.3.3 Textiles Sector 
The numerical results obtained from the data for the textiles sector 
are given in Tables 5.3.3.1 to 5.3.3.5. The graphs for the empirical 
cumulative histogram and cumulative distribution functions of the Weibull 
gamma, and lognormal distribution are shown in Figs. 5.3.3.1 to 5.3.3.5. 
All the proposed distributions were not rejected using the K-S test 
criterion except for the inverse Gaussian distribution which gave a 
significant result for the year 1973. Lower maximum absolute deviations 
were obtained for Weibull and gamma distributions and higher Dmax values 
for the lognormal model. An analysis of the log likelihood 'and AIC values 
showed little difference among these three distributions, but in general 
Weibull model seemed to provide a better fit. 
5.3.4 Food-Beverages-Tobacco Sector 
The same procedure for analysis was used for the return on assets 
data corresponding to the food-beverages-tobacco sector. The numerical 
results obtained from the analysis are given in Tables 5.3.4.1 to 5.3.4.5. 
The corresponding graphical results of the empirical cumulative histogram 
and the cumulative distribution functions for Weibull, gamma and lognormal 
models are shown in Figs. 5.3.4.1 to 5.3.4.5. Graphical results for the 
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An analysis of the numerical results showed that all the proposed 
distributions were not rejected by the K-S test criterion. Weibull 
distribution provided the lowest Dmax for rmst years. An analysis of the 
log likelihood and AIC values displayed a predominance of the Weibull 
distribution over the other models. This distribution was followed by 
gamma, giving the second best fit. For this sector of the economy, Weibull 
provided the best fit. 
5.3.5 Summary 
In summary the test statistics that were obtained for each individual 
year showed that all the proposed distributions could appropriately describe 
the stochastic behaviour of the return on assets data for each of the four 
sectors analysed except in one case where the inverse Gaussian model was 
rejected. Weibull and gamma distributions provided the lower maximum 
absolute deviation values from the empirical cumulative histograms and 
Weibull displaying the lowest overall values. Lognormal and inverse Gaussian 
distributions gave generally higher Dmax values and inverse Gaussian 
showed in most cases the highest values. 
The log likelihood and AIC criteria were used to discriminate between 
distributions. and though it was found that there was little noticeable 
difference between distributions, Weibull, in most cases, provided a better 
overall fit. Weibull distribution, therefore, seemed to be the most 
appropriate of the proposed models for describing the stochastic behaviour 
of the return on assets ratios for the banks, financial institutions, textiles, 
and food-beverages-tobacco sectors. 
Again, since the sample means1 for each particular year seem to 
------------------------------------------------------------------------------ 
1Sample 
means'are given in Appendix 5.4 
-191- 
indicate that the-variable year do not have any significant effect on the 
results for the return on assets ratios, it was decided to pool the 
data 
so as to significantly increase the sample size, in order to obtain more 
precise estimates for fitting the proposed probabilistic models. To 
investigate the validity of this assumption, a statistical method, namely, 
analysis of variance described in chapter three section 3.2 was performed 
for each sector of the economy. The results of this analysis are described 
in the following sections. 
5.4 Analysis of Variance for the Return on Assets Ratios 
5.4.1 Introduction 
In this section, the analysis of variance was performed in order to 
test the assumption of equality of means of the samples for each of the 
four sections of the economy. The purpose of this analysis was to detect 
any possible influence of the variation of the variable year, in which the 
data was collected, on the samples. Accordingly, it was decided to test 
whether the samples under consideration could be treated as having been 
drawn from populations having the same means. The hypothesis tested was 
Ho: B1 = B2 = ........ = Bk_Q or 
against the alternative one 
H1: Bi= 0 for some i. 
Ho; Bi 0 for all i 
The results of this test are described in the following sections. 
I 
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5.4.2 Analysis of Variance: Banks 
The analysis of variance was performed in order to test the null 
hypothesis Ho, that is there is not any difference in sample means between 
years 1973 and 1977 for the sector banks, against the alternative hypothesis 
1 
Hl that there is a difference in means between years. The numerical results 






















Total 24.20 61 
Table 5.4.2 Analysis of variance of the return on assets data 
for banks, years 1973 - 1977. 
From Table 5.4.2 it can be seen that since F= . 475 does not eEceed 
2.5, the approximate value of F0.01 with 4 and. 57 degrees of freedom, it 
could be concluded that variable year would not have any effect on the 
results of the return on assets data for the sector of the economy 
corresponding to banks. Therefore, the null hypothesis Ho is accepted at 
. 01 significance level. 
5.4.3 Analysis of Variance: Financial Institutions 
Table 5.4.3 gives the numerical results obtained from the variance 
analysis of the return on assets data for the sector financial institutions 
between the years 1973 and 1977. 
---------------------------------------------------------------------------- 
1Sample 


























Table 5.4.3 Analysis of variance of the return on assets data 
for financial institutions, years 1973 - 1977. 
Table 5.4.3 shows that the F value is equal to 7.519. Therefore 
since the F value exceeds 5.3, the approximate value of F0.01 with 4 and 
99 degrees of freedom, it can be concluded that year would have a significant 
effect on the return on assets ratio for this particular sector and hence 
the null hypothesis should be rejected. 
5.4.4 Analysis of Variance: Textiles 
The numerical results of the variance analysis for the textiles sector 












samples 53.82 13.45 4 1.113 
Within 





-------- ------ - 
51 
-- --- --- 
Table 5.4.4 Analysis of variance of the return on assets data 
for-textiles, years 1973 - 1977 
Table 5.4.4 shows that since F=1.113 does not exceed 2.5, the 
approximate value of F0.01. with 4 and 47 degrees of freedom, it can be 
concluded that for the textiles sector the variable year would not have any 
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significant effect on the retirn on assets ratio. Therefore, the null 
hypothesis H0 could be accepted as . 01 significance 
level. 
5.4.5 Analysis of Variance: Food-Beverages-Tobacco 
Table 5.4.5 gives the numerical results for the analysis of variance 
of the return on assets for the food-beverages-tobacco section between 
















otal 2239.12 88 
Table 5.4.5 Analysis of variance of the return on assets data 
for food-beverages-tobacco, years 1973 - 1977 
Since F= . 497 does not exceed the critical value of 2.4 (approximate value 
of F0.01 with 4 and 84 degrees of freedom), it-can be concluded that the 
variable year would not have any significant effect on the return on assets 
ratio for this particular sector of the economy. -Therefore, the null 
hypothesis could be accepted at . 01 significance level. 
5.4.6 Summary 
In summary, it has been shown that the external variible year would not 
have a significant effect on the return on assets ratios for the banks, 
textiles, and food-beverages-tobacco sectors. However, the variable year 
Was found to have a significant effect on the return on assets for the 
financial institutions section. 
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Since the variable year did not show to have a significant effect 
on the return on assets for the analysed sectors except for financial 
institutions, therefore, as previously suggested, it could reasonably be 
concluded that the data can be pooled. By, pooling the data, the sample 
size is increased, and hence more precise results could be obtained 
for 
fitting the proposed probabilistic models. The probability distribution 
analyses of the pooled data for the banks, textiles, and food-beverages- 
tobacco sectors of the economy are described in the following sections. 
5.5 Probability Distribution Analysis for the Pooled Return 
on Assets Ratios 
The same analysis procedure as outlined in section 5.2 and applied in 
section 5.3 was adopted for analysing the pooled data so as to obtain, by 
increasing sample size, more precise estimates for fitting the hypothesised 
models. 
The following sections describe the numerical and graphical results 
obtained when the postulated distributions - Weibull, gamma, lognormal 
and inverse Gaussian - were compared with the empirical cumulative 
models describing the pattern of the pooled data for the banks, textiles, 
and food-beverages-tobacco sectors. As previously suggested, the sample 
data for the financial institutions sector would not be pooled because it 
was found that the variable year could have a significant effect on the 
return on assets ratios. 
5.5.1 Banks Sector: Pooled Data 
The financial ratios of the return on assets for the banks sector 
between 1973 and 1977 were pooled and analysed in the same fashion as 
described in section 5.2. Again, four continuous distributions were 
considered to fit the pooled data. The method of maximum likelihood 
-196- 1 
was used to estimate the distribution parameters and the K-S test for 
acceptance or rejection criterion. Table 5.5.1 gives the maximum likelihood 
estimates of the distribution parameters and also the corresponding values 
of goodness-of-fit statistics. 
Table 5.5.1 shows that all the proposed distributions could be 
accepted, as appropriate models for describing the probabilistic behaviour 
of the pooled return on assets ratio for this sector, according to the 
K-S test criterion. Weibull distribution provided the lowest maximum 
absolute deviation, and a comparison of the log likelihood and AIC values 
indicated that the Weibull distribution was a more suitable model among all 
the models considered. Graphical results are given in Fig. 5.5.1. 
5.5.2 Textiles Sector: Pooled Data 
Table 5.5.2 gives the numerical results of the pooled data for 
the textiles sector. The graphs of the theoretical and empirical cumulative 
distribution functions are shown in Fig. 5.5.2. The results show that 
all distributions except the inverse Gaussian provided a good fit to 
the pooled data. Again, a comparison of the log likelihood and AIC 
values for discriminating between distributions indicated Weibull 
distribution to be the most suitable model for this particular sector of 
the economy. 
5.5.3 Food-Beverages-Tobacco Sectör: Pooled Data 
Numerical and graphical results of the pooled data for the food-beverages- 
tobacco sector are given in Table 5.5.3 and Fig. 5.5.3, respectively. 
Table 5.5.3 shows that, as was the case for the banks and textiles 
sectors, Weibull distribution provided the overall best fit, and a comparison 
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most suitable model. For this sector of the economy, 
lognormal and 
inverse Gaussian distributions gave significant results and therefore 
were rejected by the K-S test criterion. 
6 Probability Distribution Analysis for the Return on Equity 
Ratios : Years 1973 to 1977 
5 . 
6.1 Distribution Analysis for Banks, Financial Institutions, 
Textiles and Food-Beverages-Tobacco Sectors 
The procedure Adopted for the stochastic analysis of. -the return on 
equity ratio was the same as that used for the analyses(. of. return on assets. 
The numerical results of the return on equity ratios for the sector banks 
from year 1973 to 1977 are given in Tables 5.6'. 1.1 to 5.6.1.5 and the 
corresponding graphical' results for Weibull, gamma, and lognormal 
distributions are shown in graphs 5.6.1.1 to 5.6.1.5, respectively. 
For the financial institutions sector the numerical and graphical 
results are given in Tables 5.6.1.6 to 5.6.1.10 and Figs. 5.6.1.6 to 5.6.1.10 
respectively. For the textiles sector the corresponding results are given 
in Tables 5.6.1.11 to"5.6.1.15 and Figs. 5.6.1.11 to 5.6.1.15. 
Tables 5.6.1.16 to 5.6.1.20 give the numerical results of the return 
on equity ratios for the food-beverages-tobacco sector and Figs. 5.6.1.16 
to 5.6.1.20 show the corresponding graphical results. The corresponding 
graphical results of the inverse Gaussian distribution for each sector 
are shown in Appendix 5.6.1. 
The test statistics that were obtained for individual years in each- 
of these four sectors of the economy showed that all the hypothesised 
distributions - Weibull, gamma, lognormal and inverse Gaussian - could 
appropriately describe the stochastic behaviour of the return on equity 
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maximum absolute deviation values than the values obtained for the 
lognormal and inverse Gaussian distributions. The log likelihood and AIC 
values were used to discriminate between distributions and, again, though 
it was found little noticeable difference between Weibull and gamma 
distributions, Weibull distribution provided an overall best fit. Hence, 
the Weibull model was considered to be the most appropriate of the 
postulated distributions for describing the stochastic b(thaviour of the 
return on equity ratios for individual years in the four sectors considered. 
5.6.2 Analysis of Variance 
Similar to the analyses carried out on the return on assets ratios, 
from the sample means1 of the return on equity ratios of each year and 
for the four sectors, there was some indication that tlir variable year 
would not have a significant effect on the financial results for this 
ratio. Therefore, it was again decided to pool the data in order to obtain 
a more precise estimate. The validity of this assumption was investigated 
for these return on equity ratios and the numerical results obtained for 
each sector are given in Tables 5.6.2.1 to 5.6.2.4. 
Tables 5.6.2.1 to 5.6.2.4 give the results of the variance analysis 
carried out for testing the assumption of equality of mc: »is of the samples. 
That is, to test whether or not the samples under considoration for each 
sector could be treated as having been drawn from populations having the 
same means. The results obtained showed that the external variable year 
would not have a significant effect on the return on equity ratios 
for the banks, textiles, and food-beverages-tobacco sectors. However, 
this variable was found to have a significant effect on the, return on 
equity for the financial institutions sector - Table 5.6.2.2, and hence 
--------------------------------------------------------------------------- 
1Sample 













SAMPLES 131.11 32.77 4 . 302 
WITHIN 
SAMPLES 6189.29 108.58 57 
TOTAL 6320.30 61 
Table 5.6.2.1 Analysis of variance of the return on equity data 
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Table 5.6.2.2 Analysis of variance of the return on equity data 













SAMPLES 308.00 77.00 4 1.091 
WITHIN 
SAMPLES 3317.28 70.58 
-- 
47 
-- -- - - -------- -------- 
TOTAL 
--- ---- - 
3625.28 
- ----- - -- 
51 
Table 5.6.2.3 Analysis of variance of the return on equity data 












SAMPLES 1448.34 362.08 4 1.472 
WITHIN 
SAMPLES 20422.90 246.05 83 
TOTAL 21871.24 87 
Table 5.6.2.4 Analysis of variance of the return on equity data 
for food-beverages-tobacco, years 1973-1977. 
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the null hypothesis of equality between means was rejected for this 
particular sector. 
Therefore, since the analysis of variance suggested that the variable 
year would not have any significant effect on the sectors' return on equity, 
except for the financial institutions, the sample data for banks, textiles, 
and food-beverages-tobacco were pooled and a probability distribution 
analysis of the pooled data was made by using the same distributions proposed 
at the beginning of this chapter. The following section describes the 
results that were obtained. 
5.7 Probability Distribution Analysis for the Pooled Return 
on Equity Ratios 
As mentioned before, the same procedure for analysis explained in 
section 5.2 was used in analysing the pooled data for each of the relevant 
sectors. Tables 5.7.1 to 5.7.3 give the numerical results obtained when 
the proposed distributions were compared with the cumulative empirical model 
describing the pattern of the pooled return on equity ratios for each of 
the three sectors considered. 
Tables 5.7.1 to 5.7.3 show that Weibull, gamma, and lognormal 
distributions could be accepted as adequate models for representing the 
data. It was found that the inverse Gaussian distribution was accepted 
by the K-S test criterion only for the food-beverages-tobacco sector and 
rejected for the banks and textiles sectors. The log likelihood and AIC 
values were used to indicate the most suitable model of the three. Again, 
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5.8 Results and Implications 
The results of the distribution analysis show that Weibull, Gamma 
and Lognormal distributions are all adequate models for describing the 
stochastic behaviour of the return on equity and return on assets 
profitability ratios. Weibull distribution is identified as the model 
that marginally gives the best fitting results for the annual and pooled 
industrial sectors data with the Gamma model as a close competitor. Because 
of flexibility and ease of use it is considered that Weibull is the most 
suitable model of all considered for practical use. 
In Appendix 5.8.1, various probability. density function; figures 
for the industrial sectors analysed are shown. It is seen that the 
profitability-ratios, return on equity and return on assets are positively 
skewed to the right. This contradicts the hypothesis of the majority of 
investigators in the field (with the exception of Deakin, 1976 and 
Bougen, 1980) who have assumed normality for the distribution of these ratios. 
In Appendix 5.8.2, a comparison of the fits using the methods of 
maximum likelihood and least squares for the parameters estimation is 
shown. The method of maximum likelihood results in a better fit for 
the data than the method of least squares. 
In Appendix 5.8.3 it is shown that with a constant shape parameter 
Weibull model provides an adequate fit for each of all the industrial 
sectors analysed. 
Using the Weibull distribution as a model comparisons of industrial 
sectors according to risk can be made. It is found that the probabilistic 
risk profiles of each industrial sector are comparable in terms of risk 
as defined by the ratios analysed here. This comparison among different 
industrial sectors can provide an additional dimension for the investment 
decision making process. For example, an investor could evaluate the 
-24 3- 
investment opportunities in different companies on the basis of the risk 
levels of their industrial sectors. For instance, some risk-averse 
investors might be unwilling or unable to assume higher. "risk. levels, 
regardless of higher returns on their investments. An analysis of 
industrial sectors risk profiles, as defined by the ratios analysed here, 
should be of value to assist investors in the initial stages of 
investment decisions for the choice of these sectors suitable for 
investment. Further, an analysis on the same basis at the company level 
in an acceptable industry could then be made. 
The use of this type of approach could lead to more efficient ', 
analysis of'risk in the sense that less effort and time otherwise spent 
in the analysis of companies at the individual level, would be avoided. 
Therefore, to disregard the industrial sector risk could result, not only 





In chapter four, it has been proposed that the most important 
profitability ratios are the return on equity and assets respectively. 
In order to exploit their use as criteria for risk measurement and 
uncertainty reduction, it is necessary to adopt a stochastic formulation 
which in turn requires these ratios to be expressed in probabilistic 
terms. The main emphasis of the present chapter was to derive a density 
function to describe their behaviour. The density distribution analyses 
for both ratios suggest that the Weibull model is a particularly 
suitable and convenient one for characterising these distributions. In 
addition the Weibull distribution appears to be the most flexible and 
adaptable model of all those considered and is accordingly used in the 
approach for evaluating risky investments considered in the next chapter. 
CHAPTER VI 
PRACTICAL APPLICATIONS AND DESCRIPTIVE 
ANALYTICAL APPROACHES TO RISK ANALYSIS 
-245- 
ri-TAPT1 P VT. 
PRACTICAL APPLICATIONS 'AND DESCRIPTIVE ANALYTICAL-APPROACHES TO RISK ANALYSIS 
6.1 Introduction 
This chapter starts with a discussion of the importance of the 
probabilistic approaches to risk analysis. It shows that the stochastic 
profitability ratios - return on equity and return on assets - can be 
used in the investment decision making process to the assessment of risk 
under conditions of uncertainty. It is shown that the statistical methods 
used in chapter five can be conveniently applied to the analysis of the 
investment decision. The final sections show the application of various 
available approaches with the aim of selecting the best investment 
alternative. Various practical examples are given in which the cumulative 
distribution functions of the profitability ratios are used in order to 
maximise the probability of achieving at least a specified target return. 
The chapter closes with a discussion on the practical applications of 
profitability profiles at the individual company level And utility theory 
applications. 
6.2 Importance of the Probabilistic Approaches to Risk 
Two of the most important elements in the investment decision are 
(1) the investment return, and 
(2) the risk associated with it. 
The descriptive analysis of the investment returns is usually made by 
using one of the various traditional techniques for financial evaluation 
already described in chapter two, section 2.2. However, no approach for 
dealing with risk could be said to be of common usage to date; the main 
-246- 
reason being that of differing attitudes among decision makers for choosing 
between modified, but sometimes inappropriate, deterministic models (which 
do not explicitly account for stochastic variations) and the more complex, 
yet more desirable, probabilistic models that explicitly consider risk and 
help to resolve uncertainty. 
Among the long-standing techniques that attempt to account for risk 
are those modified deterministic models of which the most important were 
already described in chapter two. Those methods generally reduce estimates 
of expected returns to single point values and then investments are 
analysed as though these best estimates were certain to occur. Such 
estimates, therefore, would not show the risk associated with those expected 
returns. By using these methods risk and uncertainty is normally accounted 
for on an intuitive basis such as making estimates of future returns more 
conservative (i. e. conservative estimating) or varying the interest rates 
(i. e. risk adjusted discount rate) according to the degree of risk-and 
uncertainty perceived by the decision maker. 
In the following sections probabilistic-based analytical approaches 
have been developed with the aim of assessing risk and resolving uncertainty. 
In particular, a risk evaluation of various industrial sectors considered 
in this study has been made on the basis of the profitability ratios 
in relation to investment suggested in chapter four. The analytical 
methods developed make use not only of the distribution measures but also 
of the cumulative distribution function; the main reason being that a 
complete characterisation of the appropriate probability function of the 
profitability ratios would be more desirable than the sole specification 
of a set of moments. 
The desirability for determining the appropriate probability function 
for the purpose of this study, could be justified on two grounds: firstly, 
-247- 
as suggested in chapter four, -the significance of the deviation of an 
observed ratio from the industry mean may depend not omly on the 
deviation's extent but also on. the dispersion and shape of the distribution 
ratios from which the industry mean was calculated. Secondly, in some 
situations, it would be possible to obtain the same mean and variance 
under two different distributions. Feller (1966) has given a series of 
probability density functions each giving the same first three moments. 
Further, several limitations and criticisms of mean-variance analysis 
have been put forward by Markoiitk (1959), Burch, (1963,1968,1969, 
1974), 'Samuelson, (1967,1970)., SC Tsiang, (1972,1974) and 
Bierwag; (1974). A review of these studies suggests, in general, that 
mean-variance approaches to risk analysis should not be taken very 
seriously unless the probability distribution used in the analysis 
satisfies certain requirements. However, even in situations where such 
requirements are satisfied, there is also the argument that decision 
makers in investment analysis very frequently associated risk with failure 
to achieve a target return (Mao, 1970a, 1970b; Markowitz, 1959). To the 
extent that this argument is correct, it creates serious doubts on 
variance or on any measure of dispersion taken with respect to the mean, 
which may change from distribution to distribution, as an adequate measure 
of risk , 
(Fishburn, 1977). 
Hence, the importance of determining the appropriate probability 
function of the profitability ratios would be to provide additional 
information, in terms of probabilities, to the investment decision making 
process. It has been suggested at the end of chapter four that industrial 
sector risk could be assessed by its degree of profitability as measured 
by the return on equity and the return on assets ratios and as reflected 
by their cumulative distribution function. 
-248- 
6.3 Measure of Profitability 
A measure of profitability, when evaluated for a given industrial 
sector or company, and compared with a criterion, should measure the 
feasibility of investment in that particular industry or company. For 
a deterministic model the measure of profitability might be the return 
on equity, RE, and/or return on assets, RA, and the criterion might be, 
for example, RE > 0. ' If this criterion is met for a given industry or 
company, then investing in that industry or company could be said to be 
a feasible alternative. 
6.3.1 Expected return on equity and expected return on assets 
In the case of a stochastic model, the return on equity, RE, and the 
return on assets, RA, ratios are considered as random variates. One 
might then in various situations, conveniently use expected retiirn on 
equity, E{RE}, and/or expected return on assets, E{RA}, as the measure 
of profitability, and E{RE}, E{RA} >0 as the criterion. This approach 
would be more desirable to a strictly deterministic model because of 
the additional information it provides. 
6.3.2 Probability criteria 
However, as the distribution of the return on equity and return on assets 
ratios is known to be of a Weibull family (e. g. see chapter five), then 
a probability criterion can be considered. For example, a probability 
level, L, might be established at which the firm's portfolio of investment 
assets exceeds the cost of capital1, C, that is PR{RA>C} = L. This would 
be the stochastic equivalent of deterministic break-even analysis. 
--------------------------------------------------------------------------- 1The 
cost of capital can be defined as the minimum rate of return that must 
be earned on an investment to maintain the market value of equity unchanged (Merret, 1973). 
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6.4 Proposed Analysis for Assessing Industry Risk 
In chapter five, the procedure for obtaining the appropriate probability 
model of the profitability ratios is explained. This characterisation 
would provide investors and decision makers with additional information 
which can be used for assessing industrial sector risk and differentiating 
between alternative investments. 
To illustrate the proposed analysis procedure for measuring industry 
risk'. -. and profitability, two particular industrial sectors were considered: 
Banks and Food-Bev. -Tobacco. The probability density function of the 
return on equity ratios for the sector banks, f(X)ß and for the sector 
food-bev-tobacco f(X)F (period 1973-77) are shown in Fig. 6.4.1. The 
densities of f(X)B and f(x)F are Weibull density functions of the form 
ra a-1 xa 
f(x; a, O) =A (6.4.1) 
L 0, elsewhere 
for a being the shape parameter and 0 the scale parameter, respectively. 
The mean and variance of the distribution are given by 
and 
u er(i + 
ä) (6.4.2) 
a2 = 02 (r (1+2/a) - (r (1+ )21 (6.4.3) 
where r(. ) is called the gamma function and is described in Appendix 3.3.1.1. 
The Weibull"cumulative distribution functions for the sector Banks, F(x)F 
and for Food-bev-tobacco, F(x)F, are shown in Fig. 6.4.2 and are obtained 
by integration of f(X)B and f(X)F respectively. That is, by integration of 





eä xa-1 exp(-(8)a) dx 
=1- exp{-(ß)a} 
(6.4. ')! 
The shape, scale, mean, variance, coefficient of variation, third 
central moment, and coefficient of skewness of the Weibull densities 
l 
f (x) B and f WF are given 
in Table 6.4.1. 
In Table 6.4.1, it-can be seen that the expected value for the food-bev- 
tobacco sector OF is larger than the expected value for banks, PB: that is, 
uB < 11F' However, the variance for the food-bev-tobacco sector, aF2, is 
22g larger than the variance for the banks sector, aB, that is, aB< or. 
With investments, this is generally the case where an increase in the 
expected returns could only be achieved by an associated increase in the 
risk of achieving these returns. 
The conventional analysis for differentiation which is generally based 
on the. theoretical moments of the densities would give contradictory 
and inconclusive answers, that is, uB < 11 F would 
indicate a preference for 
investing in the food-bev-tobacco industry on the basis of expected 
profitability. However, the variance of the food-bev-tobacco, being 
larger than that of the sector banks, aB2< aF2, would imply that investing 
in the sector banks would be preferable on the basis of risk. 
Subsequent analysis of the. higher moments might continue with the 
comparison of their coefficients of variation and coefficient of skewness. 
The coefficient of variation, Cv, would indicate that investing in the 
sector Banks would be preferable while the coefficient of skewness would 
indicate a preference for the food-bev-tobacco industry. Clearly, a 
--------------------------- ------------------------------------------------- lA description of the Weibull distribution moments is given in 
Appendix 6.4.1 
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differentiation on the basis of the distribution moments would give 
contradictory and inconclusive results. This reveals the shortcomings 
of adopting this conventional type of analysis. 
The proposed analytical procedure for assessing industrial sector 
risk and profitability on. the basis of profitability ratios would solve 
the above shortcomings. It-is suggested that by, using the Weibull 
cumulative distribution functions F(X)B and F(X)F, a detailed analysis 
of industrial sectors' risk and profitability can be pursued and 
conclusive results can be-obtained. Fig. 6.4.2 shows the Weibull 
cumulative distribution functions for Banks and Food-bev-tobacco sectors. 
Thus, by using the probability profiles given in Fig. 6.4.2 for each 
sector, the analysis of the investment alternatives could be carried out 
as follows: Assuming that an investor is risk-adverse, for instance he 
requires that the return from his investment be at least hs: large as 
some specified return R, then the investor's decision criterion that would 
maximise the probability of obtaining a return at least as large as 
his specified yardstick R, could be expressed as follows: 
For 0<R< 21.6% select sector Banks 
21.6% <R select sector Food-bev-tobacco. 
Similarly, assuming. that the investor is not a risk-adverse individual, 
if he requires the return from his investment to be at least as large 
as R'< 21.6%, then the investor should select the Food-bev-tobacco 
sector. The point R= 21.6% would be the equivalent of an indifference 
point. The tabulation of various values for F(X)b and F(X)F is given 
in Table 6.4.2. 
-252- 
' 
RETURN ON EQUITY 1973-1977 
Sector 
Weibull 
Statistics Banks Food-Bev-Tobacco 
Shape a 2.32 1.63 
Scale 0 25.24 26.99 
Mean p(%) 22.36 24.15 
Variance a2(%) 104.32 229.25 
Coeff. Var. C . 45 . 
62 
v 
3rd Central 3 - Moment E((ri-R) ) : 471.92 3217.38 
Coeff. of Skewness 
(a3) . 44 . 92 
Table 6.4.1 Statistics of Return on Equity Ratios Banks and 
Food-Bev-Tobacco Sectors, Years 1973-1977 
ri : the ratio of the ith company in the industry. 





9 0.087 0.153 
9.45 0.097 0.165 
9.9 0.107 0.177 
10.35 0.118 0.189 
10.8 0.130 0.201 
11.25 0.142 0.213 
11.7 0.154 0.225 
12.15 0.167 0.238 
12.6 0.180 0.250 
13.05 0.194 0.263 
13.5 0.208 0.276 
13.95 0.223 0.288 
14.4 0.238 0.301 
14.85 0.253 0.314 
15.3 0.268 0.327 
15.75 0.284 0.340 
16.2 0.300 0.352 
16.65 0.316 0.365 
17.1 0.333 0.378 
17.55 0.349 0.390 
18 0.366 0.403 
18.45 0.383 0.416 
18.9 0.400 0.428 
19.35 0.417 0.440 
19.9 0.434 0.453 
20.35 0.451 0.465 
20.7 0.468 0.477 
21.15 0.484 0.489 
21.6 0.501 0.501 
22.05 0.518 0.512 
22.5 0.535 0.524 
22.95 0.551 0.535 
23.4 0.567 0.547 
23.85 0.583 0.558 
24.3 0.599 0.569 
24.75 0.615 0.580 
25.3 0.630 0.591 
25.65 0.645 0.601 
26.1 0.660 0.612 
26.55 0.675 0.622 
27 0.689 0.632 
27.45 0.703 0.642 
27.8 0.716 0.651 
28.35 0.730 0.661 
28.8 0.742 0.670 
29.25 0.755 0.680 
29.7 0.767 0.689 
30.15 0.779 0.698 
30.6 0.790 0.706 
41 
Table 6.4.2 Weibull Cumulative Distribution Values 
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In a similar manner, confidence intervals can be directly constructed 
and a judgement concerning industrial sector risk and profitability made. 
For example, based on the information given by the cumulative frequency 
distributions in Table 6.4.2',, one could make judgements as follows: 
i) There is a . 41 probability that the returns on equity 
for the banks 
sector would be between 9% and 21.6% and a . 34 probability for'the 
sector food-bev-tobacco. 
ii) There is a . 20 probability that the return on equity for the sector 
food-bev-tobacco would be between 21% and 30.6% and a . 18 probability 
for the banks sector. 
iii) There is a . 36 probability that the return on equity will 
be less 
than 18% for the sector banks and 40% for the sector food-bev-tobacco. 
Clearly, this additional information which is gained by the 
characterisation of the industry probability distribution would resolve 
the shortcomings that might result when using other conventional approaches 
i. e. deterministic models, mean-variance; and hence, the application of 
probabilities to profitability ratios appears. to be a more versatile 
approach since these provide most valuable information to the investment 
decision making process for the selection of industrial sectors according 
to their degree of risk and profitability. 
So far, it has been shown how the descriptive analytical approach 
proposed above can be used for differentiating between industrial sectors' 
risk and profitability. Accordingly, the next investment problem would 
be that of in what particular companies to invest in order to maximise 
the probability of achieving at least the specified return, R. To achieve 
this, it is suggested that the same analysis procedure as used in chapter 
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five should be carried out with each company data of the selected 
industrial sector so as to obtain'the appropriate probability function 
of the firm's return on equity. Having obtained the probability functions 
for a given number of companies, -within that industry one can conveniently 
carry out the same analytical approach described above for industrial 
sectors' differentiation. Unfortunately, the available data (five years) 
would not be sufficient to pursue the analysis and obtain meaningful 
results. However, in the following section an approach is proposed for 
company differentiation. 
6.5 Proposed Analysis for Assessing Company Risk 
Having determined the industrial sector which maximised the probability 
of achieving a return on equity at least as large as the specified target 
return, R, one can conveniently proceed to choose those companies within 
that industry which would also maximise the probability of achieving a 
return on equity at least as large as R. As discussed in chapter four, 
the return on equity ratio measures the earning power on shareholders' 
investment and is used in comparing two or more companies in an industry. 
The approach proposed is similar to that for differentiating between 
industrial sectors, but one of the possible criteria that can be used is 
that of first-order stochastic dominance (Quirk and Saposnik, 1962). 
Briefly, this concept states that a density fl is said to be greater 
than a density f2 in the sense of first-order stochastic dominance if 
1- F1(R). > 1- F2(R) for all R (6.5.1) 
where F1 and F2 represent the cumulative distribution functions. That is, 
the probability of achieving a return on equity at least as large as 
some specified target return R is greater for F1 than for F2 for all 
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possible values of R. 
For the purposes of illustration it has been assumed that an investor. 
has chosen only two companies, A and B, on the basis of their past 
performance in terms of profitability. It is further assumed that the 
cumulative distribution functions for these companies are those that 
were obtained for the Textiles and Food-bev-tobacco sectors respectively 
(i. e. company A has the same Weibull cumulative distribution function as 
that found for the Textiles sector). 
Table 6.5.1 gives a summary of various statistics for these two 
hypothetical companies. Taking, for example, companies A and B it can 
be seen that the expected value for company B, uB' is larger than the 
expected value for company A, "A, that is, uA < "B. However, the 
variance for company B, a B2, 
is larger than the variance for company A, 
cA . Therefore, a decision for selecting a company 
2, 
that is, aA2 < aB2 
on the basis of mean and variance would, again, give inconclusive results. 
Furthermore, the coefficient of variation would provide little information 
since it has the same values for both distributions. Fig. 6.5.1 shows 
the Weibull density functions for companies A-and B, respectively. 
By using the Weibull cumulative distribution function of the companies 
given in Fig. 6.5.2, one can proceed to select the company which would 
maximise the probability of achieving at least the specified target return, R. 
From Fig. 6.5.2 it is seen that 1- FB(R) >1- FA(R) for all possible 
values of R. Hence, the investor would select company B. 
Having selected the company which would maximise the probability of 
achieving at least the target return on equity, R, one -could gain additional 
information if the probability distribution of the company return on assets 
is known. A probability profile of this ratio, which reflects the 
efficiency with which a company utilises its resources in order to generate 
-25 8- 
Company 
RETURN ON EQUITY 
Je ib ul l 
Statistics A B 
Shape a 1.70 1.63 
Scale 0 16.42 26.99 
Mean p(%) 14.65 24.15 
Variance a2(7) 78.49 229.25 
Coeff. Var C . 60 . 62 V 
3rd Central 3 
Moment E((ri-R) 599.65 3217.38 
Coeff. of 
Skewness (a3) . 86 . 92 
Table 6.5.1 Statistics of Return on Equity for 
Hypothetical Companies A and B 
ri: the ratio of the ith year 
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profits, would complement the investment decision that would be taken 
on the basis of the return on equity. 
On the other hand, and in relation to the firm's management, the 
knowledge of the appropriate probability distribution of the return on 
assets would assist decision makers when planning future prospective 
investments. It is suggested that the probability profile of the return 
on assets ratio would help management in assessing risk and resolving 
uncertainty. For example, if the firm's cost of capital is known to be 
reasonably accurate, then this figure would serve as-a possible decision 
criterion when using the return on assets probability profile. That is, 
if the cost of capital is equivalent to the minimum rate of return that 
must be earned on an investment in order to maintain the value of equity 
unchanged (Merrett, 1973) and if a given set of projects exceeds the cost 
of capital, then the set of projects would be accepted. Accordingly, 
the value of the company shares will rise. The risk associated with 
the volatility of earnings could then be conveniently assessed on the 
basis of the probability profile. 
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6.6 Applications Using Utility Theory 
The alternative of investing in an industrial sector can also 
be compared with other available alternatives or with the alter- 
native of not investing if the expected value of the utility of the 
return on equity, E {U(RE)} , 
is computed. Chapter 2, section 
2.3.1, gives a review of expected utility maximization criterion 
wherein an appropriate utility function, say U(RE), formally 
quantifies investor's judgements on risk-return tradeoffs and 
reduces the problem under consideration to that of determining the 
investment which maximizes expected utility, max E {U(RE)}. 
In the general case to calculate the expected utility it is 
required that the investor's utility function and the probability 
density function of the returns be known. Under most circumstances, 
however, finding the exact value of E{U(RE)} is not an easy task, 
since this requires calculating the expected value of an, often, 
complex utility function of the random variable, RE. However, 
if one assumes that the utility function is quadratic and it can be 
approximated by using a Taylor series expansion, over the relevant 
range of returns, then the knowledge of the mean and variance of the 
returns is sufficient to determine the expected utility. Useful 
results have been obtained with quadratic utility functions. See, 
for example, Markowitz (1959) or Weingartner (1966). 
If one expands the utility function as a Taylor series about 
u= E(RE) and taking the expectations on both sides, one obtains 
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E{U} = U(u)+U' (u)E{RE-u} +I U" (u) R{ (RE-u)2} + ... 
(6.6.1) 
Using the first three terms of the expansion and neglecting 
terms higher than the second order to approximate the quadratic, and 
since 
E(RE-u) =0 and E{(RE-u)2} = G2{RE} , 
the expansion becomes : 
E{U} = U(u) -B a2 {RE} (6.6.2) 
where 
B=- U" (u). 
Equation'6.6.2 gives the utility of a probability distribution 
of returns in terms of the mean and variance of the distribution 
where B represents the coefficient of risk aversion. Thus B is 
positive when the second derivative of the utility function is 
negative, the function is concave downward. 
This approximation is a very convenient one since it only 
requires the knowledge of the mean and variance of the returns, 
the utility function, and its second derivative U"(u) all of which 
can readily be obtained. 
Thus, as shown in Chapter five, the distribution functions for 
the profitability ratios of the various industrial sectors analysed 
were found to be of a Weibull family. In particular, values were 
obtained for the mean of the returns, U(RE) and variance, a2(RE) 
of the distributions, See Appendix 6.4.1. Further, if one assumes 
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a risk-avoiding utility function, with the following properties 
i) the function is continuous; 
ii) the first derivative is positive everywhere, thus 
providing for an increase in utility with an 
increasing return; 
iii) the second derivative is everywhere negative thus 
providing for decreasing marginal utility; 
that is, continuous, monotonic increasing, and concave downward 
with respect to its argument, return on equity, RE, then the 
utility function can be approximated by equation 6.6.2. 
Assuming a risk-avoiding utility function having the form of 
equation 6.6,3, (see fig 6.6.1) 
U(RE) = x0 (1-e^RE/x o) (6.6.3) 
where x0 represents the reserves an investor can afford to lose, 
then the expected unity, E{U}, can be computed. 
-u /Thus, since U(u) =x0 (1-exo) where 









then equation 6.6.2 can be represented by 





Fig. 6.6.1 Exponential utility function 
u(RE) URE 
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as the quadratic approximation. Hence expected utility can 
be 
computed directly. The feasibility criterion will then be 
E{U} >0. The investor's expected utility increases with increasing 
expected return and decreases with increasing a. The effect of 
using this approximation for various particular industrial sectors 
is shown in table 6.6.1. 
INDUSTRIAL 2 
SECTORS u a EU for xo=100 
TEXTILES 14.65 78.49 13.92 
FOOD-BEVERAGES- 
TOIJA000 24.15 229.25 24.11 
BANKS 22.36 104.32 21.98 
Table 6.6.1 Expected utility maximization using u and o2. 
of Weibull distributions. 
From the results shown in table 6.6.1, the investor should 
choose the alternative with the highest expected utility, investing 
in the Food-Beverages-Tobacco industrial sector. 
CHAPTER VII 
SUMMARY, CONCLUSIONS, 
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CHAPTER VII 
SUMMARY, CONCLUSIONS, RECOMMENDATIONS 'FOR FURTHER, RESEARCH 
7.1 Summary 
The purpose of this study has been to describe a stochastic procedure 
developed for assessing risk and resolving uncertainty in certain financial 
investment decisions related to the choice of industrial sectors suitable 
for investment. The main objective was to present an improved approach 
for analysing the risk of investment decisions, input data for the 
analysis being derived from the profitability (in relation to investment) 
financial ratios profile. 
In order to exploit the use of these ratios as criteria for risk 
measurement and uncertainty reduction, a stochastic formulation was adopted 
in which these ratios were expressed in probabilistic terms. A density 
function to describe their behaviour was derived and it was found that 
for both profitability ratios (return on equity and return on assets) 
the Weibull distribution apart from being the most flexible and adaptable 
model of all those considered, provided the best overall fit to the data. 
It was accordingly used in the latter part of this study for evaluating 
industrial sector and company investment risk. 
A criticism of most models used to date for analysing investment 
decision on the basis of financial ratios is that they assume normality 
described by two parameters. As it was shown in Chapter Five the actual 
return profiles can be highly skewed, so that the assumption of normality 
is both incorrect and misleading. 
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In brief, the main aspects covered by this research can be summarised 
as follows: Chapter One described the importance of risk analysis for 
the investment decision making process and gave a brief summary of 
probability theory and techniques of financial evaluation. 
Chapter Two presented a review of the literature and described 
previous attempts made to assess risk and reduce uncertainty. Chapter 
Three described various statistical methods adopted for analysing the 
data. 
Chapter Four discusses the importance of accounting variables 
as reflected in financial ratios as input data for assessing risk and 
justified the use of the profitability ratio for the purpose of the 
analysis. 
The statistical methods described in Chapter Three were applied in 
Chapter Five to derive the probability distribution function for the 
profitability ratios. It is also shown that the Weibull distribution 
provides the best characterisation for the data. 
In Chapter Six, descriptive analytical approaches based upon the 
probabilistic profile of the financial ratios are developed. The main 
conclusions drawn from this study, recommendations and further research 
are presented in the following sections. 
7.2 Main Conclusions 
1. It is demonstrated that the statistical methods proposed in Chapter 
Three can be used as a tool for practical probabilistic risk analysis 
and enables one to quantify the risk and uncertainty inherent in 
decisions regarding investment in a particular industrial sector 
and/or company. 
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2. It is shown that the profitability ratios for the industrial sectors 
analysed are in most cases positively skewed to the right. This 
contradicts the hypothesis of the majority of investigators in the 
field (with the exception of Deakin, -1976, and Bougen, 1980) who 
have assumed normality for the distribution of these ratios. 
3. It is shown that the method of maximum likelihood results in a 
better fit for the data than the method of least squares. 
4. It is shown that the probabilistic methodology developed in this 
study can also be applied to financial analysis. It is demonstrated 
that the use of profitability ratios in a probabilistic sense can be 
used to construct risk profiles which should be of value of investors 
and decision makers. 
5. It is shown that the Weibull, Gamma and Lognormal distributions are 
all adequate models for describing the stochastic behaviour of the 
profitability ratios. 
6. It is also shown that the Weibull model marginally gives the best 
fitting results for the annual industrial sectors data with the gamma 
model a close competitor. Because of flexibility and ease in use, 
Weibull is the most suitable model of all considered for practical use. 
7. The results of the analysis are independent of time; essentially, 
similar performance results were obtained for each of the five years 
considered except for the financial institutions sector. 
8. It is found that the Weibull model with an assumed constant shape 
parameter for all years and sectors provides an adequate fit for 
the annual industrial sector data. 
9. It is demonstrated that empirically found risk profiles are more 
appropriate to measure the degree of risk associated with each 
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particular industrial sector. Considering the problem of a choice 
between two alternative investment policies, it is shown that the 
conventional mean and variance approaches for identifying degrees of 
risk and uncertainty can give inconclusive and contradictory results. 
It is also shown that the coefficient of variation and coefficient 
of skewness do not always provide additional information appropriate 
to the reduction of uncertainty. 
10. It is shown, with practical examples, that by adopting the cumulative 
distribution function of the industrial sectors profitability ratios 
a detailed analysis of industrial sectors risk can be produced and 
informative results can be obiained. 
11. It is also shown that a further refinement for the proposal of 
assessing industrial sector investment risk, based upon the cumulative 
distribution function, could be made by making use of existing suitably 
modified decision theory principles such as stochastic dominance and 
utility theory. 
12. It is concluded that the proposed analytical approaches to risk 
analysis can provide, as opposed to simulation, accurate answers at 
relatively low cost. 
13. Using the Weibull distribution as a model comparisons of various 
industrial sectors according to risk can be made. It is found that 
the probabilistic risk profiles of each industrial sector are comparable 
in terms of risk as defined by the ratios analysed here. An investor 
could then evaluate his investment opportunities in different firms 
on the basis of the risk levels of'their industrial sectors. 
14. By comparing the probability profiles of industrial sectors, 
investment policies for individual or portfolio type of investment 
can be formulated such that for a selected level, the return on 
investment is maximised. 
-270- 
15. Finally, it is shown that this study significantly narrows the 
existing gap that. exists concerning the application of available 
analytical approaches to the solution of real problems in'the 
context of the investment decision making process. 
7.3 Recommendations for Further Research 
1. It is suggested that rather than using conventional deterministic 
methods for investment evaluation, which do not always explicitly 
account for risk, the use of additional information provided by 
stochastic methods be incorporated into the analysis of the investment 
decision. 
2. The effect of additional information in terms of probabilities would 
have a significant value for the decision maker in terms of assisting 
in making a better allocation-of company resources, particularly money, 
and for the investor in improving his investment analysis. 
3. It is suggested that the usefulness of characterising the complete 
probability distribution. function on the basis of profitability 
ratios (in relation to investment) could be used with considerable 
benefit to make risk-return trade-off assessments for each industrial 
sector or company. 
4. It is suggested that using the Weibull distribution as a model, 
comparisons of industrial sectors according to risk can be made. 
Comparison among industrial sectors can provide an additional 
dimension for the investment decision-making process. For example, 
an investor could evaluate his investment opportunities in different 
companies on the basis of the risk levels of their industrial sectors. 
The use of this type of approach could lead to more efficient analysis 
of risk in the sense. that less effort and time otherwise spent in the 
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analysis of companies at the individual level, would be avoided. 
To disregard the industrial sector risk could result not only in 
incomplete, but also in a more complex than is necessary analysis 
of the investment alternatives. 
5. It is proposed that the present analysis be extended to data 
pertaining to the USA, UK and other European countries. 
6. It is also proposed that Bayesian techniques be employed to 
incorporate subjective belief with regard to investment decision 
criteria. 
7. This study has limited the analysis to ratios related to profitability 
in relation to investment and its relevance to risk. It is further 
proposed that the analysis be extended to include other relevant 
financial ratios such as the debt-equity capital and current asset 
ratios. 
8. An investigation of the possible correlation between performances of 
different industrial sectors is also proposed. 
APPEND ICE S 
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APPENDIX 1.8.2 
DISCOUNTING, COMPOUNDING AND ANNUITIES 
The basic assumption of discounting and compounding is that money 
has a time value, that is, a given sum of money is normally worth more 
now than it is at some future date because it permits profitable investment 
and consumption in that internal-of time. Formally, a sum of money P 
now is held to have the same value as the sum P(l+i) one period from now 
(Merret, 1973), where i usually refers to the rate of interest expressed 
in percentage terms related, usually to a period of a year. 
Hence, if the symbol S is used to identify a sum arising in the 
future, and P is used to identify a sum at a present time then compounding 






respectively, where t is the number of years in which the sum S arises. 
These two formulae are the foundation on which all discounting and compounding 
theory is based. ' Tabulation of discounted and compounded interest tables 
have been long calculated from both the above expressions and can be found 
in any finance standard textbook. 
When a series of cash flows follows a regular pattern, i. e. the cash 
flows are constant for all years, this series is known as an annuity. 
Suppose that the investment of a sum C results in the sums Al, A2, ...., An 
arising at the end of years 1,2, ....., n, respectively. Given a discount 
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factor, i, one can express their aggregate present value as 
nA 
P=E-t (A. 1.8.2.3) 
t=1 (l+i)t 
This equation which is a geometric progression can be simplified to 
the following 
P= A{1-(lfi)-t} (A. 1.8.2.4) i 
where A is a series of 1 i. e. £1, $1. The equation (A. 1.8.2.4) is 
conventionally written, 
Ftu -i (A. 1.8.2.5) 
where Ftli is the conventional notation for the present value of an annuity 
of 1 (£l, $1 etc. ) a year for t years at i% per annum. 
APPENDICES CHAPTER III 
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APPENDIX 3.2.1 
F-TEST ON EQUALITY OF VARIANCES 
The F-distribution can be used to test whether there is a significant 
difference between two sample variances. In order to test the hypothesis 
it is assumed that the populations are normally distributed and draw samples 
of size n1 and n2 respectively. For each sample the empirical variance 
is computed and the variance ratio is considered, then 
S2 
F=1 (A. 3.2.1) 
S2 2 
is a value of a random variable having the F distribution with the parameters 
v1 = nl-1 and v2 = n2-1. 
In other words, to test the hypothesis that al= a2= a by seeing how 
often it will happen that F(n1-1, n2-1) will take on values > Si 
/SZ because 
of random fluctuations (Meyer, 1975). 
A table of the cumulative F-distribution (Pearson, 1966) tabulating 
against vl, v2 the values of F(vl, v2) such that 
F 
P=I f(F; vl, v2)dF 
0 
is given in Appendix 3.2.2. 




PERCENTAGE POINTS OF THE F DISTRIBUTION 
The function tabulated is F vl, v2, the value exceeded with probability P 
in the 
F distribution with v1 degrees of freedom for. the numerator and v2 degrees of 
freedom for-the denominator (the lOOP percentage point). 
DF for DI' for numerator, Pt 
denomi- 
nator, va P1 2 3 4 5 6 7 8 12 
24 Go 
1 0.05 161.4 199.5 215.7 224.6 230.2 234.0 236.8 233.9 243.9 249.1 254.3 
0.025 647.8 799.5 86-1.2 899.6 921.8 937.1 943.2 956.7 976.7 997.2 1018 
0.01 4052 5000 5403 5625 5764 5059 5928 5981 6106 6235 6366 
0.005 16211 20000 21615 22500 23056 23437 23715 23925 24426 24940 2 5465 
2 18.51 19.00 19.16 19.25 19.30 19.33 19.35 19.37 19.41 19.45 19.53 
38.51 39.00 39.17 39.25 39.30 39.33 39.36 39.37 39.41 39.46 39.50 
93.50 99.00 99.17 99.25 99.30 99.33 99.36 99.37 99.42 99.46 99.50 
198.5 199.0 199.2 199.2 199.3 199.3 199.4 199.4 199.4 199.5 199.5 
3 10.13 9.55 9.28 9.12 9.01 8.94 8.89 3.85 8.74 8.64 8.53 
17.44 16.04 15.44 15.10 14.88 14.73 14.62 14.54 14.34 14.12 13.90 
34.12 30.82 29.46 28.71 28.24 27.91 27.67 27.49 27.05 26.60 26.13 
55.55 49.80 47.47 46.19 45.39 44.84 44.43 44.13 43.39 42.62 41.83 
4 7.71 6.94 6.59 6.39 6.26 6.16 " 6.09 6.04 5.91 
5.77 5.63 
12.22 10.65 9.98 9.60 9.36 9.20 9.07 8.98 8.75 8.51 8.26 
21.20 18.00 16.69 15.98 15.52 15.21 1.98 14.80 14.37 13.93 13.46 
31.33 26.23 24.26 23.15 22.46 21.97 21.62 21.35 20.70 20.03 19.32 
5 6.61 5.79 5.41 5.19 5.05 4.95 4.88 4.82 4.68 4.53 4.36 
10.01 8.43 7.76 7.39 7.15 6.93 "6.85 6.76 6.52 6.28 6.02 
16.26 13.27 12.06 11.39 10.97 10.67 10.46 10.29 9.89 9.47 9.02 
22.78 18.31 16.53 15.56 14.94 14.51 14.20 13.96 13.33 12.78 12.14 
6 5.99 5.14 4.76 4.53 4.39 4.28 4.21 " 4.15 4.00 3.84 3.67 
8.81 7.26 6.00 6.23 5.99 5.82 5.70 5.60 5.37 5.12 4.85 
13.75 10.92 9.78 9.15 8.75 8.47 8.26 8.10 7.72 7.31 6.88 
18.63 14.54 12.92 12.03 11.46 11.07 10.79 10.57 10.03 9.47 8.88 
7 5.59 4.74 4.35 4.12 3.97 3.87 3.79 3.73 3.57 3.41 3.23 
8.07 6.54 5.89 5.52 5.29 -5.12 4.99 4.90 4.67 4.42 "4.14 
12.25 9.55 8.45 7.85 7.46 7.19 6.99 6.84 6.47 6.07 5.65 
16.24 12.40 10.88 10.05 9.52 9.16 8.89 8.68 8.18 7.65 7.03 
8 5.32 4.46 4.07 3.84 3.69 3.58 3.50 3.44 3.28 3.12 2.93 
7.57 6.06 5.42 " 5.05 4.82 4.65 4.53 4.43 4.20 3.95 3.67 
11.26 8.65 7.59 7.01 6.63 6.37 6.18 6.03 5.67 5.28 4"s6 
14.69 11.04 9.60 8.81 8.30 7.95 " 7.69 7.50 7.01 6.50 5.95 
9. 5.12 4.26 3.86 3.63 3.48 3.37 3.29 3.23 3.07 2.90 2.71 
"7.21 5.71 5.08 4.72 4.48 4.32. 4.20 4.10 3.87 3 61 3.33 
10.56 8.02 6.99 6.42 6.06 5.80 5.61 5.47 5.11" 4.73 4.31 
13.61 10.11 8.72 7.96 7.47 7.13 6.88 6.69 6.23 5.73 5.19 
10 4.96 4.10 3.71 3.48 3.33 3.22 3.14 3.07 2.91 2.74 2 5.1 
6.94 5.46 4.83 4.47 4.24 4.07 3.95 3.85 3.62 3.37 3.03 
10.04 7.56 6.55 5.99 5.64 5.39 5.20 5.06 4.71 4.33 3.91 
12.83 9.43 8.03 7.34 6.87 6.54 6.30 6.12 5.66 5.17 4.64 
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APPENDIX 3.3.1.1 
GAMMA FUNCTION AND ITS IMPORTANT PROPERTIES 
The gamma function is defined by 
00 
Tia) =f xa-1 e-xdx for a>O 
0 
Integration by parts with v'= xa-l and dv = e-x yields 
Co Co 






which results in the formula 
T(a) = (a-i) T(a-1) 
Successive application of this formula gives 
r(a) = (a-1) (a-2) r(a-2) 
= (a-1) (a-2) (a-3) r(a-3) % 
_ («-1) .................. r(a-4) 
When orn, and n is a positive integer, 
r(n) = (n-1) (n-2) ..... r(1) 
However, by definition r(1) =j e-xdx =1 
0 
and hence 
r(n) = (n-1) 




ESTIMATION OF GAMMA-DISTRIBUTION PARAMETERS 
The estimation of gamma distribution parameters based on the method 
of matching moments can be described as follows: 
For scale parameter 
x(n-1) =x 
n_2 2s 
E (x. -X) 
1=1 
n 
where I X. 
i 
- i=1 x= n 
nn 






and the xi, i=1,2...... n are the observed values. 
The estimate of ß is 
x2 (n-1) 
n_2 







CENTRAL LIMIT THEOREM 
I 
The central limit theorem states that if x is the mean of a random 
sample of size n taken from a population having the mean u and the finite 
variance a2, then 
zx'u (A. 3.3.3) 
at /n 
is the value of a random variable whose distribution function approaches 
that of the standard normal distribution as n tends to infinity. 
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APPENDIX 3.4.4 
PROBABILITY PLOTTING' PROCEDURE FOR THE WEIBULL DISTRIBUTION 
If one defines. the Weibull c= ulative distribution function as given 
in Hahn (1967) 
F(x) =1- exp(-(X)n), 0. x<a n>O, a>O 
Q 
(A. 3.4.4.1) 
where a and n are the shape and scale parameters respectively, to construct 
a graph paper that can be used for all Weibull probability plots, the 
shape and scale parameters are converted into scale and location parameters 
respectively. Thus from equation A. 3.4.4.1 it is obtained 
-r-1 = exp(-( 
x)m) (A. 3.4.4.2) 
and , 
In In (1-F (x)) - Ti In x- r1 In Q (A. 3.4.4.3) 
Hence, for any Weibull variate In In{1/ 1-r(x)} will plot as a straight 
line against the natural logarithms of the observations. 
Equation A. 3.4.4.3 can be written as 
W=a+ bz (A. 3.4.4.4) 
where 
W= In In (1-F(X) ) (Ä. 3.4.4.5) 
z= In x (A. 3.4.4.6) 
b=n (A. 3.4.4.7) 
and a= -n In a (A. 3.4.4.8) 
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Using equations A. 3.4.4.7 and A. 3.4.4.8 to estimate the Weibull distribution 
parameters from the probability plot as 
n=b, 
Q=e hhIb 
where the values of a and b are obtained as the y intercept and the slope 
of the plotted line. The slope is 
W2 Wl 
z2- z1 
where W2 and W1 are the two values of In In(i/(1-F(x)}and where, z2 and zl 
are the corresponding values of In x on the plotted line. These values can 
be read respectively from a supplementary scale on the right ordinate and 
top abscissa of the probability paper. The intercept is obtained as the 
value on the right-hand ordinate scale corresponding to the point where 
In x=0 on the top abscissa (Hahn, 1967). 
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APPENDIX 3.6.3.1 
THE X2 DISTRIBUTION 
Consider n independent observations xl,...., xn from a normal distribution 
N(e, a 
2 ). The standardised variables pi = (xi-e)/o will be independent, and 
the sum of their squares will have a probability distribution for which 
its functional form can then be determined. Thus, X2(n) is defined as 
the sum of the squares of n independent ianit normal variables (Brownlee, 1960). 
X2 in) _ 11i2 (A. 3.6.3.1) 
The distribution of X2(n) differs for each value of n, and the parameter n 
represents the number of degrees of freedom. 
The expectation of the chi-square distribution E(X2(n)) is obtained 
from E(ui2). Since pi is a unit normal deviate,. it has zero expectation 
and unit variance, and 
E(ui2) = E((ui-E(l. ri))2) = V(ui) =1 
Then 




=E E(p) = (1) =n 
i 
The variance of X2 is 
n 













-{E(p. ) }2 
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E(ui4) = 3. I u2 ems' 
/2 
dv 
=3E (u2) = 3. 
Hence 
V(ui2) =3- (1)2 =2 
and substituting this in the equation for V(X2(n)) above, it is obtained 
V{X2_(n) }° 2n (A. 3.6.3.4) 
APPENDIX 3.6.3.2 -283- 
PERCENTAGE POINTS OF THE X2 DISTRIBUTION 
The function tabulated is X2, p, the value exceeded with probability P in a X2 V 
distribution with v degrees of freedom (the 100P percentage point). ' 
Degrees of 
freedom, v 0.975 0.900 0.750 
Probability of a greater value, P 
0.500 0.250 0.100 0.050 0.025 0.010 0.001 
1 - 0.02 0.10 0.45 1.32 2.71 3.84 5.02 6.63 10.83 2 0.05 0.21 0.58 1.39 2.77 4.61 5.99 7.38 9.21 13.82 3 0.22 0.58 1.21 2.37 4.11 6.25 7.81 9.35 11.34 16.27 4 0.48 1.06 1.92 3.36 5.39 7.78 9.49 11.14 13.28 18.47 5 0.83 1.61 2.67 4.35 6.63 9.24 11.07 12.83 15.09 20.52 
6 1.24 2.20 3.45 5.35 7.84 10.64 12.59 14.45 16.81 22.46 
7 1.69 2.83 4.25 6.35 9.04 12.02 14.07 16.01 18.43 24.32 8 2.18 3.49 5.07 7.34 10.22 13.36 15.51 17.53 20.09 26.12 9 2.70 4.17 5.90 8.34 11.39 14.68 16.92 19.02 21.67 27.88 
10 3.25 4.87 6.74 9.34 12.55 15.99 18.31 20.48 23.21 29.59 
11 3.82 5.58 7.58 10.34 13.70 17.23 19.68 21.92 24.72 31.26 
12 4.40 6.30 8.44 11.34 14.85 18.55 21.03 23.34 26.22 32.91 13 5.01 7.04 9.30 12.34 15.98 19.81 22.36 24.74 27"69 34.53 14 5.63 7.79 10.17 13.34 17.12 21.06 23.68 26.12 29.14 36.12 15 6.27 8.55 11.04 14.34 18.25 22.31' 25.00 27.49 30.58 37.70 
16 6.91 9.31 11.91 15.34 19.37 23.54 26.30 28.85 32.00 39.25 
17 7.56 10.09 12.79 16.34 20.49 24.77 27.59 30.19 33.41 40.79 
18 8.23 10.86 13.68 17.34 21.60 25.99 28.87 31.53 34.81 42.31 
19 8.91 11.65 14.56 1834 22.72 27.20 30.14 32.85 36.19 43.82 
20 9.59 12.44 15.45 19.34 23.83 28.41 31.41 34.17 37.57 45.32 
21 10.28 13.24 16.34 20.34 24.93 29.62 32.67 35.48 38.93 46.80 
22 10.98 14.04 17.24 21.34 26.04 30.81 33.92 36.78 40.29 48.27 
23 11.69 14.85 18.14 22.34 27.14 32.01 35.17 38.03 41.64 49.73 
24 12.40 15.66 19.04 23.34 23.24 33.20 36.42 39.36 42.98 51.18 
25 13.12 16.47 19.94 24.34 29.34 34.38 37.65 40.65 44.31 52.62 
26 13.84 17.29 20.84 25.34 30.43 35.56. 38.89 41.92 45.64 54.05 
27 14.57 18.11 21.75 26.34 31.53 36.74 40.11 43.19 46.96 55.48 
28 15.31 18.94 22.66 27.34 32.62 37.92 41.34 44.46 48.23 56.89 
29 16.05 19.77 23.57 28.34 33.71 39.09 42.56 45.72 "49.59 58.30 
30 16.79 20.60 24.48 29.34 34.80 40.26 43.77 46.98 50.89 59.70 
40' 24.43 29.05 33.66 39.34 45.62 51.80 55.76 59.34 63.69 73.40 
50 32.36 37.69 42.94 49.33 56.33 63.17 67.50 71.42 76.15 86.66 
60 40.48 46.46 52.29 59.33 66.93 74.40 79.08 83.30. 88.38 99.61 
70 48.76 55.33 61.70 69.33 77.58 85.53 90.53 95.02 100.42 112.32 
80 57.15 64.28 71.14 79.33 88.13 96; 58 101.98 106.63 112.33 124.84 
90 65.65 73.29 80.62 89.33 98.64 107.56 113.14 118.14 124.12 137.21 
100 74.22 82.36 9'1.13 99.33 109.14 118.50 124.34 129.56 135.81 149.45 
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APPENDIX 3.6.4 
CRITICAL VALUES OF Dn IN THE KOLMOGOROV-SMIRNOV TEST 
a 0.20 0.10 0.05 0.01 
5 0.45 0.51 0.56 0.67 
10 0.32 0.37 0.41 0.49 
15 0.27 0.30 0.34 0.40 
20 0.23 0.26 0.29 0.36 
25 0.21 0.24 0.27 0.32 
30 0.19 0.22 0.24 0.29 
35 0.18 0.20 0.23 0.27 
40 0.17 0.19 0.21 0.25 
45 0.16 0.18 0.20 0.24 
50 0.15 0.17 0.19 0.23 
>50 1.07/n 1.22/1 1.36/ 1.63/V 
Table A. 3.6.4 Critical values of Da in the Kolmogorov- 
Smirnov test n 
APPENDICES CHAPTER IV 
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APPENDIX 4.2.2 
CAPITAL STRUCTURE OF A COMPANY 
A great deal of controversy has arisen on whether the capital 
structure of a company, as determined by its financing decision, affects 
its cost of capital (VAN HORNE, 1975). The traditional view argues 
that the company can lower its cost of capital and increase its market 
share value by the use of debt. However, as the company's debt increases, 
lenders begin to charge higher interest rates on loans because of its 
increasingly financial risk. Moreover, investors penalize the price/ 
earnings ratio increasingly, all other things being the same. Beyond 
a point, the company's cost of capital starts to rise. According to 
the traditional view, that point denotes the optimal capital structure. 
On the other, Modigliani and Miller (1958), contend that in the absence of 
coporation income taxes, the cost of capital is independent of the capital 
structure of the firm. They argue that the cost of capital and total market 
value of the firm are the same for all degrees of debt. 
The traditional position implies that the cost of capital will rise 
eventually with additional debt, whereas the Modigliani and Miller view 
implies a continually decreasing cost of capital by using debt. The 
empirical testing has been little more than suggestive with respect to 
the time relationship between the cost of capital and debt. An excellent 
review about an empirical evidence on the subject and optimal financing 
can be found in Merrett (1973). 
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APPENDIX 4.3.4 
AMERICAN ACCOUNTING ASSOCIATION VALUATION MODEL 
V=nk 












äk = the net subjective value of the gain or loss to be 
obtained by the investor (k) for a determined 
investment at time 0, 
nk = the discrete time period used by the investor, 
CF 
ik = 
the expected value of prior tax cash distribtuions 
to the investor in year i, and including final 
liquidation, 
aIk =a 'certainty equivalent' factor which adjust the 
expected cash flows to a value at which the investor is 
is indifferent between a cash flow that is certain and 
the expected value CF k, 
MIk = one minus the expected marginal tax rate for each cash flow for 
each investor (k) and for: each time period (i) or (j), 
ri = the opportunity rate, before tax, for a riskless investment 
at time j9 





Portfolio theory deals with the selection of optimal portfolios 
that provide the highest possible return. - 
for any specified degree of 
risk. The Portfolio Effect is the extent to which the variation of returns 
on a combination of assets (a 'portfolio') is less than the sum of the 
variations of the individual assets. 
In general, the expected return on an n-asset portfolio is defined, as 
given in WESTON (1975), by 
n' 
E (R ) 
i =i 
(A. 4.4.1) 
where x is the percent of the portfolio invested in the ith asset, and 
B. is the expected return on the ith asset. The rate -of return on a portfolio 
is always a linear function, that is, a weighted average of the returns of 
the individual shares in the portfolio. Thus 
E(R 
p)=x1R1+x2R2+..., 
xnRn (A. 4.4.2) 
The riskiness of a portfolio is measured by the variance of expected 
returns and is expressed 
n_ 
Qp = (RPM - Rp )2 PI (A. 4.4.3) 
where a is the variance of the portfolio's expected returns; R is the PI 
expected portfolio return given the ith state of the economy; RP is the 
mean value of the n possible returns; and PI is the probability of 
occurrence of the ith state of the economy. 
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The fundamental aspect of portfolio theory is that the riskiness 
inherent in an asset held in a given portfolio is different from the 
riskiness of that asset held in isolation. A computational procedure 




INFLATION RATE - COLOMBIA - YEARS 1971-1977 






1976 - 26.5 
1977 27.6 
Source: Dane, Colombia's National Department of Statistics 
Table A. 4.5.1 Consumer price inflation rate of Colombia- 
years 1971 - 1977 
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APPENIDX 4.5.3 
TABLES FOR THE RETURN ON EQUITY AND RETURN ON ASSETS RATIOS 
-291- 
Year BANKS - RETURNS ON EQUITY(%) 
Company 1977 1976 1975 1974 1973 
1 26.2 26.6 28.8 21.4 21.4 
2 20.2 20.9 19.3 20.1 19.2 
3 22.6 27.1 33.3 29.5 31.4 
4 21.6 27.9 37.9 42.0 30.1 
5 39.8 37". 9 28.7 20.6 21.0 
6 44.2 29.6 28.4 28.2 25.9 
7 22.0 16.5 9.5 7.7 7.4 
8 28.1 12.1 13.2 18.6 17.8 
9 16.5 4.7 15.4 19.3 14.4 
10 16.1 14.1 7.6 0.9 9.4 
11 22.7 36.6 45.0 42.5 31.2 
12 21.5 21.8 22.1 14.9 12.5 
13 9.8 8.6 - - - 
Table A. 4.5.3.1 Return on equity ratios: sector Banks 
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Year FINANCIAL INSTITUTIONS - RE1IJRN CUBQUITY M 
Company 1977 1976 1975 1974 1973. 
1 9.0 2.3 13.6 10.1 48.5 
2 10.8 9.5 18.0 15.3 8.6 
3 15.1 7.7 4.0 9.5 2.5 
4 17.03 15.6 15.5 17.3 15.0 
5 24.0 25.5 23.5 17.1 16.7 
6 2.0 15.2 - - - 
7 - 10.3 6.9 5.5 19.0 
8 13.6 13.7 9.9 3.5 53.2 
9 8.6 6.1 3.3 4.0 20.1 
10 12.4 7.7 2.4 1.8 46.9 
11 12.4 11.0 - - 
12 6.8 3.8 - 0.6 3.6 
13 18.1 2.6 8.8 3.1 56.0 
14 8.4 4.6 3.0 - - 
15 6.4 0.5 0.3 0.4 37.0 
16 7.4 5.0 - - - 
17 21.1 3.3 2.6 2.2 42.3 
18 5.3 6.0 5.8 9.0 - 
19 15.4 15.3 15.9 17.5 38.8 
20 19.9 25.2 30.2 15.4 11.8 
21 2.0 5.2 1.6 - 18.9 
22 7.9 8.7 11.8 21.0 18.9 
23 5.5 7.2 5.8 - - 
24 - - 4.5 4.5 4.7 
Table A. 4.5.3.2 Return on equity ratios: sector Financial 
Institutions 
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Year TEXTILES - RETURN ON EQUITY (7) 
Company 1977 1976 1975 1974 1973 
1 22.6 26.9 8.7 15.1 15.5 
2 7.0 12.4 14.9 11.3 7.5 
3 20.5 21.4 20.7 27.8 26.7 
4 20.1 28.6 7.9 15.7 18.8 
5 9.6 6.9 21.4 26.2 29.0 
6 11.5 9.5 15.0 21.7 - 
7 14.3 8.6 6.5 8.3 11.6 
8 19.8 14.4 0.4 - 0.6 
9 7.1 8.3 - 6.0 0.4 
10 11.8 16.6 4.1 11.3 15.3 
11 11.9 36.5 4.0 23.3 29.1 
Table A. 4.5.3.3 Return on equity ratios: sector Textiles 
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Year FOOD-BEVERAGES-TOBACCO - RETURN ON EQUITY(%) 
Company 1977 1976 1975 1974 1973 
1 28.8 20.2 26.2 16.1 16.2 
2 12.7 15.3 10.4 6.4 1.3 
3 - 30.2 43.4 13.6 12.9 
4 99.2 79.8 - 58.3 28.5 
5 26.2 22.4 20.3 16.2 17.4 
6 11.4 - 21.4 20.5 21.6 
7 38.3 31.1 25.9 21.1 21.7 
8 15.1 9.2 5.6 7.8 12.0 
9 23.0 22.7 20.8 23.1 20.8 
10 17.3 27.3 31.1 2.0 10.4 
11 19.1 50.6 9.4 33.8 37.0 
12 39.2 47.2 21.9 14.8 13.9 
13 16.1 10.1 25.6 31.4 9.0 
14 40.8 31.6 37.1 28.6 22.2 
15 41.4 6.9 15.7 5.4 9.2 
16 16.3 15.5 19.0 14.4 10.9 
17 26.7 37.6 62.6 33.8 42.5 
18 22.1 31.5 28.5 29.2 19.2 
Table A. 4.5.3.4 Return on equity ratios: sector Food-Beverages- 
Tobacco 
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Year BANKS - RETURN ON ASSETS (%) 
Company 1977 1976 1975 1974 1973 
1 1.0 1.0 1.1 1.0 0.8 
2 2.0 2.3 2ý. 1 2.4 2.2 
3 1.8 2.1 2.3 1.7 2.2 
4 1.5 1.9 1.9 1.9 1.9 
5 2.6 2.7 1.9 1.2 1.3 
6 2.6 1.4 1.6 1.3 1.4 
7 1.9 1.7 1.2 1.3 1.4 
8 2.0 0.9 1.2 1.8 1.8 
9 1.04 0.2 1.0 1.1 0.7 
10 1.4 0.9 0.8 0.1 0.7 
11 2.0 2.4 3.3 2.6 2.1 
12 1.7 1.5 1.4 1.0 1.2 
13 1.2 1.1 - - - 
Table A. 4.5.3.5 Return on assets ratios: sector Banks 
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Year FINANCIAL INSTITUTIONS - RETURN ON ASSETS 
Company 1977 1976 1975 1974 1973 
1 5.0 2.0 9.9 6.0 21.7 
2 8.6 8.3 14.3 12.8 7.5 
3 2.7 1.7 0.7 1.7 0.5 
4 2.3 2.2 2.3 3.1 2.8 
5 4.4 4.9 5.3 4.1 4.4 
6 1.09 12.0 - - - 
7 - 6.3 4.8 3.4 10.6 
8 4.2 4.3 3.7 1.5 17.8 
9 3.4 2.4 1.2 1.7 8.4 
10 4.5 2.9 1.0 0.8 17.3 
11 4111 4.1 2.8 6.1 16.7 
12 2.2 1.3 - 0.2 1.5 
13 4.5 0.9 3.3 1.3 19.7 
14 3.7 1.4 1.1 - - 
15 3.1 0.1 0.1 0.1 12.7 
16 3.6 1.6 - - - 
17 6.1 1.1 1.0 0.9 14.6 
18 2.6 3.1 3.1 5.4 - 
19 10.5 12.0 11.9 12.8 22.9 
20 12.6 15.7 19.4 11.5 9.4 
21 1.7 4.1 1.2 - 14.5 
22 2.3 2.4 2.7 2.1 2.5 
23 3.1 4.6 3.7 - - 
24 - - 4.1 3.7 4.1 
Table A. 4.5.3.6 Return on assets ratios: sector Financial 
Institutions 
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Year TEXTILES - RETURN ON ASSETS (') 
Company 1977 1976 1975 1974 1973 
1 7.8 8.2 3.0 5.6 6.9 
2 2.6 4.3 6.1 4.9 4.1 
3 9.2 10.8 10.9 14.4 13.9 
4 5.9 7.2 2.1 4.7 6.9 
5 3.2 2.2 7.8 9.7 15.0 
6 2.1 1.9 3.5 4.9 - 
7 3.0 2.9 2.7 3.5 4.6 
8 4.2 3.0 0.1 - 0.2 
9 3.1 4.0 - 3.3 0.3 
10 4.1 4.9 1.4 4.0 6.1 
11 3.5 8.8 1.2 6.6 8.4 
Table A. 4.5.3.7 Return on assets ratios: sector Textiles 
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Year FOOD-BEVERAGES-TOBACCO - RETURN ON ASSETS 17. ) 
Company 1977 1976 1975 1974 1973 
1 9.7 8.0 10.8 8.0 9.2 
2 9.2 10.1 7.6 4.0 1.2 
3 - 11.6 15.6 7.7 3.7 
4 26.8 17.1 23.2 14.8 13.1 
5 12.5 10.9 9.8 10.2 11.0 
6 3.1 - 7.6 10.6 10.3 
7 14.2 13.8 11.5 8.2 8.9 
8 4.4 2.1 2.1 3.2 5.2 
9 7.8 8.0 7.5 7.5 7.3 
10 5.0 9.2 10.2 0.7 3.5 
11 5.9 15.1 2.7 9.7 17.7 
12 12.2 11.9 7.2 5.1 5.1 
13 5.4 3.7 9.3 10.7 3.3 
14 12.3 11.2 18.6 11.8 15.0 
15 10.6 1.9 4.2 1.7 3.4 
16 8.9 8.7 10.8 9.3 7.3 
17 12.8 13.3 15.7 17.6 18.7 
18 12.0 16.0 13.9 15.1 10.8 
Table A. 4.5.3.8 Return on assets ratios: sector Food-Beverages- 
Tobacco 
APPENDICES CHAPTER V 
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APPENDIX 5.3.1 
INVERSE GAUSSIAN CUMULATIVE DISTRIBUTION FUNCTIONS FOR SECTOR BANKS: 


















Fig. A. 5.3.1.1 Inverse Gaussian Cumulative Distribution Function 
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Fig. A. 5.3.1.3 Inverse Gaussian Cumulative Distribution Function 














Fig. A. S. 3.1.4 Inverse Gaussian Cumulative Distribution Function 
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Fig. A. 5.3.1.5 Inverse Gaussian Cumulative Distribution Function 
Maximum Likelihood Estimators of Parameters 
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APPENDIX 5.3.2 
INVERSE GAUSSIAN CUMULATIVE DISTRIBUTION FUNCTIONS FOR FINANCIAL 
INSTITUTIONS SECTOR: RETURN ON ASSETS RATIOS YEARS 1973-1977 
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Fig. A. 5.3.2.1 Inverse Gaussian Cumulative Distribution Function 
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Fig. A, S. 3.2.3 Inverse Caussian Cumulative Distribu Üun Function 
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APPENDIX 5.3.4 
INVERSE GAUSSIAN CUMULATIVE DISTRIBUTION FUNCTIONS FOR FOOD-BEVERAGES- 




















Fig. A. 5.3.4.1 Inverse Gaussian Cumulative Distribution Function 






















Fig. A. 53.4.2 Inverse Gaussian Cumulative Distribution Function 
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Fig. A. 5.3.4.3 Inverse Gaussian Cumulative Distribution Function 
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Fig. A. S. 3.4.5 Inverse Gaussian Cumulative Distribution Function 






SAMPLE MEANS FOR RETURN ON ASSETS RATIOS: YEARS 1973-1977 
SAMPLE MEANS % 
Sector 
Year 
Banks Financial Institutions 
Textiles Food-Beverages- Tobacco 
1973 1.48 11.03 6.64 8.59 
1974 1.45 4.17 6.16 8.66 
1975 1.65 4.65 3.88 10.46 
1976 1.55 4.32 5.29 10.15 
1977 1.75 4.38 4.43 9.66 
Table A. 5.4.2 Sample means for return on assets ratios: years 1973-1977 
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APPENDIX 5.5. ) 
INVERSE GAUSSIAN CUMULATIVE DISTRIBUTION FUNCTION FOR SECTOR BANKS: 
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INVERSE GAUSSIAN CUMULATIVE DISTRIBUTION FUNCTIONS FOR BANKS, FINANCIAL 
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Fig. A. 5.6.1.7 Inverse Gaussian Cumulative Distribution Function 
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Fig. AS. 6.1.9 Inverse Gaussian Cumulative Distribution Function 
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Fig. A. 5.6.1.11 Inverse Gaussian Cumulative Distribution Function 










Fig. A. 5.6.1.12 Inverse Gaussian Cumulative Distribution Function 
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Fig. A. 5.6.1.15 Inverse Gaussian Cumulative Distribution Function 
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Fig. A. 5.6.1.20 Inverse Gaussian Cumulative Distribution Function 
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APPENDIX 5.6.2 








1973 20.14 25.69 15.45 18.15 
1974 22.14 8.77 16.67 20.92 
1975 24.10 9.37 10.36 24.99 
1976 21.88 9.22 17.28 28.78 
1977 23.95 11.32 14.20 27.78 
Table A. 5.6.2 Sample means for return on equity ratios: years 1973-1977 
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APPENDIX 5.8.1 




























Fig. A. 5.8.1.1 Probability density functions 
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APPENDIX 5.8.2 
GRAPHICAL COMPARISON OF WEIBULL DISTRIBUTION FITS USING VC METHODS OF 
IMIMUM LIKELIHOOD AND LEAST SQUARES 
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Fig. A. 5.8.3.12 Weibull cumulative distribution function with a constant shape parameter 
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WEISULL DISTRIBUTION 
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Fig. A. 5.8.3.14 Heibull cumulative distribution function with a constant shape parameter 
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WEIBULL DISTRIBUTION 
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Fig. A. S. B. 3.18 Weibull cumulative distribution function with a constant shape parameter 
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Fig. A. 5.8.3.20 Weibull cumulative distribution function with a constant shape parameter 
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Fig. A. 5.8.3.22 Weibull cumulative distribution function with a constant shape parameter 
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Fig. A. 5.8.3.24 Weibull cumulative distribution function with a constant shape parameter 
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Fig. A. 5.8.3.26 Weibull cumulative distribution function with a constant shape parameter 
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APPENDIX 6.4.1 
MOMENTS OF THE WEIBULL DISTRIBUTION 
The kth moment about the origin of a distribution is defined, as 
given by Kamath (1978), by 
E(xk) 
If the Weibull probability density function is given by 
f (x) eä x . ex p{ -(e)a} 
forx>0anda, 8>0 
then the kth moment about the origin would be 
Co 
E (xk) I xk. f (x) dx 
0 
Co 
f xký a xa-l. exp{-(e)a}dx 
0 8a 
E(xk) = 6k r(1 + 
ä) 
a, 
where r(z) =f xz-1 exp(-x)dx 
0 
(A. 6.4. L"1) 
(A. 6.4.1.2) 
(A. 6.4.1.3) 
and is called the Euler gamma function. 
-353- 
(i) Mean and Variance of Weibull Distribution 
The mean of a. distribution is defined as the first moment about 
the origin, that is 
Mean = E(x)dx =u=! x. f(x)dx 
all x 
Co 
U=Ix. f (x) dx =E (x) 
0 
Thus, by using the definition of E(xk) given above, the mean can be 
expressed as 
mean = Or(1 + 1/a) (A. 6.4.1.4) 
The variance of a distribution is defined as the second moment about 
the mean 
Variance = E{(x-p)2} = E(x2)-(E(x))2 
where E(x2) is the second moment about the origin. Thus by using the 
k 
definition of E(x) this term can be written as 
E(x2) =0 2r (i + 2/«) 
and hence the variance of the Weibull distribution can be expressed by 
Variance =02r (1 + 2/a) -{ er (1 + 1/a) )2 (A. 6.4.1.5) 
For values of a>1 the mean E(x) of the Weibull distribution is a fraction 
of the scale parameter. In particular, when a=2 the mean is r/2 times 
-354- 
the scale parameter and when a= the mean is the scale parameter itself. 
For values, of a<1, the mean is always greater than the scale parameter 




`; ý. - 
-356- 









C N=NF TOTAL NUMBER OF SAMPLE 
C FT ARRAY OF GIVEN DATA 
C TT TERMINATING DATA OF THE SAMPLE (%) 
C WX OR B OR WB SHAPE PARAMETER OF WEIBULL DISTRIBUTION 
C ALPHA OR WA SCALE PARAMETER OF WEIBULL DISTRIBUTION 
CM MEAN OF THE SAMPLE 
CV THE VARIANCE OF THE SAMPLE 
C BG OR GB SHAPE PARAMETEROF GAMvIA DISTR 
C AG OR GA SCALE PARAMETER OF GAMMA DISTR 
CZ= TT/AG 
C YG VALUE OF GAMMA FUNCTION OBTAINED BY S14AAF ROUTINE 
C ZG VALUE OF INCOMPLETE GAMMA FUNCTION 
C NN NUMBER OF EQUATIONS AND VARIABLES 
CX PEAL ARRAY OF DIi NSION(NN), FIPSTLY TAKE INITIAL VALUES 
CR REAL ARRAY (InN), CONTAINS VALUES OF RESIDUALS 
CF CONTAINS SMALLEST SUM OF SQUARES 
C AJINV REAL ARRAY (IA)S), S GE. NN, CONTAINS JACOBIAN MATRIX 
C IA INTEGER , IA GE. NN CW REAL ARRAY (IW), WOPKING SPACE 
C IW INTEGER , SPECIFIES THE VALUE N*(5+2*NN) 
C FTOL PEAL , ACCURACY TO WHICH SUM OF SQUARES OF REDIS IS REQUIRED C DELTA RAEL , STEPLENGTH C RESID IS SUBROUTINE , SUPPLIED BY THE USER C MONIT IS SUBROUTINE , SUPPLIED BY THE USER C IPRINT FREQENCY OF THE CALLS OF MONIT 
C MAXCALL MAXIMUM NUMBER OF ITERATIONS 
C IFAIL IS ERROR INDICATOR 
C SI APPROXIMATE VALUE OF PSI(DIGAMMA) FUNCTIOPN 
C DI1 FIRST DERIVATIVE OF INCOMPLETE GAMMA FUN W. R. T. Z 
C PROGRAM TO CALCULATE PARAMETERS OF LOGNORMAL DISTRIBUTION 
C TH OR AL WOULD BEHAVE AS SCALE PARAM(LOGNORMAL DIST) 
C SIG OR BL WOULD BEHAVE AS SHAPE PARAM (LOGNORMAL DIST) 
INTEGER N, NF, I, JK, MIN, IAIW, MAXCAL, IYRINTIFAILNNI, IWI, IA1, 
*MAXCALl, IPPINTI, IFAILI 
REAL FT(100), TT, BETA, B, D, ALPHA, FTOL, DELTA, STEPMX, F, X02AAF, X(2), 
-xAJINV(2,2), R(2), W(lb), S5, Sb, M, V, BG, AG, RR, nOU, DJLTA1, SrfEPMX1, Fl, 
*Y(2), AJIN'V1(2)2), RL(2), Wl(lä), Sll, S12, TH, SIG, LM, LV, P, Q, EX, EF, WX, 
*WB, WA, GB, BL, AL, WD(100), GD(100), LD(100), EC(100), 
*WC(100), GC(100), LC(100), 
*S15ABF, D1(100), D2(100), D3(100), 
* EHO, 
* FT1(100), AX1(2), 
*AY1(2), AY2(2) 
EXTERNAL RESID, MONIT, PESID1, WFUN 
COMMON N, NF, FT, TT, S5, C4, C8, C9, S, SUM, YB, GB, GA 
-357- 
C4 = 1.0/12.0 
Ca = 1.0/252.0 
C9 = 1.0/120.0 







PEAD(1,102) (FT(I), I =1) NF) 
CALL MO1ANF(F'r, 1, NF)0) 
TT=FT(NF) 
C EVALUATE PAPAMRTRS OF WEIBULL DISTRIBUTION 
SUM= 0.0 
DO 2 I=1, NF 




CALL C05ACF(P, Q, EX)EF, WFUN, WX, IFLAG) 
C C05ACF FINDS A ZERO OF A FUNCTION 
C IN A GIVEN INTERVAL BY THE METHOD OF BISECTION 
CP&Q ARE LOWER AND UPPER BOUNDS FOR THE REQUIRED ZERO 
C EX THE TOLERANCE TO WHICH THE ZERO IS REQUIRED 
C EF SPECIFIES A VALUE ( WFUN(B) EL. EF) 
C WFUN REAL FUNCTION SUPPLIED 
C WX ON EXIT CONTAINS A ZERO OF THE FUNCTION 
WRITE(2) 200) 
S20 = (N-NF)*TT**WX 
S22 = 0.0 
DO 4I =1, NF 
S22 = S22 + FT(I)**WX 
4 CONTINUE 
ALPH = ((S22+S20)/NF)**(1.0/WX) 
WRITE(2) 202)(FT(I)) I=1, NF) 









ALPHA = ALPH* *WX 
C S14AAF IS A ROUTINE TO CALCULATE GAMMA FUNCTION 
C EVALUATE THE MEAN AND VARIANCE OF WEIBULL DISTRIBUTION 
C WM, WV ARE THE MEAN AND VARIANCE 
B= WX 
WA1 = 1.0 + 1.0/B 
WA2 =: 1.0 + 2.0/B 
IFAIL =0 
YW1 = S14A F(WA1, IFAIL) 
1W2 = S14AAF(WA2, IFAIL) 
WM = YW1 * ALPHA**(1. o/B) 
-358- 
WV = (YW2 - W1**2)* ALPHA**(2.0/B) 
WRITE(2,215) WM, WV 
WB = WX 
WA = ALPHA 
EVALUATE PARANITERS OF GAMMA DISTRIBUTION 
I&MOD OF MOMENTS IS USED TO CALCULATE INITIAL VALUES 
NN =2 
S500 
Sb = 0.0 
DO 14 I=1, NF 
S5 = S5 + FT(I) 
CONTINUE 
M= S5 /FLOAT(NF) 
DO 16 I =1, NF 
sb = s6 + ((FT(I)-M)**2) CONTINUE 
V= S6 / FLOAT(NF-1) 
BG = (11**2/ V) 
AG = V/N 
X(1) = BG 
X(2) = AG 
IA =2 
IW = NN*(5+2 NN) 
FTOL = 1E-10 
DELTA = 1E-4 
STEPMX = 1000 
MAXCAL = 3000 
IPRINT = 10 
IFAIL =0 
CALL C05NAF(NN, X, R, F, AJINV, IA, W, IW, FTOL, DELTA, 
*STEPMX, RESID, MONIT, IPPINT, MAXCAL, IFAIL) 
WRITE(2,220) 
WRITE(2,225) BG, AG 
WRITE(2,210) X(1), X(2) 
ACK3=AICGAM(X(1), X(2) ) 
WPITE(2,300) AUK. 5 
AIC=ACK5-2.0*ALOG(2.0) 
WRITE(2,360)AIC 
WRITE(2,230) R(1), R(2) 
WRITE(2,214) IFAIL 






C GM, GV ARE THE MEAN AND VARIANCE 
GM = X(1) * X(2) 
GV = X(1)*X(2)**2 
WRITE(2,215) GM, GV 
GB=X(1) 
GA = X(2) 
EVALUATE PAPA ETL'RS OF LOGNORMAL DISTRIBUTION 
CALCULATE PARAMETERS FOR COMPLETE SAMPLE AND INITIAL VALUES FOR 






DO 40 I=1, NF 
Sll = Sll + ALOG(FT(I)) 
40 CONTINUE 
TH = S11 /FLOAT(NF) 
S12 =0.0 
DO 42 I=1, NF 
S12 = S12 + (ALOG(Fr(I))-Tii)**2 
42 CONTINUE 
SIG = SQPT(S12 /FLOAT(NF)) 
IF (NF EQ. N) GO TO 4b 
NN1 =2 




FTOL1 = 1E-10 
DELTAl = 1E-4 
STEPIvDC1. =1000 
MAXCALI = 1000 
IPRINT1 = 10 
IFAILI =0 
CALL C05NAF(NN1, Y, RL, FI, AJINV1, IA1, W1, IW1, FTOLI)DE'LTA1, 
STEP DC1, PESID1, N; ONIT, IPRINTI, MAXCALI, IFAIU ) 
WPITF: (2,235) 
WRITE(2,225) SIG, TH 
WRITE(2) 210) Y(1) , Y(2) 
WRITE(2,230) RL(1), RL(2) 
WRITE(2,214) IFAILI 
GO TO 48 
46 WPITE(2,235) 





C CALCULATE THE MEAN AND VARIANCE OF LOGNORMAL DISTRIBUTION 
C LM, LV APE THE MEAN AND VARIANCE 
Y(1) = SIG 
Y(2) = TH 
48 BL = Y(1) 
AL = Y(2) 
Bl = BL**2 
LM = EXP(AL + B1/2.0) 
LV = (EXP(B1)-1. o)*EXP(2. o*AL}Bl) 
WRITE(2,215) LM, LV 
C EVALUATE THE DENSITY FUNCTIONS 
-360- 
C WD, GD LD, APE ARRAYS OF DENSITY FUNCTION OF WEIBULL GAMMA, AND 
C LOGNORMAL DISTRIBUTIONS 
PI = 3.1+1592654 
IFAIL =0 
YB = S14AAF(GB, IFAIL) 
WRITE(2,240) 
WRITE(2,245) 
DO 8I =1, NF 









WRITE(2 f 24o) 








GO TO 27 
31 EC(I)=FLOAT(ICOUNT1)/(FLOAT(ICOUNT2)*(FLOAT(N))) 
IF (IC0UNT2 EQ 1) GO TO 26 
IF (ICCUNT2 EQ 2) EC(I-1)=EC(I) 
IF (ICCUNT2 . LT 3) GO TO 26 DO 25 J= (I-(ICOUNT2-1)), (I-1) 
EC(J) = EC(I) 
25 CONTINUE 
26 1=I+1 
IF (I LE NF) G0 TO 33 
C EVALUATE THE CUMULATIVE FUNCTIONS 
C WC, GC, LC ARE ARRAYS OF C. D. F S OF WEIBULL, GAMMA, AND LOGNORMAL 
C S15ABF IS A ROUTINE OF STANDARD NORMAL CUMULATINE FUNCTION(NAG) 
W'ITE(2,260) 
WPITE(2,270) 
DO 10 J =i, NF 
WC(J)=1.0-EXP(-1.0*FT(J)**WB/WA) 
GC( J)=GAMCDF(FT(J) ) 
B2 =(ALOG(FT(J))-AL)/BL 
IFAIL =0 
LC(J) =S15ABF(B2, IFAIL) 





C KOLMOGROV-SMIRNOV TEST 
DO 24 I= 1, NF 
D1(I)=ABS(EC(I) WC(I)) 
D2(I )=ABS(EC(I) -GC(I) ) 
D3( I) =: "BS(EC(I) -LC (I) ) 
24 CONTINUE 
DNX1 = Dl(1) 
DM1 = FT(1) 
DMX2 = D2(1) 
DM2 = FT(1) 
DINNX3 = D3(1) 
DM3 = FT(1) 
DO 28 I= 2, NF 
IF (Dl(I) -GT. DMXa) DM1=FT(I) 
IF (Dl(I) GT DMX1) DMX1=D1(I ) 
IF (D2 (I) GT DMX2) DM2=FT(I) 
IF (D2(I) GT DMX2) DMX2=D2(I) 
IF (D3(I) GT DADC3) DM3=FT(I ) 
IF (D3(I) GT DMX3) DMX3=D3(I ) 
28 C NTINUE 
Do 65 I=1, NF 
IF (I EQ 1) GO T0 65 
Dl(I) = ABS(EC(I-1)-WC(I)) 
D2(I) = ABS(EC(I-1)-GC(I)) 
D3(I) = ABS(EC(I-1)-LC(I)) 
IF (D1(I) GT DMX1) DM1=FT(I) 
IF (Dl (I) GT DMX1) DM=Dl(I) 
IF (D2(I) GT DMX2) DM2=FT(I) 
IF (D2(I) GT. DMX2) DMX2=D2(I ) 
IF (D3(I) GT DMX3) DM3=FT(I) 
IF (D3(I) GT DMX3) DMX3=D3(I ) 
65 C NTINUE 




102 FOPMAT(100F0 0) 
104 FOPMAT(FO 0) 
200 FORMAT(//////20X, 'DATA FOR RETURN ON EQUITY 1973-1977 '/) 
202 F(. RMAT(1H0,20X, 5F8 2) 
204 FORMAT(//20X, 'TOTAL NUMBER OF SAMPLE = ', 121 20X, 
*' TERMINATING DATA (PERCENT)= ', 
* 
206 FOPMAT(20X, 'METHOD OF MAXIMUM LIKELIHOOD IS APPLIED TO ESTIMATE 
*I)/20X, 'THE PARAMETEPS OF WEIBULL GAMMA AND LOGNORMAL DISTS', 
*//20X, 'NAG ROUTINE (C05ACF) IS USED TO SOLVE ML EQUATION', 
*//20X, 'NAG ROUTINE (C05NAF) IS USED TO SOLVE THE ML EQUATIONS'//) 
208 FOPMAT(//20X, 'PAPAMETEPS OF WEIBULL DISTRIBUTION'/) 
210 FORMAT(/20X, 'THE SHAPE PARAMETER = ', 1PE15 8, /20X, 
*'THE SCALE PARAMETER = ')lPE15 8, //) 
-362- 
212 FOPMAT(/20X, 'THE RESIDUALS OF THE EQUATION = ', 1PE15.8) 
214 FGRMAT(/20X, 'THE ERROR NUMBER IS ': 13) 
215 FOPMAT(//20X, 'THE MEAN OF THE DISTRIBUTION = ', 2PE15.8, /20X, 
*'THE VARIANCE OF THE DISTRIBUTION = ', 2PE15 8//) 
220 FORMAT(///2OX, 'PARAMETERS OF GAIM DISTRIBUTIN', //20X, 'METHOD ', 
*' F MOMENTS IS USED TO CALCULATE ' /20X, 'INITIAL VALUES OF THE 
'PAPAMETEPS') 
225 FORMAT(/20X, 'INITIAL VALUE OF SHAPE PARAMETER = ', 1PE15.8, 
*/20X, 'INITIAL VALUE OF SCALE PARAMETER = ', 1PE15 8) 
230 FORMAT(/20X, 'THE RESIDUALS OF THE EQUATIONS APE ', /20X, 
*2(3X)1PE15 8)) 
235 FGRMAT(///20X, 'PAPAMETERS OF LOGNORMAL DISTRIBUTION') 
240 FORMAT(/////15X, l-------------------------------------------- 
*1--------------------------------------------'//i//) 
245 FORMAT(20X, 'PROBABILITY DENSITY FUNCTIONS (P DF )', //20X, 'NO', 
*3X, 'R ON A. %', 6X, 'WEIBULL', 11X, 'GAMMA' 1OX, 'LOGNORMAL'/) 
250 FORMAT(20X I2,2X, lPE10 3,3(2X, 2PE15.8)) 
255 FORMAT(//20X, 'PLOTTING OF THESE POINTS IS SHOWN IN FIG ', I2) 
260 FOPMAT(20X, 'CUMULATIVE DISTPIBUTION FUNCTIONS (C D F, )'//) 
265 FOPMAT(20X, I2,1X, 1PE1O 3,4(1X, 2PE15.8)) 
270 FOPMAT(20X, 'NO', 2X 'P ON A. %', 4X, 'EMPIRICAL', 8X, 'WEIBULL', 10X, 
*'GAMMA', 9X, 'LOGNORMAL'/) 
275 FORMAT(//20X, 'KOLMOGROV-SMIRN V TEST', /20X, '------------------', 
*//20X, 'DMAX(WEIBULL)=', lPE15 8,3X, 'AT THE RATE', 
*2PE10.3)' PERCENT(`)', 
*//20X, 'DMAX(GAMMA)=', 2PE15 8,3X, 'AT THE PATE', 
*2PE10 3, ' PERCENT(%)', 
*//20X, 'DMAX(LOGNORMAL)=', 2PE15.8,3X, 'AT THE PATE', 
*2PE10 3, ' PERCENT(%)', 
*2X/) 
300 FOPMAT(20X, tLOGLIKELIHOGD VALUE FOR GAMMA=', FlO 2) 
310 FORMAT(20X, 'LOGLIKELIHOOD VALUE FOR WEIBULL=', F10.2) 
320 FORMAT(20X, 'LOGLIKELIHO0D VALUE FOR LOGNOF. =', F10 2) 
350 FOPMAT(20X, 'AIC VALUE FOR WEIBULL=', F10.2, /) 
360 FOPMAT(20X, 'AIC VALUE FOP GAMMA=', F10.2, /) 
370 FOFMAT(20X 'AIC VALUE FOR LOGNORMAL=', FlO 2, /) 
STOP 
END 
REAL FUNCTION WFUN(B) 
REAL B, S4, S2, Sl, S3 
CODEION N, NF, FT(100), TT, S5, C4, C8, C9, S, SUM 
s4 = (N-NF)*TT**B 
S2 = S4 * ALOG(TT) 
Si = 0.0 
s3 =0.0 DO 6 I=1, NF 
Sl = S1+((FT(I))**B)*ALOG(FT(I)) 
S3 = s3+(FT(I))**B 6 CONTINUE 
WFUN = ((sl+s2)/(s3+s4))-(1/B) S 
WRITE(2,222) B, WFUN 
222 FOPMAT(/20X, 'AT THE POINT (SHAPE PAPAM) ', 2PE15.8, /20X, 




SUBpOU '. INE PESID(NN, XC, RC) 
C CALLED BY C05NAF 1: ', OGRAM 
C CACULATES VALUES OF RESIDUALS PC AT XC 
C NN NUMBER OF VARIABLES 
C XC PEAL ARRAY (NN), OF THE CURRENT POINT ON ENTRY 
C PC RREAL ARRAY (NN) OF THE VALUES OF RESIDUALS AT THE CURRENT POINT 
INTEGER NN, IFAIL 
REAL XC(NN). RC(NN) Z, S7, S8, ZG, YG, SI, DI1, A1, A2 
CCI ION N, NF, FT(100), TT, S5, C4, C8, C9, S, SUM 
C XC(1)=BG 
C XC(2) = AG 
C EVALUATE PSI (DIGANM, ) FUNCTION 
XXC = XC(1) 
/ ** 
SI=ALOG(XXC(l))-1. O/(2.0*XC(1))+((-zL*C8+C9)*-'z_c4)*Zz 
IF (NF EQ N) G:.: TO 20 
C CALCULATE GAMMA FUNCTIC. N 
IFAIL =0 
YG = S14AAF(XC(1), IFAIL) 
Z= TT/ XC(2) 
C CALCULATE APPROX VALUE FOR INCOMPLETE GAMMA FUN 
S17=2 0/Z 
s16=(2 o-XC(1))/(1. o+s17) 
S15=1. o/(z+s16) 
S7 =(1. o-xc(1))/(1.0+s15) 
s8 =1. o/(z+s7) 
ZG =1.0-EXP(-Z)*Z**XC(1)*S8/YG 




*( YG - ZG )) 
A2 =(FLOAT(N-NF)*((SI*YG)-DIl))/(YG-ZG) 
GO TO 22 






SUBROUTINE PESIDI(NN1, XC1, PC1) 
INTEGER NN1, IFAIL 
PEAL XCl (NN1) , RC1(NNl) , A5, SII, A6, s13, S11+, TL, SL, A7 COM ON N, NF, FT(100), TT, 55, C1+, C8, C9, S, SUM 
TL = XC1(2) 
SL = XC1(1) 
-364- 
A5 = (ALOG(TT)-TL)/SL 
IFAIL =0 
SN = S15ABF(A5, IFAIL) 
C SN IS STANDARD NORMAL C. D F 
PI = 3.141592654 
A6 = (EXP(-0.5*A5**2))/SQPT(2.0*PI) 
S13= 0.0 
s14 = o. o 
DO 44 I= 1, NF 
S13 = S13 + (ALoG(FT(I))-TL)/SL 
S14 = S14 + ((ALOG(FT(I)) TL)/SL)**2 
44 CONTINUE 
A7 = (P. 6/(1.0-SN))*FLOAT(N-NF) 
Pcl(1) = S13 + A7 
RC1(2) = S14+A7*A5-FLOAT(NF) 
RETURN 
END 
SUBROUTINE MONIT(NN, XC, PC, FC, NCALL) 
C CALLED BY C05NAF PROGRAM 
C PRINT OUT VALUES EVERY IPRINT ITERATIONS 
C FC CCNTAINS VALUE OF SUM OF SQUARES OF THE RESIDUALS 
C NCALL NUMBER OF CALLS OF REDID 
INTEGER NN, NCALL, I 
PEAL FC, XC(NN), PC(NN) 
WPITE(2,216) NCALL, FC , PC(l), PC(2) 
WPITE(2,218) (XC(I), I=1, NN) 
216 FOPMAT(/20X, 'AFTER ', 14, 'CALLS OF PESID ) THE SUM OF SQUARES IS 
', 
*2PE15 8; /20X, 'THE RESIDUALS APE, PC(1)= ', 2PE15 8,2X, 
*'RC(2)= ', 2PE15.8) 
218 FOPMAT(20X, 'AT THE POINT ', 2(2PE15.8,2X)/) 
RETURN 
END 
PEAL FUNCTION GAMCDF(AA) 
EXTERNAL GAMDEN 
C FUNCTION TO EVALUATE GAMMA C. D. F NUMERICALLY 





CALL D01ACF(AA1, AA, GAMDEN, RELACC, ABSACC, ACC, ANS, N, IFLAG) 
GAMCDF =ANS '. 
RETURN 
END 
REAL FUNCTION GAMDEN(A. AA) 
C FUNCTION TO EVALUATE DENSITY FUNCTION OF GAMMA DISTRIBUTION 







C AIC CALCULATION FOR WEIBULL 
CA IS SCALE PARAMETER 
CB IS SHAPE PARAMETER 
PEAL FUNCTION WAIC(B, A) 
PEAL K9 
COMMON N, NF FT(100) TT, S5, C4, CS, C9, S, SUM, YB, GB, GA 
AIC=NFL-(ALOG(B)-B -ALOG(A))+(B-1)*SUM 
K9=0 





799 F PMAT(20X, 'WEIBULL LOGSUM=' F12 4, 'K9=', F12. I1/) 
RETURN 
END 
C AIC CALCULATION FOP GA14MA 
C X(1) SHAPE PARAMETER 
C X(2) SCALE PARAMETER 
PEAL FUNCTION AICGAM(SIIAPE, SCALE) 













C AIC CALCULATION FOR LOGNORMAL 
C AMEW = SCALE PARAMETER 
C SIGMA = SAHPE PARAMETER 
PEAL FUNCTION AICLOG(AMEW, SIGMA) 
COMMON N, NF, FT(100), TT, S5, C4, Cß, C9, S, SUM, YB, GB, GA 
X1=SQPT(2*3 141592654) 
X2=0.0 
X. 3=o. 0 












1. ABDEL-KHALIK, A (1974) "On the usefulness of financial ratios to 
investors in common stock: a comment". The Accounting Review, July, 
pp. 547-550. 
2. ABUSHAABAN, N (1980) "Analysis of electronic component ageing data 
and reliability modelling", PhD Thesis, University of Bradford, UK 
3. AITCHISON, J& BROWN, J (1957) "The lognormal distribution", Cambridge 
University Press, Cambridge. 
4. AKAIKE, H (1970) "Statistical predictor identification", Ann. Inst. 
Statist. Math., 22, pp. 203-217. 
5. AKAIKE, H (1973) "Information theory and an extension of the maximum 
likelihood principle", 2nd International Symp. on Information Theory, 
Budapest: Akademiai-Kiado, pp. 267-287. 
6. AKAIKE, H (1976) "Canonical correlation analysis of time series and the 
use of an*information criterion", System Identification Academy Press, 
New York, pp. 27-96. 
7. AKAIKE, 11 (1977) "On entropy maximisation principle", Proc. Symp. on 
Applications of Statistics, Amsterdam, Holland, pp. 27-47. 
8. ALTMAN, E (1968) "Financial ratios, discriminant analysis and the 
prediction of corporate bankruptcy", The Journal of Finance, Sept. 
pp. 589-609. 
9. AMERICAN ACCOUNTING ASSOCIATION (1969), Committee on ExternalýReporting, 
"An evaluation of external reporting practices". 
10. ANDERSEN, G (1971) "Procedures for capital budgeting under uncertainty", 
PhD Thesis, Stanford University, Industrial Engineering. 
11. ANG, A& TANG, W (1975) Probability concepts in engineering planning 
and design , Wiley, New York. 
12. ARCHER, S& D'AMBROSIO, C (1966) Business finance: theory and 
management , MacMillan, New York. 
13. ARDITTI, F (1967) "Risk and the required return on equity", The Journal 
of Finance, Vol. 22, No. 1, March, pp. 19-36 
14. BARISH, N (1962) Economic analysis for engineering and managerial 
decision making , McGraw-Hill, New York. 
15. BAUMOL, W (1963) "An expected gain-confidence limit criterion for 
portfolio selection", Management Science, Vol. 10, October, pp. 174-182. 
16. BAXTER, N (1967)"Leverage risk of ruin, and the cost of capital", 
Journal of Finance, Vol. 22, September, pp. 395-404. 
-367- 
17. BEAVER, W (1966) "Financial ratios as predictors of failure", Empirical 
Research in Accounting: Selected Studies, pp. 71-111. 
18. BEAVER, W (1968a) "Alternative accounting measures as predictors of 
failure", The Accounting Review, pp. 113-122. 
19. BEAVER, W (1968b) "Market prices, financial ratios, and the prediction 
of failure". Journal of Accounting Research, Autumn, pp. 79-92. 
20. BEAVER, W et al (1970) "The association between market determined and 
accounting determined risk measures", The Accounting Review, October 
pp. 654-682. 
21. BERNHARD, R (1962) "Discount methods,, fdr-expenditure evaluation -a 
clarification of their assumptions", Journal of Industrial Engineering, 
Vol. 13, No. 1, pp. 19-27. 
22. BERNHARD, R (1969) "Mathematical programming models for capital budgeting" 
Journal of Financial and Quantitative Analyses, Vol. IV, pp. 111-158. 
23. BERNHARD, R (1977) "State preference synthesis of utility and interest 
with critical implications for discounting under risk", The Engineering 
Economist, Spring, pp. 203-217. 
24. BERNHARD, R (1981) "Avoiding irrationality in the use of two-parameter 
risk-benefit models for investment under uncertainty", Financial 
Management, Vol. 10, No. 1, Spring, pp. 77-81. 
25. BERNOULLI, D (1738) "Exposition of a new theory of the measurement of 
risk", Translation Papers of the Imperial Academy of Sciences in 
Petersburg, V, 1738. Econometrica, 1954, No. 22, pp. 23-26. 
26. BIERMAN, H& SMIDT, S (1957) "Capital budgeting and the problem of 
reinvesting cash proceeds", Journal of Business, Vol. 30, pp. 276-279. 
27. BIERMAN, H& SMIDT, S (1966) The capital budgeting decision , MacMillan, 
New York. 
28. BIERWAG, G (1974) "Liquidity preference and risk aversion with an 
exponential utility function: comment", Rev. Econ. Stud., Vol. 41, 
April, pp. 301-302. 
29. BIRD, R& McHUGH, A (1977) "Financial ratios: an empirical study", 
Journal of Business Finance and Accounting, Vol. 4, No. 1, Spring, 
pp. 29-46. 
30. BIRNBAUM, Z (1952) "Numerical tabulation of the distribution of 
Kolmogorov's statistic for finite sample size", J. Ann. Statist. Assoc. % 
Vol. 47, pp. 425-441. 
31. BLATT, J (1979) "Investment evaluation under uncertainty", Financial 
Management, Vol. 8, No. 2, Summer, pp. 66-81. 
32. BOBEL, J (1978) "Industrial organisation", Demokrit Verlag, Tübingen 
-368- 
33. BOLSA DE BOGOTA (1978) Manual del Mercado Bursatil, Presencia , July. 
34. BORCH, K (1963) "A note on utility and attitudes to risk", Management 
Science, Vol. 9, July, pp. 697-700. 
35. BORCH, K (1968) "Indifference curves and uncertainty", Swedish J. Econ., 
Vol. 70, March, pp. 19-24. 
36. BORCH, K (1968a) The economics of uncertainty , Princeton, 
New Jersey. 
37. BORCH, K (1969) "A note on uncertainty and indifference curves", Rev. 
Econ. Stud., Vol. 36, January, pp. 1-4. 
38. BORCH, K (1974) "The rationale of the mean st nicard deviation analysis: 
comment", Amer. Econ. Rev., Vol. 64, June, pp X428-430. 
39. BOUGEN, P& DRURY, J (1980) "UK statistical distributions of financial 
ratios", Journal of Business Finance and Accounting, Vol. 7, No. 1, 
pp. 39-47. 
40. BOYD, D& MATHESON, J (1969) Multiproject selection decisions: problem 
definition , Stanford Research Institute, January. 
41. BRANDT, S (1978) Statistical and'computational methods in data analysis 
North Holland, Amsterdam. 
42. BREEN, W& LERNER, E (1973) "Corporate financial strategies and market 
measures of risk and return", Journal of Finance, May, pp. 339-351. 
43. BROWNLEE, K (1960) Statistical theory and methodology in science and 
engineering , Wiley, New York. 
44. BUSSEY, L (1978) The economic analysis of industrial projects 
Prentice-Hall, Englewood Cliffs, New Jersey. 
45. BYRNE, R et al (1967) "A chance constrained approach to capital budgeting 
with portfolio type payback and liquidity constraints and horizon 
posture controls", Journal of Financial and Quantitative Analysis, Vol. 2, 
December, pp. 339-364. 
46. BYRNE, R (1969) "A discrete probability chance constrained capital 
budgeting model", Management Science Research Report No. 155, Carnegie- 
Mellon University, Pittsburgh, Pennsylvania, January. 
47. CHEN, H (1967) "Valuation under uncertainty", Journal of Finance and 
Quantitative Analysis, Vol. 2, September pp. 727-730. 
48. CHERNOFF, H (1954) "Rational selection of decision functions", Econometrica 
Vol. 22, No. 4, October, pp. 422-433. 
49. CHERNOFF, H& MOSES, L (1963) Elementary decision theory , Wiley, New York. 
50. CHHICKARA, R& FOLKS, J (1974) "Estimation of the inverse Gaussian 
distribution function", Journal Amer. Statist. Assn., Vol. 69, pp. 250-254. 
-369- 
51. CHHICKARA, R& FOLKS, J (1977) "The inverse Gaussian distribution as 
a lifetime model", Technometrics, Vol. 19, No. 4, pp. 461-468. 
52. COCHRAN, W (1952) "The X2 test of goodness of fit", Ann. Math. Statist., 
23,315. 
53. CORD, J (1964) "A method for allocating funds to investment projects 
when returns are subject to uncertainty", Management Science, Vol. 10, 
January, pp. 335-341. 
54. CRAMER, H (1946) Mathematical methods of statistics , Princeton University Press, Princeton, New Jersey. 
55. CRAMER, R& SMITH, B (1964) "Decision models'f. er tlie__selection of 
research projects", The Engineering Economist, Vol. 9,; No. 2, pp. 1-20. 
56. CRUM, W (1939) Corporate size and earning power , Harvard University Press, Cambridge, USA. 
57. CYERT, R& MARCH, J (1963)- A behavioural theory of the firm , Prnntice Hall, London. 
58. DAVIDSON, D et al (1957) Decision-making: an experimental approach 
Stanford University Press, Stanford, California. 
59. DEAKIN, E (1972) "A discriminant analysis of predictors of business 
failure", Journal of Accounting Research, Spring, pp. 167-179. 
60. DEAKIN, E (1976) "Distribution of financial accounting ratios, some 
empirical evidence", The Accounting Review, January, pp. 90-96. 
61. EADIE, W (1971) Statistical methods in experimental physics , North Holland, Amsterdam. 
62. EDMISTER, R (1972) "An empirical test of financial ratio analysis for 
small business failure prediction", Journal of Financial and Quantitative 
Analysis, Vol. 7, March, pp. 1477-1493. 
63. FALK, H& HEINTZ, J (1975) "Assessing industry risk by ratio analysis", 
Accounting Review, Vol. 50, No. 4, October, pp. 758-779. 
64. FARRAR, D (1962) The investment decision under uncertainty , Prentice Hall, Englewood Cliffs, New Jersey. 
65. FELLER, W (1966) An introduction to probability theory and its 
applications , Vol. 2, Wiley, New York. 
66. FERRARA, W (1977) "Probabilistic approaches to return on investment 
and residual income", The Accounting Review, July, pp. 597-604. 
67. FINETTI, B (1964) "Foresight: its logic laws, its subjective sources", in 
HE Klyberg ed. Studies in Subjective Probability, New York, Wiley. 
68. FISHBURN, P (1964) 'Decision and value theory , Wiley, New York. 
-370- 
69. FISHBURN, P (1968) "Utility theory", Management Science, Vol. 14, January, 
pp. 335-378. 
70. FISHBURN, P (1974) "Convex stochastic dominance with continuous 
distribution functions", Journal of Economic Theory, Vol. 7, pp. 143-158. 
71. FISHBURN, P (1977) "Mean-risk analysis with risk associated with 
below-target returns", American Economic Review, Vol. 67, No. 2, March 
pp. 116-126. 
72. FISHER, J& HALL, G (1969) "Risk and corporate rates of return", Quarterly 
Journal of Economics. Vol. 83, No. 1, February, pp. 79-92. 
73. FISHER, R (1922) 
statistics , Ph 
74. FISHER, R (1970) 
Hafner, Darien, 
"On the mathematical foundations of theoretical 
il. Trans. Roy. Soc. A., 222, pp. 309-368. 
Statistical methods for research workers , 
14th Ed., 
Conn. 
75. FISZ, M (1963) Probability theory and mathematical statistics , 3rd Ed., 
Wiley, New York. 
76. FLEISCHER, G (1966) "Two major issues associated with the rate of return 
method for capital allocation: the 'ranking error' and 'preliminary 
selection"', Journal of Industrial Engineering, Vol. 17, No. 4, April. 
77. FLEISCHER, G (1969) Capital allocation theory: the study of investment 
decisions , Appleton-Century-Crofts, New York. 
78. FOWKES, T (1971) "Branch network planning for commercial banks", PhD Thesis, 
University of London. 
79. FREUND, J (1962) Mathematical statistics , Prentice Hall, Englewood 
Cliffs, New Jersey. 
80. GITMAN, L (1977) "Capturing risk exposure in the evaluation of capital 
budgeting projects", The Engineering Economist, Vol. 22, No. 4, Summer, 
pp. 261-276. 
81. GONEDES, N (1973) "Evidence on the information content of accounting 
numbers: accounting-based and market-based estimates of systematic risk" 
Journal of Financial and Quantitative Analysis, June, pp. 407-443. 
82. GRANT, E& IRESON, W (1960) Principles of engineering economy , The 
Ronald Press, New York. 
83. GRAYSON, CJ (1960) Decisions under uncertainty: drilling by oil and gas 
operators , Harvard University, Boston. 
84. GREEN, A& BOURNE, A (1972) Reliability technology , Wiley, New York. 
85. GREEN, P (1963) "Risk attitudes and chemical investments decisions", 
Chemical Engineering Progress, Vol. 59, No. 1, January, pp. 35-40. 
86. GREENWOOD, J& DURAND, D (1960), "Aids for fitting the gamma distribution 
by maximum likelihood", Technometrics, Vol. 2,. pp. 55-65. 
-371- 
87. GUPTA, M (1969) "The effect of size, growth, and industry on the 
financial structure of manufacturing companies", Journal of Finance, 
June, pp. 517-529. 
88. GUPTA, Pi & HUEFFNER, R (1972) "A cluster analysis study of financial 
ratios and industry characteristics", Journal of Accounting Research 
Spring, pp. 77-95. 
89. HADAR, J& RUSSELL, W (1969) "Rules of ordering uncertain prospects" 
American Economic Review, Vol. 59, pp. 25-34. 
90. HADAR, J& RUSSELL, W (1971) "Stochastic 
Journal of Economic Theory, Vol. 3, pp. 
91. HADAR, J& RUSSELL, W (1974) "Diversific 
Journal of Economic Theory, Vol. 7, pp. 
dominance and diversification" 
288-305. 
N 
ation of interdependent prospects" 
231-240. 
92. HAHN, G& SHAPIRO, S (1967) Statistical models in engineering , Wiley, 
New York. 
93. HALL, M& WEISS, L (1967) "Firm size and profitability", The Review of 
Economics and Statistics, August, pp. 319-331 
94. HAMADA, R (1969) "Portfolio analysis, market equilibrium and corporation 
finance'!, Journal of Finance, Vol. XXIV, March, pp. 13-31. 
95. HAMBURG, M (1977) Statistical analysis for decision making , Harcourt 
Brace, New York. 
96. HARTER, H (1964) "New tables of the incomplete Gamma function", Aerospace 
Research Laboratories, US Air Force, US Govt. Printing Office, Washington. 
97. HARTER, H& MOORE, A (1965) "Estimation of the parameters of Gamma and 
Weibull populations from complete and censored samples", Technometrics, 
Vol. 7, pp. 639-643. 
98. HELFERT, E (1972) Techniques of financial analysis , 
3rd Ed. Homewood, 
Irvin. 
99. HERTZ, D (1964) "Risk analysis in capital investment", Harvard Business 
Review, Vol. 42, January-February, pp. 95-106. 
100. HERTZ, D (1968) "Investment policies which pay off", Harvard Business 
Review, Vol. 46, January-February, pp. 96-108. 
101. HESPOSE, R& STRASSMAN, P (1965) "Stochastic decision trees for the 
analysis of investment decisions", Management Science, Vol. 11, No. 10, 
August, pp. 244-259. 
102. HESS, S& QUICLEY, H (1963) "Analysis of risk in investments using 
Monte Carlo techniques", Chemical Engineering Progress Symposium 42, 
American Institute of Chemical Engineering, New York. 
103. HILLIER, F (1963) "The derivation of probabilistic information for the 
evaluation of risky investments", Management Science, Vol. 9, No. 3, 
April, pp. 443-457. 
-372- 
104. HILLIER, F (1965) "Supplement to 'The derivation of probabilistic 
information for the evaluation of risky investments"', Management 
Science, Vol. ll,. No. 3, pp. 485-487. 
105. HILLIER, F (1969) The evaluation of risky interrelated investments 
North Holland, Amsterdam. 
106. HOGAN, A et al (1981) "Decision probltms under risk and chance 
constrained programming", Management Science, Vol. 27, No. 6, June, 
pp. 700-716. 
107. HORRIGAN, J (1965) "Some empirical bases of financial ratio analysis 
The Accounting Review, July, pp. 558-568. 
108. HORRIGAN, J (1966) "The determination of long-term credit standing with 
financial ratios", Empirical Research in Accounting: Selected Studies 
(Supplement to the Journal of Accounting Research 1967). pp. 44-62. 
109. HORRIGAN, J (1968) "A short history of financial ratio analysis", 
Accounting Review, Vol. 43, April, pp. 284-294. 
110. HOWARD, R (1968) "The foundations of decision analysis", IEEE Trans. 
on Systems Science and Cybernetics, Vol. SSC-4, No. 3, September. 
111. HURDLE, G (1974) "Leverage risk, market structure and profitability" 
Review of Economics and Statistics, Vol. 56, November, pp. 478-485. 
112. HURWICZ, L (1951) "Optimality criteria for decision making under 
ignorance", Paper No. 370, Cowles Commission, USA. 
113. KM! ATH, ARR (1978) "Development of component reliability assessment 
techniques", PhD Thesis, University of Bradford. 
114. KAO, J (1958) "Computer methods for estimating Weibull parameters 
in reliability studies", IRE Trans. Reliability Quality Control, 
Vol. 13, No. 15. 
115. KAO, J (1960) "A summary of some new techniques on failure analysis", 
Proc. 6th Nat. Symp. Reliability Quality Control in Electron, pp. 190-201. 
116. KELLER, A (1975) Uncertainty in risk and reliability: appraisal in 
management . Ed. Adam Hilger, London. 
117. KOHBODI, S(1978) "A mathematical model of gas discharge lamp failure" 
MPhil Thesis, Univ. Bradford. 
118. KRAUTZ, A& LITZENBERGER, R (1973) "A state preference model of opt-imal 
financial leverage", Journal of Finance, Vol. 28, September, pp. 911-922. 
119. KRYZANOWSKI, L et al (1972) "Monte Carlo simulation and capital 
expenditure decisions -a case study", The Engineering Economist, Vol. 18, 
No. 1, Fall. 
120. LEE, T (1974) "Enterprise income: survival or decline and fall ? ", 
Accounting and Business Research, Vol. 12, No. 1. pp. 178-192. 
-373- 
121. LEV, B (1969) "Industry averages as targets for financial ratios", 
Journal of Accounting Research, Vol. 7, Part 2, pp. 290-299. 
122. LEV, B (1974) "Financial statement analysis", Prentice-Hall, London 
123. LEVY, H (1969) "A utility function depending on the first three 
moments", The Journal of Finance, Vol. 24, No. 4, September, pp. 715-72 . 
124. LINDLEY, D (1965) Introduction to probability and statistics 
Cambridge University Press, Cambridge, England 
125. LINDMAN, H (1974) Analysis of variance in complex experimental 
designs , Freeman, San Francisco. 
126. LINNIK, Y (1961) 'Method of least squares and principles of theory 
of observations , Pergamon Press, Oxford. 
127. LINTNER, J (1965a) "The valuation of risk assets and the selection 
of risky investments in state portfolios and capital budgets", 
Review of Economics and Statistics, 16/XLVII, February, pp. 13-37. 
128. LINTNER, J (1965b) "Security prices, risk maximal gains from 
diversification", Journal of Finance, December, pp. 587-616. 
129. LUCE, R& RAIFFA, H (1957) Games and decisions , Wiley, New 
York. 
130. MAGEE, J (1964) "Decision trees for decision making", Harvard Business 
Review, Vol. 42, July/August, pp. 126-138. 
131. MAGEE, J (1964a) "How to use decision trees in capital investment", 
Harvard Business Review, Vol. 42, September/October, pp. 79-96. 
132. MAO, J (1969) -Quantitative analysis of financial decisions , Macmillan;; 
New York. 
133. MAO, J (1970a) "Survey of capital budgeting: theory and practice", 
Journal of Finance, Vol. 25, May, pp. 349-360. 
134. MAO, J (1966) "The interest rate of return as a ranking criterion". 
The Engineering Economist, Vol. 2, No. 4,1966, pp. 1-13 
135. MAO, J (1970b) "Models of capital budgeting: E-V vs. E-S", Journal of 
Financial and Quantitative Analysis, Vol. 4-5, December, pp. 657-677. 
136. MAO, J (1976) Corporate financial decisions-, Pavan, Palo Alto, 
California. 
137. MAO, J& BREWSTER, J (1970) "An E-Sh model of capital budgeting", 
The Engineering Economist, Vol. 15, No. 2, Winter. 
138. MARKOWITZ, H(1952) "Portfolio selection", Journal of Finance, March, 
pp. 77-91. 
139. MARKOWITZ, H(1959) Portfolio selection , Wiley, New York. 
-374- 
140. MARTIN, A (1972) "An empirical test of the relevance of accounting 
information for investment decisions", Empirical Research in 
Accounting: Selected Studies, University of Chicago, pp. 1-31. 
141. MASSEY, F (1951) "The Kolmogorov test for goodness of fit", J. Am. 
Statist. Assoc., Vol. 46, pp. 68-78. 
142. MAYER, R (1978) Capital expenditure analysis for managers and 
engineers , Waveland Press, Illinois. 
143. MELNYK, Z& MATIIUR, I (1972) "Business risk homogeneity, a multi- 
variate application and evaluation", Proc. 1972 Midwest AIDS Conf., 
April. 
144. MERRETT, A& SYKES, A (1973) The finance and analysis of capital 
projects , 2nd Ed., Longman, London 
145. MEYERS, P& PIFER, H (1970) "Prediction of bank failures", Journal 
of Finance, September, pp. 853-868. 
iw 
146. MEYER, PL (1966) Introductory probability and statistical applications 
Addison-Wesley, Reading, Mass., USA. 
147. MEYER, S (1975) Data analysis for scientists and engineers , Wiley, New York. 
148. MODIGLIANI, F& MILLER, 11 (1958) "The cost of capital, corporation 
finance and the theory of investment", American Economic' Review, 
Vol. 48, June, pp. 261-297. 
149. MORRIS, W (1960) Engineering economy , Homewood, Irvin, Illinois. 
150. MORRIS, W (1964) *The analysis of management decisions , Irwin, Homewood, Illinois. 
151. MORRIS, W (1977) Decision analysis , Grid. Inc., Columbus, Ohio. 
152. MOSSIN, J (1966) "Equilibrium in a capital asset market", Econometrica, 
October, Vol. XXXIV, pp. 769-783. 
153. MOTAZED, B (1973) "A probabilistic approach to risk analysis in capital 
investment proposals using Laplace transforms", PhD Thesis, University 
of Texas, Austin. 
154. MULONDO, J (1981) "Company reorganisation as a business turnround 
strategy", PhD Thesis, University of Bradford, May. 
155. NASLUND, B (1966) "A model of capital budgeting under risk", Journal of 
Business, Vol. 39, April, -pp. 257-271. 
156. NEMBAUSER, G (1967) "A note on capital budgeting", Journal of Industrial 
Engineering, Vol. 18, -June, pp. 375-376. 
157. NEMHAUSER, H& ULLMAN, Z (1969) "Discrete dynamic programming and 
capital allocation", Management Science, Vol. 15, May, pp. 494-505. 
158. NEUMANN, M et al (1979) "Profitability, risk and market structure in 
West German industries", Journal of Industrial Economics, March, Vol. 27, No. 3, pp. 227-241. 
-375- 
159. NEWENDORP, P& ROOT, P (1968) "Risk analysis in drilling investment 
decisions", Journal of Petroleum Technology, June. 
160. OAKFORD, R (1970) Capital budgeting: A quantitative evaluation of 
investment alternatives , The Ronald Press, 
New York. 
161. O'CONNOR, M (1973) "On the usefulness of financial ratios to investors 
in common stock", The Accounting Review, April, pp. 339-352. 
162. OTONO, T at al (1972) "Statistical approach to computer control of 
cement rotary kiln", Automatica, 8, pp. 35-48. 
163. PEARSON, E& HARTLEY, H (1970) "Biometrika - tables for statisticians", 
Cambridge University Press, Cambridge, Mass., 'USA. 
164. PEARSON, K (1900) "A bibliography of statistical and other writings 
of Karl Pearson", G Morant Ed., Biometrica Office 1939. University 
College, London. 
165. PEARSON, K (1957) "Tables of the incomplete r-function", Biometrika 
office, University College, London. 
166. PINCHES, G& MINGO, K (1973) "A multivariate analysis of industrial 
bond ratings", Journal of Finance, March, pp. 1-18. 
167. PINCHES, G at al (1975) "The hierarchical classification of financial 
ratios", Journal of Business Research, Vol. 3, Part 4, pp. 295-310. 
168. PRATT, J (1964) "Risk aversion in the small and in the large", Econometrica, 
Vol. 32, January-April, pp. 122-136. 
169. PRATT, J at al (1965) "Introduction to statistical decision theory", 
McGraw-Hill, New York. 
170. QUIRK, J& SAPOSNIK, R (1962) "Admissibility and measurable utility 
functions", Review of Economic Studies, 'Vol. 29, February, pp. 140-146. 
171. RAIFFA, H (1968) Decision analysis , Addison-Wesley, Reading, Mass., 
USA. 
172. RAIFFA, H& SCHLAIFFER, R (1961) Applied statistical decision theory 
Harvard University Press, Boston. 
173. RAISSI, G (1980) "Demand rate and lead-time modelling for high-cost 
spares provisioning policies", PhD Thesis, University of Bradford, 1980. 
174. RAMSEY, F (1964) Truth and probability , in HE KLYBERG ed., Studies in subjective probability. Wiley, New York. 
175. RAO, K (1972) "Equivalent risk class hypothesis: an empirical study", 
Journal of Financial and Quantitative Analysis, June 1972, pp. 1763-1771. 
176. ROBICHECK, A& MYERS, S (1965) Optimal financing decisions , Prentice- 
Hall, Englewood Cliffs, New Jersey. 
177. ROBICHECK, A& MYERS, S (1966) "Conceptual problems in the use of 
risk-adjusted discount rates", Journal of Finance, Vol. 21, December, 
pp. 727-730. 
-376- 
178. ROOSTA, A (1979) "A risk and reliability management appraisal of 
company failure", PhD Thesis, University of Bradford. 
179. ROSENBERG, B& MCKIBBEN, W (1973) "The prediction of systematic and 
specific risk in common stock", Journal of Financial and Quantitative 
Analysis", March, pp. 317-333. 
180. ROTHSCHILD, M& STIGLITZ, J (1970) "Increasing risk: I. A definition", 
Journal of Economic Theory, Vol. 2, pp. 225-243. 
181. ROTHSCHILD, M& STIGLITZ, J (1971) "Increasing risk: II. Economic 
consequences", Journal of Economic Theory, Vol. 3, pp. 66-84. 
182. SAKAMOTO, Y& AKAIKE, H (1977) "Analysis of cross classified data 
by AIC", Ann. Inst. Statist. Math. B., pp. 30-31. 
183. SALAZAR, R& SEN, S (1968). "A simulation model of capital budgeting 
under uncertainty", Management Science, Vol. 15, No. 4, December, 
pp. 161-179. 
184. SAMPSON, A (1969) "Measuring the rate of return on capital", The 
Journal of Finance, Vol. 24, No. 1, March, pp. 61-74. 
185. SAMUELSON, P (1967) "General proof that diversification pays", Journal 
of Finance and Quantitative Analysis, Vol. 2, March, pp. 1-13. 
186. SAMUELSON, P (1970) "The fundamental approximation theorem of portfolio 
analysis in terms of means, variances and higher moments", Rev. Econ. 
Stud., Vol. 37, October, pp. 537-542. 
187. SAVAGE, L (1951) "The theory of statistical decision", Journal of 
the American Statistical-Association, Vol. 46, No. 253, March, 
pp. 55-67. 
188. SAVAGE, L (1954) The foundations of statistics , Wiley, New York. 
189. SCHLAIFER, R (1959) Probability and statistics for business decisions 
McGraw Hill, New York. 
190. SHARPE, W (1963) "A simplified model for portfolio analysis", 
Management Science, Vol. 9, No. 2, January, pp. 277-293. 
191. SHARPE, W (1964) "Capital asset prices: a theory of market equilibrium 
under conditions of risk", Journal of Finance, September, pp. 425-444. 
192. SHUSTER, J (1968) "On the inverse Gaussian distribution function", 
J. Amer. Statist. Ass., December, pp. 1514. 
193. SMITH, G (1979) Engineering economy: analysis of capital expenditures 
3rd Ed., Amer. Iowa University Press. 
194. SMITH, M (1970) "Probability models for petroleum investment decisions", 
Journal of Petroleum Technology, May. 
195. SOLOMON, E (1963) "Leverage and the cost of capital", Journal of Finance, 
Vol. 18, May, pp. 273-279. 
-377- 
196. SPETZIER, C (1968) "The development of a corporate risk policy for 
capital investment decisions", IEEE Trans. in Systems Science and 
Cybernetics, Vol. SSC-4, No. 3, September, pp. 279-299. 
197. STAMP, E& MARLEY, C (1970) Accounting principles and the city code: 
the case for reform , Butterworths, London. 
198. STEKLER, H (1963) "Profitability and size of the firm", Institute of 
Business and Economic Research, University of California. 
199. STIGLER, G (1973) Capital and rates of return in manufacturing 
industries , Princeton 
University Press, Princeton. 
200. STURGES, H (1926) "The choice of a class interval", Journal of 
American Statistical Association", Vol. 21, pp. 65-66. 
201. SWALM, R (1966) "Utility theory: insights into risk taking", Harvard 
Business Review, November-December, pp. 123-136. 
202. TAFFLER, R (1976) "Finding those companies in danger", Accounting Age, 
July 16th. 
203. TANABE, K (1974) "Statistical regularisation of a noisy ill-conditioned 
system of linear equations by Akaike's information criterion", Research 
Memo No. 60, The Institute of Statistical Mathematics, Tokyo, Japan. 
204. THOMPSON, E (1976) "Mathematical programming the capital asset pricing 
model and capital budgeting of interrelated projects". Journal of 
Finance, Vol. 31, No. 1, pp. 125-131. 
205. THUESEN, G (1976) "Where is the research in applications ? ", Readers' 
Forum, The Engineering Economist, Vol. 21, No. 1, p. 8. 
206. THUESEN, H et al (1977) Engineering economy , Prentice-Hall, Englewood 
Cliffs, New Jersey. 
207. TSIANG, S (1972) "The rationale of the mean-standard deviation analysis, 
skewness preference, and demand for money", Amer. Econ. Rev., Vol. 62, 
June, pp. 354-371. 
208. TSIANG, S (1974) "The rationale of the mean-standard deviation analysis: 
reply and errata for original article", Amer. Econ. Rev., Vol. 64, 
July, pp. 442-450. 
209. TUKEY, J (1962) "The future of data analysis", Ann. Math. Statist., 33, 
pp. 1-67. 
210. TWEEDIE, "IN (1957a) "Statistical properties of inverse Gaussian 
distribution I", Annal. of Math. Statist., Vol. 28, p., 362. 
211. TWEEDIE, M (1957b) "Statistical properties of inverse Gaussian 
distribution II", Annals. of Math. Statist., Vol. 28, p. 696. 
212. VAN HORNE, J (1975) Financial management and policy , Prentice Hall London. 
-378- 
213. VAN HORNE, J (1976) "The variation of project life as a means for 
adjusting for risk", The Engineering Economist, Vol. 21, No. 3, 
Spring, pp. 151-158. 
214. VON NEUMANN, J& MORGENSTERN, 0 (1953) theory of games and economic 
behaviour , Princeton, 
New Jersey. 
215. WALD, A (1950) Statistical decision theory , Wiley, New York. 
216. WALPOLE, R& MYERS, R (1978) Probability and statistics for engineers 
and scientists , 2nd Ed., McMillan, 
New York. 
217. WASAN, M& ROY, 'L (1969) "Tables of inverse Gaussian percentage points", 
Technometrics, Vol. 11, No. 3. 
218. WEINGARTNER, M (1963) Mathematical programming and the analysis of 
capital budgeting problems , Prentice Hall, Englewood Cliffs, New 
Jersey. Reprinted: Markham Pub. Co., Chicago 1967. 
219. WEINGARTNER, It (1966) "Capital budgeting of risky interrelated projects: 
survey and synthesis", Management Science, Vol. 12, No. 7, March, 
pp. 485-516. 
220. WEINGARTNER, 11 (1969) "Some new views on the payback period and capital 
budgeting decisions", Management Science, Vol. 15, No. 12, August, 
pp. B594-B607. 
221. WEISS, L (1963) "Average concentration ratios and industrial performance" 
Journhl of Industrial Economics, Vol. 11, No. 3, July, pp. 237-254. 
222. WESTON, F& BRIGHAM, E (1975) Managerial finance , Dryden Press, 
Hinsdale, Illinois. 
223. WHITMORE, G (1970) "Third degree stochastic dominance", American 
Economic Review, Vol. 60, pp. 457-459. 
224. WALLE, B (1967) "A statistical analysis of risk in investment projects", 
Operational Research Quarterly, Vol. 18, No. 1, March, pp. 13-33. 
