In this paper we present a Markov-Functional hybrid interest rate / foreign exchange model which allows calibration to given market volatility surfaces in both dimensions simultaneously. This is achieved by extending the approach introduced in [8] by a functional for the foreign exchange rate (FX) which allows a fast, yet accurate calibration to a given market FX volatility surface. This calibration procedure comes as an additional step to the known calibration of the LIBOR functional, resulting in an efficient implementation.
INTRODUCTION

Introduction
Markov-Functional models were first considered by Hunt, Kennedy and Pelsser [12] (2000), see also [10] , [16] and, independently, by Balland and Hughston [2] (2000). The LIBOR Markov-Functional model models a market rate, the forward LIBOR as a functional of a low dimensional Markovian process. Thus, as for low dimensional short rate models, a Markov-functional model may be implemented in a low dimensional lattice, resulting in a fast and robust pricing algorithm. Since we are free to choose the underlying Markov process, we may restrict ourselves to a class of processes for which large time-step conditional expectations are given by a convolution with a transition probability that is known analytically. This enables us to use large time-steps by numerical integration with an analytic integration kernel, thus further improving the efficiency of the overall algorithm.
Since the LIBOR Markov-Functional model models a market rate, the market prices of corresponding options (given as implied Black volatilities) are the natural calibration products, similar to a LIBOR market model [3] . Due to the setup of Markov-Functional models it is possible to infer the shape of the functional directly from such market option prices, hence reproducing the market implied terminal distribution of the underlying forward rate. Thus, the calibration to implied volatility is fast, robust and exact. From the LIBOR functional we may then calculate the functional of the numéraire, which finally defines the (single currency) model.
Alternatively, the numéraire functional of the interest rate Markov functional model may be calibrated to options of other rates, e.g., swap rates, as long as there is a formula expressing the numéraire in terms of the modeled rate (i.e., as long as the model is closed in some sense), see [7] .
Furthermore, the underlying Markov process leaves enough freedom to capture important market features like forward rate autocorrelations. These maybe used to calibrate to swaption prices or bermudan option prices.
The hybrid Markov-Functional model extends the single-currency interest rate Markov-functional model to a consistent model of the joint evolution of interest rates and another stochastic underlying. As the second underlying we consider the FX rate but this could also be an equity process. The hybrid Markov-Functional model was first introduced independently by Fries & Rott [8] and also by Antonov & Lee [1] in 2004. These approaches focus on the general theory and provide specimen examples of how to model a flat volatility surface for the second underlying. In [8] , the functionals considered for the second underlying were given by a one-parameter family. In this paper we replace this functional by a more general family of functionals which allows robust calibration to a given FX volatility surface exhibiting smile/skew effects.
The model can be extended straight forwardly to a full fledged cross cur-rency model featuring stochastic foreign interest rate (or a full fledged equity hybrid model featuring stochastic dividend curves).
Outline of the Paper
In Section 3 we introduce the single currency Markov-Functional Model as published by Hunt, Kennedy and Pelsser in [12] . We suggest further enhancement to the model to improve the accuracy of the Swaption smile as replicated in the model. In Section 4 we reconsider the approach by Fries and Rott [8] . They have already pointed out that a flat volatility surface can be captured by an exponential functional form modeled over a normal distributed driving process. We introduce a functional form which will fit a general volatility smile in the second underlying (FX). The calibration procedure is an additional step which retains the calibration to the volatility smile in the first underlying (LIBOR).
We will conclude by presenting some numerical results obtained from its implementation in a two dimensional Lattice.
Preliminaries and some Notation
The ideas presented in this paper rely on knowledge of the general L 1 theory of option pricing. A full and rigorous treatment of the background theory can be found in e.g. [6] , [10] . The notation used here corresponds to the one in [6] .
Let (Ω, {F t }, F, P) denote a filtered probability space where F t is the augmented natural filtration generated by a Brownian motion W .
A pure discount bond or zero coupon bond paying unit amount at time T is an {F t }-adapted stochastic process defined on the filtered probability space (Ω, {F t }, F, P) for 0 ≤ t ≤ T denoted by P (T ). T is called the maturity of the Bond. P (T ; t) denotes the time t value of the Bond and defines a {F t }-measurable random variable, while P (T ; t, ω) denotes its value for some path ω ∈ Ω.
Respectively the forward LIBOR for the time period [S, T ] will be denoted by L(S, T ), its value at time t by L(S, T ; t). L(S, T ; t, ω) denotes its value for some path ω ∈ Ω. L(S, T ) is determined by chapter we summarize the ideas given in [12] , [10] , [16] and [8] . Moreover we describe some enhancements and give suggestions for further optimizations.
The defining characteristics are:
• The numéraire, and hence, pure discount bond prices are a function of some low dimensional process which is Markovian in the corresponding martingale measure ⇒ Implementation is efficient.
• The freedom to choose the functional form connecting the driving process to the bond prices ⇒ Possible to fit the marginal distributions of market interest rates, smiles & skews.
• The freedom to choose the law of the driving process ⇒ Allows realistic modelling, to capture the joint distribution of the considered interest rates.
Definition 1 (Markov-Functional):
An interest rate model is said to be Markov-functional if there exists some numéraire N , a corresponding equivalent martingale measure Q and some real-valued stochastic process X such that:
• The process X is a Markov process under the measure Q.
• The numéraire N is a price process, a stochastic process of the form
T is the model horizon.
Remark 2 (Notation):
We use the same letter N both for the stochastic process N : [0, T ] × Ω → R and the functional N : [0, T ] × R → R. This ambiguity is actually not relevant, since in the following we postulate that the stochastic process is represented by the functional. In all cases it is clear from the arguments: N (t) denotes the stochastic process at time t, while N (t, ξ) denotes the functional at time t and state ξ.
Remark 3 (Numéraire): The numéraire might be relaxed to a (specific) path dependent process, depending on {X(s)} s<t . This is relevant for an implementation in the spot rate measure 2 , see [8] . 2 We actually think that implementation in the spot rate measure has considerable numerical advantages over the terminal measure. Further research is in preparation.
For complete specification of a Markov-Functional Model it is sufficient to know (i) The law of the process X under Q.
(ii) The functional form of the numéraire ξ → N (t, ξ) for 0 ≤ t ≤T .
From this we can recover the discount factors prior to the time horizon via the martingale property for numéraire rebased assets under Q by the fundamental valuation formula 3 :
P (S; t) = P (S; t, X(t)),
{X(t) = ξ} .
The Interest Rate Markov-Functional Model under the Terminal Measure
We consider a tenor structure, i.e., a time discretization of the interval [0,T ] into n sub-intervals given by 0 =:
Specification of the model:
where W is a Q-Brownian motion, adapted to the filtration {F t }.
Free Parameters: The free parameters of the model are (i) the specification of the driving process X, i.e. the deterministic function σ(t) (the instantaneous volatility of the Markovian driver), and,
(ii) the specification of the numéraire functional ξ → N (T i , ξ) for all 0 ≤ i ≤ n.
For the time being we leave t → σ(t) unspecified. It will be analyzed later. Under the assumption of a given σ, we derive the numéraire functional from LIBOR's functionals. The LIBOR functional are inferred, i.e. calibrated from market option prices (caplets). This gives us the LIBOR Markov-Functional Model. 3 See [10] 4 Again, we use the same symbol P , both for the stochastic process and for the functional.
Calibration to Caplets
By definition the LIBOR L i , seen on its fixing date T i is given by
Applying the valuation formula conditional to {X(T i ) = ξ} we get:
Thus, given the functional ξ → L i (T i , ξ) representing the LIBOR rate, this gives a backward induction step
The induction start is trivially given by N (T n , ξ) = 1 ∀ξ.
The induction step from T i+1 → T i : We calibrate the model to digital caplets which is the same as calibrating the model to caplets, see [8] .
Assume that the numéraire functionals N (T k ) are known for k ≥ i + 1. Let V market K,T i (T 0 ) denote the market price of the digital caplet with fixing date T i , paying
Furthermore assume that these prices are monotone in K 5 and known for arbitrary strikes K.
We model the functional ξ → L(T i , ξ) as a monotone function in ξ. For a fixed x * ∈ R the payoff of a digital caplet with strike L(T i , x * ) and payment date T i+1 is then given by
Hence the model price is
Note that the right hand side can be calculated for any given x * from the information available from the previous induction step, namely ξ → N (T i+1 , ξ), and does not depend on L i (T i ). We will thus write
The requirement to have the model calibrated to market prices for each strike
From this we find L i (T i , x * ) = K by inverting the market-price formula. As a result this method gives functionals ξ → L i (T i , ξ), monotone in ξ, calibrated to caplets of all strikes.
Calibration of the Model Dynamic
Instantaneous Volatility of the Markovian Driver
The as yet unspecified parameter σ controls the autocorrelation between the different time steps and therefore the mean reversion of the model. If we choose σ t = exp(at) the parameter a will be referred to as the mean-reversion parameter of the model. The parameter a induces a mean reversion on
For a detailed discussion see [16] , [12] .
The instantaneous volatility t → σ of the Markovian driver acts as scaling to the instantaneous volatility of L i (t), while the functional itself only determines the terminal distribution, i.e., the distribution of L i (T i ). Thus, σ determines when volatility is accumulated. In other words, σ determines the forward volatility of the LIBOR rates and thus the forward volatility of all other rates being a function of LIBOR rates, e.g., swap rates.
Hence, σ can be used to calibrate products which depend on the forward volatility structure like swaptions with different maturities or bermudan options with different underlyings. 6 
Drift of the Markovian Driver
The definition of the Markovian driver can be generalized to include a drift term:
It indirectly determines where the mean reversion leads to, the mean-reversion level, thus leaving us free to calibrate for more than one additional option (e.g., swaption or bermudan option) at each time T i making the model more realistic. 7 6 Of course, σ has no effect on the rate calibrated through the specification of the numéraire functional (in our example in Section 3.1.1 L i (T i ). 7 Note: Since the drift term makes the driver path dependent, its handling is much more straightforward in the spot measure than in the terminal measure.
For our discussion the final extension of the single currency model is to allow a(t) in σ(t) = exp(a(t)t) to be time dependent, enabling us to calibrate swaptions to each option maturity T i in stead of a global least square fit approach.
Further Reading
The interested reader will find several papers about a multidimensional extension of the single currency model, for example [11] , [9] , [17] , where a higher dimensional driving process for the numéraire process and therefore for the bonds is considered. This leads to even greater flexibility in the joint distribution. For an introduction to the Markov-functional model see [6] . See [7] for an in-depth discussion of the calibration of the model dynamics.
The Hybrid Markov-Functional Model
After this review of the single currency model we are now ready to introduce a two-dimensional Markov-functional model in the sense that we consistently model two underlyings at the same time. Here we will consider the second underlying to be the stochastic FX rate but we will see that this is arbitrary and we could just as well model an equity process.
The Hybrid Markov-functional model was first introduced independently by C. Fries and M. Rott [8] and by A. Antonov and H. Lee [1] in 2004. Antonov and Lee work with an exponential functional form for the second process. Fries and Rott also consider this approach as one example but point out that this will only model a flat volatility surface and suggest further research on this topic. In this chapter we extend the approach by Fries and Rott by introducing a functional form to fit smile effects and considering the degrees of freedom given.
The Model
In addition to the single currency Markov-functional interest rate model we introduce 8 (i) a process Y , which is a Markov process under the measure Q (ii) a second underlying U as a price process, a stochastic process of the form
where (t, ·) −→ U (t, ·) is a deterministic function. 9 No-Arbitrage Constrain: To guarantee that the model is arbitrage-free we have to make sure that
is a martingale under Q, i.e.,
This can be satisfied by choosing the correct drift of the driving process Y .
Specification: To completely specify the two-dimensional Markov-Functional Model it is sufficient to specify (i) a single currency Markov-Functional Model as introduced in the previous chapter
(ii) the law of the process Y under Q (iii) the functional form of the second underlying η → U (t, η) for 0 ≤ t ≤T where the choice of Y and U are restricted by the no-arbitrage condition from above.
From this we can price any {F t }-measurable non path-dependent derivative which depends on no more than the term structure of the interest rate and the second underlying. For the valuation we use the fundamental valuation formula [10] . This is postulated by the martingale property for numéraire rebased tradeable assets of the economy under Q .
Free Parameters: The desirable free parameters of the model are (i) The free parameters of the one-dimensional model.
(ii) The variance of the driving process Y .
(iii) The co-variance between the processes X and Y .
(iv) The specification of the functional U .
Role of the Drift of the Markovian Driver
In the single currency Markov-Functional Model we could arbitrary choose a driving process without imposing any restrictions on the functional form of the LIBOR. The model would always remain arbitrage free and we first naturally opted for a zero-drift process.
In the two-dimensional model the freedom to choose a Y -drift is gone, as for a given functional U we now need a corresponding drift for the model to remain arbitrage free. If we would a priori insist on a specific drift, e.g. a zero drift, specifying the functional form of U (T , ·) would automatically determine all other functional forms U (t, ·), 0 ≤ t ≤T by the martingale property from above. The only free parameter remaining for U would be the variance of the process Y . The reason for the 'freedom' to choose the drift for the process X is due to the ability to choose the numéraire functional. Because of
Conversely, for any functional form ξ → P (T i+1 ; T i , ξ) we may choose the
This freedom is gone once the numéraire has been chosen. One can either choose a zero drift and sacrifice the calibration of FX products to solve the no-arbitrage condition by the FX functional, or ,if one wants to calibrate a general FX volatility surface in addition to an existing IR MarkovFunctional, one has to introduce a drift. We will consider the latter approach.
A three factor cross currency model with zero-drift Markovian drivers was considered by Johnson and Dutra [13] . Their model features three driving processes modeling the three stochastic processes: domestic interest rates, foreign interest rates and the FX process, all having zero drift. The focus is on calibration of a general volatility surface in the domestic and foreign interest rate. The calibration of the FX functional is sacrificed to satisfy the no-arbitrage condition. However, the model still allows calibration of ATM FX options. They stress that this approach is especially applicable to the valuation of quantos. Using Markovian driver without a drift has allows for a much faster numerical implementation since: One does not have the additional step of solving a drift condition and calibration decomposes into three independent one-dimensional problems.
Specification of the driving processes
where
4.2 The Two-Factor Cross-Currency Model (stochastic FX rates)
In the two-factor cross currency model we model stochastic domestic interest rates and stochastic FX rates. The required foreign interest rates will be assumed to be deterministic -for the time being. In this case, we chose as the underlying U the foreign bond in domestic currency (this is a traded asset for the domestic investor),i.e. U (T i , Y T i ) = F X(T i , Y T i )P (T n ; T i ) whereP denotes the deterministic price process of the foreign discount bond. That means we directly calibrate the functional form F X(T i , ·).
THE HYBRID MARKOV-FUNCTIONAL MODEL
The drift condition can be rewritten in term of the F X functional as:
The General Calibration Procedure
In the two-dimensional model we have a dependency between the functional form at time T i and the drift of the driving process up to time T i . This requires a forward calibration and determination of the whole functional before calculating any model prices. We can no longer calibrate the functional pointwise as in the first dimension. Instead we choose a family of reasonable functionals with enough free parameters to allow a good fit to market prices. We proceed by forward induction over the maturities. Obviously we set F X(0) to be the current FX spot rate observed in the market. For the calibration of F X(T i+1 , ·) a multi-dimensional optimizer 10 is used, where in each iteration step we calculate F X(T i+1 , ·) from the parameters proposed by the optimizer, then the drift µ(T i , ·, ·) is adjusted to fulfill the drift condition, then model prices of FX-options with different strikes can be calculated and compared to the corresponding market prices, which defined the objective function of the optimizer. As an initial guess for the functional form we may use the functional F X(T i ) of the previous calibration step.
In other words, the calibration proceeds as follows: For each i = 0, . . . , n − 1:
• Optimize the F X(T i+1 ) functional with a multi-dimensional optimizer, where the objective function (calibration error) is calculated as follows:
-set the F X functional's parameters from the optimizer's guess.
-solve and set corresponding drift.
-calculate model prices for selected options on F X(T i+1 ) (the calibration products)
-calculate the calibration error as the deviation from the corresponding market prices (e.g., root mean square).
• set F X(T i+1 ) using the optimal parameters
• solve and set corresponding drift.
• proceed with the next maturity
Calibration of a Flat FX Volatility Surface 4.3.1 The Functional Form
As a functional form 11 in the case of a flat volatility surface we choose:
and the driving process is given, as stated above, by
Implied Volatility Smile: This setup is consistent with a log-normal dynamic of the F X which implies a flat FX volatility. Consider
then we get by Ito's formula
This can be rewritten in the proposed Markov functional form
The drift of the dynamical model (4.1) is such that the drift condition is fulfilled, hence the dynamical model (4.1) produces the same distribution for F X(T i ) as the proposed Markov functional model.
The Drift Equation for ρ = 0
In the case of zero instantaneous correlation, the drift equation can be simplified to
The last form is advantageous, since the expectation is only a one dimensional integral (whereas the general case involves a two dimensional integral).
Analytic Solution of the Drift Equation:
For ρ = 0 and the above functional form F X(t, ·) we can find an analytic solution for µ. It is
The Numerical Solution of the Drift Equation
Within a numerical implementation of the model the analytical solution of the drift equation will not provide an arbitrage-free model due to the discretization error. The analytic drift is a good guess in the center of the grid. Here the approximation error of the numerical implementation is small. At the sides, the extrapolation error implies that the analytic drift formula no longer fulfills the (numerical) drift equation. The first evidence for a drift which is not consistent with the drift equation with respect to the integration and extrapolation method used is an error in the FX-forward. Furthermore the above calculation holds only for ρ = 0.
To guarantee that the numerical model is arbitrage-free we need to solve the drift equation numerically for every conditional state (x, y) at every time step T i → T i+1 with a one dimensional root finder.
Calibration of a general FX Volatility Surface 4.4.1 The Functional Form
To fit smile effects we suggest the same form as the one for a flat calibration with two local correction terms 12 : , see Figure 4 .1 for an example. Keep in mind that these additional terms also have an impact on the drift. Here the radius is much larger. Hence, a change of one of these correction terms will change all F X option prices even if c is large.
The Drift Equation
With the correction terms we have not been able to find an analytic solution for the drift equation, and, as we have seen in the flat case, the analytic solution is not the best choice anyway. So we are using the numerical drift calculation from above.
How this functional generates a smile effect and how to choose the parameters
The local correction terms have the effect that if d is positive the probability density function of the r.v. FX shifts mass from the left of m to the right and vice versa if d is negative. With the two correction terms placed on each side of ATM we can create the fat tails which generate the smile effect of the volatility surface.
To fit the volatility smile we use an ATM, one in and one out of the money FX-option. It seems to be best to chose m 1 and m 2 in the middle of these three in terms of the driving process Y . a T i is chosen such that the ATM strike corresponds to Y T i = 0. We chose the corresponding c to be a function of the distance between the point m 1/2 and ATM, c 1/2 = const m 2 1/2 . To stabilize the calibration procedure the constant left to determine c has to be large enough to ensure that the correction terms does not effect the functional form at the sides of the grid, but small enough to have a smooth effect around m 1/2 . If c exceeds its lower limit the modeling range changes according to the change in the correction term, which has the consequence that the solver will become unstable.
Free Parameters
Remark 4 (σ, ρ): We are still left with the free parameter σ which can be used to calibrate auto-correlation dependent products and the parameter ρ to choose the correlation between the FX and the domestic interest rate processes. If there is no need to adjust σ one should use σ(t) = exp(at) with a such that the parameter b does not move too far away from its value at T 1 over time. This guarantees firstly that the ratio of σ of the FX rate and the driving process stays the same over time and secondly that the model has greater numerical quality.
Numerical Results
The Interest Rate Calibration
For the interest rate calibration we observe the typical calibration accuracy of the standard Markov-Functional approach: The neglectable calibration deviation s due to the difference of the interpolation/extrapolation of between given market strikes for the market date and given grid points for the model.
In Figure 5 .2 the graph on the left shows some caplet market data in terms of a implied volatility surface plotted against the option maturity and it's absolute moneyness. On the left we got the corresponding caplet prices. The data is generated from market cap prices by a bootstrap algorithm. A preprocessing of the data makes sure that it is arbitrage free. There are different methods, but this is beyond the focus of this paper. The graphs in Figure 5 .3 show the difference between the preprocessed market data and the model output. The left shows the difference in terms of the implied volatility and the right in terms of caplet prices. The difference in the implied volatility is less than 0.1% and just a fraction of a base point in caplet prices. Figure 5 .4 shows the calibration accuracy of a global calibration of the mean reversion (parameter a) to coterminal swaptions. Here the difference between the market implied volatility and the model implied volatility plotted on the y-axes is rather large reaching 1% for an option maturity, x-axes, of 26 years. Depending on the use case one would like to improve this by a time dependent calibration of the mean reversion. 
The FX Calibration
Definition 5 (Standardized Moneyness):
The Standardized Moneyness 13M for an underlying S is defined aŝ
whereσ i is the implied Black ATM volatility for a call option with maturity T i on S, and F S(T i ) denotes the forward as seen today of the underlying. K is the value of the corresponding strike at time T i .
This moneyness term is close to a denomination of how many standard deviations the strike K is apart from ATM. (If we have smile effects this is not exactly the case but still a sufficient measure.)
The following charts are plotted against the standardized moneyness. In Figure 5 .5 we show some FX call option's market data plotted against the option maturity and the standardized moneyness. The left is the implied volatility and the right call option prices. The extrapolation of the market data on moneyness is set to constant volatility. In Figure 5 .6 we observe that the suggested parametrization of the functionals overall leads to a very good fit of the market data with an maximum difference in implied FX volatility of 0.2% (left) and fractions of a base point in FX call option prices (right) in the range of −160M to +160M . This is more than we need in most applications. However there is a slight twist in the volatility curve over time, which leads to an unstable calibration (for the sample data after about 22 years). This effect is due to the implementation with zero correlation between the domestic interest rate and the FX rate.
A discussion of the implementation and suggestions for further optimization can be found in [7] .
Numerical Performance of the Model
The numerical performance of the model depends on the efficiency of the numerical integration used for the conditional expectation operator.
The two factor model used to generate the results above used a simple, non-optimized implementation of the convolution of a piecewise polynomial functional against the gaussian kernel. Calibration was performed in a few minutes, pricing in few seconds on a standard 2006 desktop computer.
Since the performance of the model depends so much on the numerical methods used, detailed timings are hardly informative. Instead we make some more qualitative remarks on the numerical performance of the two and three factor Markov functional models.
For the single currency (one dimensional) model, the number of grid points per maturity has to be at least as large as the number of calibration instruments per maturity. Working with n grid points per maturity (we found n = 31 sufficient) will require at most n calculations of the implied volatility and a corresponding conditional expectation. Within the one dimensional model calibration of the functionals and product pricing is almost instant. For the two dimensional model the main factors are:
• The valuation of the calibration products involve a two dimensional integration. If we precalculate the expectation operator as suggested in [8] the time to calibrate the FX process is still linear in the number of time steps.
• In each iteration to solve for the FX functional at T i , we recalculate the drift of the second driving process and therefor have to rebuild the expectation operator from T i to T i−1 .
• The expectation operator is the most expensive in terms of computational time. As the drift depends on both dimensions the rebuilt takes the number of x-states longer than in one dimension and has to be redone in every solver iteration.
The additional overhead of a two or three factor model can be parallelized. Thus, a full fledged three-factor Markov functional model can be implemented without any increase of the real time calculation using the computational power of modern multi-processor (multi-core) computers.
Conclusion and Outlook
In this paper we have reviewed and extended the theory of a hybrid interest rate / fx Markov-functional model as it had been introduce by [8] in 2004. We extended the setup such that it provides a consistent interest rate / fx hybrid model with an almost perfect smile fit in both underlyings at the same time.
As we pointed out earlier, there is still a lot of research to be done. Just one example is that while we model the term structure under the terminal measure, an implementation under the rolling spot measure as described in [8] might in fact lead to even better outcomes. It makes better numerical features possible as discussed in [7] . In other papers dealing with the Markov-Functional Model there are several extensions and improvements to the single currency model which can now be combined with or even extended to the hybrid model.
Meanwhile more such extensions were published, among them we would like to mention the recent work of [14] , where an n-dimensional Markov functional model is presented in spot measure. To cope with the then high dimensional integrals a Monte-Carlo implementation is proposed. This approach could also be considered to implement a hybrid Markov functional model, where high dimensional integrals can become a challenge, e.g., when considering stochastic foreign interest rate.
