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Abstract
Person re-identification (ReID) under occlusions is a challenging problem in video surveillance. Most of existing person ReID
methods take advantage of local features to deal with occlusions. However, these methods usually independently extract features
from the local regions of an image without considering the relationship among different local regions. In this paper, we propose a
novel person ReID method, which learns the spatial dependencies between the local regions and extracts the discriminative feature
representation of the pedestrian image based on Long Short-Term Memory (LSTM), dealing with the problem of occlusions. In
particular, we propose a novel loss (termed the adaptive nearest neighbor loss) based on the classification uncertainty to effectively
reduce intra-class variations while enlarging inter-class differences within the adaptive neighborhood of the sample. The proposed
loss enables the deep neural network to adaptively learn discriminative metric embeddings, which significantly improve the general-
ization capability of recognizing unseen person identities. Extensive comparative evaluations on challenging person ReID datasets
demonstrate the significantly improved performance of the proposed method compared with several state-of-the-art methods.
Keywords: Person re-identification, occlusion, long short-term memory, adaptive nearest neighbor loss
1. Introduction
Matching pedestrians across different camera views, known
as person re-identification (ReID), is a challenging task in com-
puter vision [1, 2, 3, 4, 5, 6]. One key challenge of person ReID
is the significant appearance variations caused by occlusions in
pedestrian images.
There are two major components in the conventional per-
son ReID methods: 1) the effective feature descriptor (such as
SCNCD [7], gBiCov [8], and LOMO [9]) to characterize the
pedestrian image, and 2) the suitable metric (such as LADF
[10], KISSME [11], and XQDA [9]) to compare the similar-
ity between pedestrian images. With the popularity of deep
learning, several deep learning based person ReID methods
[12, 13, 14, 15, 16] that effectively incorporate these two com-
ponents into an integrated framework have been developed.
Generally, the deep learning based methods automatically learn
discriminative image representations based on large scale im-
age data, which have shown to be highly robust to pedestrian
appearance variations.
Partially occluded pedestrians are ubiquitous in person ReID.
To deal with the problem of occlusions, several methods [17],
[18] have been proposed by taking advantage of the part-based
network architectures to learn representations from different lo-
cal regions of pedestrian images. For example, in [17], the au-
thors firstly split the pedestrian images into three overlapping
local regions, and then apply a three-channel Convolutional
Neural Network (CNN) architecture to learn discriminative lo-
cal features from these regions. However, this method may suf-
fer from the problem of spatial misalignment (recall that the
local features are separately learned). Recently, Zhong et al.
[19] propose to perform data augmentation with random eras-
ing, which addresses the problem of occlusions to some extent.
However, this method does not exploit the relationship of spa-
tial structure in the pedestrian image, which can be beneficial
for person ReID.
Recently, Recurrent Neural Network (RNN) has shown the
powerfulness in handling sequential data due to its great ca-
pability of storing the representations of recent inputs. As an
effective RNN, Long Short-Term Memory (LSTM) [20] can
properly capture the temporal/spatial dependencies. In this pa-
per, inspired by the success of LSTM, we propose to model the
spatial dependencies among different local regions of pedes-
trian images based on LSTM to handle the problem of occlu-
sions. By making use of the internal gating mechanism of the
LSTM cells, the proposed method effectively extracts the in-
trinsic feature representation by memorizing the spatial corre-
lations and ignoring confusing distractors (i.e., occluded local
regions), thus leading to performance improvements for person
ReID under occlusions.
The loss function plays an important role in deep learning
for the task of person ReID, which aims to learn separable and
discriminative deep features. A commonly used loss function,
termed the triplet loss [21], can significantly improve the capa-
bility of distingushing different classes. However, how to gen-
erate high-quality triplets (i.e., hard triplet mining) to ensure
training efficiency is not a trivial task, since many triplets are
uninformative. Moreover, the triplet loss often suffers from the
problems of slow convergence and poor local optima, partially
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Figure 1: The overall framework of the proposed method.
due to the fact that a single triplet only considers the pairwise
distance between the anchor and the positive (negative) sample.
In this paper, to overcome the above problems, we propose
an Adaptive Nearest Neighbor (ANN) loss based on the clas-
sification uncertainty, maintaining a large margin between the
inter-class distance and the intra-class distance within the adap-
tive neighborhood of each sample. In fact, the ANN loss can be
viewed as the generalization of the triplet loss. Compared with
the triplet loss, the proposed loss effectively exploits the neigh-
borhood information (the distance between the anchor and the
neighborhood of each positive/negative sample) of the training
data. Therefore, the selected triplets are informative, making
the training process quickly converge.
The main contributions are summarized as follows. 1) We
propose to exploit the spatial dependencies between the local
regions of pedestrian images based on LSTM, which signif-
icantly improves the performance of person ReID under oc-
clusions. LSTM effectively memorizes the spatial correlations
and automatically encodes the spatial information so as to re-
duce the noises caused by occlusions. 2) We develop an adap-
tive nearest neighbor (ANN) loss, which takes advantage of the
neighborhood information to learn adaptive deep metric embed-
dings based on the classification uncertainty. Experimental re-
sults show the superiority of the proposed method compared
with the state-of-the-art methods on several challenging person
ReID datasets.
2. The proposed method
In this section, we firstly introduce the overall framework of
the proposed method in Section 2.1. Then, the spatial encoded
local features which exploit the spatial dependencies based on
LSTM, are given in Section 2.2. Finally, the proposed ANN
loss is formulated in Section 2.3.
2.1. Overall framework
The overall framework of the proposed method is illustrated
in Fig. 1. For each input pedestrian image I, we firstly use a
base convolutional neural network (in this paper, ResNet [22]
is used due to its superiority), to extract mid-level convolutional
feature maps. For notational simplicity, we refer to the output
of the last convolutional layer of ResNet as g(I) for each input
image. Specifically, the last convolutional layer is denoted as
g ∈ RC×H×W (C = 512, H = 8, W = 4 in this paper), where H
and W denote the spatial size (i.e., height and width) of the last
convolutional layer and C is the number of feature channels.
Secondly, the global features and spatial encoded local fea-
tures (SELF) are respectively extracted in the global and local
branches. In the global branch, we extract the global features
by applying global average pooling (GAP) to the mid-level fea-
ture maps to capture high-level semantics. Meanwhile, in the
local branch, the local features are extracted by applying aver-
age pooling (AP) to each row of the mid-level feature maps, and
then using a 1 × 1 convolutional layer to reduce the number of
feature channels from C to c (c = 128 in this paper). These local
features are fed into the LSTM layer to learn the spatial depen-
dencies between different local regions of the input pedestrian
image (see Section 2.2). The output of LSTM layer is SELF,
which is represented as L ∈ Rc. Thirdly, the global features
and SELF are concatenated to represent the pedestrian image,
which contains complementary information from the different
levels of semantics, following a fully-connected (FC) layer to
get a compact representation. Finally, the deep neural network
is jointly optimized by the softmax loss and the proposed adap-
tive nearest neighbor loss (see Section 2.3).
2.2. Spatial encoded local features (SELF)
In this section, SELF is extracted to effectively capture
the dependencies of spatial structure in the pedestrian image.
Specifically, the pedestrian image is decomposed into a se-
quence of local regions from head to foot, where each local
region has a relatively fixed position due to the prior knowledge
about the human body structure. Based on the local regions, dif-
ferent local features are extracted accordingly. In this manner,
all local features are treated as a spatial sequence. Following
that, the sequence data consisting of all the local features are
represented as S t ∈ Rc (t = 1, · · · ,H), where S t is the local fea-
tures in each row and H denotes the sequence length (i.e., the
number of local regions). The LSTM layer sequentially accepts
the input local features and the hidden state ht ∈ Re at each step
t is obtained using the following equations (e is the number of
hidden units of the LSTM layer. In this paper, we empirically
set e to be equal to c).
it
ft
ot
gt
 =

sigm
sigm
sigm
tanh
 WL
(
S t
ht−1
)
, (1)
dt = ft  dt−1 + it  gt, (2)
ht = ot  tanh(dt), (3)
where it ∈ Re, ft ∈ Re, ot ∈ Re, gt ∈ Re and dt ∈ Re are
the input gate, forget gate, output gate, cell state candidate
and cell state, respectively. sigm ∈ Re and tanh ∈ Re de-
note the non-linear activation functions (i.e., the sigmoid func-
tion and the tanh function), which are applied in element-wise.
WL ∈ R4e×(c+e) denotes the weight matrix of the LSTM layer. 
denotes the element-wise multiplication.
From Eq. (1), it, ft and ot decide which information will be
updated, thrown away and outputted, respectively, according
to the previous hidden state ht−1 and the current input S t. A
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tanh activation layer creates the cell candidate state gt. In Eq.
(2), the LSTM layer updates the old cell state dt−1 by firstly
multiplying ft (throw away the old information), and adding
the cell candidate state scaled by it (update the information), to
obtain the cell state dt. In Eq. (3), the LSTM layer passes the
cell state dt through tanh (constrain the output values between
−1 and 1) and multiplies it by the output gate ot (output the
critical information and reduce the noises), to obtain the hidden
state ht.
The final hidden state of the LSTM layer is SELF (i.e.,
L = hH , where L ∈ Rc), which effectively captures the spa-
tial relationship between different local regions. Since partial
occlusions only affect some local regions, we exploit the intrin-
sic relationship between different local regions (recall that the
occluded regions are considered as noises that can be filtered by
LSTM) to alleviate the problem of occlusions. Therefore, the
SELF extracted by the LSTM layer is highly robust to occlu-
sions.
2.3. Adaptive nearest neighbor loss
As we discuss previously, hard triplet mining is critical for
the triplet loss (note that most triplets are uninformative). Al-
though some methods [23, 24] have been developed for hard
triplet mining, the selected triplets only exploit pairwise dis-
tance information, which may result in the local optima.
Motivated by the above issues, we propose a novel loss func-
tion, termed the adaptive nearest neighbor (ANN) loss, which
effectively takes advantage of the neighborhood information to
enlarge the inter-class dispersion while preserving the intra-
class compactness. To be specific, the ANN loss is defined as
follows,
LANN =
B∑
a=1
[m + Dap − Dan]+, (4)
Dap =
1
Ka
Ka∑
k=1
∥∥∥ f (Ia) − f (Ipk)∥∥∥22 , (5)
Dan =
1
Ka
Ka∑
k=1
‖ f (Ia) − f (Ink)‖22 , (6)
where [·]+ denotes the hinge loss. B is the number of training
samples. f (·) is the function that maps the raw image to the
metric embedding representation. Ia, Ipk and Ink represent the
anchor sample, positive sample, and negative sample, respec-
tively. Dap and Dan respectively denote the average distance be-
tween the anchor sample Ia and the Ka hardest positive samples
(i.e, the Ka farthest positive samples), and the average distance
between Ia and the Ka hardest negative samples (i.e., the Ka
closest negative samples). m is a margin to keep the separation
between positive and negative pairs. ‖·‖2 denotes the Euclidean
distance. Note that Ka denotes the number of positive/negative
samples in the neighborhood of the anchor sample Ia.
In this paper, instead of fixing Ka to be a constant value, we
adaptively set Ka based on the classification uncertainty. That
is, Ka is formulated as follows:
Ka = max(bHac ,K0), (7)
where Ha = −∑Nj=1 p jalog(p ja) denotes the classification uncer-
tainty of the anchor sample Ia. Here, p
j
a is the probability that
the sample Ia belongs to the j-th class according to a softmax
layer and N is the number of classes.b·c denotes the ceil opera-
tion. K0 is a constant, denoting the minimum number of nearest
neighbors (we set K0 to be 1 in this paper).
The classification uncertainty Ha measures the confidence
of classification based on the softmax classifier, which intrin-
sically characterizes the global data distribution. When the
value of Ha is high, the anchor sample is considered as the
hard-classified sample (the probability of classifying the sam-
ple using the softmax classifier is around 1/N for each class). In
this case, the number of neighbors Ka should be increased and
vice versa. Therefore, ANN effectively integrates both global
and local information of the training data into metric embed-
ding learning, which can successfully overcome the problems
of slow convergence and poor optima in the triplet loss. Be-
sides, different from the triplet loss (which only exploits the
pairwise distance), the ANN loss considers the average distance
between the anchor and the neighborhood of positive/negative
samples, which makes the training process quickly converge.
Finally, to learn both separable and discriminative features,
we combine the softmax loss (denoted as Ls) with the ANN
loss to jointly optimize the deep neural network, that is,
L = Ls + λLANN , (8)
where λ is the tradeoff parameter used to balance the two loss
functions.
3. Experiments
In this section, several person ReID datasets used for evalu-
ation are introduced in Section 3.1. Then, the influence of the
parameters is given in Section 3.2. Next, the ablation study
is shown in Section 3.3. Finally, the comparison with several
state-of-the-art methods is presented in Section 3.4.
3.1. Datasets
To verify the effectiveness of the proposed method, we per-
form extensive experiments on four challenging person ReID
datasets, including Market1501 [25], DukeMTMC-reID [26],
CUHK03 [27], and Partial REID [28]. The Market1501 dataset
contains 1,501 identities captured by six camera views, where
the dataset is split into 12,936 training images with 750 iden-
tities and 19,732 gallery images with 750 identities. The
DukeMTMC-reID dataset contains 1,404 identities collected
from eight cameras. The dataset is divided into 16,522 train-
ing images with 702 identities and 17,661 gallery images with
702 identities. The CUHK03 dataset contains 13,164 images
with 1,360 identities captured by six cameras. Each identity is
observed by two disjoint camera views, yielding an average of
4.8 images in each view. The Patial REID dataset contains 600
images of 60 identities, with 5 full-body images and 5 partial
occluded images for each identity.
We use the standard metrics, including the mean Average
Precision (mAP) and the Cumulative Matching Characteristic
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Figure 2: The rank-1 (%) accuracy with different values of (a) Ka and (b) λ on the
Market1501 dataset.
(CMC) curve at rank-1, to evaluate the performance of person
ReID.
3.2. Influence of the parameters
To observe the influence of the parameters on the proposed
method, we evaluate two critical parameters in the proposed
method, i.e., the neighbor size (i.e., Ka in Eq. (7)) and the trade-
off parameter to combine two losses (i,e., λ in Eq. (8)). The
rank-1 accuracy with different values of Ka and λ on the Mar-
ket1501 dataset is given in Fig. 2.
From Fig. 2, we can see that the proposed method with the
adaptive value of Ka can achieve much better results than that
with the fixed value of Ka, which demonstrates the importance
of adaptive neighborhood. The value of λ also significantly af-
fects the final performance. In summary, when λ is set to 1
and Ka is adaptively set based on the classification uncertainty
Ha, the proposed method achieves the best performance. In the
following, the value of λ is fixed to 1.
3.3. Ablation study
In this section, we evaluate several variants of the proposed
method to verify the effectiveness of the key components in
the proposed method for person ReID under occlusions. We
conduct the experiments on the Market1501 dataset, where the
query images are set with the different levels of occlusions.
More specifically, we randomly occlude a region with random
values in an image with the aspect ratio s. The aspect ratio of
occluded area is set within the range of [0.0, 0.6] (please re-
fer to [19] for more details). Moreover, we also conduct the
experiments on the real and challenging occlusion dataset, the
Partial REID dataset, which contains different types of severe
occlusions. The partial occluded images are used as the query
images and the full-body images are used as the gallery images.
The proposed method contains two key components: LSTM,
which exploits the spatial dependencies between the different
local regions to enable the model to be robust to occlusions; and
the ANN loss, which learns discriminative metric embeddings.
Therefore, nine different variants of the proposed method are
evaluated. That is, (1) The baseline method (denoted as RNS )
that only uses the global branch and a ResNet model [22] based
on the softmax loss. (2) The method (denoted as RNA) that uses
the same network as RNS , where both the softmax loss and the
Table 1: The details of the nine variants.
Variants Global Local Loss
RNS GAP - Softmax
RNA - Softmax+ANN
RNCONVA
GAP
Conv
ReLU
Batch Normalization Softmax+ANN
RNFCA
FC
ReLU
RNRNNA RNN
RNLS T MS
GAP LSTM
Softmax
RNLS T MC Softmax+Contrastive
RNLS T MT Softmax+Triplet
RNLS T MA (ours) GAP LSTM Softmax+ANN
ANN loss are employed to jointly optimize the network. (3)-
(6) The methods (respectively denoted as RNCONVA, RNFCA,
RNRNNA, and RNLS T MA) that employ a ResNet model, and
combine the global branch and the local branch (here the con-
volutional layer, fully-connected layer, RNN layer and LSTM
layer are respectively used as the local branch), where the soft-
max loss and the ANN loss are used. Note that RNLS T MA is
the proposed method in this paper. (7) The method (denoted
as RNLS T MS ) that uses the proposed network, where only the
softmax loss is used. (8)-(9) The methods (respectively denoted
as RNLS T MC , RNLS T MT ) that uses the proposed network,
where the softmax loss is combined with the contrastive loss
[29] and triplet loss [23], respectively. The details of the nine
variants are summarized in Table 1.
The rank-1 accuracy obtained by the nine different vari-
ants on the Market1501 and Partial REID datasets is shown in
Fig. 3, where Fig. 3(a) shows the robustness of different variants
against the different levels of occlusions.
From Fig. 3(a), we have the following conclusions: (1) In
general, the recognition performance obtained by all the vari-
ants on Market1501 drops when the aspect ratio of occluded
area increases. This further demonstrates the challenging task
of person ReID under occlusions. (2) By comparing the rank-
1 accuracy obtained by RNS and RNA, the ResNet (only with
global branch) jointly optimized with the softmax and ANN
losses obtains better performance than that only using the soft-
max loss. This is mainly because that the joint loss enhances
the discrimination ability of the model. However, the improve-
ments are not significant, due to the fact that ResNet only con-
                           
Aspect ratio s
  
  
  
  
  
  
Ra
nk
-1
(%
)
Market1501 dataset
RNS(83.5)
RNA(87.0)
RNCONVA(87.0)
RNFCA(87.3)
RNRNNA(87.5)
RNLSTMS(84.8)
RNLSTMC(85.2)
RNLSTMT(86.8)
RNLSTMA(90.3)
(a) Performance on Market1501.
RNS RNA RNCONVA RNFCA RNRNNA RNLSTMA RNLSTMS RNLSTMC RNLSTMT
Methods
 
  
  
  
  
  
  
  
Ra
nk
-1
 (%
)
    
    
         
         
    
    
    
Parital ReID dataset
(b) Performance on Partial REID.
Figure 3: Comparison of the rank-1 (%) accuracy obtained by different variants
on the (a) Market1501 and (b) Partial REID datasets.
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Table 2: The rank-1 (%) accuracy and mAP (%) obtained by the proposed method and the state-of-the-art methods against the different levels of occlusions on the
Market1501, DukeMTMC-reID, and CUHK03 (detected) datasets. The best and second highest results are in red and blue, respectively.
Method
Market1501 DukeMTMC-reID CUHK03
s=0 s=0.3 s=0.6 s=0 s=0.3 s=0.6 s=0 s=0.3 s=0.6
rank-1 mAP rank-1 mAP rank-1 mAP rank-1 mAP rank-1 mAP rank-1 mAP rank-1 mAP rank-1 mAP rank-1 mAP
XQDA [9] 43.0 21.7 28.3 14.2 24.3 12.0 31.2 17.2 20.5 10.6 17.4 9.4 44.2 - 36.9 - 32.3 -
NPD [30] 55.4 30.0 39.6 19.1 32.5 16.1 46.7 27.3 33.7 17.7 29.7 15.7 53.7 - 39.5 - 33.8 -
IDE [31] 81.9 61.0 62.4 48.2 45.6 36.4 66.3 45.2 57.9 41.6 41.3 30.3 68.2 62.7 65.1 59.8 46.2 43.6
TriNet [23] 83.2 64.9 68.6 54.7 47.9 38.9 71.4 51.6 56.0 40.8 39.0 28.4 79.1 76.4 68.0 66.9 48.1 49.2
PAN [32] 81.0 63.4 52.0 36.5 43.2 30.0 71.6 51.5 44.7 29.0 39.9 25.9 85.4 90.9 61.0 66.5 53.0 57.6
SVDNet [33] 81.4 61.2 62.3 46.9 52.0 40.3 75.9 56.3 59.1 43.5 50.6 37.9 81.2 84.5 71.2 66.8 63.9 62.1
DPFL [34] 88.6 72.6 - - - - 79.2 60.6 - - - - 82.0 78.1 - - - -
RNLS T MA 90.3 76.4 76.6 63.8 52.9 44.8 77.0 62.1 69.3 58.3 51.9 41.2 86.1 83.6 77.0 75.3 59.8 59.6
siders the high-level semantic information and ignores the lo-
cal information, which is critical for classification under oc-
clusions. (3) By comparing the variants (RNCONVA, RNFCA,
RNRNNA and RNLS T MA) with different local branches, we
can see that LSTM plays a critical role in the final perfor-
mance. Specifically, compared with the variants without LSTM
(RNCONVA, RNFCA, RNRNNA), the variant with LSTM (the
proposed RNLS T MA) can effectively improve the rank-1 ac-
curacy about 3% under different levels of occlusions. This is
due to the fact that that LSTM not only memorizes the spa-
tial correlations between the different local regions, but also
reduces the noises caused by partial occlusions. (4) The pro-
posed method (RNLS T MA) outperforms the softmax loss based
method (RNLS MS ), and the joint loss using contrastive loss
(RNLS T MC) and triplet loss (RNLS T MT ) based methods in
a reasonable margin (about 3%˜6% on Market1501). From
this comparison, we can see that the combination of the clas-
sification loss and metric loss (i.e., contrastive loss or triplet
loss) can improve the performance of the model. Furthermore,
RNLS T MA obtains the superiority performance by exploiting
the neighborhood information to enlarge the inter-class disper-
sion while increasing the intra-class compactness. Among all
the competing variants, RNLS T MA consistently achieves the
best results on the Market1501 dataset. This indicates that the
deep model (based on LSTM and CNN) jointly optimized by
the softmax loss and the ANN loss, can effectively enhance the
robustness to occlusions.
From Fig. 3(b), we can observe similar conclusions on the
Partial REID dataset. Note that RNLS T MA performs slightly
inferior than RNRNNA. This is mainly because that the LSTM
layer have more parameters than the RNN layer. In other words,
to ensure the effectiveness of the proposed method, a large num-
ber of training set are preferred to learn the parameters. How-
ever, the training set of Partial REID dataset is small (only 300
images are used for training).
3.4. Comparison with the state-of-the-art methods
In this section, we compare the proposed method (i.e.,
RNLS T MA) with several representative methods, including the
traditional metric learning methods (NPD [30], XQDA[9]) and
the recently-proposed deep learning methods (IDE [31], TriNet
[23], PAN [32], SVDNet [33] and DFFL [34]).
The rank-1 accuracy and mAP obtained by all the competing
methods are shown in Table 2. Compared with the traditional
person ReID methods (NPD and XQDA), the deep learning
methods achieve significant performance improvements, which
show the superiority of deep learning. The proposed method
obtains much better results than the softmax-loss based IDE
[31] method and the triplet loss based TriNet [23] method,
which demonstrates the effectiveness of the proposed ANN
loss. Moreover, the proposed method outperforms the part-
based method PAN [32] under occlusions, since we exploit the
spatial dependencies based on LSTM to learn discriminative
representations. Compared with SVDNet [33], the proposed
method achieves higher rank-1 accuracy and mAP under small
occlusions. However, the proposed method obtains slightly in-
ferior results under large occlusions (s = 0.6) on the CUHK03
dataset. Although SVD in the FC layer of SVDNet can effec-
tively extract the discriminative information for person ReID,
the training complexity of SVDNet is high. DPFL [27] that
trains a multi-channel network for multi-scale images achieves
slightly better performance than the proposed method that only
exploits the single scale image on DUKEMTMC-reID. How-
ever, the proposed method obtains better results than DPFL on
the challenging CUHK03 database, where each pedestrian con-
tains a relatively small number of training images.
4. Conclusion
In this paper, we propose to exploit spatial dependencies
based on LSTM to handle the problem of occlusions for per-
son ReID. To better explore the discriminative capability of
deep metric embedding, we propose an adaptive nearest neigh-
bor loss to enlarge the inter-class dispersion while preserving
the intra-class compactness. Experimental results on four chal-
lenging datasets have shown the effectiveness of the proposed
method for person ReID under occlusions.
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