A new method is presented for the analysis of the e ects of Llloyd-Max quantization in subband lter banks and for the optimal design of such lter banks. A rigorous statistical model of a vector Lloyd-Max quantizer is established rst, consisting of a linear time-invariant lter followed by additive noise uncorrelated with the input. On the basis of this model, an expression for this variance of the error of a subband coder using Lloyd-Max quantizers is explicitly determined. Given analysis lters which statistically separate the subbands, it is shown that this variance is minimized if the synthesis lters are chosen, which w ould achieve perfect reconstruction in lossless coding. The globally optimum such lter bank, minimizing the coder error variance, is further obtained by p r o p e r c hoice of its analysis lters. An alternative design method is also evaluated and optimized. In this, the errors correlated with the signal are set to zero, leaving a random error residue uncorrelated with the signal. This design method is optimized by c hoosing the analysis lters so as to minimize the random error variance. The results are evaluated experimentally in the realistic setting of a logarithmically split subband image coding scheme.
I INTRODUCTION
Analysis / synthesis lter banks have been widely used to split up signals into frequency bands for the purpose of coding each subband using a coder and bit rate matched to the statistics of this particular band. If the analysis/synthesis lters are properly designed, and if the signal is coded losslessly, the subbands may t h e n b e r e a s s e m bled at the receiver, producing a perfect replica of the original signal. However, in many applications lossless coding produces insu cient compression, necessitating the use of lossy schemes, which i n volve signal quantization for the coding of each subband. The resulting errors, due to quantization, will produce nonnegligible aliasing and distortion error terms in the reconstructed signal. As a result, the need exists to analyze the subband and quantization system as a whole, with a view towards the minimization of aliasing and distortion due to quantization noise, by appropriate choice of the analysis and synthesis lters.
The traditional approach in the literature has been to address the problems of lter bank selection and quantizer or transmission noise elimination, separately. The purpose of the classical methodology in 1] a s w ell as much of the subsequent w ork 2] is to optimize the bit allocation in subbands with preselected analysis and synthesis lters. Recently, there has been increased interest decomposition of quantized signals, by appropriately selecting the analysis and synthesis structures in relation to the quantizers used. In 3] a method is presented for the optimal signal reconstruction from its quantized version in nonorthogonal subband coding schemes. In 4] the coding gain is maximized by proper selection of the wavelet scaling functions for perfect reconstruction lter banks based on biorthogonal wavelet decomposition. In 5] statistical models are used for the design of analysis/synthesis systems for quantized signals assuming overlap-add synthesis.
LLoyd-Max quantizers are speci cally examined in 6]. On the basis of both analytical 1] and experimental results, the Lloyd-Max quantizer is modeled by a nonunity constant gain, plus additive random noise. Subsequently, the quantization errors in subband coding using quadrature mirror lters (QMFs) are investigated, and the consequent aliasing and distortion errors in the reconstructed signal are evaluated using deterministic analysis and extensive experimental verication. Cyclostationary modeling is used to derive the optimal compensation of such quantization errors in 7] .
In 8], the same model of Lloyd-Max quantizers is adopted for the deterministic analysis of general subband coding schemes. It is further argued that an appropriately scaled version of the synthesis lters of a perfect reconstruction lter bank will produce a reconstruction error which is uncorrelated with the input signal and therefore can be dealt with using random noise removal methods.
A rst purpose of the present paper is the formulation of a more general statistical description of the errors in subband coding due to Lloyd-Max signal quantization. First, a general model is constructed of a vector Lloyd-Max quantizer, consisting of a linear time-invariant lter plus additive noise which is uncorrelated with the quantizer input sequence. This generalizes the classical gainplus additive noise description 1] of the Lloyd-Max quantizer which w as exploited in 6, 8] . The methodology developed in 10] is then used to obtain an explicit expression for the variance of the overall error di erence, i.e. the di erence between the original and the reconstructed signal when Lloyd-Max quantizers are used in all subbands of the lter bank.
Subsequently, t wo strategies are developed for the optimization of the lter bank design. In the rst, a minimization of the overall error variance is sought. It is shown that given arbitrary analysis lters, the synthesis lters achieving this minimization are those composing a perfect reconstruction lter bank with the analysis lters. The analysis lters of the lter bank are then chosen so as to achieve minimum overall error variance. In the second strategy, the approach i n 6 , 8 ] is followed. In this, all errors correlated with the input are set to zero, leaving a random error residue. This approach is optimized by c hoosing the analysis and synthesis lters so as to minimize the variance of the resulting random error. In both approaches the optimum bit allocations to the subbands are The methods developed are experimentally evaluated in application to image coding. The performance of the above t wo strategies is determined, rst using the optimal for each strategy lter banks, and then with the use of high-performance lter banks proposed in 8, 20, 28] and evaluated in 27] . It is con rmed that the optimally constructed lter banks achieve with the same bitrate superior encoded image quality e v en when used with simple scalar Lloyd-Max quantizers.
Methods for the statistical analysis of lter banks using vector Lloyd-Max quantizers are established in Section II. The rst above strategy of minimizing the overall reconstruction error is optimized in Section III, while the second strategy is optimized in Section IV. The results are generalized for N-dimensional signals with arbitrary sampling matrices and M-channel lter banks in Section V. The experimental results are presented in Section VI and conclusions and recommendations for further work are included in Section VII.
II STATISTICAL ANALYSIS OF FILTER BANKS USING VEC-TOR LLOYD-MAX QUANTIZERS
Consider the subband lter bank in gure 1 and assume momentarily that the decimator output is not quantized or otherwise corrupted by external noise. In compact notation, for each subband k, k = 0 1, the output of the pre lter followed by decimation and interpolation of zeros will then be given by ( By using Lemma 1 in the Appendix, the second above term is trivially seen to be zero. Therefore, (4) where c p] is given by (2) . The corresponding Z-transforms are therefore related by
Similarly,
Let us now assume that a vector Lloyd-Max quantizer is used for each subband. An input-output model of such a q u a n tizer supported by theoretical considerations and also by experimental data such as contained in 6, 8] As will be seen in the sequel, this model allows us to work in the frequency domain and thus to produce explicit expressions for the error variances in terms of the analysis and synthesis lters. The most suitable analysis and synthesis lters may then be easily selected using these expressions. Since the quantizers are located after the subsamplers, (see gure 2), relation (8) will involve the subsampled signalsṽ 
where q k (z) is the power spectrum of the quantizer errorq k m] = v k m] ;s k m]. Also, the noise spectrum is given by r k (z) = A k (z)(1 ; A k (z)) ṽ k (z): (10) The quantizers are physically located before the upsamplers as shown in gure 2. For the sake o f ease of analysis and of notational simplicity, h o wever, we shall equivalently place them after the upsamplers, assuming simply that the zeros interpolated by the upsamplers are always quantized to zero (Figure 3) 
and therefore, (9,10) become
Finally from Figure 3 , for k = 0 1, using the orthogonality o f r k m] and v k m] and (5):
where v k (z) are given by ( 6 ) , r k (z) are given by (12) , r 0 r 1 (z) is the cross power spectrum of the noise terms and v 0 v 1 (z) i s g i v en by ( 7 ) .
The sum of the nal outputs y 0 y 1 should approximate optimally the input x. z ;1 dz( y 0 (z); y 0 x (z); xy 0 (z)+ y 1 (z); y 1 x (z); xy 1 (z)+ y 0 y 1 (z)+ y 1 y 0 (z)+ x (z)) and using (13- (19) is the error due to the random noise, while the error correlated with the input is composed of the remaining terms in (17) . We summarize the above d e v elopment in the form of a theorem.
Theorem 1
The overall variance E of the reconstruction errorx m] ; x m] of the lter bank in gure 3 with analysis and synthesis lters H k , G k , k = 0 , 1 , r espectively and with Lloyd-Max quantizers characterized b y l t e r t r ansfer functions A 0 (z 2 ), A 1 (z 2 ) is given by (17) . The variance E R of the part of the reconstruction error which is uncorrelated with the input is given by (19) .
Two strategies may n o w b e f o r m ulated for the selection of the optimum analysis and synthesis lters. The rst is to design the lter bank so as to minimize the overall reconstruction error (17) . A second is to choose the suboptimal methodology proposed in 8] so as to set to zero the errors which are correlated with the input, leaving the minimization of the remaining error E R for a later stage. We shall explore the rst strategy next.
CONSTRUCTION ERROR
We shall rst assume that the analysis lters H 0 , H 1 are chosen so as to statistically decouple the two subbands: v 0 v 1 (z) = H 0 (z)H 1 (z ;1 ) x (z) + H 0 (;z)H 1 (;z ;1 ) x (;z) = 0 : (20) As a result of this, the cross-power spectrum of the noise terms may also be postulated to be zero r 0 r 1 (z) = 0 : (21) For the same reason, r 0 v 1 (z) = 0 , r 1 v 0 (z) = 0 and hence r k x (z) = 0 k = 0 1:
For a formal proof of the above, see Lemma 3 in the Appendix. Replacing the above, and also (12) in (17) gives (23) where
On replacing (24) into (23), regrouping terms and changing integration variables we easily obtain the following equivalent expression
For optimal lter bank design, the analysis H k (z) and synthesis G k (z) lters should be chosen so as to minimize the overall signal reconstruction error E given by (23) . >From Lemma 4 in the Appendix it is immediately seen that, given arbitrary analysis lters, the synthesis lters minimizing (23) are
where P k (z) is given by (24 (28) sions (27) under (20) , are identical to the perfect reconstruction synthesis lters corresponding to H 0 (z), H 1 (z). Indeed the conditions for perfect reconstruction are 2]
Since (27) satisfy these, they are the perfect reconstruction synthesis lters corresponding to the analysis lters H k .
The following proposition has thus been established.
Proposition 1 Given arbitrary analysis lters H k (z) satisfying (20) , the optimal lter bank with Lloyd-Max quantizers is a perfect reconstruction lter bank with synthesis lters given by (27) .
This conclusion, establishing perfect reconstruction lter banks to be optimally structured for the minimization of the overall error variance when Lloyd-Max quantization is used, is a novel result, obtained through the use of the general statistical tools and quantizer models developed in this paper. Although intuitively agreeable, it is by no means obvious, and actually, it speci cally holds when Lloyd-Max quantizers are in use. In fact, it is easily seen that the lters produced by minimizing (17) do not in general satisfy the perfect reconstruction conditions (29, 30) unless equations (11, 12) are valid, unless that is, a Lloyd-Max quantizer described by (8) is used.
We shall now proceed to choose the analysis lters of the perfect reconstruction lter banks so as to nally minimize the reconstruction error (28) . We start by noting that (20) 
we obtain from (28) 
Note that no assumption whatsoever was made regarding the dependence of A 0 (z) A 1 (z) on the variances 2 v k of the quantizer inputs, which are given by
If the form of this dependence were known, a nal optimization step would involve the selection of H k (z)H k (z ;1 ) x (z) + H k (;z)H k (;z ;1 ) x (;z) so as to minimize (36). The corresponding analysis lter H 1 (z) in the second band is found from (31) and the synthesis lters from (27) . Clearly, the above lters depend explicitly on the statistics of the signal. Since the development of a second optimal lter family which is independent of the signal statistics and produces the same minimum error variance E. Precisely as in the case where no quantization exists 10], this family will be developed by minimizing the expression (25) which is equivalent t o ( 2 3 ) . In fact, directly from Lemma 4 in the Appendix is is seen that (25) is minimized when
where Q k (z) i s g i v en by (26). Again, the optimal analysis lters are independent o f A k . The minimization is of course subject to (20) , hence from (37) the synthesis lters must satisfy
Replacing (37) in (25) yields
whence, easily
where now, S k (e j! ) = G k (e j! )G k (e ;j! ) G k (e j! )G k (e ;j! ) + G k (e j( +!) )G k (e ;j( +!) ) k = 0 1 Clearly, the above will be minimized when S 0 (e j! ) a n d S 1 (e j! ) assume their maximum value 1 or minimum value 0. Note however that S k (e j! ) is zero only when G k (e j! ) is zero. From (38), this implies that if S 0 (e j! ) = 0 a n d G 0 (e j! ) is not identically zero, i.e. G 0 (e j( +!) ) 6 = 0, then necessarily G 1 (e j( +!) ) = 0, hence S 1 (e j! ) = 1. Therefore S 1 (e j! ) = 1 for those ! for which S 0 (e j! ) = 0. This implies that the above expression will be minimized if S 0 (e j! ) = 1 and S 1 (e j! ) = 0 whenever A 0 (e j! ) (e j! ) ; (e j( +!) )] > A 1 (e j! ) (e j! ) ; (e j( +!) )]
Rearranging terms this leads to G 0 (z) = 0unless (e j! ) > (e j( +!) ) G 1 (z) = 0unless (e j! ) < (e j( +!) ) (39) with the analysis lters given by (37). Note that the so derived analysis lter satisfy the statistical decoupling condition (20) because obviously H 0 (z) is zero whenever H 1 (z) is nonzero and vice versa.
that the corresponding lter bank has the perfect reconstruction property. As is easily seen, the identical nal minimum error variance (36) will then result.
Thus, two optimum lter pairs were obtained using ideal bandreject lters as analysis, respectively synthesis lters. The development is trivially seen to be fully symmetrical with respect to the analysis and synthesis lter choices. More speci cally, it is easily seen that (27) may be solved
If the minimum error is then expressed in terms of G k (z), the optimum G k (z) will easily be seen to be given by (39). Similarly, solving (37) for G k (z) yields
and, as before the analysis lters minimizing the corresponding error are easily seen to be given by (35). We summarize the development in this Section in the form of a concluding Theorem. Of the above lter pairs the last two are independent of the statistics of the input signal, apart from the ordering of the power spectrum values as needed to determine the bandreject regions in (35) and (39).
In the speci c case where A 0 (e 2j! ) ; A 1 (e 2j! ) has a xed sign for all w 2 0 ], these lters reduce to those obtained in 10], 32] and are similar to those obtained in entirely di erent c o n texts and for the solution of diverse problems in 17, 18, 19] . These are de ned by the same above expressions with x (e j! ) replacing (e j! ). In particular this will be the case if the transfer functions A 0 (e 2j! ) A 1 (e 2j! ) are constants as was assumed in 6, 8] and as is also indicated to be approximately the case in the experimental results contained in Section VI of the present w ork.
PONENT UNCORRELATED WITH THE INPUT
Continuing with the second possible strategy, w e shall follow the approach i n 8 ] using the above tools and models. As in 6, 8 ] the general error expression in (17) may be separated into two terms 2 jE= 2 jE F + 2 jE R (42) of which the rst E F is due to the lter bank and depends on the input signal, while the second E R is due to the noise and is uncorrelated with the input. It is now easily veri ed that upon selecting (A 0 (z 2 )G 0 (z) A 1 (z 2 )G 1 (z)) to be equal to the synthesis lters forming a perfect reconstruction lter bank alongside the analysis lters (H 0 (z) H 1 (z)), the ltering error E F is set to zero. This of course is to be expected, since if the added noise r is left out of the equivalent lter bank in Figure  3 , the latter will be composed of equivalent s y n thesis lters equal to A 0 (z 2 )G 0 (z) a n d A 1 (z 2 )G 1 (z), which will give zero reconstruction error if selected as above.
Once again, to simplify the analysis we shall assume that the analysis lters satisfy (20) , in e ect decoupling the quantizing operations in each subband. This will imply zero cross-power spectrum r 0 r 1 of the noise terms and simpli cation of (19) to
where (12) was also used. As mentioned above, A k (z 2 )G k (z) will form a perfect reconstruction bank with H k (z), hence from (20, 29, 30) 
With the above c hoices for G 0 G 1 the resulting lter bank does not possess the perfect reconstruction property (unless A k = 1), but the lter bank error E F becomes zero, leaving only the random error E R to impede perfect reconstruction. >From (43-44) the latter is seen to become
This is identical to the rst two terms of (28) 
from the input signal statistics. To see this, replace v k (z) from (6) in (43), change integration variables and rearrange terms to obtain the equivalent expression
the random error variance becomes
which is minimized, precisely as in the preceding Section, with synthesis lters (39) with (e j! ) n o w given by (46). The lter bank composed of analysis lters (49) and synthesis lters G k (z)A k (z 2 ) is trivially seen to have the perfect reconstruction property, hence to render the ltering error E F equal to zero. The resulting minimum value of E R is identical to (47). The same minimum value of E R with E F = 0 is found with expressions symmetric to (44), (48).
with G k (z) given by (39), and with
with H k (z) given by ( 3 5 ) .
The results of this Section are summarized in the following theorem. (48) where is now de ned by (46). With any one choice, the minimum error variance E R is given by (47).
identical to the ideal lters minimizing the overall error (17) . 
Replacing (59) in (58) regrouping terms and changing variables we easily obtain the equivalent expression 
In the above d! is a short notation for the multiple di erential d! 1 d! N and multiple integration is understood to be denoted by the integration sign. As discussed earlier, two a vailable strategies are i) Minimizing the overall reconstruction error. ii) Setting to zero the signal-related component of the reconstruction error and minimizing the residual random error.
The rst involves minimizing (58). As in Section III, using Lemma 4 in the Appendix, this is seen to be accomplished with a rst optimal lter bank with synthesis lters G k (e j! ) = H k (e ;j! ) x (e j! ) P k (e j! )
where P k (e j! ) is given by (59). From (54,62) :
As
where (z) is de ned by
x (e j! ) = ( e j! ) (e ;j! ) and the polyphase matrix of the analysis lter bank H k (e j! ) satis es F T p (e ;j! )F p (e j! ) = diagfP i (e j! )g i
The resulting minimum error is 
with P k (e j! ) de ned in (59). On replacing in (68) and using (55) we nd The same, therefore, development will give optimal analysis lters identical to (67) but with i de ned by max
Repeating the procedure detailed in Sections III and IV for the minimization of (60), yields optimal lters consisting of 
with H k given by (67) give the same minimum overall error. The same lters with G k replaced by A k G k also set E F to zero and minimize the variance of E R . W e summarize the above results in the form of the following nal Theorem.
error is minimized with the use of a perfect reconstruction lter bank with either of the following lter choices : (i) Analysis lters (67) and synthesis lters (62).
(
ii) Synthesis lters (73) and analysis lters (74) (iii) Analysis lters (67) and synthesis lters (75) (iv) Synthesis lters (73) and analysis lters (72),
where i is de ned by (66). The same lter bank expressions with G k replaced b y A k G k and i de ned by (71) describe a non-perfect reconstruction bank setting to zero the variance E F of the error correlated with the input and minimizing the variance E R of the random error uncorrelated with the input.
VI EXPERIMENTAL APPLICATION TO IMAGE CODING
In all of the preceding discussion, particular emphasis was placed on rigor and generality s o a s t o construct a coherent theoretical tool for the analysis and minimization of the quantization e ects in subband lter banks with Lloyd-Max quantizers. In approaching the speci c application of image coding, the same level of rigor cannot be sustained. Several practical problems arise including the following :
a. The development o f v ector Lloyd-Max quantizers with K large enough to ensure fully uncorrelated sequences u m] a n d r m] is impractical.
b. Optimal scalar coders for images described by generalized Gaussian statistics were developed in 24] and used in 6, 8]. However, there has been no attempt to generalize these coders for the construction of optimal vector codebooks for images with similar statistics.
The above di culties are due to the scarcity of reliable multivariate statistical descriptions for broad classes of images. A codebook based on multivariate histograms of individual images, would vary from image to image and its transmission would command unacceptable overhead in bitrate.
Optimal vector Lloyd-Max quantizers with general applicability m a y easily be formed for images with Gaussian statistics, zero mean and unit variance, and known horizontal and vertical correlation coe cients 1 2 . Samples of such images may be generated by the ARMA model 23, 24] (76) where m 1 m 2 ] is a Gaussian, zero-mean unit-variance white sequence. In subband coding, this method will be useful for the representation of the top (lowpass) pyramid image, which m a y b e which h a ve been shown to be best described by generalized Gaussian statistics with c = 0 :5 2 5 ].
The 256 256 image Lenna was used to test the implementation of these methods. This is an image with an autocorrelation sequence adequately approximated by 
A n umber of tests were made, whose preliminary results were reported in 21, 2 4 ]. In the rst test, in order to construct the general model (8), the optimal vector Lloyd-Max quantizer for the coding of the top (lowpass, image 0 in Figure 4 ) pyramid image was designed as follows. Equation (76) with 1 Least-squares-t techniques were used for the evaluation of a kl for the top (lowpass), 32 32 pyramid image produced by the analysis lter in Table 3 which is a good approximation of an ideal lowpass lter in 0 = 2]. The results shown in Table 1 indicate that ja 10 j ja 01 j were always of the order of 1% of a 00 and hence, that the function A(z) m a y credibly be assumed to be constant. In a second test, the optimal scalar Lloyd-Max quantizers developed in 6] were used. These quantizers assume generalized Gaussian densities f(x) = ae ; jxj c (78) (images 1 through 9 in Figure 4 ). These images were obtained using the QMF lters in 6]. Again the resulting cross and autocorrelation functions were evaluated setting now for greater simplicity A(z) = a 0 + a 1 (z + z ;1 ) and using again equation (A13) in the Appendix for the evaluation of a 0 , a 1 . The results, summarized in Table 2 , suggest that again the assumption of constant A(z) = a 0 is highly credible, since the value of the coe cients ja k j with k 6 = 0 does not rise above 10% of the value of a 0 . The vector and scalar Lloyd-Max quantizers for the coding of the top (lowpass) 32 image were then compared. It was seen that for this subband the vector quantizer performed much better than the scalar quantizer, giving an equal-quality (50 dB) reconstruction of the lowpass subband, at a savings of 1.5 bits=pixel. H o wever, the size of this image is such, that this savings does not translate to a signi cant o verall bitrate decrease. For the remaining bands, the correlation coe cients of adjacent pixels was found to be less than 0.1, permitting the assumption that for these subbands the optimal vector Lloyd-Max quant i z e r i s w ell approximated by the scalar Lloyd-Max quantizer. This assumption is supported by the results in Table 2 . These results also support the assumption tacitly made in 6, 7 , 8 ] , that the quantizer model (8) with a simple constant transfer function will produce reasonably uncorrelated sequences of quantization input and quantization noise.
To apply the results of Section V in this case, we shall start with a single division into 4 bands by the M = diagf2 2g sampling matrix. Since the functions A k (z 2 ) are constants a k , the quantity to be maximized is lowpass lter quantization should be ner, the highpass-highpass lter quantization coarser, and that of the remaining two approximately equally coarse. Now, as is easily veri ed (for a formal proof see e.g. Lemma 5.1, p.126, in 26]), in order to maximize (79), the integrals multiplying the a k in (79) should also form a correspondingly nonincreasing sequence. i.e. 
Note also that since the sequence (a k ;1) a k in (71) 
The same family of lters will also minimize (71) and hence will also optimize the second strategy analyzed in Section IV. To nd the optimal lters, we shall assume an image spectral density o f the form (77) with 1 = 2 = :
x (e j! ) = T 2 (1 ; 2 ) (1 + 2 ; 2 cos ! 1 )(1 + 2 ; 2 cos ! 2 ) : The supports of these lters are shown in Figure 4 . A three-level subband-split pyramid was generated for the representation of this image (see Figure 5 ). Family (i) of the optimal lters was rst implemented. An approximation of an ideal lowpass lter with passband 0 = 2] was used as analysis lter of the primary band. This is a symmetric 31-tap FIR lter with coe cients h 0 2k] = 0 , k 6 = 0 , a n d h 0 0], and h 0 2k + 1] given in Table 3 below. All other lters of the analysis/synthesis quadruple were de ned from the choice of the lter H 0 (z) using equations (27) , (31) with B 0 (z 2 ) selected so as to whiten the output of the highpass lter. Speci cally, w i t h H 0 (z) selected as above, the remaining lters were found by (27) and H 1 (z) = zH 0 (;z ;1 )
where H 0 (z)H 0 (z ;1 )
With these choices it is seen that the high-pass output is :
H 1 (z) x (z)H 1 (z ;1 ) + H 1 (;z) x (z)H 1 (;z ;1 ) = 2
(1 + ) 2 The above lters are applied rst to lines then to columns of the image. This is clearly equivalent to a four subband lter bank with lters z 1 z 2 ) = H 1 (z 1 )H 1 (z 2 ) G 3 (z 1 z 2 ) = G 1 (z 1 )G 1 (z 2 ) It is trivially seen that the resulting H 0 , H 1 , H 2 , H 3 approximate the ideal bandreject lters in (87 -90). It is also seen that the resulting G k (z 1 z 2 ), k = 0 1 2 3 satisfy (62), (64).
The optimal lters supports are easily seen to remain the same in each of the repeated decompositions of the lowpass image to form the nal decomposition. Note however, that the spectral densities x change in each step of the decomposition. Speci cally, while in the rst step of the decomposition (0) To a void explicit dependence on the lter statistics, a lter bank using family (iv) of the optimal lters in Theorem 4 was also implemented using G 0 (z) equal to the 31-tap FIR lter in Table 3 strategies discussed in Sections III and IV, i.e. they should give optimal results when the goal is the minimization of the overall reconstruction error (strategy 1) and also when the goal is the minimization of the error component uncorrelated with the signal (strategy 2). bits/pixel, 0.7 bit/pixel and 1.5 bits/pixel were set and the corresponding optimal bit allocations were found, for each lter used, by application of the method in 11]. The lter banks tested for the generation of the subbands included the Haar, D2, D6 20] which w ere used in 8]. They also include two of the six state-of-the-art wavelet lter families evaluated in 27] for a target bitrate of 0:5 bits=pixel. Speci cally, the lters achieving best and worst PSNR in the evaluation of 27] w ere tested, both originally proposed in 28]. The optimal lter bank used the lter with coe cients given in Table 3 for the realization of the analysis lter of the primary subband and the corresponding synthesis lter and lters of the secondary subband were found respectively by (27) , (91) and (92). For the realization of the second optimal lter pair, the lter in Table 3 was used for the realization of G 0 (z) and the rest were found from (94), (95). The bit allocation corresponding to the optimal lter bank is shown in Table 4 .
The nal reconstruction error variances were then determined for each lter bank. These are shown in Table 5 . The two optimal lter pairs produced virtually identical results.
Subband 0.5 bpp 0.7 bpp 1. 5 bpp  0  128  128  128  1  31  31  63  2  15  15  63  3  15  15  31  4  7  7  31  5  5  5  15  6  5  5  7  7  -3  7  8  --3  9  --3   Table 4 : Optimal bit allocation among subbands for bit rates 0:5 bpp, 0 :7 bpp and 1:5 bpp.
It is seen that the optimal lters perform considerably better than the Haar and D2 lters. In comparison to the D6 lters and the lters in 28] ( a c hieving best PSNR in 27]), the improvement in performance obtained by the use of the optimal lters is consistent at all rates and particularly pronounced at relatively low bits=pixel rates.
VII CONCLUSIONS
A general method was developed for the analysis of the e ects of quantization in subband lter bank image coders. The overall coding error, expressed as the variance of the di erence between the original and the decoded image, was explicitly determined as a function of the subband lters and the quantizers used. A rigorous statistical description of the e ects of a vector Lloyd-Max and worst PSNR among those tested in 27] and the optimal lters for bit rates of 0:5bpp, 0 :7bpp and 1:5bpp.
quantizer was also developed. It was seen that if vector Lloyd-Max quantizers are used, the overall coding error is minimized when using the class of lters which a c hieve perfect signal reconstruction in lossless coding. This is generally not the case if other types of quantizers are used. However, the same methodology developed in this paper may be used for the determination of optimal lter classes corresponding to other quantizers. For the speci c case of Lloyd-Max quantizers two strategies were evaluated for the determination of the optimal coder lters. In the rst, the goal was the minimization of the overall coding error. Thus, a perfect reconstruction lter bank was used and was optimized by c hoosing the analysis lters so as to minimize the overall coding error. A second strategy which has been the subject of considerable attention in recent literature, was also analyzed. In this, all errors correlated with the input are set to zero, leaving a random error residue uncorrelated with the input, that may be dealt with by using random noise removal methods. The variance of the error produced by this strategy was explicitly evaluated. Assuming the use of Lloyd-Max quantizers, this strategy was optimized by selecting the analysis lters so as to minimize this error variance.
The performance of these lter banks was evaluated experimentally, for the coding of a 3-levelpyramid subband split of the 256x256 image Lenna. Assuming Gaussian statistics, the optimal vector Lloyd-Max quantizer was found and was applied to the top (lowpass) image. Optimal scalar Lloyd-Max quantization was used for the remaining subbands. It was seen that the optimal lters outperformed the Haar, D2, and D6 lter banks, when used for the realization of either of the two aforementioned coding strategies.
A n umber of issues remain unresolved and could be the subject of future work. First, the development in this paper was based on the simplifying restriction (20) which statistically separates the two subbands. This restriction is often desirable and in some applications necessary 31]. However, lifting this restriction may produce better results, even if the resulting lter bank turns out not to have the perfect reconstruction property. The tools developed in the present paper may unresolved issue. Following our optimization of the synthesis lters, the remaining noise may not be further reduced by linear post ltering, because any linear post lter may equivalently be assumed to reside on the synthesis lters G. Since these were optimized, no further random noise reduction may be e ected by linear means. This leaves however unexplored the option of nonlinear means for removing this noise. This option was not investigated by the present paper.
A nal issue meriting further investigation regards the optimum value of the ideal bandreject analysis/synthesis lters within their passbands. This depends on the relation of the gain A(z) t o the variance of the quantizer input. In recent publications 9], 32] lter banks were investigated using quantizers from the class in which the variance of the quantizer noise may be assumed to be proportional to the variance of the quantizer input. For such lter banks a constant v alue of the optimal lters within their passbands was found to be best, if the lter bank is preceded by a "half-whitening" 1] pre lter C(e j! ) satisfying C(e j! )C(e ;j! ) = 1 = q x (e j! ), and followed by a reciprocal post lter 1=C(e j! ). 
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where P v (v) is the probability density o f v and dv is a short notation for the multiple di erential dv 1 
By virtue of (A10). (X(e j! )X(e ;j! ) (e j! ) ; 2X(e j! ) (e j! ))d! with (e ;j! ) = ( e j! ) > 0 is minimized when X(e ;j! ) = ( e j! )= (e j! )
Proof
If X(e j! ) + X(e j! ) i s a v ariation of the optimum X(e j! ), where is a real variable, the corresponding index I must be minimum at = 0, hence its derivative with respect to must be zero at = 0 . T h us, for arbitrary X(e j! ). 
given by G k (e j! ) = H k (e ;j! ) x (e j! ) P k (e j! )
is a perfect reconstruction lter bank. 
