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Resumen 
 El objetivo principal de la tesis es el diseño de nuevos métodos de control de la calidad 
de la información hidrológica requerida para el análisis y la predicción hidrológica que 
permitirán, la corrección de series históricas de calado de ríos, con el relleno de los huecos 
empleando técnicas matemáticas sencillas y otras basadas en redes neuronales. Asimismo se 
ha desarrollado un sistema que mediante el uso de un algoritmo recursivo y una red neuronal 
no lineal auto-regresiva, es capaz de realizar validaciones del calado de los ríos en tiempo real. 
Con estos métodos se ha creado una herramienta global que da integridad y valida los 
datos de los sistemas de información en tiempo real con los cuales, alimentar de forma 
coherente y fiable los modelos hidrológicos/hidráulicos que ayudan a la toma de decisiones a 
los responsables correspondientes. 
 
Summary 
 The main aim of this thesis is to design new quality control methods for the 
hydrological data required for hydrologic analysis and forecasting. These methods can 
facilitate the correction of river stage data time series by filling gaps using simple mathematical 
techniques and other applications based on neural networks. A system has also been 
developed that uses a recursive algorithm and autoregressive nonlinear neural network 
(NARNN) to validate river stage data in real time. 
With these methods, the author has created a comprehensive tool that provides data integrity 
and validates data from real-time information systems so as to input consistently reliable data 
to hydrologic/hydraulic models, which in turn support relevant decision makers. 
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CAPÍTULO 1: Introducción al control de 
calidad en los datos de calado en río. 
 
1.1 Introducción 
 
La progresiva ocupación del territorio por el hombre ha dado lugar a núcleos de 
población establecidos en vegas y riberas fluviales, que son potencialmente inundables. Los 
cuantiosos costes humanos, económicos y sociales que comportan las crecidas, obligan a los 
planificadores a incorporar medidas eficaces de previsión, predicción y control de las avenidas 
en la política territorial. Estas medidas implican un exhaustivo estudio y tratamiento de datos 
recogidos por diferentes sensores repartidos sobre las cuencas fluviales, que ayudan a 
entender y predecir su comportamiento hidrológico e hidráulico (Lindenmayer y Likens, 2009). 
Para ello es preciso desarrollar un sistema de asimilación de datos que incluya una exploración 
minuciosa de los sistemas de adquisición de datos. 
En Hidrología son esenciales los modelos para sistemas de ayuda de toma de 
decisiones, ya sea para la previsión de avenidas, control de recursos, o tratamiento en 
situaciones críticas como la sequía. A pesar de la calidad de los medios disponibles, son 
escasos los estudios dedicados a los sistemas de validación de datos. Falta una herramienta 
global que filtre y valide los datos que se usan para la obtención de información en tiempo real 
con la que realizar una correcta alimentación de modelos hidrológicos/hidráulicos que 
permitiría obtener datos coherentes y fiables para poder establecer decisiones responsables 
basadas en datos validados. 
La expansión urbanística en las décadas de los años 60-70, que lleva a la ocupación de 
zonas inundables de los ríos españoles, y los desastres naturales que se irán sucediendo (por 
ejemplo, el del Júcar de 1982), harán que se dispare la alarma social y política y se impulse la 
aparición de la Ley de Aguas de 1985, que incluye nuevos planes de defensa contra avenidas, 
más allá de simples intervenciones estructurales sobre los cauces, para la defensa de 
emplazamientos inundables, como encauzamientos, trasvases y presas de laminación (Mateu, 
2000). Es en esta nueva situación social y política donde surge la necesidad de dotar al país de 
un sistema moderno de previsión y alerta, creándose el Sistema Automático de Información 
Hidrológica, red SAIH, que paralelamente con la renovación del entonces Instituto Nacional de 
Meteorología y la articulación del servicio de Protección Civil, constituyen un valioso 
instrumento para la previsión del riesgo y seguimiento en tiempo real del comportamiento de 
las cuencas hidrológicas. 
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1.2 Sistemas automáticos de información hidrológica (SAIH) 
 
Un SAIH es un Sistema de Información Hidrológica en tiempo real, basado en la 
captura, transmisión y procesado de los valores adoptados por las variables 
hidrometeorológicas e hidráulicas más significativas, en determinados puntos geográficos de 
las diversas cuencas (Magrama, 2009). Así por ejemplo, proporcionan información relativa a 
los calados y caudales del agua que circula por los principales ríos y afluentes, el nivel y 
volumen embalsado en las presas, el caudal desaguado por los aliviaderos y compuertas de las 
mismas, la lluvia en numerosos puntos y los caudales detraídos por los principales usos del 
agua en la cuenca. Sus objetivos aparecen reflejados en la tabla 1.1. 
 
Tabla 1.1. Objetivos de un SAIH 
Objetivos Descripción 
Gestión de avenidas Minimización de daños por un mejor uso de 
las infraestructuras hidráulicas, y por una 
mejora en el plazo y en la garantía de los 
avisos a Protección Civil y a la Unidad Militar 
de Emergencia (UME), aumento de la 
información relativa a la seguridad de las 
presas y el mantenimiento de los resguardos. 
Gestión de sequias Prevé la posible ocurrencia y mitiga su 
gravedad revisando dotaciones y control de 
caudales en las tomas. 
Gestión de riegos Vigilancia del cumplimiento de las dotaciones 
acordadas, modificación de los caudales por 
cambio de condiciones. 
Gestión de caudales ecológicos Establece y mantiene dichos caudales. 
Gestión de la calidad del agua Controla, a través del conocimiento del 
caudal, que el agua se mantenga dentro de 
un intervalo que permite un uso seguro 
doméstico, urbano y agrícola. 
Gestión del conocimiento Mejora el uso del agua adoptando nuevas 
medidas más eficaces, lo que supone un 
esfuerzo en investigación y prueba de las 
mismas. 
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Cada SAIH funciona de manera autónoma en las distintas Confederaciones 
Hidrográficas, hasta que se termine de gestionar el denominado Centro Nacional, donde se 
aunarán las funciones de tiempo real y estadísticas de los SAIH. 
El programa SAIH ha ido incorporando las nuevas tecnologías que se han desarrollado 
en los diversos sectores involucrados, lo que ha hecho variar el enfoque de algunos de los 
criterios iniciales de diseño. Así por ejemplo, coexisten en la actualidad, sistemas que 
trasmiten la información vía radio terrestre con sistemas que se comunican a través del 
satélite HISPASAT, puesto en órbita por España en 1992. 
En la figura 1.1, se muestra el esquema de comunicaciones SAIH dotado de una 
estructura jerárquica de varios niveles: puntos de control, puntos de 
concentración/explotación y Centro de Procesado de Cuenca (en adelante CPC). Es en los 
puntos de control donde se instalan los sensores, registradores y transmisores para adquirir 
los datos básicos a obtener, procesarlos, almacenarlos temporalmente y transmitirlos a sus 
puntos de concentración o directamente al CPC. 
 
 
Figura 1.1. Esquema Comunicaciones SAIH (Fuente: Magrama) 
 
En la tabla 1.2 se incluyen las variables principales que son medidas y los 
correspondientes sensores que llevan a cabo la cuantificación. En este trabajo nos vamos a 
centrar en la medida del nivel en ríos, empleándose como se verá en los capítulos siguientes, 
dos tipos de sensores, el limnímetro por flotador/contrapeso y el sensor radar. 
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Tabla 1.2. Variables medidas y sensores empleados en un SAIH 
Variables a medir Sensores 
Precipitación líquida y sólida Pluviómetro, tipo contador de gotas y tipo 
balancín, pluvionivómetro y telenivómetro. 
Nivel de embalse Limnímetro por flotador y contrapeso. 
Balanza de precisión de captación neumática. 
Balanza de precisión de captación 
hidrostática. 
Sensor de cuarzo de captación neumática. 
Sensor de cuarzo de captación hidrostática. 
Sensor de silicio de captación neumática o 
hidrostática. 
Nivel en río Limnímetro por flotador/contrapeso. 
Sensor de posición rotacional por cable con 
retorno automático y flotador con 
transductor potenciométrico. 
Ultrasonidos. 
Radar. 
Sonda piezorresistiva. 
Nivel en canal Sistema de burbujeo. 
Grado de apertura en válvulas y compuertas  Desplazamiento lineal: captador del ángulo 
de rotación de su eje más elemento de 
reducción. 
Detectores de final de carrera 
Caudal en tuberías  Ultrasonidos  
Caudal en canal  
Medida de velocidad por ultrasonidos en uno 
o dos planos más la medida de nivel. 
Perfiladores de efecto Doppler más medida 
de nivel. 
Caudal turbinado Caudalímetros de ultrasonidos o 
electromagnéticos. 
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Conductividad eléctrica Medidores de conductividad y temperatura 
Estaciones meteorológicas Dirección y velocidad del viento. 
Temperatura y humedad. 
Radiación solar 
Sensor de nivel de la cubeta de evaporación 
tipo A. 
Presión atmosférica 
 
1.3 Validación y relleno de datos hidrológicos de nivel en ríos 
 
No suelen encontrarse en hidrología trabajos de validación de datos, entendiendo 
como tal la exploración preliminar de los mismos, eliminando valores anormales e 
identificando fuentes de posibles errores, que estén dedicados a variables que no sean 
meteorológicas. 
Se pueden adoptar métodos sencillos de estudio, como autocorrelación y 
autoregresión (Meek et al., 1999). Sin embargo es preciso un trabajo previo de preparación de 
datos. O’Brien y Keefer (1985), propusieron un sistema automático, sin intervención humana, 
basado en tres reglas LIM, ROC y NOC, desarrolladas posteriormente por Meek y Hatfield 
(1993). Para un correcto sistema de control de calidad de datos, el primer paso es la puesta a 
punto de la instrumentación y calibración de los equipos de medida. El segundo paso es el 
tratamiento de la serie de datos incluyendo: LIM: análisis de valores extremos tanto según 
intervalos de medida de los sensores como las propias lecturas registradas. ROC: análisis de la 
velocidad de cambio de valores continuos. NOC: detección de valores constantes sin cambio 
alguno debido a un error bien del instrumento, bien de la lectura. 
La Organización Mundial de Meteorología, OMM, ha elaborado unas guías para 
orientar el análisis de calidad de los datos en las Estaciones Meteorológicas Automáticas 
(OMM, 2004), más conocidas en español como EMAS y en inglés AWS (Automated Weather 
Stations). Estas guías indican cómo asegurarse una mínima consistencia temporal mediante el 
análisis de intervalos o detección de valores extremos, velocidad de cambio, mediante el 
cálculo de la desviación típica de los últimos 10 datos recibidos y consistencia Interna 
mediante relaciones lógicas de valores meteorológicos.  
Estévez et al. (2011), desarrollaron unas guías sobre procedimientos de validación de 
uso internacional, estableciendo unas pruebas secuenciales para comprobar: 1. intervalos de 
valores, 2. consistencia temporal, 3. coherencia interna, 4. persistencia temporal, y 5. 
consistencia espacial. 
Hubbard et al. (2005), presentaron un control de calidad basado en decisiones 
estadísticas. El sistema realiza tres análisis distintos: (i) cálculo de los umbrales según los 
distintos periodos del año; (ii) velocidad de cambio, (iii) persistencia estacional, y (iv) 
consistencia espacial. Esta última prueba se basa en un análisis de regresión lineal para la 
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estimación de intervalos de confianza para cada una de las estaciones en cuestión respecto a 
la estación objeto. 
Hasu y Koivo (2005), propusieron un sistema de validación muy básico con marcado 
automático de valores umbrales. Este método se compone de cuatro controles distintos. Uno 
para el control de la calidad de la estación, su buena ubicación, su buen funcionamiento y 
mantenimiento. Un segundo marcado para el control de la calidad en tiempo real, el tercer 
marcado es para el control de la calidad en diferido y, el cuarto marcado para el control 
manual de la calidad del dato. Es frecuente encontrar cuencas sin aforos, por lo que algunos 
autores como Archfield y Vogel (2010), recomiendan métodos de estimación a partir de 
correlaciones o interpolaciones con técnicas geoestadísticas. 
Sciuto et al. (2008), introdujeron el uso de redes neuronales para la validación de la 
información pluviométrica. 
Finalmente McLaughlin (2002), revisa la asimilación de datos hidrológicos, destacando 
los procesos de interpolación, suavizado y filtrado, con el fin último de poder emitir un juicio 
de valores con respecto a la calidad de los datos recibidos. 
 
1.4 Objetivos del presente trabajo 
 
El objetivo general del presente trabajo es la síntesis y validación de datos de nivel en 
ríos desarrollándose en 3 capítulos: 
Capítulo 2: Dedicado a la validación de datos de nivel de ríos modificados con errores 
de valor conocido, empleando para ello métodos tradicionales (Estévez et al., 2009), y un 
nuevo procedimiento desarrollado con este trabajo, consistente en una red neuronal no lineal 
auto-regresiva (NNARN) inserta en un algoritmo de re-entrenamiento con semilla estática. 
Capítulo 3: En este capítulo se propone un sistema de relleno de huecos en una 
secuencia de datos analizando tres métodos de interpolación, esplines cúbicos, funciones de 
base radial y perceptrones multicapa. 
Capítulo 4: Puesta a punto de un sistema de pre-validación de datos de nivel de ríos en 
tiempo real. Para ello ha desarrollado un equipo de tratamiento de datos con un conjunto de 
programas capaces de, mediante el uso de una NNARN con semilla dinámica, y ubicado en un 
punto de control de la red SAIH del Guadalquivir, validar en tiempo real los datos procedentes 
de un sensor radar de nivel. 
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CAPÍTULO 2: Sistemas de Validación de datos 
con redes neuronales 
 
2.1 Introducción y antecedentes. 
 
El control de calidad es un requisito imprescindible y previo para el uso de la 
información hidrometeorológica. La obtención de bases de datos de calidad son herramientas 
esenciales tanto para científicos e ingenieros como para responsables en la toma de decisiones 
(Shafer et al., 2000).  
La validación de los datos meteorológicos, garantiza la calidad de la información, 
identificación de valores incorrectos y detección de problemas que requieren la atención 
inmediata de los equipos de mantenimiento (Estévez et al., 2011). La aplicación de métodos de 
control de calidad es especialmente necesario para datos hidrometeorológicos en tiempo real 
o casi en tiempo real para diferentes propósitos (OMM, 2008). 
 La información hidrometeorológica procedente de sensores suele contener datos 
erróneos (Sciuto et al., 2008), que dificultan su uso posterior (Madsen, 1989), por ello se 
requiere personal especializado que proceda previamente a su revisión. Cuando se necesita 
este control en tiempo real, es deseable contar con un procedimiento previo automático que 
marque los datos potencialmente incorrectos para así reducir el análisis manual posterior 
(Abbott, 1986; Reek et al., 1992). 
Han sido muchos los procedimientos desarrollados para para asegurar la calidad de 
datos procedentes de variables hidrometeorológicas, tales como la precipitación o variables 
climáticas de entrada (temperatura, humedad relativa, radiación solar, velocidad del viento) 
para la ecuación de la evapotranspiración de referencia (Durre et al, 2010; Feng et al., 2004; 
Gandin, 1988; Geiger et al., 2002; Hubbard et al., 2005; Kunkel et al, 2005; Shafer et al, 2000; 
You et al., 2007). Sin embargo, la literatura relacionada con el control de calidad de datos en 
nivel de río es escasa. 
Con el objeto de desarrollar un modelo de validación de datos, los datos brutos deben 
ordenarse mediante la medida de ciertas variables de forma secuencial en el tiempo (Koskela 
et al., 2003). Estos conjuntos de datos normalmente son incompletos y consisten en una 
mezcla de señal y ruido. A esto se suma que el proceso hidrológico subyacente suele ser 
estocástico, lo cual hace más difícil la identificación de la señal. El objetivo del modelo es 
revelar el proceso subyacente de los datos. Este modelo es estimado a través de métodos 
estadísticos para encontrar regularidades y dependencias existentes en los datos.  
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Se han propuesto varias técnicas computacionales para adquirir una visión más clara 
de los procesos y fenómenos que contienen información temporal. Los métodos estadísticos 
basados en modelos lineales y no lineales han sido eficaces en muchas aplicaciones 
(Gershenfeld y Weigend, 1993). Entre estos métodos, los modelos lineales auto-regresivos (AR) 
y auto-regresivos de media móvil (ARMA) (Box et al., 1994), han sido los más aceptadas como 
desarrollo al trabajo original de Yule (1927). Los modelos lineales son bien conocidos, y están 
disponibles muchos algoritmos para la construcción de modelos. 
Los modelos no lineales fueron ampliamente aplicados en la década de 1980 con el 
aumento de la velocidad de procesamiento de los ordenadores y, el almacenamiento de datos. 
Entre los métodos no lineales se encuentran las Redes Neuronales Artificiales (en adelante 
ANN), que pronto se hicieron muy populares. El modelo de ANN está inspirado en el 
funcionamiento del cerebro humano.  
El éxito de los modelos de ANN, radica en su capacidad para aproximarse a cualquier 
función medible de Borel, con el grado de precisión que se desee, tal como indica Hornik et al. 
(1989). Las ANN se hicieron muy útiles en predicciones de series temporales debido a su 
capacidad de aprendizaje dentro de un gran volumen de datos potencialmente ruidosos. 
Destacando que en la mayoría de los casos, los modelos de predicción de las redes neuronales 
dan mejores resultados que otros modelos similares (Hen y Hwang, 2002).  
Elman (1990), advirtió de las dificultades en la búsqueda de un modelo global para la 
óptima representación de series temporales. En consecuencia, han sido muchas las distintas 
propuestas de arquitecturas en las ANN para poder aproximar de la mejor manera posible el 
comportamiento de las series temporales. 
En la predicción de series temporales con redes neuronales, los principales 
inconvenientes son la selección de la longitud de los vectores de entrada y la propia estructura 
de la red. Estos problemas son similares en todas las arquitecturas de redes neuronales. 
Además de esto, con ANN recursivas, la estabilidad del modelo y la capacidad de aprendizaje 
han de ser consideradas.  
El primer paso para el diseño de una herramienta de control de calidad es el análisis de 
las principales fuentes de error. Este paso requiere el establecimiento de algunas normas para 
evaluar la calidad de los datos, incluyendo las sucesivas manipulaciones realizadas en los datos 
brutos adquiridos por los sensores. En el siguiente paso, los niveles de control se deben 
establecer en una revisión periódica de los datos. Estévez et al. (2011), propusieron una 
aplicación progresiva de las pruebas convencionales para el control de la información hidro-
meteorológica. Hubbard et al. (2005), presentaron una serie de procedimientos de control de 
calidad basados en decisiones estadísticas. El sistema realiza tres análisis distintos: (i) cálculo 
de los umbrales según los distintos periodos del año; (ii) velocidad de cambio; (iii) persistencia 
estacional; y (iv) consistencia espacial. Esta última prueba se basa en un análisis de regresión 
lineal para la estimación de intervalos de confianza para cada una de las estaciones en 
cuestión respecto a la estación objeto. Los datos pueden estar clasificados en diferentes 
categorías según el método de control de calidad elegido (Hasu et al., 2011), así McLaughlin 
(2002), revisa la asimilación de datos hidrológicos, destacando los procesos de interpolación, 
                                                                                                                                                        Capítulo 2 
10 
 
suavizado y filtrado, con el fin último de poder emitir un juicio de valores con respecto a la 
calidad de los datos recibidos. 
Las redes neuronales son herramientas hidrológicas habituales, empleándose de 
manera individual, en la estimación de escorrentía en las cuencas no aforadas, o asociadas con 
otros métodos (Hong, 2012), como filtros de Kalman (MLP-EFFQ), dentro de algoritmos 
recursivos en modelos hidrológicos, o en el análisis de series temporales con lógica difusa 
(Lohani et al., 2012).  
La finalidad del control de calidad es detectar errores en los registros de las variables 
medidas. Para ello es esencial seguir una serie de pasos desde la creación del sistema, con la 
elección correcta de la ubicación de las estaciones de control, un adecuado mantenimiento de 
las mismas y la calibración periódica de los sensores. Por último, es necesaria la aplicación de 
procedimientos de validación de los datos medidos en cada estación, entendiéndose como 
validación el conjunto de métodos, incluyendo algoritmos y pruebas, que detectan errores en 
los registros medidos. Estos métodos y sus principales autores han sido expuestos en el 
apartado 1.3 del capítulo 1. 
 
2.2 Objetivos 
 
El objetivo de este Capítulo 2, ha sido la comparación de dos métodos de validación 
para la estimación de la fracción de errores totales detectados en una serie de datos brutos, 
modificados artificialmente con la introducción de errores de manera aleatoria. Estos métodos 
son: 
(a) Métodos tradicionales comúnmente utilizados en hidrometeorológica (Estévez et 
al., 2011). 
(b) Una red neuronal no lineal auto-regresiva (NARNN), inserta en un algoritmo 
recursivo y que en cada iteración es entrenada con datos validados (Shaw et al, 1997; Ruano, 
2005), con el objeto de hacer una predicción de alta calidad. 
 
2.3 Materiales y Métodos 
2.3.1 Datos Analizados 
 
Para la detección de errores dentro de una serie completa de datos, hemos utilizado 
datos procedentes de la cuenca del río Duero, el punto de control Villoldo: 
Villoldo es un punto localizado en la cuenca del río Carrión, un afluente del Duero en el 
Noroeste de la Península Ibérica (Figura 2.1). Esta estación pertenece en la actualidad al 
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Sistema Automático de Información Hidrológica de la Confederación Hidrográfica del Duero 
(CHD 2013), habiendo pertenecido, previa la existencia de este SAIH, a la Red Oficial Española 
de Aforos (ROEA). La serie de datos aquí analizada fue tomada en este tiempo, en el que el 
punto pertenecía a la ROEA. 
 
Figura 2.1. Localización geográfica de la cuenca del Duero y el punto de control Villoldo 
 
Esta estación ha sido seleccionada debido a que es una de las estaciones de aforo más 
fiables del sistema Carrión. Villoldo tiene registros de información hidrológica desde principios 
del siglo XX, dada la importancia del río Carrión como principal tributario del Canal de Castilla, 
un canal artificial construido entre los siglos XVII y XIX como ruta fluvial, como una red de 
canales de navegación que facilitase el transporte de la lana, los vinos y el cereal de la 
entonces aislada Castilla, principal centro de producción del país del momento, dando salida a 
los mismos hacia los puertos del norte. El canal fue pronto reemplazado por el ferrocarril, y fue 
relegado a ser un sistema de distribución de agua para las explotaciones de regadío. 
Actualmente, el Canal de Castilla es un parque natural de interés turístico. 
El punto de control es una estación de aforo, tipo V-flat, adecuada para los cauces 
naturales (MMO, 2010), cuyo sistema de medida es una boya de contrapeso de la casa 
Rittmeyer, que transforma de forma electromecánica el nivel medido a señal eléctrica 
expresada en formato decimal codificado en sistema binario (en inglés Binary-Coded Decimal o 
BCD). La información llega a una tarjeta de entrada que procesa la información y la envía por 
cable a la estación remota, ésta añade códigos de redundancia (comprobación de redundancia 
cíclica o CRC), para corrección de errores y, transmite la información por satélite hasta el CPC, 
Centro de Procesado de Cuenca, con una cadencia diezminutal. El codificador BCD utilizado, 
modelo G2GD.X17DE, es de 20000 cuentas y su resolución máxima es de 5 mm sobre un fondo 
de escala máximo de 10 m. En la estación Villoldo se hace una medida en fracciones de 200 
cuentas con lo que la resolución real es de 10 mm. 
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La serie diezminutal analizada contiene un total de 602.928 datos (desde el 02/02/1999  
0:00:00 al 20/07/2010 23:50:00). Esta ha sido validada previamente por un técnico experto. 
Los primeros 80 datos iniciales son cero, debido a que el sensor en el momento de iniciarse el 
registro aún no estaba operativo y se ha preferido mantenerlos sin modificar, con el objeto de 
usarlos para ver el comportamiento de la red neuronal, ante una serie con un porcentaje de 
errores conocidos, durante la fase de análisis de estabilidad de la misma.  
La validación de datos se efectuará sobre los datos que van desde el registro 1001 al 
6000, empleándose los 1000 primeros datos como semilla inicial para el entrenamiento, 
validación y prueba de la red neuronal. 
 
2.3.2 Introducción de errores 
 
Con el fin de evaluar y comparar el porcentaje de registros erróneos detectados por los 
métodos tradicionales existentes hasta la fecha y los desarrollados con nuestra investigación, 
hemos introducido errores conocidos en la serie de datos inicial. Estas alteraciones 
introducidas en la serie original han sido errores aleatorios, xtRE, que son añadidos a los datos 
originales, XtO, resultando con esto nuevos valores XtE: 
       (2. 1) 
 
Los cocientes de errores han sido definidos como el resultado de la división entre la 
cantidad de error aleatorio introducido y, la desviación estándar (σx) de la variable hidrológica 
medida en un período de tiempo determinado (Meyer et al., 1989). Estos cocientes han sido 
calculados para datos mensuales, siguiendo el enfoque de simulación realizado por Estévez et 
al. (2009) para la introducción de errores en variables meteorológicas. Han sido introducidos 
errores aleatorios, de e=xtRE/σx, de 0.2; 0.4; 0.6; 0.8 y 1 (Camillo and Gurney, 1984; Ley et al., 
1994). Estos errores tienen su origen en una serie de números pseudoaleatorios dentro del 
intervalo [0–1] (e.g. Press et al., 2007, Cap. 7). El 10% de los registros de la serie inicial han sido 
modificados para cada ratio de error considerado, con lo que se generaron 5 series 10-
minutales de nivel que se han empleado para evaluar la eficacia de los métodos de validación a 
la hora de detectar esos errores, así como su relación con la magnitud del error. 
 
2.3.3 Métodos tradicionales para la validación de datos 
 
Han sido aplicados tres métodos tradicionales de control de calidad para su aplicación 
en la serie de datos completa de Villoldo. Estos procedimientos son ampliamente utilizados en 
muchos trabajos, especialmente en el control de calidad de datos meteorológicos (Estévez et 
al., 2011; Feng et al., 2004; Meek y Hatfield, 1994; Shafer et al., 2000). 
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Los principios básicos de las pruebas que se aplican a los datos registrados provienen de 
las tres reglas introducidas por Meek y Hatfield (1994), que están basadas en O’Brien y Keefer 
(1985). Estas reglas utilizan límites fijos o dinámicos para cada variable (lo que se conoce 
habitualmente como prueba de intervalo), límites fijos o dinámicos para los cambios entre 
observaciones sucesivas (“step test” o prueba de consistencia temporal) y, por último, límites 
para detectar medidas consecutivas iguales o de baja variabilidad (prueba de persistencia). 
Este último también se podría considerar como un intervalo de consistencia temporal. La 
prueba de intervalo, ecuación (2.2), verifica que los valores de nivel en río estén dentro de un 
intervalo aceptable, límites establecidos según una consistencia física, como la altura máxima 
que puede registrar el sensor de nivel. Los intervalos de consistencia temporal, ecuación (2.3), 
comprueban si la diferencia entre valores sucesivos excede un valor determinado, en cuyo 
caso habría que sospechar de ambas medidas. Es decir, se examina el exceso de variabilidad de 
dos registros consecutivos. Si esta diferencia supera el valor preestablecido dentro del sistema 
de validación de datos, se genera una alerta para los dos datos. Esta diferencia se establece 
teniendo en cuenta las características del sensor y los cambios bruscos causados por la 
conexión/desconexión o mal funcionamiento del sensor.  
Las pruebas de persistencia, ecuación (2.4), se basan también en la consistencia 
temporal. En lugar de evaluar el excesivo cambio o salto entre observaciones sucesivas, ahora 
se comprueba la escasa o nula variabilidad de dichos registros, concretamente en la no 
ocurrencia de cambios durante 1 hora. 
 
	 
  
  (2. 2) 
    	 
 	 (2. 3) 
      	      	      	        	 (2. 4) 
 
Donde X es el valor registrado de calado en río, dato 10-minutal, t es el tiempo y Kmax es 
el valor máximo de repeticiones consecutivas en la serie de datos, con K v (1, Kmax) con el 
objeto de analizar la variabilidad de los datos 10-minutales durante 1 hora. 
Estas tres pruebas han sido aplicadas a la serie alterada con los errores introducidos, con 
objeto de cuantificar la fracción de errores detectados. 
  
2.3.4 Red neuronal no lineal auto-regresiva (NARNN) 
 
Una estructura basada en una red neuronal no lineal auto-regresiva (NARNN), es la base 
de nuestra investigación para el desarrollo de un nuevo método de validación. Este tipo de red 
incluye una serie de entradas (d términos de la propia salida) con retardo y(t-1), y(t-2), …y(t-d), 
una capa oculta de n neuronas con una función de activación sigmoidal y una capa de salida de 
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una sola neurona con función de activación lineal. La NARNN se puede expresar 
matemáticamente como: 
 
    !"# $  # %  &'%() *
+
 ()  $ (2. 5) 
 
La función sigmoidal, φ, se emplea como función de activación. Los parámetros que 
incluyen son βi, ωij (pesos), y β0, ωi0 (sesgo). 
Las condiciones iniciales son (y(0), y(1),…, y(d)), siendo el estado del sistema en el 
instante t (y(t),y(t+1),…, y(t+d)). 
La NARNN ha sido entrenada usando la Neural Network Toolbox de Matlab2013a, de 
acuerdo a las indicaciones del diagrama de flujo de la figura 2.2. 
 
Figura 2.2. Diagrama de flujo del proceso de entrenamiento de la NARNN 
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Los pesos se han ajustado mediante el algoritmo de Levenberg-Marquardt, por 
combinar el poco tiempo de cálculo (e.g. Davoodi et al., 2010) y una alta eficiencia en la 
localización del mínimo de la función de error medio cuadrático (MSE), (Dawson y Wilby, 
2001): 
 
,-.  / 01  021345() 6  (2. 6)  
 
Con 7 e 278 el valor del calado actual de la serie y el estimado por la NARNN para un total 
de n valores. 
El método de partición (split-validation method), también conocido como de validación 
cruzada (cross-validation) en la literatura especializada, asegura una prueba rigurosa de la 
capacidad de la red neuronal (Dawson et al., 2006). El procedimiento completo ordena los 
datos disponibles en tres conjuntos: entrenamiento, validación y prueba. El conjunto 
destinado al entrenamiento se emplea para fijar los pesos de la NARNN. El conjunto de 
validación sirve para seleccionar la variante del modelo que ofrece el mejor nivel de 
generalización, siendo el conjunto de prueba empleado para evaluar el comportamiento del 
modelo elegido, empleando los datos que no han sido mostrados antes a la red neuronal. 
En este caso, los 1000 datos iniciales de la serie a analizar se dividieron de manera 
aleatoria en 700 datos para el entrenamiento, 150 datos para la validación y 150 datos para la 
prueba final. 
Tras el entrenamiento de la NARNN, el dato t+1 es estimado y comparado con su 
homólogo de la serie, efectuándose una selección de acuerdo al siguiente criterio: 
 
9 0:    0;:   0<<:    0;:   = >0:    0<<:   0<<:    0;:   ? @ (2. 7) 
 
Donde el parámetro > A 		8 	B, es el umbral de selección, yNN es el calado estimado por la 
red neuronal, C 8el calado procedente de la serie de datos modificada e, y es la salida de todo 
el procedimiento de control. 
El nuevo valor para el tiempo t+1 es incorporado al conjunto de datos validados de 
manera que este conjunto se va incrementando progresivamente de tamaño. Tras ser 
reentrenada la NARNN con t+1 datos, se reinicia un nuevo ciclo para el dato t+2 hasta que se 
procesan un total de n datos. Los nuevos datos así obtenidos se someten a dos correcciones. 
La primera, considera el carácter discreto de los datos procedentes de la cadena de 
adquisición, básicamente un redondeo a dos decimales. La segunda corrección, tiene en 
cuenta la no causalidad de los datos (Oppenheim et al., 1996). 
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1D0:    0:  :EF60:  0:   (2. 8) 
 
El programa desarrollado se incluye en el ANEXO 2.1. 
 
2.3.5 Estabilidad de la red neuronal 
 
La dinámica de las redes neuronales de tiempo discreto y con función de activación 
sigmoidal, puede ser muy compleja, como se demuestra en simulaciones numéricas (Wang, 
1991). Por lo general, cuando el tamaño de la red neuronal se incrementa, la probabilidad de 
alcanzar un comportamiento caótico se aproxima a la unidad, (Albers et al., 1998). Para el 
modelo de NARNN propuesto, el comportamiento se vuelve caótico cuando la capa oculta 
contiene 10 o más neuronas, si los datos para la validación son de mala calidad, el porcentaje 
de datos erróneos por encima del 80% o el umbral de selección es pequeño (tendiendo a 0.01). 
Por otra parte, si el tamaño de la NARNN es pequeño, una neurona con retardo unitario, los 
problemas de inestabilidad aparecen durante la fase de entrenamiento. 
 
2.4 Resultados y discusión 
 
En los siguientes apartados se muestran los resultados de la comparación entre los dos 
métodos de validación: métodos tradicionales y el propuesto basado en redes neuronales. 
Posteriormente, también se ha realizado un análisis de la estabilidad de la NARNN. 
 
2.4.1 Comparación entre red neuronal y métodos convencionales. 
 
Se ha comparado la capacidad de detección de errores entre los métodos tradicionales 
y la NARNN, empleando para ello los registros que van del dato 1001 al dato 6000 de la serie 
de datos estudiada en este trabajo. Los resultados obtenidos aparecen reflejados en la Tabla 
2.1. 
Por lo general, las pruebas tradicionales sólo detectan un máximo del 13% de los 
registros que han sido alterados en el caso del cociente mayor, e=1, y menos de un 6% para 
cocientes menores e <1. 
Por su parte el modelo propuesto basado en NARNN fue capaz de detectar todo tipo 
de errores independientemente de la magnitud de los mismos. Hay una ligera tendencia a la 
baja con los valores de e, desde 453 errores detectados si e=1 a 387 errores detectados si 
e=0.2 con n=5 neuronas en la capa oculta. 
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Si n=1, entonces se pasa de 466 con e=1 a 370 con e=0.2. En este caso el nivel de 
detección cae más rápidamente que en el primero. 
Es interesante señalar que los métodos tradicionales no han detectado errores 
empleando la prueba de persistencia para ninguno de los cocientes empleados y, que una 
pequeña cantidad ha sido detectada en las otras pruebas para cocientes inferiores a e=1. Así, 
las pruebas tradicionales de intervalo y de consistencia temporal, sí han localizado algunos de 
los registros alterados para todos los ratios, pero con muy baja eficiencia: 27, 13, 4, 2 y 2 
errores en la prueba de intervalo. 38, 15, 4, 1 y 1 errores en la prueba de consistencia 
temporal, para aproximadamente 500 registros alterados, con un cociente de error e de 1, 0.8, 
0.6, 0.4 y 0.2 respectivamente.  
 
Tabla 2.1.Resultados en la detección de errores: NARNN versus métodos tradicionales 
 
Cociente 
de error 
Errores 
introducidos 
Errores detectados 
Prueba de 
intervalo 
Step 
Test 
Prueba de 
Persistencia 
Prueba 
tradicional 
NN n=5, 
d=10, δ=0.08 
NN n=1, 
d=1, δ=0.08 
1.0 501 27 38 0 
 
Valor absoluto (%) 
 
65 (12.97) 453 (90.4) 466 (93.0) 
0.8 500 13 15 0 28 (5.60) 449 (89.8) 460 (92.0) 
0.6 495 4 4 0 8 (1.62) 444 (89.7) 417 (84.2) 
0.4 493 2 1 0 3 (0.61) 440 (89.3) 385 (78.1) 
0.2 485 2 1 0 3 (0.62) 387 (79.8) 370 (76.3) 
 
NN: modelo NARNN; n= neuronas en la capa oculta; 1000= datos para el entrenamiento; 5000= datos para 
la validación; d= desfase de la retroalimentación; δ= umbral de selección. 
 
En contraste y como se puede ver la figura 2.3, el método basado en la NARNN detectó 
hasta un 95.1% de los registros alterados con el cociente de error más bajo que se adoptó 
(e=0.2). 
Ha de destacarse la marcada diferencia en los cocientes 0.4 y 0.6. Como se puede 
observar en la figura 2.3, el método basado en la NARNN ha detectado entre un 94.3% y un 
97.0% de las alteraciones introducidas en la serie, mientras que los métodos tradicionales no 
llegan al 1%. 
De esta diferencia se deduce, la baja eficiencia de los métodos tradicionales en general 
y, especialmente en el caso de errores pequeños y medianos, lo que contrasta con el método 
NARNN que demuestra ser muy eficiente. Cuando el cociente de error es grande, el nuevo 
método puede detectar más de 90% de los registros alterados, mientras que las pruebas 
tradicionales sólo detectan alrededor del 13%. 
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Figura 2.3. Comportamiento de la NARNN en un caso con n=5 neuronas en la capa oculta y un desfase d=1, y en otro 
con n=1 y d=1. En ambos casos los cocientes de error son de e=1.0 (a), e=0.8 (b), e=0.6 (c), e=0.4 (d) y e=0.2 (f). El 
umbral de error variable, δ∈(0.01, 0.3) 
 
Con el objeto de analizar la influencia del tamaño de la red neural, se han evaluado dos 
NARNN de igual estructura y diferente tamaño. En primer lugar una NARNN con 5 neuronas en 
su capa oculta, realimentada con un desfase=10, (y(t-1), y(t-2),…y(t-10)), y un umbral de 
selección @ A 		8 	B. La capa oculta asegura la estabilidad y ofrece una cierta capacidad 
de memorización. 
La segunda NARNN incluye una sola neurona en la capa oculta y un desfase unitario 
(y(t-1)), con el objeto de reducir la complejidad del modelo. 
Ambos casos presentan un comportamiento similar si bien el primero (n=5, d=10) es 
más estable debido a su mayor complejidad y presenta un comportamiento algo mejor (ver 
Figura. 2.3). 
 
2.4.2 Estabilidad de la NARNN 
 
El comportamiento de la NARNN ha sido analizado para 15 casos diferentes. En todos 
ellos la NARNN contenía 10 neuronas en su capa oculta, un desfase d=2 y un umbral de 
selección@  		, con el fin de analizar la influencia de la cantidad de datos incorrectos 
introducidos intencionadamente en la serie analizada. En conjuntos de datos de menos de 150 
registros (53.3% de datos incorrectos), la NARNN presentaba un comportamiento caótico 
siendo estable para conjuntos de más de 150 registros. 
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2.4.3 Análisis de sensibilidad del parámetro de selección, δ. 
 
Se ha realizado un análisis de sensibilidad de la NARNN ante el umbral de selección@. 
Estudiando las variaciones del umbral de selección, sobre dos configuraciones distintas de la 
NARNN. En ambas situaciones la máxima eficiencia selectiva de la NARNN se alcanza para 
umbrales cercanos a @ =0.02. 
 
2.4.3.1 Primera configuración de la ANN (n = 5, d = 10) (Tabla 2. 1 y Figura 2. 3) 
 
Como aparece en la figura 2.3, para valores del umbral de selección inferiores a @<0.02, la capacidad de detectar errores en los datos cae rápidamente. En estas circunstancias 
la red neuronal rechaza la mayoría de los datos que proceden de la serie a analizar y, da por 
buenos aquellos que ella misma propone a su salida. Conforme el proceso de verificación de 
datos avanza, el modelo NARNN es entrenado con datos que incluyen errores y con ello 
decrece su efectividad. Este efecto es especialmente destacado, ver figura 2.3, para cocientes 
de error de 0.4 y 0.2, donde la NARNN pierde su capacidad de selección. 
Para valores del umbral de selección @>0.02, la NARNN pierde lentamente sus 
propiedades selectivas, si bien su efectividad no decae nunca por debajo del 75%. La red 
neuronal bajo estas circunstancias presenta un comportamiento robusto a pesar de verse 
afectada por los datos incorrectos que ella presupone válidos. 
 
2.4.3.2 Segunda configuración de la ANN (n = 1, d = 1) (Tabla2.1 y Figura 2.3) 
 
Para valores bajos, @<0.02, la capacidad selectiva del modelo NARNN cae ante la 
presencia de datos erróneos y el bajo valor del desfase empleado (d=1), que a su vez hace que 
se resienta su robustez. 
Con valores @>0.02, la NARNN pierde gradualmente sus propiedades selectivas al igual 
que sucedía en el primer modelo, aun así, la fracción de errores detectados se mantiene en 
torno al 75%. La pérdida de robustez hace que la NARNN se vuelva inestable para niveles del 
umbral de selección @>0.08. En estos casos de inestabilidad, puede observarse como la 
velocidad de la fase de entrenamiento del modelo NARNN se ve considerablemente reducida, 
requiriéndose un elevado número de iteraciones (epochs). 
 
2.5 Conclusiones 
 
La validación de datos hidrometeorológicos representa un elemento esencial para las 
agencias de distribución de agua. Estas necesitan además de un mantenimiento adecuado de 
los sensores y su entorno, la aplicación de procedimientos de control de calidad antes de la 
recogida y difusión de los datos. 
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La detección automática de errores es especialmente necesaria en los casos en los que 
el control manual es insuficiente para aplicaciones en tiempo real. Por lo tanto, hay una 
necesidad de desarrollo de métodos automáticos de control de calidad para la validación de 
datos de nivel en río que proceden de las redes de información hidrológicas, con el objeto de 
identificar potenciales registros anómalos. 
En este trabajo se ha desarrollado un nuevo procedimiento de control de calidad para 
la validación de los datos brutos de calado en río, adquiridos por una red de monitorización en 
tiempo real. 
Este nuevo método, diseñado para detectar automáticamente los datos erróneos, se 
basa en una NARNN, dentro de un algoritmo recurrente donde se efectúan además dos 
correcciones adicionales, una del error de redondeo de los datos y otra asociada a la no 
causalidad de los datos. 
Se ha procedido a la evaluación del rendimiento de este nuevo método y de los 
procedimientos tradicionales ampliamente utilizados para las validaciones 
hidrometeorológicas, con la introducción de errores artificiales de diferentes magnitudes en el 
conjunto de datos a analizar. 
El procedimiento desarrollado basado en una NARNN, es más eficiente que las pruebas 
tradicionales detectando los errores en al menos un 90% de los casos. 
De forma general las pruebas tradicionales son insuficientes e inapropiadas para 
detectar registros alterados con errores de diferente magnitud, en especial para aquellos casos 
con cocientes de error medio o bajo (e < 1.0). 
Por otra parte, los modelos NARNN evaluados en este trabajo han demostrado tener 
un comportamiento robusto alrededor de su umbral de funcionamiento óptimo @= 0.02, 
incluso en su forma estructural más simple. 
Las configuraciones NARNN con un número moderado de neuronas, n=5, son las más 
adecuadas para la detección de errores en los conjuntos de datos de nivel de río estudiados. El 
uso de un elevado o reducido número de neuronas en la capa oculta puede causar que la 
NARNN tenga un comportamiento caótico o inestable respectivamente. 
El parámetro de retardo d, para las configuraciones probadas, no es un elemento 
determinante en la selección de la configuración más apropiada de la NARNN para los 
propósitos de control de calidad. 
Este nuevo método es una herramienta de gran utilidad para la validación y el 
procesado automatizado de la información hidrológica, de gran demanda en la actual 
coyuntura hidrometeorológica donde suceden frecuentes inundaciones que ocurren a escala 
global. 
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ANEXO 2.1 
 
% RUTINA PRINCIPAL 
%RedNN 
(nucleos,ratio,nneuronas,semilla,ndatosvalidar,retardo,error_adm) 
RedNN(4,0.8,1,1000,5000,1,0.025); 
 
% FUNCIÓN 
% RED NAR PARA VALIDACIÓN/CORRECCIÓN DE DATOS USANDO PREDICCIÓN 
TEMPRANA:  
% nets = removedelay(net) 
% A partir de t datos, predecimos Y(t+1) y lo comparamos con 
% el dato Ye(t+1) de la serie a validar 
% (c) Miriam López Lineros 
% SEVILLA 19/11/2012 
  
% GESTIÓN DEL ENTORNO 
% Borramos la ventana de comandos y la RAM 
function RedNN 
(nucleos,ratio,nneuronas,semilla,ndatosvalidar,retardo,error_adm) 
  
matlabpool(nucleos); 
  
clc 
%clear all 
  
% GESTIÓN DE FICHEROS 
% Cargamos n_sem datos del fichero validado para obtener la semilla 
inicial 
datos=load('Villoldo_corregido.txt'); 
  
% Cargamos el fichero con errores tipo para validarlo/corregirlo 
if ratio==0.2  
    datos_error=load('e02.txt');  
end 
if ratio==0.4  
    datos_error=load('e04.txt');  
end 
if ratio==0.6  
    datos_error=load('e06.txt');  
end 
if ratio==0.8  
    datos_error=load('e08.txt');  
end 
if ratio==1  
    datos_error=load('e1.txt');  
end 
  
% GESTIÓN EN VALIDACIÓN 
% Fijamos el nº de datos de la semilla inicial para validación 
n_sem=semilla; 
% Fijamos el número de datos a validar 
n_dat_val=ndatosvalidar; 
% Error admisible en validación fase I 
e_adm=error_adm; 
% Error admisible en validación fase II (es la resolución del sensor) 
e_adm1=0.01; 
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% Delay de la serie temporal 
d=retardo; 
  
% Preparamos los datos de la semilla 
for i=1:n_sem 
    datos_sem(i)=datos(i); 
end 
%Volcamos al fichero de salida la semilla inicial 
save s01.txt datos_sem -ASCII 
  
% Hacemos un bucle para validación 
for j= 1:n_dat_val 
     
% Actualizamos los datos validados/corregidos 
datos_sem=datos_sem; 
  
  
% RED NEURONAL NAR: 
% Convertimos a formato cell para alimentar la red neuronal 
targetSeries = tonndata(datos_sem',false,false); 
  
% Creamos una red neuronal no lineal autoregresiva (NAR) 
feedbackDelays = 1:d; 
hiddenLayerSize = nneuronas; 
net = narnet(feedbackDelays,hiddenLayerSize); 
  
%Para el proceso de la NAR, eliminamos filas de constantes y 
normalizamos 
% datos a [-1, 1] 
net.inputs{1}.processFcns = {'removeconstantrows','mapminmax'}; 
  
% Preparamos los datos para la red neuronal "net" con preparets: 
% Siendo: 
% inputs: los datos desde y(d+1),.. es decir n-d datos en formato cell 
% inputStates: los "d" primeros datos y(1), ...y(d) en formato cell 
% layerStates: "d" cells vacías 
% targets: los datos desde y(d+1),.. en formato cell 
% targetSeries: los n datos desde y(1) a y(n) en formato cell 
[inputs,inputStates,layerStates,targets] = 
preparets(net,{},{},targetSeries); 
  
% Dividimos los datos para Training, Validation y Testing 
net.divideFcn = 'dividerand';  % Divide data randomly 
net.divideMode = 'time';  % Divide up every value 
net.divideParam.trainRatio = 70/100; 
net.divideParam.valRatio = 15/100; 
net.divideParam.testRatio = 15/100; 
  
% Elegimos la función de entrenamiento 
net.trainFcn = 'trainlm';  % Levenberg-Marquardt 
  
% Elegimos la funcion de caracterización del error 
net.performFcn = 'mse';  % Mean squared error 
  
% Entrenamos la red 
[net,tr] = train(net,inputs,targets,inputStates,layerStates); 
%[net,tr] = 
train(net,inputs,targets,inputStates,layerStates,'useParallel','yes'); 
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% Predicción temprana de Y(t+1) a partir de t datos validados 
% Inicialmente t=n_sem  
nets = removedelay(net); 
[xs,xis,ais,ts] = preparets(nets,{},{},targetSeries); 
ys = nets(xs,xis,ais); 
%ys = nets(xs,xis,ais,'useParallel','yes'); 
  
% Conversión de datos a formato double 
Salida = fromnndata(ys,false,true); 
Salida=cell2mat(Salida); 
  
% Validación/corrección de datos fase I: elección de la mejor solución 
% disponible: NAR versus serie a validar 
if abs(Salida(n_sem-d+1)-datos_error(n_sem+1))<e_adm  
datos_sem(n_sem+1)=datos_error(n_sem+1);  
else  
datos_sem(n_sem+1)=Salida(n_sem-d+1);  
end 
  
% % Validación/corrección de datos fase II: resolución de sensor 
% if abs(datos_sem(n_sem+1)- datos_sem(n_sem))<e_adm1 
% datos_sem(n_sem+1)= datos_sem(n_sem);  
%  
% % Validación/corrección de datos fase II: Consistencia temporal de 
los 
% % datos 
% elseif abs(datos_sem(n_sem+1)- datos_sem(n_sem))>e_adm1 & 
(datos_sem(n_sem)== datos_sem(n_sem-1)) 
% datos_sem(n_sem+1)= datos_sem(n_sem);  
% end 
  
  
% Representamos los datos en la ventana de comandos para cada época 
clc 
[datos_sem(n_sem+1) datos_error(n_sem+1)] 
n_sem=n_sem+1 
  
% Inicializamos los pesos de la NAR para la siguiente muestra a 
validar 
init(net); 
  
end 
  
%Salida de datos de semilla + validados/corregidos 
datos_sem=datos_sem'; 
save s01.txt datos_sem -ASCII 
  
% Preparamos los datos de la serie a validar 
for  i=1:n_sem 
datos_serie_ok(i)=datos(i); 
datos_serie_error(i)=datos_error(i); 
end 
  
% Salida de datos de la serie que contiene la semilla y previamente 
validados 
datos_serie_ok=datos_serie_ok'; 
save s02.txt datos_serie_ok -ASCII 
  
% Salida de datos de la serie a validar  
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datos_serie_error=datos_serie_error'; 
save s03.txt datos_serie_error -ASCII 
end 
 
end 
 
 
% ESTADISTICAS 
% VALIDACIÓN/CORRECCIÓN DE DATOS SEGÚN AD Y NO CAUSAL:  
% (c) Miriam López Lineros 
% SEVILLA 27/11/2012 
  
% Borramos la ventana de comandos y la RAM 
clc 
clear all 
  
% GESTIÓN DE FICHEROS 
% Cargamos el fichero validado por la red neuronal 
datos_validados=load('s01.txt');  
n_datos=length(datos_validados); 
  
% Cargamos el fichero correcto 
datos_correctos=load('s02.txt');  
  
% Cargamos el fichero con errores 
datos_a_validar=load('s03.txt');  
  
ejex=1:1:n_datos; 
  
% Corrección no causal 
datos_validados1=datos_validados; 
for i=1001:n_datos-1 
             if datos_validados1(i-1)==datos_validados1(i+1)  
                    datos_validados1(i)=datos_validados1(i-1); 
             end 
end 
  
% Corrección AD y no causal 
datos_validados2=roundn(datos_validados,-2); 
for i=1001:n_datos-1 
             if datos_validados2(i-1)==datos_validados2(i+1)  
                    datos_validados2(i)=datos_validados2(i-1); 
             end 
end 
  
figure(1); 
%representacion 1 
subplot(4,1,1); 
plot (ejex,datos_correctos); 
xlabel('TIEMPO'); 
ylabel('CORRECTOS'); 
  
%representacion 2 
subplot(4,1,2); 
plot (ejex,datos_validados); 
xlabel('TIEMPO'); 
ylabel('VALIDADOS'); 
  
%representacion 3 
subplot(4,1,3); 
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plot (ejex,datos_validados1); 
xlabel('TIEMPO'); 
ylabel('NO CAUSAL'); 
  
%representacion 4 
subplot(4,1,4); 
plot (ejex,datos_validados2); 
xlabel('TIEMPO'); 
ylabel('AD NO CAUSAL'); 
  
  
% Número de errores en serie validada 
tasa_error0=0; 
for i=1001:n_datos 
             if datos_validados2(i) ~=datos_correctos(i)  
                    tasa_error0=tasa_error0+1; 
             end 
end 
  
tasa_error0 
tasa_error_AD_validados=100*tasa_error0/(n_datos-1000) 
  
% Número de errores en serie validada 
tasa_error=0; 
for i=1001:n_datos 
             if datos_validados1(i) ~=datos_correctos(i)  
                    tasa_error=tasa_error+1; 
             end 
end 
  
tasa_error 
tasa_error_validados=100*tasa_error/(n_datos-1000) 
  
% Número de errores en serie errónea 
tasa_error1=0; 
for i=1001:n_datos 
             if datos_a_validar(i) ~=datos_correctos(i)  
                    tasa_error1=tasa_error1+1; 
             end 
end 
  
tasa_error1 
tasa_error_serie_a_validar=100*tasa_error1/(n_datos-1000) 
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ANEXO 2.2 
 
Artículo publicado: A new quality control procedure based on non-linear autoregressive neural 
network for validating raw river stage data. Journal of Hydrology 510 (2014) 103–109. 
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CAPÍTULO 3: Estudio de técnicas de relleno de 
huecos en series de datos de calado de ríos 
 
3.1 Introducción  
 
Al igual que sucede con otras variables hidrológicas como la precipitación (Coulibay, et 
al., 2005), es necesario en el caso del calado de ríos disponer de una serie de datos completa y 
fiable que permita un estudio pormenorizado de la evolución de esta magnitud. Uno de los 
principales problemas que aparecen es la ausencia de algunos datos, huecos, en la serie 
registrada, debido a la ocurrencia de algún defecto en la cadena de adquisición de datos 
(sensor defectuoso, pérdida de alimentación eléctrica de los equipos, falta de comunicación 
con el satélite, etc.). A veces la solución de estas averías no es instantánea por requerir el 
desplazamiento de un equipo cualificado al punto de medida, produciéndose la pérdida de 
datos, en unos casos recuperable a través de una descarga, back-up, de las memorias de los 
registradores, data loggers, y otras irrecuperables cuando sucede un fallo total. Ante esta 
posibilidad extrema se necesita aplicar algún procedimiento de recuperación, o relleno. 
Existen diferentes métodos para el relleno de datos, siendo el proceso dependiente de 
la naturaleza de la variable hidrológica en estudio. Los datos de calado, al igual que los de 
caudal, son de naturaleza estacionaria, lo que permite la aplicación directa de métodos de 
interpolación para la reconstrucción de los registros, lo que se puede lograr bien medio 
criterios estadísticos (Beauchamp et al., 1989; Boakye y Schultz, 1994), bien recurriendo a 
redes neuronales ANN (Khalil et al., 2001). La aplicación de modelos auto-regresivos de media 
móvil, ARMA (Young y Clarke, 1989 y 1997), permite la estimación de los datos perdidos en 
series estacionarias, pero requiere una identificación previa del modelo que siguen esos datos 
(Tsang, 2002). La aplicación de un método más general como el modelo de Gray (Deng, 1982), 
evita la necesidad de conocer a priori la función de distribución de probabilidad de los datos, 
sólo necesita 3 de ellos para aplicarlo, no mucho esfuerzo de cálculo y se adapta fácilmente a 
series de datos de gran variabilidad dinámica. Otras aproximaciones (Bennis, et al., 1997), 
tratan este problema como procesos auto-regresivos operando en las dos direcciones del 
tiempo (hacia adelante y hacia atrás). Hay procedimientos mucho más complejos que 
combinando diferentes métodos de manera simultánea, permiten la reconstrucción y la 
validación a la vez (Quevedo et al., 2010, 2014). 
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3.2 Objetivos 
 
El presente capítulo, tiene como objetivo obtener un procedimiento de relleno válido 
para las series de calado de ríos, pudiendo ser ejecutado en procesadores de capacidad 
reducida (microcontroladores de 32 bits tipo Arduino DUE, 2014, u ordenadores monoplaca 
tipo Raspberry Pi, 2014). Por ello se va a abordar el estudio con tres enfoques para interpolar 
con un esfuerzo creciente de cálculo. El primer método consiste en la aplicación de esplines 
cúbicos (Gregory, 1986; Dontchev, 1993; Bastian-Walther, 1998; Kouibia, et al., 2010), el 
segundo usa funciones de base radial RBF (Liu, 2002; Wendland, 2005; Farfield, 2014), 
(Fedoseyev, 2014; Matlab Central, 2014) y, finalmente, el tercero es un tipo de red neuronal 
ad hoc, el perceptrón multicapa (French et al., 1992; Abrahart, 2004), previéndose que, para 
este caso los algoritmos de ajuste de pesos y sesgos, sean compatibles con un esquema de 
cálculo más sencillo basado en técnicas metaheurísticas bioinspiradas como el recocido 
simulado, simulated annealing (SA), o la optimización de enjambre de partículas, particle 
swarm optimization (PSO), (Yang, 2008). Para comparar los resultados se ha llevado a cabo un 
estudio estadístico a partir de muestras aleatorias, tomando para las simulaciones la serie de 
calados del punto A08_101, del Sistema Automático de Información Hidrológica (SAIH) de la 
cuenca del Guadalquivir. Con estos métodos se pretende seleccionar el más apropiado en cada 
caso en función del tamaño del hueco a rellenar. 
 
3.3 Métodos. 
3.3.1 Área de estudio y tipología de datos 
 
Para la síntesis de datos perdidos, y siguiendo la metodología que se comentará en 
este apartado, se van a emplear los registros pertenecientes al punto A08_101 (Mengíbar), de 
la red SAIH del Guadalquivir. Estos datos se corresponden con los que son manejados en el 
centro de procesado de cuenca (CPC) y tienen una cadencia 15-minutal, en comparación con 
los que se publican en su página web que son horarios. A diferencia de los datos que han sido 
tratados en los estudios del capítulo 2, que proceden de un sensor de nivel de flotador, en este 
caso se obtienen de un sensor radar modelo Vegaplus 62 (Vega, 2014), con salida en bucle de 
corriente de 4-20 mA, rango de medida de hasta 35 m, un error de G0 una resolución 
de 12 bits. Una de las características inherente de estos datos, es que al proceder de este tipo 
de sensor, cualquier mínima variación es captada por el mismo a diferencia de los procedentes 
de sensores de flotador que, debido a su naturaleza mecánica, devuelven datos más 
promediados. 
El punto seleccionado A08_101 (Mengíbar), forma parte de los ubicados en el eje 
principal del río Guadalquivir, siendo estos de vital importancia en la red SAIH, además de ser 
los más consultados en su página Web. En la tabla 3.1 y figura 3.1 se muestran estos puntos. 
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Tabla 3.1. Puntos de control del eje principal del Guadalquivir 
E10 A08_101 E25 E78 E79 I11 E53 E60 
Pedro Marín Mengíbar Marmolejo El Carpio Villafranca 
Fuente 
Palmera 
Peñaflor 
Alcalá del 
Río 
 
 
Figura 3.1. Principales puntos de control en el eje del río Guadalquivir 
 
Se ha seleccionado este punto por ser estratégico para el control de inundaciones de la 
zona media del río Guadalquivir. Se trata de un punto singular al tener aguas arriba una central 
hidroeléctrica. 
Tal como se ha comentado en el capítulo 1, existen unos criterios generales de la OMM en 
relación a los datos del calado (Water Resources Archive, 1999), que son adaptados a los 
sistemas implantados de medida, registro y análisis de dichos datos. En el sistema automático 
de información hidrológica, SAIH, de la cuenca del Guadalquivir se clasifican los datos 
procedentes de los sensores de nivel en 6 clases, asignando a cada uno de ellos una bandera, 
flag, Tabla 3.2. 
 
Tabla 3.2. Tipos de datos y banderas asignadas a cada uno 
bandera tipos de datos 
0 correctos 
1 sin dato 
2 sin conexión a satélite, el sistema mantiene el último dato conocido 
3 fuera de intervalo 
4 corrección manual preliminar 
5 superan la máxima persistencia permitida 
 
Estas banderas permiten analizar los tipos de huecos presentes, proponiendo los tres 
métodos mencionados. 
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3.3.2  Métodos de interpolación empleados 
3.3.2.1.  Esplines (splines) cúbicos 
 
Los esplines, o spline en inglés, son unos moldes curvados usados antiguamente por 
los delineantes para unir puntos de una forma sencilla, de ahí su nombre de S-lines, aunque 
por la necesidad de definir curvas y superficies en la industria, especialmente en la del 
automóvil (e.g. Farin, 1997, Cap. 1), su diseño fue mejorando a partir de criterios mecánicos. 
Los esplines son polinomios interconectados, a modos de los polinomios de Lagrange o los 
polinomios de Hermite, condicionados por continuidades no sólo de primer orden sino de 
orden superior, de tal forma que su ajuste elimina discontinuidades en derivadas que 
dificultarían su aplicación en funciones donde intervienen ecuaciones diferenciales. Aunque se 
inició su uso en 1946, tuvo un desarrollo espectacular en las décadas posteriores, y, 
especialmente con la aparición del diseño asistido por ordenador (e.g. de Boor, 1978, Piegl y 
Tiller, 1997, Rogers, 2000). Por su sencillez los esplines cúbicos son usados de forma habitual 
(e.g. Press et al., 2007 §3.3). Para el presente trabajo se van a emplear una variante de 
esplines cúbicos no naturales (pchip), (con sólo la primera derivada diferenciable, en contraste 
con los esplines cúbicos naturales con dos), (Mathworks, 2014 §3.4), lo que se traduce en un 
menor efecto de suavizado que en esplines cúbicos naturales, y mejores características para la 
interpolación.  
 
3.3.2.2. Funciones de base radial 
 
Las funciones de base radial (RBF), son funciones cuyo argumento es la distancia de 
cualquier punto al origen, (e.g. Kansa, 1999). Sean )8 3,…H A I J K+ un conjunto de 
nodos, con sus valores respectivos )8 3,…H A L8las funciones de base radial gj(x) se definen 
como: 
 
M% N MOP  %PQ A K8 &  8 8 R (3. 1) 
 
Siendo P  %P, la distancia euclídea. Se usan para interpolar datos esparcidos 
espacialmente y, por ello, para resolver ecuaciones en derivadas parciales, como la ecuación 
de flujo de agua somero (Hon et al., 1999). Kansa (1999), desarrolló también un método de 
colocación de amplio uso en análisis numérico. 
La interpolación RBF aproxima la función a ajustar por la elección de N+1 coeficientes 
α en la ecuación 3.2, para reducir al mínimo el residuo.  
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S   T%  M%  THU)H%()  (3. 2) 
 
Entre las funciones interpoladoras se usan: 
placa delgada: P  %P  V6OP  %PQ (3. 3) 
lineal: P  %P (3. 4) 
cúbica: P  %PW (3. 5) 
gaussiana: FXYZ P[\[]P^]_ ` (3. 6) 
multicuádrica: a  P[\[]P_^]_  
(3. 7) 
 
3.3.2.3 Perceptrones multicapa (MLP) 
 
Una red neural tipo perceptrón multicapa típica (MLP) (Rumelhart, 1986), consta de 
tres componentes: una capa de entrada, una, o varias, capas ocultas, y una capa de salida. En 
la red MLP tradicional, la información, o señal de entrada se mueve hacia adelante como 
ilustra la figura 3.2. La salida de la red MLP consiste en una neurona con una función (f) de 
activación lineal. Por su parte las capas ocultas tienen una función (g) de activación sigmoide. 
 
2  b c%  Md   e3f%()  (3. 8) 
 
 
Figura 3.2. Modelo de una red neuronal tipo perceptrón de una sola capa oculta 
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Este tipo de arquitectura suele entrenarse mediante el algoritmo de retropropagación 
(BP). Estas redes neuronales son aproximadores universales de cualquier función continua si la 
capa oculta tiene al menos un nivel, (cada capa oculta es un nivel). No existe un criterio 
definido que indique el número necesario de nodos en las capas ocultas que permita alcanzar 
una determinada cota de error (Hornik, 1989). 
 
3.4 Resultados.  
3.4.1 Prueba tipo I (huecos puntuales) 
 
Para analizar el comportamiento de los tres métodos de interpolación propuestos, 
como primera prueba (ver ANEXO 3.1), se van a escoger muestras aleatorias de la serie de un 
tamaño, n, dentro de las que se va a verificar que el máximo de huecos admitidos no supere 
una fracción, m, del valor n, sea m1 el número de huecos localizado. Además, se va a añadir 
una nueva bandera tipo 6 (ver tabla 3.2) a una fracción p de m1. 
A modo de ejemplo para una muestra n=1000 y, una fracción de huecos m=0.1, 
pueden faltar a lo sumo 100 datos. Si se supone que se encuentran m1= 70 fallos, y la fracción 
de datos a marcar en la prueba es p=0.80, se añaden q=70·0.8=56, datos marcados con el tipo 
6 que van a servir para estimar la bondad del ajuste. Como índice de error en la comparación 
se adopta el error típico, (SEE) referido a los datos marcados como tipo 6 (Estévez et al., 2009), 
definido como:  
 
dgg  a/ hijkl7mh 3n () o    (3. 9) 
 
A título de ejemplo, el cálculo de la suma de errores para los datos marcados con 
índice 6: / hijkl7mh 3n () 8 (en el ejemplo q=56), se ha efectuado en el Anexo 3.1 disponiendo 
esos q errores como vector y calculando el producto escalar con el vector transpuesto. 
 
Las interpolaciones se han efectuado con los tres métodos, esplines cúbicos tipo pchip, 
funciones de base radial con 5 variantes (lineal, Gaussiana, cúbica, placa delgada y 
multicuádrica), con los algoritmos de Chirokov, (2006), y perceptrones multicapa.  
 
Las pruebas realizadas empleando perceptrones de una sola capa, muestran el 
siguiente orden de bondad de ajuste: esplines > RBFs > perceptrón, siendo el error 
aproximadamente un orden de magnitud menor en esplines y RBFs que en los perceptrones. 
La razón para esto es que el perceptrón monocapa con un número bajo de neuronas en su 
capa oculta, n<10, tiende a generalizar, extrayendo el comportamiento del segmento de datos, 
mientras que los otros dos procedimientos sólo tienen presente el valor de los datos conocidos 
para interpolar, en consecuencia, un perceptrón como el descrito, devolverá un resultado que 
se aleja más del valor verdadero que una función espline o RBF. 
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Si el número de neuronas aumenta se observan que los errores de los tres métodos 
empiezan a equipararse y un perceptrón monocapa (ANN), con n=50 empieza a generar 
resultados similares a los esplines y las RBFs. Si el número de capas se eleva a 2 ó 3, los 
resultados se igualan y en ocasiones son superados por la ANN. En este caso el perceptrón ha 
perdido su capacidad de generalización a favor de un proceso memorístico que favorece la 
interpolación de datos puntales. 
Este comportamiento se ha reflejado en la tabla 3.2 con los valores n=300, m=0.10 y 
p=0.80, siendo el perceptrón de 3 capas [50 50 5], una segmentación en los datos durante el 
entrenamiento de la ANN de (80 10 10), ajustándose los valores de los coeficientes de 
ponderación con el algoritmo de Levenberg-Marquardt (LM). 
 
Tabla 3.2. Comparación entre esplines RBFs y perceptrones con n=300, m=0.10 y p=0.80, perceptrón [50 50 5], (80 
10 10), (LM). 
      SEE 
n m p huecos n-marcados neuronas 
Spline 
(x10-2) 
RBF_Lin 
(x10-2) 
RBF_G 
(x10-2) 
RBF_C 
(x10-2) 
RBF_T 
(x10-2) 
RBF_M 
(x10-2) 
Perceptrón 
(x10-2) 
300 10 80 10 8 50_50_5 1.32 1.46 3.96 1.76 1.66 1.46 3.58 
300 10 80 30 24 50_50_5 10.5 5.01 8.30 8.90 7.63 5.01 7.75 
300 10 80 13 10 50_50_5 2.01 2.78 6.69 4.33 3.60 2.78 1.84 
 
En las figuras 3.3 a 3.6, se aprecia el efecto de la complejidad creciente de la ANN en su 
comportamiento adaptativo. 
 
Figura 3.3. Comparación los tres métodos, con RBFs cúbicas y perceptrón monocapa [10], (80 10 10) y LM 
 
8.97 8.975 8.98 8.985 8.99 8.995 9 9.005
x 10
4
0
0.5
1
1.5
 
 
nodes
function
RBF interpolation
Matlab cubic interpolation
Interpolación con Perceptron
                                                                                                                                                        Capítulo 3 
43 
 
 
Figura 3.4. Comparación los tres métodos, con RBFs cúbicas y perceptrón monocapa [50], (80 10 10) y LM 
 
 
 
Figura 3.5. Comparación los tres métodos, con RBFs cúbicas y perceptrón [50 50], (80 10 10) y LM 
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Figura 3.6. Comparación los tres métodos, con RBFs cúbicas y perceptrón [50 50 5], (80 10 10) y LM 
 
3.4.2 Prueba tipo II (huecos múltiples) 
 
Con al análisis de datos anterior (figura 3.3 a 3.6), se observa que los esplines son más 
flexibles para interpolar puntos aislados y que para igualar sus prestaciones mediante un 
perceptrón interpolador es necesario reducir su capacidad generalizadora y elevar la 
memorística, esto se consigue con multicapas ocultas de gran número de neuronas, por 
ejemplo [50 50 5], con la desventaja de requerir un elevado esfuerzo de cálculo. Por su parte 
las funciones de base radial presentan un funcionamiento muy similar en todos sus casos a los 
esplines por lo que dado su mayor esfuerzo de cálculo se pueden descartar como método de 
interpolación a favor del espline cúbico pchip. 
Se podría intuir del análisis anterior, que para huecos no puntuales sino múltiples, el 
perceptrón puede igualar o superar al espline. En este caso es deseable la capacidad 
generalizadora de la ANN y con una mínima memoria. Para verificar esta conjetura se ha 
ideado un ensayo con un perceptrón de una sola neurona en la capa oculta y se ha preparado 
un nuevo programa (ver ANEXO 3.2). 
Para la prueba se ha seleccionado una muestra de N=100 iteraciones, con n y p dentro 
de un ratio limitado y ne=1 neurona. 
Los resultados obtenidos en esta simulación aparecen en la tabla 3.3, donde en las filas 
se ha incluido la fracción de huecos empleada, p, que va desde 0.05 a 0.75, en las columnas el 
tamaño n de la muestra empleada [de 100 a 5000]. Las celdillas muestran el cociente entre los 
errores medios de los esplines y del perceptrón. Estos confirman la conjetura propuesta de 
manera que, para huecos proporcionalmente grandes, los perceptrones superan a los splines 
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en capacidad interpoladora. Como se aprecia, existe una zona apropiada para cada técnica (en 
blanco esplines y en verde perceptrones). 
 
Tabla 3.3. Comparación entre esplines cúbicos y perceptrones en la interpolación de huecos múltiples 
p/n 100 150 200 500 1000 5000 
.05 0.623 0.642 0.771 0.89 0.972 1.03 
.10 0.71 0.872 0.948 0.99 1.09 1.06 
.25 0.914 0.955 1.11 1.14 1.11 1.11 
.50 0.99 0.998 1.08 1.13 1.06 1.13 
.75 1.06 1.06 1.07 1.09 1.15 1.04 
*En verde la red neuronal 
 
3.5 Conclusiones. 
 
Se han analizado tres métodos de interpolación para el relleno de huecos en las series 
de calado de ríos, empleando un punto de la zona alta de la cuenca del Guadalquivir, 
demostrándose que el uso de esplines cúbicos pchip, basta para el relleno de huecos dispersos 
y, para huecos múltiples se aconsejan los perceptrones monocapa de bajo número de 
neuronas. 
 El uso de ANNs no es recomendable para el relleno de huecos dispersos, dada la 
capacidad generalizadora de este tipo de arquitectura y de su alto coste computacional. 
 El uso de funciones de base radial (RBFs), más complejas que los esplines, no aportan 
mejoras significativas en relación a estos, por lo que no son aconsejables para la interpolación 
en series de calados de ríos. 
 Los dos métodos propuestos esplines y perceptrones monocapa, se pueden acoplar de 
forma inmediata en equipos sencillos, como microcontroladores de 32 bits o pequeños 
ordenadores monoplaca (SBCs), no existiendo problemas en el segundo caso y, siendo posible 
en el primero si se emplean algoritmos de optimización eficientes para el ajuste de pesos como 
el enfriamiento simulado o la optimización por enjambre de partículas. El bajo coste de estos 
dispositivos (por ejemplo Arduino o Raspberry Pi), permitirían su ubicación tanto en 
localizaciones simples como múltiples. 
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ANEXO 3.1 
 
% ANALISIS ESTADISTICO DE LA INTERPOLACIÓN 
% (c) Miriam López Lineros 
% Sevilla 2 de Marzo de 2014 
  
% Repeticiones de ensayos 
for repeticion=1:1 
  
% Borramos la ventana de comandos y la RAM 
clc 
clear all 
  
% GESTIÓN DE FICHEROS 
% Cargamos el fichero de datos en crudo 
datos_en_crudo=load('A08_101.txt');  
n_datos=length(datos_en_crudo); 
% Cargamos el fichero de marcas 
datos_marcados=load('i_A08_101_5.txt'); 
  
% Muestreo 
% Numero de datos de la muestra a analizar  
n=300; 
% Porcentaje máximo de huecos admitido 
m=10; 
m_max=floor(m/100*n); 
% Porcentaje de marcas para test 
p=80; 
  
% Selección del segmento 
huecos=n+1; 
while huecos>m_max, 
    % Punto de incio yi y final yf de la muestra 
    yf=n_datos+1; 
    while yf>n_datos, 
        rng('shuffle') 
        yi=floor(n_datos*rand(1,1)); 
        yf=yi+n-1; 
    end 
   
   huecos=0; 
    for i=yi:yf 
        if (datos_marcados(i)==0) || (datos_marcados(i)==4) 
            huecos=huecos+1; 
        end     
    end 
    huecos=n-huecos; 
end 
  
p_max=floor(p/100*huecos); 
  
% Marcamos los datos que vamos a emplear para evaluar la bondad del ajuste 
 n_marcados=0; 
 while n_marcados<p_max, 
     rng('shuffle') 
     y_marcado=floor(yi+n*rand(1,1)); 
     if (datos_marcados(y_marcado)==0) || (datos_marcados(y_marcado)==4) 
            datos_marcados(y_marcado)=6;  
            n_marcados=n_marcados+1; 
     end 
 end 
  
% Generamos un vector x con los datos de tiempo sin marcas y 
% un vector y con los datos de nivel sin marcas 
m1=1; 
for j=yi:yf 
     if (datos_marcados(j)==0) || (datos_marcados(j)==4)    
        x(m1)=j; 
        y(m1)=datos_en_crudo(j); 
        m1=m1+1; 
     end 
     % Preparamos un vector con todos los datos de tiempo 
     xi(j-yi+1)=j; 
     % y de nivel 
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     yi1(j-yi+1)=datos_en_crudo(j); 
end 
  
%Interpolación con splines cúbicos 
ym = interp1(x,y,xi,'cubic'); 
  
%Interpolación con RBF linear 
fi_linear=rbfinterp(xi, rbfcreate(x, y,'RBFFunction', 'linear')); 
%Interpolación con RBF gaussian 
fi_gaussian=rbfinterp(xi, rbfcreate(x, y,'RBFFunction', 'gaussian')); 
%Interpolación con RBF cubic 
fi_cubic=rbfinterp(xi, rbfcreate(x, y,'RBFFunction', 'cubic')); 
%Interpolación con RBF thinplate 
fi_thinplate=rbfinterp(xi, rbfcreate(x, y,'RBFFunction', 'thinplate')); 
%Interpolación con RBF thinplate 
fi_multiquadrics=rbfinterp(xi, rbfcreate(x, y,'RBFFunction', 'multiquadrics')); 
  
%Interpolación con perceptron 
inputs = x; 
targets = y; 
inputs1 = xi; 
  
% xx=x'; 
% yy=y'; 
% xxi=xi'; 
  
% Create a Fitting Network 
hiddenLayerSize = [50 10]; 
net = fitnet(hiddenLayerSize); 
  
% Setup Division of Data for Training, Validation, Testing 
net.divideParam.trainRatio = 75/100; 
net.divideParam.valRatio = 15/100; 
net.divideParam.testRatio = 15/100; 
  
% Train the Network 
[net,tr] = train(net,inputs,targets); 
  
% Test the Network 
salida_sin_compr=net(inputs1); 
  
% Determinamos el error para los n elementos 
e_spline=ym-yi1; 
e_RBF_linear=fi_linear-yi1; 
e_RBF_gaussian=fi_gaussian-yi1; 
e_RBF_cubic=fi_cubic-yi1; 
e_RBF_thinplate=fi_thinplate-yi1; 
e_RBF_multiquadrics=fi_multiquadrics-yi1; 
e_perceptron=salida_sin_compr-yi1; 
  
% Hacemos cero los casos en los que la marca no sea 6 
for k=yi:yf 
    if datos_marcados(k)~=6 
        e_spline(k-yi+1)=0;  
        e_RBF_linear(k-yi+1)=0;  
        e_RBF_gaussian(k-yi+1)=0;  
        e_RBF_cubic(k-yi+1)=0;  
        e_RBF_thinplate(k-yi+1)=0;  
        e_RBF_multiquadrics(k-yi+1)=0;  
        e_perceptron(k-yi+1)=0;  
    end 
end 
  
% Determinación del error estandard sobre los datos marcados 
SEE_spline=((e_spline*e_spline')/(n_marcados-2))^0.5; 
SEE_RBF_linear=((e_RBF_linear*e_RBF_linear')/(n_marcados-2))^0.5; 
SEE_RBF_gaussian=((e_RBF_gaussian*e_RBF_gaussian')/(n_marcados-2))^0.5; 
SEE_RBF_cubic=((e_RBF_cubic*e_RBF_cubic')/(n_marcados-2))^0.5; 
SEE_RBF_thinplate=((e_RBF_thinplate*e_RBF_thinplate')/(n_marcados-2))^0.5; 
SEE_RBF_multiquadrics=((e_RBF_multiquadrics*e_RBF_multiquadrics')/(n_marcados-2))^0.5; 
SEE_perceptron=((e_perceptron*e_perceptron')/(n_marcados-2))^0.5; 
  
% Grabación a fichero 
save('1_n.txt', 'n','-ASCII', '-append')  
save('2_m.txt', 'm','-ASCII', '-append') 
save('3_p.txt', 'p','-ASCII', '-append') 
save('4_huecos.txt', 'huecos','-ASCII', '-append')  
                                                                                                                                                        Capítulo 3 
51 
 
save('5_n_marcados.txt', 'n_marcados','-ASCII', '-append')  
save('6_n_neuronas.txt', 'hiddenLayerSize','-ASCII', '-append')  
save('7_SEE_spline.txt', 'SEE_spline','-ASCII', '-append')   
save('8_SEE_RBF_linear.txt', 'SEE_RBF_linear','-ASCII', '-append')   
save('9_SEE_RBF_gaussian.txt', 'SEE_RBF_gaussian','-ASCII', '-append')  
save('10_SEE_RBF_cubic.txt', 'SEE_RBF_cubic','-ASCII', '-append')  
save('11_SEE_RBF_thinplate.txt', 'SEE_RBF_thinplate','-ASCII', '-append')  
save('12_SEE_RBF_multiquadrics.txt', 'SEE_RBF_multiquadrics','-ASCII', '-append') 
save('13_SEE_perceptron.txt', 'SEE_perceptron','-ASCII', '-append') 
  
end 
 
function maxdiff = rbfcheck(options) 
  
tic; 
  
nodes     = options.('x'); 
    y     = options.('y'); 
  
s = rbfinterp(nodes, options); 
  
fprintf('RBF Check\n'); 
fprintf('max|y - yi| = %e \n', max(abs(s-y)) ); 
  
if (strcmp(options.('Stats'),'on')) 
    fprintf('%d points were checked in %e sec\n', length(y), toc);     
end; 
fprintf('\n'); 
 
function options = rbfcreate(x, y, varargin) 
%RBFCREATE Creates an RBF interpolation 
%   OPTIONS = RBFSET(X, Y, 'NAME1',VALUE1,'NAME2',VALUE2,...) creates an    
%   radial base function interpolation  
%    
%   RBFCREATE with no input arguments displays all property names and their 
%   possible values. 
%    
%RBFCREATE PROPERTIES 
%  
  
% 
% Alex Chirokov, alex.chirokov@gmail.com 
% 16 Feb 2006 
tic; 
% Print out possible values of properties. 
if (nargin == 0) & (nargout == 0) 
  fprintf('               x: [ dim by n matrix of coordinates for the nodes ]\n'); 
  fprintf('               y: [   1 by n vector of values at nodes ]\n'); 
  fprintf('     RBFFunction: [ gaussian  | thinplate | cubic | multiquadrics | {linear} 
]\n'); 
  fprintf('     RBFConstant: [ positive scalar     ]\n'); 
  fprintf('       RBFSmooth: [ positive scalar {0} ]\n'); 
  fprintf('           Stats: [ on | {off} ]\n'); 
  fprintf('\n'); 
  return; 
end 
Names = [ 
    'RBFFunction      ' 
    'RBFConstant      ' 
    'RBFSmooth        ' 
    'Stats            ' 
]; 
[m,n] = size(Names); 
names = lower(Names); 
  
options = []; 
for j = 1:m 
  options.(deblank(Names(j,:))) = []; 
end 
  
%************************************************************************** 
%Check input arrays  
%************************************************************************** 
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[nXDim nXCount]=size(x); 
[nYDim nYCount]=size(y); 
  
if (nXCount~=nYCount) 
  error(sprintf('x and y should have the same number of rows')); 
end; 
  
if (nYDim~=1) 
  error(sprintf('y should be n by 1 vector')); 
end; 
  
options.('x')           = x; 
options.('y')           = y; 
%************************************************************************** 
%Default values  
%************************************************************************** 
options.('RBFFunction') = 'linear'; 
options.('RBFConstant') = (prod(max(x')-min(x'))/nXCount)^(1/nXDim); %approx. average 
distance between the nodes  
options.('RBFSmooth')   = 0; 
options.('Stats')       = 'off'; 
  
%************************************************************************** 
% Argument parsing code: similar to ODESET.m 
%************************************************************************** 
  
i = 1; 
% A finite state machine to parse name-value pairs. 
if rem(nargin-2,2) ~= 0 
  error('Arguments must occur in name-value pairs.'); 
end 
expectval = 0;                          % start expecting a name, not a value 
while i <= nargin-2 
  arg = varargin{i}; 
     
  if ~expectval 
    if ~isstr(arg) 
      error(sprintf('Expected argument %d to be a string property name.', i)); 
    end 
     
    lowArg = lower(arg); 
    j = strmatch(lowArg,names); 
    if isempty(j)                       % if no matches 
      error(sprintf('Unrecognized property name ''%s''.', arg)); 
    elseif length(j) > 1                % if more than one match 
      % Check for any exact matches (in case any names are subsets of others) 
      k = strmatch(lowArg,names,'exact'); 
      if length(k) == 1 
        j = k; 
      else 
        msg = sprintf('Ambiguous property name ''%s'' ', arg); 
        msg = [msg '(' deblank(Names(j(1),:))]; 
        for k = j(2:length(j))' 
          msg = [msg ', ' deblank(Names(k,:))]; 
        end 
        msg = sprintf('%s).', msg); 
        error(msg); 
      end 
    end 
    expectval = 1;                      % we expect a value next 
     
  else 
    options.(deblank(Names(j,:))) = arg; 
    expectval = 0;       
  end 
  i = i + 1; 
end 
  
if expectval 
  error(sprintf('Expected value for property ''%s''.', arg)); 
end 
  
     
%************************************************************************** 
% Creating RBF Interpolation 
%************************************************************************** 
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switch lower(options.('RBFFunction')) 
      case 'linear'           
        options.('rbfphi')   = @rbfphi_linear; 
      case 'cubic' 
        options.('rbfphi')   = @rbfphi_cubic; 
      case 'multiquadric' 
        options.('rbfphi')   = @rbfphi_multiquadrics; 
      case 'thinplate' 
        options.('rbfphi')   = @rbfphi_thinplate; 
      case 'gaussian' 
        options.('rbfphi')   = @rbfphi_gaussian; 
    otherwise 
        options.('rbfphi')   = @rbfphi_linear; 
end 
  
phi       = options.('rbfphi'); 
  
A=rbfAssemble(x, phi, options.('RBFConstant'), options.('RBFSmooth')); 
  
b=[y'; zeros(nXDim+1, 1)];                        
  
%inverse 
rbfcoeff=A\b; 
  
%SVD 
% [U,S,V] = svd(A); 
%  
% for i=1:1:nXCount+1 
%     if (S(i,i)>0) S(i,i)=1/S(i,i); end;    
% end;     
% rbfcoeff = V*S'*U*b; 
  
  
options.('rbfcoeff') = rbfcoeff; 
  
  
if (strcmp(options.('Stats'),'on')) 
    fprintf('%d point RBF interpolation was created in %e sec\n', length(y), toc);   
    fprintf('\n'); 
end; 
  
function [A]=rbfAssemble(x, phi, const, smooth) 
[dim n]=size(x); 
A=zeros(n,n); 
for i=1:n 
    for j=1:i 
        r=norm(x(:,i)-x(:,j)); 
        temp=feval(phi,r, const); 
        A(i,j)=temp; 
        A(j,i)=temp; 
    end 
    A(i,i) = A(i,i) - smooth; 
end 
% Polynomial part 
P=[ones(n,1) x']; 
A = [ A      P 
      P' zeros(dim+1,dim+1)]; 
  
%************************************************************************** 
% Radial Base Functions 
%**************************************************************************  
function u=rbfphi_linear(r, const) 
u=r; 
  
function u=rbfphi_cubic(r, const) 
u=r.*r.*r; 
  
function u=rbfphi_gaussian(r, const) 
u=exp(-0.5*r.*r/(const*const)); 
  
function u=rbfphi_multiquadrics(r, const) 
u=sqrt(1+r.*r/(const*const)); 
  
function u=rbfphi_thinplate(r, const) 
u=r.*r.*log(r+1); 
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function [f] = rbfinterp(x, options) 
tic; 
phi       = options.('rbfphi'); 
rbfconst  = options.('RBFConstant'); 
nodes     = options.('x'); 
rbfcoeff  = (options.('rbfcoeff'))'; 
  
  
[dim              n] = size(nodes); 
[dimPoints  nPoints] = size(x); 
  
if (dim~=dimPoints) 
  error(sprintf('x should have the same number of rows as an array used to create RBF 
interpolation')); 
end; 
  
f = zeros(1, nPoints); 
r = zeros(1, n); 
  
for i=1:1:nPoints 
    s=0; 
    r =  (x(:,i)*ones(1,n)) - nodes; 
    r = sqrt(sum(r.*r, 1)); 
%     for j=1:n 
%          r(j) =  norm(x(:,i) - nodes(:,j)); 
%     end 
     
     s = rbfcoeff(n+1) + sum(rbfcoeff(1:n).*feval(phi, r, rbfconst)); 
  
    for k=1:dim 
       s=s+rbfcoeff(k+n+1)*x(k,i);     % linear part 
    end 
    f(i) = s; 
end; 
  
if (strcmp(options.('Stats'),'on')) 
    fprintf('Interpolation at %d points was computed in %e sec\n', length(f), toc);     
end; 
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ANEXO 3.2 
 
% ANALISIS ESTADISTICO DE LA INTERPOLACIÓN 
% (c) Miriam López Lineros 
% Sevilla 10 de Marzo de 2014 
% Analisis del relleno de huecos por segmentos 
  
  
% Repeticiones de ensayos 
 for repeticion=1:100 
  
% Borramos la ventana de comandos y la RAM 
clc 
clear all 
  
% GESTIÓN DE FICHEROS 
% Cargamos el fichero de datos en crudo 
datos_en_crudo=load('A08_101.txt');  
n_datos=length(datos_en_crudo); 
% Cargamos el fichero de marcas 
datos_marcados=load('i_A08_101_5.txt'); 
  
% Muestreo 
% Numero de datos de la muestra a analizar  
n=1000; 
% Porcentaje de marcas para test 
p=5; 
n_marcados=floor(p/100*n); 
  
% Selección del segmento 
huecos=0; 
while huecos<n, 
    % Punto de incio yi y final yf de la muestra 
    yf=n_datos+1; 
    while yf>n_datos, 
        rng('shuffle') 
        yi=floor(n_datos*rand(1,1)); 
        yf=yi+n-1; 
    end 
   
   huecos=0; 
    for i=yi:yf 
        if (datos_marcados(i)~=0) || (datos_marcados(i)~=4) 
            huecos=huecos+1; 
        end     
    end 
end 
  
% Fijamos un segmento aleatorio de longitud n_marcas para ser interpolado 
yfa=yf+1; 
    while yfa>yf, 
        rng('shuffle') 
        yia=floor(yi+(yf-yi)*rand(1,1)); 
        yfa=yia+n_marcados-1; 
    end 
     
% Añadimos la marca=6 a los datos del segmento aleatorio seleccionado 
 for i=yia:yfa 
    datos_marcados(i)=6;     
 end 
  
% Generamos un vector x con los datos de tiempo sin marcas y 
% un vector y con los datos de nivel sin marcas 
m1=1; 
for j=yi:yf 
     if (datos_marcados(j)==0) || (datos_marcados(j)==4)    
        x(m1)=j; 
        y(m1)=datos_en_crudo(j); 
        m1=m1+1; 
     end 
     % Preparamos un vector con todos los datos de tiempo 
     xi(j-yi+1)=j; 
     % y de nivel 
     yi1(j-yi+1)=datos_en_crudo(j); 
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end 
  
%Interpolación con splines cúbicos 
ym = interp1(x,y,xi,'cubic'); 
  
%Interpolación con RBF linear 
fi_linear=rbfinterp(xi, rbfcreate(x, y,'RBFFunction', 'linear')); 
%Interpolación con RBF gaussian 
fi_gaussian=rbfinterp(xi, rbfcreate(x, y,'RBFFunction', 'gaussian')); 
%Interpolación con RBF cubic 
fi_cubic=rbfinterp(xi, rbfcreate(x, y,'RBFFunction', 'cubic')); 
%Interpolación con RBF thinplate 
fi_thinplate=rbfinterp(xi, rbfcreate(x, y,'RBFFunction', 'thinplate')); 
%Interpolación con RBF thinplate 
fi_multiquadrics=rbfinterp(xi, rbfcreate(x, y,'RBFFunction', 'multiquadrics')); 
  
%Interpolación con perceptron 
inputs = x; 
targets = y; 
inputs1 = xi; 
  
% Create a Fitting Network 
hiddenLayerSize = [1]; 
net = fitnet(hiddenLayerSize); 
  
% Setup Division of Data for Training, Validation, Testing 
net.divideParam.trainRatio = 80/100; 
net.divideParam.valRatio = 10/100; 
net.divideParam.testRatio = 10/100; 
  
% Train the Network 
[net,tr] = train(net,inputs,targets); 
  
% Test the Network 
salida_sin_compr=net(inputs1); 
  
% Determinamos el error para los n elementos 
e_spline=ym-yi1; 
e_RBF_linear=fi_linear-yi1; 
e_RBF_gaussian=fi_gaussian-yi1; 
e_RBF_cubic=fi_cubic-yi1; 
e_RBF_thinplate=fi_thinplate-yi1; 
e_RBF_multiquadrics=fi_multiquadrics-yi1; 
e_perceptron=salida_sin_compr-yi1; 
  
% Hacemos cero los casos en los que la marca no sea 6 
for k=yi:yf 
    if datos_marcados(k)~=6 
        e_spline(k-yi+1)=0;  
        e_RBF_linear(k-yi+1)=0;  
        e_RBF_gaussian(k-yi+1)=0;  
        e_RBF_cubic(k-yi+1)=0;  
        e_RBF_thinplate(k-yi+1)=0;  
        e_RBF_multiquadrics(k-yi+1)=0;  
        e_perceptron(k-yi+1)=0;  
    end 
end 
  
% Determinación del error estandard sobre los datos marcados 
SEE_spline=((e_spline*e_spline')/(n_marcados-2))^0.5; 
SEE_RBF_linear=((e_RBF_linear*e_RBF_linear')/(n_marcados-2))^0.5; 
SEE_RBF_gaussian=((e_RBF_gaussian*e_RBF_gaussian')/(n_marcados-2))^0.5; 
SEE_RBF_cubic=((e_RBF_cubic*e_RBF_cubic')/(n_marcados-2))^0.5; 
SEE_RBF_thinplate=((e_RBF_thinplate*e_RBF_thinplate')/(n_marcados-2))^0.5; 
SEE_RBF_multiquadrics=((e_RBF_multiquadrics*e_RBF_multiquadrics')/(n_marcados-2))^0.5; 
SEE_perceptron=((e_perceptron*e_perceptron')/(n_marcados-2))^0.5; 
  
% Grabación a fichero 
save('1_n.txt', 'n','-ASCII', '-append')  
%save('2_m.txt', 'm','-ASCII', '-append') 
save('3_p.txt', 'p','-ASCII', '-append') 
%save('4_huecos.txt', 'huecos','-ASCII', '-append')  
save('5_n_marcados.txt', 'n_marcados','-ASCII', '-append')  
save('6_n_neuronas.txt', 'hiddenLayerSize','-ASCII', '-append')  
save('7_SEE_spline.txt', 'SEE_spline','-ASCII', '-append')   
save('8_SEE_RBF_linear.txt', 'SEE_RBF_linear','-ASCII', '-append')   
save('9_SEE_RBF_gaussian.txt', 'SEE_RBF_gaussian','-ASCII', '-append')  
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save('10_SEE_RBF_cubic.txt', 'SEE_RBF_cubic','-ASCII', '-append')  
save('11_SEE_RBF_thinplate.txt', 'SEE_RBF_thinplate','-ASCII', '-append')  
save('12_SEE_RBF_multiquadrics.txt', 'SEE_RBF_multiquadrics','-ASCII', '-append') 
save('13_SEE_perceptron.txt', 'SEE_perceptron','-ASCII', '-append') 
  
 end 
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CAPÍTULO 4: Implementación de un sistema 
de pre-validación de datos de nivel de ríos en 
tiempo real 
4.1 Introducción  
 
La ocurrencia de fallos severos en los equipos de adquisición de datos en los puntos de 
control impide tener registros continuos, excepto si se remedia con métodos de interpolación. 
La mayoría de los equipos instalados en estos puntos, consisten en sensores, con 
almacenamiento temporal en memorias de descarga, back-up, y sistemas de envío, vía satélite, 
al centro de procesado de cuenca (CPC), para allí ser validados. Ante una perdida irrecuperable 
de esta información, se procede al relleno de huecos con criterios racionales analizando la 
serie temporal como se describe en el Capítulo 3, o empleando información de otros puntos de 
control cercanos. 
 
4.2 Objetivos 
 
El objetivo de este capítulo, es el desarrollo de una nueva alternativa para implantar en 
el mismo punto de control un sistema paralelo, que en tiempo real, realice una pre-validación 
automática de los datos que serán enviados al CPC cuando exista disponibilidad de 
comunicación remota. Para efectuar la comprobación de la misma, se ha seleccionado como 
punto de control, el A17 Genil-Écija, del SAIH del Guadalquivir, destinado a la medida de 
calados en el río Genil a su paso por esta localidad. 
 Como se describe más adelante, el equipo desarrollado usa una combinación de 
dispositivos electrónicos diseñados en torno a un microcontrolador de 32 bits Atmel SAM3X8E 
ARM Cortex-M3 CPU ubicado en una tarjeta Arduino DUE (Arduino DUE, 2014), y un ordenador 
con procesador i7 que bajo Windows 7, ejecuta Matlab2013a (Matlab, 2014). En 
implementaciones futuras y tras la optimización de los algoritmos de validación, se sustituirá el 
PC por un ordenador monoplaca tipo Raspberry Pi (Raspberry Pi, 2014). Para la pre-validación 
se va a emplear una NARNN con semilla dinámica, como se describe en el apartado 4.3.5. 
Se analizará la resolución que se puede alcanzar con este tipo de red neuronal en la 
estimación de calados, fijando como premisa que su estructura sea lo más simple posible (una 
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sola neurona), y variando la cadencia entre datos (3600 s,…, 60 s), el desfase de 
retroalimentación (1, 6, 11, 16, 21 y 26) y el cociente entre los datos empleados para el 
entrenamiento y el total de los adquiridos (0.25,…, 0.95), siendo la diferencia hasta 1 (0.75, …, 
0.05), el cociente que se destinaría a la validación. Con los resultados obtenidos se podrán 
detectar, en función del método adoptado, las opciones posibles para incluir en este sistema 
de pre-validación. 
4.3 Método 
4.3.1 Punto de control empleado 
 
El punto de control seleccionado forma parte de la red SAIH del Guadalquivir (A17 
Genil-Écija), (coordenadas UTM 37.5580723149,   -5.0777982501), por (i) la facilidad de acceso 
periódico, de manera que cualquier incidencia se pudiera resolver en un tiempo relativamente 
corto; (ii) buena cobertura 3.5G para disponer de conexión remota las 24h con el equipo; (iii) 
espacio físico suficiente para instalar todos los equipos; (iv) posibilidad de alimentar los 
equipos desde las propias baterías de 24 V del propio punto; y (v) capacidad de duplicar la 
salida del sensor de nivel con un separador galvánico. Tras consultar con la dirección del SAIH y 
atendiendo a la importancia estratégica del punto por el riesgo inundaciones frecuentes, se 
seleccionó este punto entre los sugeridos por el organismo. 
En las figuras 4.1 y 4.2, se muestra una imagen de la caseta exterior del punto de 
control y del equipo SAIH (SAINCO/Telvent), instalado en su interior. 
 
 
Figura 4.1. Caseta del punto de control A17 Genil-Écija con parabólica para conexión satélite con Hispasat 1A 
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Figura 4.2. Sistema SAINCO/Telvent de adquisición, acondicionado, y envío de datos 
 
En la figura 4.3, se muestra un diagrama de bloques con los elementos de los que 
consta el sistema SAIH (SAINCO/Telvent), de este punto de control.  
 
 
Figura 4.3. Diagrama de bloques del sistema SAIH (SAINCO/Televent) 
 
Como se aprecia en la figura 4.3, el sensor de calado radar está conectado a dos 
separadores galvánicos. Uno conexionado con la CPU del sistema SAIH (SAINCO/Telvent), y 
otro unido a un módulo acondicionador de señal y de comunicación por UHF. Esta duplicación 
sirve información de primera mano a Protección Civil de Écija para que pueda actuar de forma 
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inmediata en los casos de desbordamiento del río. Para evitar que una caída de tensión en la 
red eléctrica deje el punto de control sin servicio, existe un rectificador y un conjunto de 
baterías capaz de mantener durante 48 h un correcto funcionamiento de todos los equipos 
incluso sin suministro eléctrico de la red. 
El limnímetro por flotador y contrapeso es el modelo G2GD (Rittmeyer, 2014), con 
conversión BCD de 21 bits de ancho de palabra, por su parte el sensor radar es el modelo 
Vegaplus 62 (Vega, 2014), con salida en bucle de corriente de 4-20 mA, con posibilidad de 
medida de hasta 35 m y un error de G8 D1pqrs 
 
 
Figura 4.4. Sensor radar Vegaplus 62 en el Puente de hierro (Genil) 
 
La red de transmisión de datos está constituida por un enlace vía satélite (HISPASAT 
1A), que une los puntos de control con los HUB de RETEVISION o UFINET situados en Madrid. 
Desde allí se envía al Centro de Proceso de Cuenca (CPC). En el caso de RETEVISIÓN, la 
comunicación se realiza a través de su propia red de radioenlaces hasta el centro de Valencina 
(Sevilla) y desde allí hasta el CPC mediante radioenlace digital dedicado (minilink). En el caso 
de UFINET se realiza de forma equivalente y utilizando la red terrestre de ONO. 
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4.3.2 Equipo electrónico desarrollado 
 
Se ha desarrollado un equipo electrónico con capacidades similares al equipo SAIH 
para captación de la señal, acondicionamiento, almacenamiento y envío de la misma en 
conexión remota. En el diagrama de bloques de la figura 4.5, aparece el conjunto original de 
equipos y el propuesto aquí. 
 
Sensor de nivel con 
flotador y salida 
digital tipo BCD
Sensor de nivel radar 
con salida 4-20 mA
Tarjeta de 
acondicionamiento 
para entradas 
digitales BCD
Separador 
galvánico 1:
4-20mA/4-20mA
Separador 
galvánico 2:
4-20mA/4-20mA
CPU
Módulo de 
comunicación 
satélite con 
HISPASAT 1A
Módulo 
acondicionador y 
de comunicaciones 
UHF
Recitificador
230/24V
Módulo de 
baterías de 
24 V
Separador 
galvánico 3:
4-20mA/4-20mA
Aduino DUE 
(convertidor 12 
bits)
Módulo para 
tarjeta micro 
SD de 2 GB
CPU i7
W7 
Matlab 2013a
Módulo 
ChronoDot 
DS3231SN
Inversor
24/230V
Conexión 
3G
 
Figura 4.5. Diagrama de bloques del sistema SAIH (SAINCO/Telvent) y del equipo desarrollado 
 
El sistema propuesto tiene la ventaja de que, además de las funciones anteriormente 
descritas, puede rellenar series de datos incompletas (capítulo 3), y validarlas en tiempo real 
(capítulo 2). Los elementos de este sistema, figura 4.6, son: 
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1.- Separador galvánico ABB CONTROL modelo 1SVR011718R2500 (ABB, 2014) alimentado a 24 
V DC, con entrada y salidas en el intervalo 4-20 mA. 
2.-Módulo Arduino DUE con microcontrolador de 32 bits Atmel SAM3X8E ARM Cortex-M3 
CPU, (Arduino DUE, 2014), con un convertidor analógico/digital (AD) de 12 bits y de intervalo 
de medidas 0-3.3 V. Dispone además de una conexión USB para un puerto virtual RS232C y a 
través de la que obtiene alimentación eléctrica. Dispone de varios puertos de entrada/salida, 
se va a conectar con el módulo de memoria (micro SD), con protocolo SPI y con el módulo de 
reloj-calendario por I2C, en ambos casos la tensión de las señales será 3.3 V. 
3.-Resistencia de precisión de 165 Ω, 0.25 W, ±0.1% de precisión y ±15 ppm/°C, (Holco, 2014), 
para pasar de niveles de corriente 4-20 mA a tensiones entre 0.66 V y 3.3 V, (V=I·R).  
4.- Módulo Ethernet con zócalo para tarjetas micro SD. (Ethernet Shield, 2014), compatible con 
señales de nivel de 3.3 V, y con un controlador de Ethernet W5100 para comunicaciones LAN. 
Para la configuración que se ha usado sólo requiere una conexión SPI para acceder a la tarjeta 
micro SD, que sirve para el registro de los datos incluyendo la fecha y hora en la que fueron 
adquiridos. 
5.-Módulo ChronoDot RTC (ChronoDot, 2014), que es un reloj calendario compensado en 
temperatura y basado en el chip DS3231SN con una deriva de sólo GY, (1 minuto al año). 
Incluye una pila de litio CR1632, que le da autonomía para 8 años, siendo compatible con 
señales I2C de nivel 3.3 V. 
 
 
Figura 4.6. Equipo implementado para el ensayo en el punto de control A17 Genil-Écija del sistema SAIH del 
Guadalquivir 
 
6.-Inversor monofásico de 24 V DC a 230 V AC de 300 W modelo A301-300W-24 (Akowa, 2014) 
con salida de onda cuadrada a 50 Hz, idónea para suministrar corriente a la fuente de 
alimentación de un ordenador portátil. 
7.-Modem Huawei 3.5G USB modelo ES1752Cu (Huawei, 2014) para conexión a internet.  
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8.-Ordenador portátil con procesador i7, 8GB de RAM, Windows 7 y Matlab 2013a. 
La señal procedente del sensor a través del bucle de corriente de 4-20 mA es copiada 
por el separador galvánico, transformándose en la entrada del convertidor A/D, a tensión 
mediante una resistencia de 165 Ω, y finalmente se sobre-muestrea (1000 veces en cada 
adquisición), para obtener su valor medio, de forma que el sistema actúa como un filtro paso-
bajo que elimina los posibles ruidos eléctricos de la señal. La adquisición tiene una cadencia de 
un segundo. Cada nuevo dato es almacenado en la tarjeta micro SD junto a la fecha y la hora 
procedente del módulo ChronoDot. Posteriormente el dato se envía al PC a través del puerto 
serie virtual generado con la conexión USB. Este equipo es autónomo y repite este proceso de 
forma continua, independientemente de que el ordenador procese o no la información, con lo 
que se asegura que la información adquirida permanece intacta y dispuesta para poder ser 
leída en cualquier momento en la tarjeta de memoria. En la figura 4.7 aparece el sistema junto 
a los equipos del SAIH. 
 
 
Figura 4.7. Equipo nuevo acoplado a los equipos del SAIH 
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4.3.3 Programas de uso propuestos 
 
Para realizar el proceso de adquisición y validación de datos, se han escrito varios 
programas para Arduino DUE en C/C++ (datalogger) y para PC en Matlab (validación). 
Mediante el uso de escritorio remoto es posible controlar el funcionamiento del nuevo equipo 
desarrollado. 
 
4.3.3.1  Programación del registrador de datos 
 
En el ANEXO 4.1, se muestra el programa completo que se ha escrito para la 
adquisición y registro de los datos en micro SD. Se trata de una adaptación de programas 
disponibles que combina tres bibliotecas, SPI.h para la comunicación con la tarjeta de 
memoria, SD.h para la creación de la estructura de ficheros en la micro SD y Wire.h para la 
comunicación con el reloj/calendario. 
Tras la inicialización del puerto serie, de la tarjeta de memoria, de la creación de la 
estructura de ficheros (la primera vez) e inicialización de la comunicación I2C con el 
reloj/calendario, el programa entra en un bucle de espera del que se sale cada vez que el 
reloj/calendario envía cada segundo un nuevo dato, capturando los datos del sensor con 
sobre-muestreo de 1000 veces, grabando en la SD el dato y la fecha, y enviándolo al PC por 
puerto serie a 9600 baudios. 
Previamente se ha inicializado la fecha y hora del reloj/calendario ChronoDot para 
sincronizarla con la del reloj del sistema del PC que se va a usar. Para asegurar que esta 
información es siempre correcta, el PC incluye la aplicación NetTime (NetTime, 2014), que 
sincroniza el reloj del sistema a través de internet con un reloj atómico y una cadencia de 5 
minutos. 
 
4.3.3.2  Programas para PC 
 
En el ANEXO 4.2 se incluye el listado del programa desarrollado para Matlab 2013a, 
que consta de dos elementos, una interfaz para la captura de datos por puerto serie y un 
módulo para la validación remota de datos por experto.  
Para la distribución a través de internet (3.5G) de los datos, se emplea una carpeta 
compartida en DropBox (DropBox, 2014). Por otra parte el control remoto del PC ubicado en el 
punto de control, se realiza a través de la aplicación LogMeIn Pro (LogMeIn, 2014). 
Los datos se validaron con una cadencia de 24 h empleándose indistintamente el 
acceso remoto al PC o la lectura del fichero almacenado en DropBox. 
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4.3.4 Calibración del equipo 
 
Para calibrar el equipo desarrollado se ha usado un calibrador de procesos HT8000 (HT 
Instruments, 2014), que aplica al bucle de corriente valores conocidos de intensidad en el 
intervalo de 4-20 mA. Con los datos de calibración obtenidos, se han aplicado los datos de 
ajuste proporcionados por el SAIH para el punto A17 Genil-Écija, 4 mA para el nivel 0 m y 20 
mA para el calado 10.71 m. 
 
4.3.5 Empleo de una NARNN con semilla dinámica 
 
En el capítulo 2 se ha descrito el uso de una NARNN con semilla que se incrementa 
paulatinamente durante el proceso de validación (López-Lineros et al., 2014), cuyo 
funcionamiento ha sido contrastado comparándolo con los métodos patrones aplicados en 
validación de los datos de un sensor de flotador a los que se les han adicionado errores de 
magnitud conocida. El gran inconveniente de este método es que se alcanza un tamaño de la 
semilla en el entrenamiento recursivo de la NARNN que demanda tal potencia de cálculo que 
no es de aplicación práctica. Por este motivo, se va a emplear aquí una nueva semilla dinámica 
tal que: 
 
jh7llt A u)Uv 8 3Uvwx A u	8w (4.1) 
 
siendo m el número de datos a validar, y t2-t1en número de datos de la semilla. 
De manera que si los datos que alimentan a la NARNN son correctos, ésta será capaz 
de hacer predicciones correctas para el dato t+1. Si el dato que llega no es correcto, la NARNN 
podrá emitir una señal de alerta para que el operario encargado de analizar los datos advierta 
la incidencia y realice la corrección correspondiente. La NARNN, tendrá capacidad, dada su 
tolerancia natural a los fallos, de soportar una fracción de datos erróneos con los que se 
retroalimentará. Lo ideal en el proceso práctico de validación será que los datos marcados 
como erróneos se extraigan de la serie cada cierto tiempo, se corrijan, y que la NARNN se 
reentrene con datos siempre correctos para así lograr un uso óptimo de la misma. 
Para analizar el comportamiento de esta NARNN dinámica se ha entrenado la misma 
con datos validados de los 21 días que duró el ensayo y se ha cuantificado su resolución 
variando parámetros del tipo: cadencia entre datos (3600 s,…, 60 s), el desfase de 
retroalimentación (1, 6, 11, 16, 21 y 24), y el cociente entre los datos empleados para el 
entrenamiento y el total de los adquiridos (0.25,…, 0.95), siendo la diferencia hasta 1 (0.75, …, 
0.05), el cociente que se destinaría a la validación. En el ANEXO 4.3, se muestra el programa 
que se ha empleado para obtener la resolución de la NARNN cuando varían dichos parámetros. 
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En la figura 4.8 se describe el funcionamiento del algoritmo de validación con una 
NARNN de semilla dinámica. 
 
 
Figura 4.8. Algoritmo de validación con NARNN de semilla dinámica 
 
4.3.6 Tiempos de procesamiento 
 
En el ANEXO 4.4, se incluyen las rutinas empleadas para evaluar la duración del 
proceso de cálculo del algoritmo de NARNN con semilla dinámica. Para evitar el efecto del 
sistema operativo del PC que no es de tiempo real (RTOS), lo que significa que su carga de 
trabajo puede ser variable en función de las actividades a las que atiende, se promedia el 
resultado de 10 iteraciones para cada caso simulado. 
 
4.4 Resultados 
4.4.1 Calibración del bucle de corriente de 4-20 mA 
 
El convertidor analógico del microcontrolador Atmel SAM3X8E ARM Cortex-M3 CPU, 
es de 12 bits de resolución (212=4096 pasos, entre 0 y 4095). En la calibración se ha procedido 
a la aplicación de valores crecientes de corriente sobre la resistencia de 165 Ω, empleando 
para ello el calibrador de procesos HT8000 antes mencionado, para así, correlacionarlos con 
los valores promedio obtenidos de los 1000 muestreos instantáneos que se toman con una 
cadencia de un segundo. La figura 4.9 muestra la relación entre el número medio de pasos y, la 
intensidad eléctrica que es lineal con un coeficiente de correlación 0.99998 para los 7 datos 
medidos. 
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Figura 4.9. Curva (I/código binario promedio) obtenida en la calibración del equipo 
 
A partir de la recta de calibración obtenida, es posible expresar el valor del calado del 
río (m) en función del código binario promedio procedente del convertidor A/D y los datos de 
calibración I/nivel del SAIH: 
 
ytltz{  		    			|  }  		B   (4. 2) 
 
Siendo C el número medio de pasos del convertidor A/D. 
 
4.4.2 Análisis de los datos de los ensayos efectuados en el punto de 
control A17 Genil-Écija 
 
Los ensayos efectuados se iniciaron el 15 de abril de 2014 con la instalación de los 
equipos, pruebas de la conexión 3.5G, análisis de la integridad de la señal procedente del 
sensor a través del separador galvánico y configuración del escritorio remoto. 
El 24 de abril de 2014 se realizaron pruebas en la alimentación a 24 V, con las que se 
estimó si el inversor podría influir en la calidad de la señal procedente del sensor, y si podría 
interesar una alimentación directa de la red de 230 V. De los resultados se confirmó que el 
inversor no alteraba la calidad de la señal, resultado previsible dado que el sensor envía su 
señal en bucle de corriente. 
El 1 de mayo de 2014 a las 00:00:00 h, se inició la toma de datos del sensor de nivel 
radar, que fueron grabados en la memoria micro-SD, y descargados a través del puerto 
RS232C, en el disco duro del PC, y, simultáneamente, a través de la conexión 3.5G, en una 
carpeta compartida de DropBox. Durante este proceso se controló por escritorio remoto el 
correcto funcionamiento del equipo, procediéndose a la validación diaria por un experto de los 
datos obtenidos. El 21 de mayo de 2014 a las 13:51:13 h cesó la toma de datos, se retiraron los 
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equipos y se dio por finalizado el ensayo. Durante este intervalo de tiempo no se detectó en la 
validación de datos error alguno del 1.777.874 de datos registrados con cadencia de un 
segundo. 
En las figuras 4.10a y 4.10b, se muestran los datos correspondientes a estas 3 semanas 
de ensayos. En la figura 4.10a, los datos obtenidos por el equipo instalado y en la 4.10b, los 
procedentes del SAIH. Dado que los datos del SAIH tienen una cadencia de 15 minutos, los 
datos del equipo de desarrollado se han filtrado en la figura 4.10a para que su cadencia sea la 
misma, sincronizándolos aproximadamente con los del SAIH (a en punto, a y cuarto, a y media 
y a menos cuarto).  
 
 
Figuras 4.10. Datos 15-minutales de calado del punto de control A17 Genil-Écija, obtenidos con el equipo 
desarrollado y con los procedentes del SAIH del Guadalquivir 
 
Es de destacar que la remota SAP20 (equipo SAINCO/Telvent), envía los datos con una 
resolución de 12 bits y una cadencia aproximada de un minuto. El SCADA del centro de 
procesado de cuenca (CPC) añade la hora aproximada al dato, por lo que las figuras 4.10a y 
4.10b no son exactamente iguales. 
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4.4.3 Cuantificación de la resolución máxima de la NARNN dinámica en 
función de sus parámetros de configuración 
 
Se han efectuado múltiples simulaciones de funcionamiento de la NARNN dinámica 
con diferentes parámetros: cadencia entre datos (3600 s,…, 60 s), el desfase de 
retroalimentación (1, 6, 11, 16, 21 y 24), y el cociente entre los datos empleados para el 
entrenamiento y el total de los adquiridos (0.25,…, 0.95), siendo la diferencia hasta 1 (0.75, …, 
0.05), el cociente que se destinaría a la validación. Los resultados aparecen en las figuras 4.11 y 
4.12. 
 
Figura 4.11. Resolución de la NARNN dinámica en función de la cadencia seleccionada y el porcentaje de datos 
empleados para la validación 
 
Como se aprecia en la figura 4.11, los mejores resultados se obtienen para cadencias 
cortas (5 minutos), y porcentajes de datos destinados al entrenamiento del 95%. En estas 
circunstancias la resolución de la NARNN dinámica es 8 cm. En el caso opuesto con cadencias 
horarias y un 25% de datos destinados al entrenamiento la capacidad de la NARNN dinámica se 
reduce a 26 cm. 
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Figura 4.12. Resolución de la NARNN dinámica en función de la cadencia seleccionada y el desfase (o retardo) 
empleado en la realimentación de la NARNN 
 
En la figura 4.12, se muestran los resultados para diferentes cadencias y 
realimentaciones de las entradas de la NARNN. Los mejores resultados (9 cm), se obtienen 
para cadencias 5 minutales y desfases altos (26). Los resultados peores nuevamente 
corresponden a cadencias horarias y en este caso con realimentaciones unitarias (27 cm). En el 
caso más óptimo, (cadencia 300 s, desfase 26 y porcentaje 95%), se llega a una resolución de 7 
cm.  
 Se han llevado a cabo simulaciones que representan un gran esfuerzo de cálculo para 
cadencias de 60 s. En la tabla 4.1 se muestran algunos de los resultados obtenidos.  
 
Tabla 4.1. Simulaciones para cadencia 60 s 
Cadencia (s) n_Neuronas Desfase Porcentaje (%) Resolución (cm) 
60 1 1 25 9 
60 1 1 35 9 
60 1 11 25 9 
60 1 21 95 7.5 
60 1 26 25 8 
60 1 30 95 5.5 
 
Como se aprecia, mientras mayor es el desfase y mayor el porcentaje de datos 
empleados para el entrenamiento de la NARNN, mejores son los valores de resolución 
obtenidos. Así por ejemplo, para un desfase 30 y porcentaje de datos para validación 95 %, se 
alcanza una resolución de 5.5 cm. 
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4.4.4 Coste computacional de las pre-validaciones en tiempo real 
 
Se ha evaluado la duración del proceso de una pre-validación en tiempo real para las 
diferentes configuraciones de la NARNN, considerando como ya se ha comentado, que el 
sistema operativo de un ordenador no es de tiempo real (RTOS), por ello se ha establecido un 
margen de seguridad de manera tal que:  
 
^~'+^ ~ ?   ^~ + (4. 3) 
 
En la tabla 4.2 se muestran los resultados obtenidos con esta restricción. 
Tabla 4.2. Duración de los procesos de pre-validación con 1 neurona y desfase 1 
Caso Cadencia (s) Porcentaje (%) Procesamiento (s) 
1 50 0.25 23.1 
2 55 0.25 24.5 
3 55 0.35 26.1 
4 60 0.25 20.0 
5 60 0.35 28.3 
6 60 0.45 27.5 
 
Se ha empleado un PC con un procesador Intel ® Core™ i7-2670CQ @ 2.20 GHz, con 
8GB de RAM y W7 de 64 bits. Como se ha descrito antes será preferible el caso (1) al (2) o al 
(4), y el caso (3) al (5). Por tanto, se tratará de seleccionar como óptimo, desde un punto de 
vista de esfuerzo de cálculo, entre los casos (1), (3) y (6), siendo preferible aquel que 
proporcione una resolución más baja. En la tabla 4.3 se muestran los resultados obtenidos en 
la simulación. 
 
Tabla 4.3. Resolución en casos óptimos con una neurona y desfase 1 
Caso Cadencia (s) Porcentaje (%) Procesamiento (s) Resolución (cm) 
1 50 0.25 23.1 8.53 
3 55 0.35 26.1 6.14 
6 60 0.45 27.5 8.32 
 
Si no interesa que la cadencia sea fracción entera de los tiempos normales del SAIH (15 
minutos y una hora), es preferible el caso (3) que ofrece la mejor resolución. En caso contrario 
se preferiría el caso (6) que al ser minutal es fracción entera de cualquiera intervalo 
normalizado. 
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4.5 Conclusiones 
 
Se ha desarrollado un equipo, que se ha instalado en un punto de control SAIH, para 
evaluar la posibilidad de incorporar un sistema de pre-validación de datos de calado de ríos, 
basado en una red neuronal no lineal auto-regresiva (NARNN), con una semilla de 
entrenamiento dinámica, cuyo funcionamiento es adecuado. 
El comportamiento de esta NARNN, en cuanto a su capacidad de discernir en tiempo 
real entre datos válidos y erróneos, mejora con una menor cadencia entre datos, mayor 
retroalimentación y un mayor número de datos de entrenamiento. 
La duración del proceso en cada configuración permite proponer dos alternativas en 
función de la compatibilidad que se busque con los datos normalizados obtenidos por el SAIH. 
Estos resultados permiten afirmar que es posible desarrollar un equipo de procesado, 
con un conjunto de programas de manejo, que sea capaz de validar independientemente, (i) 
para casos en los que el sensor ha dejado de funcionar durante un tiempo, empleando los 
métodos de relleno de datos del capítulo 3 y (ii) pre-validar en tiempo real mediante una 
NARNN de semilla dinámica. 
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ANEXO 4.1 
 
/* 
  SD card datalogger 
 
 This example shows how to log data from three analog sensors 
 to an SD card using the SD library. 
 
 The circuit: 
 * analog sensors on analog ins 0, 1, and 2 
 * SD card attached to SPI bus as follows: 
 ** MOSI - pin 11 
 ** MISO - pin 12 
 ** CLK - pin 13 
 ** CS - pin 4 
 
 created  24 Nov 2010 
 modified 9 Apr 2012 
 by Tom Igoe 
 
 This example code is in the public domain. 
 
 */ 
#include <SPI.h> 
#include <SD.h> 
#include <Wire.h> 
 
// On the Ethernet Shield, CS is pin 4. Note that even if it's not 
// used as the CS pin, the hardware CS pin (10 on most Arduino boards, 
// 53 on the Mega) must be left as an output or the SD library 
// functions will not work. 
const int chipSelect = 4; 
 
int seconds; 
int minutes; 
int hours; 
 
int dias_1_7;  
int dias_1_31;  
int meses;  
int anios;   
 
double sensor; 
 
void setup() 
{ 
  Wire.begin(); 
  // Open serial communications and wait for port to open: 
  Serial.begin(9600); 
  while (!Serial) { 
    ; // wait for serial port to connect. Needed for Leonardo only 
  } 
   
  //Serial.print("Initializing SD card..."); 
  // make sure that the default chip select pin is set to 
  // output, even if you don't use it: 
  pinMode(10, OUTPUT); 
 
  // see if the card is present and can be initialized: 
  if (!SD.begin(chipSelect)) { 
    //Serial.println("Card failed, or not present"); 
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    // don't do anything more: 
    return; 
  } 
  //Serial.println("card initialized."); 
   
  // clear /EOSC bit 
  // Sometimes necessary to ensure that the clock 
  // keeps running on just battery power. Once set, 
  // it shouldn't need to be reset but it's a good 
  // idea to make sure. 
  Wire.beginTransmission(0x68); // address DS3231 
  Wire.write(0x0E); // select register 
  Wire.write(0b00011100); // write register bitmap, bit 7 is /EOSC 
  Wire.endTransmission();  
} 
 
void loop() 
{ 
// change the resolution to 12 bits for Arduino DUE 
  analogReadResolution(12); 
    
  // make a string for assembling the data to log: 
  String dataString = ""; 
   
     sensor=0; 
  // read the sensor  
     for (int i=1; i <= 1000; i++){ 
     sensor += analogRead(2); 
   }  
 
    dataString = String(sensor/1000); 
 
  // open the file. note that only one file can be open at a time, 
  // so you have to close this one before opening another. 
  File dataFile = SD.open("datalog.txt", FILE_WRITE); 
  
   // send request to receive data starting at register 0 
  Wire.beginTransmission(0x68); // 0x68 is DS3231 device address 
  Wire.write((byte)0); // start at register 0 
  Wire.endTransmission(); 
  Wire.requestFrom(0x68, 7); // request three bytes (seconds, minutes, hours) 
  
  while(Wire.available()) 
  {  
    seconds = Wire.read(); // get seconds 
    minutes = Wire.read(); // get minutes 
    hours = Wire.read();   // get hours 
  
    dias_1_7 = Wire.read(); // get dias 1_7 
    dias_1_31 = Wire.read(); // get dias 1_31 
    meses = Wire.read(); // get meses 1_12 
    anios = Wire.read();   // get años 00_99 
     
    seconds = (((seconds & 0b11110000)>>4)*10 + (seconds & 0b00001111)); // convert BCD to decimal 
    minutes = (((minutes & 0b11110000)>>4)*10 + (minutes & 0b00001111)); // convert BCD to decimal 
    hours = (((hours & 0b00100000)>>5)*20 + ((hours & 0b00010000)>>4)*10 + (hours & 0b00001111)); // convert BCD to decimal 
(assume 24 hour mode) 
     
    dias_1_31 = (((dias_1_31 & 0b11110000)>>4)*10 + (dias_1_31 & 0b00001111)); // convert BCD to decimal 
    meses = (((meses & 0b00010000)>>4)*10 + (meses & 0b00001111)); // convert BCD to decimal 
    anios = (((anios & 0b11110000)>>4)*10 + (anios & 0b00001111)); // convert BCD to decimal 
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    //Serial.print(dias_1_31); Serial.print("/"); Serial.print(meses); Serial.print("/"); Serial.print("20"); Serial.print(anios); 
Serial.print(" "); 
    //Serial.print(hours); Serial.print(":"); Serial.print(minutes); Serial.print(":"); Serial.print(seconds); Serial.print(" "); 
Serial.println(dataString); 
    Serial.println(dataString); 
  } 
  
   // if the file is available, write to it: 
  if (dataFile) { 
    dataFile.print(dias_1_31); dataFile.print(","); dataFile.print(meses); dataFile.print(","); dataFile.print(20); dataFile.print(anios); 
dataFile.print(",");  
    dataFile.print(hours); dataFile.print(","); dataFile.print(minutes); dataFile.print(","); dataFile.print(seconds); dataFile.print(","); 
dataFile.println(dataString); 
    dataFile.close(); 
  } 
   
  delay(1000);  
} 
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ANEXO 4.2 
 
% Captura de datos (para 1000 s) 
Matlab_Arduino(1000) 
 
 
% Datalogger 
% (c) Miriam López Lineros 
% SEVILLA 24/04/2014 
  
function Matlab_Arduino(numero_muestras) 
  
% Matlab + Arduino Serial Port communication 
  
close all; 
clc; 
y=zeros(1,1000); %Vector donde se guardarán los datos 
  
%Inicializo el puerto serial que utilizaré 
delete(instrfind({'Port'},{'COM9'})); 
puerto_serial=serial('COM9'); 
puerto_serial.BaudRate=9600; 
warning('off','MATLAB:serial:fscanf:unsuccessfulRead'); 
  
%Abro el puerto serial 
fopen(puerto_serial); 
  
%Declaro un contador del número de muestras ya tomadas 
contador_muestras=1; 
  
%Creo una ventana para la gráfica 
figure('Name','Serial communication: Matlab + Arduino.') 
title('SERIAL COMMUNICATION MATLAB+ARDUINO'); 
xlabel('Número de muestra'); 
ylabel('Nivel del rio (m)'); 
grid on; 
hold on; 
  
%Bucle while para que tome y dibuje las muestras que queremos 
while contador_muestras<=numero_muestras 
        ylim([0 11]); 
        xlim([contador_muestras-20 contador_muestras+5]); 
        valor_potenciometro=fscanf(puerto_serial,'%d')'; 
        y1=valor_potenciometro(1); 
        y(contador_muestras)=(((y1)*3300/4095/165)-4)*10.71/16; 
        plot(contador_muestras,y(contador_muestras),'X-r'); 
        drawnow 
        contador_muestras=contador_muestras+1; 
        
       fecha=clock; 
       save('fecha_hora.txt', 'fecha','-ASCII', '-append')  
       save('cuentas.txt', 'y1','-ASCII', '-append')  
%         save('nivel.txt', 'y','-ASCII', '-append') 
end 
  
%Cierro la conexión con el puerto serial y elimino las variables 
fclose(puerto_serial); 
delete(puerto_serial); 
clear all; 
  
end 
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ANEXO 4.3 
 
% Ensayos a validar  
% (c) Miriam López Lineros 
% SEVILLA 20/06/2014 
  
clc 
clear all 
  
nneuronas=1; 
cadencia=3600; 
  for retardo=1:5:30   
    for porcentaje=0.25:0.1:0.95 
         datos=[cadencia, nneuronas, retardo, porcentaje];  
         save('i_ensayos_b.txt', 'datos','-ASCII', '-append') 
    end 
  end  
 
% Analisis de la resolución de la NARNN dinámica  
% (c) Miriam López Lineros 
% SEVILLA 20/06/2014 
  
clc 
clear all 
  
n_fila=1; 
a=load('s123b.txt'); 
datos=load('i_ensayos_b.txt'); 
  
while n_fila<49, 
n_fila=load('orden.txt');  
cadencia=datos(n_fila,1); 
nneuronas=datos(n_fila,2); 
retardo=datos(n_fila,3); 
porcentaje=datos(n_fila,4); 
  
% function RedNNa2 (cadencia, error_adm, nneuronas, retardo, porcentaje, 
datos_validados) 
RedNN2a(cadencia, nneuronas, retardo, porcentaje, a); 
  
n_fila=n_fila+1; 
  
save('orden.txt', 'n_fila','-ASCII')  
  
end 
  
 
 
% RED NAR CON SEMILLA DINÁMICA PARA VALIDACIÓN/CORRECCIÓN DE DATOS USANDO PREDICCIÓN 
TEMPRANA:  
% (c) Miriam López Lineros 
% SEVILLA 20/06/2014 
  
% GESTIÓN DEL ENTORNO 
% Borramos la ventana de comandos y la RAM 
function RedNN2a (cadencia, nneuronas, retardo, porcentaje, aa) 
  
% GESTIÓN DE FICHEROS 
% Cargamos n_sem datos del fichero a validar para obtener la semilla inicial 
a=aa; 
  
error_adm=0; 
% Filtrado de datos según la cadencia deseada 
k=1; 
for j=1:cadencia:1777874 
datos(k)=  10.71/16*(0.0048*a(j, 7)+0.1036-4);   
k=k+1; 
end 
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% Volcamos en la variable datos_error el fichero  
% completo de datos que contiene los de las semanas 2 y 3 a validar 
datos_error=datos;  
  
% Fijamos el nº de datos de la semilla inicial para validación 
semilla=floor(porcentaje*k); 
% Fijamos el número de datos a validar 
ndatosvalidar=k-semilla; 
  
% GESTIÓN EN VALIDACIÓN 
% Fijamos el nº de datos de la semilla inicial para validación 
n_sem=semilla; 
% Fijamos el número de datos a validar 
n_dat_val=ndatosvalidar; 
% Delay de la serie temporal 
d=retardo; 
  
% Preparamos los datos de la semilla 
 datos_sem=datos(1:n_sem)'; 
  
% Hacemos un bucle para validación 
for j= 1:n_dat_val-1 
     
% Actualizamos los datos validados/corregidos 
datos_sem=datos_sem; 
  
% Preparamos los datos dinámicos de entrenamiento de la ANN 
datos_sem_din(1: semilla)=datos_sem(j: j+semilla-1); 
  
% RED NEURONAL NAR: 
% Convertimos a formato cell para alimentar la red neuronal 
targetSeries = tonndata(datos_sem_din',false,false); 
  
% Creamos una red neuronal no lineal autoregresiva (NAR) 
feedbackDelays = 1:d; 
hiddenLayerSize = nneuronas; 
net = narnet(feedbackDelays,hiddenLayerSize); 
  
%Para el proceso de la NAR, eliminamos filas de constantes y normalizamos 
% datos a [-1, 1] 
net.inputs{1}.processFcns = {'removeconstantrows','mapminmax'}; 
  
% Preparamos los datos para la red neuronal "net" con preparets: 
% Siendo: 
% inputs: los datos desde y(d+1),.. es decir n-d datos en formato cell 
% inputStates: los "d" primeros datos y(1), ...y(d) en formato cell 
% layerStates: "d" cells vacías 
% targets: los datos desde y(d+1),.. en formato cell 
% targetSeries: los n datos desde y(1) a y(n) en formato cell 
[inputs,inputStates,layerStates,targets] = preparets(net,{},{},targetSeries); 
  
% Dividimos los datos para Training, Validation y Testing 
net.divideFcn = 'dividerand';  % Divide data randomly 
net.divideMode = 'time';  % Divide up every value 
net.divideParam.trainRatio = 70/100; 
net.divideParam.valRatio = 15/100; 
net.divideParam.testRatio = 15/100; 
  
% Elegimos la función de entrenamiento 
net.trainFcn = 'trainlm';  % Levenberg-Marquardt 
  
% Elegimos la funcion de caracterización del error 
net.performFcn = 'mse';  % Mean squared error 
  
% Entrenamos la red 
[net,tr] = train(net,inputs,targets,inputStates,layerStates); 
%[net,tr] = train(net,inputs,targets,inputStates,layerStates,'useParallel','yes'); 
  
% Predicción temprana de Y(t+1) a partir de t datos validados 
% Inicialmente t=n_sem  
nets = removedelay(net); 
[xs,xis,ais,ts] = preparets(nets,{},{},targetSeries); 
ys = nets(xs,xis,ais); 
%ys = nets(xs,xis,ais,'useParallel','yes'); 
  
% Conversión de datos a formato double 
Salida = fromnndata(ys,false,true); 
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Salida=cell2mat(Salida); 
  
% Validación/corrección de datos fase I: elección de la mejor solución 
% disponible: serie a validar 
if abs(Salida(semilla-d+1)-datos_error(n_sem+1))>error_adm 
   error_adm=abs(Salida(semilla-d+1)-datos_error(n_sem+1)); 
end 
  
datos_sem(n_sem+1)=datos_error(n_sem+1);  
  
% Representamos los datos en la ventana de comandos para cada época 
clc 
[datos_sem(n_sem+1) error_adm] 
  
n_sem=n_sem+1 
  
% Inicializamos los pesos de la NAR para la siguiente muestra a validar 
init(net); 
  
end 
  
    datos_resumen=[cadencia, nneuronas, retardo, porcentaje, error_adm]; 
    save('resultados.txt','datos_resumen','-ASCII', '-append')  
  
end 
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ANEXO 4.4 
 
% Analisis de la tiempos de la NARNN dinámica  
% (c) Miriam López Lineros 
% SEVILLA 20/06/2014 
  
clc 
clear all 
  
n_fila=1; 
a=load('s123b.txt'); 
datos=load('i_ensayos_t.txt'); 
  
while n_fila<337, 
n_fila=load('orden.txt');  
cadencia=datos(n_fila,1); 
nneuronas=datos(n_fila,2); 
retardo=datos(n_fila,3); 
porcentaje=datos(n_fila,4); 
  
% function RedNNa2 (cadencia, error_adm, nneuronas, retardo, porcentaje, 
datos_validados) 
RedNN2a(cadencia, nneuronas, retardo, porcentaje, a); 
  
n_fila=n_fila+1; 
  
save('orden.txt', 'n_fila','-ASCII')  
  
end 
 
 
% RED NAR CON SEMILLA DINÁMICA PARA VALIDACIÓN/CORRECCIÓN DE DATOS USANDO PREDICCIÓN 
TEMPRANA:  
% (c) Miriam López Lineros 
% SEVILLA 20/06/2014 
  
% GESTIÓN DEL ENTORNO 
% Borramos la ventana de comandos y la RAM 
function RedNN2a (cadencia, nneuronas, retardo, porcentaje, aa) 
  
% GESTIÓN DE FICHEROS 
% Cargamos n_sem datos del fichero a validar para obtener la semilla inicial 
a=aa; 
  
error_adm=0; 
% Filtrado de datos según la cadencia deseada 
k=1; 
for j=1:cadencia:1777874 
datos(k)=  10.71/16*(0.0048*a(j, 7)+0.1036-4);   
k=k+1; 
end 
  
% Volcamos en la variable datos_error el fichero  
% completo de datos que contiene los de las semanas 2 y 3 a validar 
datos_error=datos;  
  
% Fijamos el nº de datos de la semilla inicial para validación 
semilla=floor(porcentaje*k); 
% Fijamos el número de datos a validar 
ndatosvalidar=k-semilla; 
  
% GESTIÓN EN VALIDACIÓN 
% Fijamos el nº de datos de la semilla inicial para validación 
n_sem=semilla; 
% Fijamos el número de datos a validar 
n_dat_val=ndatosvalidar; 
% Delay de la serie temporal 
d=retardo; 
  
% Preparamos los datos de la semilla 
 datos_sem=datos(1:n_sem)'; 
  
 tiempo=0; 
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 tic 
% Hacemos un bucle para validación 
% for j= 1:n_dat_val-1 
for j= 1:10    
     
% Actualizamos los datos validados/corregidos 
datos_sem=datos_sem; 
  
% Preparamos los datos dinámicos de entrenamiento de la ANN 
datos_sem_din(1: semilla)=datos_sem(j: j+semilla-1); 
  
% RED NEURONAL NAR: 
% Convertimos a formato cell para alimentar la red neuronal 
targetSeries = tonndata(datos_sem_din',false,false); 
  
% Creamos una red neuronal no lineal autoregresiva (NAR) 
feedbackDelays = 1:d; 
hiddenLayerSize = nneuronas; 
net = narnet(feedbackDelays,hiddenLayerSize); 
  
%Para el proceso de la NAR, eliminamos filas de constantes y normalizamos 
% datos a [-1, 1] 
net.inputs{1}.processFcns = {'removeconstantrows','mapminmax'}; 
  
% Preparamos los datos para la red neuronal "net" con preparets: 
% Siendo: 
% inputs: los datos desde y(d+1),.. es decir n-d datos en formato cell 
% inputStates: los "d" primeros datos y(1), ...y(d) en formato cell 
% layerStates: "d" cells vacías 
% targets: los datos desde y(d+1),.. en formato cell 
% targetSeries: los n datos desde y(1) a y(n) en formato cell 
[inputs,inputStates,layerStates,targets] = preparets(net,{},{},targetSeries); 
  
% Dividimos los datos para Training, Validation y Testing 
net.divideFcn = 'dividerand';  % Divide data randomly 
net.divideMode = 'time';  % Divide up every value 
net.divideParam.trainRatio = 70/100; 
net.divideParam.valRatio = 15/100; 
net.divideParam.testRatio = 15/100; 
  
% Elegimos la función de entrenamiento 
net.trainFcn = 'trainlm';  % Levenberg-Marquardt 
  
% Elegimos la funcion de caracterización del error 
net.performFcn = 'mse';  % Mean squared error 
  
% Entrenamos la red 
[net,tr] = train(net,inputs,targets,inputStates,layerStates); 
%[net,tr] = train(net,inputs,targets,inputStates,layerStates,'useParallel','yes'); 
  
% Predicción temprana de Y(t+1) a partir de t datos validados 
% Inicialmente t=n_sem  
nets = removedelay(net); 
[xs,xis,ais,ts] = preparets(nets,{},{},targetSeries); 
ys = nets(xs,xis,ais); 
%ys = nets(xs,xis,ais,'useParallel','yes'); 
  
% Conversión de datos a formato double 
Salida = fromnndata(ys,false,true); 
Salida=cell2mat(Salida); 
  
% Validación/corrección de datos fase I: elección de la mejor solución 
% disponible: serie a validar 
if abs(Salida(semilla-d+1)-datos_error(n_sem+1))>error_adm 
   error_adm=abs(Salida(semilla-d+1)-datos_error(n_sem+1)); 
end 
  
datos_sem(n_sem+1)=datos_error(n_sem+1);  
  
% Representamos los datos en la ventana de comandos para cada época 
clc 
[datos_sem(n_sem+1) error_adm] 
  
n_sem=n_sem+1 
  
% Inicializamos los pesos de la NAR para la siguiente muestra a validar 
init(net); 
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tiempo=tiempo+toc; 
  
end 
  
tiempo=tiempo/10; 
  
    datos_resumen=[cadencia, nneuronas, retardo, porcentaje, tiempo]; 
    save('tiempos.txt','datos_resumen','-ASCII', '-append')  
  
end 
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5. Conclusiones Generales 
 
Con el presente trabajo se ha desarrollado un nuevo método de control de calidad 
para el análisis y predicción, basado en una red neuronal no lineal auto-regresiva (NARNN) que 
permite validar los datos brutos de calado en río, adquiridos por una red de monitorización en 
tiempo real. Las pruebas de evaluación de rendimiento demuestran que es mucho más 
eficiente que los métodos tradicionales, consiguiendo detectar errores en al menos un 90% de 
los casos frente a un escaso 13% de los últimos. 
 
Para restaurar la integridad en series de datos, se han analizado varios métodos de 
interpolación en diferido para el relleno de huecos, demostrándose que es suficiente con el 
uso de esplines cúbicos pchip para huecos dispersos y de perceptrones monocapa de bajo 
número de neuronas para huecos múltiples. 
 
Para evaluar la posibilidad de incorporar un sistema de pre-validación de datos de nivel 
de ríos en los puntos de control, se ha desarrollado un equipo que se ha instalado en un punto 
de control SAIH de la Confederación Hidrográfica del Guadalquivir, este usa una red neuronal 
no lineal auto-regresiva (NARNN) con una semilla de entrenamiento dinámica. Los resultados 
obtenidos demuestran que su capacidad de discernir en tiempo real entre datos válidos y 
erróneos es óptima y que sus prestaciones mejoran con una menor cadencia entre datos, 
mayor retroalimentación y un mayor número de datos de entrenamiento. Se han propuesto 
dos posibles arquitecturas de la NARNN compatibles con el tiempo de procesado de datos y 
con los datos normalizados obtenidos por estos SAIH. 
Finalmente se concluye que es posible desarrollar un equipo de control y validación de 
datos, capaz de operar independientemente, (i) para casos en los que el sensor ha dejado de 
funcionar durante un tiempo, empleando en diferido los dos métodos de relleno de datos 
propuestos y (ii) pre-validar datos de calado en tiempo real mediante una NARNN de semilla 
dinámica. Este equipo una vez optimizados los programas informáticos, podrá basase en 
arquitecturas de bajo coste (por ejemplo Arduino o Raspberry Pi), permitiendo su fácil 
ubicación tanto en localizaciones simples como múltiples. 
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5. Conclusions  
 
In this work, the author has developed a new quality control method for hydrologic 
analysis and forecasting based on a NARNN, to validate raw river stage data acquired by a real-
time monitoring network. Performance evaluation tests show that this method is much more 
efficient than traditional methods, detecting errors in at least 90% of cases compared with 
only 13% using the latter methods. 
 
To restore data series integrity, the author used several time-delay interpolation 
methods to fill gaps, showing that it is sufficient to use pchip cubic splines for scattered gaps 
and monolayer perceptrons with a low number of neurons for multiple gaps. 
 
To evaluate the possibility of incorporating a pre-validation system for river stage data 
at control points, the author developed and installed a system at an SAIH control point in the 
Guadalquivir River Basin; this uses a nonlinear autoregressive neural network (NARNN) with a 
dynamic training seed. The results show that the ability of the system to distinguish between 
valid and erroneous data in real time is optimal and that its performance improves with a 
reduced rate between data, more feedback and more training data. Two possible NARNN 
architectures are proposed, which are compatible with the data processing time and 
normalized data obtained by the SAIH control points. 
The author concludes that it is possible to develop a control and data validation system 
capable of operating independently, (i) for cases in which the sensor has stopped working for a 
time, by using the two proposed time-delay data fill methods; and (ii) to pre-validate river 
stage data in real time using a dynamically seeded NARNN. Once the software has been 
optimized, this system can be based on low-cost architecture (e.g., Arduino and Raspberry Pi), 
allowing easy positioning at both single and multiple locations.  
 
