We investigate the continuum limit that the number of beads goes to infinity in the ring polymer representation of thermal averages. Studying the continuum limit of the trajectory sampling equation sheds light on possible preconditioning techniques for sampling ring polymer configurations with large number of beads. We propose two preconditioned Langevin sampling dynamics, which are shown to have improved stability and sampling accuracy. We also present analysis of the preconditioned Langevin dynamics and their connections to the normal mode and Matsubara mode representation for ring polymers.
I. INTRODUCTION
Simulating complex chemical systems including quantum effects has been one of the central research subjects in theoretical and computational chemistry. For the thermal average calculation, the ring polymer representation, based on the imaginary time path integral, has been a popular approach to map a quantum particle in thermal equilibrium to a fictitious classical necklace of beads on the phase space [1] . As the number of beads in the ring polymer goes to infinity, the representation is asymptotically exact, and thus it provides an approximate formulation for numerical simulations when the bead number is large. Based on the ring polymer representation, there are mainly two types of sampling techniques to calculate the quantum statistical averages, namely, path integral Monte Carlo (PIMC) [2, 3] and path integral molecular dynamics (PIMD) [4, 5] . Also, the ring polymer representation has been used in the dynamics simulations, such as, the centroid molecular dynamics [6] [7] [8] , the ring polymer molecular dynamics [9, 10] , Matsubara dynamics [11, 12] , and path integral Liouville dynamics [13, 14] . In recent years, the ring polymer representation based methods, like path integral molecular dynamics, have been extended to the multi-level systems when the non-adiabatic effects are not negligible [15] [16] [17] [18] [19] [20] .
When the number of beads is finite, the ring polymer representation introduces quantifiable asymptotic error to thermal average calculations, which is manifested in the bias of the numerical simulations. When the physical space of the quantum particle is high dimensional, when the inverse temperature is large, or when * jianfeng@math.duke.edu the potential landscape is complicated, large numbers of beads are needed to decrease the model error. However, as the number of beads increases, the spring potential for the ring polymer becomes more and more singular, which brings additional challenges for numerical sampling. From another perspective, the normal modes of the ring polymer has a wide range of frequencies, and the highest frequency grows as the bead of beads increases, which results in restrictions in the time steps for the numerical integration of the sample trajectory. There is a growing interest in investigating efficient numerical algorithms based on the ring polymer representation when the beads number is large. While many works introduced efficient numerical techniques by decomposing the potential function or by exploring thermostatting methods, see e.g. [4, 5] , there are also some recent attempts by making use of the Matsubata modes, which can be viewed as the finite dimensional approximation to the limit that the number of beads goes to infinity [11, 12, 21] . In this work, we focus on the thermal averages like
where H is a quantum Hamiltonian operator, A is an observable, β is the inverse temperature, and Z = Tr[e −β H ] is the partition function.
Formally speaking, when the number of beads goes to infinity, the ring polymer converges to a (closed) Brownian path in the configuration space such that the two ends agree. This continuum limit has been studied in math literature, where the closed Brownian paths are referred to as Brownian loops (see e.g., [22] , where the motion of the random loops on a Riemannian manifold is considered). In our current context, we define the space of all loops on the Euclidean space R d , denoted by LR d , as
The energy of the loop q ∈ LR d is given by
We emphasize that the inverse temperature appears in the integration limit in the definition of the loop energy (1) . On the loop space LR d , we consider the distribution of loops, formally as
which is the infinite dimensional analog of the classical Gibbs distribution. While the "uniform measure" D [q] does not exist on the infinite dimensional path space, the measure π is well defined and we have
which is the Euclidean path integral representation of the quantum thermal average. To sample the measure π on the path space, one can generalize the conventional overdamped Langevin equation to the following stochastic partial differential equation (SPDE) dq dt = − δE(q) δq + ξ = ∂ τ τ q − ∇V (q) + ξ, which produces ergodic path of loops with respect to π. Here, we use τ for the parametrization variable of the path and ξ denotes the space-time white noise. This can be viewed as an overdamped sampling of the measure π on the infinite dimensional path space. In fact, the above SPDE can be derived as a continuum limit of overdamped Langevin equations for ring polymers with finite number of beads. While to the best of our knowledge, the perspective of loop sampling has not been much explored in the context of PIMD, it is closely related to the question of sampling diffusion bridges (Brownian paths with fixed boundary conditions) in applied mathematics and statistics literature, e.g., [23, 24] . In particular, efficient numerical algorithms for sampling the diffusion bridges have been extensively studied in the past decade, see e.g., [25] [26] [27] [28] . In particular preconditioning of the infinite-dimensional SPDE have been explored to improve the sampling efficiency.
Motivated by the similarity between PIMD and diffusion bridge sampling, in this work, we study the continuum limit of PIMD when the number of bead goes to infinity. Based on the analytic understanding, we propose two preconditioned Langevin sampling dynamics, both motivated by recent techniques proposed in the context of diffusion bridge sampling. Our first preconditioning approach is based on the idea of applying the covariance operator as in [24, 25, 27] . After applying the covariance operator properly in the context of PIMD, the frequencies of the normal modes of the preconditioned Langevin dynamics have a uniform upper bound with respect to the bead number. In particular, the more important modes are mapped to the ones closer to the upper bound such that those modes are favored in sampling. Secondly, inspired by the treatments on the phase space as in [26] , we propose a mass-modified Langevin dynamics, where the frequencies of all normal modes are adjusted to 1 in the harmonic case. Such mass-modified Langevin dynamics naturally connects to their continuum limit, the SPDEs on the phase space, and can be reformulated to facilitate constructing efficient numerical algorithms. Besides, the connection between such reformulations and the normal mode representation, and the Matsubara mode representation are established to better illustrate the physical intuitions behind the mathematical treatment.
To sum up, we propose two preconditioned Langevin dynamics, which are shown to have superior numerical performances in stability and sampling accuracy. The rest of the paper is outlined as follows. We study the continuum limit of the ring polymer approximation in position variables in Section II A, and the continuum limit of the overdamped Langevin dynamics and its preconditioned version are introduced in Section II B. In Section II C, two preconditioned underdamped Langevin dynamics are proposed with different choice of mass matrices of the auxiliary momentum variables, where the latter one is shown to connect with the continuum limit of the Gibbs measure on the phase space. The two preconditioned Langevin dynamics are further analyzed and compared with the normal mode representation, and the Matsubara representation in Section III. Finally, in Section IV, we discuss the minor modifications in numerical imple-mentations, and provide extensive numerical tests.
For notations, we will use regular font (such as q) for position configuration in R d for one bead, bold fonts such as q for the ring polymer with finite beads, and Fraktur fonts such as q for the continuous path.
II. CONTINUUM LIMIT OF THE RING POLYMER REPRESENTATION
In this section, we investigate the continuum limit of the ring polymer representation, as the number of beads goes to infinity. Correspondingly, we also study the continuum limits of the overdamped and underdamped Langevin sampling schemes for the ring polymer configurations. The preconditioning methods will be introduced to overcome the stiffness of the dynamics when the number of beads is large.
A. Path integral for thermal average
Let us consider the quantum Hamiltonian
where the particle mass is fixed as 1 for simplicity of notation. We consider the thermal equilibrium average, given by
for an observable A, where β = 1 kB T with k B the Boltzmann constant and T the absolute temperature.
The ring polymer representation approximates the thermal average as (up to a normalization) an average with respect to the classical Gibbs distribution for ring polymers on the configurational space as
where N is the number of beads, the action is given by
and Z N is a normalization constant
so that
is a probability measure on the ring-polymer configurations. Sufficiently large number of beads N is needed to reduce the asymptotic error in the ring polymer representation. However, a large N increases the stiffness associated to the "spring potential" in the action:
In particular, as illustrated in Figure 1 , as the number of beads increases, a typical ring polymer configuration exhibits small scale oscillations. In the limit N → ∞, it converges to random loops with local regularity similar to a Brownian motion. The ring polymer configuration, in the limit N → ∞, can be represented as a path q(τ ) : [0, β] → R d with periodic boundary condition q(0) = q(β). From the ring polymer configuration with N beads, we may construct a corresponding path by setting q(τ j ) = q j for τ j = β j N and linearly interpolating in between. As N → ∞, we obtain
Thus the path integral representation (2) is formally justified in the limit.
To make the characterization of the limit N → ∞ more rigorous, note that we can interpret µ N as
where ν N is the finite dimensional Gaussian measure given by the harmonic spring potential part of
Here the last equality gives the definition of L as a dN × dN dimensional positive semi-definite matrix, with its lowest eigenvalue being 0 (the corresponding eigenvector is the bead configuration with all beads at the same place). To move the spectrum of L away from 0, we introduce for a fixed α > 0
where I ∈ R dN ×dN denotes the identify matrix. Note that L can be viewed as a second order finite difference approximation to the operator −∆ with the periodic boundary condition for an equidistant partition of the interval [0, β]. Thus as N → ∞, L α converges to the differential operator
with periodic boundary conditions and Id is the identity operator from
In terms of L α , we define a new Gaussian measure
and we can rewrite the measure µ N as
with U α (q) = V (q) − α 2 |q| 2 , which we assume to grow to infinite as |q| → ∞ (with α chosen sufficiently small). As N → ∞, we have
and correspondingly the Gaussian measure ν α N converges to a well-defined infinite dimensional Gaussian measure ν α with mean 0 and covariance operator given by
Thus, we have
This gives a rigorous path integral representation of the thermal average for quantum systems. To approximate A , it thus suffices to construct some ergodic sampling schemes for the distribution µ on the path space, which we discuss next.
B. Overdamped Langevin sampling
We now consider the overdamped Langevin sampling for ring-polymers, and the continuum limit. We will then introduce the preconditioning techniques to the continuum limit of the sampling equation. Those techniques have been extensively used for efficient sampling of diffusion bridges as in e.g., [23] [24] [25] [26] , but to our best knowledge, not for sampling of random loops arising from the path integral representation.
Recall that the probability distribution µ N can be sampled using the overdamped Langevin dynamics
where we have used the short-hand notations
, and B is an R dN dimensional Brownian motion with independent components. We observe that when N ≫ 1, the forcing term from the spring potential becomes quite stiff, which prevents the use of large time steps in numerical integration of the sampling trajectory. The restriction becomes more severe as the number of bead increases, and thus some preconditioning treatments are desired to enhance sampling efficiency by allowing the use of large time steps.
To gain insights for the design of the preconditioner, let us consider the most difficult scenario as the limit N → ∞, where the Langevin dynamics converges to the following stochastic partial differential equation (SPDE)
with periodic boundary conditions in τ and dw denotes the space-time white noise. Here, with slight abuse of notations, q(t) : R + → LR d is the trajectory of loops in the configurational space R d , where t is viewed as the temporal variable for the trajectory and τ is the parameter for the loops. The SPDE samples loops, the continuum analog of ring polymers as N → ∞, with the invariant measure given by µ, the infinite dimensional limit of µ N . The reason to consider the continuum limit is that the overdamped Langevin equation (12) can be viewed as a finite dimensional approximation of the loop sampling SPDE (13) . Thus, the preconditioning techniques for the SPDE will shed light on the choice of preconditioner for the overdamped Langevin equations. In particular, as the stiffness comes from the differential operator L α , a natural idea is to precondition the loop sampling SPDE using the inverse of L α , namely,
(14) Similar preconditioners have been used for diffusion bridge sampling, see e.g., [23, 24] . For finite number of beads, the natural analog of such strategy is to precondition the overdamped Langevin equation (12) with the inverse of L α . Hence the preconditioned equation is given
It is easy to check that the preconditioned equation takes the same invariant measure, while the stiff term L α q is now replaced by a linear damping term, which is much easier to handle numerically. For completeness, the inverse of L α and its finite dimensional approximation are discussed in Appendix A. For ring polymer representation, compared with the overdamped sampling, sampling using the underdamped Langevin dynamics is more efficient and hence much more popular, see e.g., [5, 29] . The preconditioning strategy in the overdamped case discussed can be extended to the underdamped case.
C. Underdamped Langevin sampling
Let us now consider the preconditioning of underdamped Langevin sampling of ring-polymers, again by the view point of taking the continuum limit. For pathintegral molecular dynamics, auxiliary momentum variables with artificial masses are introduced to improve the sampling efficiency. In the augmented state space of position and momentum of ring polymer beads, the thermal average is given by
with the Gibbs distribution π N (dq dp) = 1 Z ′ N e −βN HN (q,p) dq dp (17) and the Hamiltonian
where q = (q 1 , · · · , q N ) and p = (p 1 , · · · , p N ) are the position and momentum of the beads with the convention q N +1 = q 1 , and Z ′ N is the normalization constant of the probability distribution π N . In the Hamiltonian, M is a positive definite fictitious mass matrix for the auxiliary momentum variables p, which should not be confused with the physical mass of the quantum particles (which has been chosen to be 1 from the beginning).
It is clear from the definition that the distribution π N takes a product form π N (dq dp) = 1
−1 p dp .
(19) In particular, the marginal distribution with respect to q, which agress with µ N , is independent of the choice of the fictitious mass matrix M , as long as it is positive definite. Thus many choices can be made for the benefit of sampling efficiency. One common choice in the literature of path-integral molecular dynamics is to take M a constant multiple of the identity matrix M = mI, where m is a scalar, see e.g., [10] . With this choice, we obtain the following Langevin equation associated with the Hamiltonian (18),
where γ > 0 is the friction parameter and B denotes a vector of dN independent Brownian motion. We will compare the Langevin equation (Lang) with variants introduced in the sequel. When the number of beads N is large, the forcing −Lq becomes stiff which prevents the use of large time steps in numerically integrating (Lang) (in fact, as N → ∞, the allowed time step size decreases to 0). This can be seen as in the Hamiltonian dynamics, q(t) consists of both O(1) and high frequency modes, with the latter induced by the stiff spring potential between the beads. Preconditioning of (Lang) is thus required when N ≫ 1 for efficient sampling.
Using L α and U α , the momentum part of (Lang) can be rewritten as dp
Therefore, similar to what has been done in the overdamped case, we may use (L α ) −1 to precondition the system. It is straight-forward to verify that the following preconditioned Langevin equation samples the same invariant measure π N (for completeness, a derivation is given in Appendix B):
However, taking the mass matrix as a scalar multiple of the identity matrix has issues when N → ∞, since in that case the distribution π N as in (19) does not have a limit due to the momentum part, since the resulting measure is not normalizable. On the other hand, the limit of µ N , the marginal distribution in q, does exist and is given by µ. As a result, the limiting process of (pLang) is not well defined and we may encounter trouble when using the dynamics (pLang) to sample for large N . This issue can be overcome by a proper choice of the mass matrix. Recall that after all the choice is arbitrary for finite dimensional systems as long as the mass matrix is positive definite. In particular, inspired by the work [26] which considers hybrid Monte Carlo methods in infinite dimension, we make the choice M = L α , which leads to the following mass-modified Langevin (mmLang) dynamics
The choice M = L α will be further elaborated and justified in Section III when we compare the current approach with normal modes. If we multiply the momentum part of (mmLang) by (L α ) −1 and further introduce the velocity variable v =
(pmmLang)
In the limit N → ∞, the system (pmmLang) converges to the following SPDE
where dw is the space-time white noise, and thus √ C α dw is the cylindrical C α -Wiener process in probability terms (see e.g., [22, 30] ). Under some technical assumptions on V , it can be proved that the phase space distribution
converges to a well defined probability distribution π ′ as N → ∞, with marginal distribution µdq. Moreover, the the SPDE system (21)- (22) takes π ′ (dq dv) as the invariant measure. We will not go into the details here.
To conclude this section, we remark that both (pLang) and (pmmLang) have preconditioned the underdamped Langevin dynamics: in either system, the stiff forcing term L α q is replaced by a linear damping force term.
However, only (pmmLang) has a well-defined continuum limit as the number of beads goes to infinity. We shall study their numerical performances in Section IV when large number of beads are needed.
III. CONNECTIONS WITH NORMAL MODES AND MATSUBARA MODES
In this section we compare our approach with the more familiar normal modes and Matsubara modes in path integral molecular dynamics. Since normal modes and Matsubara modes are introduced only for the Hamiltonian part (but not the thermostating such as Langevin), we will compare them with the proposed approach in the context of the Hamiltonian dynamics.
A. Normal modes and preconditioning
Recall that with the artificial mass matrix M , the Hamiltonian in PIMD is given by
where
The corresponding Hamiltonian dynamics is given by
Let us introduce the normal modes ( p k , q k ) given by (we assume N is odd to simplify the algebra)
with the transformation matrix defined as
It is easy to check that D is an orthogonal matrix, hence the inverse transform is given by
Using matrix notations, we have
In the normal mode representation, when the mass matrix is chosen as M = mI, H N can be written as
The corresponding Hamiltonian dynamics becomes
The choice of D ensures that D T LD is a diagonal matrix with entries ω 2 k , and also
with entries ω 2 k + α. Therefore, with the use of the normal modes, the stiff part of the Hamiltonian dynamics, namely Lq, is diagonalized. This of course facilitates the design of accurate numerical scheme, but it does not, however, reduce the stiffness of the dynamics, because D T LD and L share the same eigenvalues. When the dimension is large, the fast modes lead to severe stability constraints which prevent efficient sampling. With the normal mode transformation, we obtain that the harmonic part of the original Hamiltonian (i.e., when we neglect U α ) contains modes with frequency from α/m to O(N ). Let us now compare with the two proposed preconditioned dynamics (pLang) and (pmmLang). The Hamiltonian part of the system (pLang) is given by
In the harmonic case that U α = 0, it reduces to
Note that L α has the smallest eigenvalue α, therefore of the α-regularization, the frequency of the fastest mode has a uniform upper bound no matter how large N is. In other words, increasing the number of beads only adds more slow modes of the Hamiltonian system, which does not cause numerical stability constraints. Although the frequency ratio between the fastest mode and the slowest mode (i.e., condition number for the linear system) is not changed in the system (pLang): while it allows for larger step sizes, it also takes longer time for the slow modes to equilibrate. In terms of sampling, the system (pLang) is still superior to the system (Lang), since the low-frequency modes in (Lang) are more important for accurate approximation of the thermal average, which are mapped to the high-frequency modes in the system (pLang) with a uniform frequency upper bound (αm) −1/2 . In other words, the preconditioner in system (pLang) prioritize the modes which matter the most in sampling, at the prize of slowing the less important modes.
We next look at the Hamiltonian part of (pmmLang)
which reduces to a collection of independent oscillators with the same frequency in the harmonic case (
It means that the harmonic part of the Hamiltonian only leads to unitary oscillations, regardless of the number of the beads N . The choice of the mass matrix M = L α automatically adjusts all modes to the same frequency, so that the stability constraint is removed and at the same time greatly reduce the condition number. This is the main advantage of the choice of the mass matrix as L α .
From another perspective, we can also understand the choice of the mass matrix M = L α using the normal mode representation. Let us multiply the Hamiltonian system (24)- (25) by D T from the left and get
Recall that D T L α D is a diagonal matrix with positive
To adjust all the normal modes to the same frequency, we require
nal, and its diagonal entries are exactly (λ
This clearly leads to the condition
, which results in the choice of the mass ma-
Then, to precondition the system (34), we introduce v = (λ α k ) −1 p k , such that the Hamiltonian dynamics (34)
In the matrix form, the change of variable becomes
This gives
which recovers the choice of the velocity variable in (pmmLang).
B. Matsubara modes and the continuum limit
Let us now consider the Matsubara modes, introduced in [11, 12, 21] . We denote the Matsubara coordinates
(we take K as an odd number for simplicity). The Matsubara modes are defined to be the K lowest normal models in the ring polymer representation in the limit that the number of beads (and hence normal modes) goes to infinity. The Matsubara modes are thus expected to be connected to the continuum limit.
As is shown in [11] , the effective Hamiltonian in the Matsubara coordinates is given by
Thus, the corresponding Hamiltonian dynamics reads
where Λ is a diagonal matrix with entries ω 2 k . The Hamiltonian dynamics in the Matsubara modes can be viewed as a finite dimensional approximation of the continuum limit. For simplicity, we take the potential function V = 0 and the mass matrix M = mI, and similar to the previous analysis, the continuum limit of the Hamiltonian dynamic is given by
The operator L with periodic boundary condition has eigenvalues
where λ 0 has one linearly independent eigenfunction, denoted by φ 0 (τ ), and for k 1, each λ k is associated with two linearly independent eigenfunctions, denoted by φ ±k (τ ). Thus, if we take the following finite dimensional approximation
By orthogonality of the eigenfunctions, we obtain the ODE system for the coefficients
This system agrees with the Hamiltonian system in the Matsubara coordinates as in (35)-(36) when V = 0 and
2 . While a finite dimensional approximation as using the Matsubara modes reduces the stiffness of the system. The frequency of the Matsubara mode still ranges from 0 to ω (K−1)/2 . Thus, when K is chosen large to improve accuracy, it also brings in similar stability constraints.
To better compare the mode frequencies in different models, we plot in Figure 2 the distributions of the frequencies of the normal modes and the Matsubara modes, compared with the frequencies of the modes in (the harmonic part of) the (pLang) and (pmmLang) systems. For the diagonal-mass preconditioned system (pLang), the use of (L α ) −1 as a preconditioner maps the the fast modes to the slow modes, while the upper bound of the mapped frequencies is independent of the number of beads. For the mass-modified system (pmmLang), all modes are mapped to unitary frequency. Hence, with those two preconditioning approaches, we no longer suffer stability constraints as the number of beads increases. Moreover, since the condition number is reduced to 1 for the (pmmLang), we expect the preconditioned massmodified system works the best in sampling efficiency. 
IV. NUMERICAL TESTS A. BAOAB integrator for Langevin dynamics
For numerical integration of the sampling dynamics, we will use variants of the BAOAB scheme [31] which is widely used for the original Langevin dynamics (Lang). We discuss the adaptations of the BAOAB scheme to the proposed systems.
Let us consider a general Langevin dynamics as
where C 1 and C 2 are some positive definite matrices, and we assume C 2 and M commute:
Obviously, when C 1 = C 2 = I and M = mI, the system (39)-(40) reduces to (Lang). When
and M = mI, the system (39)- (40) becomes (pLang). It reduces to (mmLang) when
The original BAOAB scheme easily extends to the system (pmmLang) in q and v variables, which we will skip the details. BAOAB scheme is based on operator splitting, where the whole dynamics is divided into the kinetic part (denoted by "A")
dp = 0,
the potential part (denoted by "B")
and the thermostat part (denoted by "O") dq = 0; (45) dp = −γC 2 p dt + 2C 2 γβ
Note that, the potential step and the kinetic step can be solved analytically and the thermostat part allows the following exact solution in the sense of distributions
where ξ is dN dimensional, with each component an independent standard Gaussian random variable. We also remark that if time step size ∆t is fixed, the matrix e −γC2t
and √ 1 − e 2γC2t can be precomputed. Thus, in each time evolution step, the computation complexity is dominated by the matrix-vector multiplication.
B. Numerical examples
To compare the performance of the diagonal-mass Langevin dynamics (Lang), the preconditioned diagonalmass Langevin dynamics (pLang), the mass-modified Langevin dynamics (mmLang) and the preconditioned mass-modified Langevin dynamics (pmmLang), we carry out numerical tests using the following two examples, in one and two dimension, with computational domain with periodic boundary conditions. The reference solutions are obtained with pseudo-spectral discretization (which is possible thanks to the low-dimensionality). In these examples, a large number of beads are needed to reduce the asymptotic error, and thus manifest differences of the various Langevin dynamics introduced above.
In the 1D test problem, the potential function is given by V (q) = 10 − 10 cos q + 5 cos 2(q − 0.1) .
This potential surface is plotted in Figure 3 , from which, we observe that the potential function has two local minima around x = ±1 respectively, and the barrier separating the two minima is located around x = 0. We choose inverse temperature β = 8 and observable is given by
Since the observable is localized around the local maximum of the potential and the prescribed temperature is fairly low compared to the potential barrier, many beads are needed to represent the ring polymer configuration that extending from the local minima to the saddle point. In the 2D example, the potential function is given by a three-well model in 2D (see Fig. 4 ): 
Thus a large number of beads are needed to represent the ring polymer configuration. At (±0.6, 0), the potential takes the value −3.6317, and at (0, 0.6), the potential takes the value −0.8773.
C. Stability and convergence tests with different time step sizes
In this section, we focus on the 1D test example, with the potential function and the observable given by (49) and (50), respectively, and we choose the inverse temperature β = 8. In the (Lang) system and (pLang) system, we choose the scalar mass m = 1. We first aim to test the four Langevin dynamics (Lang), (pLang), (mmLang) and (pmmLang) using the BAOAB scheme with various time steps and numbers of beads. In particular the time step size restrictions when the number of beads is large. We further study the convergence behavior of the PIMD simulations with respect to the time step size.
We test the BAOAB method with ∆t = 1, . The errors in the empirical averages till simulation time T = 10, 000 from each simulation are reported in Table I and Table II . We observe that, the two preconditioned Langevin dynamics (pLang) and (pmmLang) show superior numerical stability compared to the other two systems, as expected. The numerical results are stable even for ∆t = 1, and they provide accurate approximation of the observable when ∆t < 1.
In comparison, the numerical solution for (Lang) blow up for large numbers of beads or large time step sizes, caused by instability. The stability constraint is even more severe for (mmLang) We further observe that in the
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9.75e-2 1.03e-2 9.94e-3 1.04e-2 9.09e-3 64 9.84e-2 2.83e-3 3.00e-3 3.21e-3 1.05e-3 128 9.82e-2 1.03e-3 2.48e-4 1.33e-3 4.23e-4 TABLE II. 1D Example. Numerical empirical averages computed with various time step sizes and various numbers of beads. The reference value is 9.8734e-2. Top: the (mmLang) system, Bottom: the (pmmLang) system. "NaN" means the numerical integrator is unstable.
(Lang) system and the (mmLang) system, as the number of beads increases, one needs to take smaller time steps in integration the sampling trajectories for the sake of stability.
Finally, we observe from the tables that, when the number of bead equals 128, the numerical results are closer to the reference values. It confirms the intention of designing such an example, due to the large potential barrier and the low temperature, many beads are needed to reduce the asymptotic error in the ring polymer approximation.
Next, we test the two preconditioned dynamics (pLang) and (pmmLang) for convergence with respect to the time step sizes. To reduce the effect of the asymptotic error in the ring polymer approximation, we take the number of beads N = 128. We test the two systems with ∆t = observe the the plots that, while some estimation bias is present for ∆t = We can further confirm our observation by looking at the mean squared error as a function of sampling time for those two systems as in Figure 6 . When ∆t = 1 2 , we observe in either case the sampling error is saturated around t = 1, 000, and when ∆t = , the sampling error is saturated around t = 10, 000. This implies that when the simulation time is long enough, the bias introduced by numerically integrating the sampling trajectories with large time steps dominates the mean squared error.
The numerical results suggest we can take o(1) time steps for accurate approximation of the ensemble average, even for very large number of beads. From this perspective, the (pLang) system and the (pmmLang) system are better platforms for PIMD simulations, because we only need to take small time steps for accuracy, but not for stability constraints. 
D. Convergence with respect to the number of beads
In this part, we aim to compare the PIMD simulation for the (pLang) system and the (pmmLang) system from another perspective. We take ∆t = 1 50 to make sure the bias due to numerical integration of the sampling trajectory is negligible when the simulation time T = 10, 000. The mean squared errors for simulating those two systems are plotted in Figure 7 . We observe in either test noticeable asymptotic bias when the number of beads is 32 or 64, while the mean squared error decays in inverse proportion to the simulation time when the number of beads equals 128.
Moreover, we can observe some differences between the two systems (pLang) and (pmmLang). By comparing Figure 6 , and Figure 7 , we find that when the numerical error is dominated by the sample variance (small ∆t and large number of beads), sampling based on (pmmLang) has better accuracy. To understand better this observation, we plot in Figure 8 the autocorrelation of the q variable for the number of beads N = 64, 128 and the time step ∆t = 1 50 . We clearly see that the autocorrelation time of (pmmLang) is much smaller than that of (pLang). Thus (pmmLang) produces more effective independent samples with the same amount of simulation time. This is consistent with the presence of slow modes in (pLang) discussed above; and (pmmLang) dynamics converges to equilibrium faster. We also show in Table III the correspondingly empirical error, 95% confidence interval and the mean squared error at simulation time T = 10, 000, which further verify that asymptotic sample variance of the (pmmLang) dynamics is indeed smaller.
From all the tests above, we conclude that the preconditioning as in (pLang) and (pmmLang) improves PIMD sampling, while the (pmmLang) sampling dynamics has superior performance as it reduces further the asymptotic variance.
E. Tests with the 2D example
We now consider the 2D test example, with the potential function and the observable given by (51) and (52), respectively, and the inverse temperature β = 8.
We only test the preconditioned dynamics (pLang) and (pmmLang), they have improved numerical stability. To study the performance of the BAOAB method applied to the two preconditioned systems, we take the number of beads N = 128, which makes the asymptotic error in the ring polymer approximation negligible. We test the BAOAB scheme for the two dynamics with time step sizes ∆t = We plot the the mean squared errors at different times in Figure 9 . When ∆t = 1 2 , we observe for either system the sampling error is saturated around t = 1, 000, and when ∆t = , the sampling error is saturated around t = 10, 000. This implies that when the simulation time is long enough, the bias introduced by numerically integrating the sampling trajectories with large time steps dominates the mean squared error. Similar to the 1D tests, the numerical results suggest we can take o(1) time steps for accurate approximation of the ensemble average, even for very large numbers of beads.
Next, we compare the PIMD simulation for (pLang) and the (pmmLang) for different numbers of beads. We take ∆t = 1 50 to make sure the bias due to numerical integration of the sampling trajectory is negligible when the simulation time T = 10, 000. The mean squared errors for the two sampling dynamics are plotted in Figure 10 . We observe in either test noticeable asymptotic error when the number of beads is 32 or 64, while large number of beads reduces the error.
Finally, we compare the accuracy of PIMD simulations using (pLang) and (pmmLang) dynamics. By comparing Figure 9 and Figure 10 , we observe that when the numerical error is dominated by the sample variance (small ∆t and large number of beads), the (pmmLang) dynamics gives better accuracy in terms of the mean squared error. The autocorrelation time for the q variable plotted in Figure 11 is similar to the 1D case, which indicates that (pmmLang) has better sampling efficiency. This is also further confirmed by Table IV which present empirical error, 95% confidence interval and the mean squared error at simulation time T = 10, 000. 
V. CONCLUSION
We have introduced two preconditioned Langevin sampling dynamics for path-integral molecular dynamics, which are in particular effective when the number of beads is large. The forcing from the stiff spring potential between beads is replaced by a linear damping term, which allows large time steps for numerically integration. In terms of the normal modes representation, the mapped modes in the preconditioned Langevin approach has a uniform upper bound in frequency while the mapped slow modes may take longer time for sampling. The mapped modes in the preconditioned massmodified Langevin sampling all have the same frequency 1, and the corresponding Langevin dynamics has a natural connection to the continuum limit as the number of beads goes to infinity. The numerical tests validate the improved stability and better sampling accuracy for both preconditioned Langevin sampling dynamics for thermal averages. For future works, it is of interest to extend the continuum limit and preconditioning schemes for pathintegral molecular dynamics with surface hopping [18, 19] for non-adiabatic quantum systems.
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Appendix A: The covariance operator and its finite dimensional approximation
The precondition schemes we proposed rely on the covariance operator C α = (L α ) −1 and its finite dimensional approximation (L α ) −1 . In this appendix, we we derive the explicit expression for C α , and discuss its discretizations.
To explicitly calculate the covariance operator C α , we solve for the covariance function C α (τ, τ ′ ) such that the covariance operator is the integral operator with
The covariance function satisfies the following boundary value problem, for τ, τ
We show in the following the covariance operator as in (A1) indeed gives the inverse of the L α operator. For f (τ ) and g(τ ) satisfying the periodic boundary conditions, by Green's formula, we can easily show that
then we have
Since it can be shown that C α (τ, τ ′ ) is symmetric, we thus obtain
This verifies C α = (L α ) −1 .
Let us write down the explicit expression when d = 1 and α = 1. The extension to general cases is straightforward. By solving the boundary value problem (A2)-(A4), we get , 0 < τ < τ ′ < β, , 0 < τ ′ < τ < β.
(A5) In a more compact form, we can write
.
From this, we see clearly, the covariance function is symmetric and is a function of |τ − τ ′ |.
Next, we discuss two types of finite dimensional approximation of the covariance operator, where the first one is based on the analytical expression of the covariance function and the second one is based on the inverse of the finite dimensional approximation of L α .
If we denote the equidistant grid points in τ by τ = s i , i = 1, · · · , N , and evaluate the covariance function at those grid points, we obtain the numerical approximation of the covariance operator C 1 , which is denoted by C 1 N . Namely, given a function g : [0, β] → R and we denote its confinement on the grids {τ i } by g, then we have
With a bit abuse of notations, we can also view C 1 N as a matrix, such that
However, this approximate covariance is not exactly the inverse of L 1 as in (8) on the same grids, since L α is only a finite difference approximation to the continuous counterpart as in (9) .
An alternative way is to directly take the inverse of the finite dimensional approximation of L 1 on the grid points.
Consider the equidistant grid points {τ i }, we observe the finite difference approximation of the covariance operator L 1 is exactly L 1 (viewed as a linear transform) defined as in (8) . Clearly, L 1 is strictly positive definite, and is thus invertible. We will use this approach to precondition finite dimensional systems.
Appendix B: Invariance measure in finite dimensional cases
In this section, we aim to verify that the finite dimensional Langevin dynamics, (Lang), (pLang) and (mmLang) all take π N (q, p) as their invariant measures (although the choices of the mass matrix are different), and (pmmLang) takes the invariance measure π N (q, v).
Note that, albeit various choices of the mass matrices, in general π N (q, p) is given by
We consider the Langevin dynamics as defined in (39) and (40), which covers the systems (Lang), (pLang) and (mmLang).
The Fokker-Planck equation corresponding to (39) and (40) reads
Here, we have used the fact that
Hence, we can easily see that, (B1) is an steady state to this Fokker-Planck equation. Therefore, (Lang), (pLang) and (mmLang) all have invariant measures as in (B1). We also conclude that the preconditioning with C 1 and C 2 does not change the invariant measure.
In particular, in (pLang), the Fokker-Planck equation takes the following form
We observe that, the most stiff part of the original equation −L α q is replaced by −q due to the preconditioning.
For the (pmmLang) system, we have the phase space distribution in (q, v) variables,
(B3) Clearly, the Fokker-Planck equation corresponding to (pmmLang) as in (pmmLang) is given by
We can rewrite this equation as
Therefore, we can verify that the (pmmLang) system (pmmLang) takes (B3) as its invariant measure. Finally, we observe that, similar to the Fokker-Planck equation for (pLang), (B4) also includes the term −q in place of the stiff term −L α q, but the rest of the terms are different.
