ABSTRACT Multi-source diffusion is a common phenomenon in online social networks (OSNs) that involves pieces of information with different purposes concurrently propagating over networks in a cooperative or competitive way. A traditional activated probability model for single-source diffusion cannot be directly applied to multi-source diffusion, especially when these diffusions interfere with each other. We consider that herd behavior exists over multi-source information diffusion in OSNs, and we propose a more rational activated probability pattern for multi-source diffusion, activated probability for multi-source information diffusion (APMSID), inspired by the herding effect. APMSID consists of three components to calculate the final activated probability to the destination node, including the influence of percentage (IOP), the influence of energy (IOE), and the influence of competition (IOC). APMSID fully considers the homologous diffusion (cooperation) personalization of the infected percentage by IOP and influence energy direction by IOE and considers the negative influence of IOC from competitive information diffusion. Mathematical modeling and algorithms are designed in detail. Experiments based on the real datasets of Epinions, wiki-Vote, Slashdot, and Micro-blog show that the proposed APMSID is more rational and accurate than the traditional method. APMSID can effectively solve the probabilistic reasoning problem of the multi-source diffusion phenomenon and is superior to the IC model in predicting the accuracy of the infected nodes.
I. INTRODUCTION
Online social networks (OSNs) are a type of social structure that comprises a set of social actors and social interactions between the actors. With the rapid development of the Internet and new media technologies, online social networking applications, such as Twitter, Facebook, LinkedIn, Sina Weibo and Pinterest, have emerged in daily life [1] . OSNs play a significant role in the propagation of novel information and diverse opinions, and individuals are able to simultaneously share information with any number of other peers [2] , and the information spreads over OSNs in a cascading way by active online friends. This phenomenon motivates researchers to discover the information diffusion patterns in OSNs to understand the diffusion nature [3] .
The diffusion of information or influence proceeds in discrete time steps. At each time step, each node has two possible states, inactive and active, where active means that the node adopts the new information being propagated through the network, while inactive means that the node rejects the new information [4] . The earlier information diffusion models of social networks are epidemic-like, such as the D-K model [5] and the M-T model [6] . They divided the population into three types, Ignorants, Spreaders and Stiflers, and designed activated probabilities of nodes to be infected. However, as argued in [7] , different from epidemic diffusion, the information diffusion in social networks is conducted by rational users who make more strategic choices rather than being randomly infected with certain probabilities. With the development of OSNs, traditional epidemic-like models were not appropriate for real online social networks. Researchers proposed a greater number of improved diffusion models that took into account features of OSNs. For example, Zhao et al. [8] studied the dynamics of the rumor propagation model by accounting for the strengths of the nodes. They also proposed a SIR-based rumor-propagation model in new media networks [9] , by modifying the flow chart of the rumor-spreading process to make it more realistic and apparent. Xia et al. [10] proposed a susceptible-exposed-infectedremoved (SEIR) model by introducing the importance and fuzziness of the content of the information, and Bao et al. [11] proposed the SPNR model based on extended SIR model, and they divided the infected states of information into positive infected state and negative infected state, which are different from epidemic spreading models. Additionally, Tan et al. [12] proposed an ECRModel (Elastic Collisionbased Rumor-propagation Model) with diffusion states inspired by physical ball elastic-collision behavior to find more accurate dynamics for rumor diffusion in OSNs. Zhang et al. [13] investigated the mechanisms of rumor evolution by analyzing modifiers' important role during a rumor's influence diffusion.
Most of these studies are primarily about single-source diffusion, such as a single product, a single idea or a single rumor. Factually, multi-source diffusion is a more typical phenomenon over OSNs, in which there are information pieces with different purposes concurrently propagating over networks, cooperatively or competitively [14] . If the multisource information can propagate independently without any interference between diffusions, traditional single-source diffusion models could be directly applied to such multi-source diffusions. However, the problem in real OSNs is that concurrent diffusions might interfere with each other, competing for a scarce resource, such as attention or disposable income. For example, as demonstrated in [15] , if one has been influenced by friends and has previously bought a mobile phone of a particular brand, one is less likely to buy another mobile phone in the short-term, even under strong influence from others.
Many researchers concerned about the multi-source diffusion have proposed series of related models [19] - [36] . Most of them, such as [22] - [26] , extended classical stochastic diffusion models [4] and focused on maximization problems under competitive influence diffusions. Several researchers [27] - [30] focused on the multi-source concurrent propagation of multiple messages. In addition, several others, such as [31] - [33] , focused on multi-source cooperation diffusion. These models computed the activated probability of nodes based on the influence probabilities between nodes, and typically based on influence diffusion models, such as independent cascade (IC) model [16] and Linear Threshold (LT) model [17] , which was first summarized by Kempe et al. [4] based on former research. Both of them focus on the probabilistic diffusion process based on a directed graph and a set of seed nodes. The IC model needs the influence probability Ip (·) on each link as the additional input, while the LT model needs a defined weight w (·) on each link and an influence threshold θ (v) for each node as input. Both have been widely used in previous work. For example, LT was studied in [23] and [26] , while IC was studied in [24] , [27] , [29] , and [30] . Since our proposed model in this paper has same input with IC model, we take IC for instance to demonstrate related parameters for an activation event.
The IC has an activated probability formula as
to calculates the probability that a node will eventually be activated or infected, where Ip (·) denotes the influence probability between node pair. In this method, all links between node pairs in an OSN have the same weight to calculate the final activated probability of a given node, which is determined by all of the influence probabilities Ip (·) over related links. As a result, the final activated probability Ap (·) of a given node will be primarily determined by its neighbors with higher influence probabilities Ip (·) and less determined by weak links with lower influence. However, as is well known, a person tends to believe a message when multiple neighbors say they believe the same message at the same time. This herd behavior that is applied to real social life could also be adapted to the OSNs [18] . The herd effect describes how individuals in a group can act collectively without centralized direction. In an OSN system, a node could be influenced directly by its parent nodes over multi-source diffusion, and each parent node has an influence probability to activate the given children node. Intuitionally, from the perspective of individual influence, the parent node with higher influence probability is more likely to activate the children node. However, the final activated probability is not only related to the influence probability but also depends on and is sometime dominated by, the swarm behavior, including swarm cooperation and competition. The activated direction is primarily determined by the swarm infected direction over multi-source diffusion.
To find a more rational activation pattern for multi-source diffusion, we propose a novel activated probability named APMSID (Activated Probability for Multi-Source Information Diffusion). This work makes the following primary contributions.
(1) This manuscript takes the herding effect into account during multi-source diffusion to calculate the final activated probability to the destination node. The proposed APMSID consists of three components, including Influence of Percentage (IOP), Influence of Energy (IOE), and Influence of Competition (IOC), and can quantize the activated probability during both multi-cooperative and multi-competitive diffusion.
(2) We divide nodes in OSN into four states (Mute, Susceptible, Infected and Recovered) for APMSID, which are more suitable to describe the actual circumstance in OSN. We prove the state steady through mathematical reasoning and propose four propositions to illustrate the propagation conditions.
(3) We perform several experiments to simulate and analyze the proposed model based on real OSN graphs with synthesized information and real source micro-blogging information. The results prove the effectiveness of APMSID, and APMSID has superior predictive accuracy compared to the classical IC model.
The remainder of this article is organized as follows. We introduce the related work in Section II, and design the APMSID probability model in Section III, with related steady analysis in Section IV. In Section V, we design simulations using actual datasets to support the proposed model. Conclusions follow in Section VI.
II. RELATED WORK
In OSNs, different opinions, innovations, or products are often competing or cooperating with each other, where the information propagation is rarely independent and diffusion behaviors are usually initiated or driven by multi sources. Jiang and Jiang [19] investigated the multi-source information diffusion in social networks from a multi-agent perspective, and mentioned that diffusion actors in social networks are ''cooperative or noncooperative'', ''truthful or untruthful'' and ''homogeneous or heterogeneous'', where cooperative actors work together toward a common goal [20] while non-cooperative actors behave competitively. Niu et al. [21] also observed information propagates with multiple sources in most of cases in Douban social network, and proposed a probability model, named super influencer diffusion (SID), based on internal influence and external influence to formulate the diffusions in OSNs. Existing work about multi-source diffusion can be classified into two catalogs: pure-competition and hybrid-cooperation-competition.
Models of pure-competition mainly consider the competition between different spreading sources. Bharathi et al. [22] studied the game of innovation diffusion with multiple competing innovations, and proposed a natural and mathematically tractable model for the diffusion of multiple innovations in a network. Borodin et al. [23] proposed a number of natural and general approaches for modeling competitive diffusion of influence in a social network, extending the known linear threshold model for single source diffusion. They modeled diffusion patterns in different perspectives when two competitive technologies spreading in a same social network, and presented the weight-proportional competitive linear threshold model where a node becomes active if its related collective weight (influenced probability of each related link) exceeds the threshold values. They also presented Competitive Threshold Model with Forcing and OR Model. Budak et al. [24] studied how to limit the effect of competitive misinformation and proposed Multi-Campaign Independent Cascade Model (MCICM) which models the diffusion of two cascades evolving simultaneously in a network. Lu et al. [25] utilized the social evolutionary game (SEG) framework to simulate the information dissemination and adopt the coordinate game strategy to model the synchronous competitive information diffusion in social networks. He et al. [26] investigated and firstly mentioned the IBM (influence blocking maximization) problem under a competitive linear threshold (CTL) model extended from classic LT model, and proved that the objective function of IBM under CLT is monotone and submodular. They also utilized the efficient computation property of LT model for directed acyclic graphs and proposed and efficient heuristic CLDAG for the IBM problem under CLT model, to improve the computational efficiency.
In fact, multi-source information contains not only competitive information but also cooperation information. Thus, models of hybrid-cooperation-competition both consider cooperation and competition, and use competition to be adjusted factors. Datta et al. [27] presented the influence maximization problem and proposed techniques to maximizing the influence spread for multiple non-competing products, using IC model. Narayanam and Nanavati [28] also studied the influence maximization problem, and discussed a perfectly complementary setting with two sets of products where a product can be adopted by a node only when it has already adopted a corresponding product in the other set. The related complementary opinion is extended by Lu et al. [29] , who proposed the Comparative Independent Cascade (Com-IC) model consisting of edge-level information propagation and a Node-Level Automation (NLA) that ultimately makes adoption decisions based on a set of model parameters called Global Adoption Probabilities (GAPs), to address the Complementary Influence Maximization problem. The NLA set out probabilistic transition rules between nodes' states (idle, suspended, rejected and adopted) and competition was modeled as reduced probability. They provided submodularity analysis in a few marginal cases of the entire GAP space. In order to investigate more peroperties for the entire GAP space, Chen and Zhang [30] provided a full submodularity characterization of the Com-IC model in both the mutually competing case and the mutually complementary case. Motivated by the reinforcement theory in sociology, Zarezade et al. [31] proposed a Correlated Cascade Model by considering the correlated behavior versus the independent and the competitive versus cooperative cascades using synthetic data. They modeled users' behavior adoption utilizing multidimensional Hawkes Process, and proposed a convex optimization method to learn latent diffusion relationships. Myers and Leskovec [32] also studied similar situation and proposed a statistical model that allows for competition as well as cooperation of different contagions in information diffusion. Zhang et al. [33] proposed a cocompetition model based on Lotka-Volterra for the different contagions of information diffusion in OSN, to describe the development tendency and interaction between two different types of information.
Additionally, other researchers introduced some novel methods to investigate properties of multi-source diffusion, different from existing probabilistic pattern and even the discrete-time pattern. Unlike other probability models, considering the multiple topics of the diffused information content over different cascades, Gao et al. [34] proposed an information dependent embedding based diffusion prediction (IEDP) model to learn diffusion processes by embedding users and different kinds of diffused information contents in a continuous latent space with a ranking-loss objective function. Unlike these discrete-time diffusion models, Du et al. [35] firstly learned the diffusion phenomenon in OSNs by using continues-time diffusion models, and they also considered the multiple-item constraints during VOLUME 6, 2018 information diffusion where multiple products can spread simultaneously among the same set of social entities, and proposed a novel a novel probabilistic model for influence estimation problem. Feizi et al. [36] proposed an efficient continuous-time network diffusion model considering k edge-disjoint shortest paths among pairs of nodes, neglecting other paths in the network, to infer source nodes in a network by observing the information spread at single or multiple snapshots. This paper is inspired by the above but focuses on the probability model from discrete-time perspective, and aims to find a more rational computational model for the final activated probability by utilizing latent features of multisource diffusion in OSNs, both considering cooperation and competition based on full links.
III. MATHEMATICAL FORMALIZATION OF THE APMSID MODEL A. BASIC DEFINITIONS
In this section, we will propose several related basic definitions for our proposed scheme.
where V is the finite set of nodes, E ⊆ V × V is the set of directed information propagation links between node pairs, and Ip(·) ∈ [0, 1] denotes the influence probability between a node pair. Let N out (v) be the out-neighbors of node v, and N in (v) denotes related in-neighbors.
denote the set of parent nodes of node v, where each node in H v t carries (or publishes) homologous information at time t. Homologous information represents messages derived from the same root source, and these messages might be updated or modified over diffusion processes but have the same root source and similar content. Nodes in H v t can be regarded as cooperation nodes at time t that spread the same message. For example, in Fig. 1(a) , the 
affected by the influence of nodes INS
For type (HCIC), nodes are affected by both homologous information and competitive information. As shown in Fig. 1(b) , node v is affected by the influence of nodes in H v t = {u 1 , u 2 , u 3 , u 4 , u 5 }, which is spreading homologous information 'm 1 ', and affected by the influence of nodes in C v t = {u 6 , u 7 , u 8 , u 9 , u 10 }, which is spreading competitive information against 'm 1 '. Thus, in this situation,
We observed that at any time, there were several users that are always silent with regard to information propagation, because of they are not interested in the spreading information or remain inactive during propagation. As a result, we divide the nodes of the OSN into four states that are possible at any time: (1) Those nodes that are ''Mute and never spread or forward any information'' are in a Mute State, (2) Those that are ''Susceptible but not yet be activated'' are in a Susceptible State, (3) Those that are ''Active and propagate information forward'' are in an Infected State, (4) and those that are ''Recovered from infected or Susceptible'' are in a Recovered State.
At time t, mute nodes could change to a susceptible state, and nodes in a susceptible state could be activated to be infected with a probability Ap(·), or to change to a recovered state with a probability 1 − Ap(·). All infected nodes will be recovered by themselves to be in a recovered state. Relations between states are shown in Fig. 2 .
The purpose of this paper is to find a more accurate activated probability Ap(·) for a given node v under both homologous information diffusion and competitive information diffusion, concurrently. The following subsections of this section will describe the proposed APMSID model to calculate the final activated probability for a given node.
B. APMSID-1: ACTIVATED PROBABILITY FOR NODES UNDER HIC
In this section, we described the calculation model of activated probability Ap (HIC) v | H v t for nodes in an HIC, as illustrated in Fig. 1(a) , where nodes are only affected by multi homologous information concurrently.
OPINION. The activated probability for a given node is primarily based on whether the node's parents are infected. As an individual, one parent node that has a greater influence on the given node will have a relatively strong action to infect the destination node. However, as analyzed in Section I, it is not rational to only consider each influence between links but also should consider the infected direction of all parents. Thus, we consider the herding effect in OSN as an additional fact needed to calculate the final activated probability to a given node. For example, when a large percentage of parent nodes have become activated to become infected nodes, regardless of whether the influence from a parent node to the given node is strong or weak, the influence from this large number of infected parents would play an important role in activating the given node. Of course, it will also affect the final activated probability of a given node when a large percentage of parent nodes are not infected.
As a result, we design two components for activated probability to adapt to this situation, inspired by the herding effect. 
where α is the exponential weight to the percentage and is usually fixed at 0.5 in this paper. We set Ap IOP v|H v t = 0 when H v t = 1, where the activated probability is only determined by the influence energy as described in the following. To mathematically model the activated probability Ap IOE v|H v t by influence energy, we consider three conditions by determining the direction of the influence energy. They are described in the following.
COMPONENT-2: Influence of Energy (IOE)
(
In this situation, links with a stronger positive influence will have the primary role of activating the destination node v, and the activated probability tends to be in the direction of positive energy. Therefore, we design a threshold τ (such as 0.5) to distinguish the importance of the influence probabilities of related links. The influence of neighbors greater than τ will be accumulated to Ip rich H v t , v , while these of less than τ will be accumulated to Ip poor H v t , v , as follows:
Meanwhile, we set a weight λ ∈ (0. 
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In this situation, the activated probability is primarily determined by links with less influence probabilities. Weak links with little influence on node v will be more crucial than these with a large influence on v. Therefore, in contrast to the above, we assign the weight λ ∈ (0. 
In this situation, we set the Activated Probability to node v as a medium value, 0.5.
According to the above three conditions, the activated probability Ap IOE v|H v t from influence energy component is described as follows: The algorithm used to calculate the activated probability under HIC is described as the following algorithm-1 in pseudocode.
C. APMSID-2: ACTIVATED PROBABILITY FOR NODES UNDER HCIC
In this section, we describe the calculation model of activated probability Ap (HCIC) v | H v t for nodes in HCIC phenomenon as illustrated in Fig. 1(b) , in which nodes are concurrently affected by homologous information and competitive information.
OPINION. We assume that the influences of the competitive information carried by the nodes in C v t are independent of each other, and competitive messages interfere against the propagation of the given homologous information (such as 'm 1 ' in Fig. 1 ). Under HCIC phenomenon, the infected set
The activated probability to the destination v based on the influence of H v t can be calculated using Eq. 10, as described above, but the final activated probability in HCIC will be deduced by the influence of C v t . Therefore, we design an additional component, Influence of Competition (IOC), as a negative factor to the final activated probability Ap (HCIC) (v|H v t ).
COMPONENT-3: Influence of Competition (IOC)
If H v t > 1 and C v t > 0, the node set INS(v) contains nodes spreading competitive information against the given homologous information. The influences of u ∈ C v t on subnodes are independent of each other. If any node in C v t activates the destination v, the propagation of homologous information failed to v. Then, we select the node in C v t that has the maximum influence probability to be the Influence of Competition against the propagation of homologous information from H v t . As a result, the activated probability Ap IOC v|C v t that node v is activated by nodes in C v t with competitive messages is proposed as follows:
Model: Activated Probability under HCIC As we argued above, under the HCIC phenomenon, the activated probability Ap (HIC) (v|H v t ) to the destination v based on the influence of H v t can be calculated using Eq. 10, and the component of IOC Ap IOC v|C v t will be a negative factor of Ap (HIC) (v|H v t ). Thus, the activated probability Ap (HCIC) (v|H v t ) under HCIC is proposed as follows:
The algorithm used to calculate the activated probability under HCIC is described as the following algorithm-2 in pseudocode.
D. APMSID: ALGORITHM OF ACTIVATED PROBABILITY FOR MULTI-SOURCE INFORMATION DIFFUSION
Based on the discussion in the above two subsections, we propose an algorithm, namely, APMSID,to calculate the final activated probability Ap(H v t , v) that nodes in H v t will activate node v. There are two parts to the algorithm. The first concerns the activated probability under HIC and the second concerns HCIC, primarily based on algorithm-1 and algorithm-2.
IV. STEADY STATE ANALYSIS AND PROPERTIES OF MULTI-SOURCE INFORMATION DIFFUSION
As described in Section III (A), we propose four states for nodes in Multi-Source Information Diffusion (MSID) at any time t, which are ''Mute and never spread or forward any information'' (Mute), ''Susceptible but not yet be activated'' (Susceptible), ''Active and propagates information forward'' (Infected) and ''Recovered from infected'' (Recovered). Let M (t),S (t),I (t) and R (t) denote the probability densities of nodes in these four states at time t, respectively, with M (t) + S (t) + I (t) + R (t) = 1, and M (t) , S (t) , I (t) , R (t) ∈ [0, 1]. Letk denote the average out-degree of all nodes in an OSN network G = V , E , andk can be computed as:
At any time t, mute nodes can change to susceptible nodes, and nodes in a susceptible state can be activated to be infected with an activated probability Ap(·), or to be changed to a recovered state with a probability 1 − Ap(·). Fig. 3 illustrates First, we analyze the function of probability density of infected nodes I (t), and then, we determine the requirement for multi-source information diffusion, as described in the following proposed proposition (1). To facilitate the description below, we let p (·) = Ap(·) briefly.
Proposition (1):
In an OSN G = V , E , at time t > 0, the probability density I (t) = |seeds| |V | ·(k·p)
, and the requirement of multi-source information diffusion isk · p> 1.
Proof: At the initial time t = 0, all nodes are in a ''Mute state'' and seeds initiate the information propagation together, and usually,|Seeds| |V |. Thus,
In addition,I (0) = |seeds| |V | , then we can get
Since |seeds| |V | and
are a known number at time t in Eq.14, whenk · p ≤1 of the function of I (t) in Eq.14 is a decreasing function, the multi-source diffusion failed. Therefore, the requirement of a multi-source information diffusion is k · p> 1 .
End proof. Cumulative density is usually used to analyze the spreading scope of information diffusion. We propose the following proposition (2) to describe the properties of cumulative infected density and cumulative recovered density.
Proposition (2): In an OSN G = V , E , at any time t > 0, the cumulative infected density of I (t) is:
I (t) = p · (1−e −I ·k ), and the cumulative recovered density of R(t) is: R(t) = 1−e −R·k·p . The spreading scope of multi-source information diffusion is positively correlated to the average out-degreek and activated probability p.
Proof: At any time t > 0, the increment of the probability density of I (t),R (t) and M (t) are:
Let R and I denote the cumulative density of R(t) and I (t), that is

R = R(t), I = I (t).
In addition
Therefore, the cumulative density of R(t) is as follows:
In addition, I (t) = R(t) · p, therefore, the cumulative density of I (t) is as follows:
As we can observe from Eq. 15 and Eq. 16, the spreading scope of multi-source information diffusion is positively VOLUME 6, 2018
Algorithm 1 APHIC(G, v)
Input: An OSN G = V , E, Ip (·) ; Parameters: λ(= 0.8), τ (= 0.5), α(= 0.5) Output: the final activated probability to node v:
Ap IOE v|H v t = 0.5 9:
else do 10: correlated to the average out-degreek and activated probability p. End proof. During the multi-source information diffusion, links between nodes are the infrastructure for diffusion. Once the information is spread from one node to another, then we call the link between the node pair an 'influenced link'. Up to time step t > 0, the state transition among susceptible nodes, infected nodes, and recoverednodes will result in influenced links. Thus, we call nodes in a susceptible state, orinfected state, or recovered state as 'non-mute' nodes. The proposed proposition (3) gives an analysis for influenced links.
Proposition (3):
In an OSN G = V , E , up to the current time step t > 0, the average of influenced links related to each non-mute node is δ =k
.
Proof:
Except nodes in a mute state, links between all other nodes (non-mute nodes) will participate in the information diffusion
Algorithm 2 APHCIC(G, v)
Input: An OSN Graph = V , E, Ip (·) ; Parameters: λ(= 0.8), τ (= 0.5), α(= 0.5) Output: the final activated probability to node v: 
Algorithm 3 APMSID(G, v)
Input: An OSN Graph = V , E, Ip (·) ; Parameters: λ(= 0.8), τ (= 0.5), α(= 0.5) Output: the final activated probability to node v:
Obviously, at each time t, the number of non-mute nodes is as follows:
At each time step t x , state transition from mute to susceptible, and susceptible to infected, will influence links between nodes, which will generate (M (t x ) · I (t x )) · |V | ·k influenced links at each time step t x . Therefore, up to the current time t, the total number of influenced links is as follows:
As a result, up to current time t > 0, the average of influenced links related to each non-mute node is as follows:
End proof.
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The following proposed proposition (4) will analyze the sufficient condition needed to initiate a multi-source information diffusion.
Proposition (4): The sufficient condition when the multisource information diffusion occurs isk · p · e −I ·k ≥ 1.
Proof:
Given an OSN dataset, the propagation could be supposed to have been finished. Thus, we assume the time steps t → ∞. Therefore, the average influenced links of each nonmuted node is δ =k
Thus,
When δ ≥ 1, the multi-source information diffusion will occur. Therefore, the sufficient condition of the multi-source diffusion isk · p·e
V. SIMULATIONS AND ANALYSIS
A. EXPERIMENTAL SETUP
In this section, we perform simulations to support the proposed activated probability and analytical results presented in the previous sections and to investigate the properties of the APMSID for online social networks. We use four real OSN datasets, including Epinions, 1 Wiki-Vote, 2 Slashdot, 3 1 http://snap.stanford.edu/data/soc-Epinions1.html 2 http://snap.stanford.edu/data/wiki-Vote.html 3 http://snap.stanford.edu/data/soc-Slashdot0811.html and Micro-blog, 4 as experimental social graphs. The Epinions dataset has more than 75,000 nodes and 0.5 million links. The Wiki-Vote dataset contains all of the Wikipedia voting data, with more than 7,000 nodes and 0.1 million links. The Slashdot dataset contains friend/foe links. The Micro-blog dataset contains 30,000 source micro-blogging forwarding information, and the total forwarding is more than 17.84 million times, involving approximately 7.42 million nodes and more than 700 million links. In our experiments, we select micro-blogging data in which forwarding is greater than 10 from Micro-blog, which results in the experimental Micro-blog having more than 151 thousand nodes with 4 million links. The following table 1 illustrates the features of related datasets, where the average out degreek and maximal degree of related dataset are disclosed.
By analyzing the relations between followers and related user nodes using a ln (x) function, we observed that these datasets are of a power distribution as shown in Fig. 4 .
Based on these OSN datasets, we design experiments using NetworkX [37] , which is a Python-language software package for the creation, manipulation, and study of the structure, dynamics, and functions of complex networks. The experimental environment includes a computer server with 3.40 GHz Intel Core i7-4770 and 12G memory. (1) The first experiment supports the performance of Influenced Links over multi-source diffusion driven by the proposed APMSID, and supports the existence of multi-source diffusion phenomena over information propagation, and the effectiveness of the proposed APMSID.
(2) The second experiment supports the performance of the proposed activated probability model under HIC by observing the infected density changes over the homologous information propagation.
(3) The third experiment supports the performance of the proposed activated probability model under HCIC, where the competitive information propagation interferes with the homologous information propagation over multi-source diffusion.
(4) The last experiment supports the predictive performance efficiency of the proposed APMSID activated probability compared to the IC model.
The first three experiments use datasets from Epinions, Wiki-Vote and Slashdot with information synthesized by the topologies and artificial data, and experiment (4) uses the dataset from Micro-blog with the original real dissemination information.
B. EXP (1): PERFORMANCE OF INFLUENCED LINKS OVER MULTI-SOURCE DIFFUSION USING THE PROPOSED APMSID
In this experiment, we support the existence of multi-source diffusion phenomena over homologous information propagation and demonstrate the effectiveness of proposed APMSID. We primarily observe the densities of influenced links under the proposed APMSID model, using Epinions, Wiki-Vot and Slashdot datasets as OSN graphs. Additionally, an artificial message label is used for propagation over the graph on NetworkX. The activated probability is calculated by Algorithm-1 of the proposed APMSID.
During the experiment, for the average out-degreek of Eipinions, Wiki-Vote and Slashdot are 6.7, 14.6 and 11.7, respectively. Additionally, we randomly select 100 seed nodes whose out-degrees are 7, 15 and 12, respectively. One simulation is initiated by only one seed node at time t = 0. Over each simulation, we observe the densities of nodes with different states, including Mute, Susceptible, Infected and
Recovered. Then, we use δ =k
, as proposed in Proposition- (3) , to calculate the average influenced links, and use Proposition- (4) to determine the existence of multisource information diffusion. Fig. 5 shows the experimental results of average influenced links δ under different seeds. The results demonstrate the effectiveness of the proposed APMSID when the seed node has an average out-degree. We can observe that δ> 1 in all 100 simulations initiated from the 100 seeds. Therefore, although each simulated propagation is initiated from only one seed with one message, the multi-source diffusion occurs and the average number of influenced links of each non-muted node is greater than 1.0. The value of δ for Wiki-Vote is almost greater than 3.0, and the value of δ for Slashdot is greater than 2.20, while the value of δ for Epinions is greater than 1.60. The scope of multisource diffusion is not absolutely dependent on the scales of nodes. Although the scales of nodes are close in the datasets for Epinions and Slashdot, Epinions has 75,879 nodes while Slashdot has 77,360. However, the densities of influenced links are quite different between the two datasets, and the value of δ for Slashdot is greater than that of Epinions. The value of δ for Wiki-Vote is the greatest, but there are only 7,115 nodes. Obviously, the average out-degreek is significant to the influence propagation scope. As shown, the greater the value ofk in the dataset is, the greater the value of δ appears.
C. EXP (2): PERFORMANCE OF THE PROPOSED ACTIVATED PROBABILITY MODEL UNDER HIC
In this experiment, we support the performance of the proposed activated probability model APMSID. We primarily observe the variation trends of infected density and cumulative infected density of nodes with varied time steps over the homologous information diffusion. The datasets for Epinions, Wiki-Vote and Slashdot are used for experimental OSN graphs. Synthesized artificial homologous messages are used for propagation. We randomly select 5 seeds from each dataset to initiate each simulation on NetworkX. The activated probability is calculated using Algorithm-1 of the proposed APMSID model. Table 2 shows all of the ID information of the randomly selected seeds from each dataset. As a comparison, we also perform simulations in the same experimental environment based on the classical IC model that activated the probability run by Eq.1. The results are shown in Fig. 6 .
As shown in Fig. 6(a) , (b) and (c), the proposed APMSID model has more dramatic infected densities for all graphs. Therefore, the APMSID model could compute more details over the multi-source diffusion, including the number of links VOLUME 6, 2018 We visualize the results using Gephi [38] to intuitively describe the changes of node states over different time steps under HIC driven by APMSID. Fig. 7 illustrates the visualization of multi-source diffusion processes on Wiki-Vote graphs under APMSID (other graphs are similar). As we can see, the infected nodes (red) increase gradually and come to a relative apex at t =6 and t =7, while the nodes are almost recovered after t =15.
D. EXP (3): PERFORMANCE OF THE PROPOSED ACTIVATED PROBABILITY MODEL UNDER HCIC
This experiment supports the performance of the proposed APMSID model during multi-source propagation in an HCIC environment with both homologous information and competitive information diffusion. Similar to experiment (2), we primarily observe the variation trends of infected density and cumulative infected density of nodes varied with time steps during the information diffusion. The datasets for Epinions, Wiki-Vote and Slashdot are used for the experimental OSN graphs. Synthesized artificial homologous messages and competitive messages are used for propagation. The seeds are the same as those in table 2, while the proposed algorithm-3 is used to trigger active events. Fig. 8 shows the results.
As we can observe from the results, the infected densities under HCIC (Fig. 8) are lower than those under HIC (Fig. 6) . It means that the competitive information diffusion interferes with the homologous information diffusion. For example, see the Epinions graph in which the summit of I (t) equals 0.09 under HIC (Fig. 6(a) ) while the summit is less than 0.005 under HCIC (Fig. 8(a) ). It illustrates that the proposed APMSID model can rationally compute the competitive events over diffusion, and the component of Influence of Competition (Ap IOC v|C v t ) in the proposed APMSID model is effective.
Additionally, we visualize the results with Gephi to intuitively describe the changes of node states over different time steps under HCIC driven by APMSID. Fig. 9 illustrates the visualization results for Wiki-Vote graphs under APMSID (other graphs are similar). As shown, the infected nodes (red) increase gradually and come to a relative summit at t = 5, while nodes are almost recovered after t = 17.
E. EXP (4): PERFORMANCE OF THE PREDICTIVE ACCURACY OF THE PROPOSED APMSID MODEL
This experiment demonstrates the advantage of the predictive accuracy of the APMSID model compared to that of the IC model, based on a micro-blog dataset that has a large amount of real source information and forwarding relations. A total of 30 seeds are randomly selected to initiate the multi-source information diffusion, where the number of sources depends on the given seed's source messages. Then, we perform 30 simulations one by one on NetworkX.
We use the accuracy, recall rate and F 1 value to measure the predictive accuracy of the APMSID model and IC model. Define P as the precision, R as the recall, SSet as the set of simulation diffusion nodes, and |SSet| as the number of simulated diffusion nodes. ASet is the set of the actual spreading nodes, and |ASet| is the number of the actual diffusion nodes. ASet can be obtained from the dataset. Thus, P = and F IC 1 . That is,
VOLUME 6, 2018 Table 3 shows the experimental results based on the real micro-blog dataset.
As we can see from 
VI. CONCLUSIONS
In this paper, we propose a novel activated probability model for multi-source information diffusion. We consider the herding effect over homologous information diffusion and model the Ap (·) using both positive and negative influence energy by analyzing the accumulated influence probabilities of related links. During the multi-source diffusion, competitive information interferes with the propagation of the given information concurrently. Thus, we also consider the interference factor of the competitive information diffusion for the final Activated Probability in the APMSID model. Compared to traditional activated probability model, the activated probability of the APMSID model includes personalized attributes of multi-source diffusion in OSN and is more rational. 
