Abstract. In this paper, we introduce and study the Fourier transform of functions which are integrable with respect to a vector measure on a compact group (not necessarily abelian). We also study the Fourier transform of vector measures. We also introduce and study the convolution of functions from L p -spaces associated to a vector measure. We prove some analogues of the classical Young's inequalities. Similarly, we also study convolution of a scalar measure and a vector measure.
Introduction
Let G be a locally compact abelian group with a fixed Haar measure. Then the Fourier transform on L 1 (G) is very well known. Also, it is a known fact that this Fourier transform can be extended to M(G), the space of all complex Radon measures on G, called the Fourier-Stieltjes transform. Recently, J. M. Calabuig et al. [2] , have introduced and studied the Fourier transform of functions which are integrable with respect to a vector measure on a compact abelian group. This was extended by O. Blasco [1] to the space of vector measures on compact abelian groups.
Let G be a compact group. The main aim of this paper is to initiate a systematic study of the Fourier analysis of functions which are integrable with respect to a vector measure on G. Let ν be a σ-additive vector measure. In section 4, we define the Fourier transform of functions in L 1 (ν). In this section, we also discuss the Fourier transform of functions which are weakly integrable with respect to an absolutely continuous vector measure. We also show that these two notions of Fourier transform coincide if the function is integrable.
It is a folklore that one will have to deal with matrices of higher orders, if one leaves the realm of abelian groups. Moreover, if the measure is a vector measure, then the entries of the matrix are from the underlying vector space. Thus, in order to make sense of the norm of these matrices, one is forced to assume that the underlying vector spaces are operator spaces, rather than just Banach spaces, unlike the case of compact abelian groups. This crucial point is obviously at the root of the notion of the Fourier transform.
In order to define the Fourier transform of a function defined on a non-abelian compact group, which is integrable with respect to a vector measure, one needs to provide a meaning for the integration of a vector-valued function with respect to a vector measure. In 2001, G. F. Stefánsson [14] developed the theory of integration of a vector-valued function with respect to a vector measure. Let X and Y be operator spaces which are also Banach spaces, f a Y -valued function and ν a X-valued measure. In Section 3, we give an outline about the integration of f with respect to ν. Further, in Theorem 3.6 an operator space structure on L 1 (ν) is also provided. In the classical Fourier analysis, an easy consequence of the definition of the Fourier transform of an L 1 -function is that the Fourier transform is a bounded operator. In Theorems 4.4 and 4.7, we show that the Fourier transform operators defined in Section 4 are completely bounded.
One of the classical results of the Fourier analysis on locally compact abelian groups is the Riemann-Lebesgue Lemma. Example 4.5 of this paper gives an example of a vector measure on an infinite compact group where the analogue of the RiemannLebesgue Lemma fails.
Later, in Section 7, we define the Fourier transform of vector measures. Again operator spaces play a dominant role. In particular, we show that the Fourier transform operator on the space of vector measures is completely bounded. Finally, we also find a sufficient condition on the Banach space for an analogue of the Riemann-Lebesgue Lemma to hold.
In Section 6, we define the convolution of functions from L p -spaces associated to a vector measure. In a similar spirit, in Section 8, we study the convolution of a scalar measure and a vector measure. We also find the Fourier transform of convolution. We prove some analogues of the Young's inequality corresponding to each convolution. Finally, in Section 9, we prove integrability properties of the convolution under various assumptions on the underlying L p -spaces. We also consider the classical convolution between functions in L p -spaces with respect to the Haar measure and functions in the L p -spaces associated to a vector measure. This is done in Theorem 9.4.
We begin with some of the required preliminaries in the next section.
Preliminaries

2.1.
Fourier analysis on compact groups. Let G be a compact Hausdorff group and let m G denote the normalized positive Haar measure on G. For 1 ≤ p ≤ ∞, L p (G) will denote the usual p th -Lebesgue space with respect to the measure m G . It is well known that an irreducible unitary representation of a compact group G is always finite-dimensional. Let G be the set of all unitary equivalence classes of irreducible unitary representations of G. The set G is called the unitary dual of G and G is given the discrete topology.
Let {(X α , . α )} α∈∧ be a collection of Banach spaces. We shall denote by ℓ ∞ -⊕ α∈∧ X α , the Banach space (x α ) ∈ Π α∈∧ X α : sup α∈∧ x α α < ∞ equipped with the norm (x α ) ∞ := sup α∈∧ x α α . Similarly, we shall also denote by c 0 -⊕ α∈∧ X α , the space consisting of those vectors (x α ) from ℓ ∞ -⊕ α∈∧ X α which goes to 0 as α → ∞. It is clear
Let π be an irreducible unitary representation of G on the Hilbert space H π of dimension d π and let (e π i ) 1≤i≤dπ be an ordered orthonormal basis for H π . Then for t ∈ G, π(t) will denote the d π × d π matrix whose (i, j) th -entry is given by
Then f (π) is also a d π × d π matrix whose (i, j) th -entry is given by
Note that the Fourier transform operator f → f maps
, where the series converges in the L 2 (G)-norm.
For more details on compact groups, we refer to [8, 11] .
2.2. Vector measure. Let G be a compact group. Let X be a complex Banach space and let ν be a σ-additive X-valued vector measure on G. Let X ′ be the dual of X and let B X ′ be the closed unit ball in X ′ . For each x ′ ∈ X ′ , we shall denote by ν, x ′ , the corresponding scalar valued measure for the vector measure ν, which is defined as ν, x ′ (A) = ν(A), x ′ , A ∈ B(G). A set A ∈ B(G) is said to be ν-null if ν(B) = 0 for every B ⊂ A. The variation of ν, denoted |ν|, is a positive measure defined as follows: For a set A ∈ B(G),
The vector measure ν is said to be measure of bounded variation if |ν|(G) < ∞. The semivariation of ν on a set A ∈ B(G) is given by ν (A) = sup
where | ν, x ′ | is the total variation of the scalar measure ν, x ′ . Let ν denote the quantity ν (G). The vector measure ν is said to be absolutely continuous with respect to a non-negative scalar measure µ if lim 
We shall denote by M(G, X) the space of all σ-additive X-valued vector measures on G. Further, we shall denote by M ac (G, X) the subspace consisting of X-valued vector measures which are absolutely continuous with respect to the Haar measure m G . A Banach space X is said to have the Radon-Nikodym Property with respect to
We shall denote by L 1 w (ν) the Banach space of all ν-weakly integrable functions equipped with the norm
A ν-weakly integrable function f is said to be ν-integrable if for each A ∈ B(G) there exists a unique
The vector x A is denoted by A f dν. We shall denote by L 1 (ν) the space of all ν-integrable functions and it is also a Banach space when equipped with the · ν norm. Now,
are Banach spaces when equipped with the norm f ν,p = f
denote the space of all ν-a.e. bounded functions. The space S(G), consisting of all simple functions on G, is dense in L p (ν), 1 ≤ p < ∞. The following result is proved in [1] when G is abelian. We are omitting the proof as the proof given in [1, Lemma 2.1] works for a more general case.
Lemma 2.2. Let ν be a X-valued regular vector measure on G. Then the space
we shall denote by ν p,m G , the p-semivariation of ν with respect to m G , given by,
. Let M p (G, X) denote the space of all X-valued vector measures with finite p-semivariation. We shall denote by S(G, X) the space of all X-valued simple functions on G. Further, for 1 ≤ p ≤ ∞, we shall denote by P p (G, X) the closure of the space S(G, X) in M p (G, X), where P p (G, X) is equipped with the norm
Note that the space C(G, X), consisting of all X-valued continuous functions on G, is dense in P p (G, X), 1 ≤ p < ∞ and closed in P ∞ (G, X).
We denote by T ν the operator from C(G) to X given by
For more details on vector measures and integration with respect to vector measures, we refer to [5, 6, 12 ].
2.3. Operator Spaces. In order to deal with compact groups in the non-abelian setting, one has to deal with matrices with vector-valued entries. Also, one has to be able to define norms of such matrices. Therefore, it is natural to deal only with the operator spaces, rather than with just Banach spaces. We shall now present some basics on operator spaces.
Let X be a linear space. By M n (X) we shall mean the space of all n × n matrices with entries from the space X. An operator space is a complex vector space X together with an assignment of a norm · n on the matrix space M n (X), for each n ∈ N, such that
It is clear from the definition that if X is an operator space then X ′ is also an operator space where
It follows from the axiom (i) of the above definition that the inclusion from
Thus X is complete if and only if M n (X) is complete for some n ∈ N if and only if M n (X) is complete for all n ∈ N.
Let X and Y be operator spaces and let ϕ : X → Y be a linear transformation. For any n ∈ N, the n th -amplification of ϕ, denoted ϕ n , is defined as a linear transformation ϕ n :
The linear transformation ϕ is said to be completely bounded if sup{ ϕ n |n ∈ N} < ∞. We shall denote by CB(X, Y ) the space of all completely bounded linear mappings from X to Y equipped with the norm, denoted · cb , ϕ cb := sup{ ϕ n |n ∈ N}, ϕ ∈ CB(X, Y ).
We shall say that ϕ is a complete isometry if ϕ n is an isometry ∀ n ∈ N.
We would like to remark here that by Ruan's theorem, on the characterization of abstract operator spaces, there exists a Hilbert space H and a closed subspace Y ⊆ B(H) such that X and Y are completely isometric.
Given two operator spaces X 1 ⊆ B(H 1 ) and X 2 ⊆ B(H 2 ), we define their minimal tensor product, denoted X 1 ⊗ min X 2 , as the completion of their algebraic tensor product
, where ⊗ 2 denotes the Hilbert space tensor product. It is worth noting that, if X is an operator space then M n ⊗ min X and M n (X) are completely isometric.
If
. For any undefined notions or for further reading on operator spaces, the reader is asked to refer [7] or [13] .
Throughout this paper, G will always denote a compact Hausdorff group, X an operator space which is also a Banach sapce and ν a σ-additive X-valued vector measure.
Tensor integrability
Let X and Y be two operator spaces which are also Banach spaces. In this section, we give an outline about the integration of Y -valued functions with respect to the X-valued vector measure ν. For the proof of the results, we refer to [14] . Finally, we show that the spaces
For a ν-measurable function f : G → Y, we shall denote by N(f ) the quantity sup
Note that, for each A ∈ B(G), the sequence A φ n dν is a Cauchy sequence in Y ⊗ min X and hence converges to a limit in Y ⊗ min X. We shall denote the limit
becomes a Banach space when it is equipped with the N(·) norm.
Our next aim is to provide an operator space structure for
is an operator space with respect to the matrix norm arising from the identification given in (i).
Proof. The proof of (i) and (ii) are routine checks. The proof of (iii) follows from the proof of [3, Corollary 3] .
we shall denote by gen-L 1 w (ν, Y, X) the space consisting of Y -valued generalized weak ⊗-integrable functions on G. It is a normed linear space when equipped with the norm given by
The proofs of the following theorems are routine checks, so we shall omit them.
Fourier transform for
In this section, we define the notion of Fourier transform of functions in L 1 (ν) and L 1 w (ν). We show that the Fourier transform operator is completely bounded. We also provide an example where the analogue of the Riemann-Lebesgue Lemma fails. Finally, we provide a subclass of vector measures ν and a subclass of functions from L 1 w (ν) for which the classical Plancheral identity holds. We first define the notion of Fourier transform of functions in L 1 (ν) using the fact
∈ G, with respect to the vector measure ν, is defined by
Remark 4.2. Since the representation π is of d π -dimension, by fixing an ordered orthonormal basis for H π , the space B(H π ) can be identified with M dπ . Thus the
Furthermore, the entries of the matrix f ν (π) are given by the following elements of X. For 1 ≤ i, j ≤ d π , let P π ij denote the mapping from M dπ into C, maps a d π × d π matrix to its (i, j) th -entry. Thus, by Proposition 3.5,
Example 4.3. Let 1 ≤ p < ∞ and let T : L p (G) → X be any completely bounded operator. Consider a vector measure ν associated with T given by
We now show that the Fourier transform is a completely bounded operator.
Thus,
Thus (i) follows. The proof of (ii) follows from Theorem 3.6.
A natural question that arises at this point is the validity of the Riemann Lebesgue Lemma for the Fourier transform, i.e.,
The answer to the above mentioned question is negative in general, even negative for compact abelian groups. An example is provided here.
Example 4.5. Let G be an infinite compact group. Then, consider the measure defined in Example 4.3 with X = L 1 (G) and T the identity operator on
Now we study the Fourier transform of weakly integrable functions with respect to the vector measure ν under the assumption that ν ∈ M ac (G, X).
With this as motivation, we define the Fourier transform of weakly integrable functions. 
Our next theorem is an analogue of Theorem 4.4.
(ii) The Fourier transform operator
M dπ given by
Thus (i) follows. The proof of (ii) follows as the proof of Theorem 3.6(iii), once we use Theorem 3.8.
We now show the injectivity of the Fourier transform operator.
Theorem 4.9 (Uniqueness theorem). Let
w (ν) and let x ′ ∈ X ′ . As f ν = 0 it follows that f ν (x ′ ) = 0, i.e., f h x ′ = 0. Then by the classical Uniqueness theorem for Fourier transform we have that f h x ′ = 0 m G -a.e.. Hence, there exists A ∈ B(G) such that f h
which implies that G \ A is also ν-null. Therefore,
Hence f = 0 ν-a.e..
Using Remark 4.8 and Theorem 4.9 we have the following corollary. Lemma 4.12.
, where p ′ is the conjugate exponent of p.
Proof. (i) is clear from the definition. We now prove (ii). Let
Pg. 248 and Pg. 259], it follows that ν ∈ M ac (G, X) and the operator T ν extends to a bounded linear operator from
Hence the conclusion that
In the next theorem, we provide a subclass of L 1 w (ν) and vector measures for which the Fourier transform satisfies the classical Plancheral Theorem and the Inversion Theorem.
(ii) (Inversion Theorem).
where the above series converges in the L 2 (G)-norm.
Then, by Lemma 4.12, we have h x ′ ∈ L 4 (G). Thus, by the Hölder's inequality, we have f h x ′ ∈ L 2 (G). Hence by Theorem 2.1, the result follows.
Invariant measures
In this section, we introduce the notion of invariant vector measures with respect to a homeomorphism. The results of this section will be used later.
Let h : G → G be a homeomorphism, for example translation (τ t (s) = st) or inversion (i(t) = t −1 ). For a measurable function f :
. Then ν h is also a vector measure. Now we define the notion of invariance of a vector measure.
Proposition 5.2. A vector measure ν is semivariation h-invariant if and only if
Proof. By density, it is enough to prove for simple functions. Let φ ∈ S(G). Now let the measure ν be semivariation h-invariant.
By density of simple functions we have
Definition 5.4. A Banach function space Z is said to be norm h-invariant if for each f ∈ Z we have f h ∈ Z and f h Z = f Z .
Proposition 5.5. Let ν be a semivariation h-invariant vector measure and
Proof. By density, it is enough to prove for simple functions. Let φ ∈ S(G). Note that
The proof of the next theorem is analogous to [1, Theorem 5.10] and hence we omit it.
Theorem 5.6. Let 1 ≤ p < ∞ and let ν ∈ M(G, X) be a semivariation translation invariant vector measure with
Our next result is an analogue of [8, Proposition 2.41]. As the proof of this proposition is just a routine check, we shall omit the proof.
Convolution of functions associated to vector measures
In this section, we define the notion of convolution of functions arising from L pspaces with respect to a vector measure. Our aim is to prove an analogue of the Young's inequality.
In Section 4, for ν ∈ M ac (G, X), we observed that if g ∈ L 1 w (ν) then for each
With this observation in mind, we now define the convolution of two functions.
is a semivariation translation invariant vector measure with ν(G) = 0 then, by Theorem 5.6, Definition
The following theorem improves the above remark.
Theorem 6.4. Let 1 ≤ p < ∞ and let ν ∈ M ac (G, X) be a semivariation translation invariant vector measure with
w (ν), by the Minkowski's Integral Inequality and Proposition 5.5 we have,
Then there exists two sequences (φ n ) and (ψ n ) of simple functions converging to f in L p (ν) and g in L 1 (ν) respectively. For each n ∈ N, it is clear that φ n ∈ L ∞ (G) and ψ n h x ′ ∈ L 1 (G). Thus, it follows that φ n * (ψ n h x ′ ) is bounded and hence φ n * ν ψ n (
Here is an analogue of the Young's inequality for the convolution of functions with respect to a vector measure.
Corollary 6.5. Let 1 ≤ p < ∞ and let ν ∈ M ac (G, X) be a semivariation translation and inversion invariant vector measure with
. Then, by the Hölder's inequality and Proposition 5.5 we have, 
. Then the proof of this follows from the Fubini's theorem. Now we find the Fourier transform of the convolution.
We now prove the second statement. Let g ∈ L 1 (ν). Note that for any f ∈ L 1 (G) and A ∈ B(G), the mapping s → A f (ts −1 ) dm G (t) is a bounded measurable function and therefore
Thus f * ν g is Pettis integrable and
Proposition 6.11. Let 1 ≤ p < ∞ and let ν ∈ M ac (G, X) be a semivariation translation invariant vector measure with
Proof. Let x ′ ∈ B X ′ . By Remark 6.9 and Theorem 6.4, f * ν g, x
, as in the proof of Theorem 6.10, we have, for each A ∈ B(G) there exists
Here is an analogue of the Young's inequality for the vector-valued convolution.
Proposition 6.12. Let 1 ≤ p < ∞ and let ν ∈ M ac (G, X) be a semivariation translation and inversion invariant vector measure with
Proof. The proof of this follows exactly as in the previous Proposition, except that one will have to use Corollary 6.5 instead of Theorem 6.4.
Fourier transform of vector measures
In this section, we define the Fourier transform of a vector measure. We show that the Fourier transform, considered as an operator, is completely bounded. We find a sufficient condition on the space X so that the Fourier transform of a vector measure satisfies the Riemann-Lebesgue Lemma. 
Remark 7.2. As mentioned in Remark 4.2, the Fourier transform of a vector measure ν at [π] ∈ G can be identified as a d π × d π matrix and for 1 ≤ i, j ≤ d π , the (i, j) th -entry of ν(π) is given by
The following proposition shows that the Fourier transform of f ∈ L 1 (ν) and the corresponding measure ν f coincide.
where
. Hence we have
The following theorem shows the complete boundedness of the Fourier transform operator.
Proof. The proof of this is exactly same as in the proof of Theorem 4.4, once we use Theorem 3.9 and hence we omit it.
and hence the claim. Now, by our assumption that ν = 0, it follows that h x ′ = 0 for every
, by the classical Uniqueness theorem for Fourier transform, we have h x ′ = 0 m G -a.e. for every x ′ ∈ X ′ . Let A ∈ B(G) and x ′ ∈ X ′ . Then,
This implies that each Borel subset of G is ν-null. Hence the proof.
A natural question that arises here is whether the vector measure satisfies the Riemann-Lebesgue Lemma. In general a vector measure ν does not satisfy it, i.e., ν / ∈ c 0 -⊕ π jk (t)π ki (s).
Using Proposition 8.2,
where ( ν(π) µ(π)) ij is the (i, j)th entry of the matrix ν(π) µ(π) ∈ M dπ (X). Hence
Now we define another convolution of measures. For ν ∈ M(G, X) and A ∈ B(G), note that the mapping t → ν(At −1 ) is measurable and bounded by ν . Therefore t → ν(At −1 ) ∈ L 1 (µ). Hence the Definition 8.4 makes sense. Also note that ν * µ ∈ M(G, X) with ν * µ ≤ ν µ . Proposition 8.5. The group G is abelian if and only if µ * ν = ν * µ for all µ ∈ M(G) and ν ∈ M(G, X).
Proof. If G is abelian then µ * ν = ν * µ, see [1, Proposition 4.5] . Conversely, suppose that µ * ν = ν * µ for all µ ∈ M(G) and ν ∈ M(G, X). Let x ′ ∈ X ′ and A ∈ B(G). Then, µ * ν(A), x ′ = ν * µ(A), x ′ , i.e., µ * ν, x ′ (A) = ν, x ′ * µ(A). Let t, s ∈ G, and x 0 ∈ X. Now choose x ′ 0 ∈ X ′ such that x 0 , x ′ 0 = 1. Consider µ = δ t , the Dirac measure on G at t and choose ν = x 0 δ s ∈ M(G, X). Note that ν, x ′ 0 = δ s . Then we obtain δ t * δ s = δ s * δ t , i.e., δ ts = δ st . Hence ts = st for every t, s ∈ G.
Integrability properties of the convolution product
In this section, we prove some integrability properties for the convolution product. Finally, we show that the usual convolution of a function in L 1 (ν) with a function in L p (G) belongs to L p (ν). For f ∈ L 1 (G) and ν ∈ M(G, X), we write f * ν = µ f * ν where µ f is given by dµ f = f dm G . We say that f * ν ∈ C(G, X) if d(f * ν) = f ν dm G , for some f ν ∈ C(G, X). Next result gives an analogue of the Young's inequality for f * ν. 
