Introduction
Dependability has been defined as the property of a computer system such that reliance can justifiably be placed on the service it delivers [1] . Different Performance, reliability, availability and fail-safe properties of the system are main attributes to be studied. The design of the distributed system was given in [3, 4] . In a number of related projects in our research group, the verification and modeling of core parts of this system were outlined in [5] . Representation of firewall rule-base and its BDD (binary decision diagram) implementation were investigated in [6] . Availability, reliability and risk analysis were studied under Markov models in [7] . This work describes the prototype we recently implemented, presents and analyzes the throughput of data transfer measured on the system.
In the next section, we outline the design of the system and discuss the fault-tolerant protocols aimed at improving performance, availability and reliability. Section 3 then presents the experiment system and scripts that define experimental trials. Section 4 reports and analyzes the results from these experimental trials. Finally, Section 5 concludes the paper.
2. The System Design The overall system design we developed over the past years is shown in Figure 1 . A number of computer nodes form a Figure 2 . Task allocation distributed system that runs a variety of applications. Each application may have different numbers of replicas, depending on their criticality. In this hypothetical example, the telnet application has three copies, the firewall has two copies, and the mail and web have only one copy each. Obviously, setting up the system in this way limits both the maximum number of nodes and the maximum performance of any node across any set of experiment trials.
Results and Discussion
We now present the collected data. To review the definitions we used in our analysis, the availability score is the proportion of connection attempts which were successful; the reliability score is the proportion of successfully opened connections which also successfully closed; the throughput score is the average rate at which data was transferred between communication endpoints; and the duration (or total latency) score is the average time required for a packet in a given set of packets to be transferred from one communication endpoint to the other. The experimental system is currently unable to measure availability and reliability appropriately-the major effect that is measured is a property of the traffic generator, not the firewall system, as desired, so these data have been omitted. Due to space limitations, the data and analysis for duration have also been omitted. Thus, we will focus on presenting and attempting to explain the results collected for throughput in this paper.
Experiment Configuration
The following configuration of the experiment was used to produce the data that are presented in the next section.
The Five trials were performed for each of these combinations of handicap factors and numbers of router nodes.
Throughput Measured
The overall throughput mean for each configuration is presented from two different perspectives: Figure 6 emphasizes the effect of varying the handicap factor, while Figure 7 emphasizes the effect of varying the number of nodes.
Let us take a detailed look at Figure 6 . There are eight sets of data, corresponding to the number of nodes n = 1,2,3,4,5, 6,7, and 8, respectively. There are 6 elements in each set of data corresponding to the handicap factors H = 128, 256, 384, 512, 640, and 768, respectively. For n = 1, the throughput mean decreases clearly with the increasing handicap factor, which means that the amount of data transferred between the two endpoint machines drops when node performance decreases. This trend can be observed throughout out all eight sets of data. For increasing number of nodes n = 2, 3, ... 8, we can still see that the amount of data transferred drops when node performance decreases, although it is less and less obvious.
This observation means that data transfer rate is less sensitive to the node performance in multi-node distributed systems.
For the data collected in Figure 7 , handicap factor = 128 and 256 show no clear indication that throughput increases or decreases with increasing number of nodes. However, for handicap factor = 384, 512, 640, and 768, we can see that throughput tends to increase with increasing number of nodes.
Result Analysis
In this section, we demonstrate how the data we collected can be used in supporting the development of our dependable distributed system and present methods that can be used to extend the results beyond the scaling ranges we applied in our experiment. Figure 8 shows the overall performance increase in percentage when the node performance is scaled from 1 to 20 times. Now, we discuss how the number of nodes impacts the system overall performance when we scale node number up beyond the range we studied in the experiment.
Increasing the number of nodes has a much more complicated impact on the system because the speedup depends on: (1) the level of workload imposed; (2) Figure 6 and Table 1 . Figure 9 plots the overall performance when the number of nodes n increases from 1 to 8 regarding the three different handicap factors, respectively.
It can be seen that increasing number of nodes does not clearly indicate an increase of the overall performance. Before we can model the impact of each of the above mentioned factors on the overall performance as the number of nodes increases, we need to do further experimentation, (1) to remove anomalous influences like endpoint processing over- Figure 9 . Impact of the number of nodes on overall performance [5, 6, 7] .
