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Abstract
We prove that given a fuzzy metric space (in the sense of Kramosil and Michalek),
the completion of its Hausdorff fuzzy metric space is isometric to the Hausdorff
fuzzy metric space of its completion, when the Hausdorff fuzzy metrics are de-
fined on the respective collections of non-empty closed subsets. As a conse-
quence, we deduce the corresponding result for metric spaces by using the stan-
dard fuzzy metric. An application to the extension of multivalued mappings and
some illustrative examples are also given.
Keywords: Hausdorff fuzzy metric, Completion, Isometry, Contraction,
Dynamical System.
1. Introduction and preliminaries
Throughout this paper the lettersN andωwill denote the set of positive integer
numbers and the set of non-negative integer numbers, respectively. By C0(X)
and K0(X) we will denote the collection of non-empty closed subsets and the
collection of non-empty compact subsets of a topological space X, respectively. If
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A is a subset of a topological space X, we will denote by clXA, or by A, the closure
of A in X.
In order to help to the reader, we first recall several pertinent concepts and
results on the Hausdorff distance of a metric space and on the Hausdorff fuzzy
metric of a fuzzy metric space, respectively.
By an infinite valued metric on a set X we mean a function d : X×X → [0,+∞]
that satisfies the usual axioms of a metric, except that we allow d(x, y) = +∞.
Thus, in our context, a metric space will be a pair (X, d) such that X is a (non-
empty) set and d is a (possibly, infinite valued) metric on X.
The completion of a metric space (X, d), as constructed for instance in [17,
Theorem 1.15], will be denoted by
(
X˜, d˜
)
.
Let us recall that, given a metric space (X, d), the Hausdorff distance on C0(X)
is defined as the infinite valued metric Hd : C0(X) × C0(X) → [0,+∞] given by
Hd = max
{
H−d ,H
+
d
}
, where H−d (A, B) = supa∈A d(a, B) and H
+
d (A, B) = supb∈B d(A, b),
for all A, B ∈ C0(X) (see, for instance, [4, Section 3.2]).
In [20, Proposition 4.1] Michael proved that a metric space (X, d) is complete
if and only if (C0(X),Hd) is complete. Later on, Artico and Moresco showed in
[2, Proposition 1.3] that for any metric space (X, d), the complete metric spaces(C˜0(X), H˜d) and (C0(X˜),Hd˜) are uniformly isomorphic.
According to [28], a continuous t-norm is a binary operation ∗ : [0, 1] × [0, 1]→
[0, 1] which satisfies the following conditions: (i) ∗ is associative and commuta-
tive; (ii) ∗ is continuous; (iii) a ∗ 1 = a for every a ∈ [0, 1]; (iv) a ∗ b ≤ c ∗ d
whenever a ≤ c and b ≤ d, and a, b, c, d ∈ [0, 1].
Three paradigmatic examples of continuous t-norms are ∧, Prod and ∗L (the
Lukasiewicz t-norm), which are defined by a ∧ b = min{a, b}, a Prod b = ab, and
a ∗L b = max{a + b − 1, 0} for all a, b ∈ [0, 1], respectively. Recall that ∗ ≤ ∧ for
every continuous t-norm ∗, and that continuous t-norm greater or equal than ∗L is
a copula [18].
By a fuzzy metric on a set X (compare [19, Definition 7]) we mean a pair
(M, ∗) such that ∗ is a continuous t-norm and M is a fuzzy set in X × X × [0,+∞)
such that for all x, y, z ∈ X :
(i) M(x, y, 0) = 0;
(ii) x = y if and only if M(x, y, t) = 1 for all t > 0;
(iii) M(x, y, t) = M(y, x, t);
(iv) M(x, z, t + s) ≥ M(x, y, t) ∗ M(y, z, s) for all t, s ≥ 0;
(v) M(x, y, ·) : [0,+∞)→ [0, 1] is left continuous.
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A fuzzy metric space is a triple (X,M, ∗) such that X is a set and (M, ∗) is fuzzy
metric on X.
It is well known, and easy to see, that for all x, y ∈ X, M(x, y, ·) is a non-
decreasing function on [0,+∞).
Each fuzzy metric (M, ∗) on a set X induces a topology τM on X which has
as a base the family of open balls {BM(x, ε, t) : x ∈ X, ε ∈ (0, 1), t > 0}, where
BM(x, ε, t) = {y ∈ X : M(x, y, t) > 1 − ε}.
It is also well known (see, for instance, [13]) that every fuzzy metric space
(X,M, ∗) is metrizable, i.e., there exists a metric d on X whose induced topology
agrees with τM.
Conversely, if (X, d) is a metric space and we define Md : X × X × [0,+∞) →
[0, 1] by Md(x, y, 0) = 0 and
Md(x, y, t) =
t
t + d(x, y)
,
for all t > 0, then (Md, ∗) is a fuzzy metric on X called the standard fuzzy metric
of (X, d) (compare [11]). Moreover, the topology τMd agrees with the topology
induced by d.
A fuzzy metric space (X,M, ∗) is said to be complete [12] if every Cauchy
sequence converges with respect to τM, where a sequence (xn)n∈N is Cauchy pro-
vided that for each t > 0 and each ε ∈ (0, 1) there exists n0 ∈ N such that
M(xn, xm, t) > 1 − ε for all n,m ≥ n0. If (X,M, ∗) is complete we say that the
fuzzy metric (M, ∗) is complete.
A mapping f from a fuzzy metric space (X,M, ∗) to a fuzzy metric space
(Y,N, ) is said to be an isometry ([14]) if M(x, y, t) = N( f (x), f (y), t) for all
x, y ∈ X, t > 0. Two fuzzy metric spaces (X,M, ∗) and (Y,N, ) are isometric
provided that there exists an isometry from (X,M, ∗) onto (Y,N, ).
Similarly to the classical metric case, by a completion of a fuzzy metric space
(X,M, ∗) we mean a complete fuzzy metric space (Y,N, ) that has a dense sub-
space isometric to (X,M, ∗).
It is well known (see, for instance, [7, Remark 3]) that each fuzzy metric
space has a completion which is unique up to isometry. This is a consequence of
the fact, proved by Sherwood ([30]), that every Menger space, with continuous
t-norm, has a completion which is unique up to isometry, and of the “equiva-
lence” between fuzzy metric spaces and Menger spaces with continuous t-norm,
observed by Kramosil and Michalek in [19, Theorem 1].
In the sequel, we will denote by
(
X˜, M˜, ∗) the completion of the fuzzy metric
space (X,M, ∗) as constructed in [7, Theorem 1 and Remark 3], and we will refer
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to
(
M˜, ∗) as the completion of the fuzzy metric (M, ∗).
We briefly recall such a construction. Given the fuzzy metric space (X,M, ∗),
denote by S the collection of all Cauchy sequences in (X,M, ∗). For each (xn)n∈N ∈
S , put [
(xn)n∈N
]
=
{
(yn)n∈N ∈ S : lim
n→∞M(xn, yn, t) = 1 for all t > 0
}
,
and let X˜ =
{[
(xn)n∈N
]
: (xn)n∈N ∈ S }.
Then [7, Theorem 1 and Remark 2.11], the pair
(
M˜, ∗) is a complete fuzzy
metric on X˜, where M˜ : X˜×X˜×[0,+∞)→ [0, 1] is defined for all (xn)n∈N, (yn)n∈N ∈
S by M˜
([
(xn)n∈N
]
, [(yn)n∈N], t
)
= 0 and
M˜
([
(xn)n∈N
]
, [(yn)n∈N], t
)
= sup
0<s<t
sup
k∈N
inf
n≥k
M(xn, yn, s)
for every t > 0. Moreover
(
X˜, M˜, ∗) has a dense subspace which is isometric to
(X,M, ∗), and every completion of (X,M, ∗) is isometric to (X˜, M˜, ∗).
Next we proceed to recall the construction of the Hausdorff fuzzy metric of a
given fuzzy metric space (X,M, ∗) (see e.g. [24, p. 1082]). In fact, it can be ob-
tained as a simple adaptation to the fuzzy setting of the definition of the Hausdorff
probabilistic metric of a probabilistic metric space ([9, 28, 29, 31]).
Given x ∈ X, A ⊆ X non-empty and t > 0, set M(x, A, t) = supa∈A M(x, a, t).
For each A, B ∈ C0(X) let
H−M(A, B, 0) = H
+
M(A, B, 0) = 0,
H−M(A, B, t) = sup
0<s<t
inf
a∈A M(a, B, s), H
+
M(A, B, t) = sup
0<s<t
inf
b∈B
M(A, b, s) for every t > 0,
and
HM(A, B, t) = min
{
H−M(A, B, t),H
+
M(A, B, t)
}
for every t ≥ 0.
Then (HM, ∗) is a fuzzy metric on C0(X), called the Hausdorff fuzzy metric of
(X,M, ∗).
The fuzzy metric space (C0(X),HM, ∗) is said to be the Hausdorff fuzzy metric
space of (X,M, ∗) or the fuzzy hyperspace of (X,M, ∗).
Similarly to the classical metric case, one has that a fuzzy metric space (X,M, ∗)
is complete if and only if (C0(X),HM, ∗) is complete (see e.g. [24, Corolllary of
Theorem 5]).
Consequently, if, on the one hand, we construct on C0(X˜) the (complete) Haus-
dorff fuzzy metric
(
HM˜, ∗
)
of
(
X˜, M˜, ∗) and, on the other hand, we construct on
C˜0(X) the completion (H˜M, ∗) of the Hausdorff fuzzy metric (HM, ∗), the following
4
question arises in a natural way: Find the relationship between the fuzzy metric
spaces
(C0(X˜),HM˜, ∗) and (C˜0(X), H˜M, ∗).
Answering this question we shall prove that such spaces are isometric. From
this result, and with the help of the standard fuzzy metric, we shall deduce that
given a metric space (X, d), then the (complete) metric spaces
(C˜0(X), H˜d) and(C0(X˜),Hd˜) are isometric, improving in this way Artico-Moresco’s result men-
tioned above. An application to the extension of multivalued mappings, via a
version of Nadler’s fixed point theorem [21], and some illustrative examples are
also given.
2. The main results
In order to obtain our main results, the following auxiliary technical lemmas
will be useful.
2.1 Lemma. Let (X,M, ∗) be a fuzzy metric space. Then, for each a ∈ X and
each non-empty subset B of X, the function M(a, B, ·) : [0,+∞) → [0, 1] is left
continuous.
Proof. It follows immediately from the facts that M(a, B, ·) is non-decreasing and
M(a, b, ·) is left continuous for each b ∈ B. 
2.2 Lemma. Let (X,M, ∗) be a fuzzy metric space. Then, for each a ∈ X and each
non-empty subset B of X, it follows that M(a, B, t) = M
(
a, B, t
)
.
Proof. Since B ⊆ B we obviously obtain that M(a, B, t) ≤ M(a, B, t).
In order to show that M(a, B, t) ≥ M(a, B, t) we shall assume that M(a, B, t) >
0. By the preceding lemma there exists ε0 ∈ (0, t) such that M(a, B, t − ε) > 0
whenever ε ∈ (0, ε0). Choose an arbitrary ε ∈ (0, ε0). Then, for each δ ∈ (0, ε)
with M
(
a, B, t − ε) > δ there exists x ∈ B such that
M
(
a, B, t − ε) < M(a, x, t − ε) + δ.
Let b ∈ B such that M(x, b, ε) > 1 − δ. Therefore
M(a, B, t) ≥ M(a, b, t) ≥ M(a, x, t − ε) ∗M(x, b, ε) ≥ (M(a, B, t − ε) − δ) ∗ (1 − δ).
By continuity of ∗ we deduce that M(a, B, t) ≥ M(a, B, t−ε) for all ε ∈ (0, ε0).
So, by Lemma 2.1, M(a, B, t) ≥ M(a, B, t), which completes the proof. 
The following is a direct consequence of Lemma 2.2.
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2.3 Lemma. Let (X,M, ∗) be a fuzzy metric space. Then, for each pair A, B of
non-empty subsets of X and each t > 0 it follows that
inf
x∈A
M
(
x, B, t
) ≤ inf
a∈A M(a, B, t).
2.4 Lemma. Let (X,M, ∗) be a fuzzy metric space and let φ : C0(X) → C0(X˜) be
given by φ(A) = clX˜A for all A ∈ C0(X). Then the fuzzy metric spaces (C0(X),HM, ∗)
and (φ(C0(X)),HM˜, ∗) are isometric.
Proof. Let A, B ∈ C0(X) and t > 0.
We first prove that H−M(A, B, t) = H
−
M˜
(φ(A), φ(B), t). Indeed, given s ∈ (0, t), it
follows from Lemma 2.3, that
inf
x∈clX˜ A
M˜
(
x, clX˜ B, s
) ≤ inf
a∈A M˜(a, B, s).
So
H−
M˜
(φ(A), φ(B), t) = sup
0<s<t
inf
x∈clX˜ A
M˜
(
x, clX˜ B, s
) ≤ sup
0<s<t
inf
a∈A M˜(a, B, s) = H
−
M(A, B, t).
Next we show that H−M(A, B, t) ≤ H−M˜(φ(A), φ(B), t).
Let s ∈ (0, t). For each ε ∈ (0,min{t − s, 1}) there is xε ∈ φ(A) such that
inf
x∈φ(A)
M˜(x, φ(B), s + ε) + ε ≥ M˜(xε, φ(B), s + ε).
Since xε ∈ φ(A) there is aε ∈ A such that M˜(xε, aε, ε) > 1 − ε. Hence
M˜(xε, φ(B), s+ε) ≥ M˜(xε, B, s+ε) ≥ M˜(xε, aε, ε)∗M˜(aε, B, s) ≥ (1−ε)∗M(aε, B, s).
Taking limits when ε→ 0, we deduce by the continuity of ∗, that
sup
0<r<t
inf
x∈φ(A)
M˜(x, φ(B), r) ≥ inf
a∈A M(a, B, s)
whenever s ∈ (0, t). Thus
H−
M˜
(φ(A), φ(B), t) ≥ H−M(A, B, t).
Finally, since H+M(A, B, t) = H
−
M(B, A, t), we deduce from the equality proved
above that H+M(A, B, t) = H
+
M˜
(φ(A), φ(B), t).
Therefore φ is an isometry from (C0(X),HM, ∗) onto (φ(C0(X)),HM˜, ∗). This
concludes the proof. 
6
2.5 Theorem. Let (X,M, ∗) be a fuzzy metric space. Then the (complete) fuzzy
metric spaces
(C0(X˜),HM˜, ∗) and (C˜0(X), H˜M, ∗) are isometric.
Proof. Let φ : C0(X) → C0(X˜) as defined in Lemma 2.4. We show that φ(C0(X))
is dense in
(C0(X˜),HM˜, ∗). Indeed, let B ∈ C0(X˜), ε ∈ (0, 1) and t > 0. Since X is
dense in
(
X˜, M˜, ∗), for each b ∈ B there is xb ∈ X such that M˜(b, xb, t/2) > 1 − ε.
Put A = clX({xb : b ∈ B}). Then, it is routine to check that φ(A) ∈ HM˜(B, ε, t).
Hence φ(C0(X)) is dense in the complete fuzzy metric space (C0(X˜),HM˜, ∗).
Finally, it follows from Lemma 2.4 that
(C0(X˜),HM˜, ∗) is (isometric to the)
completion of (C0(X),HM, ∗). 
2.6 Remark. Notice that the restriction of the mapping φ, constructed in Lemma 2.4,
to K0(X) is the identity. Now, since X is dense in (X˜, M˜, ∗), given ε ∈ (0, 1), t > 0
and a finite subset B = {x˜1, x˜2, . . . , x˜n} of X˜, there exists A = {x1, x2, . . . , xn} ⊂
X such that, for every i = 1, 2, . . . , n, we have M˜(x˜i, xi, t/2) > 1 − ε. Thus,
φ(A) ∈ HM˜(B, ε, t). Taking into account that the set of all finite subsets of K0
(
X˜
)
is dense, we have just showed that K0(X) is dense in the complete fuzzy metric
space
(K0(X˜),HM˜, ∗). Thus, Theorem 2.5 remains valid if C0(X) is replaced by
K0(X) and C0(X˜) by K0(X˜).
In [21], Nadler proved his celebrated fixed point theorem that if (X, d) is a
complete metric space and T : X → C0(X) is a multivalued mapping with the
property that there is α ∈ (0, 1) such that
Hd(T x,Ty) ≤ αd(x, y),
for all x, y ∈ X, then T has a fixed point, i.e., there is z ∈ X satisfying z ∈ Tz.
Our next goal is to give a suitable version of Nadler’s fixed point theorem to
our framework and then apply it, together with Theorem 2.5 above, to study the
extension of a multivalued mapping on a fuzzy metric space to its completion.
There exist several fuzzy generalizations of Nadler’s fixed point theorem in
the literature; in fact, excellent contributions to this question may be found in
[22, 15]. However, the result stated in Proposition 2.7 below will be sufficient for
our purposes.
According to Hicks [16], a self mapping f of a fuzzy metric space (X,M, ∗)
is called a C-contraction if there is α ∈ (0, 1) such that for all x, y ∈ X and each
t > 0, the following implication holds:
M(x, y, t) > 1 − t =⇒ M( f x, f y, αt) > 1 − αt.
7
Pap, Hadzˇic´ and Mesiar [22] generalized C-contractions to multivalued map-
pings introducing the notion of a (Ψ,C)-contraction. We adapt this notion, to our
context, as follows.
Let (X,M, ∗) be a fuzzy metric space and let T : X → C0(X) be a multivalued
mapping. Given Ψ : [0,+∞) → [0,+∞), we say that T is a (Ψ,C)-contraction on
(X,M, ∗) if for each x, y ∈ X and each t > 0, the following implication holds:
M(x, y, t) > 1 − t =⇒ HM(T x,Ty,Ψ(t)) > 1 − Ψ(t).
By an (α,C)-contraction we mean a (Ψ,C)-contraction such that Ψ(t) = αt for
all t ∈ R+, where α is a constant with 0 < α < 1. Then, we have the following
result.
2.7 Proposition. Let (X,M, ∗) be a complete fuzzy metric space with ∗L ≤ ∗. Then,
every (α,C)-contraction on (X,M, ∗) has a fixed point.
Proof. Let T : X → C0(X) be an (α,C)-contraction on (X,M, ∗). Fix x0 ∈ X and
t0 > 1. Take x1 ∈ T x0. Then M(x0, x1, t0) > 1 − t0, so, there exists x2 ∈ T x1
such that M(x1, x2, αt0) > 1 − αt0. Similarly, there exists x3 ∈ T x2 such that
M(x2, x3, α2t0) > 1 − α2t0. Repeating this process, we obtain a sequence (xn)n∈ω
with xn+1 ∈ T xn and
M
(
xn, xn+1, αnt0
)
> 1 − αnt0,
for all n ∈ ω. We show that (xn)n∈ω is a Cauchy sequence in (X,M, ∗). Indeed,
given t > 0 and ε ∈ (0, t) there exists n0 ∈ N such that ∑∞m=n0 αmt0 < ε. Then, for
each n ≥ n0 and each j ∈ N we obtain
M
(
xn, xn+ j, t
) ≥ M(xn, xn+ j, ε) ≥ M(xn, xn+ j, n+ j−1∑
m=n
αmt0
)
≥ M(xn, xn+1, αnt0) ∗ · · · ∗ M(xn+ j−1, xn+ j, αn+ j−1t0)
≥ M(xn, xn+1, αnt0) ∗L · · · ∗L M(xn+ j−1, xn+ j, αn+ j−1t0)
≥ (1 − αnt0) ∗L · · · ∗L (1 − αn+ j−1t0)
= 1 −
n+ j−1∑
m=n
αmt0 > 1 − ε.
So (xn)n∈ω is a Cauchy sequence in (X,M, ∗). Hence, there is z ∈ X such that
(xn)n∈ω converges to z with respect to τM, i.e., limn M(z, xn, t) = 1 for every t > 0.
We show that z ∈ Tz. Indeed, for each n ∈ N there exists jn > n such that
M
(
z, xm, 1n
)
> 1 − 1n for every m ≥ jn, so for each n ∈ N there exists zn ∈ Tz such
that M
(
zn, x jn+1,
α
n
)
> 1 − α/n. Since for each n ∈ N
M
(
z, zn, α+1n
) ≥ M(z, x jn+1, 1n) ∗ M(x jn+1, zn, αn ) ≥ (1 − 1n)∗(1 − αn ),
8
we deduce that (zn)n∈N converges to z with respect to τM. Therefore z ∈ Tz = Tz,
i.e., z is a fixed point of T . 
2.8 Remark. Note that Proposition 2.7 remains true for any (Ψ,C)-contraction
such that the function Ψ is non-decreasing and satisfies
∑∞
n=0 Ψ
n(t) < ∞ for all
t > 0 (compare [22, Theorem 1]).
Now suppose that (X,M, ∗) is a fuzzy metric space and T : X → C0(X) an
(α,C)-contraction. In a natural way, we extend T to the completion of (X,M, ∗) as
follows.
For each Cauchy sequence (xn)n∈N in (X,M, ∗) put
T˜
[
(xn)n∈N
]
= [(T xn)n∈N].
Note that if (yn)n∈N ∈ [(xn)n∈N], then T˜ [(yn)n∈N] = T˜ [(xn)n∈N].
Moreover T˜
[
(xn)n∈N
] ∈ C˜0(X), because for each ε ∈ (0, 1) there is n0 ∈ N such
that M(xn, xm, ε/k) > 1 − ε/k for all n,m ≥ n0, so HM(T xn,T xm, ε) > 1 − ε for
all n,m ≥ n0, which implies that (T xn)n∈N is a Cauchy sequence in (C0(X),HM, ∗),
and thus [(T xn)n∈N] ∈ C˜0(X).
Therefore, we have defined a multivalued mapping T˜ :
(
X˜, M˜, ∗)→ (C˜0(X), H˜M, ∗)
by
T˜
[
(xn)n∈N
]
=
[
(T xn)n∈N
]
,
for all Cauchy sequence (xn)n∈N in (X,M, ∗). Note that, by Theorem 2.5, we can
consider T˜ as a multivalued mapping from X˜ to C0(X˜).
Then, we show the following.
2.9 Proposition. If T is an (α,C)-contraction on a fuzzy metric space (X,M, ∗),
then T˜ is an (α,C)-contraction on
(
X˜, M˜, ∗).
Proof. Suppose that M˜
(
x˜, y˜, t
)
> 1− t, where x˜, y˜ ∈ X˜ and t > 0. By left continuity
of M˜(x˜, y˜, ·) at t, there exists st ∈ (0, t) such that M˜(x˜, y˜, st) > 1 − st. Put x˜ :=[
(xn)n∈N
]
, and y˜ := [(yn)n∈N]. Then
sup
0<s<st
sup
k∈N
inf
n≥k
M(xn, yn, s) > 1 − st.
So, there exists s0 ∈ (0, st) and k0 ∈ N such that M(xn, yn, s0) > 1 − st for all
n ≥ k0. Hence
M(xn, yn, st) > 1 − st,
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for all n ≥ k0, and consequently
HM(T xn,Tyn, αst) > 1 − αst,
for all n ≥ k0. Since αst < αt, we deduce that
sup
0<s<αt
sup
k∈N
inf
n≥k
HM(T xn,Tyn, s) > 1 − αt,
so H˜M
(
T˜ x˜, T˜ y˜, αt
)
> 1 − αt. By Theorem 2.5, T˜ is an (α,C)-contraction on
(X˜, M˜, ∗). 
Combining propositions 2.7 and 2.9, we obtain the following.
2.10 Proposition. Let (X,M, ∗) be a fuzzy metric space with ∗L ≤ ∗. If T is an
(α,C)-contraction on (X,M, ∗), then T˜ has a fixed point.
2.11 Remark. In [23] Radu proved that every C-contraction on a complete fuzzy
metric space has a unique fixed point. From this result and Proposition 2.9 it
follows that if f is a C-contraction on a fuzzy metric space (X,M, ∗), then f˜ has a
unique fixed point in X˜.
2.12 Remark. Observe that under the conditions of Proposition 2.10, the proof
of Proposition 2.7 shows that for any x0 ∈ X there are a sequence (xn)n∈ω, with
xn+1 ∈ T xn for all n ∈ ω, and a z˜ ∈ X˜ such that (xn)n∈ω converges to z˜ with respect
to τM˜, and z˜ ∈ T˜ z˜ ∈ C0
(
X˜
)
. Since, by Proposition 2.9, T˜ is an (α,C)-contraction,
we deduce that the sequence (T xn)n∈ω converges to T˜ z˜ with respect to τHM˜ , so with
respect to τH˜M , , by Theorem 2.5. Note that we also have
lim
n→∞H
−
M˜
({˜z},T xn, t) = 1 whenever t > 0.
3. Application to metric spaces
In this sort section we shall obtain the analogous metric of Theorem 2.5, with
the help of the standard fuzzy metric. To this end, we will need the following
two lemmas that may be found in [14, Proposition 1], and in [24, Example 5],
respectively.
3.1 Lemma. Let (X, d) be a metric space. Then M˜d = Md˜ on X˜.
3.2 Lemma. Let (X, d) be a metric space. Then HMd = MHd on C0(X).
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In other words, we have the following commutative diagram:(
X˜, M˜d = Md˜, ∗
) (
X,Md, ∗) (C0(X),HMd = MHd , ∗)
(
X˜, d˜
) (
X, d
) (C0(X),Hd)
M( ) M( ) M( )
H( )
H( )
(˜ )
(˜ )
3.3 Theorem. Let (X, d) be a metric space. Then:
(1)
(C0(X˜),Hd˜) and (C˜0(X), H˜d) are isometric.
(2)
(K0(X˜),Hd˜) and (K˜0(X), H˜d) are isometric.
Proof. By lemmas 3.1 and 3.2 we have HM˜d = HMd˜ = MHd˜ on C0
(
X˜
)
and H˜Md =
M˜Hd = MH˜d on C˜0(X).
By Theorem 2.5, there exists an isometry φ from
(C0(X˜),MHd˜ , ∗) onto (C˜0(X),MH˜d , ∗).
Hence φ is obviously an isometry from
(C0(X˜),Hd˜) onto (C˜0(X), H˜d), which shows
the assertion (1). The proof of assertion (2) follows similarly by Remark 2.6. 
We can summarize the proof of the first item in the previous result in the
following diagram:
(C0(X˜),MHd˜ , ∗) ' (C˜0(X),MH˜d , ∗)
(
X˜, M˜d, ∗) (C0(X˜),Hd˜) ' (C˜0(X), H˜d) (C0(X),HMd , ∗)
(
X˜, d˜
) (
X,Md, ∗) (C0(X),Hd)
(
X, d
)
M( )
M( )
M( )H( )
H( )
H( )
(˜ )
(˜ )
(˜ )
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4. Examples
In this section we shall present some examples that illustrate our constructions
and results given above.
4.1 Example. Let X = (0, 2) and let (M, ∗ = Prod) be the fuzzy metric on X
defined by M(x, y, 0) = 0 and
M(x, y, t) =
min{x, y}
max{x, y}
for all t > 0. Observe that (X,M, ∗) is not complete because the sequence (2 −
2−n)n∈N is Cauchy but does not converge in (X,M, ∗). Hence (C0(X),HM, ∗) is not
complete.
Now put An =
[
1 + 1n , 2 − 1n
]
for all n ∈ N with n ≥ 3. Clearly An ∈ C0(X).
Furthermore (An)n≥3 is a Cauchy sequence in (C0(X),HM, ∗). Indeed, for all n,m ∈
N (n ≥ 3) and t > 0 we have H−M(An, An+m, t) = 1 because An ( An+m. Moreover, if
x ∈ An+m\An and x ∈ [1+ 1n+m , 1+ 1n), an easy computation shows that M(An, x, t) =
x/
(
1 + 1n
)
. On the contrary, for x ∈ An+m \ An with x ∈ (2 − 1n , 2 − 1n+m ], we obtain
M(An, x, t) =
(
2 − 1n
)
/x, so
H+M(An, An+m, t) = infx∈An+m
M(An, x, t) = min
1 + 1n+m1 + 1n ,
2 − 1n
2 − 1n+m
 = n(n + m + 1)(n + 1)(n + m) .
It immediately follows that (An)n≥3 is a Cauchy sequence in (C0(X),HM, ∗). There-
fore there exists A˜ ∈ C˜0(X) such that (An)n≥3 converges to A˜ in (C˜0(X), H˜M, ∗). By
Theorem 2.5, we can compute the distance H˜M
(
A˜, An, t
)
in an easier fashion by
calculating HM˜
(
A˜, An, t
)
. To this end, we first note that the fuzzy metric space
((0, 2],Me, ∗) is complete (compare e.g. [8, Example 11.4.1]), where Me is the
extension to (0, 2] of M. Clearly ((0, 2],Me, ∗) is (isometric to) the completion of
(X,M, ∗). Hence, we can suppose that [1, 2] ∈ C0(X˜). Furthermore, the sequence
(An)n≥3 converges to [1, 2] in
(C0(X˜), M˜, ∗), because for each n ≥ 3 and t > 0, we
have
H−Me([1, 2], An, t) = min
 11 + 1n ,
2 − 1n
2
 = nn + 1 and H+Me([1, 2], An, t) = 1.
Consequently
H˜M
(
A˜, An, t) = HMe([1, 2], An, t
)
=
n
n + 1
,
for each n ≥ 3 and each t > 0.
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In our next example we shall use the following well-known construction.
If (X, d) is a (complete) metric space, then the triple (X,Md,01,∧) is a (com-
plete) fuzzy metric space, where Md,01 is defined by Md,01(x, y, t) = 1 if d(x, y) < t
and Md,01(x, y, t) = 0 if d(x, y) ≥ t. Moreover the topologies induced by d and
(Md,01,∧) coincide. We shall refer to (X,Md,01,∧) as the 01-fuzzy metric space
induced by (X, d).
4.2 Example. Let Σ be an alphabet, i.e., a non-empty set. As usual, the elements
of Σ are called letters, or symbols, and we denote by ΣF the set of all finite se-
quences of letters over Σ, and by Σω the set of all infinite sequences of letters over
Σ. We assume that the empty sequence, or sequence of zero letters, ε is an element
of ΣF .
Let Σ∞ = ΣF ∪ Σω, and denote by v the prefix order on Σ∞, i.e., x v y if and
only if x is a prefix of y. Thus ε v y for every y ∈ Σ∞.
Let `(x) denotes the length of x ∈ Σ∞. Then `(x) ∈ [1,+∞] whenever x , ε,
and `(ε) = 0. For all x, y ∈ Σ∞ let x u y be the common prefix of x and y.
We also recall that the Baire metric, or the Baire distance, on Σ∞ is the metric
dB defined, for each x, y ∈ Σ∞, by dB(x, y) = 0 if x = y, and dB(x, y) = 2−`(xuy)
otherwise.
It is well known (see e.g. [3, Theorem 1.29]) that (Σ∞, dB) is a complete metric
space. In fact, it is (isometric to) the completion of the metric space (ΣF , dB).
Now consider the 01-fuzzy metric spaces (ΣF ,MdB,01,∧) and (Σ∞,MdB,01,∧),
induced by (ΣF , dB) and (Σ∞, dB), respectively. Then (Σ∞,MdB,01,∧) is (isometric
to) the completion of (ΣF ,MdB,01,∧) (see e.g., [7, Example 4]). So (C0(Σ∞),HMdB ,01,∧)
can be identified with
(C0(Σ˜F),HM˜dB ,01 ,∧). Note also that (MdB,01,∧) induces the
discrete topology on ΣF .
Let F be the class of all self mappings f of ΣF satisfying the following two
conditions for each x, y ∈ ΣF:
(1) `( f (x)) = `(x) + 1,
(2) `( f (x u y)) ≤ `( f (x) u f (y)).
We point out that this kind of self mappings plays a crucial role in applying fixed
point methods to discuss the existence and uniqueness of solution for recurrence
equations that are typically associated to certain algorithms (see e.g. [6, 25, 26,
27]).
In fact, this kind of questions suggests the following construction.
Given f ∈ F define the multivalued mapping T : ΣF → C0(ΣF) given by
T x = { f n(x) : n ∈ N},
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for all x ∈ ΣF .
We shall prove that there is z ∈ Σω with {z} = T˜ z, and such that for any x0 ∈ ΣF ,
the sequence
(
f n(x0)
)
n∈ω converges to z.
To this end we first show that T is an (1/2,C)-contraction on
(
ΣF ,MdB,01,∧
)
.
Suppose that MdB,01(x, y, t) > 1 − t, for x, y ∈ ΣF with x , y, and t > 0.
Then MdB,01(x, y, t) = 1, because if MdB,01(x, y, t) = 0, we deduce that t > 1
and dB(x, y) ≥ t, which contradicts that dB(x, y) ≤ 1. Hence dB(x, y) < t, i.e.,
2−`(xuy) < t.
Now we show that HMdB,01(T x,Ty, t/2) = 1. Indeed, for each n ∈ N we have,
by condition (1), that `( f n(x u y)) = `(x u y) + n, so, by condition (2),
`(x u y) + n ≤ `( f n(x) u f n(y)).
Hence
dB( f n(x), f n(y)) ≤ 2−(`(xuy)+n) ≤ 2−(`(xuy)+1) < t/2.
Fix s0 ∈ (2−(`(xuy)+1), t/2). Then, for each n ∈ N,
MdB,01( f
n(x), f n(y), s0) = 1,
so
MdB,01( f
n(x),Ty, s0) = 1,
and consequently
H−MdB,01(T x,Ty, t/2) = sup0<s<t/2
inf
n∈N
MdB,01( f
n(x),Ty, s) = 1.
Similarly we obtain that H+MdB,01(T x,Ty, t/2) = 1.
We conclude that T is an (1/2,C)-contraction on
(
ΣF ,MdB,01,∧
)
.
Since, in particular, MdB,01( f (x), f (y), s0) = 1, we deduce that f is a C-con-
traction for α = 1/2.
Notice that, by Remark 2.11, f˜ has a unique fixed point z ∈ Σ∞. Then, Propo-
sition 2.10 and Remark 2.12 tell us that for each x0 ∈ ΣF the sequence ( f n(x0))n∈ω,
converges to z. (Observe that actually z ∈ Σω because `( f n(x0)) ≥ n for all n ∈ N).
It remains to prove that {z} = T˜ z. To this end, choose x0 ∈ ΣF and put
xn = f n(x0) for all n ∈ ω. Since (xn)n∈ω converges to z in (Σ∞,MdB,01,∧) and T˜
is a (1/2,C)-contraction, it follows that the sequence (T xn)n∈ω converges to T˜ z
in (C0(Σ∞),HMdB ,01,∧) (see Remark 2.12). Next we show that (T xn)n∈ω also con-
verges to {z} in (C0(Σ∞),HMdB ,01,∧). For each t > 0 there exists nt ∈ N such that
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MdB,01(z, xn, t) = 1 for all n ≥ nt, thus 2−`(zuxn) < t for all n ≥ nt. Hence, if y ∈ T xn,
n ≥ nt, then for s ∈ (2−`(zuxnt ), t) we have M(z, y, s) = 1. Indeed, by definition of
T , y = f j(xn) for some j ∈ N, and consequently y = xn+ j. Therefore
H−MdB,01({z},T xn, t) = sup0<s<t M(z,T xn, s) = 1,
and
H+MdB,01({z},T xn, t) = sup0<s<t infy∈T xn M({z}, y, s) = 1,
for all n ≥ nt. Hence (T xn)n∈ω converges to {z} in (C0(Σ∞),HMdB ,01,∧).
On th other hand, we know, by Remark 2.12, that (T xn)n∈ω converges to T˜ z in
(C0(Σ∞),HMdB ,01,∧). Consequently {z} = T˜ z.
By a dynamical system it is understood a pair (X, f ), with X :≡ (X, d) a metric
space, and f a continuous function from X into itself. Given a dynamical system
(X, f ), two points x, y ∈ X are called proximal if for every ε > 0, infinitely many
n ∈ N satisfy d( f n(x), f n(y)) < ε where, as usual, f n stands for the n-iterate of f .
In the realm of dynamical systems, the Stone-Cˇech compactification β(N) of
the discrete space N of the natural numbers plays an important role by means of
the notion of p-limit point. If β(N) is viewed as the space of all ultrafilters on N,
then, for each free ultrafilter p ∈ β(N) \ N, a point x ∈ X is called a p-limit point
of an orbit
(
f n(y)
)
n∈N if, for every neighborhood V of x,
{
n ∈ N : f n(y) ∈ V} ∈ p .
For some applications of the notion of p-limit point in dynamical system the-
ory see, for instance, [1, 5, 10]. Recall that we can associate to each dynamical
system (X, f ) another dynamical system (K0(X), 2 f ), with K0(X) :≡ (K0(X),Hd),
where 2 f is the continuous extension of f to K0(X) defined as
2 f (A) =
⋃{
f (x) : x ∈ A}.
Observe that
(
2 f
)n coincides with 2 f n .
4.3 Example. Let (X, f ) be a dynamical system and assume that f is a contractive
function. It is a well-known fact that 2 f : K0(X) → K0(X) is contractive as well.
Notice that contractiveness implies that Hd
(
2 f
n
(A), 2 f
n
(B)
)
converges to zero so
that any two compact subsets A and B in K0(X) are proximal in a strong way.
However, the previous theorem allows us to describe the situation by means of
p-limits points. To see this, observe that Theorem 3.3 permits us to consider(
2 f ,K0(X)) as a subsystem of (2 f˜ ,K0(X˜)). Since 2 f˜ is also contractive, Banach
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fixed point theorem tells us that the sequence
(
2 f˜
n
(A))n∈N converges to the unique
fixed point, say K, of 2 f˜ . Thus, for all p ∈ β(N) \ N, K is the unique p-limit point
of the orbit
(
2 f
n
(A))n∈N for every A ∈ K0(X) (in fact, 2 f n(A)=2 f˜ n(A) for all n ∈ N).
5. Conclusions
We present a description of the completion of the Hausdorff fuzzy metric space
on the collection of all non-empty closed subsets of a fuzzy metric space in the
sense of Kramosil and Michalek, which allows us its application in a natural and
easy way: we give some examples pointing out this fact. Considering the useful-
ness of the theory of hyperspaces in several branches of Mathematics and Com-
puter Sciences, our approach provides a way for future researches in this field.
It is worth noting that our outcome permits us to obtain the analogous result for
metric spaces.
Acknowledgement. The authors are grateful to the reviewers for several use-
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