ABSTRACT. It is known that every lattice polytope is unimodularly equivalent to a face of some reflexive polytope. A stronger question is to ask whether every (0, 1)-polytope is unimodularly equivalent to a facet of some reflexive polytope. A large family of (0, 1)-polytopes are the edge polytopes of finite simple graphs. In the present paper, it is shown that, by giving a new class of reflexive polytopes, each edge polytope is unimodularly equivalent to a facet of some reflexive polytope. Furthermore, we extend the characterization of normal edge polytopes to a characterization of normality for these new reflexive polytopes.
INTRODUCTION
The reflexive polytope is one of the keywords belonging to the current trends in the research of convex polytopes. In fact, many authors have studied reflexive polytopes from the viewpoints of combinatorics, commutative algebra and algebraic geometry. Hence to find new classes of reflexive polytopes is an important problem.
A lattice polytope is a convex polytope all of whose vertices have integer coordinates. A lattice polytope P ⊂ R d of dimension d is called reflexive if the origin of R d is a unique lattice point belonging to the interior of P and its dual polytope
is also a lattice polytope, where x, y is the usual inner product of R d . A reflexive polytope is often called a Gorenstein Fano polytope. It is known that reflexive polytopes correspond to Gorenstein toric Fano varieties, and they are related to mirror symmetry (see, e.g., [1, 2] ). In each dimension, there exist only finitely many reflexive polytopes up to unimodular equivalence ( [11] ) and all of them are known up to dimension 4 ( [10] ). Moreover, it is known that every lattice polytope is unimodularly equivalent to a face of some reflexive polytope ( [3] ). Especially, we are interested in which lattice polytopes are unimodularly equivalent to a facet of some reflexive polytope. Now, we ask the following question:
Question 0.1. Is every (0, 1)-polytope unimodularly equivalent to a facet of some reflexive polytope?
For a lattice polytope P, its reflexive dimension is the smallest integer r such that P is unimodularly equivalent to a face of a reflexive polytope of dimension r. Computing the reflexive dimension of a lattice polytope is hard problem in general. However, if Question 0.1 is true, it is reasonable to determine the reflexive dimension of a (0, 1)-polytope. In fact, Question 0.1 is equivalent to the following: Question 0.2. For any (0, 1)-polytope of dimension d, is its reflexive dimension equal to d + 1?
EDGE POLYTOPES
In this section, we introduce the edge polytopes of finite simple graphs. First, we recall that two lattice polytopes P ⊆ R d and P ′ ⊆ R d ′ are said to be unimodularly equivalent if there exists an affine map from the affine span aff(P) of P to the affine span aff(P ′ ) of P ′ that maps Z d ∩ aff(P) bijectively onto Z d ′ ∩ aff(P ′ ) and maps P to P ′ . Now, we define the edge polytopes of finite simple graphs. Recall that a finite simple graph is a finite graph with no loops, no multiple edges and no isolated vertices. Let G be a simple graph on the vertex set V (G) = [d] = {1, . . . , d} and denote E(G) the edge set of G. The edge polytope 
Sometimes it is convenient to work with full-dimensional lattice polytopes, i.e., lattice polytopes embedded in a space of their same dimension. However, the edge polytopes of finite simple graphs are not full-dimensional from Lemma 1.1. Given an edge polytope P G , one can easily get a full-dimensional unimodularly equivalent copy of P G by considering the lattice polytope defined as the convex hull of the row vectors of A G with some columns deleted. Indeed, let G 1 , . . ., G k be the connected bipartite components of G. If k = 0, namely, G is not bipartite, we consider the unimodular matrix
where a matrix A ∈ Z d×d is unimodular if det(A) = ±1. Then one has f U (P G ) = {2} × Q G , where f U is the linear transformation in R d defined by U , i.e., f U (v) = vU for all v ∈ R d , and Q G is the full-dimensional lattice polytope defined as the convex hull of the row vectors of A G with the 1st column deleted. Hence Q G is a full-dimensional unimodularly equivalent copy of P G . Next, assume that k ≥ 1 and V i1 ⊔V i2 the bipartition of each G i . Then we may suppose that {i} ∈ V i1 for each i and {k
, j,≤d ∈ Z d×d be the unimodular matrix such that
0 otherwise, and V = (v i j ) 1≤i, j,≤d ∈ Z d×d the unimodular matrix such that 
Hence Q G is a full-dimensional unimodularly equivalent copy of P G .
REFLEXIVE POLYTOPES ARISING FROM EDGE POLYTOPES
In this section, we construct reflexive polytopes which arise from the edge polytopes of finite simple graphs. For two lattice polytopes P and Q of dimension d in R n , we set
where −Q = {−a | a ∈ Q}. If P = Q, then we will write Ω(P) = Ω(P, P). We remark that the origin of R n+1 is always a relative interior lattice point of Ω(P). If P and Q are full-dimensional, namely, n = d, then Ω(P, Q) is a lattice polytope of dimension d + 1, and each of P and Q is a facet of Ω(P, Q).
We show the following theorem:
If the origin of R d+1 belongs to the interior of Ω(P, Q), then Ω(P, Q) is reflexive. In particular, Ω(P) and Ω(Q) are reflexive.
For two d × d integer matrices
A, B, we write A ∼ B if B can be obtained from A by some row and column operations over Z. In order to prove Theorem 2.1, we will need the following lemma and proposition.
Lemma 2.2 ([4, Corollary 35.6]). Let P ⊂ R d be a lattice polytope of dimension d containing the origin in its interior. Then a point a ∈ R d is a vertex of P ∨ if and only if
H ∩ P is a facet of P, where H is the hyperplane
, a id ) of A satisfies the following conditions:
• a id = 1;
In this case, one has
Since the proof of Proposition 2.3 is rather technical, we save it until the end of this section. We now prove Theorem 2.1 and discuss a quick corollary.
Proof of Theorem 2.1. Let F be a facet of Ω(P, Q). Then there exist d + 1 vertices
is the affine space generated by A. Since the origin of R d+1 belongs to the interior of Ω(P, Q), there exist rational numbers a 1 , . . . , a d+1 such that
integer matrix whose ith row vector is v i . Then we have det(V ) = 0 and
Hence each a i is the sum of all entries in the ith row vector of
the jth row vector is −v j . Then one has det(W ) = 0 and 
Hence we obtain a i ∈ Z. Therefore, by Lemma 2.2, Ω(P, Q) is reflexive, as desired.
For a lattice polytope P ⊂ R n of dimension d, we say that P is reflexive if a fulldimensional unimodularly equivalent copy Q ⊂ R d of P is reflexive. By Theorem 2.1, we can give a new class of reflexive polytopes arising from the edge polytopes of finite simple graphs and we can determine the reflexive dimensions of the edge polytopes of finite simple graphs.
Proof. Let d be the dimension of P G and Q G ⊂ R d a full-dimensional unimodularly equivalent copy of P G as defined in Section 1 (see Example 1.2). Then all of its vertices of Q G belong to
Hence, it follows from Theorem 2.1 that Ω(Q G ) is reflexive. Moreover it is easy to see that Ω(Q G ) is a full-dimensional unimodularly equivalent copy of Ω(P G ). Therefore, we know that Ω(P G ) is reflexive and P G is unimodularly equivalent to a facet of Ω(P G ).
We now end the section with a proof of Proposition 2.3.
Proof of Proposition 2.3. We prove this proposition by induction on d, i.e., the size of A. When d = 1, the claim is trivial. Suppose that d > 1. We should show that for a given d × d integer matrix A satisfying the assumption of the proposition, one can obtain a matrix from A by some row and column operations over Z as the following:
integer matrix satisfying the assumption of the proposition. We will divide the proof into some cases. Note that by the assumption, no two row vectors in A are the same, and each row vector a i of A is one of the following: We can then divide the proof into the following cases:
(1) A does not have any row vectors of Type 1 and Type 2; (2) A has at least one row vector of Type 2, but A has no row vectors of Type 1; (3) A has at least one row vector of Type 1.
The case (1): Since each row vector of A is either Type 3 or Type 4 and since det(A) = 0, one can obtain the following matrices subsequently from A by some row and column operations over Z:
Thus, in this case, we can get the desired matrix from A by some row and column operations over Z.
The case (2): Since A has at least one row vector of Type 2 and A does not have any row vector of Type 1, one can obtain the following matrixÃ from A by interchanging some rows and columns:Ã 
where I r is the unit matrix of size r. Moreover, it is clear that A ′ satisfies the assumption of the proposition. Hence, by the inductive hypothesis, one obtains the desired matrix from A.
Assume that the first column vector of C is (2, 0, . . ., 0) ⊤ . Then we can obtain the below matrices fromÃ subsequently by some row and column operations over Z:
Moreover, it is clear that A ′′ satisfies the assumption of the proposition. Hence, by induction hypothesis, one obtain a desired matrix from A.
The case (3): Since A has at least one row vector of Type 1, we can obtain the following matrix from A by interchanging some rows and columns of A:
where B is a m × d integer matrix for some m ≥ 0 such that each row vector is either Type 1 or Type 2, and C is a (d − m − 1) × d integer matrix such that each row vector is either Type 3 or Type 4. We set l := d − m − 1. Let B {1,2} (resp. C {1,2} ) denote the submatrix consisting of the first and second column vectors of B (resp. C). Here, to prove the claim, we divide into the following subcases:
(3-1) B {1,2} is a zero matrix; (3-2) B {1,2} is not a zero matrix.
Note, in both subcases, by a permutation of first row and second row, we can assume
where either c 0 = 2 and c 1 = 0, or c 0 = 0.
The subcase (3-1): In this case, if c 0 = 0, then we can obtain the below matrix fromÃ by some column operations:
Moreover, it is clear that A ′ satisfies the assumption of the proposition. Hence, by the inductive hypothesis, we obtain the desired matrix from A. Next, if c 0 = 2 and c 1 = 0, then we can obtain the below matrices fromÃ subsequently by some row and column operations:
Moreover, it is clear that A ′′ satisfies the assumption of the proposition. Hence, by the inductive hypothesis, we obtain the desired matrix from A.
The subcase (3-2): Note, since det(A) = 0, each row vector of B {1,2} is (0, 1), (1, 0), or (0, 0). Thus, by some row permutations ofÃ, and if necessary a permutation of the first and second columns, we can assume
where p ≥ 1 and q − p ≥ 0. Letã 2 be the 2nd row vector ofÃ. Thenã 2 is either Type 1 or Type 2. Ifã 2 is Type 2, we can obtain the below matrices fromÃ subsequently by some row operations over Z as the following:
Moreover, it is clear that A ′ satisfies the assumption of the proposition. Hence, by the inductive hypothesis, we obtain the desired matrix from A. Next assume thatã 2 is Type 1. Note thatã 2 is a row vector like (0, 1, 0, . . ., 0, 1, 0, . . ., 0, 1). By interchanging columns, we can assumeã 2 = (0, 1, 1, 0, . . ., 0, 1) . Then, we can obtain the below matrices fromÃ subsequently by some row and column operations over Z as follows:
One can easily show A ′′ also satisfies the assumption of the proposition. Therefore, this completes the proof by induction.
NORMALITY
Let P ⊂ R n be a lattice polytope of dimension d and Q ⊂ R d a full-dimensional unimodularly equivalent copy of P. Suppose that every lattice point in Z d is an affine integer combination of the lattice points in Q. We remark that a full-dimensional unimodularly equivalent copy of the edge polytope of any connected finite simple graph satisfies this condition (see the proof of [6, Corollary 3.4] ). We say that P is normal if for any positive integer N and for any lattice point x ∈ NQ ∩ Z d , there exist just N lattice points x 1 , . . . ,
Normal polytopes are popular objects in commutative algebra and toric algebraic geometry. Moreover, this property is often called the integer decomposition property, where the integer decomposition property is particularly important in the theory and application of integer programing [14, §22.10] .
In this section, we discuss the normality of the reflexive polytopes arising from the edge polytopes of connected finite simple graphs described in Corollary 2.4. First, we introduce a criterion to determine the normality of the edge polytopes of connected finite simple graphs. The following theorem gives a criterion to determine the normality of the reflexive polytopes arising from the edge polytopes of connected finite simple graphs described in Corollary 2.4. In order to prove this theorem, we need the following lemma. Recall that a lattice polytope is called unimodular if all its triangulations are unimodular, that is each simplex has the normalized volume equal to 1. Moreover, a lattice polytope is called compressed if all its pulling triangulations are unimodular (refer to [15] ). In particular, unimodular lattice polytopes are compressed and normal. Proof of Theorem 3.2. First, let us assume that G has two disjoint odd cycles C 1 and C 2 . Then it follows from Lemma 1.1 that the dimension of P G equals n − 1. Moreover, we can assume that V (C 1 ) = [2k + 1] and V (C 2 ) = {2k + 2, . . . , 2k + 2ℓ + 2} with some positive integers k and ℓ. Let Q G ⊂ R n−1 be the full-dimensional unimodularly equivalent copy of P G which is the convex hull of the row vectors of the incidence matrix A G of G with (2k + 2ℓ + 2)nd column deleted. Then Ω(Q G ) is a full-dimensional unimodularly equivalent copy of Ω(P G ) and one has
We show that Ω(Q G ) is not normal. Set
Since e 1 + e 2 , . . . , e 2k + e 2k+1 and e 1 + e 2k+1 are vertices of Q G and since −e 2k+2 − e 2k+3 , . . ., −e 2k+2ℓ − e 2k+2ℓ+1 , −e 2k+2ℓ+1 and −e 2k+2 are vertices of −Q G , it follows that x ∈ (k +ℓ+1)Ω(Q G )∩Z n . Suppose that Ω(Q G ) is normal. Then there exist just k +m+1 lattice points x 1 , . . . , x k+m+1 ∈ Ω(Q G ) ∩Z n such that x = x 1 +· · ·+x k+ℓ+1 . For any vertex v of Q G × {1}, one has v, e 1 + · · · + e 2k+1 ∈ {0, 1, 2} and v, e 2k+2 + · · · + e 2k+2ℓ+1 ∈ {0, 1, 2}. Hence since x, e 1 + · · · + e 2k+1 = 2k + 1 and x, e 2k+2 + · · · + e 2k+2ℓ+1 = 2ℓ, we can assume that x 1 , . . . , x k+1 ∈ Q G × {1} and x k+2 , . . ., x k+ℓ+1 ∈ −Q G × {−1}. Then one has x 1 + · · · + x k+ℓ+1 , e n = k − ℓ + 1. Thus, x = x 1 + · · · + x k+ℓ+1 , a contradiction. Therefore, Ω(Q G ) is not normal. Conversely, assume that G does not have two disjoint odd cycles. Let Q G ⊂ R d be a full-dimensional unimodularly equivalent copy of P G defined in Section 1 (see Example 1.2). Hence Ω(Q G ) is a full-dimensional unimodularly equivalent copy of Ω(P G ) and one has
Let ∆ be a pulling triangulation of Ω(Q G ) such that all its maximal simplices contain the origin of R d+1 . We will show that ∆ is unimodular. Let σ be a maximal simplex of ∆. Then the normalized volume of σ is equal to that of σ ′ . We show that the normalized volume of σ ′ is 1. In general, for a lattice polytope P ⊂ R d , the lattice polytope Pyr(P) = conv(P × {0}, e d+1 ) ⊂ R d+1 is called the lattice pyramid over P. It is known that the normalized volume of P equals that of Pyr(P). Let τ be the lattice simplex which is the convex hull of the row vectors of V with the last column deleted. Then τ is a simplex of dimension d all of whose vertices belonging to Q G . By Lemma 3.3 and [5, Theorem 5.6.3], the normalized volume of any maximal simplex all of whose vertices belonging to Q G is 1, that of τ is also 1. Since Pyr(τ) is unimodularly equivalent to σ ′ , the normalized volume of σ ′ equals 1. Hence ∆ is unimodular.
