Abstract-This paper presents an approximate optimal control of nonlinear continuous-time systems in affine form by using the adaptive dynamic programming (ADP) with event-sampled state and input vectors. The knowledge of the system dynamics is relaxed by using a neural network (NN) identifier with event-sampled inputs. The value function, which becomes an approximate solution to the Hamilton-Jacobi-Bellman equation, is generated by using event-sampled NN approximator. Subsequently, the NN identifier and the approximated value function are utilized to obtain the optimal control policy. Both the identifier and value function approximator weights are tuned only at the event-sampled instants leading to an aperiodic update scheme. A novel adaptive event sampling condition is designed to determine the sampling instants, such that the approximation accuracy and the stability are maintained. A positive lower bound on the minimum inter-sample time is guaranteed to avoid accumulation point, and the dependence of inter-sample time upon the NN weight estimates is analyzed. A local ultimate boundedness of the resulting nonlinear impulsive dynamical closed-loop system is shown. Finally, a numerical example is utilized to evaluate the performance of the near-optimal design. The net result is the design of an event-sampled ADP-based controller for nonlinear continuous-time systems.
I. INTRODUCTION
O PTIMAL control [1] , [2] of nonlinear dynamic systems in continuous time is a challenging problem due to the difficulty involved in obtaining a closed-form solution to the Hamilton-Jacobi-Bellman (HJB) [2] equation. Adaptive dynamic programming (ADP) [1] - [13] techniques, on the other hand, are used to solve the optimal control online of uncertain dynamic systems by finding an approximated value function, which becomes a solution to the HJB equation. In the earlier works on ADP-based control [1] - [13] , reinforcement learning technique is combined with dynamic A. Sahoo is with The DEI Group, Millersville, MD 21108 USA (e-mail: asww6@mst.edu).
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Digital Object Identifier 10.1109/TNNLS. 2016.2539366 programming, using an actor-critic neural network (NN)-based framework [4] , to generate an online yet approximate optimal control without needing the knowledge of system dynamics. Here, online policy or value iteration schemes [4] are introduced to obtain the solution to the HJB equation and attain optimality.
An alternate single NN-based ADP approach is presented in [10] for an affine nonlinear continuous-time system without using the iterative techniques. The NN weights are tuned periodically and online to achieve near optimality. The periodic and online learning of the NNs for controller implementation is still can be computationally intensive. Recently, it is proved that the event-based sampling [14] , [15] and control execution can save computation and/or communication resources without compromising the closed-loop performance [14] . However, the majority of the event-triggered techniques [14] , [15] were designed for system with known system dynamics.
In our previous work [17] , the event-sampled/triggered NN approximation-based stabilizing controller design is presented for single-input and single-output nonlinear discretetime systems. Later, this design was extended to nearoptimal ADP control design in [18] using event-sampled actor-critic NN. Here, the NN weights are updated at the event-sampled instants and, hence, aperiodic in nature to save computation. The event-triggering conditions are also made adaptive to orchestrate the sampling instants, such that the approximation accuracy is maintained along with the system performance. The closed-loop stability and the convergence are guaranteed by using the extension of Lyapunov approach for switched systems.
Similarly, the event-based stabilizing control scheme for nonlinear continuous-time systems with completely uncertain system dynamics is presented in [16] . Unlike the discrete-time design [17] , [18] , impulsive weight tuning is employed for the NNs to approximate the controller dynamics. The ultimate boundedness of the closed-loop system was shown using the impulsive dynamical system approach [22] . However, the approximate optimal control of nonlinear continuous-time system using event-sampled state vector is yet to be reported.
Therefore, in this paper, we introduced an ADP-based optimal control scheme for nonlinear continuous-time systems with completely uncertain dynamics and eventbased sampling. The extension of [16] for a continuous-time ADP scheme with uncertain system dynamics is not trivial, since two NNs, one for approximating the uncertain system dynamics and the other for value function, are used with 2162-237X © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
event-sampled state vector. Furthermore, unlike the discretetime optimal control design [18] , the impulsive weight update scheme needs to be employed for both the NNs, which is more involved in terms of guaranteeing the boundedness of the NN weight estimation errors. Moreover, in the case of a continuous-time system, the inter-sample time must be lower bounded by a positive number to avoid accumulation point. This makes the ADP-based event-sampled controller design more complex and requires a complete redesign of the adaptive event sampling condition to maintain the approximation accuracy, near-optimal performance, and stability of the closed-loop event-sampled system. Motivated by [10] , where a continuous-time near-optimal controller is designed by using a single NN as a value function approximator, this effort develops an event-sampled NN approximation scheme to achieve near optimality. Another major difference with [10] is the event-sampled identifier design with aperiodic tuning of the NN weights and execution of the control at the event-sampled instants. Above all, the hybrid/impulse system [22] - [24] framework is used to analyze the stability due to aperiodic availability of state and input vectors.
An adaptive sampling condition using actual NN weight estimates is analytically derived via Lyapunov techniques. Since the actual NN weight estimates are tuned at the eventsampled instants, the computation is reduced when compared with the traditional NN-based schemes [10] , [19] . Next, the closed-loop system is formulated as a nonlinear impulsive dynamical system [22] - [24] , and the extension of Lyapunov direct method [22] is used to prove the locally ultimately boundedness of all signals. A minimum inter-sample time is guaranteed to avoid accumulation point. It is demonstrated that the events will occur more frequently during the initial learning phase to attain the approximation accuracy. Nevertheless, the overall computational load is reduced over its traditional periodic sampled counterpart. This paper is a significant extension of our preliminary version with initial results [26] .
The remaining of this paper is organized as follows. Section II presents a brief background on the traditional ADP schemes and formulates the problem. Section III details the design procedure of the proposed event-sampled ADP. The stability of the closed-loop system is analyzed in Section IV followed by the simulation results in Section V. Section VI presents the conclusions. The detailed proof for the theorems and the lemmas are provided in the Appendix.
II. BACKGROUND AND PROBLEM STATEMENT
In this section, after introducing notations, a brief background of the traditional ADP is presented. Then, the problem of event-sampled ADP is formulated.
A. Notations
Let n is the n dimensional Euclidean space. For a vector x(t) ∈ n , we denote x as its vector two-norm. For a matrix A ∈ n×m , A is its Frobenius norm, A T ∈ m×n is the transpose of A, and vec(A) is the vector operator to stack the columns in a vector. For a square matrix A ∈ n×n , λ max (A) and λ min (A) are the maximum and minimum eigenvalues of the matrix, and tr{A} is the trace of A.
Consider the impulsive dynamical system [22] given bẏ
where ζ ∈ ζ ⊂ n ζ represents the state vector, and F c : ζ → n ζ and F d : ζ → n ζ denote the nonlinear continuous and reset/jump dynamics, respectively. The sets C ⊂ ζ and Z ⊂ ζ are, respectively, the flow and jump sets, and ζ is an open set with 0 ∈ ζ . The difference ζ(t) is defined as ζ(t) = ζ(t + ) − ζ(t), where ζ(t + ) = lim ε→0 ζ(t + ε). For brevity, we write ζ(t + ) = ζ + . The time variable t is dropped from the state vector and other functions where there is no ambiguity.
B. Background
Consider the controllable nonlinear continuous-time systems in affine form represented aṡ
where x ∈ n and u ∈ m represent the state and control input vectors, respectively. The unknown functions f (x) ∈ n and g(x) ∈ n×m represent the nonlinear system dynamics satisfying f (0) = 0 with Assumption 1. Assumption 1 [10] : The nonlinear system is controllable and observable. The nonlinear matrix function g(x) for all x ∈ x satisfies g m ≤ g(x) ≤ g M , where g M and g m are the known positive constants, with x is a compact set.
Consider the value function
to be optimized, where r (x, u) = Q(x) + u T Ru is the costto-go function, Q(x) ∈ and R ∈ m×m represent positive definite quadratic function and matrix, respectively, to penalize the system state vector and the control input. The initial control input u 0 must be admissible to keep the infinite horizon value function (4) finite. The Hamiltonian for the cost function (4) can be given by
The optimal control policy u * (x) that minimizes the value function (4) can be obtained using stationarity condition as
where V * ∈ is the optimal value function. Then, substituting the optimal control input into the Hamiltonian, the HJB equation becomes
where
It is extremely difficult to obtain an analytical solution to the HJB (6) . Therefore, the ADP techniques [10] are utilized to generate an approximate solution in a forward-in-time manner by using periodically sampled state vector. Next, the problem for the event-sampled ADP is formulated.
C. Problem Statement
In this section, we will formulate the event-sampled approximate optimal control by highlighting the challenges involved in the design with respect to approximation and stability. In an event-sampled framework [14] , [15] , the system state vector is sensed continuously and released to the controller only at the event-sampled instants.
To denote the sampling instants, we define an increasing sequence of time instants {t k } ∞ k=1 , referred to as event-sampled instants satisfying t k+1 > t k , ∀k = 1, 2, . . ., and t 0 = 0 is the initial sampling instant. The sampled state, x(t k ), is released to the controller, and the last sampled state at the controller denoted byx(t) is updated. It can be represented as a jump in the statex(t) at the event-sampled instants and defined as
Then, it is held at the controller until the next update as
The error introduced due to the event sampling of state can be written as
where e ET (t) is referred to as event sampling error. Thus, the event sampling error is reset to zero with the update in the state, i.e., e
. . For optimal policy generation using ADP in an event-sampled framework, the value function and the system dynamics need to be approximated with intermittently available system state vector. The optimal value function using NN-based approximation with event-sampled state vector [16] can be written as
where W V ∈ l V is the unknown constant target NN weights, φ(x) ∈ l V is the event-sampled activation function, and
is the eventbased reconstruction error, where ε V (x + e ET ) = ε V (x) ∈ is the traditional reconstruction error.
The HJB equation (6) with event-sampled approximation of the value function (10) can be expressed as
It is clear from (11) that similar to the NN approximation, the HJB equation is also a function of the event sampling error e ET . In other words, the optimal controller performance is governed by the design of the event sampling condition. Thus, the event-sampled optimal control problem can be defined more precisely as follows.
1) Approximate the unknown system dynamics f (x), g (x) , and the value function, V , in an event-sampled context with a desired level of accuracy. 2) Design the event sampling condition not only to reduce computation but also to minimize approximation error. 3) Guarantee a positive lower bound on the inter-sample times. A solution along with the detailed design procedure of the event-sampled near-optimal control is presented in Section III.
III. APPROXIMATE OPTIMAL CONTROLLER DESIGN
The proposed structure of the event-sampled approximate optimal controller is shown in Fig. 1 , and the design will be carried out using two NNs with event-sampled state vector. One NN is used as an identifier to approximate the unknown system dynamics, and the second one is used to approximate the solution of the HJB equation, which is the value function. Now, to reduce the computation and ensure accuracy of the approximation, we propose an adaptive event sampling condition as a function of event sampling error, the estimated NN weights, and the system state vector (defined later). The system state is sent to the controller at the event-sampled instants and used to tune the NN weights. The weights are held during the inter-sample times, and hence, the tuning scheme becomes aperiodic.
Remark 1: To evaluate the proposed adaptive event sampling condition at the trigger mechanism, in the case of networked control systems (NCSs) [12] , it will require the transmission of the NN weight estimates from the controller. To mitigate this additional transmission cost, mirror identifier and value function approximator NNs are used at the trigger mechanism to estimate the NN weights locally. Both the actual and mirror NNs operate in synchronism. Thus, this design can be considered as an event-sampled NCS with negligible delays and packet losses.
The detailed design procedure of the NN identifier and the controller is presented along with their weight tuning laws in Section III-A and III-B.
A. Identifier Design
The knowledge of the system dynamics, f (x) and g(x), is needed for the computation of the optimal control policy (5). To relax this, an event-sampled NN-based identifier design is presented in this section. By using the event-based approximation [16] , the nonlinear continuous-time system in (3) can be represented aṡ
where W f ∈ l f ×n and W g ∈ ml g ×n are the unknown target NN weight matrices, and
, where σ f (x) ∈ l f and σ g (x) ∈ ml g ×m are the event-sampled activation functions. The error ε e,I = [ ε e, f (x, e ET ) ε e,g (x, e ET ) ]ū is the eventbased reconstruction error with
The subscripts f and g denote the parameters corresponding to the functions f (·) and g(·), respectively. The event-sampled reconstruction error ε e,I can also be written as 
Since the system state vector is only available at eventsampled instants, the identifier dynamics is defined aṡ (13) wherex ∈ n is the identifier estimated state vector, A is a user-defined Hurwitz matrix and satisfies the Lyapunov equation A T P + P A = − , where P and are positive definite matrices. The matrix A ensures the stability of the identifier. The functionsf (x) ∈ n andĝ(x) ∈ n×m are the estimated system dynamics. By using the event-sampled NN approximation for the system as in (12), the estimated value of the identifier dynamics is represented aṡ (14) whereŴ I (t) is the estimated NN weight matrices and σ I (x) being event sampled the activation function. Defining e I = x −x as the identification error, the identifier error dynamics, from (12) and (14), can be expressed aṡ (15) whereW I = W I −Ŵ I is the NN identifier weight estimation error. Since e I can only be computed at the eventsampled instants with current sampled state at the identifier, the NN identifier weight matrices are tuned at the event-sampled instants only. This can be considered as a jump in the identifier NN weights, which is given bŷ
where α I > 0 denotes the learning rate, and c > 0 is a positive constant. During the inter-sample times referred as flow duration, i.e., t k < t ≤ t k+1 , the weights are held at the previously tuned values. Therefore, the tuning law for the flow duration is given bẏ
From (16) and (17), it is clear that the NN weights are tuned at aperiodic instants saving computation when compared with the traditional NN [10] , [19] control. To ensure the ultimate boundedness of the closed-loop system parameters, the approximated control coefficient function in (13) is held, once it becomes less than equal to the lower bound. It can be expressed as
The NN identifier weight estimation error dynamics from (16) and (17) at both jump and flow durations can be expressed as
We will use the identifier dynamics to design an event-sampled near-optimal controller in Section III-B.
B. Controller Design
In this section, the solution to the HJB equation, essentially the value function, is approximated by using a second NN with event-sampled state vector. The approximated value function is utilized to obtain the near-optimal control input. Consider the event-sampled approximation of the optimal value function in (10) . Assumptions 3 and 4 hold.
Assumption 3: The target NN weights, activation functions, and the traditional reconstruction errors of the value function approximation NN are bounded above satisfying
, and ε V ,M are the positive constants. It is further assumed that the gradient of the activation function and the reconstruction error is bounded by a positive constant, i.e.,
Assumption 4: The activation function and its gradient are Lipschitz continuous in a compact set, such that for x ∈ x , there exist positive constants C φ > 0 and C ∇φ > 0, satisfying
The optimal control policy (5) in terms of event-sampled NN approximation of the value function becomes
The estimated value function in the context of event-sampled state can be represented aŝ
Therefore, the actual control policy by using the estimated value function (22) and the identifier dynamics is given by
Now, with the estimated value function (22) and approximated system dynamics (13), the error introduced in the HJB equation (11), referred to as temporal difference (TD) or HJB equation error, can be expressed aŝ
Substituting the actual control policy (23) in (24), the TD or HJB equation error can further be expressed aŝ (25) whereD(x) =ĝ(x)R −1ĝT (x). Similar to the NN identifier, the value function NN weight is updated at the event-sampled instants with the updated HJB error. The HJB error (25) with event-sampled state at the sampled instants withx + = x, t = t k can be written aŝ
The NN tuning law at the event-sampled instants is selected aŝ
where α 1 > 0 is the NN learning gain parameter and
During the inter-sample times or flow period, the tuning law for the value function NN is given aṡ
Define the value function NN weight estimation error as
The NN weight estimation error dynamics by using (27) and (29) can be expressed as
The HJB or TD error in terms of the value function NN weight estimation errorW V , using (11) and (25) can be expressed aŝ
Similarly, the HJB equation error at the event-sampled instants withx + = x can be computed from (32) aŝ
In Section IV, the closed-loop event-sampled system is formulated as a nonlinear impulsive dynamical system to analyze the system stability.
IV. MAIN RESULTS
In this section, we design an adaptive event sampling condition and present theoretical results. Before proceeding, the following stability notion is important.
Definition 1 [22] : The nonlinear state-dependent impulsive dynamical system (1) and (2) is locally ultimately bounded with bound μ if there exists γ > 0, such that for every
A. Impulsive Dynamical System
Now, consider the augmented state vector ζ =
The dynamics during the flow t k < t ≤ t k+1 and the jump instants, t = t k , are computed as follows.
1) Flow Dynamics:
The closed-loop system dynamics during the flow, t k < t ≤ t k+1 , can be represented by using (3) and the control policy (23) aṡ
Adding and subtracting g(x)u * in (34) and with some simple mathematical operations, the closed-loop dynamics during the flow can be written aṡ
The flow dynamics for the identification error e I is the same as in (15) . The last held state,x, during the flow period remains constant. Thus, the dynamics can be represented aṡ
Finally, the dynamics of the NN weight estimation errors vec(W I ) andW V during the flow are as in (20) and (31) represented in vector form.
Combining (15), (20), (31), (35), and (36), the flow dynamics of the impulsive dynamical system aṡ
where 2) Jump Dynamics: The jump dynamics of the system state vector and the identification error are given by
The jump dynamics of the last held state,x, is given by
Furthermore, the jumps in the NN weight estimation errors are given by (19) and (30).
Defining the first difference ζ = ζ + − ζ and using (19), (30), and (38)-(40), the difference equation for the reset/jump dynamics can be written as
The set C ⊂ ζ is the flow set, Z ⊂ ζ is the jump set, and ζ ⊂ n ζ is an open set with 0 ∈ ζ , n ζ = n + n + n + l I + l V and l I = (l f + ml g )n. The flow and jump sets are decided by the event sampling condition introduced next.
Consider the event sampling error in (9) . Define a condition given by
The constant κ is small positive constants to ensure that the threshold is well defined. The previous value of the NN weight estimates is used to compute (42) of the estimated values Ŵ V < κ or Ŵ I < κ. The design parameter satisfies 0 < < 1, the constants C ∇φ and C σ I are the Lipschitz constants, and
where B x ub is the desired ultimate bound for the closed-loop system and can be selected arbitrarily close to zero. The event-sampled instants are decided when the condition (42) is satisfied.
Remark 2: The main advantage of the adaptive event sampling condition (42) is that the threshold σ ETC (·) gets tuned with NN weight estimates in addition to the system state. Therefore, the system states will be sampled based on the NN weight estimation errors and the system performance ensuring the accuracy of approximation and stability. Once the NN weights converged close to their target values and become constant, the threshold becomes similar to those used in the traditional event sampling condition [14] , [15] .
Remark 3: The dead-zone operator D(·) prevents unnecessary triggering of events due to the NN reconstruction error, once the system state is inside the ultimate bound.
To show the locally ultimately boundedness of the closedloop event-sampled system, we will use the extension of the Lyapunov direct method of stability from [22] for the nonlinear impulsive dynamical systems. Before claiming the main results, the following technical results are necessary.
Lemma 1: Consider the definition ofω given in (28). For any positive number N > 0, the following inequality holds:
Proof: Refer to the Appendix. We will use the above results to show the locally ultimately boundedness of the NN weight estimation errors in Lemma 2 and using which the closed-loop system is shown to be bounded.
Lemma 2: Consider the nonlinear continuous-time system (3) along with the NN-based identifier (14) and the value function approximator (22) with event-sampled state vector. Let Assumptions 1-4 hold and the initial identifier and value function NN weights,Ŵ I (0) andŴ V (0), respectively, be initialized with nonzero finite values. Suppose there exist a positive minimum inter-sample time between two consecutive event sampling instants, τ min = t k+1 − t k > 0, and the value function activation function φ(x) and its gradient ∇ x φ(x) satisfy the persistency of excitation (PE) condition. Then, the weight estimation errorsW I andW V are locally ultimately bounded (UB) for all event sampling instant t k >T or t > T for T >T provided that the NN weights are tuned by using (16) and (17) , and the learning gains satisfy 0 < α I < 1/3, 0 < α V < min{1/40, 2N×(1 − N)/2(N + 1)(16 + N)} with 0 < N < 1.
Proof: Refer to the Appendix. Theorem 1: Consider the nonlinear continuous-time system (3), identifier (14) , and the value function approximator (22) represented as an impulsive dynamical system (37) and (41). Let u 0 be an initial stabilizing control policy for (3) . Let Assumptions 1-4 hold, and assume there exist a minimum inter-sample time τ min > 0. Suppose the value function activation function φ(x) and its gradient ∇ x φ(x) satisfy the PE condition and the system states are transmitted at the violation of the event sampling condition (42). Let the initial identifier and value function NN initial weights,Ŵ I (0) andŴ V (0), are nonzero and finite, and updated according to (27) and (29). Then, the closed-loop impulsive dynamical system is locally UB for all event sampling instant t k >T or t > T for T >T . Furthermore, the estimated value function satisfies V * −V ≤ B V , where B V is a small positive constant provided that the design parameters are selected as in Lemma 2.
Proof: Refer to the Appendix. The assumption on the inter-sample time in Theorem 1 is relaxed by guaranteeing the existence of a positive minimum inter-sample time in this section.
B. Minimum Intersample Time
Theorem 2 guarantees the existence of the nonzero positive minimum inter-sample time τ min = min k∈N {t k+1 − t k }.
Theorem 2: Consider the continuous-time system (3) represented as impulsive dynamical systems (37) and (41) along with the event sampling condition (42). Then, the minimum inter-sample time τ min implicitly defined by (42) is lower bounded by a nonzero positive constant and given by
where σ ETC,min is the minimum threshold coefficient value, K > 0 is a constant, and
, where the subscript k represents the kth inter-sample time.
Proof: Refer to the Appendix. Remark 4: The constant K satisfies the inequality f (x) + g(x)u * ≤ K x . This inequality holds [25] , since the ideal optimal control input is stabilizing.
Remark 5: It is clear from (45) that the lower bound on inter-sample times depends on M k or alternatively, on the NN weight estimation errorsW V , andW I by the definitionŝ W I = W −W I andŴ V = W −W V . During the initial learning phase of the NN, the term M k in (45) may become large for certain initial valuesŴ V (0) andŴ I (0), which may lead to smaller nonzero inter-sample times. Hence, a proper initialization of the NN weights is necessary to keep the inter-sample time away from zero during learning phase. In addition, with an update in NN weights, the convergence of the NN weight estimation errors will elongate the inter-sample times, leading to fewer sampled events and less resource utilization.
The flowchart in Fig. 2 shows the implementation of the event-sampled ADP scheme designed in Sections III and IV.
V. SIMULATION RESULTS
In this section, the dynamics of a two-link robot manipulator is used as a numerical example for simulation. The continuous dynamics is given byẋ where 
The following simulation parameters were chosen for simulation. The initial system state vector was chosen as [ π/6 −π/6 0 0 ] T . The cost function was selected as in (4) with Q = I 4×4 and R = I 2×2 . The learning parameters are chosen as α V = 0.005 and α I = 0.055, and other design parameters were g M = 3, g m = 1, = 0.99, A = −10I , and P = I , where I is the identify matrix satisfying the intervals as in Lemma 
A number of hidden layer neurons for identifier and value function NN are selected as 25 and 39, respectively. All the NN weight estimates are initialized at random from a uniform The performance of the event-sampled control system is shown in Fig. 3 . The system state is regulated close to zero, as shown in Fig. 3(a) , along with the control input in Fig. 3(b) . The HJB equation error converges close to zero [shown in Fig. 3(c) ] confirming that a near-optimal control policy is achieved with an event-sampled implementation. This further implies that the value function is approximated satisfactorily with the event-sampled NN. The approximation error for the system dynamics is shown in Fig. 4 , which appears to be bounded.
The evolution of the event sampling threshold along with the event sampling error is shown in Fig. 5(a) . Cumulative number of event-sampled instants is shown in Fig. 5(b) , and the inter-sample times are shown in Fig. 5(c) . From the cumulative number of event-sampled instants, it is evident that a fewer number of sampled instances occurred when compared with the traditional periodic sampled data system. The number of event-sampled instants is found to be 15 783 for simulation duration of 50 s with a sampling interval of 0.001 s or 50 000 sampling instants for the traditional sampled data system. Furthermore, it is clear from Fig. 5(b) that the event sampling condition generated a large number of sampled instants at the initial NN online learning phase. This is due to the large weight estimation error and makes the NN to learn the unknown system dynamics and the value function to achieve near optimality. Over time, as the NN approximates the system dynamics and value function, the inter-sample times increased, thereby reducing the number of sampled events. The convergence of all the NN weight estimates is shown in Fig. 6(a)-(c) .
VI. CONCLUSION
In this paper, we proposed an event-sampled near-optimal control of an uncertain continuous-time system. A nearoptimal solution of the HJB equation is achieved with eventsampled approximation of the value function and system dynamics. The NN weight tuning at the event-sampled instants with adaptive event sampling condition is found to ensure the convergence of the NN weight estimates to their respective target values. It was observed that the inter-sample times depend upon the initial values of the NN weight estimates. Furthermore, the inter-sample times found to increase with the convergence of the parameters. The simulation results validated the analytical design. The cost function considered in this paper only optimizes the control policy. The optimization of the event-sampled instants will be an interesting problem and will be studied in the future.
APPENDIX

Proof of Lemma 1:
Consider the termωω T . By definition (28), it can be represented aŝ 2 , we can rewrite the above equation aŝ
Recalling the definition of the value function NN weight estimation error, we haveŴ V = W V −W V . Substituting into (A.1), one can arrive at
Moreover, by Young's inequality 2ab < (1/l)a 2 + lb 2 , using this relation, it holds that
Applying (A.3) to (A.2), one can arrive at
By selecting l = (N + 1)/N, where N > 0 is a positive integer, we havê
Premultiplying and postmultiplyingW T V andW V on both the sides of (A.4), respectively, and changing the sign, one can reach (44).
Proof of Lemma 2:
Since we assume that a minimum inter-sample time exists between two consecutive sampling instants, the jumps occur at distinct time instants. Thus, the boundedness of the NN identifier weight estimation errors is proved by considering both the flow duration and jump instants as in [22] .
Case 1 (During the Flow for t k
Consider the Lyapunov function candidate given as
where (1 − 3α I ) , and β I,2 = 2 2 / 4 , where 1 , The first derivative of the Lyapunov function candidate (A.5) by using the weight estimation error dynamics (20) and (29) becomeṡ
From (A.6), the first derivativeLW is zero, which implies the NN weight estimation errors remain constant during the flow for t k < t ≤ t k+1 , ∀k = 1, 2, . . . Since the initial NN weights,Ŵ I (0) andŴ V (0), and the target NN weights, W I and W V , are bounded, the initial weight estimation errors W I (0) andW V (0) are bounded. Therefore, to prove the boundedness ofW I andW V for all time, we only need to show thatW I andW V are bounded during the jump instants.
Case 2 [At the Jumps (t = t k , ∀k = 1, 2 . . .)]: Consider (A.5), in Case 1, as a discrete Lyapunov function candidate. We will consider each term in (A.5) individually to evaluate the first difference at jump instants and combine them to reach the overall first difference to prove locally UB.
Consider the first term of the Lyapunov function candidate (A.5). The first difference is given by
Recalling the dynamics of the weight estimation error (19), the first difference L I of the Lyapunov function becomes where χ I = 1/(c + ū 2 e I 2 ). By replacingŴ I = W I −W I and using Young's inequality 2ab < (1/l)a 2 + lb 2 , the first difference is upper bound by
Observe that χ I ū e I = ū e I /(c + ū 2 e I 2 ) < 1 and combining similar terms, we arrive at
, along the dynamics of the weight update law (30) can be expressed as
Recall Lemma 1 and multiply α V /2 on both the sides of (44). Substituting the results into (A.9), and applying Frobenius norm and Young's inequality 2ab ≤ a 2 +b 2 , reveals that
whereD min is a positive constant and satisfies the inequality 0
Note that the gradient of the activation function, ∇ x φ(x), of the value function NN satisfies PE condition. Furthermore, from (18), the functionD(x) =ĝ(x)R −1ĝT (x) is lower bounded. Therefore, it holds that D min is a positive constant. By using this relation and applying Cauchy inequality (a + b) 4 ≤ 4a 4 + 4b 4 , one can reach at
Recalling the dynamics of the identifier, we have the following conclusions:
Substituting the above facts, the first difference is upper bounded by
Considering the third term L I,2 = tr{W T IW I } 2 , the first differences can be written as
At the final step, combining all the individual first differences, (A.8), (A.10), and (A.12), the overall first difference of the Lyapunov function (A.5) becomes 
Proof of Theorem 1:
To prove Theorem 1, we need to show that the nonlinear impulsive dynamical system is locally ultimately bounded both during flow period and jump instants, as discussed in [22] .
, L e I = e T I Pe I , Lx =x Tx , and LW is defined as in Lemma 2.
Considering the first term, the first derivative along the closed-loop system dynamicṡ
Substituting the closed-loop dynamics from (35), the first derivative leads tȯ
Recall the definition of the optimal value function, then it holds that
Substituting the above inequality and using the Lipschitz continuity of the gradient of the value function activation functioṅ
From Assumption 1, and the NN approximations, we have
. Using the above facts and applying Young's inequality 2ab ≤ a 2 + b 2 , the first derivative satisfieṡ
Considering the second term L e I = e T I Pe I , the first derivative along the identifier error dynamics (15) 
Recalling the event sampling condition (42) and substituting in (A.19), the first derivative leads tȯ 
, L e I = e T I Pe I , Lx =x Tx , and 
Consider the first term of the first difference (A.22). Along the jump dynamics (38), the first difference
Similarly, the first difference of the second term along the identification error dynamics (39) becomes where B x k = Q −1 (B Q k ) is the bound during each flow interval defined earlier in Case 1.
Next, the first difference of the rest of the terms can be written using Lemma 2 and given by 
}.
Consequently, from both the cases, the closed-loop nonlinear impulsive dynamical system state ξ is locally UB with an ultimate bound μ = max{μ f , μ c } for all t k > T or alternatively t >T for T >T .
To show the convergence of the estimated value function near to the optimal value, consider the difference
where σ ETC,M andŴ V ,M = max k∈N ( Ŵ V ,k ) are the maximum value of the threshold over all flow interval, and B V is a small positive constant.
Proof of Theorem 2:
Recall the closed-loop dynamics (35) of the event-sampled system for t k < t ≤ t k+1 . The upper bound of the system dynamics for the kth inter-sample time can be expressed as for each t k < t ≤ t k+1 , k = 1, 2, . . . To compute lower bound on the inter-sample times, we consider the minimum value of the threshold over all flow intervals t k < t ≤ t k+1 , ∀k = 1, 2, . . . The minimum threshold can be computed as 
