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Resumen
A partir de un algoritmo de tipo CYK se desarro
lla una serie de nuevos algoritmos tabulares para el
analisis de Gramaticas Lineales de

Indices que inclu
ye algoritmos ascendentes y algoritmos de tipo Earley
con y sin la propiedad del prejo valido creando un
camino evolutivo continuo en el que cada algoritmo
puede ser obtenido mediante transformaciones sim
ples del algoritmo precedente Los nuevos algoritmos
creados permiten establecer un paralelismo con los al
goritmos disponibles para Gramaticas de Adjuncion
de

Arboles
 Introduccion
Las Gramaticas de

Indices 	 son una extension de
las gramaticas independientes del contexto en las cua
les cada s
mbolo noterminal tiene asociado una pila
de 
ndices Si restringimos la forma de las produccio
nes de tal modo que la pila asociada al noterminal
del lado izquierdo de una produccion denominado
padre solo pueda transmitirse a un noterminal del
lado derecho denominado hijo dependiente y los
demas noterminales esten asociados con pilas de ta
mano acotado obtenemos las Gramaticas Lineales de

Indices LIG 	 Ademas del interes que este tipo de
gramaticas presentan por s
 mismos como formalismo
descriptivo en lingu
stica computacional presentan
una relevancia especial puesto que son habitualmen
 
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te utilizadas como formalismo intermedio a traves del
cual se realiza el analisis sintactico de las Gramaticas
de Adjuncion de

Arboles TAG    	
Formalmente una LIG es un qu
ntupla
V
T
 V
N
 V
I
 S P  donde V
T
es un conjunto 
nito de terminales V
N
es un conjunto nito de
noterminales V
I
es un conjunto nito de 
ndices
elementos que se almacenan en las pilas asociadas
a los noterminales S   V
N
es el axioma de la
gramatica y P es un conjunto nito de producciones
que tienen alguna de las formas siguientes
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donde A
j
  V
N
para todo   j  m A
i
es el hijo
dependiente    V
I
  representa la parte de la pila
transmitida del padre al hijo dependiente m es la
longitud de la produccion y a   V
T
 fg
La relacion de derivacion se dene en LIG como
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donde A   V
N
    V

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y  

  V
I
 fg Denota
mos por

 el cierre reexivo y transitivo de  El
lenguaje generado por una LIG queda denido por
todos los w   V

T
tales que S 	

 w

En cuanto al analisis sintactico de este tipo de
gramaticas la propiedad de independencia del con
texto de LIG desempena un papel fundamental co
mo se vera en las siguientes secciones Dicha pro
piedad establece que si A	

 uB 	w  donde
u v w   V

T
 AB   V
N
 B 	 es el descendiente
dependiente de A	 y    V
I
 fg entonces para
cualquier    V

I
se cumple que A	

 uB	w
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


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V
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V
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I
	  V
T


se cum
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
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

 

uB	w

 Si ademas
B	

 v donde v   V

T
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

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

 
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uvw

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 Esquemas de analisis sintactico
Describiremos los algoritmos de analisis mediante es
quemas de analisis sintactico 	 una estructura pa
ra realizar descripciones de alto nivel de algoritmos
de analisis sintactico que permite estudiar facilmente
las relaciones entre diferentes algoritmos mediante el
analisis de las relaciones formales entre los esquemas
de analisis subyacentes
Un sistema de analisis sintactico para una
gramatica G y una cadena de entrada a

   a
n
es un
tripleP  hIHDi donde I es un conjunto detems
que representan resultados intermedios del proceso de
analisis H es un conjunto inicial de 
tems denomina
do hipotesis que representan la cadena que va a ser
analizada y D es un conjunto de reglas de inferencia
de la forma

 

k

cond denominadas pasos deduc
tivos mediante las cuales se derivan nuevos 
tems 
a partir de los 
tems 	
i
existentes si las condiciones
cond son satisfechas La presencia de un conjunto
F  I de tems nales indica el reconocimiento de la
cadena de entrada
Un esquema de analisis sintactico es un sistema de
analisis P parametrizado para cualquier gramatica y
cadena de entrada Un esquema de analisis puede ser
generalizado a partir de otro mediante renamiento
de los tems rompiendo un 
tem individual en va
rios renamiento de los pasos deductivos descom
poniendo un paso deductivo simple en una secuencia
de pasos y extension considerando una clase mas
amplia de gramaticas
Las operaciones de ltrado permiten disminuir el
numero de
tems y pasos deductivos de un esquema de
analisis mediante la eliminacion de pasos redundan
tes ltrado estatico y la utilizacion de informacion
contextual para determinar la validez de los 
tems
ltrado dinamico La operacion de contraccion de
pasos permite que una secuencia de pasos deductivos
sea reemplazada por un solo paso
 Algoritmo de tipo CYK
Como punto de partida tomaremos una extension pa
ra LIG del algoritmo CYK Nos basaremos en una
version modicada del algoritmo descrito por Vijay
Shanker y Weir en 	 Asumiremos que cada pro
duccion posee dos elementos en el lado derecho o bien
un unico elemento que debe ser un terminal Este
condicionante puede verse como una trasposicion de
la forma normal de Chomsky al caso de las gramaticas
lineales de 
ndices
El algoritmo trabaja reconociendo de forma ascen
dente la parte de la cadena de entrada cubierta por
cada posible elemento gramatical Para ello utiliza
un conjunto de 
tems
A  i j j B p q	
que representan uno de los siguientes tipos de deriva
ciones
 A	

 a
i
   a
p
B 	 a
q
   a
j
si y solo si
B p q 	 


 y donde B 	 es un descen
diente dependiente de A	 
 A 	

 a
i
   a
j
si y solo si   
 y B p q 




donde 
 se utiliza para denotar que el valor de un
componente esta indenido
Estos 
tems se corresponden con los propuestos
para la tabulacion de los automatas lineales de

ndices 	 y los automatas ascendentes con dos pi
las 	 y son ligeramente diferentes de los propues
tos por VijayShanker y Weir en 	 para su al
goritmo de tipo CYK que presentaban la forma
A  i j j B 	 p q	 con 	   V
I
 El elemento 	 es re
dundante puesto que por la propiedad de independen
cia del contexto de las gramaticas lineales de 
ndices

tenemos que si A	

 a
i
   a
p
B 	 a
q
   a
j
entonces para cualquier  se cumple que A	


a
i
   a
p
B	 a
q
   a
j

Esquema  El sistema de analisis P
CYK
que se co
rresponde con el algoritmo de analisis de tipo CYK
para una gramatica lineal de ndices G y una cadena
de entrada a

   a
n
se dene como sigue
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tal que A	 B	 C 	   P 
D
 
CYK

B
 i k j 


	
C 	 k j j D p q	
A 	 i j j D p q	
tal que A	 B 	 C	   P 
D
 
CYK

B 	 i k j D p q	
C
 k j j 


	
A 	 i j j D p q	
tal que A	 B	 C 	   P 
D
 
CYK

B
 i k j 


	
C  k j j D p q	
D 	 p q j E r s	
A 	 i j j E r s	
tal que A	 B 	 C	   P 
D
 
CYK

B  i k j D p q	
C
 k j j 


	
D 	 p q j E r s	
A 	 i j j E r s	
tal que A	 B	 C 	   P 
D
CYK
 D
Scan
CYK
 D
 
CYK
 D
 
CYK

D
 
CYK
 D
 
CYK
 D
 
CYK

D
 
CYK
F
CYK


S
  n j 


	

La denicion de las hipotesis realizada en este
sistema de analisis sintactico se corresponde con la
estandar y es la misma que se utilizara en los restan
tes sistemas de analisis del art
culo Por consiguiente
no nos volveremos a referir expl
citamente a ellas
Los pasos D
Scan
CYK
son los encargados de iniciar el
procesamiento ascendente de la cadena de entrada
Los demas pasos se encargan de combinar los 
tems
correspondientes a los elementos del lado derecho de
las producciones involucradas para generar el 
tem
correspondiente al lado izquierdo de la produccion
propagando la informacion necesaria acerca de la pila
de 
ndices
La complejidad espacial del algoritmo con respec
to a la cadena de entrada es On

 puesto que cada

tem almacena cuatro posiciones de dicha cadena La
complejidad temporal con respecto a la cadena de en
trada es On
	
 y viene dada por los pasos deductivos
D
 
CYK
y D
 
CYK
 Aunque dichos pasos mani
pulan en principio  posiciones de la cadena de en
trada mediante aplicacion parcial cada uno de ellos
se puede descomponer en una sucesion de pasos que
manipulan a lo sumo  posiciones de la cadena de
entrada
VijayShanker y Weir describen en 	 un algorit
mo de tipo CYK generalizado para gramaticas linea
les de 
ndices que manipulan mas de un 
ndice de la
pila de 
ndices en cada produccion La misma gene
ralizacion puede ser aplicada al esquema de analisis
sintactico propuesto

 Algoritmo de tipo Earley as
cendente
El algoritmo de tipo CYK presenta una limitacion
muy importante solo es aplicable a gramaticas li
neales de 
ndices cuyas producciones tienen a lo sumo
dos elementos en el lado derecho Como primer paso
para eliminar esta limitacion procederemos a introdu
cir un punto en las producciones que nos permitira
distinguir la parte de la produccion ya reconocida de
aquella que resta por reconocer Con respecto a la
notacion utilizaremos A para referirnos al elemento
LIG de una produccion constituido por el noterminal
A y una pila de 
ndices asociada cuando la forma de
dicha pila sea irrelevante en el contexto de utilizacion
Los 
tems
A 



  i j j B p q	
del nuevo esquema de analisis sintactico que deno
minaremos buE son un renamiento de los 
tems de
CYK y representan alguno de los siguientes tipos de
derivaciones
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y solo si 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
 donde B 	 es un
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B p q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 Si 

incluye al hijo dependiente en
tones su pila asociada esta vac
a
Los pasos deductivos sufriran tambien un re
namiento puesto que los pasos de tipo D
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seran separados en diferentes pasos de tipo
Init y Comp Finalmente la extension del dominio
permitira tratar gramaticas lineales de 
ndices con
producciones de longitud arbitraria
Esquema  El sistema de analisis P
buE
que se co
rresponde con el algoritmo de analisis de tipo Earley
ascendente para una gramatica lineal de ndices G y
una cadena de entrada a

   a
n
se dene como sigue
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La complejidad espacial con respecto a la cadena
de entrada es On

 puesto que cada
tem almacena 
posiciones de dicha cadena La complejidad temporal
con respecto a la cadena de entrada es On
	
 y viene
dada por el conjunto de pasos D
Comp

buE

 Algoritmo de tipo Earley
El algoritmo descrito por el esquema de analisis
sintactico buE no toma en consideracion si la par
te de la cadena de entrada que se reconoce en cada

tem es derivable del axioma de la gramatica Los
algoritmos de tipo Earley limitan el numero de pasos
deductivos aplicables mediante la prediccion de las
producciones que son candidatas a formar parte de

la derivacion atendiendo a su derivabilidad a partir
del axioma
En primer lugar consideraremos que la predic
cion se realiza unicamente atendiendo al esqueleto
independiente del contexto de la gramatica lineal de

ndices obteniendo un esquema de analisis que de
nominaremos E y que se deriva del esquema buE
mediante la aplicacion de un ltrado dinamico
 El paso deductivo Init solo contendra produccio
nes cuyo lado izquierdo se reera al axioma de
la gramatica
 En lugar de generar 
tems de la forma
A  
 i i j 


	 para todas las posi
bles A     P y todas las posibles posicio
nes i y j de la cadena de entrada un conjunto
de pasos deductivos Pred se ocupara de generar
unicamente aquellos 
tems que involucren pro
ducciones cuyo esqueleto independiente del con
texto sea relevante durante el proceso de analisis
Esquema  El sistema de analisis P
E
que se corres
ponde con el algoritmo de analisis de tipo Earley para
una gramatica lineal de ndices G y una cadena de en
trada a

   a
n
se dene como sigue
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Este esquema cuya complejidad espacial es On


y la temporal On
	
 esta muy relacionado con el al
goritmo de tipo Earley descrito por Schabes y Shie
ber en 	 aunque aquel solo es aplicable a una cla
se espec
ca de gramaticas lineales de 
ndices ob
tenida a partir de una gramatica de adjuncion de
arboles Sin embargo ambos comparten una ca
racter
stica muy importante como es que el tipo
de prediccion realizado es muy poco potente pues
to que no toma en consideracion el contenido de la
pila de 
ndices Aunque aparentemente el algoritmo
propuesto por Schabes y Shieber en 	 utiliza in
formacion de la pila de 
ndices para realizar la pre
diccion un analisis mas profundo nos lleva a la con
clusion de que esto no es realmente as
 puesto que
dichos autores optaron por almacenar el esqueleto in
dependiente del contexto de los arboles elementales
en las pilas de 
ndices reduciendo el conjunto de no
terminales de la LIG resultante a ft bg En efecto
una produccion b		  t	

	    t	
s
	    t	
n
	 es
equivalente a 	
b
	  	
t

 	    	
t
s
	    	
t
n
 	 y una
produccion b		  t	

	    t	
n
	 es equivalente a
	
b
 	 	
t

 	    	
t
n
 	
 Algoritmo de tipo Earley que
preserva la VPP
Los analizadores sintacticos que satisfacen la propie
dad del prejo valido VPP garantizan que en tanto
que leen la cadena de entrada de izquierda a derecha
las subcadenas le
das son prejos validos del lengua
je denido por la gramatica Mas formalmente un
analizador sintactico satisface la propiedad del pre
jo valido si al leer la subcadena a

   a
k
de la cadena
de entrada a

   a
k
a
k
   a
n
garantiza que hay una
cadena b

   b
m
 donde b
i
no tiene porque formar par
te de la cadena de entrada tal que a

   a
k
b

   b
m
es una cadena valida del lenguaje
En el caso de LIG para mantener la propiedad del
prejo valido es necesario comprobar cada vez que se
predice una regla si se cumple que S 	

 w A	 
donde A	 es el lado izquierdo de dicha regla
Para obtener un algoritmo de tipo Earley con la
propiedad del prejo valido es preciso modicar el
esquema E de tal modo que los pasos Pred predigan
informacion acerca de las pilas de 
ndices Para ello
tambien sera necesario modicar la forma de los
tems
para permitir seguir el rastro de las pilas de 
ndices
que se van prediciendo Deniremos por tanto un

nuevo conjunto de 
tems de la forma
E h j A 



  i j j B p q	
que representan alguno de los siguientes tipos de de
rivaciones
 E 	

 a
h
   a
i
A	 



a
h
   a
i
   a
p
B 	 a
q
   a
j




si y
solo si B p q 	 


 donde A	 es un
descendiente dependiente de E 	 y B 	 es un
descendiente dependiente de A	  Este tipo
de derivacion se corresponde con la complecion
del hijo dependiente de una regla que tiene el
noterminal A como lado izquierdo Ademas la
pila asociada a dicho noterminal no debe estar
vac
a
 E 	

 a
h
   a
i
A	 



a
h
   a
i
   a
j




si y solo si
E h 	 

 y B p q  



donde A	 es un descendiente dependiente de
E 	 y 

no contiene el hijo dependiente de
A	  Este tipo de derivacion se reere a la
prediccion del noterminal A con una pila de

ndices no vac
a
 


 a
i
   a
j
si y solo si E h  


  
 y B p q  


 Si 

incluye al
hijo dependiente de A entones la pila asociada a
dicho hijo dependiente esta vac
a Este tipo de
derivacion se reere a la prediccion o complecion
del noterminal A con una pila de 
ndices vac
a
El nuevo conjunto de 
tems as
 denido es un re
namiento de los 
tems del esquema E el elemen
to  se utiliza para almacenar la cima de la pila de

ndices predicha en el esquema E los 
tem resultado
de una prediccion ten
an   
 y el par de ele
mentos E h permite seguir la traza del 
tem in
volucrado en la prediccion En principio podr
amos
suponer que para guardar dicha traza es necesario
almacenar E 	 h k Sin embargo por la propie
dad de independencia del contexto de LIG dicho ele
mento no es necesario puesto que la derivacion sera
valida independiente del resto de la pila de 
ndices
El 
ndice k no es necesario puesto que al ser todos
los 
tems predichos en el esquema E de la forma
A  h h j B p q	 su presencia ser
a redundante
Con respecto a los pasos deductivos sera necesario
adaptar los pasos de complecion para que manipulen
adecuadamente los nuevos componentes E y h y re
nar los pasos predictivos con el n de diferenciar los
diferentes casos que se pueden dar
Esquema  El sistema de analisis P
Earley
 
que se
corresponde con el algoritmo de analisis de tipo Ear
ley que preserva la propiedad del prejo valido para
una gramatica lineal de ndices G y una cadena de
entrada a

   a
n
se dene como sigue
I
Earley
 




E h j A 



  i j j B p q	 j
A 



  P  BC   V
N
    V
I

  h  i  j  p q  i j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
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La complejidad espacial con respecto a la longi
tud n de la cadena de entrada del algoritmo descrito
por el esquema de analisis Earley
 
es On


 puesto
que cada 
tem hace uso de  posiciones La compleji
dad temporal con respecto a la cadena de entrada es
On

 y viene dada por el conjunto de pasos deduc
tivos D
Comp

Earley
 
 Para rebajar la complejidad temporal
del algoritmo recurriremos a una tecnica similar a la
utilizada en  	 para disminuir la complejidad de
los modelos de automata para el analisis de lenguajes
de adjuncion de arboles En el caso que nos ocupa
dividiremos cada paso deductivo de D
Comp

Earley
 
en dos
pasos de tal forma que la complejidad de cada uno
de ellos sea a lo sumo On
	
 obteniendo el siguiente
esquema de analisis
Esquema  El sistema de analisis P
Earley
que se co
rresponde con el algoritmo de analisis de tipo Earley
que preserva la propiedad del prejo valido para una
gramatica lineal de ndices G y una cadena de entrada
a

   a
n
se dene como sigue
I
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Earley




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
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
  i j j B p q	j
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 
El primer paso genera un pseudo
tem intermedio
de la forma B  

   j k j D r s		 que a su vez
es un antecedente del segundo paso y que representa
una derivacion
B

	

 a
j
   a
r
D 	 a
s
   a
k
para algun 

 Los pasos de D
Comp
 
Earley
combinan di
cho pseudo
tem con el 
tem E h j A	  


B	 

 

 i j j 


	 que representa una deri
vacion
E 	

 a
h
   a
i
A

	 


 a
h
   a
i
   a
j
B

	 



y con el 
tem E h j C  

 

 p q j D r s	 que
representa una derivacion
E 	

 a
h
   a
p
C

	 



 a
h
   a
p
   a
r
D 	 a
s
   a
q



con lo cual podemos generar un 
tem de la forma
E h j A	  

B	  

 

 i k j D r s	 que
representa la existencia de una derivacion
E 	

 a
h
   a
i
A

	 


 a
h
   a
i
   a
j
B

	 




 a
h
   a
i
   a
j
   a
r
D 	 a
s
   a
k




	 Conclusion
Se ha descrito un conjunto de algoritmos de analisis
sintactico de TAG que constituyen una l
nea evolu
tiva continua que tiene como punto de partida el al
goritmo de tipo CYK de VijayShanker y Weir 	 y

que a traves de nuevos algoritmos de tipo Earley as
cendente y de tipo Earley sin la propiedad del prejo
valido permite llegar a un nuevo algoritmo de tipo
Earley que preserva dicha propiedad manteniendo la
complejidad temporal On
	
 con respecto a la cade
na de entrada En esta l
nea evolutiva podr
an ha
berse considerado mas algoritmos intermedios pero
las restricciones en el espacio disponible han aconse
jado considerar solamente los hitos mas importantes
en dicha evolucion
Es interesante destacar la relacion existente entre
los algoritmos de analisis de LIG y aquellos destina
dos al analisis de TAG 	 En particular la tecnica
utilizada para reducir la complejidad del algoritmo de
tipo Earley con la propiedad del prejo valido puede
trasponerse directamente al caso de TAG con lo cual
la fase de complecion de adjuncion del algoritmo de
tipo Earley para TAG con la propiedad del prejo
valido propuesto por Nederhof 	 quedar
a denida
por los dos pasos siguientes en lugar de los tres pasos
D
AdjComp

Earley
 D
AdjComp
 
Earley
y D
AdjComp

Earley
descritos en 	
D
AdjComp

 
Earley

j  R

 jm j k l	
hM

 
 k l j p q	
M

 
 jm j p q		
tal que    adjM


D
AdjComp
 
 
Earley

M

 
 jm j p q		
hM

 
 k l j p q	
hN

  M

 i j j p

 q

	
hN

 M

  im j p  p

 q  q

	
tal que    adjM


En este caso explotamos la informacion del 
tem
hM

 
 k l j p q	 en vez de utilizar un 
tem re
dundante hF

  p q j p q	 y se preserva igual
mente la complejidad On
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