Fire°y algorithm is a swarm based algorithm that can be used for solving optimization problems. This paper proposed an improved fuzzy adaptive¯re°y algorithm (FAFA). In the proposed FAFA, a fuzzy system is used to adapt Fire°y Algorithm's parameters in order to improve its ability in global and local searches. Also, we used di®erent¯re°ies initializing intervals and di®erent iteration numbers to show the algorithm capability to¯nd global optima. Results focus on the two case study categories of function optimization (seven benchmark functions) and presented a novel optimal multilevel thresholding approach for histogram-based image segmentation by using proposed FAFA and Otsu method. Evidence indicates that the optimization results of proposed FAFA approach are so better than the standard FA.
Introduction
Collective arti¯cial intelligence is a type of intelligence based on the collective behavior of agents in decentralized and self-organized systems. These systems are usually organized from simple agents that cooperate locally with other elements and environment. Consequently, nature inspired metaheuristic algorithms are becoming more powerful algorithms for solving optimization problems.
There are di®erent methods for optimization. Particle Swarm Optimization (PSO), 6 ant colony optimization (ACO), 7 arti¯cial¯sh swarm algorithm (AFSA) 8 and arti¯cial bee colony (ABC) 9 are the most well-known algorithms have ever been proposed for optimization. Idealizing some of the°ashing characteristics of thē re°ies,¯re°y algorithm (FA) was introduced by Xin-She Yang 10 at Cambridge University. In this bio-inspired algorithm the elements are¯re°ies with speci¯ed brightness. The¯re°y's brightness depends on the objective function and its movement in the environment is based on the other¯re°ies' brightness. Yang 11 also introduced a new version of FA (Levy FA) which combined Levy°ight with the search strategy via the¯re°y to improve the randomization of FA. Discrete Fire°y algorithm has been also introduced by Sayadi et al. 12 Also this algorithm is applied in various¯elds of image processing application. In Ref. 13 ,¯re°y algorithm used for designing a codebook for image segmentation. Also, FA applied for vector quantization. 14 In addition, FA and minimum cross entropy algorithm used for image segmentation. 15 Moreover, in Ref. 16 , FA applied FA for multilevel thresholding of electrophoresis images.
There are two important parameters in the standard¯re°y algorithm which specify the behavior of the algorithm: alpha () and gamma (). If the values of these two parameters are large, the algorithm will be good in global search behavior and vice-versa in local search. In this paper, we proposed a new fuzzy adaptive¯re°y algorithm (FAFA) to hold a balance between local search and global search ability of the¯re°y algorithm. Then we combined this new optimal FAFA with the wellknown Otsu method 17 for image segmentation. The results proved better performance of the proposed segmentation algorithm.
The rest of the paper is organized as follows: Section 2 describes the¯re°y algorithm. Section 3 gives a detailed description of the proposed FAFA. The proposed FAFA experimental results are discussed in Sec. 4 . Section 5 provides a brief detail of the Otsu method and the proposed segmentation method is discussed in Sec. 6 . The experimental results of proposed segmentation method discussed in Secs. 7 and 8 conclude the paper.
Fire°y Algorithm
The¯re°y algorithm is a kind of metaheuristic algorithm inspired by luminosity characteristic of¯re°ies' behaviors in the nature. In the Fire°y algorithm, there are three idealized rules:
. The brightness of a¯re°y is a®ected or determined by the landscape of the objective function. For a maximization problem, the brightness can simply be proportional to the value of the objective function. 10 The pseudo code of these three rules can be illustrated as in Fig. 1 . There are two important issues in the FA: variation of light intensity and the formulation of the attractiveness. For simplicity assume that the attractiveness of re°ies is based on their brightness and it is associated with the objective function. Light intensity decreases when the distance from the light source increases; moreover light is absorbed in the environment. Accordingly, the light intensity can be formulated as follows:
where I 0 is light intensity of the light source, is light absorption coe±cient and r is the distance between¯re°y i and j. A¯re°y's attractiveness is proportional to the light intensity seen by the adjacent re°ies; therefore we can de¯ne the attractiveness of a¯re°y as
where 0 is the attractiveness at r ¼ 0.
It should be noted that the r i;j which is described by Eq. (3) is the Cartesian distance between any two¯re°ies i and j at x i and x j , where, x i and x j are the spatial coordinates of the¯re°ies i and j; respectively. 
The movement of a Fire°y i, which is attracted to another more attractive Fire°y j, is determined by
where the second term is the attraction while the third one is randomization including randomization parameter and the random number generator rand with its values uniformly distributed in interval [0, 1] . For the most cases of implementations, 0 ¼ 1 and 2 [0, 1]. 18 The parameter is light absorption coe±cient and characterizes the variation of the attractiveness and its value is important to determine the speed of the convergence and how the FA behaves. In the most applications, it typically varies from 0.01 to 100 (ibid.).
The Proposed Fuzzy Adaptive Algorithm
In the Fire°y algorithm, there are two important parameters including alpha (), that can determine the length of the random walk of¯re°ies, and gamma () that is light absorption coe±cient in the air and determines the convergence speed of thē re°ies. The behavior and convergence speed of the algorithm depend on these two parameters.
In the standard FA, determining the initial values of and in°uences the¯nal results essentially. Values of these two parameters remain constant; they equal to the initial values during algorithm execution. If greater initial value is considered for parameter,¯re°ies will move with longer steps in each iteration. In this condition, re°ies are more powerful in escaping from the local optimums. But in this case there will be some problems; accuracy and consistency of the algorithm will decrease in this situation.
In fact, the algorithm acts better in global searching, but after approaching the global optimum, it would be incapable of appropriate local search because of the fact that is larger than it should be. Therefore, owing the large value of , positions with better¯tness are unlikely to be found and¯re°ies will pass the global optimum, even they may go far from it. Considering smaller values for this parameter makes the algorithm more consistent and accurate, but it causes the algorithm to move toward the target more slowly and makes it incapable of escaping from local optimums.
In the Fire°y Algorithm, the parameter also has an important role in the algorithm behavior. There are two important limiting cases when ! 0 and ! 1. For ! 0, the attractiveness is constant ¼ 0 , that is, the light intensity does not decrease in idealized sky. Thus, a°ashing¯re°y can be seen anywhere in the domain.
As a result, a single (usually global) optimum can easily be reached. This corresponds to a special case of particle swarm optimization (PSO). Subsequently, the e±ciency of this special case is the same as the PSO. 18 On the other hand, the case ! 1 leads to ðrÞ ! ðrÞ (the Dirac delta function), which means that the attractiveness is almost zero in the sight of the other re°ies or the¯re°ies are short-sighted. This is the same as the case where the¯re°ies randomly°y in a very foggy region. No other¯re°ies can be seen, and each¯re°y roams in a completely random way. Therefore, this corresponds to the completely random search method. 18 If greater initial values are considered for parameter, re°ies will move randomly and can explore the environment. But they may not be able to¯nd the global optimum.
Accordingly, it may seems that the right solution to determine algorithm's parameters is to set large value for parameters and then decrease them due to the algorithm iterations. But in this case, we just use the algorithm iteration as a criterion to reduce and parameters and this reduction will be based on a¯xed value. In this case, there is no control over the obtained results from the algorithm; moreover, it is not checked whether this reduction should be extended or how much the reduction coe±cient should be. To solve these problems, we use a fuzzy engine to control the two parameters' reduction procedure. This fuzzy engine considers the number of algorithm's iterations and success rate to set an appropriate amount for coe±cient recreation rate of and in each iteration.
Based on the above statements, larger initial values for and are selected at rst in order to obtain better results. Afterward, these values are reduced adaptively during the algorithm execution using the output of fuzzy engine. As a result,¯re°ies move quickly towards the target and are more capable of escaping local optimums. Then, by approaching the target,¯re°ies can accurately investigate the environment by smaller and .
In order to control the values of and and hold a balance between global search and local search, a new parameter, called adaptive weight, has been proposed here. Weight must be greater than 0 and smaller than 1. In the current iteration and values are calculated according to the following formulas in presence of weight
where W is adaptive weight which is generated as an output of the proposed fuzzy engines described in the following parts of this paper. Alpha itr and gamma itr stand for the current iterations of and and alpha itrÀ1 and gamma itrÀ1 are the pervious iterations of and , respectively. In this method, weight is a value between 0 and 1 that is calculated as an output of the fuzzy engine. In each iteration and would be set based on the output weight. The proposed fuzzy engine has two inputs and one output: iteration number and ratio of improved¯re°ies as inputs and adaptive weight as an output. Iteration number, normalized between 0 and 1, is the proportion of current iteration number to the¯nal iteration number. In fact, and parameters must be larger in initial iterations to achieve better global searching. Therefore, and values decrease very smooth in initial iterations of the algorithm execution. The proposed Progress of the algorithm causes the¯re°ies come close to the global optimum of the problem. Therefore, in order to increase the local search capability of the algorithm, and parameters must be reduced by larger amounts. As a result,¯re°ies are able to search the global optimum more keenly. Considering the above facts, approaching the¯nal iterations, the proposed fuzzy engine increases the adaptive weight to reduce and more sharply.
Ratio of improved¯re°ies is the proportion of the number of¯re°ies that¯nd better positions in problem space (points with higher¯tness) to the total number of re°ies in comparison with previous iteration. When most of the¯re°ies¯nd better positions compared with previous iteration, and parameters are suitable. Therefore, there is no need to reduce them. In this situation, ratio of improved re°ies value is a number close to 1. Conversely, when most of the¯re°ies do not experience any improvement over the previous iteration the adaptive weight must be increased to reduce and . Reducing and raises the probability of¯nding positions with better¯tness values due to the fact that it increases the local capability of the¯re°ies. With regard to the above issues, the proposed fuzzy engine increases the adaptive weight by reducing the ratio of the improved¯re°y's value and vice versa. As illustrated in Fig. 2(a) , we divide the number of iterations of the algorithm into three sections. Also, as shown in Fig. 2(b) , the rate of FA progress is divided into three parts. The weight for the next iteration is determined according to the number of FA iterations and the ratio of improved FA. The combination of these two values is performed by a certain rules as illustrated in Table 1 . Adaptive Weight can be obtained with regard to the inputs of inference engine and the de¯ned rules.
The output weight will be in the range determined in Fig. 2 (c). These rules are de¯ned by a certain goal. For example, if after a low iteration the rate of FA progress is very good, the weight must be near 1 because worms do not spread and must maintain their position and minimize change of the¯re°ies' position is necessary. The proposed fuzzy engine, which is a Mamdani fuzzy inference system with centroid of area defuzzi¯cation strategy, uses the rules illustrated in the fuzzy associative memory in Table 1 . The pseudo code of the proposed FAFA is demonstrated in Fig. 3 . 
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Experimental Results of the Proposed Fuzzy Adaptive Fire°y Algorithm
In this section, the aforementioned seven functions are utilized to evaluate the proposed FAFA. All of them are standard test functions. The applied functions together with their search space range are presented in Table 2 . It should be mentioned that the global optimum solution of the above functions is 0. In this paper, for evaluation of the proposed algorithm, we execute the standard FA and proposed FAFA 30 times with di®erent iteration numbers and di®erent initializations. 
Step 
Step To evaluate the e®ect of the initialization of the standard¯re°y algorithm and proposed algorithm, we initialized the algorithms in two di®erent intervals including; the function space and then at interval [0, 1] and the largest iteration numbers are set to 100 for the seven functions. We test the mentioned functions in 10-, 20-and 30-dimensional spaces. The population size for 10D, 20D and 30D set as 50. The initial value of is set as 100 and the initial value of is set to be 30% of the length of search space. For example, for step function the length of search space is 200 and the 30% of 200 is around 60 and 0 ¼ 1.
Experiments were repeated 30 times and the best, mean, worst and standard deviations which are obtained from the mentioned functions are given in Table 3 .
As illustrated in Table 3 , initialization of algorithm in°uences the¯nal obtained results of algorithm. The¯nal results of Standard FA Algorithm Are far apart in two-mode initialization. As can be observed, the results of the proposed algorithm with two di®erent initial conditions are almost identical to each other. The¯nal results indicate that, tuning the algorithms' parameter by using fuzzy engine was able to¯x initializing the algorithm dependent. The proposed algorithm's results are far from the results of standard Fire°y Algorithm. The results of the FAFA in all cases are better than FA in 10, 20 and 30-dimensional spaces, and it shows the capability of the proposed algorithm in¯nding optimal solution. Also, the¯nal results of six functions in 30-dimensional spaces shown in Fig. 4 .
The diagrams show that, with increasing the number of iterations results also greatly improved. With increasing the number of iterations, the proposed algorithm Step succeeded to¯nd the answer of some functions because its parameters tunes successfully. Also, standard FA and proposed algorithm were performed with 500 inner iterations and the results shown in Table 4 . As can be seen, besides of function interval, iteration number play an important rule on the accuracy of FA and FAFA as well. Proposed algorithm, enhanced the results signi¯cantly.
In Fig. 5 , the best results of six functions in 30-dimensional spaces are shown. As it shown, in the early repetitions, the error rate of algorithm is notable but during the next iterations it's improved considerably. Results proved that, algorithm parameters are so e®ective on the algorithm performance.
In addition, the results of proposed algorithm compared with Fuzzy FA, 19 which is another version of using fuzzy logic to improve original FA and CLA-FA. 20 All of these algorithms performed in 10, 20 and 30-dimensional spaces 30 times with same initial parameters that mentioned in the beginning of this section. The results of FAFA, Fuzzy FA and CLA-FA illustrated in Table 5 after 500 internal iterations. As it shown new proposed algorithm is outperform of Fuzzy FA and CLA-FA in the most cases and it increased the performance of FA steadily. In the fuzzy FA the search strategy of FA and in FAFA its parameters analyzed. The results proved that the role of parameters in FA is more noticeable in compare of its search strategy. 
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Otsu Method
The basic idea of the Otsu method is to divide pixels into two groups according to a threshold value. All the pixels that are lower than the speci¯ed threshold will be in rst group and pixels that are greater than the threshold will be put in the another group. The Otsu method uses the variance within class and variance between classes to determine thresholds. Otsu introduced a method which maximizes the between class variance and minimizes the within class variance to separate the segmented classes as farther as possible in order to¯nd the optimal threshold for segmentation. This between class variance measures is called Otsu's multi-threshold measure and is used as the objective function in the proposed FAFA. It is formulated as follows.
The image size is M Â N and the image gray level is L. The gray range is 0 $ L À 1. The pixels' number of grayscale level i is n i . Thus, the number of the image pixels is n ¼ P lÀ1 i¼0 n i ¼ M Â N, normalized Histogram, the probability distribution is
The image is divided into two classes with the standard threshold t. The class c 1 includes the pixels i t and the class c 2 involves the pixels i ! t.
Cumulative probability of c 1 and c 2 is
The mean levels are calculated as
Variances of class c 1 and class c 2 are
Intra-cluster variance is
It must be noted that the T is the mean of the whole image.
The best threshold value T should satisfy Eq. (16) after the image is divided into two categories c 1 and c 2 :
When it segments the image with complex target area, the Otsu method should be extended to two or more thresholds. In this case, according to Eqs. (17) and (18), inter cluster variance and intra-cluster variance of each cluster must be calculated. C is the number of clusters.
Equation (19) is used as objective function for the proposed FAFA based procedure which is to be maximized.
Proposed Segmentation Method
In this section, a hybrid segmentation method based on Otsu method and the proposed FAFA is developed. The¯re°ies Vector-dimension number depends on the number of thresholds we use in segmentation. When it is initialized, we spread re°ies over the whole plan randomly. At the same time, we obtain the¯tness function of each¯re°y subsequently, update the¯re°ies'¯tness and position according to the proposed Fire°y Algorithm.
The details of the proposed segmentation algorithm are introduced as follows:
Step 1: Initialize¯re°ies with random threshold values and set FAFA parameters.
Step 2: Segment the image according to threshold values.
Step 3: Calculate the¯tness function of image according to Eq. (19).
Step 4: Move¯re°y to the new position in a way that it maximizes Eq. (19) and updates the¯re°ies' position and¯tness.
the thresholded image, depicting better quality of thresholding. Conversely, a lower value of U indicates worse quality of the thresholding procedure.
Experimental Results of the Proposed Segmentation Method
In this experiment, the population size is 25. The¯re°ies are initialized as a gray value within the interval of (0-255) and the largest truncated generation is 100. The dimension of input vectors depends on the number of thresholds we use for segmentation. In this paper, we use di®erent threshold numbers, from 2 to 5, for segmentation.
We test the proposed algorithm on the benchmark images of \Lena", \Peppers", \Bird", \Cameraman", \House1", \House2", \Elaine" and \Gold hill". These original test images are illustrated in Fig. 7 . Fig. 7 . The test images: \Lena", \Peppers", \Bird", \Cameraman", \Gold hill", \House1", \House2" and \Elaine".
Also, in Table 7 , we compare the obtained thresholds of the proposed algorithm on eight images in 2-5 thresholds level with three other methods.
As a subjective evaluation we demonstrate the obtained thresholded images for \Lena", \peppers" and \House1" images with di®erent FAFA-Otsu, FA-Otsu, PSO-Otsu and SMCAPSO methods for 4 and 5 thresholds in Fig. 8 . As illustrated, di®erent parts of the image have been set apart according to the obtained thresholds. In the thresholded images, di®erent clusters are depicted by di®erent colors. The pixels are put into di®erent clusters according to their gray level value and the speci¯ed threshold values. One indicator of a good segmentation algorithm is the matter that as the number of thresholds increases, the segmented image must be much similar to the original one. As illustrated, this happens in our resulted images. 
Conclusion
In this paper, to improve the local and global searches and to hold a balance between them in Fire°y Algorithm, we¯rst presented a fuzzy adaptive version of the¯re°y algorithm. We used an adaptive weight to adapt and parameters of FA. Our experimental results on seven standard benchmark functions including Sphere, Rastrigin, Rosenbrock, Step, Ackly Xin-She Yang and Schwefel's P2.22 functions in 10, 20 and 30 dimensional spaces indicate that our proposed algorithm improves the performance of FA especially in high dimensional spaces. Then to show this new algorithm ability in other applications we used it for image segmentation and we proposed a hybrid method by using proposed FAFA and Otsu's method to segment the images of \Lena", \Peppers", \Bird", \Cameraman", \House1", \House2", \Elaine" and \Gold Hill". The di®erent objective and subjective evaluations done and the results of the proposed segmentation method were compared with di®erent well-known segmentation methods. The results demonstrate a signi¯cant enhancement in the performance of the presented method. Finally, it can be concluded that new FAFA in more e®ective that FA and some other modi¯ed version of FA and can be used for di®erent applications.
