We consider the assignment of program tasks to processors in distributed computing systems such that system cost is minimized and resource constraints are satisfied. Several formulations for this task assignment problem (TAP) have been proposed in the literature. Most of these TAP formulations, however, are NP-complete and thus finding exact solutions is computationally intractable. Recently, some approximation methods like simulated annealing have been proposed, and simulation results exhibited the potential to solve the TAP using metaheuristics. In order to better understand the strengths and weaknesses of various metaheuristics applied to the TAP, we first propose two alternative metaheuristics-one using genetic algorithm and the other reinforcement learning algorithm-as well as their implementation details. Extensive computational evidences of the two heuristic algorithms against that of simulated annealing are presented, compared and discussed. Based on these experimental results, a hybrid strategy employing both metaheuristics is then proposed in order to solve the TAP more effectively and efficiently.
INTRODUCTION
A distributed computing system is defined as a collection of computers interconnected by a telecommunication network that attempts to disperse the data processing function and fits the needs of modern decentralized organization structures. Besides the capability of implementing a logically integrated information system for geographically dispersed corporations, distributed computing systems provide other benefits, such as quick access to data, higher system reliability, and ease of incremental growth [1] .
On the other hand, efficient utilization of resources in distributed computing systems is also important [2] . In distributed computing systems, it is characteristically difficult to assign the tasks of a program application to distributed processors such that a certain measure of system costs is minimized and system resources are effectively utilized. Several formulations of this task assignment problem (TAP) have been proposed in the literature to cope with various types of system costs and environmental constraints. In general, the TAP is NP-complete and finding exact solutions is computationally prohibitive [3] .
In addressing this intractability issue, previous endeavors of TAP research can be classified into three areas. First, exact mathematical programming approaches using column generation [4] and branch-and-bound [5] [6] have been proposed. Second, efficient algorithms have been developed for solving TAP on special computer architectures, such as linear processor array, meshed processor graph, and partial k-tree *Address correspondence to this author at the Department of Information Management, National Chi Nan University, 303 University Rd., Puli, Nantou 545, Taiwan; Tel: +886-49-2910960; Fax: +886-49-2915205; E-mail: pyyin@ncnu.edu.tw communication graph [7] [8] [9] [10] [11] . Finally, metaheuristic algorithms like simulated annealing have been used to derive good enough approximate solutions within reasonable CPU time [12] [13] .
The current study belongs to the last domain of TAP research. Our primary objective is to provide a roadmap for better utilizing metaheuristic approaches and to incorporate multiple metaheuristics into one integrative framework for solving TAP more effectively and efficiently. Previous studies have shown that the success of using metaheuristic algorithms depends on a proper administration of exploration and exploitation search in order to escape from local optimality [14] . Moreover, specific execution strategies may cause the same metaheuristic algorithm to behave differently. It is also noted that different metaheuristics have varying computational performances for distinct applications and varied allowable execution time. Therefore, a hybrid approach incorporating multiple metaheuristics may yield better performance than a single approach [15] . It is advisable to conduct a thorough comparative study on these metaheuristics [16] so as to combine their favorable features into one comprehensive approach.
In this paper, we first employ two metaheuristics-genetic algorithm and reinforcement learning-to compare with simulated annealing for solving the TAP. Then, by examining their computational results, a hybrid algorithm combining the two alternative metaheuristics is devised to solve the TAP more effectively and efficiently. The remainder of this paper is organized as follows. Section 2 formulates the TAP to be addressed in this paper. In Section 3, two metaheuristics based on genetic algorithm and reinforcement learning are proposed individually. Section 4 then follows and presents the comparative simulation results, based on which a hybrid strategy is devised to incorporate the two metaheuristics. Finally, Section 5 concludes this paper.
PROBLEM FORMULATION
In this study, we develop metaheuristic algorithms for TAP that exhibits the following problem features.
• Some communication cost between two tasks is incurred if there is a communication need between them and if they are executed on different processors.
•
Each processor is capacitated with certain resources (such as processing power or memory size).
• A fixed initiating cost will be incurred if the processor is used by at least one task.
• Each task consumes some units of the resources of the processor on which it is executed.
The objective is to minimize the total fixed and communication costs.
Assume there are r application tasks to be assigned to n processors in a distributed computing system. There are communication needs among some pairs of the tasks. Let c ij be the communication cost between tasks i and j if they are executed on different processors and s k be the fixed cost if processor k is assigned at least one task (i.e., is initiated). Task i consumes a i units of the resources from its executing processor, and processor k has b k units of resources. We define a task assignment X as a matrix of r n binary variables x ik (1 i r and 1 k n), where x ik = 1 if task i is assigned to processor k, or 0 otherwise. Further, let y k = 1 if processor k is assigned at least one task, and y k = 0 if no task is assigned to it. Our objective is to minimize the sum of fixed cost for using processors and communication cost incurred by a task assignment that satisfies the resource constraints. The task assignment problem (TAP) can be formulated as the following 0-1 quadratic integer programming problem.
subject to
The first and second terms in the objective function (1) represent the total fixed cost and communication cost, respectively, incurred by the assignment X. Constraint (2) states that each task should be assigned to exactly one processor. Constraint (3) ensures that the resource capacity of each processor is greater than or equal to the total amount of resources used by its assigned tasks, and constraint (4) guarantees that a processor is used if it is assigned at least one task.
It has to be pointed out that the (TAP) formulation considered above is related to the assignment-type problem (ATP) which determines an assignment of some items (tasks) to some resources (processors) so as to optimize an objective function and satisfy side constraints [17] [18] . What separates TAP from other ATP instances, especially the classic and general assignment problems, is the quadratic objective function. This quadratic functional form due to communication needs between tasks makes the problem more complex and worth further examination.
Since this (TAP) formulation is a 0-1 integer program with a quadratic objective function and it is computationally prohibitive, its transformations to linear programs have been developed where approximate solutions are reported within reasonable computational time [4] [5] . On the other hand, an alternative for solving TAP efficiently is to use metaheuristics. In the next section, we will conduct a comparative study of several metaheuristic algorithms and devise a hybrid strategy to combine their favorable features.
TWO METAHEURISTIC ALGORITHMS FOR TAP
The searching methods using metaheuristics can be classified into two classes, perturbation methods and constructive methods. The perturbation methods start with a full specification of a solution and then iteratively move to a neighboring solution by perturbing part of the specification. Some typical methods of this sort are simulated annealing [19] and tabu search [20] . Genetic algorithm performs in a similar manner but it fosters a set of candidate solutions rather than a singleton [21] . On the other hand, the constructive methods start with a partial specification of a solution and then search for the next most probable segments to build a full specification. Usually a network for selecting the solution segments is trained and the experience regarding the merit of choosing a segment is converted to a transition probability pertaining to the corresponding edge. Some typical methods of this kind are artificial neural networks [22] , ant colony optimization [23] , and reinforcement learning [24] .
In order to understand the relative strengths and weaknesses of different metaheuristics for solving the TAP, we adopt separate algorithms from each category, namely genetic algorithm from the perturbation group and reinforcement learning algorithm from the constructive group.
Genetic Algorithms
Genetic algorithms (GAs) are metaheuristic algorithms based on natural genetic systems [21] . Each candidate solution to the underlying problem is represented by a binary string, called a chromosome, using a problem-specific coding scheme. The merit of individual string is evaluated through a fitness function that properly fits the optimization goal of the problem [25] . GAs search for a near-optimal solution by fostering a population of strings using three genetic operators: selection, crossover, and mutation. The evolution process is iterated until the fitness of strings can be hardly improved or until a pre-specified number of generations is reached. We next present the principal GA features for the TAP.
Coding Scheme and Fitness Function
Each assignment corresponding to a candidate solution of the TAP can be encoded into a string as
where i [1, n] represents the index of the processor to which task i is assigned. Note that index character i can be encoded in binary with log 2 n bits. String A can be easily transformed to a corresponding assignment X (see Eq.
(1)) of r tasks to n processors; however, this assignment may violate constraints (2)-(4). The fitness of string A, in a sense, is inversely proportional to the sum of the incurred cost and the capacity-exceeded amount of resource requirement. Thus, we define the fitness function as
where K is a constant, COST(A) is the total fixed and communication costs (see Eq. (1)) incurred by the assignment corresponding to A, and E(A) is a possible excess of resource requirement over the capacity determined by
The larger the value of E(A), the less feasible the assignment A under consideration. When E(A) = 0, it indicates that there is no violation of the resource-capacity constraints. Essentially, E(A) is used as a penalty function measuring the infeasibility of a candidate solution and is incorporated into the optimization goal of our problem.
Genetic Operators
A population of strings according to the coding scheme (5) is generated at random. This population then repeatedly evolves to subsequent populations using the following three genetic operators.
• Selection. This operator selects strings with high fitness values to form the next population mimicking the natural selection of the fittest [26] . Each string of the current population is selected with a probability proportional to its fitness, i.e.,
, where Select i is the selection probability of string A i and P is the population size.
•
Crossover. This operator randomly selects pairs of strings within the current population. For each pair of parent strings, a crossover position is randomly determined. Two offspring strings are produced by swapping the bits to the right hand position of the crossover site of both parent strings. The crossover operator is conducted with a crossover probability p c whose value is usually drawn from the range of [0.6, 1.0]. With this crossover operation, the solution space is explored by interchanging information between strings. Since the highly fit strings occupy a large proportion of the population, they are likely to experience more trials of crossover operations and the search is navigated toward "good" regions of the solution space.
• Mutation. Each gene of a string may undergo mutation with a low probability p m . Note that we perform the mutation operator on character scale instead of binary bit. This operator substitutes a new value for a random character to be mutated. Mutation preserves sufficient diversity between strings in the population and prevents the undesirable premature convergence. It also guarantees a non-zero probability of the search for any feasible string.
Reinforcement Learning
The reinforcement learning approach addresses the issue of how a simple agent can learn a complicated task through a sequence of trial-and-error interactions with its environment [24] . The agent examines the current state of its environment and makes a decision of choosing an action to perform. The state of the environment is, therefore, triggered by the agent's action and changed to another state. The agent observes the new state and receives an immediate reward regarding the desirability about the state transition. The process is repeated and the agent learns an optimal policy of choosing an action in a given state that maximizes the expected sum of the cumulative rewards received over time.
The optimal assignment of the TAP can be learned by a reinforcement learning algorithm. Fig. (1) depicts the relationship between tasks and processors. The directed graph consists of r + 2 layers of nodes. The first layer and the last layer contain only one node, which represent the starting node and the sinking node, respectively. The remaining r layers represent the possible assignments of the r tasks. Each of these layers contains n nodes and each of the n nodes corresponds to the assignment of this task to a specific processor. A path emanating from the starting node and terminating at the sinking node represents one possible assignment of the r tasks. Next, we describe the features of the reinforcement learning algorithm for the TAP.
• The set of environment states, •
The set of agent actions, A = a i { } 1 i n . Selecting action a i to perform means assigning the next task to processor i.
•
The set of scalar rewards, R. The reward value is computed by the reward function discussed below.
• The state transition function, (s i, j , a k ) = s i+1,k . This is apparent from the definitions of S and A.
The reward function,
• where z k = s k if processor k is not used until the (i+1) th task is assigned to it; otherwise z k = 0. As such, we measure the merit of assigning the (i+1) th task to processor k as the remaining resource capacity divided by the extra system costs incurred by the assignment of the (i+1) th task. We design the reward function to favor the assignment of the next task that both maximizes the remaining resource capacity (for later use) and incurs the least system cost (for optimization objective).
To learn the optimal assignment of the TAP, we employ the Q-learning algorithm [24] , which has been one of the most commonly used methods for learning the optimal policy for reinforcement learning. First, we define the Q function, Q(s i, j , a k ) , as the maximum cumulative reward which can be attained by performing action a k in state s i, j and then proceeding optimally until the final state s f is ob-
where (0, 1) is the discounting factor that determines the relative value of the rewards received in the future. The agent then initializes a table of the estimate, Q (s i, j , a k ) , of the Q function for each possible state-action pair (s i, j , a k ) .
The initial value of Q (s i, j , a k ) can be any small constant.
For simplicity, we initialize each entry of Q (s i, j , a k ) as 1.
These table entries are iteratively updated by
In other words, the value of the generic Q(s i, j , a k ) can be incrementally approximated by Q (s i, j , a k ) . The Q-learning algorithm for the TAP is summarized in Table 1 . The algorithm is repeated for a pre-specified maximum number of iterations. Then the r sequential actions chosen by the learned optimal policy constitute the near-optimal assignment. There still remains an issue of how to choose the action in a given state (see Step 4 in Table 1 ). Obviously, if every action can be visited infinitely often, the policy learned will converge to the optimal task assignment. However, in real-world applications where the computation time is limited, it is crucial to design an appropriate action selection rule which instructs the agent to experience the minimal number of actions that still explore the policy space sufficiently.
Let the agent be in state s i, j and face the choice among a set of available actions a k { } 1 k n . We propose a thresholded maximum-exploitation action selection rule to determine the probability of choosing action k a as follows.
, otherwise, (11) where q is a random number drawn from U(0, 1), and q 0 (0, 1) is the threshold controlling the relative emphasis on each sub-rule. The tie with p(a k s i, j ) is broken at random. This rule facilitates the controlled tradeoff between the selection of the action that delivers the maximum estimate of Q and a uniform random selection. It has been empirically shown that the thresholded maximum-exploitation action selection rule outperforms several other competing rules [27] . 
SIMULATION RESULTS
In this section, we present the performance evaluations obtained using the competing metaheuristics. Three algorithms, namely simulated annealing (SA), genetic algorithm (GA), and Q-learning algorithm (QA), were implemented in C++ language and executed on a 1.8GHz PC with 192MB RAM. The parameters used in these algorithms are tuned empirically. To be specific, the parameter setting used by SA is (initial temperature = 500, length of Markov chain = 1200, temperature decreasing rate = 0.85, chain increasing rate = 1.1), GA (population size = 100, crossover rate = 0.9, mutation rate = 0.03), and QA (action selection threshold = 0.3).
The inter-task communication is rendered by a task interaction graph (TIG), G V, E ( ), where V is a set of r nodes and E is a set of edges connecting these nodes. Each node represents a task and each edge specifies the communication requirement between its two connecting tasks. Fig. (2) gives an example of TIG where the communication requirement among four tasks is specified. We define the task interaction
where V and E denote the number of elements in the corresponding set. Fig. (2) . An example of TIG.
The testing dataset is generated according to different problem characteristics, namely the r/n ratio and density d. We set the value of n equivalent to 6, 10, 20, and 30, respectively, and compute the value of r accordingly so that the r/n ratio is equal to 1.5, 2, and 3. For each (r, n) pair, we generate three different TIGs with density d equivalent to 0.3, 0.5, and 0.8. As such, we obtain a testing dataset of 36 problem instances available from [28] for evaluating the performance of the competing methods. The other parameters are generated randomly: the fixed cost is between 1 and 200, the communication cost is between 1 and 50, the resource capacity of each processor varies from 50 to 250, and the resource requirement of each task ranges from 1 to 50.
We analyze both off-line and on-line performances. The off-line performance is measured as the average cost obtained when the testing algorithm has run for a specified period of CPU time. This is a common practice that many previous studies have adopted. However, this measure alone can be inadequate for analyzing the strengths and weaknesses of metaheuristic algorithms because different algorithms may exhibit different performance levels as CPU duration time varies. Thus, we also measure the on-line performance as the dynamic costs to allow for varied CPU elapse time.
Off-Line Performance
We conduct two experiments as follows. In the first experiment, all algorithms are given equally short CPU time periods to derive the solutions, while in the second experiment the allowed CPU time durations are relatively longer. As for the short CPU time periods, they are 10, 50, 100, and 200 seconds for various numbers of processors. And for the long CPU time periods, they are 100, 500, 1000, and 2000 seconds. Since all algorithms are probabilistic and each independent run of the same algorithm on a particular testing problem may yield a different result, we calculate the average cost over 10 independent runs of each algorithm for every problem instance.
• Performance with Short CPU Elapse Time Table 2 tabulates the average costs obtained using the three metaheuristic algorithms given the short CPU time Step 2 Set Iteration = 1.
Step 3 Start with the initial state s 0 .
Step 4 Select an action according to the action selection rule.
Step 5 Update the table entry Q (s i, j , a k ) using Eq. (10).
Step 6 If the final state s f is not yet reached, goto Step 4.
Step 7 If Iteration < MAX_ITERATION //stopping criterion is not yet satisfied// S e t Iteration = Iteration + 1, and goto Step 3.
Step 8 Start from the initial state s 0 , output the sequence of actions which result in the maximum Q values until the final state s f is reached. To provide a clearer view on the comparative performances among the competing methods, the cost offset (defined as the difference to the minimal cost of the three algorithms divided by the corresponding cost) is also calculated and listed in Table 2 . We observe that the cost offset ranges from 0% to 5.32% for SA, 0% to 6.12% for GA, and 0% to 1.65% for QA. The average cost offsets over all the instances are 1.20%, 1.11%, and 0.12% for SA, GA, and QA, respectively.
• Performance with Long CPU Elapse Time
The experimental result with long CPU elapse time is displayed in Table 4 . We observe that GA attains the minimal cost in all cases, QA reports moderate results, and SA exhibits the worst performance. The offset to the minimal cost of GA varies from 0% to 2.64% for QA, and 0% to 4.94% for SA. The average cost offset is 0.51% for QA and 1.66% for SA.
We observe from the above experiments that the comparative performances between the three metaheuristics with long CPU elapse time are inconsistent with those with short CPU time duration. Hence, we cannot conclude that any particular algorithm is superior to the others. A more sophisticated performance evaluation is thus required.
On-Line Performance
Since the performance levels of the competing algorithms vary as the CPU elapse time increases, we also analyze the on-line performance which is the cost offset with respect to the varied lengths of CPU time duration. Fig. (3) illustrates a typical run in our experiment. It is observed that QA has the minimal cost offset when the length of CPU time duration is short (less than 668 seconds) in this particular run, while GA replaces QA as the best approach when the CPU duration becomes long enough. However, the time point at which GA and QA exchange their roles as the best approach is case-dependent, i.e., for some instances, GA may converge faster to the minimal cost, but for others GA would need more explorative search before it generates a better solution. SA, however, is consistently the least effective among the three; its cost offset ranges from 0.97% to 3.49%.
A Hybrid Strategy
It has been successfully shown in many previous studies that a hybrid version combining multiple metaheuristics can improve the performance over a single approach [15, [29] [30] . It is also advised that exploration search should be emphasized in the early stage of the evolution for finding good regions in the solution space. As the evolution proceeds, exploitation search can be focused to further improve the candidate solutions. From the experimental results given in previous sections, it manifests that GA has focused on exploration search and can deliver high quality solutions if enough CPU time is used, while QA intensifies the exploitation search and usually gets to a good solution consuming only a short CPU time period. We thus devise a hybrid method (HYB) to incorporate GA and QA, which are the best approaches based on our empirical results presented in previous sections. The hybrid method consists of two main stages. In the first stage, GA is applied for exploring the solution space until it cannot further improve the solution for a period of time that is equivalent to one fifth of the total allowed CPU elapse time. Upon the termination of GA, all candidate solutions in the last population and the best solution obtained up to that point are sorted in the increasing order of their costs. The top 5% of the sorted solutions are then used to train the Q-learning network to derive the initial Q value estimates. The training process is also performed using the Q-learning algorithm presented in Table 1 except that in Step 4 the algorithm assigns the next task according to the training solution that is fed into the network. In the second stage, QA is applied using the remaining CPU elapse time to report the final best solution when it terminates. The proposed hybrid method takes advantage of the exploration power of GA to derive better initial Q value estimates, and provides diversification of candidate global best solutions to prevent getting trapped in local minima. Then the intensification power of QA is used to guide the search in the candidate solution areas found by GA and derive the best solution quickly. Fig. (3) . The cost offsets in the variance of CPU elapse time.
• Off-Line Performance Table 5 shows the costs obtained using HYB given short and long CPU time, respectively, and the corresponding offsets to the minimal cost obtained using the three original metaheuristics. It is found that the proposed HYB method either outperforms or performs equally well as the three metaheuristic algorithms for all problem instances. Depending on the problem complexity, the cost offset to the minimal cost of the three metaheuristics varies from 0.0% to -1.33% for short CPU time and 0.0% to -0.97% for long CPU time, respectively. Note that a negative value of cost offset indicates the derived cost by HYB is smaller. The average offset is -0.31% if the short CPU time periods are given. For the cases with long CPU time periods, HYB obtains an average offset of -0.18%.
• On-Line Performance Fig. (4) shows a typical run of the cost variations with short CPU elapse time for all testing methods. We observe that QA intensifies the search toward the neighborhood of the best-so-far solution and the cost drops quickly at the early stage. However, it is hardly improved after this period. On the other hand, GA provides diversified initialization and may improve the solution if the CPU elapse time is long enough. The cost obtained by SA is also improved with the increment of CPU elapse time, but at a slower rate than GA. The proposed HYB method first applies GA and thus behaves similarly like GA within this period. Then HYB uses the top 5% candidate solutions in the last GA population and the best-so-far solution to train the Q-learning network and switches to the QA process. The solution of HYB is improved dramatically after this transition and finally yields a much better result because QA now can derive a better solution by exploiting the knowledge learned from GA. Fig. (4) . The cost variations with short CPU elapse time. (5) illustrates the results corresponding to the experiment with long CPU elapse time. We observe that GA outperforms SA and QA if the allowed CPU elapse time is long enough. However, the proposed HYB method, which takes advantage of GA and QA, can still derive the best solution among all.
• t-Test Analysis
To further confirm the relative performances of the various algorithms, we conduct the matched pair t-test for significance on cost difference. Table 6 displays the t-test on the cost difference between every pair of two different algorithms for the 36 testing instances. In summary, the order of these algorithms from the best to the worst is HYB, QA, GA, and SA if the short CPU time is specified, while the order changes to HYB, GA, QA, and SA for the case of long CPU time. Since the confidence coefficient is 1.689 for the 95% confidence interval over 36 samples, we also observe that all of the cost differences are statistically significant except for the one case of SA vs GA for the short CPU elapse time. Since the allowed CPU elapse time for deriving the optimal solution can vary significantly in different applications, it is beneficial to consider HYB as the candidate approach for it guarantees the best performance among these metaheuristics with a wide range of allowed CPU elapse time. 
CONCLUSIONS
In many problem domains, we are required to assign the tasks of an application to a set of distributed processors such that system costs are minimized. Several versions of the task assignment problem (TAP) have been formally defined but, unfortunately, most of them have been known to be NP-complete. To our knowledge, there is little research discussing the comparative performances for solving TAP using different metaheuristics. In this paper, we have implemented simulated annealing (SA) algorithm, genetic algorithm (GA), and Q-learning algorithm (QA) to help solve the TAP. The computational experience manifests that QA outperforms SA and GA when a short CPU elapse time is allowed, and GA turns out to be the best approach for long CPU time duration. Suggested by the empirical results, we proceed to devise a hybrid method (HYB) which first applies GA to explore potentially good areas in the solution space and uses the evolved quality solutions to train the Q-learning network. QA is then applied to intensify the search and find the final best solution. Experimental results show that HYB can derive the best quality solutions among all the testing metaheuristic algorithms for a wide variation of CPU elapse time, and the cost difference to the other approaches is statistically significant.
