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Introduction
Statistical properties of financial data have received considerable attention in the literature during the last three decades. One of the most often used models is the GARCH(p, q) sequence introduced by Engle (1982) and Bollerslev (1986) . We say that {y k , k ∈ Z} is a The necessary and sufficient condition for the existence of a unique solution of (1.1) and (1.2) was obtained by Nelson (1990) for p = q = 1 and by Bougerol and Picard (1992a, b) in the general case. Without loss of generality we can assume that min(p, q) ≥ 2. To state the result of Bougerol and Picard (1992a, b) we put 
We note that γ L is the top Lyapunov exponent of the sequence A n . For further discussion of the existence of a GARCH(p, q) sequence we refer to Berkes et al. (2004) .
We also note that the moment condition E log A 0 < ∞ in Theorem 1.1 is satisfied if
Duan (1997) defined the so-called augmented GARCH process which is a unification of several extensions of the GARCH model (1.1), (1.2). We shall say that {y k , −∞ < k < ∞} is an augmented GARCH(p, q) sequence if (1.1) and the volatility equation In the present paper we consider augmented GARCH sequences with Λ(x) = x δ , i.e.
where the volatility process is given by the equation
We shall call such a process {y k , −∞ < k < ∞} a polynomial GARCH sequence. In order to assure that the left-hand side in (1.5) is non-negative we assume that
This framework includes GARCH(p, q), power GARCH(p, q) (cf. Carrasco and Chen (2002)) or asymmetric power GARCH(p, q) (cf. Ding et al. (1993) ). For several further examples see also Carrasco and Chen (2002) . Our goal is to establish functional central limit theorems (FCLTs) for the partial sum processes of the random variables
Our main result in Chapter 2 will show that
3 converges weakly to a Brownian motion under second moment assumptions. The proof is short and relies on a basic theorem of Billingsley (1968) who extended earlier work of Ibragimov (1962) . The major advantage of our approach is that it frees the FCLT from the rather restrictive smoothness and moment conditions required by the earlier theory.
In Section 2 we discuss the earlier approaches in this field. We will also give a simple necessary and sufficient criterion for the existence of a strictly stationary solution to (1.1) and (1.5) with finite second moments. Our results are stated in Section 2. In Section 3 we give applications of the FCLT for statistical inference on time series models such as change point detection and unit root testing. The proofs are given in Section 4.
Results
Lemma 2.1 below gives a necessary and sufficient condition for the existence of a strictly stationary solution of (1.5) with Eσ 2δ 0 < ∞. The proof is standard but for the sake of completeness it will be given in Section 4. 
Assuming without loss of generality that p = q, we have under (2.1)
and 
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(1.2) satisfying Ey 2 0 < ∞ exists if and only if
For notational convenience we will write from now on z k when we mean one of the random variables z
The same convention will be used for S ( ) n (t). 
is convergent and
where
To the best of our knowledge, there is no functional CLT for this general class of heteroscedastic time series. However, for the convenience of the reader we shall recall some existing results for the GARCH(p, q) models below. The typical approach is to show that a specific dependence property (e.g. mixing, NED, association, etc.) holds and the results are deduced from a more general theory. However, the verification of many well known dependence properties is rather delicate and requires unnecessary side conditions on the model such as smoothness and higher moments. Assuming more than two moments is clearly undesirable in applications since even in the case of GARCH(p, q) processes, Our approach is based on a theorem due to Billingsley (1968) . The crucial observation is that augmented GARCH(p, q) sequences can be well approximated with m-dependent random variables. Indeed, truncating the infinite series for σ 2δ k at m (see Lemma 2.1) yields pm-dependent random variables σ 2δ km . According to Billingsley's result the FCLT follows if E(σ δ k − σ δ km ) 2 tends to zero sufficiently fast. We note that m-dependence was explored in Giraitis et al. (2000) to obtain a central limit theorem for ARCH(∞) sequences.
Applications
Example 3.1. The CUSUM (cumulative sum) statistics defined by
is one of the most often used statistics to test for the stability of {z i , 1 ≤ i ≤ n}. While with z k = sign(y k )|y k | δ we test for stability in the mean, the choice
is used for testing stability in the volatility. Under the assumptions of Theorem 2.1
where {B(t), 0 ≤ t ≤ 1} is a Brownian bridge and τ is defined by (2.2). The MOSUM (moving sum) version of C n is
where 0 < h < 1. Under the conditions of Theorem 2.1
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In order to use (3.1) and (3.2) we need to estimate τ . One could use, for example, the Bartlett estimator (cf. Giraitis et al. (2003) ).
For a review on CUSUM and MOSUM we refer to Csörgő and Horváth (1997 
If the conditions of Theorem 2.1 are satisfied, then for any 0 < δ < 1/2
Functionals of K n (t) can be considered as ratio based versions of the Kwiatowski et al.
(1992) test.
Example 3.3. Starting with x 0 = 0 we define
where z k is one of the z
. We assume that Eε 0 = 0. The least square estimator for is given by
If = 1 (unit root), then under the conditions of Theorem 2.1
The result in (3. 
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Proof of Lemma 2.1. We can assume without loss of generality that p = q. Repeated application of (1.5) yields
and more generally for n ≥ 2
Because of (1.6) the random variable
is well defined. These observations suggest to set σ 2δ k = X k as solution of (1.5). It is easy to see that formally this defines a strictly stationary (and ergodic) solution of equation (1.5) . It remains to show that X k is a.s. finite, which will follow if we show that EX k < ∞.
Observe that by (1.4)
3)
. By the monotone convergence theorem and (2.1) it follows that
Assume now thatσ 2δ k is another stationary nonanticipative solution of (1.5), such that Eσ 2δ k < ∞. Obviouslyσ 2δ k has to satisfy (4.1) for every n ≥ 1 and thus we get by (1.4), (1.6) and the stationarity ofσ 2δ
Since C < 1 it follows that E|σ 2δ k − σ 2δ k | = 0, and hence the solution is unique. The proof of Lemma 2.1 is now complete.
Proof of Theorem 2.1. We show the functional CLT for the sequence {z (3) k , k ≥ 1}. The proof for {z (1) k , k ≥ 1} and {z .
By (4.3) it follows that
where K is given in (4.5). This shows (4.4).
