Opinion detection and opinion analysis is a challenging but important task. Such sentiment analysis can be done using traditional supervised learning methods such as naive Bayes classification and support vector machines (SVM) or unsupervised approaches based on a lexicon may be employed. Because lexicon-based sentiment analysis methods make use of an opinion dictionary that is a list of opinion-bearing or sentiment words, sentiment lexicons play a key role. Our work focuses on the task of generating such a lexicon. We propose several novel methods to automatically generate a general-purpose sentiment lexicon using a corpus-based approach. While most existing methods generate a lexicon using a list of seed sentiment words and a domain corpus, our work differs from these by generating a lexicon from scratch using probabilistic techniques and information theoretical text mining techniques on a large diverse corpus. We conclude by presenting an ensemble method that combines the two approaches. We evaluate and demonstrate the effectiveness of our methods by utilizing the various automatically-generated lexicons during sentiment analysis. When used for sentiment analysis, our best single lexicon achieves an accuracy of 87.60% and the ensemble approach achieves 88.75% accuracy, both statistically significant improvements over 81.60% with a widely-used sentiment lexicon.
INTRODUCTION
Is this item worth buying ?" A friend may have asked you this question before or you may have asked this question yourself at some point. Asking someone their opinion about an item we are considering buying has long been part of the human experience. We often seek others' opinions when we need to make a decision (Liu, 2012) . Until recently, we could only ask those close to us, e.g., neighbors, friends, or family for their thoughts. However, along with the rapid growth of e-commerce, online retailers have made it possible for customers to express their opinions about products and items. However, it is hard to define exactly what an opinion is; people will often disagree on whether a statement is or is not an opinion rather than a fact, (Kim and Hovy, 2006a) , (Kim and Hovy, 2004) ). Despite this, opinions can be useful not only to online e-commerce but also in government intelligence, business intelligence, and other online services (Pang and Lee, 2008) .
The number of online reviews has grown rapidly and it is possible today to read the opinions of thousands of people all over the Internet on movies, restaurants, hotels, books, products, and professionals. The large amount of information available online today allows researchers to study how individuals express opinions and to mine the collections of opinions to identify trends and consensus. This new phenomenon has given birth to two main tasks: opinion summarization and opinion mining. Opinion summarization consists of identifying and extracting products features from user's reviews whereas opinion mining consists of identifying the semantic orientation (positive/negative) of users' reviews.
Sentiment analysis approaches are often divided into two categories: corpus-based approaches and the lexicon-based approaches. The first category consists of building classifiers from labeled instances and is often described as a machine-learning approach also known as supervised classification. The latter uses a dictionary of opinion-bearing words, that is, a list of word associated with a sentiment orientation (positive/negative) that is often associated with a sentiment strength as well. Thus, we can see the key role that the opinion lexicon plays in the sentiment analysis task. If the lexicon is missing words that are important indicators of sentiment, or if it incorrectly assigns sentiment strengths to words, the accuracy of the resulting sentiment analysis will be negatively impacted. Another advantage to creating a sentiment lexicon is that it can be built from a large corpus and then used in other applications where there may not be enough information to do corpus-based approaches.
In our work, we focus on the task of automatically generating a sentiment lexicon from a corpus of documents. We implement and evaluate two different techniques to perform this task: (1) a probabilistic approach; and (2) an information theoretic approach. We then combine the best resulting lexicons using an ensemble approach. Our approaches differ from the traditional ones in several ways: (a) we generate a lexicon using text mining with no a priori knowledge rather than expanding a list of seed words; (b) unlike most of the existing lexicons that contain only adjectives (Taboada et al., 2011) , our lexicon includes words from all parts-of-speech; and (c) we use a large diverse corpus rather than a domain-specific corpus.
We evaluate and demonstrate the effectiveness of our methods by using the resulting lexicons to do sentiment analysis on Amazon product reviews. Similar to (Hu and Liu, 2004a) , we accumulate the sentiment scores for each word of the review to compute an overall sentiment score. If the score is positive then the review is deemed to be positive; conversely, if the resulting score is negative the review is deemed to be negative. Results show that our lexicons perform well in the sentiment analysis task with accuracy ranging from 87.30% to 88.75% versus a baseline of 81.60% for a widely-used lexicon. All of our lexicon generation methods and the combination of them also achieve good recall, precision, and F1-Scores.
The rest of the paper is organized as follow: In Section 2, we present various existing work on sentiment analysis and lexicon generation. Section 3 describes the baseline that we use and both our systems (1) and (2). Section 4 contains experimental evaluation and results that we get, and Section 5 summarizes our findings and highlights future work and improvements.
RELATED WORK
Mining and summarizing online reviews to determine sentiment orientation has become a popular research topic. Opinion summarization is the task of identifying and extracting product features from product's reviews in order to summarize them. Hu and Liu (Hu and Liu, 2004a) proposed a method to find and extract key features and the opinions related to them among several reviews. In contrast, opinion mining consists of analyzing a product's review in order to determine whether or not it reflects a positive or negative sentiment ( (Kim and Hovy, 2006b) ; (Liu, 2010) ). There are traditionally two ways of doing sentiment analysis, using either supervised learning techniques or unsupervised learning techniques.
In the former approach, sentiment classification is often seen as a two-class classification problem and we typically use a naive Bayes classifier or build a Support Vector Machine (SVM) that is trained on a particular dataset ( (Pang et al., 2002) ; (Pang and Lee, 2004) ; (Ng et al., 2006) ; ; (Zhou et al., 2010) ; ; (Gao et al., 2015) ). This approach generally performs well on the domain for which it is trained. The latter approach, also referred to as a lexicon-based approach, consists of computing the semantic orientation of a review from the semantic orientation of each word found in that review. It can be seen as an unsupervised learning method ( (Turney, 2002) ; (Taboada et al., 2011) ; (Ding et al., 2008) ; (Hu and Liu, 2004b) ; (Khan et al., 2015) ; (Abdulla et al., 2014) ).
It is not uncommon to have reviews that are rated within a range, e.g., from 1 to 5, to express a degree of positiveness or negativeness. Sentiment rating prediction or rating-inference research focuses on the task of predicting the rating rather than the sentiment orientation. Pang and Lee (Pang and Lee, 2005) tackled this problem using an SVM regression approach and a SVM multiclass approach. Goldberg and Zhu (Goldberg and Zhu, 2006 ) implemented a graph-based semi-supervised approach and improved upon the previous work.
While most of the cited work so far is done on the document level, it is important to mention sentiment classification on a sentence level i.e., evaluating the sentiment orientation of a single sentence. Here again, both supervised learning and lexicon-based approaches have been explored. Yu and Hatzivassiloglou (Yu and Hatzivassiloglou, 2003) used three unsupervised statistical techniques to identify the polarity of a sentence. More recently, Davidov et al (Davidov et al., 2010) studied the classification of tweets using supervised learning on text, hashtags and smileys.
Another application of sentiment analysis aims to evaluate a particular aspect or feature of a review as opposed to evaluating the sentiment of the whole review. Ding et al. employed a sentiment lexicon in their approach (Ding et al., 2008) whereas Wei and Gulla (Wei and Gulla, 2010) modeled the problem as a hierarchical classification problem and utilized a Sentiment Ontology Tree.
Since sentiment lexicons are crucial for so many sentiment classification tasks, it is important to accurately capture the sentiment of each word in the lexicon. Sentiment lexicons can be generated (1) manually; (2) using a dictionary; or (3) using a corpus of documents. Dictionary-based approaches typically use a few seed words for which the sentiment orienta-tion is known. The list is then expanded by searching within a dictionary for the synonyms and antonyms of the seed words. The process is then repeated until the lexicon has grown to a sufficient size.( (Kamps et al., 2004) ; (Mohammad et al., 2009) ; (Peng and Park, 2004) ). Corpus-based approaches can also use a list of seed words that is expanded by using a domain corpus rather than a dictionary. The second method consists of adapting a general sentiment lexicon to a domain-specific one by using a domain corpus as well (Hatzivassiloglou and McKeown, 1997) , (Choi and Cardie, 2009 ) and (Kanayama and Nasukawa, 2006) .
Relatively less work has focused on generating a sentiment lexicon without a priori knowledge. Paltoglou and Thelwall (Paltoglou and Thelwall, 2010) use information retrieval weighting schemes to estimate the score of a word. Their work extends the SMART retrieval system and the BM25 probabilistic model by introducing a delta (∆) variant and smoothed delta variant of the idf. Kim et al. (Kim et al., 2009 ) used a term weighting scheme based on corpus statistics as well as contextual and topic related characteristics. They evaluate the sentiment degree of a document using a probabilistic approach. They evaluate the likelihood of a query given a word using Latent Semantic Analysis (LSA) and Pointwise Mutual Information (PMI). Additionally, they estimate the probability of a document to generate a particular word using the Vector Space (VS) model, the BM25 probabilistic model and Language Modeling (LM) model.
Our method differs from the aforementioned work by (1) introducing a new weighting scheme called brtf.idf and (2) by using Bayes theorem for text classification as our probabilistic approach rather than using the BM25 or LM model. Taking a similar approach, Martineau and Finin (Martineau and Finin, 2009 ) introduced Delta tf.idf which basically calculates the difference of a word's tf.idf score in the positive and negative training dataset. Our work extends from this by estimating the score of a word in an unbalanced dataset as rather than requiring a balanced dataset. We also incorporate a parameter to allow us to weight words occurring in more extreme reviews, i.e., 1 * and 5 * , more highly.
LEXICON GENERATION

Probability-based
Our first approach is based on Baye's theorem (Bayes and Price, 1763) that calculates the posterior probability defined as the probability of an event A happening given that event B has happened. We define the probability-based score of a word w, Score prob (w), to be the difference between its probability of being positive, p(pos|w), and its probability of being negative, p(neg|w), as follows:
where:
is the prior probability of the positive class, i.e., the proportion of words that belongs to the positive class; p(neg) is the proportion of words that belongs to the negative class; and p(w) is the total number of occurrences of w; p(w|pos) is the probability to observe a word w given the positive class; and p(w|neg) is the probability to observe w given the negative class. This yields scores in the range from -1 to 1, with -1 indicating that the a word is entirely negative, +1 that a word is entirely positive, and 0 indicating a neutral word. We propose 3 different ways of calculating the probability that a given word w belongs to the positive or negative class. The first is the simplest:
where p(w pos ) is number of times word w appears in the positive class; p(pos) is the proportion of words that belong to the positive class; p(w neg ) is the number of times w appears in the negative class; and p(neg) is the proportion of words that belong to the negative class. Because this formula does not take into account unbalanced datasets, and we have many more positive reviews than negative ones, we do not expect this formula to perform well. Our second approach is influenced by Frank and Bouckaert (Frank and Bouckaert, 2006) who studied the problem of using Baye's theorem for text classification with unbalanced classes and proposed a solution. Based on their work, the second method esti-mates the probability of word w to be positive or negative as follows: 
∑ r∈R pos n wr = n w5 * + n w4 * ∑ r∈R neg n wr = n w1 * + n w2 *
In this approach, ∑ r∈R pos n wr is the number of times word w appears in the positive class (i.e., the number of times it appears in each positive review r in corpus R); ∑ r∈R neg n wr is the number of times w appears in the negative class; ∑ w ∑ r∈R pos n w r is the number of occurrences of every word in the positive class; and ∑ w ∑ r∈D neg n w r the number of occurrences of every words in the negative class.
Our third probability-based method computes p(w|pos) and p(w|neg) similarly to (2). The only difference is that we add a weight factor γ to take into account the frequency of the words within the 1 * and 5 * review classes. Our intuition is that, since 1 * reviews are more negative than 2 * reviews and 5 * are more positive than 4 * reviews, word occurrences in these more extreme reviews should count for more. Thus, ∑ r∈R pos n wr and ∑ r∈R neg n wr in our third method become: In experiments not presented here, a value of 4 for γ gave the best results.
Information Theory-based
These methods are based on a traditional information theoretic technique called TF-IDF (Term FrequencyInverse Document Frequency) (Salton and McGill, 1986) , that assesses the importance of a word when representing the content of a document. The overall score of a word w is the difference between its positive score and its negative score times its inverse document frequency and is defined as follows:
where :
IDF(w) = log N d f w We propose 3 formulae to compute the positive and negative score of word w. The first uses the traditional relative term frequency of a word and is inspired by (Martineau and Finin, 2009) 
n wr |r| Here, rt f wr is the relative term frequency of word w in review r; N neg is the total number of negative review; N pos is the total number of positive reviews; N is the total number of reviews. For example, rt f (w 5 * ) is the relative term frequency of w in the 5-star reviews; and |r| is the size of the review.
As in the case with our initial probability formula, P1, this formula does not account for an unbalanced dataset. Thus, since we have many more positive reviews than negative reviews in our datasets, we do not expect this formula to perform well.
Our second information-theoretic formula adapts to unbalanced data sets by introducing a factor, the balanced relative term frequency of a word. brtf computes a word's frequency relative to the type of review it is, that is, a positive or negative review. If a word w belongs to a negative review, the brtf is defined as follows:
brt f (w c ) = rt f wr N neg × N Conversely, if w belongs to a positive review the brtf of w becomes the following:
The positive score, pos(w), and negative score, neg(w) of a word become:
Finally, based on the same intuition as with the probabilistic approaches, we add a weight factor γ to take into account the frequency of the words within the more extreme review classes 1 * and 5 * . In this case, the positive score and negative scores of a word are now calculated as follows:
We first introduce a new term called balanced relative term frequency of a word that is a modified relative term frequency that takes into account the unbalanced factor of a word in the dataset. balanced relative term frequency, brt f , computes a word's frequency relative to the type of review it is, that is, a positive or negative review. If a word w belongs to a negative review the brtf is defined as follow:
Based on experiments not reported here, we employ 4 for γ.
Ensemble
Since our probabilistic approach uses the global frequency of a word, it gives importance to the distribution of that word on a corpus level while our information theoretic approach uses the balanced relative term frequency as well as the Inverse Document Frequency of a word granting more importance to that word on the document level.
In order to benefit from both methods, we combine the best probabilistic approach with the best information theoretic approach into what we call an ensemble approach. The score of a word w is calculated as the average of both the Score prob and Score IT of that word. Thus, the final score of a word w is calculated as follow:
EXPERIMENT
Experimental Setup
Since our lexicon is built for a general purpose, we need to have a large and diverse dataset. We use Amazon products reviews ((McAuley et al., 2015b) ; (McAuley et al., 2015a) ) from 15 different categories to ensure the diverseness of the data. We use reviews from January 2013 through July 2014 from each of the 15 datasets merged into one large and diverse dataset. The resulting dataset contains 11,129,382 reviews which are rated from 1 to 5. We randomly split our dataset into two subsets, using 80% for training and the remaining 20% for test purposes. Table 1 presents some statistics about both datasets. Throughout the rest of our experiment, we consider a review to be positive if it is rated with either 4 or 5 stars, conversely, a review is considered negative if it is rated either with 1 or 2 stars. 3-star reviews are considered neutral and are ignored during the experiments.
Additionally, we evaluate our results against a baseline lexicon built from the free lexical resource SentiWordNet (Baccianella et al., 2010) ,ignoring part of speech. SentiWordNet is constructed using stateof-the-art techniques and it assigns three sentiment scores to each word whereas our sentiment lexicons provides only one single score per word. To account for that, we use Petter Tonberg's sentiment value approximation to approximate the score of a word with its POS tag. Furthermore, we average each word's score across all POS tags to provide a single sentiment score.
We evaluate the sentiment lexicons built from the training subset using a basic sentiment analysis method on the 2,225,977 Amazon products reviews in the test dataset. We compute a reviews score by summing up each words score in the lexicon and normalizing for length. If the resulting score is positive then the review is deemed to be positive, conversely, if the resulting score is negative then the review is deemed to be negative. Table 2 presents the evaluation of each of the described methods. We report the True Positive Rate (TPR) that measures the proportion of positive reviews that are correctly identified as positive, the True Negative Rate (TNR) that measures the proportion of negative reviews that are correctly identified. We also report the Predicted Positive Value (PPV) as well as the Predicted Negative Value (NPV) that measures the proportion of positive results that are true positive and the proportion of negative results that are true negative, respectively. We also report the F-Score and Accuracy for each of the different methods.
Experimental Results
As shown in the table, P1 and I1 achieve a high accuracy overall, each achieving 86.9% accuracy. However, they are not able to correctly identify negative reviews as evidenced by the 0.0 TNR each produces. We attribute this to the high proportion of positive reviews in the training dataset. Because P2 and I2 include factors to accommodate unbalanced datasets, they are able to identify negative reviews. However, their high TNR is offset by a decreased TPR and overall they achieve a lower accuracies of 76.6% and 72.6%, respectively. However, when we include the factor gamma that weights extreme reviews more highly, we achieve our highest the accuracy, 87.3%-87.6%, while still correctly classifying both positive and negative reviews.
We compare our best performing individual approaches to an ensemble approach and our baseline. Since P3 is our best probabilistic approach and I3 is our best information-theoretic approach, these are the two that the ensemble approach combines. Table 3 presents this comparison using Precision, Recall, F1-Score, and Accuracy. As we can see, all of our lexicons outperform the baseline lexicon in terms of all metrics used. Our best lexicon, the ensemble, achieves an accuracy of 88.75%, which is an improvement of 7.15% over the baseline lexicon that achieves 81.60% accuracy. This result is statistically significant (p < 0.05) based on the paired student t-test. The ensemble approach also achieves a better recall and precision than the baseline, suggesting that the resulting lexicon could be more exact and complete than the baseline lexicon. Likewise, the ensemble approach performs better than both the information theoretic and probabilistic approaches, meaning that the combination of both approaches works better than each of them used individually.
Discussion
To give an intuitive feel for the lexicons produced by the different approaches, Table 4 , shows the 5 most positive and 5 most negative words from our lexicons in addition to the baseline lexicon. As table 5 shows, all the lexicons classified the word good as positive. However, the word okay is classified as negative in our three lexicons built via text mining whereas the baseline lexicon has it classified as positive. Likewise, the word refund appears to have a negative connotation in our methods whilst it is a positive word in the baseline lexicon. These differences are due to the nature of our training dataset of online reviews. Table 6 shows snippets of how sentiment analysis is done on an entire review using each of the different approaches. As shown in the table, the baseline approach takes into account only a few words within the review. These words are usually only adjectives whilst our approach can score nearly every words of the review. This major difference could explain the higher accuracy achieved by our lexicons. Indeed, although some words are not adjectives, they can still carry a sentiment orientation and it may be important to take them into account. Figure 1 shows the word sentiment score distribution for each of the approaches. As you can see, in all lexicons words score tend to fall in the range -0.25 to 0.25. There are also many words with the positive scores versus those with negative scores.
CONCLUSION
In this paper, a new method is presented that generates a sentiment lexicon using the combination of a probabilistic approach and an information theoretic approach. Our new method can generate a lexicon using text mining with no a priori knowledge rather than expanding a list of seed words as in traditional techniques. Furthermore, our lexicon includes words from all part-of-speech rather than being exclusive to adjectives. Our approaches are unique in that we use a large diverse corpus rather than a domain-specific corpus and, unlike other approaches, we work with unbalanced datasets. Finally, we achieve the best results when we weight words appearing in the more extreme reviews, i.e., 1 * and 5 * , more highly.
We evaluate the effectiveness of our methods by using the resulting lexicons to do sentiment analysis on Amazon product reviews. Our experimental results indicate that our lexicons perform well in the sentiment analysis task with accuracy ranging from 87.30% to 88.75% versus a baseline of 81.60% for a widely used lexicon. Our best probabilistic approach achieves an accuracy of 87.60% versus 87.30% for our best information theoretic approach. However, the ensemble approach improved on the single lexicons, achieving 88.75% accuracy. Our lexicon generation methods also achieve good recall, precision, and F1-Scores.
In the future, we will evaluate our approaches in domain-specific datasets to measure their effectiveness across different domains. In addition, since online reviews tend to be rated within a range (e.g. typically from 1 to 5) to express a degree of negativeness or positiveness, a sentiment rating prediction might be experimented using our lexicons instead of doing sentiment analysis. Finally, we will investigate the use of deep learning to create the sentiment lexicons.
