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In situations when analysis of variance procedures are utilized, it is generally thought important 
that the assumptions associated with analysis of variance be fulfilled. Two assumptions that are 
often examined in the course of an analysis are normality and homogeneity of variance. To what 
extent violation of one or both of these assumptions influences inferences made in an analysis of 
variance is not fully known, but remedial measures to deal with these problems have been often 
used. 
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One remedy to analysis of variance assumption violations that was once very popular was the 
rank transform. Conover and Iman (1976) proposed using the rank transformation in conjunction 
with parameter procedures such as analysis of variance. Problems with this method were 
demonstrated, however, when the treatments were in a factorial arrangement and interaction was 
present. In these cases it has been shown that the rank transform is not robust and lacks power 
(see Akritas, 1990; Blair et al., 1987; Sawilowsky et al., 1989; Thompson and Ammann, 1990). 
 
One way to combat the problems presented by the rank transformation is to use aligned ranks. 
Hodges and Lehmann (1962) first proposed this adjustment to the rank procedure. It has been 
found to be more robust and powerful in some situations, especially in designs with interactions. 
Higgins et al. (1990) and Higgins and Tashtoush (1994) investigated the use of aligned ranks 
specifically for testing main effects and interaction in a two-factor factorial experiment. They 
found that aligning ranks improves on the problems that the ordinary ranking presents. Richter 
and Payton (1999) advocate the use of aligned ranks in conjunction with exact tests to provide a 
robust and powerful alternative to parametric and ranking procedures. 
 
Though aligned ranks procedures have been established as viable alternatives, an analysis of a 
data set is not readily available due to the lack of adequate computer code. This paper presents 
the code adequate to perform an aligned rank analysis with the use of SAS software (SAS Inst., 
1996). 
 
2. SAS PROGRAM 
 
Below is a representation of the SAS code needed to perform the aligned rank analysis of 
variance for a two-factor factorial experiment in a completely randomized design. Note that the 
program includes the experimental data. The user must input data with factor levels denoted by 
1, 2, . . . , nla and 1, 2, . . . , nlb for factors A and B, respectively. The observed values must be 
entered in the order shown in the program, and the data set must be named TWOWAY. There 








Electronic copies of the above program can be obtained via email. Interested parties should 
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