With the increasing use of location-sensitive applications, a variety of localization techniques in wireless sensor networks (WSN) 
Introduction
Recent advances in hardware miniaturization and communication technologies have led to the emergence of Wireless Sensor Networks (WSN). A WSN consists of small, inexpensive, battery-powered, and wirelessly connected sensors which are usually employed for distributed sensing of physical events. In most cases, sensors are statically put over vast areas, but these sensors can be mobile as well. They can detect different objects, collect information and transmit messages among each other. WSNs can be used in a wide range of applications, such as environmental monitoring, surveillance, automated health care, intelligent building management, traffic control and object tracking [1] [2] [3] .
Despite many advantages, these sensors are usually small in size and have many physical limitations. For instance, in many applications it is crucial to know a node's location. Clearly, the most accurate and reliable way to obtain this information is to equip each node with a GPS receiver. Nevertheless, this method does not seem to be feasible in many cases, which is due to the fact that most sensor nodes are battery operated and cannot be recharged because of deployment in harsh and remote environments [4] .
To solve this constraint, researchers have developed many localization methods in which instead of installing GPS on every node, only a few nodes are equipped with GPS hardware. These particular sensor nodes are called anchor nodes and they know their exact positions. Each of the other normal sensors will then calculate their locations based on the information they receive through talking to each other. Two main methodologies of distributed localization are range-based and range-free localization. Range-based localization approaches [5] [6] [7] [8] are hardware intensive methods that localize a sensor node using techniques such as time of arrival (TOA), time difference of arrival (TDOA), and angle of arrival ( ). Although range-free approaches [9] [10] [11] [12] normally produce less accurate location results than the range-based ones, they are more economical and provide simpler estimates. In a range-free proximity-based localization algorithm, introduced by Bulusu et al., the anchor nodes broadcast their positions within the network and each sensor node computes its position as a centroid of the positions of all the connected anchor nodes to itself [5] . This is a rather simple and economical method, but can erroneous. Later in 2005, Kim and Kwon [10] proposed an improved version of the same localization algorithm. In their method, anchor nodes are weighed based on their proximity to sensor nodes, and each sensor node computes its position as a weighed centroid of the positions of all connected anchor nodes to itself. This method has proven to have fewer errors than the previous approach, nevertheless its performance is highly related to the design and choice of the weights which is heuristicbased. Sukhyun Yun et al., [13] presented some intelligent localization approaches to improve accuracy of position estimation.
None of the above-mentioned methods address the issue of uncertainty handling which is fundamental in any wireless sensor network. In the real world, WSNs operate in very complex environments with highly limited resources. Nonetheless, to the best of author's knowledge, there are a few papers where the influence of Signal-to-Noise Ratio on the localization accuracy has been taken into account. Among the few related works, Wan-Young Chung et al., [14] in 2007 introduced a RSSI accuracy refinement algorithm to reduce noise in signal strength mainly caused by the effect of reflecting and attenuating objects in the indoor environment. Later in 2008, Songbin Zhou et al., [15] proposed a new node location estimation scheme based on Support Vector Regression (SVR). This method utilizes the generalization capability of SVR to achieve better location estimation in the noisy conditions. Also, Pawel Kulakowski et al., [16] in 2010 presented an AOA localization algorithm which considers available environment noise. In this approach, sensors sample the beacons multiple times and take average values to filter out the noise.
Kadkhoda et al., [17] modeled the problem of location estimation in WSN for the first time by a Probabilistic Fuzzy Logic System (PFLS). The concept of Probabilistic Fuzzy Logic was first introduced in 2001 by Meghdadi and Akbarzadeh [18] as a way of representing and/or modeling existing uncertainty in many real world systems. Their approach was based on combining both the two factors of probability of truth and degree of truth within a unique framework. Later in 2005, Liu and Li presented a formal mathematical framework for PFLS to handle this hybrid paradigm of uncertainty [19] .
Similarly, this research focuses on the issues of noise and uncertainty in WSNs. Using PFLS as the main model, it employs GA to present an optimized version of PFLS to enhance localization accuracy. It also examines simulation behavior of the two models (PFLS and optimized PFLS) and makes a comparison between these two and other localization estimation methods such as Fuzzy Logic Systems (FLS) and Neural Networks (NN).
This remainder of the paper is organized as follows. Section II looks at several basic concepts and preliminaries used in the article. Section III introduces the proposed strategy and explains the intelligent localization algorithm that has been developed and used in the research. Section IV, explores the environmental setup and conditions required for simulation. Having experimented with four localization methods of PFLS, FLS, optimized PFLS and NN, Section V, examines and analyzes our findings of all the simulations run in a dynamic environment. The paper is then concluded in the last Section.
Preliminaries
Fuzzy modeling techniques are well established and are extensively used for modeling complex and nonlinear deterministic systems [20] . A FLS is an inference system that imitates the human thinking and consists of a fuzzifier, some fuzzy IF-THEN rules, a fuzzy inference engine and a defuzzifier.
A simple conventional fuzzy if-then rule with multiple inputs and single output can be shown in the following form:
(1)
Where
) and ) corresponds to the fuzzy sets in the antecedent and consequent part. I is the number of rules and n is the number of input variables.
Fuzzy modeling techniques are not suitable in their conventional form for probabilistic modeling of randomized and stochastic systems. This has made it inevitable for the need of a probabilistic fuzzy modeling approach as many of the real world complex systems may exhibit randomness in their behavior as well [21] .
An overview of the PFLS formulation as described by Liu and Li [19] is included here: "Similar to the ordinary FLS, a PFLS includes fuzzification, fuzzy rules, a fuzzy inference engine and defuzzification stage. The significant difference of PFLS to FLS is that the fuzzification and defuzzification procedure are based on probabilistic fuzzy sets instead of ordinary fuzzy sets. The concept of a probabilistic fuzzy set is defined as follows:
Definition 1: For an input variable , and its fuzzy membership grade , the probabilistic fuzzy set ̃ can be expressed by a probability space , where is the set of all possible events { }, is a σ-field, and the probability P is defined on . For all element event 's in where E i corresponds to an event that u= , u i =(1,…,S) is a certain value of fuzzy membership grade, and P(E i ) is the probability for the event E i . S is the number of the element events in the set { }. The probabilistic fuzzy set can be expressed as the union of finite subprobability space as follows:
The inference engine of PFLS is similar to that of the ordinary FLS which gives a mapping from input fuzzy set to output fuzzy set. The inference process is based on the operation methods of PFLS including union, intersection and complete operation. The ith rule of the PFLS is expressed as
where ̃ ̅ ), ( ̅ and ̃ ) are the probabilistic fuzzy set of antecedent and consequent parts, ̅ is the number of input variables and is the number of fuzzy rules".
The Proposed Strategy
Having randomly distributed sensor nodes in a simulated environment, this research aims to estimate exact location of sensor nodes using their weights which is computed from Received Signal Strength (RSS). Although this method is not precise, it can be a cue, as obviously if an anchor node sends out high powered signal, the anchor node is probably close to a given sensor node and it should have a higher weight. Conversely, if an anchor node sends out low powered signal, it is likely to be far from the given sensor node and should have a low weight. To overcome the uncertainty of the RSS and the nonlinearity between the RSS and the distance, we use FLS or PFLS to model the relationship between the weight of an anchor node and its RSS. Figure 1 show RSS transmitted between anchors and sensor nodes in an environment.
Figure 1. RSS Transmitted between Anchors and Sensor Nodes
A summary of the localization algorithm can be seen below:
1. The adjacent anchor nodes 's are discovered using connectivity, where is the index of anchor 's neighbors. Where are the positions of the anchor nodes, is the number of adjacent anchor nodes, and is the weight of each anchor node . This algorithm is the same as the approach used by Sukhyun et al., [13] except that PFLS or Optimized PFLS are used to compute the weights of anchor nodes. The proposed strategy is depicted in Figure 2. 
Localization with FLS
The proposed fuzzy If Then rule is in the following form:
is The input variable is the RSS from anchor node and takes a value in the interval [0,RSS max ], where RSS max is the maximum RSS value. The output variable is the edge weight of each anchor node for a given sensor node and takes a value in the interval [0,W max ], where W max is the maximum weight. The input and output spaces consist of five membership functions: VL, L, M, H, and VH, as shown in Figure 3 and Figure 4 . Table 1 presents fuzzy rule base used in this research. 
Localization with PFLS
Probabilistic fuzzy logic is a new approach for incorporating probability in fuzzy logic in order to better represent non_deterministic real world systems [21] . In this research, a special case of PFLS is used for the simulation. With Taking into account probability only in the consequent part of the rule, a PFLS rule has the following format:
Where is the input variable, and ( are linguistic variables in the antecedent and consequent parts respectively. ̂ is the stochastic output variable that takes one of the values proportional to the conditional probabilities | | | In order to model the existing uncertainty in the localization, in defining the optimal rule set, each conventional rule is substituted with a probabilistic fuzzy rule. For example this is how a PFLS rule is defined in this research:
The consequent part of the probabilistic rule can be thus expressed in a compact form using the output probabilities vector P. Hence, the above rule can be presented as follows:
Finally, the sample probabilistic fuzzy rule set used in the simulation presented here:
Probabilistic fuzzy systems are regarded as an extension of their conventional counterparts. If the statistical parameters are selected such that the degree of randomness tends to zero, then probabilistic fuzzy system is converted to conventional form. In other words, conventional fuzzy logic is a special case of the probabilistic fuzzy logic with zero degree of randomness [18] .
Localization with Optimized PFLS
Unlike PFLS system, in which probability vector P is constant, in Optimized PFLS, this vector is no longer fixed. We knew that the overall performance of the PFLS system could be improved, only if this vector could be dynamically changed, taking into account various conditions of a real environment. Hence, in this research, Genetic algorithms (GA), has been used to determine the value of the previously-constant probability vector. GA is a particular class of evolutionary algorithms that can be applied to find approximate or exact solutions for optimization and search problems. In this case, it has been used to optimize probability vector P which will lead to more accuracy. GA optimization parameters used in this study are listed in Table 3 . 
Simulation Setup
The conditions used for simulation in this paper are identical to the ones applied by Yun et al., [13] in 2008. In this simulation, a 100*100 m 2 region with 121 anchor nodes is used. As shown in Figure 5 , anchor nodes are placed regularly within 10m distance from each other, and 60 sensor nodes are randomly placed across the area. A sensor node can receive signals from the adjacent anchor node if it stands at a distance smaller than the transmission range which is 8.94m in this case. Within this particular setup, each anchor node knows its exact position, either through GPS or by other means such as pre-configuration. The radio propagation is perfectly spherical and the transmission range of all radios is identical.
Figure 5. Distribution of Nodes in the Simulated Area
While anchor nodes send out beacon signals, each sensor node listens for a fixed time period and collects the RSS information in the beacon signals received from adjacent anchor nodes in order to locate itself. For the simulation, the following RSS model is used which also takes into account noise:
where R ij is the RSS value between the ith adjacent anchor node and the jth sensor node, is a constant which takes into account carrier frequency and transmitted power, d ij is the distance between the ith adjacent anchor and the jth sensor node and is the attenuation exponent. Here, we use =50 and = 1 and (additive white Gaussian noise) to simulate more realistic environment.
(signal_to_noise ratio) as a parameter of is the ratio of signal power to noise power and it is used to generate various noise levels in the simulations.
To evaluate the proposed approaches, the two following performance criteria are considered: Location Error ( ) and Average Location Error ( ). Location Error is the distance between estimated location and actual position of sensor node. Also, ALE is defined as the average error over all sensor nodes. 
Having implemented four localization methods in a dynamic environment, this section compares the behavior of these approaches: localization by FLS, PFLS, NN and optimized PFLS.
To examine location estimation results of NN, we applied the method presented by Sukhyun et al., [13] which calculates the location of a sensor node using NN and based on the RSSs received from the anchor nodes. In this approach, all sensor nodes are divided to four sections depending on the number of their adjacent anchor nodes. If RSSs of the anchor nodes are represented by and stands for the number of adjacent anchor nodes, the relative position of the sensor node in the training region is estimated as:
For computing the actual location, it is sufficient to add the output of to the location of first adjacent anchor node.
is a neural network with inputs and three layers. We use 100 hidden nodes for the simulation and train them by back propagation algorithm.
Figure 6. Average Location Error in Four Methods under varying Noise Level
In order to compare all the four aforementioned methods, 10 total simulations were run with variant amount of noise level. In the beginning of the experiment, the level of noise was almost zero. In each simulation, the noise level was increased and subsequently ALE was computed accordingly. Results of all these experiments are depicted in Figure 6 . From these findings, it is not difficult to conclude that initially when the system has less noise, NN model is the best and has the least location error. With the gradual increase in noise level, NN loses its localization accuracy very quickly. Contrary to that, the other three methods of FLS, PFLS and optimized PFLS become more reliable. Focusing on the two methods of FLS and PFLS, the results reveal that at the beginning, FLS shows a better performance in comparison with PFLS. However, as the environment gets noisier, ALE amount of FLS gets higher than PFLS'. In other words, PFLS seems to produce more accurate results in very noisy conditions. Through all these simulations, the behavior of optimized PFLS method is better than PFLS. Following the previous experiment, the average, minimum and maximum location error of all simulation runs have been calculated for each method. The result is shown in Table 4 . As it can be seen with the average error of 1.87 meter in 10 meters (%18.7), the maximum error of 2.45 meter (%24.5), and the minimum error of 1.66 meter (%16.6), optimized PFLS seems to be the best method among these four.
As mentioned before, FLS can be much more reliable than PFLS method if the environment is either noise-free or contains a low amount of noise. However, as the environmental noise increases, the PFLS proves to be a better option. Now, the question is how one should determine the critical point after which PFLS gives us better results. And another question should be answered is whether the number of sensors have effect on occurring critical point. In order to find out the answer to these questions, the same experiment is repeated for various number of sensors. The results are presented in Figure 7 . As can be seen, there is no relation between the number of sensors and the critical point. Interestingly, this critical point seems to have occurred when the signal_to_noise ratio in the environment reaches a constant number (-15 is here). We also found out that the pace at which noise is increased has a direct impact on the critical point; meaning if the noise level is increased faster, the critical point would happen sooner. 
Conclusion
Sensor location estimation in Wireless Sensor Networks is a non-deterministic problem in real conditions which can be modeled by PFLS. PFLS can be a general framework for combining fuzzy logic with probability theory and hence a better handling of cases where both sources exist. In this research, uncertainty in the localization problem is modeled by PFLS. GA, too, have been used to enhance PFLS' performance. The paper simulates and examines localization with PFLS and GA_optimized PFLS in a dynamic environment and compares the behavior of these methods with others such as FLS and NN. The findings reveal that NN and FLS approaches yield a better performance in a static environment; nevertheless under noisy conditions, PFLS and optimized PFLS approaches seems to be much more effective than the other ones. According to our simulation results, the optimized PFLS approach results in better efficiency in a dynamic environment, particularly when the amount of noise in the system increases considerably.
