We consider a compact oriented 3-manifold M and choose a contact form . Its existence is guaranteed by J. Martinet 11] . We recall that a contact form is for (h; k) 2 T (a;m) (R M). One veri es immediately using (2) thatJ 2 (h; k) = (?h; ?k). The equation (4) is equivalent to the equatioñ u = (a; u): C ! R M u s +J(ũ)ũ t = 0:
There are plenty of solutions of (5) which is a nonnegative integrand. Here, and also in the following, we used the norm jhj 2 J := g J (h; h) for h 2 , where g J is de ned in (3) . Therefore, ifũ is a solution of (5) The rst part of Theorem 1.2 has been proved in 4]. The strengthening for a non-degenerate asymptotic limit will be proved in the present paper. The limit x associated to a suitable sequence R k ! 1 will be called, in the following, an asymptotic limit. As stated, the asymptotic limit is unique provided there exist a non-degenerate one. In general this should not be case. However we do not know an explicit counter example.
As for the existence question, we recall that if M has a non-vanishing 2 (M) then for every contact form and every compatible almost complex structure J there exists a nite energy plane. One can also show that for the three-sphere S 3 there exists a nite energy plane for every choice of contact form and compatible J. All these results, with the exception of the case where is a tight contact form on S 3 have been proved in 4]. Theorem 1.2 then shows that the associated Reeb vector elds X possess periodic solutions.
We are not concerned in the following with the existence question. Rather we assume the existence of a nite energy plane and the aim is to describe precisely its asymptotic behaviour as jzj ! 1. We shall assume, however, that the T-periodic solution x(t) guaranteed by the rst part of Theorem 1.2 is nondegenerate. This requires that it has only one Floquet multiplier equal to 1, and hence is isolated in the set of periodic solutions of the Reeb vector eld having their periods close to T.
We reformulate the second part of Theorem 1.2 as follows Theorem 1.3. Letũ = (a; u): C ! R M be a nonconstant, nite energy plane as in Theorem 1.2, with an asymptotic T-periodic orbit x(t) which is nondegenerate, then lim R!1 u(Re 2 it ) = x(T t); moreover the convergence is in C 1 (R).
The theorem allows us to study, for R large, the nite energy plane in a tubular neighborhood of its limit x(t). It is convenient to consider the holomorphic cylinder v =ũ ' = (a; v), with the biholomorphic map ': R S 1 ! C n f0g de ned by '(s; t) = e 2 (s+it) . Then v(s; t) ! x(Tt) as s ! 1 in C 1 (S 1 ). We shall construct local coordinates R R 2 in a tubular neighborhood of x(t). In these coordinates the mapṽ is represented by (a; v) = (a(s; t); #(s; t); z(s; t)): s 0 ; 1) R ! R R R 2 .
If T = k , k 1, where is the minimal period of the periodic solution x(t), then #(s; t + 1) = #(s; t) + k, while the other functions a; z are 1-periodic in t. The an eigenvalue of a selfadjoint operator A in L 2 (S 1 ; R 2 ) related to the linearized Reeb vector eld X along the limit orbit x(t). The operator is de ned by A = ?J 0 d dt ?S 1 (t), with S 1 (t) = S 1 (t+1) a symmetric, 1-periodic, smooth 2 2 matrix function equivalent to S 1 (t) = ?J 0 m dX(m) m , where m = (kt; 0) 2 R R 2 .
Moreover, e(t) = e(t + 1) 6 = 0; is an eigenvector of A belonging to the eigenvalue < 0.
From this asymptotic description ofũ we shall deduce, using the similarity principle, the following global consequences Theorem 1.5. Letũ = (q; u): C ! R M be a nonconstant nite energy plane with nondegenerate asymptotic periodic orbit x(t). Let P = fx(t) j t 2 Rg M.
Then the sets fz 2 C j u(z) 2 Pg fz 2 C j Tu(z) = 0g consist of nitely many points.
This means that the map u: C ! M intersects its limit x(t) in at most nitely many points. Moreover, the tangent map Tu has maximal rank except at nitely many points, using that Tu(z): T z C ! u(z) is complex linear, in view of the identity Tu i = J Tu.
These results will be important in a series of applications of holomorphic curves methods to problems in low-dimensional topology and Hamiltonian dynamics, see 5, 6, 7, 8] . There we will use holomorphic curve methods in symplectisations to construct open book decompositions for certain three-manifolds, 7], as well as global surfaces of sections for Hamiltonian ows on three-dimensional energy surfaces, 8]. In particular it turns out that a Hamiltonian ow on a strictly convex energy surface in R 4 has either precisely 2 or in nitely many periodic orbits, see 8] .
There are three technical ingredients to any application. The rst is a complete description of the behavior of nite energy planes at in nity, which is the same as the behaviour of a nite energy surface near a non removable singularity. This is the contents of the present paper. The second ingredient is the study of embedding properties of nite energy surfaces and their projections into the contact manifold. Here methods from algebraic topology like intersection theory, Maslov indices and winding numbers combined with the asymptotic analysis from the present paper will play a crucial role, see 5] . The third ingredient is a Fredholm theory and implicit function type techniques in order to decribe families of nite energy planes, see 6].
Periodic orbits of X and local coordinates near the ends
We consider a T-periodic solution x(t) for the Reeb vector eld _ x = X (x). Then x(0) = x(T) and for the linearization of the ow ' t we have d' T X(x(0)) = X(' T (x(0))) = X(x(0)): has no eigenvalue equal to 1. Dynamically a nondegenerate T-periodic solution is isolated on M in the set of periodic solutions having periods close to T. In order to study the asymptotic behaviour it is convenient in the following to consider a cylinder instead of a plane. Let ': R S 1 ! C n f0g be the biholomorphic map 
A solutionṽ of (7) Proof. Let ' 0 : U ! V be a local di eomorphism mapping S 1 f0g onto P such that the contact structure ker(' 0 ) is transversal to S 1 f0g. By J. for some s 0 > 0 large. We shall use the notations u(s; t) = (u 1 (s; t); u 2 (s; t); u 3 (s; t)) = (#(s; t); x(s; t); y(s; t)): Working, as usual, in the covering space R of S 1 = R=Z, the functions a(s; t); x(s; t) and y(s; t) are 1-periodic in the t variable. The function #(s; t), however, represents a map from S 1 onto S 1 and satis es #(s; t + 1) = #(s; t) + k: Indeed, this follows from the fact that for any sequence s n ! 1 there is a constant c 2 0; 1) such that u(s n ; t) ! (T t + c) as n ! 1: Here (t) is the T-periodic soultion of _ = X( ) and T = k with the minimal period : In view of X(#; 0; 0) = 1 (1; 0; 0) we nd that (T t) = (T t= ; 0; 0) = (kt; 0; 0) and the claim follows. By construction, these (15) and (16) and using the formula (13) we obtain for (15) 
for some " > 0 and some multi-index of order at least 1. We can always add a real constant to a and an integer to # so that still the equations (18) Eventually taking a subsequence the above sequence has a C 1 loc -convergent subsequence, whose limit we denote by (â;b). The map (â;b) is then de ned on R R, andâ is 1-periodic in t whileb satis esb(s; t + 1) =b(s; t) + k. Moreover for z = z(s; t). In order to simplify the presentation we assume now that the almost complex structure M is given by M = J 0 ; i.e. M agrees with the standard symplectic structure, which is a constant matrix. We shall reduce the case of a general M to this special case later on.
Next we will show that kz(s)k L 2 (S 1 ) converges exponentialy to 0 as as s ! 1. (27) and (26). Hence R(t) w(0) and w(t) are solutions of (26) having the same initial condition w(0) and therefore w(t) = R(t)w(0). Consequently R(1)w(0) = w(1) = w(0) and hence 1 is an eigenvalue of R (1) We also observe that with these Lemmata, putting # 0 = 0, we have where z = (x; y). Here f = f(t; z): R 3 ! R is smooth, 1-periodic in t and satis es f(t; 0) = and df(t; 0) = 0. Moreover S(s; t) ! S 1 (t) as s ! 1 in C 1 . The matrix S 1 is periodic in t, symmetric and satis es 0 = 2 (A 1 ).
Our aim is to prove the following result about the asymptotic behaviour of nondegenerate nite energy planes locally near the limit periodic solution. T 1 ] : It follows that Theorem 2.8 holds true for (s; t) replacing z(s; t) in the statement, and hence, by formula (36), also for the original z(s; t), for every almost symplectic structure compatible with .
Proof of Theorem 2.8
We shall consider the smooth function (a; #; z): s 0 ; 1) S 1 ! R 4 which meets the assumptions of Theorem 2.8, i.e. solves the equations (32) and (33) and has the asymptotic properties as described in Lemma 2.4. In the following we shall denote by z(s) the periodic function z(s; t) and abbreviate L 2 L 2 (S 1 ). We start investigating the alternative (i) of Theorem 2.8. Recall that the period of the limiting periodic solution x(t) of the Reeb vector eld satis es T = k with the minimal period : In order to simplify the notation in the proof we assume T = = k = 1; furthermore we often drop the index in J = J 0 . We begin with a proposition concerning the L 2 -convergence of (x; y). It is of course related to our previous discussion. However the conclusion is now somewhat stronger, since we have con- There exists a sequence s n ! 1 such that k 0 (s n )k ! 0. Indeed, otherwise, for all large s, k 0 k > 0, hence 0 2 in view of (43), and (s) 2 (s?s 0 )+ (s 0 ), so that kz(s)k ! 1, in view of (39). This contradicts kz(s)k ! 0. Since is bounded, the sequence (s n ) has a convergent subsequence, lim n!1 (s n ) = and we conclude from (46) that 2 (A). Since is bounded, every sequence ( n ), n ! 1 possesses a convergent subsequence, lim n! ( n ) = and we claim that = . Indeed, if f.e. < , then has again an oscillatory behaviour and we can pick < < satisfying = 2 (A), and a sequence s n ! 1 satisfying (s n ) = and 0 (s n ) 6 0. Consequently, in view of (43), k 0 (s n )k ! 0 and hence, in view of (46) j@ (s; t)j 6 c 0 j ; j@ j (s)j 6 c 0 j for j j 6 j, and for all s s 0 and t 2 R. This nishes the proof of Lemma 3.3.
Recall that (s) ! as s ! 1 and < 0. We deduce from Lemma 3.3 and the representation (47) for z:
Corollary 3.4. Let 0 < r < j j, then j@ z(s; t)j 6 Me ?rs ;
for all derivatives , with constants M = M . 
; where "(s; t) = S(s; t) ? S 1 (t). By de nition, S(s; t) = N(#(s; t); z(s; t)) and S 1 (t) = N(t; 0) for a smooth matrix function N. Therefore we can estimate: As a consequence of Lemma 3.7 and the C 1 bounds of Lemma 3.6 we have (s; t) ! e(t) as s ! 1 in C 1 (R). Now de ne r(s; t) = (s; t) ? e(t). Using the equation (40) This completes the proof of Theorem 2.8 about the asymptotics of nondegenerate nite energy planes. We shall use now the asymptotic formula in order to derive some global properties of nondegenerate nite energy planes. Proof. The proof is an immediate application of the asymptotic formula in Theorem 2.8. We argue by contradiction and assume, in the cylinder variables (s; t) 2 R S 1 , that u(s n ; t n ) 2 P for a sequence s n ! 1. We may assume that t n ! t 2 S 1 . In the local coordinates near P, we then have u = (#(s n ; t n ); z(s n ; t n )) 2 R 3 and z(s n ; t n ) = 0. By the formula z(s; t) = e R s s 0 ( )d e(t) + r(s; t)]
we have e(t n ) + r(s n ; t n ) = 0:
Since r(s; t) ! 0 as s ! 1 we conclude that e(t ) = 0. This contradicts the fact, that the eigenfunction e(t) does not vanish and proves statement (i).
Similarly one proves the second statement. We assume that (u s (s n ; t n )) = 0 for a sequence s n ! 1. Hence for s n large u(s n ; t n ) is in our local coordinate neighborhood of the periodic solution. We can write u(t; s) = (#; z) and u s (s; t) = (# s ; z s ). Since u s = u s ? (u s )X(u), with the Reeb vector eld X, we have u s (s n ; t n ) = (u s )X(u); and hence, at (s n ; t n ), # s z s = (u s ) X 1 (u) X 2 (u) 2 R 3
Since X 2 (#; 0) = 0, we can write X 2 (#; z) = Rz, with a matrix function R = R(#; z), so that, at (s n ; t n ) z s = f(u)(# s + xy s )Rz:
Inserting the asymptotic formula in Theorem 2.8 the exponential terms cancel, and we nd (s n ) e(t n ) + r(s n ; t n )] + r s (s n ; t n ) = f(u)(# s + xy s )R e(t n ) + r(s n ; t n )]:
Recall now that (s) ! < 0, and r(s; t), r s (s; t), # s (s; t), x(s; t) ! 0 as s ! 1.
We conclude e(t ) = 0, contradicting again e(t) 6 = 0. This nishes the proof of Theorem 5.1.
Using the generalized similarity principle we shall deduce from Theorem 5.1 the Theorem 5.2. The sets fz 2 C j u(z) 2 Pg fz 2 C j u(z) (u s (z)) = 0g consist of nitely many points.
Proof. In order to prove the rst statement we argue by contradiction and assume that there is an in nite sequence z n 2 C such that u(z n ) 2 P. By Theorem 5.1 we can assume that z n ! z 2 C and u(z ) 2 P. By Darboux's theorem there is an open neighborhood of u(z ) 2 M on which we nd coordinates (#; x; y) = (#; z) 2 R 3 , in which the contact form is represented as = d# + xdy; and in which u(z ) corresponds to the origin 0 in R 3 . Using the cylinder coordinates (s; t) 2 R S 1 , the map u(s; t) = (#(s; t); z(s; t)) 2 R R 2 satis es, in our local coordinates, the equations z s + J(s; t)z t = 0; (65) where J(s; t) 2 = ?1. This is proved as in Section 3; this time f = 1 and X(#; z) = (1; 0; 0): By assumption, we know that z(s n ; t n ) = z(s ; t ) = 0 for a sequence (s n ; t n ) ! (s ; t ). Consequently, by the generalized similarity prin- Arguing as before this leads to a contradiction to the second statement in Theorem 5.1. The proof of the Theorem 5.2 is complete.
