We present algorithms for solving a large class of flow and regression problems on unit weighted graphs to (1 + 1/poly(n)) accuracy in almost-linear time. These problems include ℓ p -norm minimizing flow for p large (p ∈ [ω(1), o(log 2/3 n)]), and their duals, ℓ p -norm semi-supervised learning for p close to 1.
INTRODUCTION
Network flow problems in various forms play a central role in combinatorial optimization. A generic network flow problem can be succinctly formulated from a graph G = (V , E) with edge-vertex incidence matrix B, a vector b indicating the required residues on vertices (satisfying 1 T b = 0), and a norm p as finding a flow f with demands b that minimize a specified norm ∥ · ∥:
When ∥ · ∥ = ∥ · ∥ ∞ , we get the classical maximum flow problem, which together with its dual, minimum s-t cut, are some of the most well-studied and fundamental problems in the area [13, 21, 23, 26-30, 33, 52, 60] . The maximum flow problem and its dual, minimum-cuts, as well as their extensions to minimum cost flows [3, 21] and parametric flows [9, 25] have wide ranges of applications [37, 46, 53] . The study of flow and cut problems has a long history of motivating broader developments in algorithms including the introduction of strongly polynomial time as a benchmark of algorithmic efficiency [20, 21] , the development of tree data structures [24, 64, 65] , and randomized graph algorithms and graph approximations [10, 32] .
A recent revolution in the design of graph algorithms was spurred by developments in the ℓ 2 -norm case of Problem (1), equivalent to electrical flows. The development of nearly-linear time highaccuracy solvers for Laplacian linear systems, which are the duals of electrical flows [36, 39, 42, 44, 67] led to improved algorithms for graph partitioning [51] , random walks and spanning trees [34, 59] , and somewhat surprisingly, drastic improvements in low-accuracy algorithms (i.e. algorithms for (1 + ϵ)-approximate solutions with running time scaling as poly(1/ϵ)) for undirected maximum flow and transshipment (the ℓ 1 case of Problem (1)), yielding nearlylinear time algorithms [13, 35, 54, [61] [62] [63] .
Progress on high accuracy algorithms (i.e. algorithms for (1 + ϵ)approximate solutions with running time scaling as log(1/ϵ) for flow problems beyond electrical flows has been more limited. For general capacities, the best strongly polynomial time algorithms run in about quadratic time due to the flow decomposition barrier [21, 24, 27, 30, 52] . For graphs with polynomially bounded capacities, the current best running time is O(m √ n) due to Lee and Sidford [45] . On sparse graphs, such a bound can still be viewed as along the the longstanding Ω(n 1.5 ) barrier dating back to the early 70s [23, 31, 33] . Recently, Madry [48, 49] broke this barrier on unit-capacitated graphs, obtaining O(m 10/7 ) running time.
Our contribution. Building on recent work on iterative refinement for p-norm optimization [2] , we develop a high accuracy algorithm for a large family of flow optimization problems on undirected graphs. For any p ≥ 2, given weights r ∈ R E ≥0 , a "gradient" g ∈ R E , and a demand vector b ∈ R V (with b ⊤ 1 = 0), we can solve min B ⊤ f =b e g e f e + r e f 2 e + f e p , (
to, 1 (Theorem 1.1).
Using ∥f ∥ 2,r = e r e f 2 e to denote the r-weighted 2-norm, the objective can also be viewed as g ⊤ f + ∥f ∥ 2 2,r + ∥f ∥ time high-accuracy algorithm for p-norm minimizing flows on unit weighted undirected graphs (p ≥ 2). For large p, e.g. p = log n, this is an m 1+o(1) time algorithm, and to our knowledge the first almost linear time highaccuracy algorithm for a flow problem other than Laplacian solvers (ℓ 2 ) or shortest-paths (ℓ 1 ).
A p-norm minimizing flow, for a large p, say log n, is trivially an m o(1) approximation to the maximum flow problem. Furthermore, we can leverage the combination of ℓ 2 and ℓ p norms in our problem (2) to design an almost-linear time low-width oracle that can be combined with multiplicative weights, as in the work of Christiano et al. [13] , to obtain an almost-linear time lowaccuracy algorithm for maximum flow in unit capacity undirected graphs. This algorithm finds a (1 + ε)-approximate maximum flow in m 1+o (1) poly( 1 /ε) time. Using our Problem (2) solutions as a lowwidth oracle in multiplicative weights also gives us the first almostlinear time low accuracy algorithms to a problem known as isotropic total variation denoising [57, 68] .
Based on dual solutions to Problem (2), we can get high-accuracy solutions to a semi-supervised learning problem on graphs in almost linear time. We discuss these problems and applications in more detail in Section 1.2.
Our methods. Instead of relying on solvers for linear systems, we show that algorithms inspired by fast solvers for systems of linear equations can allow us to directly solve non-linear problems to high accuracy. Two key features that make linear systems very special are: 1) Iterative refinement: the phenomenon that an algorithm that solves a linear system to a crude approximation, can be applied repeatedly to obtain a high-accuracy solution, and 2) preconditioning: the phenomenon that a solution to a carefully chosen, but much simpler, linear system gives a crude solution to the original harder-to-solve system. The powerful synergy between these two ingredients for linear systems, pioneered in the work of Spielman and Teng [66] , forms the basis for nearly-linear time algorithms for solving several families of linear systems [15, 16, 19, 40, 67] . There has been some success in adapting preconditioning to problems beyond linear systems, notably yielding nearly-linear time low-accuracy algorithms for undirected maximum flow [35, 54, [61] [62] [63] . However, these algorithms need to employ a smoothing of the objective (e.g. switching from max to soft-max) in order to apply iterative methods such as gradient descent, or multiplicative weights, and there are no known high-accuracy fast algorithms for these smoothed objectives.
However, a recent result involving a subset of the authors [2] shows that high-accuracy iterative refinement is in fact a much more general phenomenon that applies to general p-norm optimization problems, for all p that are bounded away from 1 and ∞. Building on the ideas in [2] , we show that the class of smoothed ℓ p norm minimization problems (Problem (2)) is closed under iterative refinement.
This opens up a major question: can we develop an appropriate notion of preconditioning, the other central ingredient of fast solvers for linear systems, applicable to smoothed p-norm problems? We resolve this question in the affirmative, and develop a theory of preconditioning that works for a wide class of non-linear problems. Before we describe our notion of preconditioning further, we note that the earlier works on preconditioning for non-linear (maximum) flow problems all relied on oblivious routing which gives rise to linear preconditioners. Oblivious preconditioners cannot possibly work well for accurate iterative refinement for p-norms. Consider changing a single coordinate from, say 1, to (1+δ ). If the update δ is much smaller than 1 in absolute value, the change in the objective from 1 p to (1 + δ ) p is dominated by terms that scale as δ and δ 2 . However, if the update is much larger than 1, the change is dominated by a δ p term. This means that good preconditioning across small and large updates is inherently highly dependent on the current coordinate value, and hence cannot be oblivious.
Our approach to preconditioning allows us to simultaneously control terms of different degrees (namely scaling as δ , δ 2 , and δ p ) for flow problems on graphs. We develop sparsification that preserves these three different types of objectives, in an way that crucially depends on the current solution that we wish to update. As identified above, this adaptive preconditioning is necessary for the non-linear problems we consider. We also show that unit-weighted graphs have "multi-objective low-stretch trees". Combining these trees with the sparsification algorithms we develop, we obtain algorithms for ultra-sparsification for our class of non-linear problems.
Finally, we can now interleave the non-linear iterative-refinement approach developed in [2] , with the notion of non-linear preconditioning we develop, to obtain an algorithm in the spirit of the original Laplacian solver of Spielman and Teng, that obtains a highaccuracy solution for our non-linear flow problems (Problem (2)) in almost-linear time.
Discussion. We believe that the overall algorithmic approach established here, namely the use of non-linear iterative refinement and preconditioning together, may potentially be applicable far beyond the class of problems studied in this paper. In particular, we hope that our techniques can be refined to improve the dependence on p, and potentially lead to better algorithms for larger p, or even p = ∞, implying better algorithms for (approximate) max-flow.
We also believe that by developing a more complete theory of elimination and sparsification for these objectives, it will be possible to sparsify non-unit weight graphs, and develop solvers following the patterns of non-tree based Laplacian solvers [42, 43, 55 ].
Related Work
The two works most directly related to our results are -the work on iterative refinement for ℓ p -norms by Adil et al. [2] , and the recursive-preconditioning framework of the Spielman-Teng Laplacian solver [67] . Given our iterative refinement procedure for smoothed p-norm problems, our goal is to develop matching preconditioning schemes to obtain fast solvers. Many conceptual obstacles arise in trying to realize this vision, preventing us from adopting subsequent fast solvers for Laplacian linear systems that have greatly simplified the result of Spielman and Teng.
We require low-stretch trees [1, 7] to build our preconditioners. A low-stretch tree is sufficient to construct a nearly-linear time Laplacian solver [36, 44] . These solvers compute a single low-stretch tree, and then make an almost-linear number of low-cost updates to a solution, as determined by the tree. However, our tree needs to change every time our current solution changes, and hence this approach cannot work for us. We cannot yet implement solvers based on global matrix concentration arguments [38, 42, 43] , since no such concentration theory currently exists for the smoothed p-norm objectives we consider.
Our approach to build adaptive preconditioners still draws on ideas from oblivious routing, and has much in common with the construction of oblivious routings and cut approximators using low-stretch trees from [56] and J-trees [35, 47, 61] . For graph sparsification, our methods diverge substantially from Spielman-Teng, since our sparsification procedure needs to preserve the gradient terms, and the ℓ p -norm terms, in addition to the ℓ 2 -norm terms in the smoothed p-norm objective.
The ability of our sparsifier and associated flow-mappings to preserve linear terms in the objective exactly is related to the "sparsification with additional constraints" that is present in the Eulerian sparsification of [14, 16] .
We are able to build preconditioners only when all the p-power terms have unit weights. Hence, we need to construct unweighted sparsifiers. This is related to the unit weight sparsifiers by Anderson, Gu and Melgaard [8] and improved by Liao, Orecchia, and Allen-Zhu'15 [6, Appendix C] .
The routing arguments we use to construct maps between a graph and its sparsifier that simultaneously preserve 2-norm and p-norm objectives are related to the flow-sparsifier construction from [35] .
Our sparsification algorithm is based on the approach from Spielman-Teng [67] , that relies on expander decompositions. Importantly, our approach requires stronger expander decomposition results proved recently [58] . Additionally, a uniformity condition we enforce on the gradient to control the cycle-space sampling errors is related to Lewis weight-based sampling studied in [18] .
We expect that our algorithm can be greatly simplified and adapted to non-unit weighted graphs if sufficient sampling concentration theory is developed for the objectives we study, and that this may be possible using Lewis-weight-like techniques. Unfortunately, the methods of [18] rely on fairly intricate proofs, and need to be generalized to our smoothed p-norm objectives.
The development of high-accuracy algorithms for p-norm minimization that are faster than interior point methods (IPMs) [50] was pioneered by the recent work of Bubeck et al. [11] which introduced γ -functions that were also used in [2] . However, the role played by these functions in [11] is very different than in [2] and our work. The methods in [11] are conceptually similar to interior point methods (IPMs) [50] (as in they are homotopy methods). Their runtime for large p behaves essentially like IPMs, requiring about m 3 /2−o(1) time for solving p-norm flow problems, giving little improvement over the m 3 /2+o(1) time required by IPMs. The approach of [2] is fundamentally different, in that, it gives an iterative refinement method that achieves m 4 /3−o(1) running time for large p. Our algorithm achieves m 1+o(1) running time for large p, and relies on the iterative-refinement techniques developed in [2] .
Another very interesting line of work on fast solvers for nonlinear flow problems is the work on matrix scaling [5, 17] . Algorithms that achieve nearly linear running time for this problem depend on the condition number κ of the problem (which may be exponentially large), and their running time scales as log κ. In contrast, standard high-accuracy convex programming techniques (IPMs and Ellipsoid method) achieve a log log κ dependence in the running time for this problem, so the nearly linear time algorithms are not comparable to conventional high-accuracy algorithms.
Main Results and Applications
Our main algorithm solves the following problem to high accuracy.
min
Let val(f ) denote value of a flow f according to the above objective, and let OPT denote value of the optimal solution to Problem (2) . Our main result is the following statement which is a corollary of our main technical theorem in Section 4. . For any p ≥ 2, given weights r ∈ R E ≥0 , a "gradient" g ∈ R E , a demand vector b ∈ R V (with b ⊤ 1 = 0), and an initial solution f (0) such that all parameters are bounded by 2 poly(log n) , we can compute a flow f satisfying demands b, i.e.,
From this, we also get a (slightly simpler) statement about pnorm flows. 
The details of the above two theorems are in the full version of the paper.
Our algorithm has direct applications to problems from machine learning, combinatorial optimization, and image processing.
ℓ p -norm Semi-Supervised Learning on Graphs. Semi-supervised learning on graphs in machine learning is often based on solving an optimization problem where voltages (labels) are fixed at some vertices in a graph the voltages at remaning nodes are chosen so that some overall objective is minimized (e.g. p-norm of the vector of voltage differences across edges) [4, 22, 41] . Formally, given a graph G = (V , E) and a labelled subset of the nodes T ⊂ V with labels s T ∈ R T , we can write the problem as min
By converting this problem to its dual, we get an almost linear time algorithm for solving it to high accuracy, provided the initial voltage problem uses p close to 1: In this case, voltage solutions are "cutlike". Given p < 2, we get a solver that computes a (1 + 1/poly(m)) multiplicative accuracy solution in time 2
Converting the dual of Problem (3) into a form solvable by our algorithms requires a small transformation, which we leave to the full version.
p-norm Flow Oracles. The mixed ℓ 2 2 and ℓ p p objective in our Problem (2) is useful for building oracles to use in multiplicative weight update algorithms based on flows, as they appear in [2, 13] . Assume we are looking to solve some problem to (1 + ϵ)-accuracy measured as multiplicative error, and let us assume 1 poly(m) < ϵ < 0.5. Specifically we can solve for the following objective subject to certain linear constraints. This gives an oracle for several problems. Algorithms based on oracle solutions to this type of objective work by noting that any f with ∥f ∥ ∞ ≤ 1 gives an objective value at most
Since such a flow must exist in the context where the oracle is applied, the optimum flow must also meet this bound. Now, if we compute a (1 + 0.01ϵ) approximately optimal solution to this problem, it must satisfy
By Cauchy-Schwarz, we get e r e f e ≤ ∥r ∥ 1 e r e f 2 e ≤ (1 + 1.1ϵ)∥r ∥ 1 , which tells us the oracle is "good-on-average" according to the weights r. The objective value also implies for every edge that
which simplifies to: f e ≤ (m/ϵ) 1/p ≤ m o(1) , when we set p = log 0.1 n. This is the width of the oracle, and together these conditions demonstrate that the oracle suffices for a multiplicative weights algorithm and bounds the number of calls to the oracle by m o(1) poly(1/ϵ).
This oracle has multiple applications:
Approximate undirected maximum flow.: Using the oracle, we can approximate maximum flow using [13] , giving an algorithm for undirected maximum flow that is not based on oblivious routings unlike other fast algorithms for approximate maximum flow [35, 54, 61] . Our algorithm obtains almost-linear time, albeit only for unit weighted graphs.
Isotropic total variation denoising.: Using our algorithm, we can give the first almost linear time, low accuracy algorithm for total variation denoising on unit weighted graphs [57, 68] . While there has been significant advances in image processing since the introduction of this objective, it still remains a representative objective in pixel vision tasks. The total variation objectives can be viewed as variants of semi-supervised learning on graphs: Given a "signal" vector s which corresponds to noisy observations of pixels of an image, we want to find a denoised version of s, which we refer to as x. The denoised output x should minimize an objective that measures both the between pixels in x that are close to each other in the image (which should be small), and the difference between x and s (which should also be small). The most popular version of this problem, known as isotropic total variation denoising, allows the input to specify a collection of groups of pixels with connections inside each group i given by a set of edges E i , and asks that 1) the denoised pixels are close in an ℓ 2 sense to the measured signal, 2) in each group, the standard deviation between denoised pixels is not too high. These goals are expressed in the objective
The dual of this problem is grouped flows, which is finding f such that B ⊤ f = d and for edge sets E i ,
Our oracle gives the first routine for approximate isotropic TV denoising that runs in almost linear time. The previous best running time was about m 4/3 [12] .
OVERVIEW
Iterative refinement and closure under refinement. Suppose we want to update some tentative solution f to the minimization problem
by stepping from f to f + δ, and hopefully improve the objective value substantially. [2] showed that we can define an update problem with the property that if we find even a crude approximate minimizer δ of this update problem, we can move to a new point f ′ = f + δ, so that the gap to the optimum in the original optimization problem (4) will decrease by a constant factor (depending only
. In other words, we have a kind of iterative refinement: crude solutions to an update problem directly give constant factor progress in the original objective.
Note that ∥f ∥ p p = i f i p . This will help us understand the objective function of the update problem coordinate-wise. Our update problem objective function is motivated by the following observations. Our function differs slightly from the function used in [2] , which in turn was based on functions from [11] . Suppose p ≥ 2 is an even integer (only to avoid writing absolute values),
Of course, the exact expansion gives
So essentially we can approximate this expansion using only the zeroth, first, second, and last term in the expansion. We use g(f ) to denote the vector with g i (f ) = pf p−1 i (i.e. the gradient), and let f p−2 denote the entrywise powered vector, and define
Together, these observations are enough to ensure that if we have δ which is a constant factor approximate solution to the following optimization problem, which we define as our update problem
then we can find a λ s.t.
Note that Problem (6) is an instance of Problem (2) . But what have we gained? Why is Problem (6) more tractable than the one we started with? A key reason is that unlike the exact expansion of an update as given by Equation (5), all the higher order terms in the objective function of (6) are coordinate-wise even functions, i.e. flipping the sign of a coordinate does not change the value of the function. [2] used a different but still even function instead of our h p . This symmetrization allowed them to develop a multiplicative weights update algorithm motivated by [13] for their version of Problem (6) , reducing the problem to solving a sequence of linear equations.
For our choice of h p , it is particularly simple to show another very important property: Consider solving Problem (6) by again applying iterative refinement to this problem. That is, at some intermediate step with δ being the current solution, we aim to find an update δ s.t. (5), we get a sequence of terms with powers of δ i ranging from 2 to p. If we approximate this sequence again using only the δ 2 i and δ p i terms, we get a new update problem that is another instance of Problem (2). In general, we can set up iterative refinement update problems for instances of Problem (2) , and get back another problem of the same class (after our approximation based on dropping intermediate terms). Thus, the problem class (2) is closed under repeatedly creating iterative update problems. This observation is central because it allows us to develop recursive algorithms.
Adaptive preconditioning. Earlier work on preconditioning for non-linear (maximum) flow problems all relied on oblivious routing which gives rise to linear preconditioners. These inherently cannot work well for high-accuracy iterative refinement, and the issue is not merely linearity: Consider Problem (6): the optimal δ is highly dependent on the current f , and when a coordinate δ i is large compared to the current f i , the function depends on it as δ p i , while when δ i is small compared to f i , it behaves as δ 2 i . Thus the behavior is highly dependent on the current solution. This necessitates adaptive and non-linear preconditioners.
To develop adaptive preconditioners, we employ recursive chains of alternating calls to non-linear iterative refinement and a new type of (ultra-)sparsification that is more general and stronger, allowing us to simultanously preserve multiple different properties of our problem. And crucially, every time our solution is updated, our preconditioners change. Following the template of the Spielman-Teng Laplacian solver, we recursively solve a problem on m edges by solving about κ problems on graphs with n − 1 + m/κ edges. These ultra-sparse graphs allow us to eliminate degree 1 and 2 vertices and obtain a smaller problem. Because our update problem (Problem (6)) corresponds to a flow-circulation problem with some objective, we are able to understand elimination on these objectives in a relatively simple way: the flow on degree 1 and 2 vertices is easily related to flow in a smaller graph created by elimination. Unlike Spielman-Teng, every recursive call must rely on a new graph sparsifier, because the "graph" we sparsify depends heavily on the current solution that we are seeking to update: we have to simultaneously preserve linear, quadratic and p-th order terms, whose weights depend on the current solution. We also need maps back and forth between the original graph and the new graph so a good solution on a smaller graph can be transformed into a good solution on the larger graph 1 .
There are several components to building the ultra-sparse graphs that allow us to create preconditioners using iterative refinement and elimination. Overall, our approach to creating smaller instances is based on finding a subtree of the current graph, and moving most edges onto a small subset of the vertices by re-routing them along the tree. This ensures that many vertices are degree 1 or 2 and can be eliminated, resulting in a graph on much fewer vertices. We can keep this graph reasonably sparse by sparsifying its edges. We discuss these components of the ultra-sparsication procedure in more detail next.
Tree-routing to get graphs on few vertices. Given a potentially dense graph, we wish to move most edges onto a few vertices of a tree, so that many of the remaining vertices are low degree and can be eliminated. Our high-level approach is the same as Spielman-Teng [67] , where we utilize a low-stretch spanning tree, and move off-tree edges to a small set of portal nodes. However, when we re-route flow on the graph where most edges are moved using the tree to be between just a few vertices, we need to (approximately) preserve three different properties of the flow on the original graph, namely the inner product between gradients and flows e g e f e , the 2-norm energy e r e f 2 e , and the p-norm energy e f p e . It turns out that we can move edges around on our graphs to produce a new graph while exactly preserving the linear term e g e f e for flows mapped between one graph and the other. This means any tree is acceptable from the point of preserving the linear term. To move edges around and bound distortion of solutions w.r.t. the quadratic r e f 2 e term, we use a low stretch tree w.r.t. the r weights as resistances. This leaves us with little flexibility for the e f p e term. However, for large p, provided every p-th order term is weighted the same (i.e. we have s e f p e instead of e s e f p e ), it turns out that, moving edges along any tree will result in bounded distortion of the solution, provided we are careful about how we move those edges. Thus, we can move edges around carefully to be among a small subset of the portal nodes while simultaneously controlling all linear, 2-nd order and p-th order terms. But, this only works if all the p-th order terms are weighted the same. This leads us to maintain uniform-weighted p-th order terms as an invariant throughout the algorithm. The iterative refinement steps naturally weigh all p-th order terms the same provided the original function does. However, our sparsification procedures do not immediately achieve this, but we show we can enforce this uniform-weight invariant with only a manageable additional distortion of our solutions. Elimination also does not naturally weigh all p-th order terms the same even in our case when the original function does, but we can bound the distortion incurred by explicitly making the weights uniform. Our tree-based edge re-routing naturally creates maps between solutions on the old and new graphs.
Graph sparsification and solution mapping. Once we are able to move most of the edges onto a small subset of vertices, we wish to sparsify the resulting dense graph over those vertices. This sparsification has to simultaneously preserve properties of 1-st, 2-nd and p-th order terms, as well as the interactions between them, which turns out to be challenging. We resort to expander decomposition which allows us to partition the vertex set such that the edges internal to each subset form an expander and not too many edges cross the partitions. Just having an expander graph is not enough to allow us to sample the graph due to the need of preserving the linear terms. Thus, we also require that on each expander the orthogonal projection of the gradient to the cycle space of the sub-graph has its maximum squared entry not much larger than the the average squared entry. We refer to this as a uniform (projected) gradient. We discuss how to obtain an expander decomposition that guarantees the projected gradients are uniform in the expanders later in this overview. Given the uniform projected gradient condition, we show that we can uniformly sample edges of these expanders to create sparsified versions of them. We construct maps between the flows on an original expander and its sampled version that work for any flow, not only a circulation. These maps preserve the linear term e g e f e exactly, while bounding the cost of the 2-norm and p-norm terms by relating them to the cost of the optimal routing of a flow with the same demands and same gradient inner product, and showing that optimal solutions are similar on the original expander and its sampled version. This strategy resembles the flow maps developed in [35] , and like their maps, we route demands using electrical flows on individual expanders, but additionally we need create a flow in the cycle space that depends on projection of the gradient onto the cycle space.
Expander decomposition. As mentioned above, we need to decompose a graph into expanders with the uniform projected gradient guarantee on each expander, i.e. on each expander, the orthogonal projection of the gradient to the cycle space of the induced graph has its maximum squared entry not much larger than the average squared entry. For our sampling guarantees it also becomes important that a recent work [58] , involving one of the authors of this paper, makes it possible to compute expander decompositions in nearly linear time, where we can guarantee that each induced subgraph truly forms an expander. In contrast, all earlier fast expander decompositions produced weaker guarantees of each induced subgraph being "inside" a larger expander using other graph edges. With the weaker guarantee, it is unclear how to sample in a way that preserves interactions between the gradient term and other terms, because our algorithms achieve this by crucially relying on the projection of the gradient into the cycle and flow spaces of a sub-graph that must be an expander. We show that we can construct expanders with uniform projected gradients by recursively applying [58] to subgraphs that lack gradient uniformity, and this process does not cut too many edges so most edges are inside the expanders. In particular, if gradients are not uniform, the 2-norm of their projection in the cycle space must decay geometrically. This leads to a decomposition where gradients are uniform or have extremely small cycle-space projection, in which case we can afford to round them to zero.
Putting together the ultra-sparsifier. We need to show that adding together our individual sparsifiers results in a sparsifier of the overall graph. This is fairly immediate given the strong guarantees we established on the individual graphs. We also need to be able to repeatedly decompose and sparsify enough times that the overall graph becomes sparse. To address this issue, we use ideas from [38] that suggest scaling up the tree from the tree routing section limits the error incurred during sampling. Here it again becomes important that because we rely on [58] , we know exactly which edges belong to a sparsifier. This guarantee limits the interaction between sparsification of different expanders.
PRELIMINARIES 3.1 Smoothed p-norm functions
We consider p-norms smoothed by the addition of a quadratic term. First we define such a smoothed p-power on R. This definition can be naturally extended to vectors to obtained smoothed p-norms. 
Note that the coefficient of all the p-power term is the same.
Flow Problems and Approximation
We will consider problems where we seek to find flows minimizing smoothed p-norms. We first define these problem instances.
where V G is a set of vertices, E G is a set of undirected edges on V G , the edges are accompanied by a gradient, specified by g G ∈ R E G , the edges have ℓ 2 2 -resistances given by r G ∈ R E G ≥0 , and s G ∈ R ≥0 gives the p-norm scaling.
Definition 3.4 (Flows, residues, and circulations). Given a smoothed
A flow f with residue 0 is called a circulation on G.
Note that our underlying instance and the edges are undirected. However, for every undirected edge e = (u, v) ∈ E, we assign an arbitrary fixed direction to the edge, say u → v, and interpret f e ≥ 0 as flow in the direction of the edge from u to v, and f e < 0 as flow in the reverse direction. For convenience, we assume that for any edge (u, v) ∈ E, we have f (u,v) = −f (v ,u) . Definition 3.5 (Objective, E G ). Given a smoothed p-norm instance G, and a flow f on G, the associated objective function, or the energy, of f is given by If b = 0, we call it a smoothed p-norm circulation problem.
Note that the optimal objective of a smoothed p-norm circulation problem is always non-negative, whereas for a smoothed p-norm flow problem, it could be negative.
Approximating smoothed p-norm instances
Since we work with objective functions that are non-standard (and not even homogeneous), we need to carefully define a new notion of approximation for these instances. 
For some of our transformations on graphs, we will be able to prove approximation guarantees only for circulations. Thus, we define the following notion restricted to circulations. 
These definitions satisfy most properties that we want from comparisons. It behaves well under composition. Lemma 3.10 (Composition). Given two smoothed p-norm instances,
Similarly, for any
The most important property of this is that this notion of approximation is also additive, i.e., it works well with graph decompositions. 
is the decomposition of f H onto the supports of H 1 and H 2 .
This notion of approximation also behaves nicely with scaling of ℓ 2 and ℓ p resistances. 
Orthogonal Decompositions of Flows
At the core of our graph decomposition and sparsification procedures is a decomposition of the gradient g of G into its cycle space and potential flow space. We denote such a splitting using
Here g is a circulation, while Bψ gives a potential induced edge value. We will omit the superscripts when the context is clear.
The following minimization based formulation of this splitting of g is critical to our method of bounding the overall progress of our algorithm. Lemma 3.14. The projection of g onto the cycle space is obtained by minimizing the energy after adding a potential flow to g. Specifically,
Lemma 3.15. Given a graph/gradient instance G, consider H formed from a subset of its edges. The projections of g G and g H onto their respective cycle spaces, g G and g H satsify:
Iterative Refinement
The work of Adil et al. [2] proved that p-norm minimization problems could be iteratively refined. Following their approach, we can show that the class of smoothed p-norm minimization problems can be iteratively refined. The following key lemma allows us to approximate the change in the smoothed p-norm of x + δ relative to the norm of x, in terms of another smoothed p-norm of δ . The above lemma gives us the following theorem about iteratively refining smoothed ℓ p -norm minimization problems. Theorem 3.17 ([2] ). Given the following optimization problem,
and an initial feasible solution x 0 , we can construct the following residual problem:
where g ′ = 2 p g − ∇ x h(r, s, x)| x=x 0 , and r ′ = r + s |x 0 | p−2 .
There exists a feasible solution δ to the residual problem R1 that achieves an objective of
, where x ⋆ is an optimal solution to problem P1. Moreover, given any feasible solution δ to Program R1, the vector x 1 def = x 0 + 2 −3p δ is a feasible solution to the Program P1 and obtains the objective
Importantly, we can apply the above theorem to smoothed pnorm flow/circulation problems. 
RECURSIVE PRECONDITIONING FOR FLOW PROBLEMS
In this section, we present our main recursive preconditioning algorithm, RecursivePreconditioning (Algorithm 1). We discuss the subroutine UltraSparsify in Section 5, and the subroutines Eliminate, RemoveLoops, and SolveLoops in Section 6. Here is the key theorem about the performance of the algorithm. 
We give a proof sketch of Theorem 4.1. For the sketch we ignore additive terms in our derivation, i.e. δs G , and we apply Theorem 5.1 ignoring the additive terms, i.e. δ f G 2 g G 2 and δ ( f H
). These terms are additive errors incurred by our analysis, and we can show that they are small throughout the algorithm.
Now, we analyze the approximation guarantee provided by the solutions to these instances. From Lemma 6.2, SolveLoops(H loops ) returns a ∆ H loops that satisfies E H loops (∆ H loops ) ≥ 1 2 E ⋆ (H loops ). By induction, RecursivePreconditioning(H 4 , 0, κ, δT −1 ), upon starting with the initial solution 0, returns a ∆ H 4 that satisfies,
where we again ignore the term −δT −1 s G in this sketch. Combining these guarantees, we have,
From Theorem 6.1, we also have
and hence
. Finally, from Theorem 5.1 (but with additive errors ignored), we have,
Combining these guarantees, we obtain,
Thus, by Corollary 3.18,
Thus, repeating for loop O(2 3p κm 6 p−1 ) times gives us a solution f (T ) such that
).
Now, we analyze the running time. In a single iteration, the total cost of all the operations other than the recursive call to RecursivePreconditioning is O(m). Using the guarantees on size of the instances H 1 , H 2 , and H 4 , we get the total running time recurrence is
Note that κ is fixed throughout the recursion. By picking κ = Θ(m 
ULTRA-SPARSIFICATION
In this section, we discuss at a high level of the construction of ultra-sparsifiers for a smooth p-norm instance. We defer the full analysis to the full version of the paper. We start with the main theorem of our ultra-sparsifier. (2) With κ G→H = O(κm 3/(p−1) ) for any flow f G of G we have
and with κ H→G = O(m 2/(p−1) ), for any flow solution f H of H we have
The flow mappings M H→G , M G→H preserve residue of flow, and can be applied in O(m) time.
Overview
Our high-level approach is the same as Spielman-Teng [67] , where we utilize a low-stretch spanning tree, and move off-tree edges to a small set of portal nodes. Once most off-tree edges are only between a small set of portal nodes, we sparsify the graph over the portal nodes to reduce the number of edges. As we need to map flow solutions between the original instance and the sparsified instance, our main concern is to carry out these step without incurring too much error on the objective function values. In our case we have ℓ p p resistances and gradients on edges in addition to ℓ 2 2 resistances, and thus the main challenge is to simultaneously preserve their respective terms.
Tree-portal Routing. We first formalize what we mean by moving off-tree edges. Suppose we have a spanning tree T of a graph (V , E) and a subset set of nodes V ⊂ V designated as portal nodes, for any off-tree edge e = {u, v} ∈ E \T , there is a unique tree path P T (u, v) in T from u to v. We define a tree-portal path P T , V (u, v), which is not necessarily a simple path.
Definition 5.2 (Tree-portal path and edge moving). Given spanning tree T and set of portal nodes V , let e = {u, v} be any edge not in T , and P T (u, v) the unique tree path in T from u to v. We define e's tree-portal path P T , V (u, v) and e's image under tree-portal edge moving as follows (1) If P T (u, v) doesn't go through any portal vertex. In this case, we replace {u, v} with a distinct self-loop of v. We let P T , V (u, v) be the path P T (u, v) followed by the self-loop at v.
(2) If P T (u, v) goes through exactly one portal vertex v. In this case, we replace {u, v} with a distinct self-loop at v. We let P T , V (u, v) be the tree path P T (u, v) followed by the self-loop at v and then the tree path P T ( v, v).
(3) If P uv goes through at least two portal vertices. In this case, let u (and v) be closest the portal vertex to u (and v) on P uv , we replace {u, v} with a distinct edge 2 { u, v}. We let P T , V (u, v) be the tree path P T (u, u) followed by the new edge from u to v and then the tree path P T ( v, v).
This maps any off-tree edge e to a unique (edge or self-loop) e given any T , V . We denote the tree-portal edge moving with the map e = Move T , V (e).
Although we will get self-loops in tree-portal routing, to keep the discussion simple, we ignore the possibility of getting self-loops. This still captures all the main ideas, and the algorithm/analysis extends to self-loops in a very straightforward but slightly tedious way. We discuss self-loops briefly at the end of the section.
Tree-portal routing is a mapping from flow solutions on the original off-tree edges to a flow solution (with the same residue) using the edges they are mapped to. Any flow along off-tree edge (u, v) in the original graph is rerouted (again from u to v) using the tree-portal path P T , V (u, v) instead. Rerouting the flow of any off-tree edge along its tree-portal path increases the congestion on tree edges, which in turn incurs error in the ℓ 2 2 and ℓ p p terms in the objective function. We need to pick the tree and portal nodes carefully to bound the error. The starting point is low stretch spanning trees [1] , which provide good bounds on the total ℓ 2 2 stretch.
Lemma 5.4 (Low-Stretch Trees [1] ). Given any graph G = (V , E) of m edges and n nodes, as well as resistance r, LSST(r) finds a spanning tree in O(m log n log log n) time such that e ∈E Str T , ∅ (e) ≤ O(m log n log log n).
We will construct a low-stretch spanning tree T of (V G , E G , r G ) using the above result. Still, the error will be too large if we only use tree edges to reroute the flow of all the off-tree edges, since the low average stretch doesn't prevent one tree edge to be on the tree path for many off-tree edges. Thus, we need to add portal nodes so we can shortcut between them to reduce the extra congestion on tree edges. We can find a small set of good portal nodes so that rerouting flow on off-tree edges using their tree-portal paths incurs small error in the objective function.
Graph Decomposition. Tree-portal routing will give us an instance where all the off-tree edges are between portal nodes, and we can look at the sub-graph restricted to the portal nodes and the off-tree edges between them. This graph has many fewer nodes comparing to the original graph but roughly the same number of edges, and thus is much denser. We can then sparsify this graph to reduce the number of off-tree edges similar to the construction of spectral sparsifiers. The main technical difficulty is that in the sparsified graph, we still want the ℓ p p terms in our objective function to have a same scalar s for every edge, but similar to the case of how resistances are scaled in spectral sparsification, to preserve the total value of the ℓ p p terms, we would naturally want to scale s according to the probability we sample an edge e. Thus, to get a same scalar s for all sampled edges, we are limited to uniform sampling. We know uniform sampling works in expanders, so the natural approach is to first decompose the graph into expanders, and sampling uniformly inside each expander as in [35, 66] . However, because of the presence of a gradient, we need to be a bit more careful than even expander-decomposition based sparsification steps. Thus, we work with uniform expanders. Definition 5.5. A graph 3 G is a α-uniform ϕ-expander (or uniform expander when parameters not spelled out explicitly) if (1) r on all edges are the same.
(2) s on all edges are the same.
(3) G has conductance 4 at least ϕ.
(4) The projection of g onto the cycle space of G, g G = (I − BL † B ⊤ )g, is α-uniform (see next definition), where B is the edge-vertex incidence matrix of G, and L = B ⊤ B is the Laplacian.
Definition 5.6. A vector y ∈ R m is said to be α-uniform if ∥y∥ 2 ∞ ≤ α m ∥y∥ 2 2 .
We abuse the notation to also let the all zero vector 0 be 1-uniform.
Decomposing into Uniform Expanders. We can decompose the graph consisting of portals and the off-tree edges between them into vertex disjoint uniform expanders such that more than half of the edges are inside the expanders. Moreover, the min degree of any node in the expanders is up to a polylog factor close to the average degree. For the off-tree edges not included in these uniform expanders, we work on the pre-image 5 of them in the next iteration. That is, for any edge e inside one of the expanders, we remove its pre-image from the instance G, and work on the remaining off-tree edges in G in the next iteration. This iterative process terminates when the number of remaining off-tree edges is small enough (i.e. O(|E G |/κ)). This takes O(log |E G |) iterations as a constant fraction of off-tree edges are moved to be inside the expanders each iteration. 3 We use an instance and its underlying graph interchangeably in our discussion. 4 r are uniform, so conductance is defined as in unweighted graphs. We use the standard definition of conductance. For graph G = (V , E), the conductance of any ∅ S V is ϕ(S ) = δ (S ) min(v ol (S ),v ol (V \S )) where δ (S ) is the number of edges on the cut (S , V \S ) and vol (S ) is the sum of the degree of nodes in S . The conductance of a graph is ϕ G = min S ∅,V ϕ(S ). 5 By pre-image of e we mean the original off-tree edge e that gets moved to e in the tree-portal routing, i.e. e = Move −1 T , V ( e). Sparsify Uniform Expanders. If we append a column containing the gradient of edges to the edge-vertex incidence matrix B, the conditions of a α-uniform ϕ-expander is equivalent to each row of B having leverage score at most
where n, m are number of nodes and edges. An underlying connection with the p-norm row sampling result by Cohen and Peng [18] is that this is also a setting under which q-norm functionals are preserved under uniform sampling. We refrain from developing a more complete picture of such machinery here, and will utilize ideas closer to routing on expanders [34, 35] to show a cruder approximation.
We defer further details of the construction of our ultra-sparsifiers to the full version.
ELIMINATION OF LOW-DEGREE VERTICES, AND LOOPS
In this section, we take the instance H returned by UltraSparsify and repeatedly eliminate the vertices of degree at most 2, to obtain a smaller graph. This step is analogous to the partial Cholesky factorization in the Laplacian solver of Spielman and Teng [67] .
A slight technical issue is that if we run into a cycle where at most 1 vertex on the cycle has edge(s) to the rest of the graph, the elimination of the degree 2 nodes on the cycle essentially becomes an optimization problem on only the cycle edges that can be solved independently from the rest of the graph. We state the main results, and leave the details to the full version. where n = V G , and M G ′ →G can be applied in O( V G + E G ) time. Lemma 6.2 (Eliminating Self-loops). Given a smoothed p-norm instance G with self-loops in E G , the algorithm RemoveLoops, in
where G 1 is obtained from G by eliminating all self-loops from E G , and G 2 is an instance consisting of just the self-loops from G. Thus, any flow f G 2 on G 2 is a circulation.
Moreover, there is an algorithm SolveLoops that, given G 2 , for any δ ≤ 1 /p, in time O(|E G 2 | log 1 /δ ), finds a circulation f G 2 on G 2 such that
