T he results ofsingle-subject research studies conduct ed in occupational therapy have traditionally been graphically presented and visually analyzed (Ed mans & Lincoln, 1989; Engel & Rapoff, 1990) . Graphic representation of single-subject data provides the researcher and clinician with an efficient, compact, and detailed sum mary of performance (Tawney & Gast, 1984) . According to Baer (1978, 1986) , graphing data is the pri mary form ofanalysis in single-subject research, and empir ical judgments of clinical significance are based almost exclusively on visual interpretation of graphed data. Kazdin (1982) and Tawney and Gast (1984) advocated the use of simple line graphs for data display and interpretation. They cited the following advantages of line graphs: (a) They are familiar and widely recognized by clinicians; (b) they are easily interpreted and understood; (c) they are simple to construct; and (d) they permit the continuous monitoring of patient performance.
One disadvantage associated with visual analysis of graphed single-subject data is the lack of a well-defined set of decision rules to determine whether a clinically signifi cant change has occurred across design phases (Bloom, Fischer, & Orme, 1995; Ottenbacher, 1992) . Baer (1978, 1986) argued that changes in graphed data need to be large for a convincing demonstration of experi-mental effect. Because few guidelines exist to determine what constitutes a large change, practitioners rely on clini cal common sense in making visual judgments. Reliance on "visual common sense" to make important decisions regard ing treatment effects has led some researchers to question the reliability and suitability of visual inferences (DePros pero & Cohen, 1979; Matyas & Greenwood, 1990; Wolery & Harris, 1982) . In fact, several studies have indicated that graphic interpretations are often unreliable and subject to disagreement between judges (Harbst, Ottenbacher, & Har ris, 1991; Johnson & Ottenbacher, 1991; Ottenbacher, 1993; Sharpley, 1986) .
One component of graphed single-subject data, referred to as autocorrelation, has been hypothesized to play an important role in judgments that are based on visual analysis. Autocorrelation reflects the amount of correlation or serial dependency present in a data series. Serial depen dency refers to the fact that sequential responses produced by the same person will be related. A high correlation between responses may interfere with the examiner's ability to accurately interpret a series of data points (Matyas & Greenwood, 1990 Ottenbacher, 1986a) .
Serial dependency is determined by computing the autocorrelation coefficient. Jones, Weimott, and Vaught (1978) were the first single-subject researchers to suggest that the presence of significant serial dependency (autocor relation) could influence the results of visual analysis. They compared the findings of single-subject data analyzed using both visual inspection and a statistical procedure (time series analysis). The most significant discrepancy between visual judgments and statistical analysis occurred in data sets found to have the highest serial dependency. Since the orig inal study by Jones et al., the role of serial dependency has been examined by several investigators (Huitema, 1985 (Huitema, , 1988 Matyas & Greenwood, 1990 . The results of these investigations have been inconclusive, and the impact of serial dependency on the visual interpretation of single subject data remains controversial (Park, Marascuilo, & Gaylord-Ross, 1990) .
The purposes of this study were to (a) determine the extent of autocorrelation in a sample of single-subject reha bilitation studies and (b) investigate the impact of autocor relation on the judgments of researchers using visual analy sis to interpret single-subject graphs. One of the criticisms of previous research has been that investigators used artifi cial AB single-subject graphs containing hypothetical data (Parsonson & Baer, 1978 , 1986 . Matyas and Greenwood (1996) concluded a chapter on the impact of serial depen dency on single-case research by noting, "It would be useful to know much more about the ability of human judgment confronted by data gathered under a range of realistic mod els" (p. 225).
Method
The present study included a retrospective examination of 100 single-subject graphs published during a 10-year peri od. The graphs were selected from seven rehabilitation examining the 1991 volume of each journal and proceed ing in reverse chronological order until all journals from a 10-year period were reviewed. The first author reviewed all the journal articles. If-a question arose regarding the appro priateness of an article, it was reviewed by both authors. NI articles selected for analysis included at least one single-sub ject design that was presented graphically. To be included in the analysis, the studies had to present sufficient informa tion to clearly indicate the type ofsingle-subject design, how the data were analyzed (i.e., was any supplement to visual analysis used), and a clear statement of the visual judgments made for each graph. A listing of the articles used in the pre sent study can be obtained from the second author.
Data Collection
The individual graphs were labeled chronologically accord ing to the journal from which they were chosen. Informa tion pertaining to the graphs, including the type of single subject design, the method of analyzing the graphs, whether the study reported an autocorrelation value, and the results of the researcher's visual interpretation of the graph, were recorded and used in the data analysis.
The data points from individual graphs were grouped separately for the baseline and treatment phases. In those cases where there was more than one baseline phase in a graph (e.g., ABAB designs), all the data points from the dif ferent baseline (no-treatment) phases were grouped together. The same was done in cases with more than one treatment phase where the same intervention was used. In single-sub ject studies where more than one type of treatment was examined, data points were grouped separately for the dif ferent treatment phases. The procedure for collecting and analyzing data points separately for the baseline and treat ment phases was based on the work of Huitema (1985 Huitema ( , 1988 and Greenwood (1990, 1991) . These re searchers hypothesized that autocorrelation values varied across treatment and no-treatment phases and argued that autocorrelation values should be computed separately for the baseline phase and treatment phase ofa single-subject graph.
Coding Reliability
Each graph was individually coded by the first author. A random sample of 20 graphs was coded by the second author, who has experience in single-subject research. Per centage agreement and Kappa values were computed for all coded data. Percentage agreement values ranged from .91 to
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Data Analysis
Serial dependency was determined by computing a statistic called an autocorrelation coefficient h). The autocorrela tion coefficient indicates the extent to which scores at one point in a series are predictive of scores at other points in the same series. Pairs of scores are used to com pure the auro correlation coefficient. When pairs are formed using scores from adjacent time points, the resultant coefficient is called a lag I autocorrelation coefficient because there is a one point lag, or difference, between the two scores (Bloom et al., 1995; Harrop & Velicer, 1985; Onenbacher, 1986b) .
The lag 1 autocorrelation coefficients for the baseline and treatment phases analyzed in this srudy were calculat ed using the autocorrelation function (ACF) included in the SYSTAT computer package (Wilkinson, 1990) . Each autocorrelation value was corrected for bias due to small sample sizes using the formula described by Bloom et at. (1995) , rk + 11 n, where r k is the aurocorrelation coefficient and n is the number of data points used to compute the autocorrelation value.
Previous researchers in this area have used the test described by Bartlen (1946) to determine whether the auto correlation coefficient is significant. This test has several limitations when applied to small data sets, which are fre quently encountered in single-subject research. The proce dure proposed by DeCarlo and Tryon (1993) and Huitema and McKean (1991) was used to determine the significance of the autocorrelation coefficients in the present investiga tion. This procedure involves computing the standard error for the autocorrelation (SErk)' multiplying it by 1.96, and both adding and subtracting this value to the corrected autocorrelation coefficient. This process gives the upper and lower limits for the 95% confidence interval. If 0 does not fall within the upper and lower limit of the 95% con fidence interval, the data are considered to contain a sig nificant amount of aurocorrelation.
The results of the autocorrelation analysis were com pared with the visual judgments reported by the researcher for each individual graph. Additional descriptive statistical analyses were conducted to determine the mean degree of autocorrelation across the graphs and to examine the rela tionship of autocorrelation to rype of single-subject design, number of data points, and other graphic characteristics. Table 1 includes the corrected lag 1 autocorrelation coeffi cient values for the baseline and treatment phases for the 100 graphs along with the number of data points analyzed for each phase. An asterisk (*) indicates the autocorrelation values for the baseline or treatment phases that contained a significant (p < .05) degree of autocorrelation on the basis of the standard error procedure described previously. Table 2 includes the calculated mean, median, standard deviation, minimum and maximum values of the ACF, and the num ber of cases for the baseline and treatment phases, respec tively, for each of the 100 graphs.
Results
To examine the original research question of whether the results of the visual analysis were influenced by the pres ence of autocorrelation, a McNemar test was completed. The two factors in this analysis were the results of the orig inal researcher's visual analysis (whether the researcher reported a significant change vs. no significant change across the phases) and the results of the lag 1 autocorrelation analysis (significant autocorrelation vs. no significant auto correlation). The result of the McNemar analysis produced a value ofX 2 = 11.65 (dj= 1, P < .05), indicating a signif icant association. Examination of the two-by-two contin gency table revealed that when a significant lag 1 autocor relation coefficient was present, the visual analysis reported by the researcher was more frequently reported as non significant.
To further examine the effects of significant lag 1 auto correlation on the individual phases (i.e., baseline vs. treat ment), the graphs were coded to indicate whether they con tained significant autocorrelation in the baseline phase, the treatment phase, or both phases of the design. The follow ing four categories were used: (a) both A and B phases con tained significant autocorrelation, (b) neither A nor B phase contained significant autocorrelation, (c) the A (baseline) phase contained significant autocorrelation, or (d) the B (treatment) phase contained significant autocorrelation. A contingency table analysis based on this coding scheme revealed a maximum effect when the significant lag 1 auto correlation coefficient was found in one of the treatment phases, X 2 = 10.11, dj= 3, P< .05. This result suggests that graphs containing a significant amount of autocorrelation in the treatment phase were more likely to be reported by the original aurhor as not clinically significant when visual analysis was used to interpret the data.
A final analysis was conducted to determine whether the compuration of separate autocorrelation coefficients for the baseline versus treatment phases was justified, as sug gested by previous investigators (Huitema, 1985 (Huitema, , 1988  Maryas & Greenwood, 1990 ). This analysis involved using a paired t test to examine whether there was any significant difference between the lag 1 autocorrelation coefficients for the baseline and treatment phases. A t value of 2.34 was obtained (p < .05), indicating that the mean lag 1 autocor relation for the treatment phase data was significantly larg er than the mean lag 1 autocorrelation for the baseline data.
No significant relationship was found between lag 1 autocorrelation values and the number of baseline (r = .19) or treatment phase (r = .21) data points. The correlation between magnirude of the autocorrelation coefficient and the rype of single-subject design (e.g., AB, ABAB, multiple baseline) was nonsignificant (rho = .09)
The significant difference (t = 2.34, P < .05) between the mean aurocorrelation coefficients found in the baseline Discussion versus the treatment data confirms Huil:ema's (1985) and This study examined the influence of autocorrelation on Greenwood's (1990, 1991 ) speculation that the the results of visual analysis in published single-subject correct method of estimating the lag 1 autocorrelation is to studies reported in the rehabilitation research literature.
calculate it separately for baseline and rreatment phases. Specifically, it was found that a significant lag 1 autocorre- Huitema (1985 Huitema ( , 1988 noted rhat baseline data more accu lation coefficient was associated wirh reporting a nonrately reflect the degree of serial dependency that occurs nat significant resulr on the basis of visual judgments. The urally in the outcome measure evaluated.n a single-subject result was more evident when the significant autocorrelainvestigation. tion was contained in [he treatment phase of the design.
Significant autocorrelation in both the baseline and These findings suPPOrt the research of Jones et al. (1978) , treatment phases appeared to influence the visual interpre who originally hypothesized that a significant autocorrelatation of single-subject data. A significant lag 1 autocorrela tion coefficient may complicate visual analysis of graphed tion coefficient in the treatment phase, however, had a dara.
greater effect on the results of visual analysis than a signifi-
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Implications and Conclusion
In discussing the issue of serial dependency, Matyas and Greenwood (1996) observed, "Serial dependency can be quantified and is a property of a wide range of mathematical time series models. Does this necessarily imply that knowl edge about its presence is important in single-case method ology?" (p. 220). Matyas and Greenwood argued that knowledge of serial dependency is important for two rea sons. First, serial dependency is widely recognized as influ encing the results of traditional statistical procedures such as t tests and analysis of variance. Sharpley and Alavosius (1988) showed that even low levels of autocorrelation can distort statistical results, producing Type I and Type II errors. An autocorrelation coefficient of .20 will inflate tra ditional parametric statistics (i.e., t tests, !tests) more than 100% above their correct value. Second, serial dependency may negatively affect the ability to make accurate visual inferences from single-subject data. The influence of serial dependency on visual judgments is more difficult to quan tifY. Previous investigators have suggested that serial depen dency is associated with the poor interrater reliability of judgments based on visual inspection of single-subject graphs. The components of serial dependency that influ ence visual judgment are not well understood, and there is continuing debate even regarding the presence of serial dependency in the published single-subject research litera ture. This latter concern reflects the fact that many studies on the impact of serial dependency have been conducted using hypothetical AB charts constructed specifically to control various components of graphed data. Matyas and Greenwood (1996) noted that "despite the substantial debate raised to date by the issue of serial de pendence in single-case baselines, the analysis of such depen dency nevertheless remains in its infancy" (p. 241). The re sults of this investigation have provided an indication that serial dependency does exist in the published single-subject research literature in rehabilitation. The average autocorre lation coefficients were .23 for baseline data and .30 for treatment data. Both of these mean autocorrelation values are large enough to significantly influence the results of tra ditional statistical tests.
The serial dependency in the single-subject graphs examined also influenced the original investigators' visual judgments. Those phases of the single-subject graphs that contained higher serial dependency were more frequently judged as visually (clinically) nonsignificant. It is impossible to determine whether these visual judgments were "correct" or not. No "gold standard" exists to determine the accuracy of the visual judgments, and, unlike the use of statistical Finally, the results of this investigation support the orig inal contention of Huitema (1985) that data in the treat ment phases of single-subject graphs are more likely to con tain serial dependency than data in the baseline phases. Twelve of the 100 baseline (A) phases were found to contain a significant amount of autocorrelation. In contrast, 28 of the 100 treatment (B) phases included a significant amount of autocorrelation. An interesting paradox exists regarding this finding. Huitema (1985) and Matyas and Greenwood (1990) hypothesized that if an intervention produced a treatment effect, it would influence responses on the out come measure in such a way that serial dependency would increase. If the treatment had no impact, then performance on the outcome should continue at approximately the same rate or level as in the baseline phase. In this case, the degree of autocorrelation in the treatment phase should be similar to that contained in the baseline phase. If this supposition is correct, then an increase in autocorrelation during the treat ment phase can be considered an indirect indication that the intervention is producing an effect. However, the results of the present investigation suggest that an increase in the autocorrelation in the treatment phase is associated with a visual judgment that a clinically significant treatment effect did not occur. One possible .explanation for this result re lates to the nature of serial dependency. Data with a high degree of autocorrelation follow a pattern, and that pattern may be (visually) predictable. Matyas and Greenwood (1996) noted that "serial dependent data form nonrandom trend patterns when graphed, and because the human observer may be suspected of reacting to pattern, the ability ofserial dependency to influence visual analysis ofsingle-case graphs has been debated" (p. 216). The presence of a "pat tern" may suggest that a change in performance has not occurred and lead observers to conclude that no visually sig nificant effect is present. In making visual judgments, ob servers may be looking for a change or break in the pattern. If this conjecture is supported by future research, it means that an increase in serial dependency might be associated with increased risk for Type II errors when visual inferences are made.
Single-subject research is emerging as an alternative to traditional group comparison methods for conducting research in rehabilitation, including occupational therapy (Bloom et aI., 1995; Ottenbacher, 1990) . Examples of how single-subject research designs can be used to answer ques tions important to occupational therapy appear regularly in the rehabilitation literature. An excellent example is the report by Carey, Matyas, and Oke (1993) that illustrated how single-subject methods can be used to answer clinical research questions that would be difficult or impossible to address using traditional group comparison designs and sta tistical procedures. Kazdin (1982) contended that one of the problems with single-subject data analysis is the absence of well-defined decision rules to help clinicians and researchers interpret graphed data. Future research examining the components of visual analysis and how they influence interrater relia bility or Type II errors is necessary to ensure that single-sub ject designs are used to accurately answer clinical research questions and identifY effective treatments.
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