The biological motivated problem that we want to solve in this paper is to predict the new members of a partially known protein complex (i.e. complex membership determination). In this problem, we are given a core set of proteins (i.e. the queries) making up a protein complex. However, the biologist experts do not know whether this core set is complete or not. Our objective is to find more potential members of the protein complex by ranking proteins in protein-protein interaction network. One of the solutions to this problem is a network reliability based method. Due to high time complexity of this method, the random walk on graphs method has been proposed to solve this complex membership determination problem. However, the random walk on graphs method is not the current state of the art network-based method solving bioinformatics problem. In this paper, the novel un-normalized graph (p-) Laplacian based ranking method will be developed based on the un-normalized graph p-Laplacian operator definitions such as the curvature operator of graph (i.e. the un-normalized graph 1-Laplacian operator) and will be used to solve the complex membership determination problem. The results from experiments shows that the un-normalized graph p-Laplacian ranking methods are at least as good as the current state of the art network-based ranking method (p=2) but often lead to better ranking accuracy performance measures.
Introduction
Recent development in genome projects has shown that the pair of genes or group of genes sharing an edge (or hyper-edge) in the protein (hyper-) networks [1, 2] tends to have similar complex biological function. Therefore, in recent years, the considerable amount of research effort has gone into discovering the complete set of interacting proteins in an organism. Protein-protein interaction networks have become certainty in recent years thanks to high throughput methods such as yeast-two-hybrid [3, 4] and affinity purification with mass spectrometry [5, 6] . Corresponding to the readiness of protein networks, various graph analysis techniques have been proposed to mine these networks for protein function prediction [1, 2, 7, 8, 9, 10, 11] and complex/pathway membership determination [12, 13] .
The biological motivated problem that we want to solve in this paper is to predict the new members of a partially known protein complex (i.e. complex membership determination). In this problem, we are given a core set of proteins (i.e. the queries) making up a protein complex. However, the biologist experts do not know whether this core set is complete or not. Our objective is to find more potential members of the protein complex by ranking proteins in protein-protein interaction network. Then the proteins with highest ranks (i.e. probability of membership in the partially known complex) will then be selected and checked by biologist experts to see if the extended genes in fact belong to the same complex/pathway.
One of the solutions to this problem is a network reliability based method proposed by [12] . This method finds the close proximity proteins. This method approximates the reliability between two nodes using Monte Carlo simulation. However, due to high time complexity of this method, the random walk on graphs method has been proposed to solve this complex membership determination problem [13] . The random walk method simulates a random walker that starts at a source node (i.e. the query or the member of the complex/pathway) and moves to other nodes through connecting edges. The random walker can also choose to teleport to the start node with a definite probability, the restart probability. The probability of finding the random walker at a certain node gives the similarity of that node to the starting node. To solve the complex membership determination problem, [13] simulates a random walker that starts from a set of nodes (i.e. the queries or the set of members of the complex/pathway) instead of a single node. Thus, given a set of proteins that are members of a partially known complex as the start set, the random walk on graphs method ranks the remaining proteins in the protein-protein interaction network with respect to their proximity to the queries' complex.
This ranking method [13] has also been employed by Google Company to exploit the global hyperlink structure of the Web and produce better rankings of search results [14] . Its idea [13] has also been employed in [1] to solve the protein function prediction problem (i.e. the classification problem). However, based on [1] , the random walk on graphs method is not the best network-based method solving the classification bioinformatics problems such as protein function prediction [1, 11] and cancer classification [15] . To the best of my knowledge, the un-normalized graph (p-) Laplacian based semi-supervised learning method is considered the current state of the art network-based method solving protein function prediction problem [7, 11] and cancer classification problem [15] . However, the un-normalized graph (p-) Laplacian based ranking method has not yet been developed and obviously has not been applied to any practical applications. In this paper, the un-normalized graph (p-) Laplacian based ranking method will be developed based on the un-normalized graph p-Laplacian operator definitions such as the curvature operator of graph (i.e. the unnormalized graph 1-Laplacian operator). Finally, this proposed method will be used to solve the complex membership determination problem.
We will organize the paper as follows: Section 2 will introduce the preliminary notations and definitions used in this paper. Section 3 will introduce the definition of the gradient and divergence operators of graphs. Section 4 will introduce the definition of Laplace operator of graphs and its properties. Section 5 will introduce the definition of the curvature operator of graphs and its properties. Section 6 will introduce the definition of the p-Laplace operator of graphs and its properties. Section 7 will show how to derive the algorithm of the un-normalized graph p-Laplacian based ranking method from regularization framework. In section 8, we will compare the accuracy performance measures of the un-normalized graph Laplacian based ranking algorithm and the un-normalized graph p-Laplacian based ranking algorithms. Section 9 will conclude this paper and the future direction of researches of other practical applications in bioinformatics utilizing discrete operator of graph will be discussed.
Preliminary Notations and Definitions
Given a graph G=(V,E,W) where V is a set of vertices with | | , is a set of edges and W is a similarity matrix with elements 0 1 , . Also, please note that . The degree function :
is
where ~ is the set of vertices adjacent with i. Define , , … , . The inner product on the function space is , ∑
Also define an inner product on the space of functions on the edges
Here let , . , . and , . , . be the Hilbert space real-valued functions defined on the vertices of the graph G and the Hilbert space of real-valued functions defined in the edges of G respectively.
Gradient and Divergence Operators
We define the gradient operator : to be ,
where : be a function of . We define the divergence operator : to be , , ,
where , Next, we need to prove that 
Laplace Operator
We define the Laplace operator ∆: to be ∆
Next, we compute
The graph Laplacian is a linear operator. Furthermore, the graph Laplacian is selfadjoint and positive semi-definite.
Let ∆ , , we have the following theorem 1 2∆
The proof of the above theorem can be found from [15, 16] .
Curvature Operator
We define the curvature operator : to be || ||
Next, we compute 1 2 ~ || || || || 
From the above formula, we have
The local variation of f at i is defined to be
To avoid the zero denominators in (11) , the local variation of f at i is defined to be
where 10 . The graph curvature is a non-linear operator. Let ∑ , we have the following theorem 2 (15) The proof of the above theorem can be found from [15, 16] .
p-Laplace Operator
We define the p-Laplace operator ∆ : to be ∆
Clearly, ∆ and ∆ ∆. Next, we compute
Let ∑ , we have the following theorem 3
∆ (18)
Discrete Regularization on Graphs and Protein Function Classification Problems
Given a protein network G=(V,E). V is the set of all proteins in the network and E is the set of all possible interactions between these proteins. Let y denote the initial function in H(V). can be defined as follows 1 0
Our goal is to look for an estimated function f in H(V) such that f is not only smooth on G but also close enough to an initial function y. Then each protein i is ranked as value of . This concept can be formulated as the following optimization problem
The first term in (19) is the smoothness term. The second term is the fitting term. A positive parameter captures the trade-off between these two competing terms.
2-smoothness
When p=2, the optimization problem (19) is
By theorem 1, we have Since ∆ is a linear operator, the closed form solution of (21) is ∆ ,
Where I is the identity operator and ∆ . (22) is the algorithm proposed by [1, 10] .
1-smoothness
When p=1, the optimization problem (19) is
By theorem 2, we have Theorem 5: The solution of (23) satisfies 0,
The curvature is a non-linear operator; hence we do not have the closed form solution of equation (24). Thus, we have to construct iterative algorithm to obtain the solution. From (24), we have to obtain the solution of (23).
p-smoothness
For any number p, the optimization problem (19) is
By theorem 3, we have Theorem 6: The solution of (30) satisfies
The p-Laplace operator is a non-linear operator; hence we do not have the closed form solution of equation (31). Thus, we have to construct iterative algorithm to obtain the solution. From (31), we have to obtain the solution of (30).
Experiments and Results

Datasets
In this paper, we use the dataset available from [12, 13] and references therein. This dataset contains the probabilistic yeast network containing 3112 genes and 25113 undirected interactions (i.e. edges). This probabilistic yeast network is called ProNet.
In order to evaluate the performance of the un-normalized graph p-Laplacian based ranking algorithms, we used three protein complexes from the MIPS databases. Table  1 shows the three protein complexes used in our experiments. 
Experiments
In this section, we experiment with the above proposed un-normalized graph p-Laplacian ranking methods with p=1, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1 .9 and the current state of the art method (i.e. the un-normalized graph Laplacian based ranking method p=2) in terms of accuracy performance measure. All experiments were implemented in Matlab 6.5 on virtual machine. The leave-one-out testing strategy is used to compute the accuracy performance measures of all methods used in this paper. For each of the complexes, one member gene is left out and the remaining genes are used as the core complex in the membership query. Effective ranking methods should report the left out gene in top k ranks. The parameter is set to 1. The accuracy performance measures of the above proposed methods and the current state of the art method is given in the following table 2. The results from the above table shows that the un-normalized graph p-Laplacian ranking methods are at least as good as the current state of the art method (p=2) but often lead to better ranking accuracy performance measures.
Conclusions
We have developed the detailed regularization frameworks for the un-normalized graph p-Laplacian ranking methods applying to complex membership determination problem. Experiments show that the un-normalized graph p-Laplacian ranking methods are at least as good as the current state of the art method (i.e. p=2) but often lead to significant better ranking accuracy performance measures. Moreover, these un-normalized graph p-Laplacian ranking methods can not only be used in complex membership determination problem but also in biomarker discovery problem in cancer classification. In specific, given a set of genes (i.e. the queries) involved in a specific disease (for e.g. leukemia), these methods can also be used to find more genes involved in the same disease by ranking genes in gene co-expression network (derived from gene expression data) or the protein-protein interaction network or the integrated network of them. The genes with the highest rank then will be selected and then checked by biologist experts to see if the extended genes in fact are involved in the same disease. This problem is called biomarker discovery in cancer classification.
Recently, to the best of my knowledge, the un-normalized directed graph p-Laplacian based ranking methods have not yet been developed and applied to any practical problems. This method is worth investigated because of its difficult nature and its close connection to partial differential equation on directed graph field.
