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Exact analytical solutions for the eigenvectors and the associated bound state energies of the finite
Kitaev chain are found by explicit evaluation of the characteristic polynomial in the real space. Our
analytical results demonstrate qualitative different features of the finite Kitaev chain with respect
to the usually considered infinite or semi-infinite chain. Quite generally, the spectral properties are
distinct for chains with even or odd number of sites N , and only in the thermodynamic limit N →∞
the distinction between even and odd numbers disappears. The topological phase diagram of the
Kitaev chain, which is obtained from the winding number topological invariant, correctly yields
the parameter space for the existence of decaying states. However, if the decaying state has finite
energy, it is not a Majorana bound state. We show that only the zero-energy modes have Majorana
character and, for a fixed length of the Kitaev chain, they only exist for a set of discrete values of
the chemical potential. Further, depending on the decay length, they can be localized at the edges
or fully delocalized. Nevertheless, even fully delocalised Majorana states are mutually orthogonal.
This is most clearly seen in the Majorana basis, where one state has exclusively contributions from
”A”-type Majorana operators, the second from ”B”-type. Thus Majorana states can coexist at the
same physical site without hybridizing. In the thermodynamic limit, the region for the existence of
the Majorana states is correctly given by the bulk topological phase diagram.
I. INTRODUCTION
The quest for topological quantum computation has
drawn a lot of attention to Majorana zero energy modes
(MZM), quasi-particles obeying non-Abelian statistics
hosted by topological superconductors1. The archety-
pal model of a topological superconductor in one dimen-
sion was proposed by Kitaev2. It consists of a chain of
spinless electrons with nearest neighbor superconduct-
ing pairing, a prototype for p-wave superconductivity.
As shown by Kitaev in the limit of an infinite chain,
for a specific choice of parameters, the superconductor
enters a topological phase where the chain can host a
couple of unpaired zero energy Majorana modes at the
end of the chain2. This model has thus become very
popular due to its apparent simplicity and it is often
used to introduce topological superconductivity in one
dimension1,3. Also more sophisticated realizations of ef-
fective p-wave superconductors, based on semiconduct-
ing nanowire-superconductor nanostructures4–10, ferro-
magnetic chains on superconductors11–14 or s-wave prox-
imitized carbon nanotubes15–17, all rely on these funda-
mental predictions of the Kitaev model. While the the-
oretical models are usually solved in analytic form only
for infinite or semi-infinite chains, the experiments are
naturally done on finite-length systems. It is thus in-
teresting to ask to which extent the results obtained in
the limit of infinite length apply to finite size systems.
It is usually argued that for a finite Kitaev chain in the
topological phase the two decaying states at the opposite
ends of the chain will ”interact” or ”overlap”, giving rise
to two modes with exponentially small, but nevertheless
finite, energy2,18. Spectral properties of a finite-length
Kitaev chain have been addressed recently19,20, and have
confirmed the presence of bound states of exponentially
small (but finite) energy in a finite-length Kitaev chain.
Remarkably, a Kitaev chain can be mapped onto an
X-Y model for N spin 1/2 particles in transverse mag-
netic field, for which exact solutions are known21. Fol-
lowing the diagonalization procedure used for the spin
1/2 chains21,22, Zvyagin19 noticed that a finite-length Ki-
taev chain also supports modes with exact zero-energy.
These are truly MZM; however they are only found for
discrete values of the chemical potential. It is thus a
natural question to ask what is the nature of the modes
with exponentially small energy, and to what extent the
topological phase diagram obtained in the infinite length
limit also describes the properties of the finite system.
In this work we address these questions by providing
exact results for the energies and bound states of the
finite-length Kitaev chain by analytical diagonalization
in the real space. Our results are not restricted to long
chains or to long wavelengths, and thus advance some of
the findings in Refs. [19] and [20]. Our major results are
as follows. Only in the limit of an infinite chain the region
for the existence of the Majorana states is correctly given
by the bulk topological phase diagram, which can be ob-
tained using the Pfaffian2 or the chain winding number23
topological invariant. For a finite-length chain MZM only
exist for a set of discrete values of the chain parameters,
see Eq. (98) below, in line with [19]. These states come
in pairs and, depending on the decay length, they can be
localized each at one end of the chain or be fully delocal-
ized over the entire chain. In the latter case the states are
orthogonal and do not ”hybridize” since they live in two
distinct Majorana sublattices. These states are the only
MZM of the chain. The remaining bound states of ex-
ponentially small energy are not Majorana bound states.
Similar protection of topological zero energy modes liv-
ing on different sublattices has recently been observed
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2experimentally in molecular Kagome lattices24.
Finally, we show that the case of zero chemical poten-
tial is special, and that a chain with even number of sites
behaves qualitatively different from the one with an odd
number. For example, in the even case MZM are only
found at so-called ”Kitaev points”, while an odd chain
always supports MZM.
The paper is organized as follows. Section II shortly
reviews the model and its bulk properties. Section III
covers the finite size effects on the energy spectrum and
on the quantization of the wave vectors for some special
cases, including the one of zero chemical potential. The
eigenstates at zero chemical potential, the symmetries
of the Kitaev chain in real space, as well as the Ma-
jorana character of the bound state wave functions are
discussed in Section IV. We show that the spectral prop-
erties at zero chemical potential are fully understood in
terms of those of two independent Su-Schrieffer-Heeger
(SSH) chains. In Section V, VI and VII we turn to the
general case of finite chemical potential. While Sec. V
deals with the spectrum of the finite chain, Sec. VI pro-
vides exact analytical results for the MZM. In Sec. VII
numerical results for the spectrum are shown for com-
parison. In Sec. VIII conclusions are drawn. Finally,
appendices A-E contain details of the factorisation of the
characteristic polynomial in real space and the calcula-
tion of the associated eigenstates.
II. THE KITAEV CHAIN AND ITS BULK
PROPERTIES
A. Model
The Kitaev chain is a one dimensional model based
on a lattice of N spinless fermions. It is characterized
by three parameters: the chemical potential µ, the hop-
ping amplitude t, and the p-wave superconducting pair-
ing constant ∆. The Kitaev Hamiltonian, written in a
set of standard fermionic operators dj , d
†
j , is
1,2
HˆKC = −µ
N∑
j=1
d†jdj +
N−1∑
j=1
(
∆ d†jd
†
j+1 − t d†j+1dj + h.c.
)
,
(1)
where the p-wave character allows interactions between
particles of the same spin. The spin is thus not explicitly
included in the following. We consider ∆ and t to be real
parameters from now on.
The Hamiltonian in Eq. (1) has drawn particular at-
tention in the context of topological superconductivity,
due to the possibility of hosting MZM at its end in a par-
ticular parameter range2. This can be seen by expressing
the Kitaev Hamiltonian in terms of so called Majorana
operators γA,B ,(
dj
d†j
)
= :
1√
2
(
1 i
1 −i
) (
γAj
γBj
)
,
(
γA,B
)†
= γA,B , (2)
yielding the form
HˆKC = −i µ
N∑
j=1
γAj γ
B
j + i (∆ + t)
N−1∑
j=1
γBj γ
A
j+1
+ i (∆− t)
N−1∑
j=1
γAj γ
B
j+1. (3)
For the particular parameter settings ∆ = ±t and µ =
0, which we call the Kitaev points, Eq. (3) leads to a
”missing” quasiparticle q±:
q+ =
1√
2
(
γA1 + γ
B
N
)
[∆ = t] , (4a)
q− =
1√
2
(
γB1 + γ
A
N
)
[∆ = −t] . (4b)
This quasiparticle has zero energy and is composed of
two isolated Majorana states localised at the ends of the
chain. In general, the condition of hosting MZM does
not restrict to the Kitaev points (µ = 0, ∆ = ±t). Fur-
ther information on the existence of boundary modes is
usually evinced from the bulk spectrum and the associ-
ated topological phase diagram. However, as also shown
in this work, care has to be taken since not all bound-
ary modes are MZM for a finite chain. In the following
we define a MZM as a zero energy bound state being an
eigenstate of the particle-hole operator P.
The topological phase diagram is shortly reviewed in
Sec. II C.
B. Bulk spectrum
The Hamiltonian from Eq. (1) in the limit of N →∞
reads in k space
HˆKC =
1
2
∑
k
ψˆ†kH(k)ψˆk, ψˆk =
(
dk, d
†
−k
)T
, (5)
where we introduced the operators
dk =
1√
N
∑
j
e−i j kd dj , k lies inside the first Bril-
louin zone, i.e. k ∈ [−pid , pid ] and d is the lattice constant.
The 2× 2 Bogoliubov- de Gennes (BdG) matrix
H(k) =
[−µ− 2t cos(kd) −2i∆ sin(kd)
2i∆ sin(kd) µ+ 2t cos(kd)
]
(6)
is easily diagonalized thus yielding the excitation spec-
trum
E±(k) = ±
√
4∆2 sin2(kd) + [µ + 2t cos(kd)]
2
. (7)
Note that for µ = 0 Eq. (7) predicts a gapped spectrum
whose width is either 4 ∆ (|∆| < |t|) or 4 t (|t| < |∆|).
3FIG. 1. Topological phase diagram of the Kitaev chain for
∆ > 0, constructed with the winding number invariant Eq.
(8). Distinct topological phases are separated by the phase
boundary at µ = ±2t, visualised by the red lines. The four
insets illustrate the evolution of w(k) along the Brillouin zone
at the four marked positions in the phase space, (t/∆ = ±2,
µ/∆ = 0.2) in the topological and (t/∆ = ±2, µ/∆ = 4.2) in
the trivial phase. In the phase diagram for ∆ < 0 the ν = +1
and ν = −1 regions are swapped.
C. Topological phase diagram
The BdG Hamiltonian (6) is highly symmetric. By
construction it anticommutes with the particle-hole sym-
metry P = σxK, where K accounts for complex conjuga-
tion. The particle-hole symmetry turns an eigenstate in
the k space corresponding to an energy E and wavevector
k into one associated with −E and −k. The time reversal
symmetry is also present in the Kitaev chain and is given
by T = 1K. Finally, the product of T P = C = σx is
the chiral symmetry, whose presence allows us to define
the topological invariant in terms of the winding num-
ber.23 Note that all symmetries square to +1, placing
the Kitaev chain in the BDI class.25
The winding number of the lower, quasiparticle band
is given by23,26
ν =
1
2pi
pi/d∫
−pi/d
dk ∂k w(k), (8)
where w(k) = arg [2∆ sin(kd) + i (µ+ 2t cos(kd))] and
∂k w(k) is the winding number density. A trivial phase
corresponds to ν = 0, a non trivial one to finite integer
values of ν. The winding number relates bulk proper-
ties to the existence of boundary states in a finite chain.
However, such states can have finite energy and thus are
not necessarily MZM.
The phase diagram constructed using the winding
number invariant is shown in Fig. 1. The meaning of two
different values for the winding number is clearer when
we recall the Kitaev Hamiltonian in the Majorana basis.
In a finite chain the leftmost lattice site consists of the
A Majorana operator γA1 connected to the bulk by the
i(∆− t) hopping and a B Majorana operator connected
by the i(∆ + t) hopping. With ∆ > 0 and t < 0 (the
ν = +1 phase) the Majorana bound state at the left end
of the chain will consist mostly of the weakly connected
γB . If t > 0 (the ν = −1 phase), γA is connected to the
bulk more weakly and contributes most to the left end
bound state.
The boundaries between different topological phases
can be obtained from the condition of closing the bulk
gap, i.e. E±(k) = 0 (cf. Eq. (7)). That is only possible if
both terms under the square root vanish. The condition
of ∆ 6= 0 forces the gap closing to occur at kd = 0 or k =
pid, and the remaining term vanishes at these momenta
if µ = ±2t. The four insets in Fig. 1 show the behaviour
of w(k), leading to either a zero (for w(−pi) = w(pi) ) or
non zero winding number, see Eq. (8).
Physically speaking, the Kitaev chain is in the topo-
logical phase provided that ∆ 6= 0 and the chemical po-
tential lies inside the ”normal” band (|µ| ≤ 2|t|).
III. SPECTRAL ANALYSIS OF THE FINITE
KITAEV CHAIN
One of the characteristics of finite systems is the possi-
bility to host edge states at their ends. To account for the
presence and the nature of such edge states, we consider
a finite Kitaev chain with N sites and open boundary
conditions, yielding N allowed k values. In this section
we shall consider the situation in which one of the three
parameters ∆, t and µ is zero. Already for the simple
case µ = 0 and ∆ 6= 0, t 6= 0 the quantization of the
momentum turns out to be non trivial. The general case
in which all parameters are finite is considered in Secs.
V, VI ans VII.
We start with the BdG Hamiltonian of the open Kitaev
chain in real space, expressed in the basis of standard
fermionic operators ψˆ =
(
d1, . . . , dN , d
†
1, . . . , d
†
N
)T
.
Then
HˆKC =
1
2
ψˆ†HKC ψ, (9)
where the BdG Hamiltonian HKC is
HKC =
[
C S
S† −C
]
. (10)
4These matrices have the tridiagonal structure
C =

−µ −t
−t −µ −t
−t −µ −t
. . .
. . .
. . .
−t −µ −t
−t −µ −t
−t −µ

, (11)
S =

0 ∆
−∆ 0 ∆
−∆ 0 ∆
.. .
. . .
. . .
−∆ 0 ∆
−∆ 0 ∆
−∆ 0

. (12)
The spectrum can be obtained by diagonalisation of HKC
in real space. We consider different situations to simplify
the calculation.
A. ∆ = 0
The BdG Hamiltonian is block diagonal and its
characteristic polynomial Pλ(HKC) = det [λ1−HKC]
factorises as
Pλ(HKC) = Pλ(C)Pλ(−C). (13)
The tridiagonal structure of C straightforwardly yields
the spectrum of a normal conducting, linear chain27
E∆=0± (kn) = ± [µ + 2t cos (knd)] , knd =
npi
N + 1
,
(14)
where n runs from 1 to N . Since kn ∈ R, only bulk states
exist for ∆ = 0.
B. t = 0
In the beginning we consider both t and µ to be zero
and include µ 6= 0 in a second step. The parameter
setting leads to a vanishing matrix C, see Eq. (11), and
the characteristic polynomial of the system reads:
Pλ(HKC) = det
[
λ1 −S
S λ1
]
, (15)
where we used the property S† = −S. Due to the fact
that the commutator [1, S] = 0 vanishes28, one finds29
Pλ(HKC) = det
(
λ2 1 + S2
)
. (16)
The characteristic polynomial can still be simplified to
the product
Pλ(HKC) = Pλ(iS)Pλ(−iS). (17)
The matrix iS is hermitian and describes a linear chain
with hopping i∆. As a consequence, we find the spectrum
to be27
E±(kn) = ± [2∆ cos (knd)] , knd = npi
N + 1
, (18)
where n runs from 1 to N and each eigenvalue is twice
degenerated. Notice the phase shift by pi/2 compared to
the spectrum of an infinite chain Eq. (7). We discuss
this phase shift in more detail in section III C.
Furthermore if, and only if, N is odd, we find two zero
energy modes, namely for n = (N + 1)/2. Their exis-
tence and the degeneracy is due to the chiral symmetry.
The chemical potential µ can be included easily. Ex-
ploiting the properties of HKC, we find the characteristic
polynomial to be
Pλ(HKC) = det
[
(λ+ µ) 1 −S
S (λ− µ) 1
]
= det
[(
λ2 − µ2) 1 + S2]
= det
[
Λ2 1 + S2
]
, (19)
with Λ2 := λ2 − µ2. The same treatment as in the
previous µ = 0 case yields
Pλ(HKC) = PΛ(iS)PΛ(−iS), (20)
and consequently the spectrum is
Et=0± (kn) = ±
√
µ2 + 4∆2 cos2(knd), knd =
npi
N + 1
,
(21)
where n runs again from 1 to N . Again no boundary
modes are found for t = 0.
C. µ = 0
The calculation of the spectrum for µ = 0 requires a
more technical approach, since the structure of the BdG
Hamiltonian Eq. (10) prohibits standard methods.
One important and usually unseen feature of the
Kitaev chain can be appreciated inspecting Eq. (3).
The entire model is equivalent to two coupled SSH-
like chains30,31 containing both the hopping parameters
a := i (∆− t) and b := i (∆ + t), see Fig. (2). Explic-
itly,
HˆKC =
a N1∑
j=1
γA2j−1γ
B
2j + b
N2∑
j=1
γB2jγ
A
2j+1
+ h.c.
+
b N1∑
j=1
γB2j−1γ
A
2j + a
N2∑
j=1
γA2jγ
B
2j+1
+ h.c.
− iµ
N∑
j=1
γAj γ
B
j , (22)
5  
FIG. 2. Kitaev chain viewed as two coupled SSH chains for
a) N = 4 and b) N = 3 sites. The two SSH chains α and β
are coupled by ±iµ. The hoppings a = i(∆ − t) in red and
b = i(∆ + t) in blue alternate (dashed lines correspond to −a
and −b) and connect neighbouring Majorana operators γAj
(blue spheres) and γBj±1 (orange spheres). The unit cell has
size 2d.
where N1,2 depend on N . If N is even we have N1 = N/2
and N2 = N1−1, while N1 = N2 = (N−1)/2 for odd N .
Independent of the number of atoms, the first and the
second lines in Eq.(22) describe two SSH chains, coupled
by the chemical potential µ. This formulation allows one
a deeper understanding of the Kitaev chain.
We define here the SSH basis of the Kitaev chain as:
ΨˆevenSSH =
(
γA1 , γ
B
2 , . . . , γ
A
N−1, γ
B
N |γB1 , γA2 , . . . , γBN−1, γAN
)T
,
ΨˆoddSSH =
(
γA1 , γ
B
2 , . . . , γ
B
N−1, γ
A
N |γB1 , γA2 , . . . , γAN−1, γBN
)T
,
(23)
where ”|” marks the boundary between both SSH
chains. We call the first one, starting always with γA1 ,
the α chain, and the second the β chain, such that
Ψeven, oddSSH = (~γα |~γβ)T. The BdG Hamiltonian in the
SSH basis reads
HSSHKC =
[Hα τ
τ † Hβ
]
, (24)
with HˆKC =
1
2 Ψˆ
†
SSHHSSHKC ΨˆSSH. The independent SSH
chains are represented by the square matrices Hα and
Hβ of size N . Both chains are coupled by the matrices τ
and τ †, which contain only the chemical potential µ, in
a diagonal arrangement specified below.
The pattern of these matrices is slightly different for
even and odd number of sites. If N is even we find
Hevenα =

0 a
−a 0 b
−b 0 a
. . .
. . .
. . .
−a 0 b
−b 0 a
−a 0

, (25)
Hevenβ =

0 b
−b 0 a
−a 0 b
. . .
. . .
. . .
−b 0 a
−a 0 b
−b 0

, (26)
and τ even = −iµ1N/2 ⊗ τz, where τz denotes the Pauli
matrix. The odd N expressions are achieved by removing
the last line and column in Hevenα , Hevenβ and τ even. As
we will demonstrate in the following, chains with even or
odd number of sites have qualitatively different spectra
at µ = 0. This distinction however will vanish in the
limit N →∞.
As shown in more detail in appendix A 1, for µ = 0 the
characteristic polynomial can be expressed as the product
of two polynomials of order N
Pλ(HKC)µ=0 = ζN (λ, a, b) N (λ, a, b), (27)
where the product form reflects the fact that the Ki-
taev chain is given in terms of two uncoupled SSH like
chains, as illustrated in Fig. (2). Even though the poly-
nomials ζN and N belong to different SSH chains, both
obey a common recursion formula typical of Fibonacci
polynomials32–34
ζj+2 =
[
λ2 + a2 + b2
]
ζj − a2b2 ζj−2, (28)
and differ only in their initial valuesζ−1ζ0ζ1
ζ2
 =
 01λ
λ2 + b2
 ,
−101
2
 =
 01λ
λ2 + a2
 . (29)
The common sublattice structure of both chains sets the
stage for a hidden relationship between ζj and j : The
exchange of a’s and b’s enables us to pass from one to the
other
ζj(λ, a, b) = j(λ, b, a), ∀j. (30)
Moreover, Eq. (28) implies that a Kitaev chain with even
number of sites N is fundamentally different from the one
with an odd number of sites. This property was rather
unobvious in the beginning, while it is a known feature
of SSH chains35. The difference emerges since, according
to Eqs. (A20), (A22)
ζodd(λ, a, b) = odd(λ, a, b), (31)
6because the number of a and b type bondings in both
subchains is the same. This leads to twice degenerate
eigenvalues. An equivalent relationship for even N does
not exist. The closed form for ζj and j , as well as their
factorization, is derived in appendix A.
The characteristic polynomial can be used to obtain
the determinant of the Kitaev chain, here for µ = 0,
because evaluating it at λ = 0 leads to:
Pλ=0(HKC)µ=0 = det (HKC)µ=0 .
According to Eq. (27) we need only to know ζN and N
at λ = 0. The closed form expression for ζj at λ = 0
reduces to
ζj |λ=0 =
{
0, if j is odd
b j , else
, (32)
while j |λ=0 follows from Eq. (30). We find that there
are always zero energy eigenvalues for odd N , but not in
general for even N , as it follows from
det
(
Hµ=0KC
)
=
{
0, N odd[
∆2 − t2]N , N even . (33)
Additional features of the spectrum are discussed in the
following.
1. Odd N
The spectrum for odd N is given by two contributions
Eµ=0± = 0, (twofold) (34)
Eµ=0± (kn) = ±
√
4∆2 sin2(knd) + 4t2 cos2(knd), (35)
where knd = npi/(N + 1) and n runs from 1 to N , except
for n = (N+1)/2, at which no standing wave can form in
a chain with open boundary condition. Each zero eigen-
value belongs to one SSH chain. As discussed below, to
Eq. (34) are associated two decaying states whose (imag-
inary) momenta are discussed in Sec. IV B. These states
are MZM.
The spectrum in Eq. (35) agrees with our previous
results of sections III A and III B. In the case of vanishing
∆, the zero energy eigenvalues from Eq. (34) can be
included in Eq. (35) admitting n = (N+1)/2 yielding the
known result of Eq. (14) at zero µ. The case of t = 0 is
less obvious, due to the phase shift of pi/2. The agreement
is easier to see if we consider knd ∈ [0, pi/2) first, while
the corresponding values of n run from 1 to (N − 1)/2.
Our task is here to reorder the momenta kn, which can
be done by defining n′ =
(
N+1
2 − n
)
. Consequently, the
values of n′ run from 1 to (N − 1)/2, too. The use of
kn′d = pin
′/(N + 1) leads to
cos2 (kn′d) = sin
2
(
pi
2
− n
′pi
N + 1
)
= sin2 (knd) . (36)
Similar arguments hold for knd ∈ (pi/2, pi]. Including the
zero eigenvalue at n′ = n = (N + 1)/2, we find that Eq.
(18) describes the same spectrum as Eq. (34) and Eq.
(35). Hence, both kn and kn′ can be used to construct
the eigenstate wave functions. The phase shift by pi/2
enables us to incorporate the zero energies in an elegant
way, for odd N , while its consequences for even N reach
even further.
2. Even N
In the situation of even N we find for the Kitaev’s bulk
spectrum at zero µ
Eµ=0± (k) = ±
√
4∆2 sin2(kd) + 4t2 cos2(kd), (37)
where the momenta k are in general not equidistant in
the first Brillouin zone. Rather, the quantization condi-
tion follows from the interplay between ∆ and t and is
captured in form of the functions fβ,α(k) (cf. appendix
A 2),
fβ,α(k) := tan [kd (N + 1)] ± ∆
t
tan (kd) , (38)
whose zeros
fβ,α(k)
!
= 0, kd 6= 0, pi/2 (39)
define the allowed values of k. Note that kd = 0, pi/2
are excluded as solutions, due to their trivial character.
The functions fβ,α(k) follow from the factorisation of the
polynomials N and ζN . The quantization condition is
distinct from one for the odd N case since the application
of open boundary condition on a single SSH-like chain,
written in terms of the Majorana operators γAj , γ
B
j , is
different for even and odd number of sites, see Fig. 2.
The negative sign in Eq. (38) belongs to the α subchain,
while the positive one to the β subchain. The spectrum
following from Eq. (39) is illustrated in Fig. 3.
The connection to the previous results can be made by
setting either ∆ or t to zero. In the first case, we find the
spectrum and the momenta of a linear chain Eq. (14),
while the second one leads to
kd (N + 1) =
pi
2
+ z pi, (z ∈ Z) . (40)
Defining n by 2z = N + 2n makes the pi/2 phase shift
visible
kd =
pi
2
+
npi
N + 1
. (41)
We choose n to run from 1 to N (z was arbitary) and
this means we obtain our previous result from Eq. (18).
Let us turn back to the case ∆ 6= 0, t 6= 0 and observe
that Eqs. (37) and (39) hold for all values of t and ∆,
independent of whether |∆| is larger or smaller than |t|.
The two situations are connected by a phase shift of the
7 [meV]a)
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FIG. 3. Eigenvalues and the non equidistant quantization
of the bulk momentum k for a Kitaev molecule with four
sites. a) The horizontal lines mark the numerical eigenval-
ues ±Ej (j = 0, 1, 2, 3) and the bulk spectrum of the infi-
nite chain is the green solid curve. The tangent-like func-
tions follow fβ(k) and fα(k) from Eq. (38). The situ-
ation shown in a) is for k ∈ [−pi/d, pi/d]. The zeros of
fβ,α(k) define the proper wave vectors k3, 2, 1 of the finite
system and these cut the dispersion relation at the correct
positions, such that E±(kj) = ±Ej . b) Zoom of a) for
k ∈ [0.5/d, 1.2/d]. The chosen parameters N = 4, t = 4 meV,
∆ = 1.5 meV and µ = 0 meV lead to the bulk eigenvalues
±Ej ∈ [±4.39, ±6.47, ±6.89] (in meV) and to the momenta
k3, 2, 1 approximately [0.58012/d, 0.68813/d, 1.12386/d].
momentum kd → kd + pi/2, which influences both the
spectrum and the quantization condition. In the end all
different ratios of ∆ and t are captured by Eqs. (37) and
(39), due to the periodicity of the spectrum.
However, when we consider decaying or edge states this
periodicity is lost (see Eqs. (44) - (45) below) and |t| ≶
|∆| lead to different quantization rules. The hermiticity
of the Hamiltonian allows a pure imaginary momentum
for µ = 0, but a simple exchange of k to iq in Eq. (38)
does not lead to the correct results. We introduce here
the functions
hβ,α(q) := tanh [qd (N + 1)] ± m tanh (qd) , (42)
similar to fβ,α(k) in Eq. (38), where m contains both
ratios of ∆ and t:
m :=

∆
t , if |∆| ≥ |t|
t
∆ , if |t| ≥ |∆|
. (43)
Again, the positive sign in Eq. (42) belongs to the β
chain and the negative one to the α chain. The exact
quantization criterion is provided by the zeros of hβ,α(q),
hβ,α(q)
!
= 0, q 6= 0, (44)
as illustrated in Fig. 4. The associated energies follow
from the dispersion relation
E(q) = ±

√
4t2 cosh2(qd)− 4∆2 sinh2(qd), if |∆| ≥ |t|√
4∆2 cosh2(qd)− 4t2 sinh2(qd), if |t| ≥ |∆|
,
(45)
which supports zero energy modes. Further, Eq. (45) is
only well defined for zero or positive arguments of the
square root. Indeed, all solutions of Eq. (44), if existent,
lie always inside this range, because using hβ,α(q) = 0 in
Eq. (45) yields
E(q) = ± 2 cosh(qd)
cosh [qd (N + 1)]
· min {|∆|, |t|} . (46)
Hence, each wavevector from Eq. (44) corresponds to two
gap modes, since the gap width is 4 min {|∆|, |t|} and
the fraction inside Eq. (46) is always smaller than one.
We can restrict ourselves to find only positive solutions
qd, due to the time reversal symmetry. The number of
physically different solutions of Eq. (44) is zero or one
and it follows always from the equation containing the
positive factor m or −m. Consequently, according to
Eq. (42), only zero or two gap modes can form and both
belong to the same subchain, α or β. Moreover a solution
exists if, and only if, |m| ∈ [1, N + 1] as we show soon.
The constraint on |m| immediately follows by consider-
ing the behavior of both terms in Eq. (42), which should
intersect for Eq. (44) to hold, for small and large ar-
guments. We find in the latter case that the limit of
the first term is 1, while the other one is ±m. Hence, a
crossing point requires on the one hand that |m| ≥ 1. On
the other hand we need the tanh [qd (N + 1)] to be larger
than |m| tanh(qd) for smaller and positive arguments to
ensure the existence of an intersection. This translates
essentially into a comparison of the derivatives with re-
spect to the momentum at qd = 0, since both sides are
zero there. Thus, we find |m| ≤ N + 1.
In the limiting case when |m| → 1, i.e. at the Kitaev
points, the solution qd→∞ and the associated energies
E± from Eq. (46) go to zero. The eigenstate will be a
Majorana zero energy mode, see Sec. IV A.
The second special case of |m| → N + 1 pushes the
point of intersection towards zero. The value q = 0 is
only in this particular scenario a proper momentum, see
appendix A 2. The reason is that the full general quan-
tization condition reads
hβ,α(q)
sinh(2 qd)
!
= 0, (47)
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 [meV]
FIG. 4. Eigenvalues and the quantised momentum q0 of the
gap modes for a Kitaev molecule with four sites. a) The
horizontal lines characterise the numerical eigenvalues ±Ej
(j = 0, 1, 2, 3) and the dispersion relation inside the gap is
shown as function of continuous q on a finite range. Only
one of both hyperbolic tangent-like functions hβ(q) or hα(q)
defines a proper qd 6= 0. The situation shown in a) is for
q ∈ [−pi/3d, pi/3d]. b) Zoom of a) for q ∈ [0.3/d, 0.42/d]. The
momenta ±q0, the zero of hα, leads to the correct associated
energies, such that E±(q0) = ±E0. The chosen parameters
N = 4, t = 4 meV, ∆ = 1.5 meV and µ = 0 meV lead
to the eigenvalues Ej,± ∈ [±0.97, ±4.39, ±6.47, ±6.89] (in
meV) and to the momentum q0 ≈ 0.37416/d.
a generalization of the simpler Eq. (44) which includes
q → 0. The momentum q = 0 yields the energies
E±(0) = ±2 min {|∆|, |t|}, which mark exactly the gap
boundaries.
Increasing the value of |m| beyond N + 1 entails the
absence of imaginary solutions. The number of eigen-
values of a Kitaev chain is still 2N for a fixed number
of sites and consequently Eq. (39) leads now to N real
values for kd, instead of N − 1. In other words, the two
former gap modes have moved to two extended states
and their energy lies now within the bulk region of the
spectrum, even though the system is still fully gaped.
This effect holds for the Kitaev chain as well as for SSH
chains. Physically this means, that a ”boundary” mode
with imaginary momentum q and corresponding decay
length ξ ∝ 1/q reached the highest possible delocalisa-
tion in the chain.
The limit of N → ∞ yields always two zero en-
ergy boundary modes, since the momentum is qd =
arctanh(|1/m|), due to Eqs. (42) (44) and according to
Eq. (46) the energy goes to zero. If we consider the odd
N situation in the limit of an infinite number of sites, we
have there two zero energy boundary modes as well. The
results of this section are summarized in table I.
IV. EIGENVECTORS (µ = 0)
We use the SSH basis to calculate the eigenvectors of
the Hamiltonian Eq. (24) at µ = 0. The eigenvectors ~ψ
are defined with respect to the SSH chains α and β, see
Eq. (24),
~ψ =
(
~vα
~vβ
)
, (48)
with the feature that always either ~vβ or ~vα can be chosen
to be zero, yielding the solutions ~ψα and ~ψβ , respectively
~ψα =
(
~vα
~0
)
, ~ψβ =
(
~0
~vβ
)
.
We are left to find the eigenvectors of a single tridiagonal
matrix which we did basing on, and extending the results
of Ref. [36]. We focus here on the edge and decaying
states, while the rest of our results are in appendix B.
Remember that in the SSH basis Eq. (23) the Majorana
operators γAj and γ
B
j , alternate at each site, thus defining
two interpenetrating ”A” and ”B” type sublattices.
A. N even
We define the vectors ~vα and ~vβ via the entries
~vα =
(
x1, y1, x2, y2, . . . , xN/2, yN/2
)T
, (49)
~vβ =
(
X1, Y1, X2, Y2, . . . , XN/2, YN/2
)T
, (50)
where x, y and X , Y are associated to the A and B sublat-
tices, respectively. The internal structure of ~vα (~vβ) re-
flects the unit cell of an SSH chain and thus simplifies the
calculation. Unfortunately the corresponding real space
position of xl, yl (Yl, X l) is only implicitly respected. In
detail xl (X l) belongs to site j = 2l − 1 and yl (Yl) to
j = 2l, where j = 1, . . . , N .
Searching for solutions on the subchain α implies set-
ting ~vβ = ~0 and solving (Hevenα − E±1N )~vα = ~0. The
elements of ~vα obey
a y1 = E± x1, (51)
−a xN/2 = E± yN/2, (52)
and
b xl+1 − a xl = E± yl, (53)
a yl+1 − b yl = E± xl+1, (54)
where l runs from 1 to N/2 − 1. The solution for ∆ 6= ±t
is (in agreement with Ref. [36])
yl
x1
=
E±(θ)
a
T el (θ), (55)
xl
x1
= T el (θ)−
b
a
T el−1(θ), (56)
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FIG. 5. Visualisation of the eigenstates ~ψα(j) of the Kitaev
chain with N = 42 sites and µ = 0. Panel a) depicts the
gap state ~ψαq and b) the lowest energy bulk state ~ψ
α
k . The
blue (orange) dots follow xl/x1 (i yl/x1) at position j = 2l −
1 (j = 2l) for l = 1, . . . , N/2, while the black line is only
a guide to the eye. The gap state is more localised at the
edges. The extended state is largest inside the chain. The
chosen parameters are t = 10 meV and ∆ = 1 meV leading
to q = 0.10029/d and E = 0.0539 meV for the gap state. The
shown extended state is associated with k = 1.4806/d and
E = 2.6851 meV. Notice that these state as well as the ones
depicted in Fig. 6, 7 are not Majorana states.
where l = 1, . . . , N/2, θ denotes the momentum k (q) for
extended (gap) states and E± is the dispersion relation
associated to k (Eq. (37)), or q (Eq. (45)). The entries
of the eigenvectors are essentially sine functions for the
extended states
T el (k) :=
sin(2 kd l)
sin(2 kd)
, (57)
and hyperbolic sine functions for the decaying states
T el (q) := s
l−1 sinh(2 qd l)
sinh(2 qd)
, (58)
where the prefactor s depends on the ratio of ∆ and t:
s =
+1, |∆| > |t|−1, |t| > |∆| .
An illustration of ~ψα is given in Fig. 5. The allowed mo-
menta k or q follow from the open boundary conditions
y0 = xN
2 +1
= 0. (59)
a)
b)
FIG. 6. Illustration of the eigenstates ~ψα(j) of a Kitaev chain
for N = 42 sites and µ = 0 for t = 5 meV and ∆ = 1 meV.
Similar to Fig. 5, a) shows the gap mode and b) the lowest
in energy bulk mode. Notice that for the chosen parameter
set the gap state is more localized than the one in Fig. 5.
In contrast the extended state has lower weight at the ends
of the chain. The gap mode (bulk state) is associated with
q = 0.2027/d (k = 1.4886/d) and E = 0.6682 · 10−3 meV
(E = 2.1555 meV).
FIG. 7. The decaying state ~ψβq for N = 42 sites and µ = 0.
The black guiding line follows the orange (blue) dots, which
correspond to X l/X1 (i Yl/X1) at position j = 2l− 1 (j = 2l),
l = 1, . . . , N/2. The main difference to the edge states on
subchain α is the exchanged role of Majorana operators γAj ,
γBj . The chosen parameters are t = −5 meV and ∆ = 1
meV. The gap mode is associated with q = 0.2027/d and
E = 0.6682 · 10−3 meV .
The first condition is satisfied due to T0(θ) = 0 for any
momentum. The second condition yields the quantiza-
tion rules fα(k) = 0 and hα(q) = 0 for the α chain, see
Eqs. (39), (44).
The eigenvector ~ψβ entails ~vα = 0 and the entries of
~vβ follow essentially by replacing a’s and b’s in the Eqs.
(55), (56). We find
Yl
X1
=
E±
b
T el (θ), (60)
X l
X1
= T el (θ)−
a
b
T el−1(θ), (61)
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where j = 1, . . . , N/2 and ∆ 6= ±t. The quantisation
condition follows from the open boundary condition:
Y0 = 0, X N
2 +1
= 0,
and k (q) obey fβ(k) = 0 (hβ(q) = 0).
As illustrated in Figs. 5, 6, 7 our states are symmetric
w.r.t. the center of the SSH like chains. Further, from
the quantization rules it follows that gap modes belong
always to the same subchain α or β for even N . This
property is also valid for Majorana zero modes, which at
µ = 0 only exist at the Kitaev points ∆ = ±t.
When ∆ = t we find two zero energy modes ~ψαA =(
~vα,A
~0
)
, ~ψαB =
(
~vα,B
~0
)
each localised at one end of the
α chain:
~vα,A = (1, 0, 0, . . . , 0)
T
, (62)
~vα,B = (0, 0, . . . , 0, 1)
T
. (63)
In contrast, both zero energy modes are on the β chain
for ∆ = −t. We find ~ψβA =
(
~0
~vβ,A
)
, ~ψβB =
(
~0
~vβ,B
)
with
~vβ,B = (1, 0, 0, . . . , 0)
T
, (64)
~vβ,A = (0, 0, . . . , 0, 1)
T
. (65)
These states are Majorana zero modes1,2 from Sec. II A.
B. N odd
The composition of the eigenvectors slightly changes
for the odd case compared to the even N case
~vα =
(
x1, y1, x2, y2, . . . , xN−1
2
, yN−1
2
, xN+1
2
)T
, (66)
~vβ =
(
X1, Y1, X2, Y2, . . . , X N−1
2
, Y N−1
2
, X N+1
2
)T
.
(67)
Although both odd sized chains share the same spectrum,
it is possible to find a linear combination of states which
belongs to one chain only. The form of the extended
states of the odd chains (∆ 6= ±t and E± 6= 0) does
not differ much from the one of the even chain and the
entries of ~vα are
yl
x1
=
E±(kn)
a
T ol (kn), (68)
xl
x1
= T ol (kn) −
b
a
T ol−1(kn), (69)
where T ol is
T ol (kn) :=
sin(2 knd l)
sin(2 knd)
, (70)
with kn = npi/(N + 1) (n = 1, . . . , (N − 1/2)). The
exchange of a’s and b’s leads again to the coefficients for
the chain β (see appendix B).
The significant difference between even and odd N lies
in the realization of the open boundary condition. Solv-
ing
(Hoddα − E±1N)~vα = ~0 yields now
y0 = 0, yN
2 +1
= 0, (71)
which leads to the momenta kn.
An SSH chain with an odd number of sites hosts only
a single zero energy mode, but α and β contribute each
with one. We find on subchain α for ∆ 6= ±t
yl = 0, xl =
(
∆− t
∆ + t
)l−1
x1, (72)
and on subchain β
Yl = 0, X l =
(
∆ + t
∆− t
)l−1
X1, (73)
where l runs from 1 to (N + 1)/2. Regarding the zero
energy modes, we find that both modes have their max-
imum at opposite ends of the Kitaev chain and decay
into the chain. To better visualize this it is convenient
to introduce the decay length
ξ =
2d∣∣∣ln( t−∆t+∆)∣∣∣ , t > ∆ > 0, (74)
and remembering that the atomic site index of xl is j =
2l − 1 Eq. (72) yields
xl = x1 (−1)l−1 e−2(l−1)d/ξ,
= x1 (−1)l−1 e−(j−1)d/ξ. (75)
Thus the localisation of these states is determined only
by t and ∆. In the parameter setting of ∆ = t we find:
~vα,A = (1, 0, 0, . . . , 0)
T
, (76)
~vβ,B = (0, 0, . . . , 0, 1)
T
, (77)
while both states exchange their position for ∆ = −t
~vα,B = (1, 0, 0, . . . , 0)
T
, (78)
~vβ,A = (0, 0, . . . , 0, 1)
T
. (79)
C. The particle-hole-operator
In the last section we have claimed that some of the
zero energy eigenstates of the finite Kitaev chain are Ma-
jorana zero modes (MZM) and we justify this statement
now. The three symmetries, time reversal, chiral and the
particle-hole symmetry, discussed in Sec. II C, can be
constructed in real space too. Of particular interest is
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their representation in the SSH basis. The antiunitary
particle-hole symmetry is
P = K 1. (80)
The time reversal and the chiral symmetry depend on N .
If N is even we find
C even =
[
1N/2 ⊗ τz
−1N/2 ⊗ τz
]
, (81)
T even =
[
1N/2 ⊗ τz
−1N/2 ⊗ τz
]
K. (82)
The expressions for odd N follow by removing the last
line and last column in each diagonal block.
The effect of P from Eq. (80) can be seen explicitly if
one considers P ~ψα where the elements xl, yl of ~ψα are
given in Eqs. (55), (56) for N even and ∆ 6= t.
A Majorana mode is defined as an eigenstate of the
HamiltonianH and of the particle hole symmetry P. The
latter acts on an eigenstate ~ψα,β of energy E by turning
it into an eigenstate ofH of energy −E. Thus, the energy
of such an exotic state has to be zero, since eigenstates
associated to different energies are orthogonal. As we
see from Eqs. (55), (56), yl/x1 is pure imaginary and
xl/x1 is real. Hence, ~ψ
α is not an eigenstate of P since
E± 6= 0. Sure, the state ~ψα +P ~ψα contains no yl contri-
butions different from zero and it is indeed an eigenstate
of P, but not anymore of the Kitaev Hamiltonian. We
conclude that in a finite Kitaev chain with even number
of sites Majorana zero modes emerge only at the Kitaev
points for µ = 0, since the states in Eqs. (62)-(65) are
eigenstates of P as well. In the situation of odd N and
µ = 0, the eigenstates given by their elements in Eqs.
(72), (73) are Majorana zero energy modes for an ap-
propiate choice of x1. These states can be delocalised
over the entire chain, depending on their decay length ξ,
while the case of full localisation is only reached at the
the Kitaev points, where the MZM turn into the states
given by Eqs. (76)-(79).
V. RESULTS FOR THE SPECTRUM AT
FINITE µ
In the previous sections we have discussed the compe-
tition between ∆ and t manifested in Eq. (43), as well as
the difference between even and odd number of sites N
for the µ = 0 case. The last missing situation is merely
to consider a finite chemical potential µ.
The best and simplest way to study and quantify the
influence of µ on the quantization rule of the wavevec-
tors starts with the use of the so called chiral basis
Ψˆc :=
(
γA1 , γ
A
2 , . . . , γ
A
N , γ
B
1 , γ
B
2 , . . . , γ
B
N
)T
. The Kitaev
Hamiltonian transforms via
HˆKC =
1
2
Ψˆ†cHc Ψˆc,
into a block off-diagonal matrix
Hc =
[
0N×N h
h† 0N×N
]
, (83)
because there are no γAj γ
A
i (γ
B
j γ
B
i ) contributions in Eq.
(22). The N ×N matrix h is tridiagonal
h =

−iµ a
−b −iµ a
−b −iµ a
. . .
. . .
. . .
−b −iµ a
−b −iµ
 , (84)
since the Kitaev Hamiltonian contains only nearest
neighbour hoppings. Then the characteristic polynomial
is29
Pλ (Hc) = det
(
λ2 1N − hh†
)
, (85)
where, however, h and h† do not commute except for t =
0 or ∆ = 0. Thus, such matrices cannot be diagonalised
simultaneously. Nevertheless the eigenvalues ηj (η
∗
j ) of h
(h†) are easily derived e.g. following Ref. [27]. We find
ηj = −iµ + 2
√
∆2 − t2 cos
(
jpi
N + 1
)
, j = 1, . . . , N,
(86)
independent of whether ∆ ≥ t or t > ∆. To proceed we
transform Eq. (85) into an eigenvector problem for hh†
hh†~v = λ2~v, (87)
where we defined ~v = (ξ1, ξ2 . . . , ξN )
T
.
Notice that we are not really interested in the eigenvec-
tor ~v here; we simply use its entries as dummy variables
to release a structure hidden in the product of h and h†.
The elements of h
hn,m = −iµ δn,m + a δn,m+1 − b δn+1,m,
where n, m = 1, . . . , N , allow us to calculate the product
hh† entry wise(
hh†
)
n,m
= δn,m
[
µ2 − a2 (1− δn,N ) − b2 (1− δn,1)
]
+ iµ (a− b) [ δn,m+1 + δn+1,m]
+ ab (δn,m+2 + δn+2,m) .
Thus, importantly, Eq. (87) reveals a recursion formula
ξj+2 =
λ2 + a2 + b2 − µ2
ab
ξj − ξj−2
− iµ
(
a− b
ab
)
(ξj+1 + ξj−1) , (88)
for the components of ~v. The entries ξ are a generali-
sation of the Fibonacci polynomials ζj from Eq. (28),
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to which they reduce for µ = 0, and may be called
Tetranacci polynomials37. Further, we find the open
boundary conditions from Eq. (87) to be
ξ0 = ξN+1 = b ξN+2 − a ξN = b ξ1 − a ξ−1 = 0,
(89)
where we used Eq. (88) for simplifications.
Appendix C contains the description of how to deal
with those polynomials, the boundary conditions and fur-
ther the connection of Eq. (88) to Kitaev’s bulk spectrum
λ = E±(k) in Eq. (7). Essentially one has to use sim-
ilar techniques as we did for the Fibonacci polynomials,
where now the power law ansatz ξj ∝ rj leads to a char-
acteristic equation for r of order four. Thus, we find
in total four linearly independent fundamental solutions
r±1 ,±2, which can be expressed in terms of two complex
wavevectors denoted by κ1,2 through the equality
r±j = e±iκj , j = 1, 2. (90)
These wavevectors are not independent, but coupled via
cos(κ1) + cos(κ2) = − µt
t2 −∆2 , ∀ t, ∆, µ ∈ R. (91)
For µ = 0 we can recover from Eq. (91) our previous
results, whereby one has only pure real (k) or pure imag-
inary (iq) wavevectors38. Further, Eqs. (7) and (91)
yield
E±(κ1) = E±(κ2).
The linearity of the recursion formula Eq. (88) states
that the superposition of all four fundamental solutions
is the general form of ξj . Since the boundary condi-
tions translate into a homogeneous system of four coupled
equations and a trivial solution for ξj has to be avoided,
we find that the determinant of the matrix describing
these equations has to be zero. After some algebraic ma-
nipulations, this procedure leads finally to the full quan-
tization rule of the Kitaev chain
F (κ1, κ2) = F (κ1,−κ2), (92)
where we introduced the function F (κ1, κ2) as
F (κ1, κ2) = sin
2
[
κ1 + κ2
2
(N + 1)
]
×
×
[
1 +
(
∆
t
)2
cot2
(
κ1 + κ2
2
)]
. (93)
Similar quantization conditions are known for an open X-
Y spin chain in transverse field22. Notice that the quan-
tization rule is highly symmetric with respect to κ1,2.
Table I gives an overview of the quantization rules for
different parameter settings (∆, t, µ). The bulk eigen-
values of a finite Kitaev chain with four sites and µ 6= 0
are shown in Fig. 8.
FIG. 8. Spectrum of the Kitaev molecule with four sites
and µ 6= 0. The green line follows the excitation spectrum
from Eq. (7) and the horizontal lines are the numerical
eigenvalues of the Kitaev chain. The momenta k3, 2, 1 are
the proper wavevectors for µ 6= 0 calculated from the full
quantization rule, see Eqs. (91), (92), (93). The dashed,
light grey lines represent the wavevectors taken from the
µ = 0 case to highlight the difference. The chemical po-
tential µ is obviously changing the quantization of a fi-
nite chain. The chosen parameters are t = 4 meV, ∆ =
1.5 meV and µ = 3 meV and lead to the numerical energies
[0.43, 4.034, 6.068, 9.603] (in meV). The value of k3, 2, 1d is
approximately [0.6360, 1.2753, 1.6086].
We conclude this section by discussing the condition
leading to modes with zero energy. A convenient form of
Eq. (91) is
cos
(
κ1 + κ2
2
)
cos
(
κ1 − κ2
2
)
= −1
2
µt
t2 −∆2 , (94)
and the dispersion relation can be transformed into
E2 =
1
cos2
(
κ1±κ2
2
) [4(t2 −∆2) cos2(κ1 ± κ2
2
)
− µ2
]
×
×
[
t2
t2 −∆2 − cos
2
(
κ1 ± κ2
2
)]
. (95)
Both combinations κ1 ± κ2 yield the same energy, due
to Eq. (94). If one of the brackets in Eq. (95) vanishes
for κ1 + κ2 (κ1 − κ2) the second one does so for κ1 − κ2
(κ1 + κ2 ) too. Hence, zero energy is achieved exactly if
1 +
(
∆
t
)2
cot2
(
κ1 ± κ2
2
)
= 0. (96)
Consequently, all calculations about zero energy modes,
especially Majorana zero modes, require either for finite
N or in the limit N →∞ that Eq. (96) holds, which puts
restrictions on ∆, t, µ according to the quantization rule
in Eq. (92).
The proof of existence of MZM and the analytic form
of the eigenstates are discussed in the next section.
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TABLE I. Overview of the quantization rule for the wave vectors of the finite Kitaev chain in different scenarios. The wavevectors
k, kn, κ1,2 used together with Eq. (7) and q with Eq. (45) yield the correct finite system energies and k, kn, q ∈ R, κ1,2 ∈ C.
Notice: n, j = 1, . . . , N and m = t
∆
(m = ∆
t
) for |t| > |∆| (|∆| > |t|).
Requirements Quantisation rule Zero modes Equation for
eigenstate
elements
Majorana
character
∆ = 0 : knd =
npi
N+1
Yes, if for some j:
µ = µj = 2t cos
(
jpi
N+1
) No
t = 0 : knd =
pi
2
+ npi
N+1
No No
µ = 0, N odd: knd =
npi
N+1
, n 6= N+1
2
qd = arctanh (1/|m|)
No
Yes
(68) - (70)
(72), (73)
(76) - (79)
No
Yes
Yes
µ = 0, N even: tan [kd (N + 1)] = ∓∆
t
tan (kd)
tanh [qd (N + 1)] = ∓m tanh (qd)
No
only if ∆ = ±t
otherwise
(55), (56)
(62) - (65)
(55), (56)
No
Yes
No
t, ∆, µ ∈ R sin
2
[
κ1+κ2
2
(N + 1)
]
sin2
[
κ1−κ2
2
(N + 1)
] = 1 + (∆t )2 cot2 (κ1−κ22 )
1 +
(
∆
t
)2
cot2
(
κ1+κ2
2
) only for µ ∈ R and
µj = 2
√
t2 −∆2 cos
(
jpi
N+1
) for MZM only:
(103), (104)
(106), (107)
Yes
Yes
VI. EXACT RESULTS FOR MZM AT FINITE µ
A. The criterion of hosting zero energy modes
A natural obvious question is whether there are MZM
for µ 6= 0 in a finite Kitaev chain, or not. As we found in
section III C, for µ = 0 the conditions depend on whether
the number of atoms N is odd or even. In the odd case
we found MZM for any ∆/t, while for N even no MZM
exist unless ∆ = ±t. To find the zero energy modes for
µ 6= 0 one can inspect the determinant of the Kitaev
Hamiltonian in real space and investigate for which set-
tings of µ, ∆ and t it vanishes. The calculation simplifies
if one uses the chiral basis. The entire derivation of the
determinant and its zeros is given in detail in appendix
D.
Here, we present an alternative and much shorter way.
According to Eq. (83), we obviously have
det(Hc) = det(h) det(h†) = |det(h)|2, (97)
and we need only to focus on det(h). The determinant
in the previous equation on the r.h.s. can be calculated
via its eigenvalues, which are complex since h is not her-
mitian, see Eq. (84). Further, the matrix h contains the
same structure as a linear chain, hence the similarity in
both spectra. However, the crucial physical quantity of
a linear chain is not the complex, nearest neighbour hop-
ping amplitude, but rather the product of the backward
and forward hopping39.
If a single eigenvalue ηj is zero the det(h) vanishes.
Thus, for a zero energy mode the chemical potential must
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c)
a)
d)
b)
FIG. 9. Existence of zero energy solutions for growing system
sizes. The red lines mark the boundaries of the topological
phase diagram. Zero energy solutions correspond to the blue
curves, along which the determinant of the Kitaev Hamilto-
nian vanishes as a function of µ, t and ∆. a) The shown
situation is for a small even N , yielding a zero determinant
on the horizontal axis only at the Kitaev points t/∆ = ±1.
Each blue curve departs from one of these two points. b) The
situation of small odd N is similar to the even one, but the
entire µ = 0-axis is now included. c) The solutions µj be-
come dense for larger even N , but one sees already the filling
of the non trivial phase for N →∞. d) Large even N behave
similar to large odd N , but the latter still include the entire
horizontal axis.
satisfy
µj = 2
√
t2 −∆2 cos
(
jpi
N + 1
)
. (98)
where j = 1, . . . , N . Obviously, Eq. (98) cannot be sat-
isfied for generic values of t2−∆2, because all other quan-
tities are real. The only possibility is t2 ≥ ∆2. There is
only one exception for odd N in Eq. (98), because the
value j = (N + 1)/2 leads to µ = 0 in Eq. (98) for all
values of t and ∆, in agreement with our results of sec-
tion III. This result is exact and hence improves a similar
but approximate condition on the chemical potential dis-
cussed by Zvyagin in Ref. [19].
An illustration of these discrete solutions µj , which we
dub ”Zvyagin lines”, is shown in Fig. 9. All paths con-
tain the Kitaev points at µ = 0 and t = ±∆. Further,
their density is larger close to the boundary of the topo-
logical phase, as a result of the slow changes of the cosine
function around 0 and pi.
For growing number of sites N , the density of solu-
tions increases. In the limit N → ∞, θj = jpi/N + 1
takes all values in [0, pi] and the entire area between
µ = ±2√t2 −∆2 for t2 ≥ ∆2 is now occupied with
zero energy modes. Regarding the remaining part of the
topological phase diagram, we find that the part of the
µ = 0 axis between −t/∆ and t/∆ for even N in the
limit N → ∞ leads to zero energy states too, in virtue
of Eq. (46), and the difference between even and odd N
vanishes. Analogously, the area around the origin in Fig.
(9), defined by 2
√
t2 −∆2 < |µ| < 2|t| and µ 6= 0 shows
always the absence of zero energy modes for all finite N ,
since the complex wavevectors there do not support zero
energy. Instead, this area contains solutions with expo-
nentially small energies, see Eq. (95), which become zero
exclusively in the limit N → ∞. The wavevectors obey
κ1 = iq1, κ2 = pi + iq2 with real q1,2 for ∆
2 > t2, and
κ1 = iq1, κ2 = iq2 otherwise, which follows from Eq.
(92) after some manipulations; see also Ref. [22]. Thus,
the entire non trivial phase is covered with zero energy
solutions for N →∞.
In the next section, we demonstrate the Majorana na-
ture of the zero energy solutions satisfying Eq. (98), and
we give the explicit form of the associated MZM.
B. The presence of Majorana zero modes in a
finite Kitaev chain
We use the SSH-like description Eq. (24) of the Ki-
taev chain where µ 6= 0 couples both chains together.
Consequently an eigenstate ~ψ = (~vα, ~vβ)
T
has in gen-
eral no zero entries and we use the same notation for the
components of ~vα, ~vβ as in the sections IV A and IV B.
The zero energy values are twice degenerated, as one
can see from Eq. (97), and the associated zero modes are
connected by the chiral symmetry C. Thus, we get zero
energy states by superposition ~ψA,B := (~v ± C~v) /2 too.
The chiral symmetry Eq. (81), contains an alternating
pattern of ±1, such that ~ψA (~ψB) includes only non zero
entries on the Majorana sublattice A (B). Hence, ~ψA
(~ψB) contains only xl (X l) and Yj (yj) terms and the last
component depends on whether N is odd or even. In the
latter case we have
~ψA =
(
x1, 0, x2, 0, . . . , xN
2
, 0
∣∣∣ 0, Y1, 0, Y2, . . . , 0, Y N
2
)T
,
~ψB =
(
0, y1, 0, y2, . . . , 0, yN
2
∣∣∣X1, 0,X2, 0 . . . , X N
2
, 0
)T
.
The form of the odd N eigenvectors is quite similar, see
Eqs. (E7), (E8).
The composition of ~ψA is illustrated in Fig. 10, where
its entries are shown to form a sawtooth like pattern,
following the action of γAj on both SSH like chains.
The full calculation is given in appendix E. We focus
here on ~ψA exclusively, because the ~ψB components fol-
low essentially from ~ψA by exchanging a and b and re-
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FIG. 10. Illustration of the sawtooth pattern of ~ψA. The real
space position of the entries xl (Yl) of ~ψA is at j = 2l − 1
(j = 2l) on chain α (β) and marked by the blue (light blue)
spheres. The blue line connects these entries as guide to the
eye.
placing iµ by −iµ. The chemical potential has still to
obey Eq. (98).
The components of the zero mode ~ψA have to satisfy
(l = 1, . . . , N/2− 1)
b xl+1 − a xl + iµ Yl = 0, (99)
b Yl+1 − a Yl + iµ xl+1 = 0, (100)
for even N , and the open boundary conditions are
Y0 = y0 = X N
2 +1
= xN
2 +1
= 0.
The situation for the entries of ~ψA for odd N is similar
b xj+1 − a xj + iµ Yj = 0, (101)
b Yi+1 − a Yi + iµ xi+1 = 0, (102)
where j = 1, . . . , (N − 1)/2, i = 1, . . . , (N − 3)/2. The
open boundary condition changes to
Y0 = y0 = Y N+1
2
= yN+1
2
= 0.
Solving these recursive formulas leads in both cases to
xl = x1
sin[θj (2l − 1)]
sin(θj)
(
−a
b
)l−1
, (103)
with θj = jpi/(N + 1), n = 1, . . . , N and
Yl = −x1 sin(2 θj l)
sin(θj)
(
−a
b
) 2l−1
2
, (104)
where x1 is a free parameter and −a/b ≥ 0 due to t2 ≥
∆2. Recalling that a = i (∆− t), b = i (∆ + t), Eqs.
(103), (104) predict an oscillatory exponential decay of
the coefficients xl, Yl. For example
xl = x1
sin[θj (2l − 1)]
sin(θj)
e−(l−1)d/ξ, (105)
where the decay length is defined by ξ = d/
∣∣∣ln( t−∆t+∆)∣∣∣,
for t > ∆ > 0. Summarizing: the zero energy modes
~ψA,B look like small or strong suppressed standing waves
with n−1 nodes for n = 1, ..., Nmax and Nmax = N/2 for
even (odd) N (Nmax = N − 1/2). The expressions for X l
and yl are obtained in a similar way
X l = X1
sin[θj (2l − 1)]
sin(θj)
(
− b
a
)l−1
, (106)
yl = −X1 sin(2 θj l)
sin(θj)
(
− b
a
) 2l−1
2
, (107)
and X1 can be freely choosen. The open boundary con-
ditions for l = 0 are satisfied by construction of Yl (yl),
while the remaining ones follow due to the structure of
θj .
  
FIG. 11. Majorana zero mode ~ψA for various parameter sets.
The considered parameters are denoted by different symbols
on the topological phase diagram. The dark (light) blue
spheres follow xl/x1 (Yl/x1) at position j = 2l − 1 (j = 2l)
from Eq. (103) (104). The decay length of the MZM de-
crease for larger ratios of t/∆ for a fixed value of θj , until
the state is delocalised over the entire system. Lowering the
chemical potential, e.g. following the vertical orange line, but
keeping t/∆ fixed, changes the shape of the MZM’s. Small
decaying length and large enough chemical potentials leads to
Majorana modes which are mostly in the center of the chain.
The zero mode ~ψA is shown in Fig. 11 for a various
range of parameters. For not too large ratios t/∆ > 1,
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the zero mode ~ψA is mostly localised at a single end of the
Kitaev chain and decays in an oscillatory way towards the
other. The eigenstate ~ψB is concentrated on the oppo-
site end. While the oscillation depends on the chemical
potential µj associated to the zero mode, according to
Eq. (98), the decay length is only set by the parameters
∆ and t. Thus, as the ratio of t/∆ is increased, the zero
energy mode gets more and more delocalized.
The zero energy states ~ψA,B are MZM’s, since they
are eigenstates of the particle hole operator P Eq. (80)
for real or pure imaginary values of x1, X1. Further, the
states ~ψ = ~ψA + ~ψB and C ~ψ = ~ψA − ~ψB are MZM’s too.
Unlike ~ψA,B , the states ~ψ and C ~ψ decay from both ends
into the chain and they are constructed in terms of all
γAj and γ
B
j .
There are three limiting situations we would like to
discuss: t → ±∞, N → ∞, and how the eigenstate
changes if the sign of the chemical potential is reverted.
For the first situation we notice that larger hopping am-
plitudes affect the decay length ξ. Because −a/b → 1
for t→ ±∞, this implies also that ξ →∞ in that limit.
Hence oscillations are less suppressed for large values of
t, as illustrated in Fig. 11. Already a ratio of t/∆ ≈ 100
is enough to avoid a visible decay for N ≈ 20. This ef-
fect can be found as long as N is finite, but one has to
consider larger values of the ratio t/∆.
What happens instead for larger system sizes? Regard-
less of how close −a/b is to 1, for a finite t, at some point
the exponent j in xl Yl, X l and yl leads to significantly
large or small values. Thus, the state ~ψA (~ψB) becomes
more localised on the left (right) end for t > 0, and on
the right (left) one for t < 0.
If we change the chemical potential to its negative
value we find that yl, Yl only change their sign. For
odd N and for θj = pi/2, i.e. µ = 0, one recovers the
result in the Eqs. (72) - (73).
VII. INTERPRETATION OF NUMERICAL
RESULTS
The features predicted analytically above are also
clearly visible in the numerical calculations. The lowest
positive energy eigenvalues E0 of a finite Kitaev chain,
with the Hamiltonian given by Eq. (1) and varying pa-
rameters, are shown in Fig. 12. The phase diagram in
Fig. 12 (a) is the numerical equivalent of that shown in
Fig. 11, but for a smaller range of t and µ. Because of
the necessarily discrete sampling of the parameter space,
the zero energy lines are never met exactly, hence along
the Zvyagin lines we see only a suppression of E0. When
we inspect more closely the neighbourhood of the Kitaev
point at t = ∆, µ = 0 as in Fig. 12 (b), the absence
of near-zero energy solutions in a finite fragment of the
non-trivial topological region becomes manifest, mostly
in the t < ∆ part. Figure 12 (c) displays E0 for fixed
t/∆ = 17, as a function of µ and N . The number of near-
zero energy solutions increases linearly with N , according
to Eq. (98).
  
NN
μ/
Δ
t/Δt/Δ
μ/
Δ
μ/
Δ
log10 (E0/Δ)
(a) (b)
(c) (d
)
log10 (E0/Δ)
log
10  (E
0 /Δ)
E 0
/Δ
log10 (E0/Δ)
N = 20N = 20
t/Δ= 17
FIG. 12. Numerical results for the energy E0 of the lowest
positive energy state as a function of t/∆, µ/∆ and system
size N . (a) E0 as a function of t and µ for N = 20. The red
line marks the boundary of the bulk topological phase. The
N/2 dark lines coincide with the Zvyagin lines given by Eq.
(98). (b) Zoom into the neighbourhood of the Kitaev point
at µ = 0 and t = ∆, showing the absence of zero energy so-
lutions for ∆ < t in the nominally non-trivial phase. (c) E0
as a function of µ and the system size N for t/∆ = 17. The
red line marks µ = 2t, the boundary of the bulk topological
phase. As N increases, the number of µ yielding zero energy
solutions also increases according to Eq. (98), and the maxi-
mum energies of the bound states decrease. (d) The values of
E0 for the same set of parameters as in (c), projected onto the
N -E0 plane. The maximum energies follow with very good
accuracy an exp(−Nd/ξ) rule, where ξ is defined in Eq. (74).
It is worth noting that the finite energy of the bound
states, is not a result of the overlap and resulting hy-
bridization between Majorana end states in a too short
system. The decay length ξ of the in-gap eigenstates,
defined in Eq. 74, is determined by the ratio t/∆ and is
the same both for the near-zero energy states along the
Zvyagin lines and for the finite energy states between
them. It is the maximum energy of the boundary states
that decreases as E0,max ∝ exp(−Nd/ξ), as illustrated
in Fig. 12 (d), in agreement with Eq. (46) and Ref. [2],
[19], [20]. The zero energy states may extend over nearly
the whole chain, but one has weight only on the A-type
and the other on the B-type of sites. Thus the two states
cannot hybridize and they remain at exact zero energy.
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VIII. CONCLUSION
In this work we have provided exact analytical results
for the eigenvalues and eigenvectors of the finite size Ki-
taev chain. Due to its apparent simplicity, this model is
often used as the archetypal example for topological su-
perconductivity in one dimension. Indeed, its bulk spec-
trum and the associated topological phase diagram are
straightforward to calculate, and the presence of Majo-
rana zero modes (MZM) at special points of the topo-
logical phase diagram, known as Kitaev points (µ = 0,
t/∆ = ±1 in the notation of this paper), is easy to
demonstrate. However, matter become soon complicated
when generic values of the three parameters µ, ∆ and t
are considered.
Properties of the finite Kitaev chain have been dis-
cussed in the limit of large system size19, and of long
wavelengths20. Here we provide exact analytical results
valid for any system size.
Our exact analysis confirms the prediction of Zvya-
gin [19], whereby for finite chemical potential (µ 6= 0)
zero energy states only exists for discrete sets of µ(∆, t)
which we dubbed ”Zvyagin lines”. We calculated the as-
sociated eigenvectors and demonstrated that such states
are indeed MZM. Importantly, such MZM come in paris,
and because they are made up of Majorana operators of
different type, they are orthogonal. In other words the
energy of these modes is exactly zero, even when the two
MZM are delocalized along the whole chain (which de-
pends on the state’s decay length). I.e. true MZM do
not overlap (hybridize).
Putside of the Zvyagin lines, but still inside the topolo-
gial region, finite energy states exist. For finite system
size these decaying states are not MZM. However, their
energy tends to zero in the thermodynamic limit2,19,20.
As a result, in this limit, zero energy modes exist in the
whole topological region.
Despite our general treatment for µ 6= 0 (Secs. V, VI)
also recovers the special case µ = 0, we have dedicated
special attention to this special choice of the chemical
potential in Sec. III, IV of the paper. In fact, for µ = 0
the Kitaev chain turns out to be composed of two inde-
pendent SSH chains. This knowledge allows one a better
understanding of the difference between an even and an
odd number N of sites of the chain. This ranges from dif-
ferent quantization conditions for the allowed momenta
of the bulk states, to the presence of MZM. While MZM
are always present for odd chains, they only occur at the
Kitaev points for even chains. When µ is allowed to be fi-
nite, the Kitaev points develop into Zvyagin lines hosting
MZM for both even and odd chains. In the thermody-
namic limit the distinction between even and odd number
of sites disappears.
In summary, our results provide an analytical method
for finding the exact eigenstates and energy spectrum of
Kitaev systems. In turn this enables one to construct an-
alytically the topological phase diagram for finite chains,
demonstrating that the bulk-edge correspondence is a
tool which must be used with care.
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Appendix A: Spectrum for µ = 0
1. Characteristic polynomial in closed form
The full analytic calculation of the spectrum is at best
performed in the basis of Majorana operators γ
A(B)
j , or-
dered according to the chain index
ΨˆM, co :=
(
γA1 , γ
B
1 , γ
A
2 , γ
B
2 , . . . , γ
A
N , γ
B
N
)T
. (A1)
Then the BdG Hamiltonian becomes block tridiagonal
HKCM, co =

A B
B† A B
B† A B
. . .
. . .
. . .
B† A B
B† A

2N×2N
, (A2)
where A and B are 2× 2 matrices
A =
[
0 −iµ
iµ 0
]
, B =
[
0 a
b 0
]
. (A3)
Since we are interested in the spectrum, we have essen-
tially only to calculate (and factorise) the characteris-
tic polynomial Pλ
(HKC) = det (λ1−HKC) which reads
simply
Pλ = det

λ1 −B
−B† λ1 −B
−B† λ1 −B
. . .
. . .
. . .
−B† λ1 −B
−B† λ1

2N×2N
,
(A4)
at zero µ. In the following we will consider λ to be just a
”parameter”, which is not necessarily real in the begin-
ning. Further, we shall impose some restrictions (only in
the beginning) on λ, for example λ 6= 0. However, our
results will even hold without them. The validity of our
argument follows from the fact that the determinant Pλ
is a smooth function
Pλ ∈ C∞ (P) , (A5)
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in the entire parameter space P := C3, which contains
a, b and λ.
The technique we want to use to evaluate Pλ is essen-
tially given by the recursion formula of the 2×2 matrices
Λj
40,41:
Λj = λ12 −B†Λ−1j−1B, Λ1 := λ12, (A6)
where j = 1, ..., N and Pλ =
N∏
j=1
det (Λj).
The matrices B and B† are pure off-diagonal matrices
and since λ12 is diagonal, one can prove that Λj has the
general diagonal form of Λj :=
[
xj 0
0 yj
]
(for all j). The
restrictions on the parameters mentioned earlier follow
from det (Λj) 6= 0 for j = 1, . . . N−1. The application of
Eq. (A6) leads to a recursion formula for both sequences
of entries
xj+1 = λ +
b2
yj
,
yj+1 = λ +
a2
xj
,
and the initial values are x1 = y1 = λ. We find xj and
yj to be fractions in general, and define ζj , j , βj and δj
by
xj = :
ζj
βj
,
yj = :
j
δj
,
to take this into account. The initial values can be set as
ζ1 = 1 = λ, (A7)
β1 = δ1 = 1, (A8)
and after a little bit of algebra we find their growing rules
to be
ζj+1 = λ j + b
2 δj , (A9)
j+1 = λ ζj + a
2 βj , (A10)
βj+1 = j , (A11)
δj+1 = ζj , (A12)
where j starts from 1. The definitions ζ0 := δ1 = 1 and
0 := β1 = 1, enable us to get rid of the δj and βj terms
inside Eqs. (A9), (A10). Hence
ζj+1 = λ j + b
2 ζj−1, (A13)
j+1 = λ ζj + a
2 j−1. (A14)
which leads to the relations
ζ2 = λ
2 + b2, (A15)
2 = λ
2 + a2. (A16)
We already extended the sequences of ζj and j arti-
ficially backwards and we continue to do so, using the
Eqs. (A13) and (A14), starting from j = −1 with
ζ−1 = −1 = 0. Please note there are no x0, y0 or even
x−1, y−1 expressions.
The last duty of βj and δj is to simplify the determi-
nant Pλ by using the Eqs. (A8), (A11) and (A12)
Pλ =
N∏
j=1
det (Λj) =
N∏
j=1
xj yj = ζN N , (A17)
which reduces the problem to find only ζN and N .
Please note that the determinant is in fact independent
of the choice of the initial values for ζ1, 1, β1 and δ1 in
the Eqs. (A7) and (A8). Further, Eqs. (A13), (A14) and
(A17) together show the predicted smoothness of Pλ in
P and all earlier restrictions are not important anymore.
Finally we consider t, ∆ and λ to be real again.
Even though it seems that we are left with the calcula-
tion of two polynomials, we need in fact only one, because
both are linked via the exchange of a and b. Note that λ
is considered here as a number and thus does not depend
on a and b. Further, the dispersion relation is invariant
under this exchange.
The connection of ζj and j for all j ≥ −1 is
(ζj)
ab c
= j ,
(j)
ab c
= ζj ,
and can be proven via induction using Eqs. (A13), (A14).
Decoupling ζj and j yields
ζj+2 =
[
λ2 + a2 + b2
]
ζj − a2b2 ζj−2, (A18)
where one identifies them as (generalized) Fibonacci
polynomials32,33. The qualitative difference between
even and odd number of sites is a consequence of Eq.
(A18) and the initial values for ζj .
The next step is to obtain the closed form expression
of ζj (j), the so called Binet form. We focus exclusively
on ζj .
One way to keep the notation easier is to introduce
x := λ2 + a2 + b2, y := a2b2, vj := ζ2j and uj := ζ2j−1,
such that uj (vj) obey
uj+1 = xuj − y uj−1.
The Binet form can be obtained by using a power law
ansatz uj ∝ rj , leading to two fundamental solutions
r1,2 =
x ±
√
x2 − 4 y
2
. (A19)
Please note that this square root is always well defined,
which can be seen in the simplest way by setting λ to
zero. Consequently, the difference between r1 and r2 is
never zero.
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A general solution of uj (vj) can be achieved with a
superposition of r1,2 with some coefficients c1,2,
uj = c1 r1 + c2 r2,
due to the linearity of their recursion formula. Both con-
stants c1 and c2 are fixed by the initial values for ζj , for
example u0 = ζ−1 = 0 and u1 = ζ1 = λ and similar
for vj . After some simplifications, we finally arrive at
ζ2j−1 = λ
rj1 − rj2
r1 − r2 , (A20)
ζ2j =
[
λ2 + b2
] (
rj1 − rj2
)
− r1 r2
(
rj−11 − rj−12
)
r1 − r2 ,
(A21)
in agreement with Ref. [32–34]. The validity of the solu-
tions is guaranteed by a proof via induction, where one
needs mostly the properties of r1,2 to be the fundamental
solutions. The exchange of a and b leads to the expres-
sions
2j−1 = λ
rj1 − rj2
r1 − r2 , (A22)
2j =
[
λ2 + a2
] (
rj1 − rj2
)
− r1 r2
(
rj−11 − rj−12
)
r1 − r2 ,
(A23)
where we used that r1,2 is symmetric in a and b At
this stage we have the characteristic polynomial in closed
form for all ∆, t and more important for all sizes N at
zero µ.
We can already anticipate the twice degenerated eigen-
values of the odd sized Kitaev chain, because from the
closed forms of j and ζj it follows immediately
ζodd = odd. (A24)
Notice that Eq. (A24) is the important to derive the
characteristic polynomial via the SSH description of the
Kitaev BdG Hamiltonian at µ = 0 and to show the equiv-
alence to the used approach here. It is recommended to
use the determinant formula in Ref.[39] together with
Eqs. (A9), (A10) for the proof.
The main steps of the factorisation are mentioned in
the next section.
2. Factorisation of generalized Fibonacci
polynomials
The trick to factorise our Fibonacci polynomials32,33
bases on the special form of r1,2. The ansatz is to look
for the eigenvalues λ in the following form
x = 2
√
y cos(θ), (A25)
which is actually the definition of θ. The hermiticity
of the Hamiltonian enforces real eigenvalues and conse-
quently θ can be chosen either real, describing extended
solutions, or pure imaginary, which is connected to de-
caying states. The ansatz leads to an exponential form
of the fundamental solutions
r1 =
√
y ei θ,
r2 =
√
y e−i θ,
and we consider θ ∈ R first. Thus, we find the eigenvalues
for odd N
N = ζN = λ
sin
(
N+1
2 θ
)
sin (θ)
√
y
N−1
2
!
= 0.
One obvious solution is λ = 0. The introduction of 2 kd =
θ, where d is the lattice constant of the Kitaev chain,
leads to:
sin [(N + 1) kd]
sin (2 kd)
!
= 0, (A26)
and solutions inside the first Brillouin-zone are given by
knd =
npi
N + 1
where n runs from 1, ..., N without (N + 1)/2. Please
note that Eq. (A26) can not be satisfied for N = 1.
The even N case requires more manipulations. We first
rearrange Eq. (A21) as
ζ2j =
(
λ2 + b2 − r2
)
rj1 −
(
λ2 + b2 − r1
)
rj2
r1 − r2 .
The expressions λ2 + b2 − r1,2 are simplified to
λ2 + b2 − r1 = x− a2 − r1 = √y e−iθ − a2,
λ2 + b2 − r2 = √y eiθ − a2.
In the end ζ2j becomes
ζ2j = (
√
y)
j+1
√
y sin [θ (j + 1)] − a2 sin (θj)
sin (θ)
. (A27)
Note that the competition of ∆ and t is hidden inside the
square root
√
y =
{
∆2 − t2, if |∆| > |t|
t2 −∆2, else ,
affecting both the quantization condition and the dis-
persion relation E±(k) = λ(θ), which follow from Eq.
(A25). However, both situations lead to the same result,
because the momenta and the spectrum are shifted by
pi/2 (with respect to kd). From ζN it follows:
∆
sin [kd (N + 1)] cos(kd)
sin(2 kd)
+ t
cos [kd (N + 1)] sin(kd)
sin(2 kd)
= 0,
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or in shorter form
tan [kd (N + 1)] = −∆
t
tan(kd), kd 6= 0, pi
2
(A28)
for even N . The polynomial N can be treated in the
same way leading to
tan [kd (N + 1)] =
∆
t
tan(kd), kd 6= 0, pi
2
. (A29)
From Eq. (A25) follows the bulk spectrum for all N ,
λ(θ) = E±(kd) = ±
√
4∆2 sin2(kd) + 4t2 cos2(kd),
in agreement with Eqs. (35) and (37).
The case of decaying states is similar, but not just done
by replacing k by iq. The following case is only valid for
even N , since we have already all 2N eigenvalues of the
odd N case.
Our ansatz is modified to
x = −2√y cosh(θ),
by an additional minus sign, which is important to find
the decaying state solutions. After some manipulations
ζN = 0 yields the quantization conditions
t tanh [qd (N + 1)] + ∆ tanh(qd)
sinh(2 qd)
= 0, |∆| ≥ |t|,
(A30)
∆ tanh [qd (N + 1)] + t tanh(qd)
sinh(2 qd)
= 0, |t| ≥ |∆|,
(A31)
where qd = θ/2. The conditions for qd = 0 as solution
turn out to be ±t/∆ = N + 1 (if |t| ≥ |∆|) or ±∆/t =
N + 1 (else) and follow by applying the limit qd→ 0 on
Eqs. (A30) and (A31).
A last simplification can be done for qd 6= 0
tanh [qd (N + 1)] = −m tanh(qd),
where we introduced
m =

∆
t if|∆| > |t|
t
∆ if|t| > |∆|
.
The criterion to find a wave vector is that (−m) ≥ 1,
but not larger than N + 1, which leads then to exact
one solution and otherwise to none. The corresponding
eigenvalues can be obtained from
E±(qd) = ±
√
4 t2 cosh2(qd)− 4∆2 sinh2(qd), |∆| ≥ |t|,
E±(qd) = ±
√
4 ∆2 cosh2(qd)− 4t2 sinh2(qd), |t| ≥ |∆|,
which can be zero. The results for N can be obtained
by replacing t with −t everywhere.
Appendix B: Eigenvectors for zero µ
The simplest way to calculate the eigenstates of the
Kitaev Hamiltonian is the use of the SSH basis for µ = 0
from Eq. (24). We define the eigenvector ~v as
~ψ = (~vα, ~vβ)
T
,
for all N to respect the structure of the Hamiltonian.
Moreover, one can search for solutions belonging only to
one block (~vα, ~0β)
T or (~0α, ~vβ)
T, without any restriction.
In other words either is ~vα zero or ~vβ and we will mention
only non zero entries from now on. We report here only
about the calculation of ~vα, because the one for ~vβ can
be performed analogously.
The general idea behind the eigenvector calculation of
tridiagonal matrices is given in Ref. [36], but we consider
here all possible configurations of parameters.
1. N even
The sublattice vectors are defined via there N entries
~vα =
(
x1, y1, x2, y2, . . . , xN/2, yN/2
)T
,
~vβ =
(
X1, Y1, X2, Y2, . . . , XN/2, YN/2
)T
.
Solving (Hevenα − λ1) ~vα = 0 leads to
a y1 = λx1, (B1)
−a xN/2 = λ yN/2, (B2)
and
b xl+1 − a xl = λ yl, (B3)
a yl+1 − b yl = λxl+1, (B4)
where l runs from 1 to (N/2)−1. The coupled equations
(B1) - (B3) for the entries of the eigenvector are continu-
ous in all parameters. However, resolving to the xl’s and
yl’s may lead to problems for certain values of ∆, t and
λ.
Case 1. |∆| 6= |t|. The parameter setting excludes
λ = 0, as we found from our spectral analysis in Sec. III.
Eqs. (B3), (B4) are used to disentangle x’s and y’s. Both
sequences obey
yl+1 =
λ2 + a2 + b2
ab
yl − yl−1, (B5)
where l = 1, . . . N/2. Thus the y’s and x′s are Fibonacci
polynomials32,33. The difference to the previous ones
found for the spectrum is that the new version can be
dimensionless in physical units, depending on the initial
values. The transformation formula to pass from one to
the other is given in Ref. [33].
The Binet form of the dimensionless sequences is ob-
tained with same treatment as for the spectrum. The
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power ansatz yl ∝ f l yields the fundamental solutions
f1,2, obeying
f1 + f2 =
λ2 + a2 + b2
ab
, (B6)
f1 · f2 = 1, (B7)
f1 6= f2. (B8)
Due to the linearity of the recursion formula, the most
generic ansatz for yl is
yl = c1 f
l
1 + c2 f
l
2,
where the constants c1, 2 follow from the initial values of
y1, 2. The calculation of both constants leads to
yl = y2 Tl−1 − y1 Tl−2,
where Tl is simply
36
Tl :=
f l1 − f l2
f1 − f2 .
Analogously we find
xl = x2 Tl−1 − x1 Tl−2.
A short comment on the initial values y1, 2. A hermitian
matrix is always diagonalisable, regardless of degenera-
tions in its spectrum and an eigenvector is well defined
only up to the prefactor. Consequently we have the free-
dom to choose one component of ~vα. This choice will in
turn define all remaining initial values.
Consider for example x1 to be a fixed value of our
choice. We find y1, x2 and y2 to be
y1 =
λ
a
x1,
y2 =
λ
a
λ2 + a2 + b2
ab
x1,
x2 =
λ2 + a2
ab
x1.
The y2 can be rewritten as y2 = y1 [f1 + f2] which leads
to a simpler form of all yl’s
36
yl =
λ
a
x1 Tl. (B9)
After a bit of algebra, one finds xl to be
xl = x1
[
Tl − b
a
Tl−1
]
. (B10)
So far we found the general solutions of the recursion
formulas Eqs. (B1) - (B3). The comparison of Eq. (B2)
and Eq. (B3) leads to
xN
2 +1
= 0, (B11)
because the recursion formulas themselves do not care
about any index limitation. The last equation means only
that the wave function of a finite system has to vanish
outside, at the boundary, yielding the quantization rule.
The extended states can be obtained with
f1 = e
2i kd,
f2 = e
−2i kd,
where Eqs. (B6), (B7) relate kd and λ, and Tl is recast
as
Tl =
sin(2 kd l)
sin(2 kd)
. (B12)
The last equation for Tl yields via Eqs. (B10), (B11) to
the quantization condition. Thus, the momenta k obey
tan [kd (N + 1)] =
∆
t
tan (kd) ,
where each solution defines two states with the energy
E± from Eq. (37).
The decaying states depend strongly on the interplay
of ∆ and t. The ansatz is
f1 = s e
2 qd,
f2 = s e
−2 qd,
where s is defined as
s =
+1, |∆| > |t|−1, |t| > |∆| .
Finally the coefficient Tl becomes
Tl(qd) := s
l−1 sinh(2 qd l)
sinh(2 qd)
.
The proper q, if existent, leads to two states and satisfies
tanh [qd (N + 1)] = m tanh (qd) ,
where m is
m :=

∆
t , if |∆| ≥ |t|
t
∆ , if |t| ≥ |∆|
. (B13)
In total we have already all N non normalized states
with respect to the sublattice α and this approach holds
as long as |∆| 6= |t|. The remaining cases start again
from the Eqs. (B1) - (B3).
Case 2. Eigenvectors at the Kitaev point. We con-
sider now ∆ = −t, or b = 0, and we have to solve
a y1 = λx1,
−a xN/2 = λ yN/2,
−a xl = λ yl,
a yl+1 = λxl+1,
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where l runs from 1 to (N − 2)/2. A zero energy mode is
obviously not existing on the α subchain, because λ = 0
would lead to ~vα = 0 which is not an eigenvector by defi-
nition. These zero modes belong to the subchain β for
∆ = −t. The only possible eigenvalues are λ = ±2t1,2,
see Eq. (37). Recalling a = −2i t, leads to N/2 indepen-
dent solutions of dimerised pairs (xl, yl) with yl = ∓ixl
and the signs are with respect to the eigenvalues.
The last cases belong to ∆ = t (a = 0), where we
search for the solution of
λx1 = 0,
λ yN/2 = 0,
b xl+1 = λ yl,
−b yl = λxl+1,
where l runs from 1 to (N − 2)/2. The first (second) line
clearly states that either λ is zero and/or x1 (yN/2). The
zero λ means on the one hand that most entries van-
ish x2 = x3 = . . . = xN/2 = 0 and y1 = y2 = . . . =
y(N−2)/2 = 0, since b = 2it 6= 0 to avoid a trivial Hamil-
tonian. On the other hand we have two independent
solutions, first
x1 = 1,
yN/2 = 0,
and second
x1 = 0,
yN/2 = 1,
describing the isolated MZM’s at opposite ends of the
chain. In the case of λ = ±2t, we have N−2 independent
solutions in form of pairs (yl, xl+1) with yl = ±i xl+1.
The non trivial solutions for ~vβ follow by replacing
xl → X l, yl → Yl and t→ −t everywhere.
2. N odd
The eigenvectors have similar shape
~vα =
(
x1, y1, x2, y2, . . . , xN−1
2
, yN−1
2
, xN+1
2
)T
,
~vβ =
(
X1, Y1, X2, Y2, . . . , X N−1
2
, Y N−1
2
, X N+1
2
)T
,
but the last entry is different compared to the even N
case. Although both subchains have the same spectrum,
it is possible to consider a superposition of eigenstates of
the full Hamiltonian which belongs to only one chain, for
example α. We consider ~vβ to be zero.
The eigenvector system for ~vα reads
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a y1 = λx1,
−b yN−1
2
= λxN+1
2
,
and
b xi+1 − a xi = λ yi,
a yl+1 − b yl = λxl+1,
with l = 1, . . . , N−32 and i = 1, . . . ,
N−1
2 .
If we consider a, b and λ all to be different from zero,
we find again that the entries of ~vα are Fibonacci polyno-
mials obeying the same recursion formula as in the even
N case and lead to the same solution
yi =
λ
a
Ti x1,
xl =
[
Tl − b
a
Tl−1
]
x1,
where l = 1, . . . , N+12 and Tl, (i) is as before. The ansatz
f1 = e
2i kd, f2 = e
−2i kd for the extended states influ-
ences Tl (Ti analogously)
Tl =
sin(2 kd l)
sin(2 kd)
,
and leads via
yN+1
2
= 0,
to the equidistant quantization k ≡ kn = npiN+1 with
n = 1, . . . , (N − 1)/2.
We report here shortly on all other parameter situa-
tions.
i) If we consider a and b to be different from zero, but
λ = 0, we find only one state
xl+1 =
(
∆− t
∆ + t
)l
x1, (B14)
and l runs from 1 to (N − 1)/2.
ii) If ∆ = t, i.e. a = 0, but λ = ±2t 6= 0, we
find (N − 1)/2 solutions (yl, xl+1) with yl = ±i xl+1,
l = 1, . . . , (N − 1)/2 and x1 = 0 for all.
The zero mode of this setting (∆ = t) is a MZM
localized on x1 = 1, while all other components are zero.
iii) If ∆ = −t (b = 0) and λ 6= 0 we find (N − 1)/2
solutions of the form (xl, yl) with yl = ±i xl
l = 1, . . . , (N − 1)/2 and xN+1
2
= 0 for all of them. The
MZM is localised at xN+1
2
= 1 for b = 0.
The results for the α chain follow again by replac-
ing xl → X l, yl → Yl and t→ −t.
Appendix C: Spectrum for finite µ
The BdG Hamiltonian, expressed in the chiral ba-
sis Ψˆc =
(
γA1 , γ
A
2 , . . . , γ
A
N , γ
B
1 , γ
B
2 , . . . , γ
B
N
)T
leads via
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Hˆkc =
1
2 Ψˆ
†
cHc Ψˆc to
Hc =
[
0N×N h
h† 0N×N
]
, (C1)
where the matrix h is
h =

−iµ a
−b −iµ a
−b −iµ a
. . .
. . .
. . .
−b −iµ a
−b −iµ

N×N
. (C2)
As mentioned in Sec. V, we look for a solution of
hh† ~v = λ2 ~v, (C3)
with ~v = (ξ1, ξ2 . . . , ξN )
T
to find the general quantiza-
tion rule. The entries of the matrix hh† are(
hh†
)
n,m
= δn,m
[
µ2 − a2 (1− δn,N ) − b2 (1− δn,1)
]
+ iµ (a− b) [ δn,m+1 + δn+1,m]
+ ab (δn,m+2 + δn+2,m) ,
and Eq. (C3) becomes the Tetranacci sequence
ξj+2 =
λ2 + a2 + b2 − µ2
ab
ξj − ξj−2
− iµ
(
a− b
ab
)
(ξj+1 + ξj−1) , (C4)
where j = 1, . . . N−5. The missing four boundary terms
are
λ2 ξ1 = (µ
2 − a2) ξ1 + iµ(a− b) ξ2 + ab x3,
λ2 ξ2 = (µ
2 − a2 − b2) ξ2 + iµ(a− b) (ξ1 + ξ3) + ab x4,
λ2 ξN−1 = (µ2 − a2 − b2)ξN−1 + iµ(a− b) (ξN + ξN−2)
+ ab ξN−3,
λ2 ξN = (µ
2 − b2) ξN + iµ(a− b) ξN−1 + ab ξN−2.
We extend the Tetranacci sequence from j = −∞ to
j = ∞, i.e. the index limitations in Eq. (C4) can be
ignored, while ~v still contains only ξ1, . . . , ξN . Conse-
quently, we can simplify the boundary conditions by us-
ing the recursion formula and further any restriction like
N > 3 does not exist. We find
ξN+1 = ξ0 = 0, (C5)
b ξN+2 = a ξN , (C6)
b ξ1 = a ξ−1. (C7)
The procedure we followed in the context of Fibonacci
polynomials was to obtain a closed form with the ansatz
ξj = r
j , r 6= 0. So we do here on starting from Eq. (C4).
Thus, the characteristic equation for r reads
r4 − λ
2 + a2 + b2 − µ2
ab
r2 + 1 + iµ
a− b
ab
(
r3 + r
)
= 0,
and we have to find all four zeros to determine ξj in the
end. We introduce two new variables
ζ =
λ2 + a2 + b2 − µ2
ab
, (C8)
η = iµ
a− b
ab
, (C9)
to simplify the expressions in the following. The charac-
teristic equation becomes
r4 + η r3 − ζ r2 + η r + 1 = 0.
Dividing by r2 (r 6= 0) and defining S := r + r−1 leads
to
S2 + η S − ζ − 2 = 0, (C10)
where we can read out the solutions S1,2
S1,2 =
−η ±√η2 + 4 (ζ + 2)
2
. (C11)
The definition of S amounts to an equation for r
r2 − S r + 1 = 0.
Thus one can insert the solutions S1,2 and solve for r.
We find
r±j =
Si ±
√
S2i − 4
2
, j = 1, 2, (C12)
yielding directly rj r−j = 1. Here, we choose the ansatz
S1,2 = : 2 cos(κ1,2), κ1,2 ∈ C, (C13)
which is actually the definition of κ1,2. Since the coef-
ficients S1,2 contain λ through the variable λ, this is in
the end an ansatz for λ. The expression for λ follows
easily from Eq. (C10) by inserting Eq. (C13). Using the
definiton of η and resolving for ζ first and in a second
step for λ we finally arrive at Kitaev’s bulk formula
λ (κ1,2) = ±
√
[µ + 2t cos (κ1,2)]
2
+ 4∆2 sin2 (κ1,2).
Notice that by construction we have λ = λ (κ1) = λ(κ2).
Alternatively the sum of S1 and S2 leads via Eqs. (C11),
(C13) to
cos (κ1) + cos (κ2) = − µ t
t2 −∆2 . (C14)
The use of Eq. (C14) on the dispersion relation will in-
deed yield
λ (κ1) = λ(κ2). (C15)
Let us return to ξj . Since the recursion formula in Eq.
(C4) is linear, a superposition of all four solutions r±1,
r±2
ξj = c1 r+1 + c2 r−1 + c3 r+2 + c4 r−2, (C16)
(C17)
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is still a solution with some coefficients c1,2,3,4 ∈ C. From
Eq. (C13) it follows
r±j = e±iκj
and thus
ξj = c1 e
iκ1 + c2 e
−iκ1 + c3 eiκ2 + c4 e−iκ2 . (C18)
Further, Eq. (C15) implies that we consider a combina-
tion of states of the same energy. The usually following
step would be to fix these constants, requiring four initial
values. We can use e.g. ξ1 as free parameter. Further
setting ξ0 = ξN+1 = 0 ξ−1 = (b/a) ξ1 as the boundary
conditions yield a sufficient number of constraints.
The remaining condition a ξN = b ξN+2 yields the
quantization rule then. However, of one is not interested
in the state ~v or in the general eigenstates of the Kitaev
chain, but only in the quantization rule, one can use a
much simpler approach. Using our ansatz for ξj from Eq.
(C18) and being aware of the fact that the boundary con-
ditions yield a homogeneous system, we find
B4×4
c1c2c3
c4
 = ~0,
where the boundary matrix B is
B =

1 1 1 1
eiκ1(N+1) e−iκ1(N+1) eiκ2(N+1) e−iκ2(N+1)
beiκ1(N+2) − aeiκ1N be−iκ1(N+2) − ae−iκ1N beiκ2(N+2) − aeiκ2N be−iκ2(N+2) − ae−iκ2N
beiκ1 − ae−iκ1 be−iκ1 − aeiκ1 beiκ2 − ae−iκ2 be−iκ2 − aeiκ2
 .
Demanding det (B) = 0 avoids a trivial solution and leads
to the quantization rule in Eqs. (92), (93).
Appendix D: The zeros of the determinant
Our first step is to calculate the determinant of the
Kitaev chain in closed form. We use the chiral basis
where the BdG Hamiltonian is given by Eqs. (C1), (C2).
The determinant is obviously
det (Hc) = det (h) det
(
h†
)
= |det (h)|2 , (D1)
and we need only the determinant of h. The calculation is
performed with a sequence of polynomials39 h0, . . . , hN
hj+1 = −iµ hj + ab hj−1, j = 1, . . . N − 1 (D2)
with the initial values h0 = 1, h1 = −iµ and the deter-
minant of h is
det (h) = hN . (D3)
We notice the Fibonacci character32–34 of the sequence in
Eq. (D2) and continue with the calculation of the Binet
form. The ansatz hj ∝ Rj (R ∈ C \ {0}) leads to
R2 + iµR − ab = 0,
and the solutions R1,2 are
R1,2 =
−iµ ±
√
4 ab− µ2
2
. (D4)
Our ansatz holds for all parameter choices of µ, ∆ and t
and R1,2 obey
R1 + R2 = −iµ, (D5)
R1R2 = −ab. (D6)
The general form of hj is given by a superposition of R1
and R2
hj = n1R
j
1 + n2R
j
2 , (D7)
and n1,2 are fixed by the initial values. The calculation
can be simplified by extending the sequence hj backwards
with Eq. (D2), because h−1 = 0. The use of h−1 and h0
leads to
n1 =
R1
R1 −R2 , n2 =
−R2
R1 −R2 ,
yielding the closed form of hj
hj =
Rj+11 −Rj+12
R1 −R2 .
We find the determinant of the Kitaev chain to be
det (Hc) =
∣∣∣∣∣RN+11 −RN+12R1 −R2
∣∣∣∣∣
2
, (D8)
for all values of µ, t, ∆ ∈ R. The determinant does not
vanish in general, due to Eq. (D4), but only for a specific
combination of the parameters µ, t, ∆.
In the following we consider t and ∆ to be fixed values
of our choice and we search for the values of µ such that
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the determinant vanishes. The Fibonacci character of hN
enables us to factorize the determinant32,33 and leads au-
tomatically to the zeros. The factorization follows from
Eq. (D4) and the starting point is the square root:√
4 ab− µ2 =
√
4 (t2 −∆2)− µ2.
We have to consider in general three cases
a) t2 ≥ ∆2 and 4 (t2 −∆2) ≥ µ2,
b) t2 ≥ ∆2 and 4 (t2 −∆2) ≤ µ2,
c) t2 ≤ ∆2 and 4 (t2 −∆2) ≤ µ2,
and we introduce the procedure in detail with the first
scenario.
1. Case a)
The most general form for µ is
µ = 2
√
t2 −∆2 f(θ), (D9)
where the function f(θ) accounts for all possible ratios of
µ and
√
t2 −∆2. The case a) enforces the function f(θ)
to be real valued, because both µ and
√
t2 −∆2 are real.
Further, we find that
f2(θ) ≤ 1, (D10)
since 4 (t2 −∆2) − µ2 ≥ 0. Please note that Eq. (D10)
needs only to hold for θ on a finite set. From all pos-
sible functions f(θ), a convenient choice is f = cos(θ).
The reason behind our specific choice is the form of R1,2,
because f leads in
√
4 ab − µ2 to√
4 ab − µ2 =
√
4 (t2 −∆2) − µ2
=
√
4 (t2 −∆2) [1− cos2(θ)]
= 2
√
t2 −∆2 sin(θ),
and R1,2(f) become
R1,2(f) =
−iµ±
√
4 ab − µ2
2
=
−2i√t2 −∆2 cos(θ)± 2√t2 −∆2 sin(θ)
2
.
Simplifications lead to
R1,2(f) = −i
√
t2 −∆2
{
eiθ,
e−iθ .
Let us focus on the determinant. We find Rj1 −Rj2 to be
Rj1 −Rj2 =
[
−i
√
t2 −∆2
]j
2i sin(θ j).
Consequently the determinant reads
det (Hc) = (t2 −∆2)N
[
sin [θ (N + 1)]
sin [θ ]
]2
, (D11)
and vanishes for θ = j pi/N+1 (j = 1, . . . , N) or t2 = ∆2.
Since ∆, t and θ define together with f1 = cos(θ) the
chemical potential, we find that the determinant of the
Kitaev chain is zero if, and only if:
i) µ = 2
√
t2 −∆2 cos
(
j pi
N+1
)
,
ii) µ = 0 and t2 = ∆2,
for n = 1, . . . , N , t2 ≥ ∆2 and for all N . A feature of
odd N is the value n = N + 1/2 yielding to θ = pi/2, i.e.
µ = 0 for all values of ∆, t for t2 ≥ ∆2. In fact µ = 0
holds for odd N everywhere, as we already know from
previous discussion in appendix A.
We found all zeros in case a) and we continue with b).
2. Case b)
We follow the same way of argumentation as above,
but we have to keep in mind that t2 − ∆2 ≥ 0, and
4 (t2 −∆2) < µ2. The first step is to reshape the square
root in R1,2√
4 ab− µ2 = i
√
µ2 − 4 (t2 −∆2), (D12)
where we find a similar situation as in the previous sce-
nario. Our ansatz is
µ = 2
√
t2 −∆2 g(θ),
where the function g(θ) is real and obeys
g2(θ) ≥ 1, (D13)
since µ2 ≥ 4 (t2 − ∆2). The candidates of our choice
are g±(θ) = ± cosh(θ), where θ is real. The square root
becomes now√
µ2 − 4 (t2 −∆2) = 2
√
(t2 −∆2) sinh(θ),
and we find R1,2(g+) to be
R1,2(g+) =
−iµ± i√µ2 − 4 (t2 −∆2)
2
= −i
√
t2 −∆2 [cosh(θ)∓ sinh(θ)] .
Simplifications yield
R1,2(g+) = −i
√
t2 −∆2
{
e−θ
e θ
,
and the determinant becomes:
det (Hc) =
(
t2 −∆2)N [ sinh (θ [N + 1)]
sinh(θ)
]2
. (D14)
The determinant vanishes only if t2 = ∆2, i.e. µ = 0,
because the fraction of the hyperbolic sine functions is
always positive. The use of g1,− = − cosh(θ) leads to Eq.
(D14) again.
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3. Case c)
We consider here ∆2 ≥ t2 and 4 (t2 − ∆2) − µ2 ≤ 0.
We start by manipulating the square root in R1,2√
4 ab− µ2 =
√
4 (t2 −∆2)− µ2 = i
√
µ2 + 4 (∆2 − t2).
(D15)
Our ansatz is µ = 2
√
∆2 − t2 v(θ) with a real valued
function v(θ), without further restrictions, because
µ2 = 4 (∆2 − t2) v2(θ) ≥ −4 (∆2 − t2),
in view of µ2 ≥ −4 (∆2 − t2). The square root in R1,2
becomes in general
i
√
µ2 + 4 (∆2 − t2) = i (∆2 − t2)
√
v2(θ) + 1,
and one sees immediately that v(θ) = sinh(θ), θ ∈ R is
an appropriate choice. We find for R1,2 the form
R1,2(v) = −i
√
∆2 − t2
{−e−θ
eθ
,
where the negative sign in front of the exponential forces
us to distinguish between even and odd N . The deter-
minant reads finally
det (Hc) = (∆2 − t2)N

cosh[θ(N+1)]
cosh(θ) , N even
sinh[θ(N+1)]
sinh(θ) , N odd
,
and it is never zero, except for ∆2 = t2 at µ = 0.
4. Discussion of completeness of all scenarios
In summary, for µ 6= 0, we have only non trivial, zero
determinants in case a). How can one be sure that no zero
is missed especially in the settings b) and c)? This follows
immediately from Eq. (D8), because the determinant
vanishes only if
RN+11 = R
N+1
2 .
Consequently we need first of all |R1| = |R2|. The second
part is to find the proper phase factors and all of them
lie on a circle with radius |R1| in the complex plane. We
have found non trivial solutions only for scenario a).
In total, we found all conditions det (HKC) = 0. The
general case is when the chemical potential is
µ = 2
√
t2 −∆2 cos
(
npi
N + 1
)
, (D16)
with t2 ≥ ∆2 and n = 1, . . . , N , i.e. the chemical po-
tential equals the energies of a linear chain with hopping√
t2 −∆2. The case µ = 0 and t2 = ∆2 is included in
Eq. (D16).
Further, the determinent of a Kitaev chain with odd
number of sites is zero if
µ = 0, (D17)
for all values of ∆ and t.
Appendix E: The zero energy eigenstates
The presence of zero energy modes is marked by
det (HKC) = 0 and a natural question is to investigate
their topological character, be it trivial or non-trivial.
Hence, we have first to obtain these states. We use here
again the SSH basis, e.g. the Hamiltonian from Eq. (24)
for µ 6= 0. We keep the notation for the eigenvector
~ψ = (~vα, ~vβ)
T
with
~vα =
(
x1, y1, x2, y2, . . . , xN/2, yN/2
)T
,
~vβ =
(
X1, Y1, X2, Y2, . . . , XN/2, YN/2
)T
,
for even N , but unlike in the previous calculation both
SSH like chains are coupled now. We consider first N
even, because the odd N solutions have the same shape,
as it turns out later. Further, we derive the general eigen-
vector problem including even non zero modes at first
glance. Solving
(
λ12N −HSSHKC
)
~ψ = ~0 translates to
α~vα + τ ~vβ = λ~vα,
β ~vβ + τ
† ~vα = λ~vβ .
The reason to keep λ first inside the calculation is the
diagonal structure of τ , τ † and 1N as well as the entry
structure of ~vα and ~vβ , which enables us to identify easily
the new contributions of τ ~vβ and τ
† ~vα in comparison to
the µ = 0, i.e.. τ = 0, case from appendix B. The
difficulty to write down
(
λ12N −HSSHKC
)
~ψ = ~0 reduces
to take the correct signs of the µ terms. We have to solve
(l = 1, . . . , N − 1)
b xl+1 − a xl + iµ Yl = λ yl,
a yl+1 − b yl − iµX l+1 = λxl+1,
a y1 − iµX1 = λx1,
−a xN
2
+ iµ Y N
2
= λ yN
2
,
from α~vα + τ ~vβ = λ~vα and
aX l+1 − bX l − iµ yl = λ Yl,
b Yl+1 − a Yl + iµ xl+1 = λX l+1,
b Y1 + iµ x1 = λX1,
−bX N
2
− iµ yN
2
= λ Y N
2
,
from β ~vβ + τ
† ~vα = λ~vβ . Extending the sequences xl,
yl, X l and Yl backwards leads to simplifications in the
open boundary conditions
y0 = xN
2 +1
= Y0 = X N
2 +1
= 0.
The full solution of the eigenvector problem for λ 6= 0
is not known to us, since the decoupling of these entries
seems to be impossible. However, the condition of zero
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energy modes and the associated condition Eq. (D16)
simplifies these equations a lot.
Zero energy has one further advantage, because the
chiral partner of a zero mode is the mode itself and su-
perpositions of both will simplify the eigenvector problem
even more. Acting with C from Eq. (81) on ~v, all yl (X l)
got into −yl (−X l), while all xl (Yl) remain the same.
Hence, ~ψA := (~v + C ~v ) /2 reads
~ψA =
(
x1, 0, x2, 0, . . . , xN
2
, 0
∣∣∣ 0, Y1, 0, Y2, . . . , 0, Y N
2
)T
,
and ”|” marks the boundary of both SSH like chains.
Similar ~ψB := (~v − C ~v ) /2 is
~ψB =
(
0, y1, 0, y2, . . . , 0, yN
2
∣∣∣X1, 0,X2, 0 . . . , X N
2
, 0
)T
.
As we see, we decomposed ~v into ~ψA,B . The decomposi-
tion is optional, but ~ψA (~ψB) has only non zero weight on
A type (B type) Majorana positions γAj (γ
B
j ) in the SSH
basis, as depicted in Fig. (10). Thus, ~ψA obeys (S+)
b xl+1 − a xl + iµ Yl = 0
b Yl+1 − a Yl + iµ xl+1 = 0
Y0 = xN
2 +1
= 0
 (S+),
while ~ψB satisfies (S−)
a yl+1 − b yl − iµX l+1 = 0
aX l+1 − bX l − iµ yl = 0
y0 = X N
2 +1
= 0,
 (S−),
and l runs from 1 to N − 1. As we see, (S+) turns
into (S−) by exchanging a’s and b’s, µ into −µ and the
standard letters into the calligraphic ones. Thus, we need
only to solve one set of equations and the solution of the
second follows immediately.
We focus on (S+) and we ignore the index limitations
during the following calculation. Decoupling leads to
b2 Yl+1 =
(
2 ab − µ2) Yl − a2 Yl−1, (E1)
b2 xl+1 =
(
2 ab − µ2) xl − a2 xl−1, (E2)
Fibonacci polynomials32–34. The Binet form needs initial
values and we have to think about the number of free en-
tries we have here. These degrees of freedom are given
by the dimension of the zero energy subspace, i.e. the
number of zero energy states. So far, the chiral symme-
try implies their pairwise presence, but not their absolute
quantity. Each zero of the determinant is twice degener-
ated, as we see from Eq. (D8). Hence, we have in total
only two zero energy modes and each has one unspecified
entry. We choose x1 as a fixed number.
The naive choice would be to take x1, x2, Y1 and Y2
as initial values, where the last three are expressed in
terms of x1. Instead we use the l = 0, 1 expressions and
introduce x0 via (S+)
b x1 − a x0 + iµ Y0 = 0,
because x1 is our choice and Y0 = 0. We find x0 = x1 b/a.
The term y1 follows from (S+)
b Y1 − a Y0 + iµ x1 = 0,
which reduces to y1 = −iµ x1/b.
The Binet form follows again from a power ansatz
xl ∝ zl. The fundamental solutions for both sequences
are
z1,2 =
2 ab − µ2 ±√(2 ab − µ2)2 − 4 a2 b2
2 b2
.
We use Eq. (D16) to get 2 ab − µ2 = −2ab cos
(
2 npiN+1
)
and we obtain
z1,2 =
−2ab cos
(
2 npiN+1
)
± 2i ab sin
(
2 npiN+1
)
2 b2
.
Finally, we have
z1,2 = −a
b
{
e−2i θj
e2i θj
,
with θj := jpi/(N + 1). The general solution is given by
the superposition of z1 and z2
xl = α z
l
1 + β z
l
2,
and we find both coefficients with x1 and x0 to be(
α
β
)
=
x1
z2 − z1
(
b
a z2 − 1
1− z1 ba
)
.
With this xl becomes
xl =
x1
z1 − z2
[
zl1 − zl2 −
b
a
z1z2
(
zl−11 − zl−12
)]
.
Using the expressions for z1,2, we find
xl = x1
sin(2 θj l) + sin[2 θj(l − 1)]
sin(2 θj)
(
−a
b
)l−1
,
or in the most compact form
xl = x1
sin[θj(2l − 1)]
sin(θj)
(
−a
b
)l−1
, (E3)
Similar, we obtain Yl
Yl = Y1
zl2 − zl1
z2 − z1 = x1
(−iµ
b
)
sin(2 θj l)
sin(2 θ)
(
−a
b
)l−1
,
(E4)
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which simplifies to
Yl = −x1 sin(2 θj l)
sin(θj)
(
−a
b
) 2l−1
2
,
where −a/b is always positive since t2 ≥ ∆2. The last
step is to check if the open boundary conditions are sat-
isfied. Obviously Y0 = 0 holds and we get for xN
2 +1
the
form
xN
2 +1
∝ sin
{
θj
[
2
(
N
2
+ 1
)
− 1
]}
= 0.
Hence, the vector ~ψA is an eigenvector of the Kitaev BdG
Hamiltonian. The vector ~ψB has the entries
X l = X1
sin[θj(2l − 1)]
sin(θj)
(
− b
a
)l−1
, (E5)
and
yl = −X1 sin(2 θj l)
sin(θ)
(
− b
a
) 2l−1
2
(E6)
where X1 is free to choose. The case of odd N is similar.
We use
~vα =
(
x1, y1, x2, y2, . . . , xN−1
2
, yN−1
2
, xN+1
2
)T
,
~vβ =
(
X1, Y1, X2, Y2, . . . , X N−1
2
, Y N−1
2
, X N+1
2
)T
,
and ~v = (~vα, ~vβ)
T
. The vectors ~v± = (~v ± C~v ) become
now
~ψA =
(
x1, 0, x2, 0, . . . , xN+1
2
∣∣∣ 0, Y1, 0, Y2, . . . , 0, Y N−1
2
)T
,
(E7)
~ψB =
(
0, y1, 0, y2, . . . , 0, yN−1
2
∣∣∣X1, 0,X2, 0 . . . , X N+1
2
)T
.
(E8)
As we see, we have to respect different index limitations
for xj (X j) and Yi (yi), but apart from this small change
everything else remains as in the even N case. The vector
~ψA obeys now
b xj+1 − a xj + iµ Yj = 0
b Yi+1 − a Yi + iµ xi+1 = 0
Y0 = Y N+1
2
= 0
 (S˜+),
with j = 1, . . . , (N − 1)/2, i = 1, . . . , (N − 3)/2 and ~ψB
satisfies
aX j+1 − bX j − iµ yj = 0
b yi+1 − b yi − iµX i+1 = 0
y0 = yN+1
2
= 0
 (S˜−).
The only important change compared to the even N case
are the new open boundary conditions, while the Fi-
bonacci character remains. Hence, we ignore the index
limitation during the calculation of those entries as in
the even N case and we get the same results for xl, X l,
yl and Yl, see Eqs. (E3) - (E6).
The boundary conditions are satisfied, since y0 =
Y0 = 0,
Y N+1
2
∝ sin
(
2 θj
N + 1
2
)
= sin[θj (N + 1)] = 0,
and yN+1
2
= 0. A last check for the odd N case is done
by choosing j = N +1/2, i.e. θj = pi/2, which leads back
to the old µ = 0 limit. Applying θj → pi/2 on xl leads to
xl = x1
(a
b
)l−1
= x1
(
∆− t
∆ + t
)l−1
,
after some steps, while all Yl ∝ µ are zero. Similar we
find X l from xl upon changing a with b, while yl = 0 for
all l. Hence, we recover our result for the α (β) chain,
see Eq. (72)-(73).
The remaining questions is whether these zero energy
modes are Majorana zero modes or not. The use of the
particle hole operator in the SSH basis from Eq. (80), i.e.
complex conjugation, reveals that the expressions xl/x1,
Yl/xl1, X l/X1 and yl/X1 are always real quantities, for
both even and odd N . Thus ~ψA (~ψB) is a MZM if x1
(X1) is either real or pure imaginary.
The MZM mode ~ψA (~ψB) has only zero weight on γ
A
j
(γBj ). Superpositions of both vectors can be a MZM
too if the coefficients are chosen properly. For exam-
ple ~v = ~ψA + ~ψB has no zero entry. Hence, it is a mixed
type MZM (for the correct choice of x1 and X1).
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