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Abstract 
We consider the classical problem of searching a light coin in a set of n coins, n - 1 of 
which have the same weight. The weighing device is a balance scale with Y > 2 pans that, when 
r equally sized subset of coins are weighted, indicates the eventual subset containing the light 
coin. WC give a predetermined algorithm that requires the minimum possible average number of 
weighings for almost all values of n. 0 1998 Elsevier Science B.V. All rights reserved. 
1. Introduction 
In this paper we consider the problem of searching for a lighter coin in a set of n 
coins, n - 1 of which have the same weight. This is a classical problem in the area 
of Combinatorial Search Theory and has received considerable attention (see [ 1, 131 
and references therein). Almost all previous papers have considered the problem when 
the testing device is a two-arms balance scale which compares the weights of two 
equally sized subsets of coins. If the weighed subsets happen to have different weights 
then the defective coin is known to be contained in the lighter subset. The general 
case of a testing device that can weigh in parallel Y equally sized subsets of coins 
(Y is an arbitrary but fixed integer greater than or equal to two), has remained open 
and only recently a sequential algorithm requiring the minimum average number of 
weighings has been given [5]. We recall that sequential algorithms are in general more 
powerful in that they allow the choice of the subsets weighed at the ith step to depend 
upon the feedbacks (outcomes) of the previous i - 1 weighings while in predetermined 
algorithms the weighings are fixed beforehand. 
In this paper we analyze the much harder case of predetermined algorithms. We 
consider the standard predetermined model defined in combinatorial search literature. 
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The reader is referred to [ 1, 61 for an extensive treatment of predetermined algorithms 
and their motivations. 
The main difficulty consists in deriving the right lower bound to the minimum aver- 
age number of required tests. The information theoretic lower bound here is useless in 
that it gives the same results both for predetermined algorithms and for the sequential 
algorithms. Therefore, a detailed case analysis seems necessary in order to establish 
non-existential results. A measure of the efficiency of the algorithm is either expressed 
in terms of the worst-case number of weighings or in terms of the average number 
of weighings required to locate the counterfeit coin. The analysis of the average-case 
assumes that one is given a probability distribution p = (pi,. . . , p,), with pi being the 
probability of the ith coin being the counterfeit. In this paper we will be concerned with 
finding an average-case optimal algorithm under the hypothesis of uniform probability 
distribution on the coins’ set. 
In Section 3 we present a predetermined algorithm to locate a counterfeit coin 
that requires the minimum average number of weighings, for almost all values 
of n. 
2. Preliminary results 
As we already said, an algorithm is called predetermined if the sequence of tests 
performed by the algorithm is fixed beforehand and does not depend on the feedbacks 
of the tests themselves. Recall that our search model uses a balance with a number Y 
of arms and a weighing consists of placing Y equally sized subsets of coins on the r 
pans of the balance. Following [l, 151, we represent a predetermined algorithm on II 
coins by means of an n-column table. The entry (i,j) of M is denoted with M(i,j). It 
is M(i,j) = s, with s E { 1,. . . , r}, if the algorithm places the jth coin on pan s during 
the ith test. M(i,j) = 0 indicates that the jth coin is not placed on any pan during the 
ith test. Let Ai, denote the set of coins which are placed on pan s at the ith weighing, 
i.e. Ai, = {j : l<j<n,M(i,j) = s}, for s = l,..., r. The ith weighing compares the 
weights of r equal sized sets, Ai,, , . . . 3 Ai,,, and they are denoted by Ai,, : . . : Ai,,. The 
ith weighing receives feedback s; s = 0 if all weighted subsets have equal weight, i.e. 
the counterfeit coin is in none of the weighed subsets, and 1 <s <r if Ai, is lighter 
than the other weighed subsets, i.e. Ai,y contains the counterfeit coin. Let 1/ denote 
the number of weighings Ai,i : . .. : Ai,, which uniquely identify the counterfeit coin 
when the counterfeit coin is the jth one and let L = maxi <,i<,,{ 4). Obviously, the 
predetermined algorithm has to specify the sets A;,, , . . . , Ai,,, for any i = 1,. . . ,L, once 
and for all. The counterfeit coin is the jth one only if the feedback to the ith weighing 
is equal to M(i,j), for i = 1,. . ,L. Since the jth coin is uniquely identified after 
4 weighings, we can cross out the last L - I/ entries in the jth column of M. As 
a consequence, the table representing the predetermined algorithm may have columns 
of different lengths. Consider the predetermined algorithm that at the generic step i 
performs the weighing Ai. : : Ai,,. If the table representing the algorithm contains 
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no pair of columns such that one is prefix of the other, then the counterfeit coin is 
uniquely identified as soon as the sequence of feedbacks coincides with a column of 
M. The index of this column corresponds to the index of the counterfeit coin. For a 
more pedagogic introduction to predetermined algorithms see Section 1.8 of [l]. 
The following result establishes the conditions for a table to represent an algorithm 
which finds a counterfeit coin in a set of n coins under our search model. 
Lemma 1. Let n 3 r. An n-column table M with entries in { 0, 1, , r} represents u 
predetermined algorithm if and only if the .following conditions hold 
(a) Let n be the number of columns of M, for each robt‘ i 
l{j : 1 <JGkM(i.j) = I}1 = ... = I{,j : 1 <j<n,M(i,j) = r}l 
(b) For each pair M; and Mj of columns of M, M; is not a prejix of M,. 
Proof. The proof that conditions (a) and (b) imply an algorithm which finds the coun- 
terfeit coin follows from the above discussion. The necessity of (a) is immediate since 
each weighing needs to place the same number of coins on each pan. The necessity 
of (b) follows from the fact that if Mi were a prefix of Mj then the algorithm could 
not decide whether the counterfeit coin is the one associated with column Mi or the 
one associated with column M, whenever it gets a sequence of feedbacks equal to 
M,. 0 
A table which satisfies the conditions of Lemma 1 is said admissible. 
If we are concerned with finding an optimal worst-case algorithm, our problem 
consists of constructing an admissible table which minimizes the length of the longest 
column. To this aim, we can restrict our analysis to admissible tables which have 
columns of the same length. Among such tables we find the one which has the smallest 
number of rows. Notice that in the case of a table with all columns of the same length, 
property (b) of Lemma 1 implies that the columns in the table are pairwise distinct. 
The following lemma establishes that an optimal worst-case predetermined algorithm 
finds the counterfeit coin in [log,,, n1 + 1 tests if IZ is of the form n = (r + l)L 
- i, for some positive integer L and 2 <i <r - 1, and in [log,+t n) tests in all other 
cases. 
We will denote with i’ the /-entry column having all the entries equal to i for some 
i E {O,l,..., r}. 
Lemma 2. Given an integer m>r with (r + l)‘-’ < m <(r + l)‘, there exists an 
admissible table A with m columns each of length t if and only if’either m <(r+ 1)/-r 
or m = (r + 1)’ - 1. Otherwise there exists an admissible table with all columns of 
length ( + 1. It is possible to construct A in such a “‘a~’ that it does not contain the 
all-zero column tf and only if either m # (r + 1)’ - r and m # (r + 1)‘. Moreoaer, it 
184 A. De BonisIDiscrete Applied Mathematics 86 (1998) 181-200 
is possible to construct A in such a way that it does not contain any of the columns 
oe,... ,re ifandonlyifm~(r+l)e-2rorm=(r+l)t-r-1. 
Proof. See Appendix A. 0 
The following result is an easy consequence of the above lemma and will be very 
useful in proving the main theorem of the paper. 
Corollary 1. Given an integer mar with rdmd(r+l)‘-r or m = (r+l)!-1, there 
exists an admissible table with m columns each of length t!. It is possible to construct 
the admissible table in such a way that it does not contain the all-zero column if and 
only if either m # (r + 1)” - r and m # (r + 1)‘. Moreover, it is possible to construct 
the table in such a way that it does not contain any of the columns O”, , . . ,re if and 
onlyz~m~(r+1)‘-2rorm=(r+1)L-r-1. 
Proof. Let M be the admissible table of size e’ x m from Lemma 2. If L’ = e the 
new table is M itself. If &’ < e we construct a table M’ coinciding with M in the 
first &’ rows and with any table which satisfies property (a) of Lemma 1 in the last 
k’ - 4’ rows. Notice that table M’ satisfies property (b) of Lemma 1 as well, in that 
the columns of table M are pairwise distinct. 0 
Let us now consider the problem of determining the minimum average number of 
weighings under the assumption of uniform distribution on the search set. 
Recall that the columns of an admissible table M may have different lengths and 
that 4 denotes the length of the jth column of M. For all i > j, entry M(i,j) is empty 
and indicates that the jth coin is known to be counterfeit in less than i weighings. The 
average number of weighings of a predetermined algorithm described by a table M 
corresponds then to the number W(M) of non-empty entries of M divided by the 
number n of columns of M. 
We want to point out an important correspondence existing between tables which 
satisfy property (b) of Lemma 1 and (Y + I)-ary trees. Let M be an n-column table 
which verifies property (b) of Lemma 1. A labeled (Y + 1 tary tree is an (r + 1 >-ary 
tree such that the edges connecting an internal node to its children are each labeled 
with a distinct integer in the set (0, 1,. . . , r}. The tree T associated with M is a labeled 
(r + I)-ary tree with n leaves and such that each root-to-leaf path is associated to a 
distinct column of M. The lengths of the root-to-leaf paths of T are the lengths of the 
columns in M and the labels along each root-to-leaf path (reading from the root to 
the leaf) coincide with the entries of a distinct column of M (reading from the top to 
the bottom). 
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Let T be uny (Y + I)-ary tree. The sum of the lengths of the paths from the root 
to the leaves is called external length of T and is denoted with h(T). If T represents 
an admissible table A4 then it is obvious that W(M) = h(T). Let H(n) = min h(T), 
where the minimum is taken over all (r + I)-ary trees with n -leaves. 
The following well-known result (e.g., see [l]) allows to find H(n) explicitly. 
Theorem 1. Given an integer n,n = (~+l)~+kr+~j, where O<k < (r+l)L, O<j< 
r - 1, an n-node tree T has external path length h(T) equal to H(n) {fund only if 
T has n - [(kr + j)(r + 1)/y] 1 eaves at level L and [(kr + j)(r + 1)/r] at level L + 1. 
Moreover, 
H(n) = nL + 
r+l 
(kr +j)- 
r 1 (n - (r + l)L’og~+lnJ 
Let TL be the tree with (r + l)L leaves at level L. A tree with n leaves and having 
external path length equal to H(n) can be obtained from TL by changing k leuves 
into internal nodes with r + 1 sons each if j = 0 and, if j > 0, one more leaf into 
un internal node with ,j + 1 sons. 
Since we are concerned with admissible tables only, we consider (r + 1 )-ary labeled 
trees which correspond to tables which satisfy property (a) of Lemma 1. Therefore, 
our problem consists of minimizing h(T) over this restricted class of (r + 1 )-ary trees. 
We just point out that our problem is considerably harder than minimizing h(T) in the 
unrestricted case. The following corollary of Theorem 1 is an immediate consequence 
of the above discussion. 
Corollary 2. Let M be an n-column admissible table. One has: 
W(M) 3 H(n). 
3. An almost optimal average case algorithm 
The main result of this section is the following theorem. 
Theorem 2. Let n = (r + l)L + kr + j, for some integers L> 1, Odk < (r + 1 IL and 
0 <j < r - 1, and define 
rcj) = 
i 
0 ifj=O, 
.l ifj>O. 
(1) 
The minimum average number of weighings &,,(n) done by any predetermined algo- 
rithm that locates a counterfeit coin out of a set of n coins is equal to: 
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I&(n) = Hq + 
0 ifj=O andk=O 
orifj~{O,r-l}and((k=l-a(j)) 
or (rbk<(r + l)L -r - ao’),L>2) 
or (k = (r + l)L - l)), 
1 
n if k = (r + l)L - 2 
or ifl<j<r-2 andr<k62r-j-1 
or if2<j<r - 2 and 
2r-j<k<2r-2 andL>r-j-2 
or ifl<j<r-2 and 
2r- l<kd(r+ I)L -r- I, L>2, 
2 
n if 2<j<r -2 and 
2r - j<k<2r - 2 
andL<r-j-3, 
r-j-1 
n ifl<j<r-2 andk=O, 
d, <v if2-a(j)<k<r- 1, 
with the equality holding for 
2(r+ l)<n<r(r+ 1) andfor 
(r+l)L+r2-r<n<(r+1)L +r*-1, 
(r+l)L-k-l-r(j) 
n z~(r+l)L-r+l--_(j)~k<(r+1)L-3 
and L32, 
d2 6 f if1<j<r-2andk=(r+1)L-l 
and La2. 
Given a table M with n columns define d(M) = W(M) - H(n). By Theorem 1, one 
has that H(n) = nL + k(r + 1) + j + CC(~). Moreover, define 
d(n) = min d(M) (2) 
where the minimum is taken over all admissible tables with IZ columns. 
Next lemma provides an upper bound to d(n) and, consequently, yields an upper 
bound to E,,,(n). 
Lemma 3. Let n = (r + 1 )L + kr + j, for some integers L > 1,O d k < (r + 1 )L and 
O<j<r - 1. One has 
A(n)< 
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if j = 0 and k = 0 
or ifj E {O,r - I} and ((k = 1 - x(j)) 
or (r<kd(r+ l)L --Y - 4j),L>2) 
or (k = (r + l)L - I)), 
if k = (r + l)L - 2 
or if l<j<r-2 andr<k<Zr-j- 1 
or $2<j<r-2 and2r-j<k<2r-2 
andLar-j-2 
or ifl<j<r-2 and 
2r-l<k<(r+1)L-r-l,L>2 
$26j<r-2,2r-j<k<2r-2 
and L<r -,j -- 3, 
r-j-l if 16,j<r - 2 and k = 0, 
r-k if2 - a(j)<k<r - 1, 
(r+l)L-k-l-a(j) if(r+1)L-r+l--_(j)<k<(r+l)L-3 
and L32, 
r ifl<j<r-2 and k=(r+l)L- 1 
and L>2. 
where a(j) is defined in (1). 
To prove the lemma, we establish the following conventions in order to describe the 
tables we are going to construct. 
Notations. The following list summarize the basic notation. 
For each integer i, t, and m we denote by bfx”‘) the table with e rows and m 
columns having each entry equal to i. We denote brx’) by i(‘). 
Given two integers i and j with i < j, the notation i . . . j indicates j-i+ 1 consecutive 
row entries Containing the integers from i to j. If i > j then i.. . j specifies no row 
entry. 
We denote by 0.. .O a sequence of row entries each of which is equal to zero. The 
number of such entries will be clear from the context. 
Given two tables M and M’, we denote by [MIM’] the table whose first columns 
are those of M and the last ones are those of M’. 
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l Given a table A4 with all columns of the same length 
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and a row vector v, we denote 
the table obtained from A4 by adding a last row equal to vector v. 
l We denote by IA4 the number of columns of the table M and by M C_ M’ we mean 
that each column of M is also a column of M’. 
l If M C M’ we denote by M’ - M the set of columns obtained by eliminating the 
columns of M from the columns’ set of M’. 
l We denote by ML a table whose columns are all vectors of length L on (0, 1,. . . , r}. 
Trivially, ML is admissible and W(ML) = H((r + l)L). 
Proof of Lemma 3. Let n = (Y + 1 )L + kr +j, for some integers L 3 1,O < k < (Y + 1 )L 
and 0 <j <Y - 1. We show that there exists a table M with n columns such that d(M) 
satisfies the desired upper bound. 
We distinguish different cases depending on the values of k and j. 
Case 1: 2 - cl(j)<kbr - 1. Let H be the L x r table H = [lcL’12 (‘)I. (. \dL)]. We 
can then construct the admissible table 
M=c 
\ 
’ I H k..7l...(k&l) 
H (k+l)...(k+~-j-I)o...o I o(W+l)) ( fu-j)...rl...k 1 
H (pci+~)) 
(k+l)...rl...(k-j--l)O...O 
I 1 (k-j)...k 
if j = 0, 
ifj>O,kGj+l, 
ifj>O,k>j+l 
with the number of non-empty entries equal to 
W(M)=nL+(k+l)r+(j+a(j))=H(n)+(r-k). 
Case 2: k = 1 - a(j). We can construct the admissible table 
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if ,j = 0, 
M= 
if j > 0 
where cl , . . . , c,-_~-~ are any columns of ML - O@). The number of non-empty entries 
ofM is 
W(M) =- nL + 
r+l ifj=O 
= H(n) + 
0 ifj==O, 
I- ifj > 0 r-_;- 1 if 1 <.j <I’ - 1. 
Cuse 3: I,>2 and r<kd(r + I>L - r - x(j). 
C’ffse3.1:j=Oorj=r-1. 
Let H be the L x k admissible table from Corollary 1. We can then construct the 
admissible table 
M= 
The number of non-empty entries of the given KWiCeS is 
W(M) =I H(n) = nL + k(r + 1) + 
i 
0 if .j = 0, 
Y ifJ=r- 1. 
Cue 3.2: I dj<.v - 2. 
l If r d k d 2,. - j - 1, let H be an (L x (k + 1)) admissible table not containing the 
all-zero column from Corollary I and for i = I , . . . , r. let vi = ui,l . , ZI,,~+~ denote 
the (1 x (k + I )) vector defined by 
C i Cj,J = ifr#I’, 0 if t = i. 
We can construct the admissible table 
IV= [MLAH-or”~ z )..‘I vk__Ii+, 1 (~_~+j~*)c'x(k+'~) 1 
(3) 
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with number of non-empty entries equal to 
W(M)=nL+r(k+l)+k-r+j+2=H(n)+l. 
If2r-j<k<2r-2 (j>2) andldr-j-3, let H be an (Lx(k+2)) admissible 
table not containing the all-zero column from Corollary 1. We can construct the 
admissible table 
lHI I 
H 
I 
H 
I 
H 
I I r(l x(k+2)) 
I VI I / vk-_2r+j+3 I (k - %‘+j + 4)(‘x(k+2)) / 
o(Lx(k-2r+j+3)) 
l,.,(k-2r+j+3) I 
where the vi’s are defined in (3). Then it results 
W(M) = nL + (k + 2)r + (k - 2r +j + 3) = nL + k(r + 1) + j + 3 = H(n) + 2. 
If 2r-j<k<2r-2 0’22) and Lbr-j-2, let di =(di,i;..,di~) be the column 
vector of length L defined as follows: 
if i = j, 
if i # j. 
M can be written as 
M= (,-Hi [ocl:H,l (,L I..1 /“.] -j 
whereHisanLx(k+2)tableandBisan(L+l)x(2r-j)table.Ifj<r-3, 
they are defined as follows: 
l(r-j-2) . . . (h+l)(‘-j-2) (h+2)(‘-j-3). . . r(r-j-3) 
O((L-r+j+Z)x(h+l)) o((L-r+j+3)x(r-h-l)) 
O((r-j-3)x(r-h)) 
(/X+2) ... i-0 
o((L-r+j+2)x(r-h)) 1 
withh=3r-j-k-4. 
B= 
0’1 x(r-j-2)) 
rdl . . . dr_j_2 l(r-j-2) 
o(L-r+j+Z) 
0 
l(r-j--2) 
o(L-r+j+2) 
r-2 
00-j-2) 
O(L--r+j+2) 
I r-l 
l(r-j-2) 
I I o(L-r+j+2) . . 1 
o(r-j-2) 
o(L-r+j+2) 1 1. o(L+‘) r 
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For j E (7 - 3,r - 2}, the constructions for H and B are similar to those given 
above, and can be easily obtained. 
It is W(M)=nL,+k(r+l)+j+2=H(n)+l. 
l If 2r - 1 <k <(r + l)L - r - 2, let A be an admissible table of size L x ((r + 1 )L 
-k-2), not containing the columns OcL),lcL),...,dL). Since rdIA/G(r+1)L-2r-1, 
Corollary I assures the existence of such a table. Defining B as 
B= 
(p-./)1(L). y(L) 
1 . ..rOO ... 0 1 
the desired table is 
A A 
0” 44) l(lxlAl) 
with 
. . . 
A 
111 -B ,SlxlAl) 
W(M)==nL+k(r+l)+j+2=H(n)+l. 
l If k = (r + l)L - r - 1, let A and B be respectively, the L x (r - 1) table and the 
3 x (2r - j) table defined as follows: 
A ~= 
[ 
2 “” 
()(V-1)X@-1)) ’ 
I 
[ 
I... 1 1 .lO... 0 
B-O... 0 (r-j+ 1) ::. r 1 f.. (r-j) . 
1 ... (r-j) (r--j+ 1) ... r 0 .f. 0 I 
We can then construct the admissible table 
M= ki~L+t- [o(rIiAl, 1 ~c~AlAl~ I..‘! ,.(,1.l] - [occ~-Zczr-~~~]]. 
The number of the non-empty entries in the given matrix is 
Cuse4:(r+1)L-r+l-a~)~k~(r+1)L-3andL~2.Leti=(r+1)L-k. 
From Corollary 1, there exists an L x ((i - 1)r - j) admissible table H not containing 
the all-zero column. Let v be any row of length (i - 1 )r - j which satisfies condition 
(a) of Lemma 1. We construct the admissible table 
with number of non-empty entries 
W(M)=nL+n-l=H(n)+(r+l)L-k-l-a(j). 
Cuse5:L>2andk=(r+1)L-2 
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l If j = 0, let H denote the table [1(‘+‘)12 (L+l)l.. . I&+‘)]. We construct the admis- 
sible table 
l If j > 0, M is the (L + 1) x n table of Lemma 1 
Then 
W(M) = H(n) + 1 = 
{ 
n(L+ l)- I if j = 0, 
n(L + 1) if j > 0. 
Cuse6: k=(r+l)L-l 
0 If j = 0, we construct 
0 If j = r - 1, we set M = ML+, - [O(‘+‘)]. 
l If 1 <jbr-2, let H = [lcL+l)/2 (Lt’)] . ldL+‘)] and cl , . . . , Cr_j_ 1 be any non-zero 
columns of ML+1 - H. We construct the admissible table 
M = ML+, _ H _OcL+‘) -q -...- 
The number of non+mpty entries of the given tables is 
{ 
n-l ifj=O, 
W(M)=nL+ n ifj=r-1, = H(n) + 
1 
0 ifj=Oorj=r- 1, 
n+r if l<j<r-2, 
r if l<j<r-2. q 
The above lemma provides the upper bound to &.(n) stated in Theorem 2. Now we 
turn our attention to the lower bound stated in that theorem. We say that an admissible 
table M with n columns is optimal if it has the minimum number of non-empty entries 
among all admissible tables with n columns, i.e. if d(M) = d(n). 
Lemma 4. At least one optimal table has column lengths d$ering by ut most I, 
with the exception of the case when n is of the form n = (r+l)L 
- r + j, for some integers L > 1 and 1 d j dr - 2. 
Proof. Let M be an optimal admissible table with maximum column length emax. From 
the optimality of M, it follows that there are non-empty entries of the last row of M 
which are different from zero. If this was not the case, the table obtained by removing 
such zero entries would still satisfy condition (b) of Lemma 1. As a consequence, 
there would be an admissible table with a number of non-empty entries smaller than 
the number of non-empty entries of M. Condition (a) of Lemma 1 implies that for 
each s = 1 , . . . ,r, A4 contains a column c,~ of length / max with s in the last position. 
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Suppose now, by contradiction, that there exists a column c of M of length t < Pmax -2. 
Consider the table 
(5) 
The table M’ has the property that each column is not a prefix of any other 
column, therefore, W(M’)>H(n). On the other hand, since it is W(M) = W(M’) 
+ Y(Rmax -t-l>- 13W(M’)+r- 1, we get W(M)>H(n)+r- 1. By Lemma 3, 
either M is not optimal or the matrix constructed in Lemma 3 (that satisfies the thesis 
of this lemma) is also optimal, unless n = (r + 1 )L -- Y + j, 1 <j 6 r - 2. o 
Lemma 3 has already given the desired upper bound to d(n), we prove now a 
matching lower bound thus completing the proof of Theorem 2. 
Lemma 5. For each udmissihle n-column table M, with n = (r + 1 )L + kr + j, jbr 
some inregers L3 1,06k < (r + l)L and O<j<r- ~ 1 
A(M)> 
0 ifj=Oandk=O 
orfjE{O,r-l}und((k=l-r(j)) 
or (r<kd(r+l)L-r--_(j), f,>2) 
or (k = (r + l)L - 1)), 
1 (f 2 - cl(j)dkdr - 1 and La2 
or if k = (r + 1 )L - 2 
orifldjdr-2undk=(r+1)L-l 
or !f 1 fjdr ~ 2 and r<k<2r -j _ 1 
or if’2bj<r-2 and2r-j<k<2r-2 
and L&r -,j - 2 
or if 1 <j<v - 2 und 
2r-1bkd(r+1)L-r-1 undf.22, 
2 if2<j<r - 2 und 2r -j<k<2r - 2 
und LBr -,j - 3, 
r-j-l if ldjdr-2 undk=O, 
r-k f2(r + l)<n<r(r + 1), 
(r+1)L-k-1-4j) if(r+l)L-r+l--_(j)<k<(~+l)~_3 
and ~32. 
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Proof. By Lemma 4 we can limit ourselves to consider only tables with columns of 
lengthLandL+l,orL+l andL+2incasen=(r+1)L+‘-r+j. 
Given an admissible table M with n columns each of length L or L + 1, we can 
write it as 
M = A ML-t1 - [I [ ()($I, I [ A - . . . - ,.(I4) 
for some AGML and B&ML+, such that no 
B. An easy calculation shows that 
(Al =(~+l)~-k-~1(j-A(M) and 
If we suppose A(M) = 0, we get 
(6) 
column of A is prefix of a column of 
IBI = (A(M) + aO’))r - j. (7) 
IAl =(r+l)L-k-a(j) and jBI=m(j--j (8) 
We notice now that if A does not verify property (a) of Lemma 1 then there is some 
row t and some integers i, i’ E { 1,. . , r} such that the difference between the number 
of i’s and of i”s in the row t of 
is hr, for some h > 1, and cannot be balanced by any choice of B since I BI = m(j) 
-j < r. Therefore, A and B must both verify property (a) of Lemma 1. If A(M) = 0 
then (8) implies that B satisfies property (a) of Lemma 1 only if IBI = 0 or lB( = 1 
while A satisfies that property only if (Al = 0 or 1 Al = 1 or, because of Corollary 1, 
r< IAl <(r + l)L -Y or IAl = (r + l)L - 1 or IAl = (r + l)L. From (8) it follows that 
~B~=Oifandonlyifj=Oand~B~=lifandonlyifj=r-1.Moreover,ifj=r-l 
then B = O@+‘) and as a consequence, ti $ A. Hence, because of Corollary 1, one 
hasthatifj=r-1 thenIAI=Oorr<IAi<(r+l)L-r-l orIAl=(r+l)L-l. 
From the derived constraints on I Al and I BI and from Lemma 3 we get 
(j=O and(k=Oork=l orr<k<(r+l)L-r 
A(n) = 0 I 
ork=(r+l)L-l), 
j=r-1 and(k=Oorr<k<(r+l)L-r-l 
(9) 
ork=(v+l)L-l). 
For some of the remaining values of iz we are able to show that A(n) > 1. We 
consider the following four cases: 
Case 1: k = 0 and 1 <j<r - 2. Let M be as in (6) and suppose A(M) = A(n). If 
all non-empty entries of row L f 1 of M were 0, we could remove such entries and 
hence obtain an admissible table M’ with A(M’) = W(M’)-H(n) < A(n). Therefore, 
there are non-empty entries of row L + 1 which are different from 0. Condition (a) of 
Lemma 1 implies that these are at least r. Hence, one has n - IAl > r, which using (7) 
gives A(n)ar -j - 1. 
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Case 2: 2(r + 1) d n < r(r + 1). The lower bound for these values of I? follows from 
by the lower bound for the sequential case [5]. 
Cuse 3: 2<j<r - 2, 2r - j<k<2r - 2 and L,<r -,j - 3. We know from (9) that 
d(M)> 1. We show now that no admissible table exists with d(M) = 1. 
Fact 1. Lrt 2 G j dr - 2,2r - j <k < 2~ - 2 uizu’ 1. <r - ,j - 3. No udmissibltr tclble 
e.~irts n*ith (Al = (Y + l)L ~- (k + 2) and lB( = 2r - ,j. 
The (rather lengthy) proof is given in Appendix B. 
Using Fact 1 and (7) we get that each admissible table M has d(M)32, that is 
d(n)22. 
Case 4: k >(Y + l)L - r + 1 - a(j). Let M be as in (6) and suppose d(M) = d(n). 
From (7), we have IAl = (r + l)L - k - x(j) - d(n). We show that d(n)>(r + I)L 
-k- 1 -x(j) by proving that IA(dl. If /A( > 1, there exists a column c of IAl with 
c # OcL’. Let M’ be the table obtained from M by filling the lA( empty entries in the 
(L + I)th row of M with 0’s. It is obvious that M’ is admissible and 
M’C[M+, - [; ) ...I ;I]. 
The admissibility of M’ implies that there exist t columns yr, . . ,yr such that 
is admissible with M’ = [ML+, - H]. Let ci be a non-zero entry of c. The ith row 
of H satisfies property (a) of Lemma 1 only if the ith entries of yl, . . ,yl contain r 
occurrences of 1,. , ,ci - 1,~; + 1,. . . , r. Therefore, one has that t 3 r(r - 1) and as a 
consequence it results IM’( = ]&II = nd(rfl)L+‘-r2, that is k c (r+I)L-r+l-~~). 
cl 
4. Conclusion 
The lowers bounds of Lemma 5 match the corresponding upper bounds of Lemma 
3 except when (r + l)L+’ - r + 1 <n,<(r + I)L+’ - 2 for La2 and (r + I)L + r 
+ 1 dn <(Y + l)L + r2 - r - 1 for L 22. In those cases the differences between the 
upper and lower bounds to &(n) range between l/n and (r - 1)/n. An interesting 
open problem is to reduce the gap between these lower and the upper bounds. 
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Appendix A 
Given a column vector x = (xi,. . . ,,I-/), with entries on (0, 1,. . . , r} and an integer 
O<idr, denote by y = x@i the vector y = (yi,...,y/) with 
( 
0 if Xj = 0, 
Yj = Xj + i ifxj#Oandxj+i<r, 
xj + i (modr) if Xj # 0 and xj + i > r. 
For each x # O”, let C(x) be the (e x r) admissible table whose columns are x,x 63 
1 , . . . ,x CB (Y - 1). Call C(x) and C(y) disjoint if they do not have common columns, 
i.e. y # x @ i for each i. Let Mp denote the table whose columns are all vectors of 
length L on {O,l,... , r}. It is easy to see that it is possible to choose ((Y + 1)” - 1)/r 
columns of Mt, x~,...,x((,+~)‘_~)~~, in such a way that C(X~),...C(X~~,+~,~_,,,~) form 
a partition of [Mf - O”]. 
ProofofLemma2.Writemasm=(r+1)L-pr-twithO~p<(r+1)L-‘,~~2 
and O<t<r - 1. 
If t = 0 and p>/2 or if t > 0 and pbl, let 
{ 
r ift=O 
.S= 
t ift>O 
and let B be the (e x (Y + s)) table defined as follows: 
1 Ii 111 I I1 if q=l 
I I 
-- _ -, . . . . . . . . . . . 
B= Ll . . . r 01 
il 
12...s-1 s... r 0 . . . 0 o- 
0 0 . . . 0 1 . . . r-s+1 r-s+2 . . . r 0 
oo... 0 1 . . . r-s+1 r-s+2 . . . r 0 ifs> 1. 
. . . . . . . . . . . . . . . . . . . . . . . . . 
0 0 . . . 0 1 . . . r-s+1 r-s+2 . . . r O_ 
We choose 
h= ’ 
1 
if t = 0, 
P-l if t > 0, 
vectors xi,..., xh of Me - Oe such that the tables C(xi) ,..., C(q), C(s, l,l,. .., l), 
C(l,O,O ,..., 0) and C(O,r,r ,..., r) are pairwise disjoint. Notice that C(xi), . . , c(q) 
do not contain columns of B. The desired table A can be obtained by deleting from 
M/ the columns of C(xr ), . . . , c(q) and, if h = p - 1, the columns of B. If h > 0 
and t # 1, it is possible to choose xi = (l,l,...,l), i.e. , C(x,) = [le 2’ ... &I; 
if p b 1 and t = 1, the columns le2 e . . . Y’ belong to B. In either cases A does not 
A. De BonislDiscrete Applied Muthemntics 86 (1998) 181-200 197 
contain any of the columns 1’ . . . rL. We can easily convince ourselves that these two 
are the only cases when an L x m admissible table can be built in such a way that it 
does not contain any of the columns lr . . . r'. 
If p = 0 and t = 0, then we set A = MI. If p = 1 and t = 0, i.e., m = (r + 1)’ - r, 
any admissible table is obtained by deleting from 1341 the columns of C(x) for some 
column x # 0’. 
If p = 0 and t = 1, i.e, m = (r + 1)’ - 1, the only admissible table is obtained by 
removing the all-zero column from Mt. 
If p = 0 and 2 6 t <r - 1, i.e. m = (r + 1)’ - t, there exists no admissible table of 
size e x m. Anyhow, it is easy to verify the existence of an admissible table A of size 
(/ + 1) x m. Moreover, such a table A can be constructed in such a way that it does 
not contain the all-zero column. 
Notice that the table A has been built in such a way that it contains the all-zero 
column only if m = (r + 1)’ or m = (r + l)[ - r. For these two values of m it is 
impossible to build an e x m admissible table A such that A does not contain the 
all-zero column. Notice also that if m < (r + 1)’ - 2r and m = (r + 1)’ - r - 1 then A 
does not contain any of the columns 0’1’ . . . d. For all the remaining values of m it 
is not possible to build an ! x m admissible table which does not contain any of the 
columns 0’1’ _ . r’. 
Appendix B 
It is useful to introduce the following notation: given a table T, we denote with 
T” the table containing r occurrences of each column of T, e.g. if r = 2 and T = 
[c, c2 ..I c,,] then T’ = [cl cl c2 c2 . . cm em], and with T’ the table consisting 
of the first i rows of T. 
Proof of Fact 1. Given 2r-jdkd2r-2, 2<jdr-2 and Ldr-j-3, let us suppose 
that there exists an admissible table 
03.1) 
with~A~=(r+1)L-(k+2)and~B~=2r-j.ItisH=[ML-A]and~H~=k+2. 
In the following, we abuse the term “admissible” to denote a table verifying property 
(a) of Lemma 1 (notice that M, A, B and H are all supposed to satisfy property (b) 
of Lemma 11). 
Notice that from (B. 1) we have 
A is admissible c H is admissible +=+ BL is admissible . 03.2) 
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We shall prove that A and B cannot be both admissible. Let us assume by contradiction 
that A and B are both admissible tables. From (B.l), we get that BL contains only 
occurrences of columns belonging to H and, since Y + 2 < IBI < 2r - 1 then BL has 
one of the two possible forms: 
BL = 
[H’J,,(LX(iBI-H’))] with H’ c H and [OCL’] c H, 
H’ with H’ C H 
where H’ is some admissible table with [OCL’] $ H’. Therefore, in the former case 
we must have IH’l >r while in the latter one IH’I = (BJ 3r + 2. Being IHI <2r, we 
get\H-H’-@/<r-l intheformercaseandIH-H’ldr-2inthelattercase. 
As a consequence [H - H’] cannot be admissible. Since H is obtained by joining 
the columns of an admissible table with those of a non-admissible one, it may not be 
admissible. This obviously contradicts our assumption that A = [ML-H] is admissible. 
Since A and B cannot be both admissible then (B.2) implies that A and B are both 
non-admissible. Assume then that A and B are not admissible and let &<L be the 
number of rows of A which do not satisfy property (a). Without loss of generality 
we assume that the first C rows of A do not satisfy (a). Let us observe that for every 
1 <t < G there exists exactly one integer a, E { 1,2,. . . , Y} such that the tth row of A 
contains the same number of occurrences of all integers in { 1,2,. , r} - {ut} and one 
less occurrence of a,. Our observation follows from the fact that M is admissible only 
if for each less occurrence of a certain integer in the tth row of A’ there are r more 
occurrences of that integer in the tth row of B ‘. Since IBl < 2r then there is at most 
one non-zero integer, which we have denoted with a,, which occurs r times in the 
tth row of B’. The admissibility of M implies that for every t = 1,2,. . . , L the tth 
row of B contains r more occurrences of a,, i.e., it contains r occurrences of al and 
r - j occurrences of 0. Hence each column c = (cl,. . . , CL) of B has ct E {a,, 0}, for 
t = 1,...,e. 
We shall prove that B’ contains at most G + 2 distinct columns. Denote by %Yt he 
subset of distinct columns of BL having a, in the tth entry, for t = 1,. . . , t’. We prove 
that ]Vt j 62, for t = 1,. . . , t. Suppose on the contrary Igt] 3 3. Since BL c H*, these 
columns of BL belong to H, too. As the tth row of H contains exactly one more 
occurrence of a, than those of each a E { 1,. . . , r} - {a,}, then it must contain at least 
two occurrences of each a # a,, that is IHI > 2(r - 1) + 3 = 2r + 1, contradicting our 
assumption. We show now that for every s # t, 1 <s < 8, at least one of the columns in 
‘Xl has the sth entry equal to a,. Assume by contradiction that no column of %?t has the 
sth entry equal to a, for some integer s such that 1 <s<r and s # t. Then, r columns 
of B would be necessary to establish admissibility on the tth row of M and other r 
columns of B to establish admissibility on the sth row of M and it would absurdly 
result lBl>2r. Therefore, gt n %,Y # 8 for every t # s. Recalling that I%,/ ~2 for every 
t, we get that I UC=, %?; I d / + 1. As B’ contains only the columns of %‘I,. . , Wf and 
the all-zero columns, the number of distinct columns of B’ is at most C? + 2. 
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We finally prove that for each p > f, each entry in the pth row of BL is 0. Suppose 
by contradiction that there is a non-zero integer in the pth row of BL, for some p > F. 
Since this row has to verify property (a) of Lemma 1 then it contains one occurrence 
of the integers 1,2,. . . , r and r - j occurrences of 0. Let v, denote the column of BL 
having the pth entry equal to i, for i = 1.. . ,r. It is I%, n{vr ,. , v,.}l < ISrl ~2, for 
every t</. It cannot be I%, n{vr,.. . , v,.} / = I%, / = 2 since BL must contain at least 
[r-/21 occurrences of one of the columns in ‘6, and exactly one occurrence of each v,. 
Suppose then (‘6, n{ vt , , v,.} I< 1. In this case, at most one column of %, coincides 
with some vi. Hence at least Y - 1 columns of BL belong to Xt \ {VI,. , v,.} and as a 
consequence it absurdly results 2r -,j = IBl >2r ~ 1. Therefore, the last (L - /) rows 
of BL are all-zero vectors and BL contains at most / + 2 <L + 2 < r - j pairwise 
distinct columns. Hence, there are at least I^ + 1 columns of BL such that each of them 
is identical to some other column of BL. Since B must satisfy property (b) of Lemma 
I then the columns of B must be pairwise distinct. The last row of B has to satisfy 
property (a) of Lemma I and therefore it is either an all-zero vector or contains one 
occurrence of the integers I,. . . , I’ and r - j zeros. For that reason the last row of B 
cannot be built in such a way that the columns of B are pairwise distinct. 
From our discussion, it follows that there is no couple of matrices B and H satisfying 
our instances proving that no admissible table M exists with the given parameters. 
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