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Abstract In the present work, we investigate a numer-
ical one-dimensional solver to the Navier-Stokes equa-
tion that retains all terms, including both pressure and
dissipation. Solutions to simple examples that illustrate
the actions of the nonlinear term are presented and
discussed. The calculations take the full 4D flow as
its starting point and continuously projects the forces
acting on the fluid at a fixed Eulerian point onto the
direction of the instantaneous velocity. Pressure is in-
cluded through modeling. Adhering to the requirement
that time must in general be considered an independent
variable, the time development of the time records and
power spectra of the velocity fluctuations are studied.
It is found that the actions of the nonlinear term in the
Navier-Stokes equation manifests itself by generating
sharp pulses in the time traces, where the sharpness is
bounded by the finite viscosity. In the spectral domain,
the sharp gradients in the pulses generate energy con-
tributions at high frequencies that yields a −2 slope
across the inertial range. The −2 (or −6/3) slope is ex-
plained through a simple example and the classically
expected −5/3 slope in the inertial range can be recov-
ered from the pressure fluctuations from the full flow
field that can be considered a noise contribution at the
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point considered. We also observe that the spectrum
can in principle keep spreading to higher frequencies or
wavenumbers without upper bound, as the viscosity is
approaching the zero limit.
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Stokes · Velocity power spectrum · Numerical simula-
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1 Introduction
The Navier-Stokes equation is a nonlinear partial dif-
ferential equation of motion describing the momentum
of a fluid flow at a point in space as a function of
time. This equation is generally accepted to describe
all aspects of the momentum balance of Newtonian con-
stant density fluid flows, both laminar and turbulent. If
supplemented with equation of state, it also describes
compressible flows and non-Newtonian flows. However,
due to the nonlinearity of the equation and the wide
range of scales interacting through the nonlinear term,
the Navier-Stokes equation is notoriously difficult to
solve and requires considerable computer power to eval-
uate numerically, especially for turbulent flows at large
Reynolds numbers [1,2].
To throw some light on the properties of the Navier-
Stokes equation, one-dimensional equations with some
of the same properties as the Navier-Stokes equation
have been studied, e.g. Burgers’ equation [3], with and
without the diffusion term, and Euler’s equation. Eu-
ler’s equation is interesting for the study of the influ-
ence of the nonlinear convection term, but it is unable
to describe the time development of a realistic, random
velocity field. In a comprehensive review [4], the com-
mon properties of Burgers’ equation and the Navier-
Stokes equation and their differences were discussed. It
2 Preben Buchhave, Clara M. Velte
was pointed out that Burgers’ equation also lacks the
sensitivity to boundary and initial conditions that are
inherent in the Navier-Stokes equation [5].
In this publication, we investigate a one-dimensional
numerical solution to the Navier-Stokes equation rep-
resenting the full momentum balance for the instanta-
neous fluid convection velocity [6]. The calculations re-
tain all terms in the Navier-Stokes equation, including
both pressure and dissipation. By projecting the forces
acting on the fluid control element onto the direction of
the instantaneous three-dimensional instantaneous ve-
locity vector, we retain the full four-dimensional dy-
namics of the problem and are not limited to a single
spatial dimension and time. The pressure is included
through modeling, and the fluctuating pressure gradi-
ent at the measuring point adds random turbulent en-
ergy to the velocity field.
Our method allows us to follow an arbitrary input
velocity record as it develops in time by following it
through a large number of infinitesimal passes (itera-
tions) through a 1D projection of the force terms in the
Navier-Stokes equation onto the instantaneous flow di-
rection. This method, if applied with sufficiently small
steps, will build up the nonlinear effects, in principle
without approximation. The 1D projection means that
we are measuring the spatial velocity structures as they
are convected through the CV. The method does not
allow us to obtain certain features of the large-scale
3D spatial flow field, but it does allow computation of
the kinetic energy, the velocity power spectrum in both
the spatial and the temporal domain as well as calcula-
tions of the 2nd and 3rd order structure functions in the
flow direction. As a result, we can study the so-called
triad interactions between Fourier components of the
spectral representation of the flow field and follow their
interactions through both space and time.
The purpose of this paper is primarily to learn about
the peculiar effects of the nonlinearity of the Navier-
Stokes equation by presenting some calculations of the
flow development with different representative input ve-
locity records. The triad interactions and their dynam-
ics may be said to form the basic machinery of fluid flow
evolution, and a detailed understanding of their func-
tion is important for both theory and modelling of tur-
bulence. We thus nicknamed the program the “Navier-
Stokes Machine”.
The Navier-Stokes equation for normalized density
(ρ = 1) in the physical space coordinate system is
shown in Equation (1)
∂u(r, t)
∂t
= −u(r, t) · ∇u(r, t)−∇p(r, t)+ ν∇2u(r, t)(1)
which expresses the time rate of change of momentum of
a fluid element, a control volume (CV), at position r =
Fig. 1 Control volume CV, instantaneous velocity u and a
component ui at the CV, a spatial point at position r and at
time, t. The red line indicates the path of a fluid element in
time (streak line).
(r1, r2, r3) with velocity u(r, t) = (u1(r, t), u2(r, t), u3(r, t))
at time t. The first term on the right-hand side of the
normalized equation represents convective acceleration,
the second fluctuating pressure force and the third vis-
cous action due to momentum diffusion.
We consider constant density flows, which means we
can set the divergence of the velocity equal to zero:
∇ · u(r, t) = 0 (2)
Pressure plays a special role in the Navier-Stokes
equation. All other terms act locally on an infinitesi-
mal fluid parcel as illustrated by the control volume in
Figure 1, whereas pressure is a 3D effect that must be
evaluated in the whole fluid volume including bound-
ary effects. Knowledge of the pressure is needed to de-
scribe the large-scale behavior of the flow such as vor-
tices and coherent structures, which are associated with
spatial pressure gradients. The fluctuating pressure gra-
dient, originating from velocity fluctuations elsewhere
in the flow, adds energy to the small scales, the veloc-
ity power spectrum and the spatial structure functions,
whose time development are governed by the local non-
linear term in the Navier-Stokes equation.
In addition to pressure differences, many other pro-
cesses can add energy to a flow: Shear layers such as e.g.
boundary layers, pump action, objects in the flow path
etc. The immediate effect is to create an imbalance be-
tween the spatial velocity structures (“eddies”) contain-
ing the turbulent energy and the smaller high frequency
velocity structures. If the flow is then left unforced, the
imbalance will eventually develop into a flow with equi-
librium between the eddies, where energy is transferred
from large to small eddies until eddies become so small
that the energy is converted to heat due to the viscos-
ity of the fluid (the so-called Richardson-Kolmogorov
cascade). Global equilibrium across all scales can also
be achieved for continuously forced turbulence, so that
a balance between forcing and dissipation is eventually
achieved, and the spectrum retains its shape and en-
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ergy. In the present work, we have chosen to consider
only initial forcing of a homogeneous velocity field and
study the development of the resulting flow.
The exact process from non-equilibrium to equilib-
rium flow is one of the least understood features of tur-
bulence today, but also one of the most important to
understand, both from a theoretical point of view and
from a practical one, since it is of crucial importance in
the development of engineering models.
The goal of the research behind this paper is to ex-
plore the action of the Navier-Stokes equation by nu-
merical and laboratory experiments designed to expose
the energy flow in developing turbulence. It is designed
to map out the path of the energy flow in develop-
ing turbulence from the large energy carrying eddies
to smaller eddies and eventually to dissipation and to
measure the important characteristic time constants for
the interactions between turbulent structures. The ex-
periments are designed to clearly show the “machin-
ery” of the Navier-Stokes equation acting on turbu-
lent spatial structures. In a companion paper, we de-
scribe laboratory experiments where a single large eddy
(Fourier component) is introduced in a controlled flow,
and the development of the frequency components of
the developing velocity power spectrum are measured
as a function of time [7]. Later in the present paper,
we compare these experimental results to computations
with the Navier-Stokes Machine program using the ini-
tial measured record as input to the algorithm. In an-
other paper, we consider the effect of performing a four-
dimensional Fourier transform on the flow velocity rec-
ognizing the fact that the velocity fluctuations are in
reality a stochastic function of four independent vari-
ables, three spatial variables and time [8].
In the following, we explain the underlying ideas
behind the Navier-Stokes Machine computer program.
The program can run based solely on variables in phys-
ical space (velocity, spatial velocity gradients, pressure
gradients etc. within the CV). However, since the struc-
ture of the interactions between various spatial veloc-
ity scales (“eddies”) is more clearly revealed in Fourier
space (or “k-space”), we have developed a version of
the program operating on the Fourier components of
the velocity. We can then directly see which Fourier
components are interacting as the flow evolves. Since
the nonlinear term in the Navier-Stokes equation is of
the second order, the interactions of Fourier compo-
nents will always happen between three components,
two Fourier components corresponding to two incident
k-vectors, say p and q, and a resulting Fourier compo-
nent of the spatial frequency k = p + q, the so-called
triad interactions.
In subsequent sections, we provide some examples
of the simulator operating on different samples of input
velocity records. The first case treats a deterministic
pulse with a broad range of frequencies (a broad range
of “scales”) as input. This example illustrates clearly
the effect of the nonlinearity of the Navier-Stokes equa-
tion without the disturbing effect of random fluctua-
tions. We then follow up with an input record simulat-
ing a stochastic velocity trace modelled with a low fre-
quency van Ka´rma´n spectrum. This example illustrates
the transformation from a non-equilibrium incident ve-
locity trace to a fully developed time trace and power
spectrum. We then present cases where the input con-
sists of measured velocity traces where a single velocity
eddy (Fourier component) is injected by various means
into a low and a high turbulence intensity flow, respec-
tively. These examples allow us to clearly show how
individual Fourier components develop as a function of
time under the influence of the Navier-Stokes equation.
Finally, we show a couple of examples illustrating the
process of nonlocal interactions. We then discuss what
we have learned from the computer experiments and to
which extent these results apply to predictions in fully
three-dimensional turbulence.
2 Program description
The Navier-Stokes equation in its Eulerian form is a
differential equation describing the effect of forces act-
ing on a small control volume (CV). It can be described
as the change of momentum, ∆B(t), or change in ve-
locity, ∆u(t), when normalized with a constant density,
as a result of external forces,
∑
F(t), acting on the CV
during a small time increment, ∆t. Thus, the Navier-
Stokes equation in this form is an equation describing
not a global field, but rather an equation describing
what happens at an Eulerian point in the flow.
When, in the following discussion of the simula-
tion, we speak of “velocity”, we refer to a digital one-
dimensional signal, which we imagine could represent
an actual velocity. Referring to Figure 1, we notice
that, if at any time t0 we know the instantaneous veloc-
ity vector, u(t0), we can simplify the three-dimensional
Navier-Stokes equation by projecting the forces onto
the direction of u and onto a plane normal to u. The
forces acting in the direction of u will change the veloc-
ity magnitude (and thereby the kinetic energy), while
the forces acting in the direction normal to u will change
the direction of u. As the velocity record passes through
the CV, we can measure the small-scale velocity struc-
tures and compute the temporal and spatial velocity
power spectra and the spatial structure functions. In
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Fig. 2 Block diagram of the algorithm applied in the current
work.
the limit of infinitely small time increments, the con-
tribution to the change in momentum and velocity is
linearized and the contributions can be computed indi-
vidually and added in any order.
Figure 2 is a block diagram of the program operat-
ing in k-space. The input is a one-dimensional velocity
time record, u(tn)in of length, T , consisting of N digital
samples enumerated by the index n. This record may be
created as a digital record in the computer or it could
be a digital record actually obtained from e.g. a laser
Doppler anemometer or a hotwire anemometer mea-
surement. Initially, we may compute the input tempo-
ral velocity power spectrum, PS(ω)in. As the next step,
we convert the velocity time record to a spatial record
compensated for the distortions in the sampling process
caused by the fluctuating convection velocity [9]. This
record, which we call the convection record, u(sn)in [6],
can be computed because we know the magnitude of
the fluctuating velocity time record, |u(tn)in|:
u(sn)in =
n∑
n′
|u(tn′)in|∆tn′ (3)
We then create the spatial Fourier transform, uˆ(kn)in,
of the spatial input record and, if desired, display the
spatial input spectrum, PS(kn)in.
The input velocity record now enters the loop. Each
of the three contributions to the changes in the velocity
record uˆ(kn)p are iteratively computed and added to
create uˆ(kn)p+1. The three terms are:
– Dissipation: ∆dissp = νk
2
nuˆ(kn)p∆t
– Pressure: ∆pressp = λknuˆe(kn)p∆t
– Convection:∆convp =
∑N
k1=0
−ik1uˆ(k1)puˆ(kn−k1)p∆t
The new letters introduced here are p, which counts
the iterations, the viscosity ν, a constant adjusting the
strength of the pressure effect λ and the wavenumber kn
spanning all scales defined by the spectral range. The
term uˆe(k) describes the fluctuating velocity external
to the CV. The model for the pressure contribution is
described in the section about pressure below.
The process is repeated until a desired view of the
changes to the time trace or power spectrum is ob-
tained. The spatial power spectrum and correspond-
ing spatial (or temporal) record can be displayed after
a suitable number of passages, p, through the compu-
tation. To speed up the program, array processing is
applied where possible.
The program is a realistic simulation of a process
actually taking place in nature. This puts certain re-
strictions of the possible choices of input signals, phys-
ical constants, size of the CV and on the time steps
that can be applied in the computation. One can sim-
ply say that parameters that could not occur in nature
cannot be allowed in the program either; otherwise, the
program would simply crash!
3 Examples
3.1 Single, short pulse
This example shows some of the essential features of
the Navier-Stokes equation nonlinearity. We assume a
single, 1 second long, time record consisting of a short,
Gaussian pulse, which contains a broad spectrum, see
Figure 3 and Figure 4. The convection record has been
used to obtain the spatial spectrum from the temporal
signal. The program includes convection and dissipa-
tion, but not pressure. As can be seen in Figure 5 and
Figure 6 (movie showing steps of 1000 iterations), the
pulse gets steeper and the power spectrum broadens to-
wards higher spatial frequencies. The power law is cut
off at high frequency due to dissipation.
As seen in the figures and also known from stud-
ies of Burgers’ equation, the shape of the velocity time
trace tends towards a ‘sawtooth’ function. The partic-
ular form of the nonlinear term, u · ∇u , can be in-
terpreted as the product between a signal, u, and its
slope, ∇u. The tendency for the sawtooth function to
form can be qualitatively understood from the product
of the signal with its slope over repeated actions of the
nonlinear term. The sawtooth function can be repre-
sented by u(s) = h
L
(L−s), where 2L is the pulse length
and h its height. The Fourier transform of this func-
tion, uˆ(k) = 2h
k
sin(kL), will have a k−1 dependency
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and, consequently, the power spectrum S(k) = uˆ·uˆ
∗
2L
=
2 1
k2
h2
L
sin2(kL) will roll off as k−2. An analogous anal-
ysis can be carried out in the temporal domain. Even
the fundamental frequency corresponding to the pulse
length is visible in the spectrum of Figure 6. Although
the pulses in a measured record are more irregular, the
tendency towards triangular pulses will persist, which
explains the −2 slope of the spectrum.
The special form of the nonlinear term is also re-
sponsible for the tendency of the kinetic energy to move
towards higher frequencies. A simple example illustrates
the effects:
Assume two co-parallel spatial velocity waves with
wavenumbers k1 and k2 propagating along the convec-
tion record coordinate s, cos(k1s) + cos(k2s). The con-
vection term acting on this function results in the non-
linear product of the velocity after passing through a
CV of width ∆s is then
(cos(k1s) + cos(k2s)) ·
d
ds
(cos(k1s) + cos(k2s)) .
Working out the terms, we get:
1
2
[−k1 sin(2k1s)− k2 sin(2k2s)
−(k1 + k2) sin ((k1 + k2)s)− (k1 − k2) sin ((k1 − k2)s)]
We see four different frequencies generated from the
original k1 and k2: The double frequency of each com-
ponents and the sum and difference frequencies with
the sum-frequency having the greatest coefficient, es-
pecially for k1 ∼= k2. Energy will therefore on average
tend towards higher values since local interactions have
a higher interaction efficiency (as described in [8]).
As will be seen in the third example, on the effect of
pressure fluctuations, the classically (or from plain di-
mensional analysis) expected −5/3 slope in turbulence
measurements can be attained if the pressure fluctua-
tions are included. But the exact pressure contribution
will depend on the flow properties and boundary con-
ditions.
Figure 7 shows a greater range of time develop-
ment (movie showing steps of 5000 iterations, five times
greater than in Figure 5). In this sequence, we note the
following: The pulse develops further toward a shock-
like form. However, a full development to a shock wave
is prevented by the removal of high frequency energy by
the dissipation. The sudden change in velocity across
the pulse, e.g. in Figure 7, is manifested in higher fre-
quency content in the associated power spectrum in
Figure 8. As can also be seen in the wave-based for-
mulation (Galerkin projection) of the turbulent kinetic
energy equation in [10,11], the dissipation is associated
with large values of the spatial gradients of the velocity
Fig. 3 Gaussian input time signal. Velocity and other de-
rived quantities in the following is given in arbitrary units
(a.u.).
Fig. 4 Gaussian input spatial frequency spectrum.
Fig. 5 Time signal after 10000 iterations. Video available at
https://doi.org/10.11583/DTU.12016866.v1
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Fig. 6 Spatial power spectrum after 12000 iterations. Video
available at https://doi.org/10.11583/DTU.12016845.v1
Fig. 7 The time development of the
fully developed signal. Video available at
https://doi.org/10.11583/DTU.12016881.v1
waves. Considering that the steep gradients are pre-
dominantly concentrated around the shocks, it appears
that the non-linear term in the Navier-Stokes equation
causes intermittency in the dissipation of turbulent ki-
netic energy.
The power spectrum eventually develops to a fully
developed form, which does not change further with
time (Figure 8, movie showing steps of 5000 iterations).
Correspondingly, the velocity trace also develops into a
fully developed, soliton like state. However, the spec-
trum energy is dissipated, and the spectrum is seen to
decrease slowly while the shape remains unchanged, an
indication of a constant (or equilibrium) cascade in the
inertial range.
The power law of the power spectrum is cut off at
high frequency due to dissipation. The high frequency
cut-off of the power spectrum clearly depends on the
Reynolds number, Re = UL/ν, where U = 0.5ms−1
Fig. 8 The fully developed power spectrum.
Video showing time development available at
https://doi.org/10.11583/DTU.12016833.v1
Fig. 9 Fully developed power spectrum for different values
of the Reynolds number.
and L = 0.25m are characteristic large-scale dimen-
sions for the flow and the viscosity ν has been set to
8, 4, 2, 1, 0.5 ·10−3 in Figure 9. When the Reynolds
number, Re → ∞, the situation has often been con-
sidered a paradox: How can the energy be dissipated
when the viscosity ν → 0? The answer is that the en-
ergy is not dissipated in the limit where Re→ ∞, but
the power spectrum is spread over “an infinitely large”
spectral range for the same input energy but increas-
ing Reynolds numbers (or decreasing kinematic viscos-
ity ν). The spectrum can in principle keep spreading
to higher frequencies or wavenumbers without upper
bound, as the viscosity is decreasing until we reach the
limit for the continuum hypothesis.
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Fig. 10 Initial time trace with low frequency van Ka´rma´n
spectrum.
3.2 Time trace and velocity power spectrum of initial
low Reynolds-number van Ka´rma´n-type signal
In this example we generate an incident velocity time
record with a relatively low frequency van Ka´rma´n-type
spectrum. Figure 10 shows a single 0.5 s time record and
Figure 11 shows the input power spectrum. Figure 12
shows the fully developed time signal after 10.000 iter-
ations (link to movie) and Figure 13 shows how the ve-
locity power spectrum has developed after 10.000 itera-
tions. (Note, in Figure 11 and 13, the power spectrum is
calculated from a single realization corresponding to the
time trace in Figure 10 and 12). As can be seen from
both the time trace and the corresponding spectrum
(including in the previous examples), the large scales
are largely unaffected with the flow development. This
has historically been referred to as a ‘permanence of
large eddies’, or an ability of the flow to remember its
initial conditions. The smaller scales develop with the
repeated actions of the nonlinear term to yield steeper
slopes in the time trace and correspondingly higher fre-
quencies in the spectrum.
As the program lets the velocity record propagate
through the CV multiple times, the time record and the
corresponding power spectrum change shape as seen in
the movies.
Leaving out the pressure term (which in this con-
text acts as a noise term) brings out in a clear way
some of the effects of the nonlinear convection term
as also seen in Figure 7 and Figure 8. As the veloc-
ity record and the corresponding power spectrum are
allowed to develop fully, they attain a final form that
does not change further; one may speak of a soliton-
like behavior. The only effect of further iterations is
a slow reduction of the kinetic energy brought about
by the dissipation term. This corresponds to a situ-
Fig. 11 Initial low frequency van Ka´rma´n power spectrum.
Fig. 12 Fully developed time trace with a
van Ka´rma´n spectrum. Video available at
https://doi.org/10.11583/DTU.12016860.v1
Fig. 13 Time development of van Ka´rma´n
power spectrum. Video available at
https://doi.org/10.11583/DTU.12016848.v1
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Fig. 14 Turbulent velocity of a parameterizable constant
temperature anemometer reproduced with permission from
Ndoye et al. [12]. A few blue lines have been overlaid to guide
the eye.
ation where the energy is provided at the outset as
the initial velocity record and does not receive further
contributions (decaying turbulence). Alternatively, one
could have chosen to update the energy with a small
amount for each iteration, which would eventually lead
to a constant condition corresponding to forced turbu-
lence. In the current example, however, it is clear that
also the large-scale features of the time traces in Fig-
ures 10 and 12 are not altered significantly with time,
even from the initial development. The results thus in-
dicate that initial conditions are remembered by the
flow even after significant development of the spectrum
– at least if left unforced.
The properties of the nonlinear response of the Navier-
Stokes equation, which is brought out in the simple ex-
ample of a deterministic pulse, is harder to observe in
a turbulent flow because of the randomness of the ve-
locity signal. Further randomness is introduced when
the pressure term is included. The pressure fluctuations
are propagated through the CV so that the fluctuating
pressure gradient across the CV from the integrated
contributions of the surrounding flow adds random mo-
mentum (and random kinetic energy) to the flow.
It is interesting to note that even measured signals
display the same characteristic traits as described above
(when one knows what to look for!), but somewhat ob-
scured by the effect of turbulence production and pres-
sure fluctuations. Figure 14 (from [12]) shows the time
trace of a hotwire measurement in a turbulent bound-
ary layer at a wall normal distance (in wall units) of
y+ = 26. This behavior can be seen even in “classic
pictures” of turbulent velocity records, e.g., Pope “Tur-
bulent Flows” Figure 1.3 [13] or Figure 2 in Sreeni-
vasan [14] and tends to be clearer in fully developed
unforced turbulence.
3.3 Effect of pressure fluctuations, modeled pressure
term
The pressure term in the Navier-Stokes equation de-
scribes the total effect of pressure fluctuations gener-
ated elsewhere in the fluid or imposed at the bound-
aries. Local pressure fluctuations from the flow field
is caused by velocity fluctuations (dynamic pressure)
throughout the whole flow field, and these pressure fluc-
tuations create pressure gradients in the CV. If the
complete three-dimensional velocity field is known at
the time, the local pressure is found by solution of a
Laplace equation. The one-dimensional convection ve-
locity through the CV cannot deliver the pressure from
a 3D flow field. If we want to investigate how the pres-
sure affects the development of the velocity record and
the statistical quantities such as velocity power spec-
trum and structure functions, we are left to infer the
pressure gradient term from modeling (c.f., [15,16]),
experimental data or assumptions. Theory and DNS
computations can provide some suggestions, but the an-
swers are complex, depending on Reynolds number and
boundary conditions.
In the spirit of our attempts to provide simple solu-
tions and results that help understand the basic physi-
cal processes governing the energy exchange in the tur-
bulence, we propose a simple model: Assuming a homo-
geneous velocity field, where the velocity fluctuations at
all points in the fluid have the same statistical proper-
ties as the velocity record describing the velocity in the
CV, we can compute the dynamic pressure at all points
of the flow. Adding statistically independent contribu-
tions from velocities all over the flow field, uˆe(k), we
find an expression for the pressure gradient in Fourier
space:
delup(k) = λ
N∑
n=1
kuˆe,n(k)p (4)
Without access to a theoretical expression or a DNS
calculation, we cannot derive the magnitude of this con-
tribution to the momentum fluctuations, which explains
the adjustable parameter, λ. The effect of this term in
the Navier-Stokes equation is to add to the momentum
fluctuations and the power spectrum. The addition to
the velocity power spectrum is a first order power law
with a slope depending on λ.
Figure 15 shows two fully developed van Ka´rma´n ve-
locity power spectra originating from a low frequency,
large eddy turbulence. The spectrum with the −2 (or
−6/3) slope is from the Navier-Stokes equation without
the pressure term. The spectrum with the −5/3 slope is
the velocity power spectrum when pressure fluctuations
resulting from statistically independent velocity fluctu-
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Fig. 15 Velocity power spectrum with and without pressure
fluctuations.
ations in an assumed homogeneous velocity field are in-
cluded in the Navier-Stokes equation. The slope −6/3
is expected from the sawtooth-like form of the fully de-
veloped velocity record as explained above. The slope
−5/3 results from the addition pressure variations from
statistically independent velocity fluctuations with a
power spectrum proportional to the wavenumber k. The
parameter λ has been adjusted to raise the slope to
−5/3.
3.4 Single Fourier mode injection
To further study the interaction between Fourier modes,
we have conducted a series of measurements and cor-
responding calculations where a single Fourier mode (a
narrow-band signal) is injected into a well-known tur-
bulent flow. Among others, these two cases were stud-
ied:
– Measurement with a hotwire anemometer on a fully
turbulent jet flow into which a Fourier mode was
injected by means of an oscillating wing profile [7].
– Measurement of a single Fourier component injected
into a low turbulence intensity jet core by vortex
shedding from a rectangular rod [7].
In both cases, computations showed good agreement
between measurements and computer simulations.
Figure 16 shows the development of the power spec-
trum measured with hotwire anemometry at increasing
distances from an oscillating wing. The wing was lo-
cated 10 jet exit diameters, 10D, downstream from the
exit of a turbulent jet. Note that for clarity and the sake
of comparison, the spectra have been shifted upwards
with increasing distance from the wing profile trailing
edge, with the distance indicated in terms of jet exit
diameters, D.
Fig. 16 Velocity power spectra at increasing downstream
distance from winglet.
It is noteworthy that the initial frequency has de-
veloped several higher harmonics even before reaching
the trailing edge of the oscillating wing and stably re-
tains these peaks across the downstream direction even
in this highly turbulent flow. The shape of the spec-
trum of these harmonics is observed to quickly develop
a distribution of energy between the peaks that does
not change significantly further downstream apart from
being eventually submerged in the background turbu-
lence. This is well in line with the observation in the low
Reynolds number van Ka´rma´n signal example that the
time trace retains the large-scale features (‘permanence
of large eddies’) and eventually develops into a soliton
like decaying state.
Figure 17 shows the initial power spectrum of a sim-
ulated velocity signal with high intensity turbulence; a
stochastic signal with a van Ka´rma´n spectrum super-
imposed with a narrow band Gaussian pulse. Figure 18
shows the fully developed power spectrum after 20, 000
iterations, simulating repeated actions of the Navier-
Stokes equation corresponding to a time development
of the signal and the power spectrum. Both the mea-
sured and computed spectra display the time develop-
ment of the large mode injected at the outset, which
allows determination of the time delay in the cascade
process. Also apparent is the relatively low efficiency
for the creation of the third harmonic mode and sub-
sequent higher odd order modes, as also observed in
the measurements in Figure 16. In the specific simu-
lation result in Figure 18, these odd harmonics are in
fact suppressed down to the statistical noise level of the
spectrum. This effect is attributed to the influence of
the spatial windowing caused by the finite size of the
flow region, an effect that is described in detail in [8].
Another example illustrating the development of a
narrow-bandmode (symbolizing a single Fourier mode),
is described in [7]. A regular sinusoidal velocity oscilla-
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Fig. 17 Initial power spectrum simulating van Ka´rma´n type
signal with superimposed narrow-band Gaussian pulse.
Fig. 18 Fully developed power spectrum.
tion is created by vortex shedding behind a rectangu-
lar rod inserted across a relatively low intensity turbu-
lent air jet core. The velocity is measured by hotwire
anemometry as 1 s long time records at regular po-
sitions downstream of the rod, and the power spec-
tra are computed from the velocity records. Figure 19
shows the initial power spectrum very near the rod
and Figure 20 shows the power spectrum at a posi-
tion 10mm downstream. The move linked to Figure 20
shows the power spectra at downstream positions in
steps of 0.5mm. Knowing the convection velocity, the
spectral plots are interpreted as subsequent stages in
the time development of the flow after being subjected
to the effects of the Navier-Stokes equation during in-
creasing time. The measurement reveals the action of
the cascade and the time constants associated with the
transfer of energy from mode to mode. The observed
slow energy variations across frequency are a result
of the default filter settings of the acquisition instru-
ment [7].
Fig. 19 Measured vortex shedding 1mm downstream from
rod.
Fig. 20 Measured vortex shedding 10mm
downstream from rod. Video available at
https://doi.org/10.11583/DTU.12016827.v1
The flow development was subsequently simulated
by computation with the Navier-Stokes Machine. To
create a realistic comparison between experiment and
computation, the 1 s hotwire anemometry digital time
record measured near the rod was simply used as input
for the Navier-Stokes Machine calculation. Figure 21
shows the initial time record as displayed by the pro-
gram (the slight difference in shape between the spec-
tra in Figure 19 and Figure 21 is due to differences in
frequency response and display conditions). Figure 22
shows the power spectrum after 100, 000 iterations. The
movie linked to Figure 22 shows the time development
of the power spectrum. The similarity between the spec-
trum measured as a fluid element that is convected
downstream from the initial creation of the vortex and
the spectra computed by repeated small actions of the
Navier-Stokes equation is striking and corroborates the
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Fig. 21 Input to computed vortex shedding 1mm down-
stream from rod.
Fig. 22 Computed vortex shedding 10mm
downstream from rod. Video available at
https://doi.org/10.11583/DTU.12016869.v1
computational method based on the development of the
spatial convection record [6].
3.5 Non-local interactions
The manifestation of the sharp pulses of these single
point time traces in a regular flow visualization set-
ting is not trivial. The time records are a representa-
tion of the spatial structures corresponding to the fluid
particle development at an Eulerian point. The spec-
tra show, correspondingly, the frequency content of the
time trace, or, if many realizations are averaged, the
average frequency content of the flow at the point. We
have observed that time traces at a point (as ‘seen’ by
e.g. a hotwire anemometer) display the generation of
pulses with steepness bounded by the finite viscosity.
Velocity waves, on the other hand, tend to ‘curl up’
and thereby generate higher frequencies, as observed
in a flow visualization, see e.g. Figure 23 (left) for an
example from a shear layer [17]. Thus, it appears rea-
sonable that the sharp pulses are a manifestation of in-
termittency in the dissipation and that the intermittent
dissipation in some manner is coupled to high shear.
A thought experiment may be helpful in hypothesiz-
ing qualitatively how large and small scales may couple
together: Assume two large and closely spaced counter-
rotating vortices, Figure 23 (right), which can immedi-
ately be seen to give rise to the creation of significantly
smaller scales. The large scales can in this manner ex-
change energy directly with the smaller scales and thus
give rise to intermittent dissipation. This is an intuitive
example of non-local interactions in wavenumber space,
aiding direct energy transfer between widely different
scales – including non-equilibrium dynamics immedi-
ately transferred from large to small scales.
It is often emphasized that mode interactions do
most efficiently occur between closely aligned modes in
wavenumber space with a net energy transfer towards
higher frequencies or wavenumbers. But another aspect
should be considered when discussing mode interaction:
The time duration of a coherent interaction. The time
issue is rarely considered, but it should be noted that
if a large eddy interacts with a small one coherently
over a long time, the transfer of energy between remote
modes may still happen efficiently. This could typically
happen e.g. in shear layers [10,11,17] or in fractal grid
turbulence [18], where different scales are introduced
with a common convection velocity.
We have illustrated the mode mixings with the fol-
lowing plots that show the effect of two closely spaced
high frequency modes interacting (Figure 24) to create
a low frequency mode far from the incident modes and
another situation where two modes separated by a large
frequency distance (Figure 26) interact to create closely
spaced side bands.
The movies linked to Figures 25 and 27 show how a
low frequency mode can interact with high frequency
modes to generate spatial frequency modes far from
the energy carrying modes by non-local interactions.
The movies also clearly show the tendency for preferred
transfer towards higher frequencies, the energy cascade
process, as was previously shown using propagation of
two frequencies in the nonlinear term u · ∇u. It is thus
the product of the velocity with its own velocity gradi-
ent that gives rise to these nonlocal interaction effects.
Such high velocities and spatial velocity gradients com-
bined are typical of high shear flows, e.g. such as those
shown in Figure 23. Significant time duration of these
interactions contribute to further increase the nonlocal
energy exchange across wavenumbers.
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Fig. 23 (Left) Example of shear layer simulation with nonlocal interactions [17]. (Right) Conceptual sketch of nonlocal
interactions.
Fig. 24 Two high frequency modes as the input to the sim-
ulation algorithm.
Fig. 25 A low frequency mode generated far
from the initial modes. Video available at
https://doi.org/10.11583/DTU.12016884.v1
Fig. 26 Two initial modes located far from each other.
Fig. 27 Closely spaced modes generated
by nonlocal interaction. Video available at
https://doi.org/10.11583/DTU.12016821.v1
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3.6 Conclusion
In agreement with our stated purpose, to use a simple
iterative computer program to help illustrate and un-
derstand the consequences of the specific form of the
nonlinear term in the Navier-Stokes equation, we have
presented examples of the time development of some
typical input signals representing some simple flow sit-
uations. We have used a method that allows us to fol-
low the interaction of individual so-called triad interac-
tions, interactions between pairs of spatial Fourier com-
ponents, and clearly see their development in time, il-
lustrated, for example, in the development of the shape
of the velocity time record and in the time development
of the power spectrum.
From a simple example of a Gaussian pulse in time
containing a well-defined range of frequencies, we have
seen how the cascade of frequency components eventu-
ally evolves into a fully developed form. The repeated
actions of the nonlinear term in the Navier-Stokes equa-
tion causes the formation of skewed pulses, whose steep-
ness is bounded by viscosity and is directly linked to
the intermittency of dissipation. The formation of these
skewed pulses can be qualitatively understood from the
iterative development in time of the product between
the signal, u, and its gradient, ∇u, in the nonlinear
term. When reaching an equilibrium state, the time
trace and the spectrum retain their shapes, and the lat-
ter is only modified by a slow reduction of the total en-
ergy caused by dissipation. It is also clear how the spec-
trum stretches to higher frequencies as the Reynolds
number increases when viscosity is reduced. It is ob-
served that the spectrum can in principle keep spread-
ing to higher frequencies or wavenumbers without up-
per bound, as the viscosity is approaching the zero
limit.
We have recognized the appearance of these skewed
pulses, even for a highly random (turbulent) velocity
record simulated using a van Ka´rma´n spectrum. Again,
we see how a final form is approached that depends on
the detailed properties of the input record (correspond-
ing to the boundary conditions for a three-dimensional
flow).
The deterministic pulses formed by the non-linear
term can be observed even in ‘classical’ textbook illus-
trations of measured signals where pressure mainly acts
as a background noise adding further to the kinetic en-
ergy and power spectrum. The steepness of these pulses
is directly linked to the existence of high frequency en-
ergy in the power spectrum representation of the time
trace, and we clearly see how the power law is cut off
at high frequency due to finite dissipation. Dissipation
is directly associated with large values of gradients in
physical space and time, which we observe is predomi-
nating concentrated around the steep gradients in the
pulses. Considering that the steep gradients are highly
concentrated around the pulses, it appears that their
existence, stemming from the non-linear term in the
Navier-Stokes equation, constitute a cause of intermit-
tency in the dissipation of turbulent kinetic energy. The
coupling of these pulses to the appearance of regions of
high shear and nonlocal interactions across wavenum-
bers was discussed as well as the possibility for large
scales to transfer nonequilibrium dynamics directly to
small scales. Furthermore, the large-scale features of
the unforced time trace are observed to be preserved
throughout the flow development, ranging even into the
soliton-like state of decay.
The convection record method facilitated the analy-
sis of interactions between analytical wave components
in the nonlinear term u · ∇u. The simple example pre-
sented showed how the nonlinearity in the Navier-Stokes
equation does indeed cause a net shift in energy towards
higher frequencies or wavenumbers, due to the presence
of the spatial velocity gradient in the expression. From
the manner in which the terms were weighted by sum
and difference frequencies, it was observed that local
interactions are dominating in the nonlinearity of the
Navier-Stokes equation. Further, it was shown how this
second order non-linearity in the fully developed form
gives rise to a −2 power law if the pressure is not in-
cluded in the analysis. The pulses, giving rise to this
power law in the signal frequency content, appear to be
a real flow property (based on the Navier-Stokes equa-
tion) and not just an artifact of Burgers’ equation.
In the first two simulation examples, the pressure
gradient contribution was not included. The resulting
spectra thus have a slope of −2 = −6/3. The missing
pressure gradient contribution accounts for the miss-
ing +1/3 contribution to obtain the classically expected
−5/3 slope in the spectrum. However, due to the ellip-
tic nature of the pressure contribution in the Navier-
Stokes equation, the exact resulting dynamic pressure
contribution to the spectrum would be expected to vary
with flow and boundary conditions. The “Navier-Stokes
Machine” program is local, based on a one-dimensional
projection onto the flow direction of the forces acting
on the fluid in an infinitesimal control volume. Thus,
computation of the pressure gradient term is outside
the scope of this program, dynamic pressure being a
global flow phenomenon. Instead we have used an ex-
ample where we assumed a homogeneous flow, where
pressure fluctuations were created by velocity fluctua-
tions from velocity records having the same statistical
properties as, but uncorrelated with, the flow in the
CV. Due to the first order derivative of the pressure,
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the kinetic energy added from the pressure fluctuations
is seen to raise the −6/3 slope caused by the convection
term to a power law with a higher slope, e.g. a −5/3
slope.
In subsequent sections we showed how a “single Fourier
component”, a narrow-band oscillation added to the
flow, can be followed in time and how and when higher
order Fourier components are created. It is striking how
the initial large-scale structure is preserved downstream
in the flow and how the added frequency components
remain well defined downstream – even in a highly tur-
bulent flow. In one example, the input to the simulation
was taken from an experiment, which measured the de-
velopment of the velocity power spectrum at a number
of downstream locations interpreted as repeated action
of the Navier-Stokes equation on the fluid. The power
spectra computed with the measured velocity record
as input showed excellent agreement between measure-
ment and simulations, indicating relevance of the time-
step method.
Furthermore, the impact of time duration on the
efficiency of the interactions was illustrated by signifi-
cant interactions between nonlocal modes in wavenum-
ber space. Furthermore, if they are allowed to inter-
act during significant durations in time, structures of
widely different wavenumbers can be seen to exchange
significant amounts of energy.
It is of course relevant to ask how well these rel-
atively simple calculations carried out on a laptop PC
can represent the properties of a real, three-dimensional
turbulent flow. We are not able to answer this question
in a general way, but in the cases where we have been
able to compare simulations to actual measurements,
we have seen a striking agreement. In particular, where
we have tried to use a real measured initial velocity
record, sampled from a laboratory flow experiment, and
used that as input to the computer program, we have
seen convincing agreement well downstream from the
initial measurement point between measured and com-
puted velocity power spectra.
Conflict of interest
The authors declare that they have no conflict of inter-
est.
References
1. Moin P., Mahesh K., “Direct Numerical Simulation: A
Tool in Turbulence Research”, Ann. Rev. Fluid Mech.,
30:53978 (1998)
2. Ishihara T., Gotoh T., Kaneda Y., “Study of High-
Reynolds Number Isotropic Turbulence by Direct Numeri-
cal Simulation”, Ann. Rev. Fluid Mech., 41:16580 (2009)
3. Burgers, J. M., “A mathematical model illustrating the
theory of turbulence”. Adv. Appl. Mech., Vol. 1, pp. 171-
199. Elsevier, (1948)
4. Beca J., Khaninb K., “Burgers’ turbulence”, Phys. Rep.,
447, 1 66 (2007)
5. Fahmy E.S., Raslan K.R., Abdusalam H.A., “On the
exact and numerical solution of the time-delayed Burg-
ers equation”, Int. J. Comput. Math., 85:11. Pp.16371648.
DOI:10.1080/00207160701541636 (2008)
6. Buchhave P., Velte C.M., “Measurement of turbulent
spatial structure and kinetic energy spectrum by exact
temporal-to-spatial mapping”, Phys. Fluids, 29, 085109,
https://doi.org/10.1063/1.4999102 (2017)
7. Dotti M., Schlander R.K., Buchhave P., Velte C.M., “Ex-
perimental investigation of the turbulent cascade devel-
opment by injection of single large-scale Fourier modes”,
arXiv:1908.05613 [physics.flu-dyn], (2019)
8. Buchhave P., Velte C.M., “Dynamic triad interac-
tions and evolving turbulence spectra”, arXiv:1906.04756
[physics.flu-dyn], (2019)
9. Lumley J.L., “Interpretation of Time Spectra Measured
in High-Intensity Shear Flows”, Phys. Fluids, 8, 1056
https://doi.org/10.1063/1.1761355 (1965)
10. Hodzic A., “A Tensor Calculus Formulation of the Lum-
ley Decomposition applied to the Turbulent Axi-symmetric
Jet Far-field”, PhD-dissertation, Kgs. Lyngby, Technical
University of Denmark, 172 p., (2018)
11. Hodzic A., Meyer K.E., George W.K., Velte C.M., “Lum-
ley Decomposition of the Turbulent Round Jet Far-field.
Part 2 – Dynamics”, arXiv:1909.01307 [physics.flu-dyn],
(2019)
12. Ndoye, M., Delville, J., Heitz, D., Arroyo, G., “Pa-
rameterizable constant temperature anemometer: a new
method for the analysis of velocity temperature coupling in
turbulent heat transfer”, Measurement Science and Tech-
nology, IOP Publishing, 21 (7), p. - p. ff10.1088/0957-
0233/21/7/075401ff. ffhal-00515606, (2010)
13. Pope S.B., “Turbulent Flows”, Cambridge University
Press, https://doi.org/10.1017/CBO9780511840531, (2000)
14. Sreenivasan K.R., “Fractals and Multifractals in Fluid
Turbulence”, Ann. Rev. Fluid Mech., Vol. 23:539-
604, https://doi.org/10.1146/annurev.fl.23.010191.002543,
(1991)
15. Batchelor G.K., “Pressure fluctuations in isotropic tur-
bulence”, Math. Proc. Cambridge Phil. Soc., vol. 47, pp.
359 (1951)
16. George W.K., Beuther P.D., Arndt R.A., “Pressure fluc-
tuations in turbulent free shear flows”, J. Fluid Mech., vol.
148, pp 155-191, (1984)
17. From https : //www.mashayek.com/research collected
on 15.03.2020
18. Gomes-Fernandes R., Ganapathisubramani B., Vassilicos
J.C., “The energy cascade in near-field non-homogeneous
non-isotropic turbulence”, J. Fluid Mech., vol. 771, pp. 676-
705, (2015)
