Least squares regression of the fuzzy linear model is extended to overcome and interpret the occurrence of negative spreads 2]. The idea is to introduce best t di erence models which exploit both the Hukuhara di erence and the L 2 ?metric distance. The fuzzy models use LR?fuzzy numbers. Fitted models are compared by using the coe cient of determination, in a similar way to its use in classical statistical least squares tting. The non LR-fuzzy case is also considered.
Introduction
Fuzzy regression techniques are used to explain data involving fuzzy numbers by models Y j = f(x j ; A); or Y j = f(X j ; A); j = 1; 2; : : : ; N: (1) Here, x j = (x j1 ; : : : ; x jn ) T is a crisp input vector, X j a similar input n?vector but with fuzzy entries, A = (A 0 ; A 1 ; : : : ; A n ) T is a vector of fuzzy parameters and Y j an output fuzzy number. The parameters are calculated so as to give the best t of the model in some sense. Most commonly used are the linear models, where the relation f is a linear function, for example Y = A 0 + A 1 x 1 + A 2 x 2 + : : : + A n x n ; (2) in the crisp input, fuzzy output case, where addition between fuzzy sets is calculated by Zadeh's extension principle 12] .
A number of di erent approaches have been used for the notion of bestness of t. Tanaka and his school ( 11] and references therein) have used possibilistic methods which reduce to optimization by linear programming. If suitable metrics are de ned on appropriate spaces of fuzzy sets 5], least squares methods can be developed 3, 4, 7] . Celmin s has a method which incorporates some elements of both these techniques 1].
Recently, Chang and Lee 2] have interpreted con icting trends between modal values and spreads in fuzzy data by allowing choice of some parameters with negative spreads. This interesting device certainly ts the data in a formal sense, but these parameters are no longer fuzzy numbers.
In this paper we reinterpret the problem of negative spreads in a broader context of LR?fuzzy numbers and obtain least squares estimates without negative spreads by and their support functions, and develops a suitable metric for least squares estimation. Section 3 describes fuzzy linear models and gives general and easily computable formulas for least squares estimates, based on the Hilbert space projection theorem onto cones. Section 4 brie y extends the method to the multivariable case. Section 5 introduces the generalized Hukuhara di erence and explores some of its mathematical implications, while Section 6 applies the concept to least squares estimation of linear models. The nal two sections concisely look beyond LR?fuzzy numbers and also extend the notion of metric distance by using weighting measures. 
Mathematical Preliminaries
This coe cient measures the part of the variability of the data which is explained by the model. The unexplained variation is the ratio of the remaining sum of squares of deviations obtained by using the model to the total sum of squares of deviations about the sample mean Y = 1=n P n i=1 Y i . The closer the coe cient r 2 is to unity, the better is the t.
The optimization problem (8) Clearly for symmetric triangular fuzzy numbers, which alternative holds depends only on sgn C xy 1=3 C lxly since both C xx and C lxlx are sums of squares and hence nonnegative. 
Multivariable models
The least squares methodology can be applied to data with several explanatory variables (Y i ; X 1i ; : : : ; X pi ) n i=1 :
The same methods are applicable also to the case of multiple crisp input and lead to a formally similar solution. 
From (5) and (7) the equation (13) and by (7) the in mum in (14) is If there are more than two changes of monotonicity of T( ), then the above procedure is applied for each successive point in the sequence 1 > 2 > : : : of points of change of monotonic behavior. It may be that T( i ) < T( i+1 ) in which case the intervals K i = i ; i ) and K i+1 = i+1 ; i+1 ) are such that i = i+1 and the minimum is taken over i 2i < 2i+1 < 2(i+1) < 2(i+1)+1 i+1 .
Calculation of the di erence of asymmetric LR-fuzzy numbers is done virtually by separately applying Proposition 3 to the spread on each side. However, the condition (12) must hold. Hence the case F( ) = 0, for some , must be gone into in each case to obtain the result.
Note that H is not pairwise associative with addition, that is, in general (A + B) H C 6 = A + (B H C) :
6. Extended LR-fuzzy linear models To illustrate the approach, consider the one variable t Y = A H bX :
As before, the extension to several variables has much the same techniques and structure. The set spanned by the parameter is a two-sided cone, but a separate calculation for the positive cone b 0 and negative cone b < 0 is not necessary as it was before. Instead, b b < 0 is now admissible. However, negative spreads l A ; r A take us outside the space of fuzzy sets and so the projection on the cone f(a; The Hukuhara di erence may not give the best t when data has certain forms of inconsistency between a negative trend of the modes and positive trend of the spreads. However, in such cases the data is pathological and the consistency conditions of 3] should perhaps be used instead.
Extended non LR-fuzzy linear models
We emphasize again that any calculation like A H bX is done in the function space L 2 (S d?1 I) and then isomorphically mapped to fuzzy sets afterwards. However, even given this, fuzzy linear models in E 1 , without the assumption of LR-fuzzy numbers, can where h ; i here denotes the inner product in the function space and C xx = n ?1 P n i=1 (x i ?
x) 2 . It is straightforward to show that, in the case of LR fuzzy numbers, these estimators coincide with those of the extended LR-fuzzy model treated in the previous section. 
