Abstract: Bias (lag) errors seriously limit tracking capabilities of adaptive filters. We show that frequency biases, which arise in generalized adaptive notch filtering algorithms, can be reduced if the frequency estimates are appropriately filtered. This allows one to build estimation schemes with improved tracking capabilities.
INTRODUCTION
The term "generalized adaptive notch filter" (GANF) was coined in (Niedźwiecki & Kaczmarek, 2004) and denotes an adaptive filtering algorithm capable of identification/tracking of quasi-periodically varying systems. Complexvalued quasi-periodically varying systems are governed by
where t = 1, 2, . . . denotes the normalized discrete time, y(t) denotes the system output, ϕ(t) = [ϕ 1 (t), . . . , ϕ n (t)] T is the regression vector, v(t) is an additive noise and θ(t) = [θ 1 (t), . . . , θ n (t)] T denotes the vector of time varying coefficients, modeled as weighted sums of complex exponentials θ l (t) = , l = 1, . . . , n (2) Since both the complex amplitudes a li (t) and the angular frequencies ω i (t) in (2) are assumed to vary slowly with time, the system described by (1) -(2) changes in a periodic-like, but not exactly periodic manner. Denote by α i (t) = [a 1i (t), . . . , a ni (t)]
T the vector of system coefficients associated with a particular frequency ω i and let β i (t) = f i (t)α i (t), where (s) . Using the short-hand notation introduced above, system equation (1) can be rewritten in the form
When the sequence of regression vectors {ϕ(t)} is wide-sense stationary and persistently exciting, with known covariance matrix Φ = E[ϕ * (t)ϕ T (t)] > 0, the normalized steady state single-frequency (k = 1) version of the GANF algorithm presented in (Niedźwiecki & Kaczmarek, 2006) can be written down in the form
Tracking properties of this algorithm are determined by two user-dependent tuning coefficients: the adaptation gain 0 < μ 1, which controls the rate of amplitude adaptation, and another adaptation gain 0 < γ 1, which decides upon the rate of frequency adaptation.
The multiple frequency GANF algorithm can be obtained in a pretty straightforward way by combining k single-frequency identification blocks (subalgorithms), given by (4), into an appropriately designed parallel structure -see Section 3.3. The efficient initialization procedure, which can be used to identify the number of frequency modes and to determine initial conditions needed to smoothly start (i.e. start without initialization transients) GANF algorithms, was presented in (Niedźwiecki & Kaczmarek, 2005a) . In a special case where n = 1 and ϕ(t) = 1, ∀t, the model (1) -(2) becomes a description of a noisy nonstationary multifrequency signal s(t) = θ(t)
In this case generalized adaptive notch filters turn into "ordinary" adaptive notch filters (ANF) -the algorithms used for extraction or elimination of sinusoidal signals buried in noise -see (Tichavský & Händel, 1995) , (Tichavský & Nehorai, 1997) and the references therein. Adaptive notch filters have many applications such as cancellation of sinusoidal interferences or adaptive line enhancement (Pei & Tseng, 1994) . Generalized adaptive notch filters can be applied to equalization of rapidly fading telecommunication channels (Tsatsanis & Giannakis, 1996) , (Giannakis & Tepedelenlioǧlu, 1998) , (Bakkoury et al., 2000) .
TRACKING PROPERTIES OF THE GANF ALGORITHM
Tracking properties of the GANF algorithm (4) can be analyzed using the approximating linear filtering technique proposed in (Tichavský & Händel, 1995) . Denote by Δ ω(t) = ω(t) − ω(t) the frequency estimation error, and let w(t) = ω(t) − ω(t − 1) stand for the true frequency change. Approximating linear filters characterize the relation between the sequences of estimation errors and the sequences of measurement noise and of the one-step changes of the true frequency, provided that the analyzed algorithms operate in a neighborhood of their equilibrium state. When carrying out the ALF analysis one examines dependence of Δ ω(t) on v(t) and w(t), neglecting higher than first-order terms of all quantities listed above (including all cross-terms). Even though the ALFbased analysis is heuristic (no strict mathematical conditions of its applicability were given in (Tichavský & Händel, 1995) ), it provides results which are insightful and stay in a very good agreement with simulation experiments. Consider a quasi-periodically varying system with a single frequency mode (k = 1), governed by
Note that the assumed model of parameter variation can be rewritten in an explicit form as
ω(s) , where β o = β(0). Since it holds that ||β(t)|| 2 = ||β o || 2 = const, ∀t, parameter changes of the analyzed system can be attributed exclusively to changes of the instantaneous frequency ω(t). Let
It is easy to check that {z(t)} is a real-valued white noise with variance
Suppose that the sequence of regression vectors {ϕ(t)}, independent of {v(t)} and {w(t)}, is widesense stationary and persistently exciting. Then the frequency estimation errors yielded by the GANF algorithm (4), applied to the system governed by (5), can be approximately described by the following linear equation (Niedźwiecki & Kaczmarek, 2006) 
where
and λ = 1−μ, δ = 1−γ (q −1 denotes the backward shift operator). As is straightforward to check, the filters E 1 (q −1 ) and E 2 (q −1 ) are asymptotically stable for any λ and δ from the interval (0,1). The ALF description can be used as a starting point for optimization of GANF algorithms. Suppose that the frequency ω(t) evolves according to the random walk (RW) model, i.e. the frequency changes w(t) form a zero-mean white noise sequence with variance σ 2 w , independent of v(t). Then, for a constant-modulus system (5), one arrives at the following expression for the excess mean-squared one step ahead prediction error (Niedźwiecki & Kaczmarek, 2005b) 
The approximation holds for sufficiently small values of μ and γ, for sufficiently high signal-tonoise ratio (SNR) and for sufficiently low rate of frequency changes compared with 1/SNR. Minimization of (8) with respect to μ and γ leads to the following optimal settings
denotes a scalar coefficient, which can be regarded a measure of system nonstationarity. According to (9), for a random walk frequency drift the optimal setting of γ is proportional to the square of the corresponding setting of μ, namely
o . Therefore, in order to reduce the number of design degrees of freedom from two to one, it may be worthwhile to set γ = nμ 2 . It can be shown that under Gaussian assumptions the optimally tuned algorithm (4) is a statistically efficient estimation procedure, i.e. the corresponding mean-squared frequency tracking error achieves its lower bound, set by the Cramér-Rao inequality (Niedźwiecki & Kaczmarek, 2006) .
MODIFIED GANF ALGORITHM

Frequency debiasing
Even though the optimization results summarized in the previous subsection provide interesting insights into the nature of the frequency tracking problem, they have a serious limitation: they were derived for a specific model of frequency variation. When the instantaneous frequency drifts according to the random walk model, i.e. when {w(t)} is a white noise sequence, one obtains E[ ω(t)] = ω(t). This follows directly from (6) and means that, in the case considered, the algorithm (4) yields unbiased frequency estimates (at least up to the higher-order terms, neglected in (6)). It is important to realize that unbiasedness holds only under the random walk hypothesis, i.e. this property does not extend to other, more realistic, models of frequency variation. As an example, consider the situation where the instantaneous frequency changes linearly with time, that is
By taking expectations of both sides of (6) one arrives at
which shows that the frequency estimates are in this case biased. This is a typical situation. The bias is caused by the fact that parameter estimates yielded by causal adaptive filters always lag behind the true signal/system parameters (Niedźwiecki, 2000) . Since the formula (8) was derived under the RW assumption, it does not incorporate the possible bias terms. As a result, minimization of (8) may not be the best guideline for optimization of a generalized adaptive notch filter (4) under more realistic frequency variation scenarios. Derivation of the debiasing scheme will be based on assumption that the true frequency trajectory {ω(t)} can be locally (i.e. in sufficiently short time intervals) approximated by a straight line
Then, according to (12), it holds that
T and τ = μ/γ. The local estimate of c can be obtained by applying the method of exponentially weighted least squares
where 0 < η < 1 denotes a forgetting constant, introduced to decrease the influence of old data on the current parameter estimates. Exponential forgetting is a standard technique allowing one to track slow changes of the estimated coefficients -in our case the possible slow changes in c.
Replacing c 0 and c 1 in (13) with c 0 (t) and c 1 (t), respectively, one arrives at the following estimator
which belongs to the class of exponentially weighted basis function (EWBF) estimators, described in (Niedźwiecki, 2000) . One can show that when the true frequency ω(t) obeys exactly the linear model (13), the EWBF estimator (15) is unbiased, i.
e. E[ω(t)] = ω(t).
The relationship betweenω(t) and ω(t), given by (15), is asymptotically time-invariant, namely (see Appendix)ω
where H τ (q −1 ) is a stationary rational filter
Frequency-guided adaptive notch filter
In order to improve tracking capability of the generalized adaptive notch filter (4), one can run another algorithm, of the same form, which incorporates the debiased frequency estimatesω(t)
Three-step algorithm
Instead of presenting the single-frequency systemoriented debiased version of the algorithm (4), we will turn directly to the multiple frequencies case (k > 1). Denote by
the output of the ith subsystem of (3), i.e. subsystem associated with the frequency ω i . If the signals y 1 (t), . . . , y k (t) were available, one could design k independent GANF algorithms each of which would take care of a particular subsystem. Since θ(t) = k i=1 β i (t), the final estimation result could be easily obtained by combining the partial estimates θ(t) = k i=1 β i (t). Even though the signals y i (t) are not available, one can easily estimate them using the formula
denotes the predicted value of y i (t), yielded by the estimation algorithm designed to track parameters of the ith subsystem. Note that after replacing y i (t) with y i (t) one obtains ε 1 (t) = . . .
e. all subalgorithms are in fact driven by the same "global" prediction error ε(t). From the system-analytic point of view, the distributed estimation scheme described above is a parallel structure made up of k identical (from the functional viewpoint) blocks. Each block tracks a particular frequency component of the parameter vector θ(t). The resulting parallel-form algorithm is summarized below. To add some extra design flexibility, we have equipped each subalgorithm with independently assigned adaptation gains μ i and γ i .
pilot filter:
debiasing filter:
frequency-guided filter:
When the matrix Φ is not known, or when it changes with time, it can be replaced in (18) and (20) with the following estimate
where 0 < λ o < 1 denotes a forgetting constant (e.g. λ o = 0.9).
Competitive estimation
Whether or not debiasing results in improved tracking performance, depends on how well the linear model fits the estimated frequency trajectory. Good results can be expected when frequencies change in a smooth way. When the corresponding changes are rough and/or abrupt, the modified (debiased) algorithms may perform worse than the original algorithm. As argued in (Niedźwiecki & K laput, 2002) , rather than relying solely on a single tracking algorithm, one can make it an element of a bank of filters. Competitive estimation schemes take several adaptive filters, run them in parallel, and compare according to their predictive capabilities. Denote by θ (i) (t), i = 1, . . . , I the competing estimates, and by ε (i) (t) -the corresponding one-step ahead prediction errors. The simplest solution is to set
COMPUTER SIMULATIONS
Two simulation experiments were arranged to check the system tracking capabilities of the GANF algorithm (18) - (20). The simulated system, inspired by channel estimation applications, was governed by
i.e. it was a single-tap FIR system (n = 1) with a single frequency mode (k = 1). The weighting coefficient had a constant value a = 2 − j. The white 4-QAM sequence was used as the input signal (u(t) = ±1 ± j, σ 2 u = 2) and the noise was complex Gaussian with variance σ 
To reduce the number of degrees of freedom, the frequency adaptation gain γ was set to μ 2 . The forgetting factor η was fixed at η = 0.95. Figure 2 shows how ensamble averages of both error statistics (obtained for 25 different realizations of measurement noise) depend on the choice of the adaptation gain μ. As expected, frequency debiasing led to improved tracking results.
CONCLUSION
We have shown that when system frequencies change in a smooth way, the frequency estimates yielded by the GANF algorithm can be effectively debiased. The proposed solution is a cascade of three filters. The "pilot" generalized adaptive notch filter provides preliminary (biased) frequency estimates. The estimates yielded by the pilot algorithm are passed through a debiasing filter and fed into the third algorithm -the "frequency-guided" generalized adaptive notch filter. Frequency debiasing allows for improvement of the tracking performance of generalized adaptive notch filters.
