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Abstract
The rapid growth of Internet and increased demand for ubiquitous wireless access in recent years 
have led to intense research activities towards the design of all IP wireless networks. The 
convergence of the wireless evolutionary systems and the Internet aims to offer seamless IP 
multimedia services to mobile hosts across a variety of heterogeneous access technologies such as 
UMTS TeiTcstrial Radio Access Network, Wireless LANs and emerging 4G systems. This will 
meet the demands of both entei-prise and public environments, anywhere and anytime. One of the 
research challenges for next-generation all-IP wireless systems is the design of the intelligent 
mobility management techniques that take advantage of IP-based technologies to achieve global 
roaming among heterogeneous networks.
This thesis addresses mobility management issues in the evolving all-IP wireless networks, 
namely beyond 3G networks, with particular emphasis on inter-system handover management and 
location management. The cross-layer solutions for vertical handover management are 
considered with special focus on seamless IP Multimedia service continuity. A novel cross-layer 
signalling design is proposed to enable the communication between Mobile IP and SIP, which 
enhances the mobility support for real time multimedia services in pure IP wireless networks. 
Having carefully investigated the seamless IP Multimedia service continuity support in UMTS- 
WLAN interworking scenarios, an improved cross-layer solution is proposed and analysed, which 
is designed for better coordination between the link layer, network layer and application layer. 
The location management strategies in UMTS and future networks are studied. An improved 
local anchor scheme is proposed for UMTS networks for reducing the signalling cost. An 
analytical model is developed to investigate the performance of the inactivity counter mechanism 
proposed in 3GPP, followed by the proposal of a novel scheme that can be used to reduce the 
overall location management cost for users in PMM-Idle state. In addition a novel cell-mapping 
mechanism is proposed as a location management solution in UMTS-WLAN interworking 
architecture.
Key words: Mobility Management, Vertical Handover, Cross-Layer Signalling, IP Multimedia 
Service Continuity, Location Management, Anchor SGSN, Inactivity Counter, Cell-Mapping, 
UMTS-WLAN Interworking.
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Chapter 1
1 Introduction
1.1 Intelligent Mobility Management Overview
The rapid growth of Internet and increased demand for ubiquitous wireless access in recent years 
have led to intense research activities towards the design of all Internet Protocol (IP) wireless 
networks. Several technology fora and standardisation bodies e.g., the third Generation 
Partnership Project (3GPP) [3GPPWEB], the third Generation Partnership Project 2 (3GPP2) 
[3GPP2WEB] and Internet Engineering Task Force (IETF) [lETFWEB] are actively working on 
specifications of all IP wireless networks that allow roaming users to access integrated data, voice 
and multimedia services over the Internet via their wireless IP terminals and appliances. The 
convergence of the wireless evolutionary systems and the Internet aims to offer seamless IP 
multimedia services to mobile hosts across a variety of heterogeneous access technologies (e.g. 
Universal Mobile Telecommunication System (UMTS) Terrestrial Radio Access Network 
(UTRAN), Wireless Local Area Networks (WLANs) and emerging 4'*' Generation (4G) systems), 
meeting the demands of both enteiprise and public environments, anywhere and anytime. One of 
the research challenges for next-generation all-IP wireless systems is the design of the intelligent 
mobility management techniques that take advantage of IP-based technologies to achieve global 
roaming among heterogeneous networks. The seamless global roaming in next-generation 
networks requires not only the traditional terminal mobility support, but also the high-level 
personal, session and service mobility support.
Conventional mobility management contains two components: handover management and 
location management [IFAK99]. In next generation wireless systems, there are two types of 
roaming for user equipments (UEs): intra-system (intra-domain) and inter-system (inter-domain) 
roaming. Intra-system roaming refers to moving between different cells of the same system. 
Intra-system mobility management techniques are based on similar network interfaces and 
protocols. Inter-system roaming refers to moving between different backbones, protocols, 
technologies, or service providers. Based on intra- or inter-system roaming, the corresponding 
handover management and location management can be further classified into intra- and inter­
system handover management and location management.
Handover Management
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Handover management is the process by which a UE keeps its connection active and/or maintains 
its ongoing communication when it moves from one access point to another. The handover 
process can be intra- or inter- system. Intra-system handover (or horizontal handover) is the 
handover in homogeneous networks, which occurs when the signal strength of the serving Base 
Station (BS) deteriorates below a certain threshold value. Inter-system handover (or vertical 
handover) occurs in the following scenarios between heterogeneous networks:
■ When a UE is moving out of the serving network and entering another network
■ When a UE is connected to a particular network, but chooses to be handed over to the other 
network for its future service needs
■ When distributing the overall network load among different systems is needed (this may 
optimize the performance of each individual network)
The challenges in the design of handover management techniques in next generation all-IP-based 
wireless systems are as follows:
■ Reduction of both signalling and power overheads
■ Quality of Service (QoS) guarantees during the handover process:
-  Low intra- and inter- system handover latency, which includes signalling message 
processing time, resources and routes setup delay, format transformation time, and 
so on.
-  Limited disruption to user traffic.
-  Near-zero handover failure and packet loss rate.
■ Efficient use of network resources.
■ Enhanced scalability, reliability, and robustness.
Location Management
Location Management is a two-stage process that enables the network to track the locations of 
the UEs for call/packet delivery. The first stage is location update or location registration, 
where the UE periodically informs the system to update relevant location database and revise 
the user’s profile with its up-to-date location information. The second stage is call delivery, 
where the system determines the current location of the UE based on the information 
available at the database when a communication for the UE is initiated. Two major steps are 
involved in call delivery: determining the serving database of the called UE and locating the 
visiting cell of the called UE. The latter is also called paging, where polling messages are sent to 
all the cells within the residing registration area of the called UE.
Chapter 1. Introduction
Reduction of signalling cost of location update and latency of service delivery is one of the design 
challenges of location management techniques. In addition to that, there are some other 
challenges for inter-system roaming as follows:
■ QoS guarantees in different systems
■ When the service areas of heterogeneous wireless networks are fully overlapped:
-  Through which networks a UE should perform location registrations
“  In which networks and how the up-to-date user location information should be 
stored
-  How the exact location of a UE would be determined within a specific time 
constraint
1.2 Motivation and Objectives
This work addresses the intelligent mobility management in the evolving all-IP networks, the 
result from the convergence of the Internet and mobile industries. The motivations of the work 
come from both sides.
On one hand mobility support in Internet becomes very important and a number of micro- and 
macro- mobility protocols [CPER04] [ATCAOO] [RRAMOO] [HSOL05] [JROS02] have been 
discussed in IETF working groups that address the IP mobility issues from different layers in 
terms of terminal mobility and personal mobility, even though, traditionally IP protocols have 
been designed with the assumption that they are stationary. How to make the global roaming 
seamless and efficient, however still remains an issue, for which lots of work can be done.
On the other hand mobile operators are transitioning towards third generation (3G) networks and 
beyond in order to provide high-speed data access and sophisticated services, predominantly 
based on IP. Many operators have also expressed an interest in deploying several access 
technologies in a seamless converged IP-based network. As the leading wireless industry 
consortia, the 3GPP and 3GPP2 have been actively working on the specifications towards the all- 
IP network. The goals of the present stage of the wireless evolution remain common, which 
include IP-based multimedia services, IP-based transport, the integration of IETF protocols for 
such functions and the interworking with other IP-based access technologies (such as WLAN, 
Bluetooth, etc.). The relevant issues in this stage are also the motivations for this research.
Henceforth, in this thesis we restrict our discussion to the 3G evolution UMTS branch (as 
specified by 3GPP) with the understanding that similar principles may be applied to other 3G 
wireless architectures as well. Although 3GPP has been working on the UMTS specifications
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since December 1998, due to the great complexity of the project, there are still some design issues 
and many implementation details not yet totally covered, the advanced mobility management in 
the UMTS interworking with WLAN being one of them.
Motivated by the challenges from both sides, we define the goal of this work as:
“To address critical issues regarding the intelligent mobility management in the 
evolving all-IP wireless networks, namely beyond 3 0  networks, with particular 
emphasis on inter-system handover management and location management. ”
Accordingly more specific objectives are defined as follows:
■ To investigate the IP mobility support in all-IP networks by following the discussion in 
IETF working groups, which includes the micro- and macro-mobility protocols in terms of 
both terminal mobility and personal mobility.
■ To investigate the evolution of UMTS towards all-IP network by studying the related 
specifications and following the discussion in 3GPP working groups, which include the 
architecture evolution (for example the introduction of the IMS core network, and the 
interworking between 3GPP systems to WLANs, etc.).
■ To investigate the mobility management in UMTS networks, which includes handover 
management, location management and session management. Most of the handover 
management in a UMTS system takes place within the Radio Access Network (RAN), 
which is actually one of the design goals of the RAN to hide as much as possible the 
consequences of users being mobile from the core network. UMTS network tracks the 
location of a UE in both Core Network (CN) level (which are characterized by three 
different Packet Mobility Management (PMM) states), and UTRAN level (which can be 
described in a Radio Resource Control (RRC) state machine).
■ To investigate the advanced mobility management schemes at network layer and above in 
the evolving beyond 3G networks. In order to make the global roaming seamless, cross­
layer design is considered as an attractive approach, especially for the handover mobility 
support in heterogeneous wireless networks, apart from the layered protocol models. As to 
the location management in UMTS, the solutions come from both UTRAN level and CN 
level, which take into account the user’s mobility and service patterns (user’s profile).
The handover management studied in this work is limited to the solutions at the network layer and 
above, focusing on the inter-system handover management; whilst the location management is 
bounded for the Packet Switched services in the evolving beyond 3G networks, focusing on both 
UTRAN level and CN level, both intra- and inter- system location management.
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The work is based on the analytical and computer simulation approaches, as well as the laboratory 
experiments. The experiments have been carried out in the Wireless Network Testbed (WNT) 
laboratory [WNTWEB] in order to evaluate and refine the proposed handover management 
scheme. These experiments are set up based on the existing Mobile IP and SIP implementations 
for Linux [DYNAWEB] [PARTWEB], which help to understand how these protocols behave in 
different environments. The simulation approach, on the other hand, allows us to further validate 
the scalability of the proposed scheme. The analytical approach is used to model the proposed 
location management schemes through mathematical and statistical methods. This approach 
facilitates clear insights into the relationships among the system parameters and the effects of 
various user mobility and service patterns on the performance of the proposed schemes.
1.3 Main Achievements
The main contributions of this work are as follows:
• A novel cross-layer signalling mechanism for inter-domain handover:
-  Initially the cross-layer signalling mechanism is proposed to tackle the known 
weaknesses of Mobile IPv4, such as triangulai' routing and inefficient mobility support 
for real-time services. The approach is designed specially to support delay-sensitive SIP- 
based real-time multimedia services, which is realised through the interactions between 
the mobility management protocol (Mobile IP) and the application layer signalling 
protocol (SIP) with the help of a communication interface between these two protocols.
-  Then an enhanced cross-layer signalling mechanism is proposed for UMTS-WLAN 
interworking architecture. Cross-layer signalling for better coordination between the link 
layer and network layer is also considered in order to reduce the delay further more.
• An improved local anchor scheme for reducing the location update signalling cost in 
UMTS Packet Switched (PS) core network:
This scheme is user-oriented and is based on each user’s service and mobility pattern, taking 
into account the requirements for packet switched services in UMTS PS domain. The pool 
area design is applied in this scheme to cover the heavy traffic areas, such as city centres and 
residential areas. The UE reports its location changes to the Anchor SGSN instead of the 
Home Location Register (HLR) and no Packet Data Protocol (PDP) context update with the 
GGSNs is needed as long as it moves within a single pool area. At the same time the 
Frequent Session Originators (FSOs), which are selected based on the user’s profile, will be 
updated with the UE’s location when the UE changes its Anchor SGSN. An analytical
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model is developed in order to evaluate the proposed scheme based on the random walk 
model.
Modelling and evaluating the inactivity counter/timer mechanism for UTRAN level 
location management.
Considering the burstness of packet switched services, 3GPP proposed the inactivity 
counter/timer mechanism to reduce the net costs of location update and paging for tracking 
PMM-CONNECTED users in UTRAN level. During a packet service session, a PMM- 
CONNECTED UE may fall back to Paging Channel (PCH) mode on both the Cell and 
UTRAN Registration Area (URA) levels to achieve the optimized radio resource usage. 
Especially in the idle period between two packet calls within an ongoing session, the UE is 
tracked at the URA level to avoid the frequent cell updates. An analytical model is proposed 
to evaluate the performance of this inactivity counter mechanism in UTRAN level, which 
shows the effect of system parameters and users’ mobility and service pasterns on the 
location management costs.
A new inactivity counter mechanism in UMTS PS domain to reduce the location 
management costs for PMM-IDLE users.
The UE not in any communication session enters PMM-IDLE mode when the RRC 
connection is released, where the UE is tracked in Routing Area (RA) level. An inactivity 
counter is used in the proposed mechanism to count the number of the RA updates of the 
PMM-IDLE UEs. If the number of RA updates reaches a threshold, the UE is tracked at the 
Location Area (LA) level. An analytical model is developed to evaluate the performance of 
this inactivity counter mechanism in CN levels, which shows the effect of system parameters 
and users’ mobility and service pasterns on the location management costs.
A novel cell-mapping scheme as a location management solution in the UMTS-WLAN 
overlapping areas.
Considering that the UMTS facilitates a well-developed location management mechanism, 
we assume that the UMTS maintains the location information of each WLAN_Attached UE, 
and the UMTS-WLAN interworking network has enough knowledge of each overlapping 
area. When a packet session for a WLAN_Attached UE arrives, the interworking network 
gets the rough location of the called UE by querying the HLR or SGSN directly. The polling 
cycles are performed to determine the specific WLAN cell the UE is residing in, where the 
polling sub-area partitioning and the polling sequence are determined based on the 
probabilities that the UE is located in WLAN cells. An analytical model is proposed to 
investigate the performance of the proposed paging scheme.
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• Comparative assessment of CP macro-mobility protocols -  Mobile IP and SIP:
-  Conceptually the idea for handling inter-domain handovers in Mobile IP and SIP is 
similar, where a mobile node re-registers with its SIP location server each time it obtains 
a new IP address while in Mobile IP network a mobile node performs binding updates to 
the home agent with its new IP address.
-  As far as handover performance is concerned, Mobile IP shows better performance than 
SIP in terms of lower handover delay and lower packet loss during handover. However 
the experiments results show that neither of them can meet the critical requirement of 
mobility support for real-time applications.
• Detailed investigation of the mobility management in 3GPP UMTS network:
-  The mobility management, especially for PS services, has been studied in details based 
3GPP Release 5, 6 and 7.
-  The design principles of mobility management and the requirements for packet data 
services are identified.
-  The evolution path from current systems towards all-IP networks is also identified.
• Simulator built for modelling the detailed PMM procedures and signalling messages
following 3GPP Release 6 standard:
-  The PMM/ Session Management (SM) procedures have been modelled on both UE side 
and CN side with the related RRC, Radio Access Network Application Part (RANAP), 
Radio Network Subsystem Application Pait (RNSAP), GPRS Tunnelling Protocol 
(GTP), PMM, SM and Mobile Application Part (MAP) messages.
-  The interaction between UE and CN, as well as the conelation among different layers on 
both sides, during the PMM procedures are analyzed.
-  The mobility management mechanisms recommended by 3GPP (both those standardised 
and those under discussion) have been carefully investigated and evaluated.
In addition, the results of the work in this thesis have been published or patented as follows:
• Z. Li, C. Politis, R. Tafazolli, V. Sdralia, T. Dodgson, “ SIP and Mobile IP Inter-working for
Mobility Management in All-IP Networks “, WWRF2003 October.
• Z. Li, N. Akhtar, R. Tafazolli, “Enhanced Mobility Support for Real-time Multimedia
Services Using Cross-layer Design”, in Proc. 11th European Wireless Conference, Nicosia,
April 2005.
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• Georgiades M, Akhtar N, Ghader M, Li Z, Gultchev S, Tafazolli R, “Surrey's Next 
Generation Wireless Network Testbed”, in Proc. 7th IEEE International Conference on 
Mobile and Wireless Communications Networks, Manakech, Morocco, 19-21 September 
2005
• “Cross Layer Implementation Handover”, GB 0421216.3 (23/09/2004), patented by 
Samsung Electronics Ltd.
• “An Improved Local Anchor Scheme for Reducing Signalling Cotes in UMTS and Future 
Networks”, GB 0678015.2 (13/06/2005), patented by Samsung Electronics Ltd.
These are submitted for publication:
• Z. Li, N. Aklitar, R. Tafazolli, “Seamless IP Multimedia Service Continuity Support in 
Interworked UMTS and WLAN”, lEE Proceedings on Communications, submitted for 
publication, June 2006.
• Z. Li, R. Tafazolli, “An Improved Local Anchor Scheme for Reducing Signalling Cotes in 
UMTS Networks”, IEEE Communications Letters, submitted for publication, June 2006.
• Z. Li, R. Tafazolli, “Location Management for Packet Switched Services in 3GPP 
Networks”, IEEE Transaction on Vehicular Technology, submitted for publication, June 
2006.
1.4 Structure of Thesis
The rest of the thesis is organised as follows:
Chapter 2 provides a comprehensive introduction to the IP-based mobility management. The 
fundamentals of IP mobility are discussed followed by the summary, analysis and comparison of 
some of the protocols to solve it. IP paging framework is also described as an independent 
component from the mobility management in all-IP networks.
Chapter 3 focuses on the 3GPP UMTS networks as a study case of mobility management in 
evolving packet data mobile networks. An overview of UMTS and the associated handover 
management, location management and session management procedures are described. The 
evolutionary activities in 3GPP towards the all-IP network are also introduced. The IP 
Multimedia (IM) subsystem, which was introduced in 3 GPP Release 6 for provision of IP 
multimedia services delivered over the PS domain, is presented. The interworking of WLAN 
systems with the 3GPP system is explained. This chapter presents general backgiound knowledge 
that supports the research issues investigated in this thesis.
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The reseai’ch issues in handover management for beyond 3G networks are discussed in Chapter 4, 
followed by proposals of cross-layer signalling mechanism for inter-domain handover. Firstly the 
cross-layer signalling mechanism is proposed to tackle the known issues of Mobile IPv4, such as 
triangular routing and inefficient mobility support for real-time services. The approach is 
designed specially to support delay-sensitive SIP-based real-time multimedia services. The 
comparison results from the laboratory experiments aie presented, which indicate that compared 
with the original Mobile IP solution this proposal is proved to reduce the handover latency and 
packet loss significantly and improve the overall data throughput consequentially. Then an 
enhanced cross-layer signalling mechanism is proposed in UMTS-WLAN interworking 
architecture. Cross-layer signalling for better coordination between the link layer and network 
layer is also considered in order to reduce the delay further more. The performance of the 
proposed scheme is evaluated and the experimental results are analysed and discussed in details.
Chapter 5 concentrates on the location management issues in 3G networks and beyond. Firstly an 
improved local anchor scheme is proposed for reducing the location update signalling cost in 
UMTS PS core network. An analytical model is developed in order to evaluate the proposed 
scheme based on the random walk model. The numerical results are discussed, which show that 
the proposed scheme reduces the signalling cost as compared to the standard core network level 
location management strategy in UMTS networks. Secondly the inactivity counter/timer 
mechanism that is used to reduce the net costs of location update and paging for tracking PMM- 
CONNECTED users in UTRAN level is investigated. An analytical model is developed to 
evaluate the performance of this inactivity counter mechanism in UTRAN level, and the effects of 
system parameters and users’ mobility and service pasterns on the location management costs are 
analysed and discussed. Thirdly an inactivity counter mechanism that can be used in UMTS 
Packet Switched core network to reduce the location management costs for PMM-IDLE users is 
proposed. The performance of this scheme is evaluated by using the proposed analytical model 
with the analysis of the numerical results. Finally a cell-mapping scheme as a location 
management solution in the UMTS-WLAN overlapping areas is proposed, as well as an analytical 
model. The analytical results are discussed to demonstrate the cost-effectiveness of the proposed 
scheme under various parameters.
Finally Chapter 6 concludes the thesis by summarising the main finding of this research work, 
indicating the potential areas for future research.
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2 IP-based Mobility Management
2.1 Introduction
Supporting mobility in the Liternet is primarily intended to allow a mobile device to move 
between different cells, subnets and domains while keeping an ongoing multi-media session 
between the mobile device and its counterpart alive. This is not a trivial requirement to fulfil 
because IP addresses and related IP routing simply do not work outside the specific networks they 
belong to. Several protocols and mechanisms have been developed, designed and implemented to 
support intra-domain and inter-domain mobility in the Internet.
In outline, this chapter considers:
• The distinction between personal, service and terminal mobility.
• For terminal mobility the distinction between macro and micro mobility.
• Other aspect of terminal mobility -  paging.
This chapter includes an outline of various protocols:
• SIP (Session Initiation Protocol) -  for personal and macro-mobility.
• Mobile IP -  for macro-mobility.
• Hierarchical Mobile IP, Cellular IP and HAWAII -  for micro-mobility.
2.2 IP Mobility
This section covers a number of topics that explore the meaning of ‘IP mobility’. First three 
types of mobility are distinguished: personal, service and terminal. Second the different layers 
that mobility can be solved at aie investigated. Third we discuss paging and dormant mode 
management.
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2.2.1 Personal, Service and Terminal Mobility
Mobility management in an IP-base mobile network should provide means to handle several 
types of mobility: terminal, service and personal [EVOLWEB].
• Terminal mobility', refers to a mobile terminal changing its attachment point to a network. 
The aim is that the user's ongoing communication should be maintained as she/he roams 
across radio cells within the same subnet, subnets within the same administrative or different 
administrative domains. This is the most obvious feature a mobile network must support.
• Service Mobility', refers to the network’s ability to maintain ongoing sessions and the end 
user’s ability to obtain services in a transparent manner. When a user roams to a visited 
network, the control of the service provided by its home service provider should either be 
maintained by its home network, or be transferred to the visited network transparently.
• Personal Mobility: refers to the ability of end users to originate and receive calls and access 
subscribed network services on any terminal in any location in a transparent manner, and the 
ability of the network to identify end users as they move across administrative domains.
The rest of this chapter mainly considers various techniques and protocols that would enable IP 
terminal mobility. Section 2.3 also briefly considers the personal mobility support in an IP 
network.
2.2.2 Mobility Problem for IP-based Networks
Broadly speaking, there are four ways of viewing the ‘problem of IP mobility’ [DWIS02], 
corresponding to the three layers of the protocol stack that people think it should be solved at, 
plus the cross-layer solutions:
• Solve the problem at Layer 2 -  This view holds that the problem is one of ‘mobility’ to be 
solved by a specialist Layer 2 protocol, and that the movement should be hidden from the IP 
layer.
As far as the IP network is concerned, mobility is invisible -  IP packets are delivered to a 
router and mobility occurs within the subnet below. The protocol maintains a dynamic 
mapping between the mobile’s fixed IP address and its variable Layer 2 address. Although 
such protocols can be fast, they do not scale to large numbers of terminals. Link Layer 
mobility solutions are tightly coupled with specific wireless technologies, and additional 
gateways are usually proposed to handle the interworking and inter-technology issues when 
roaming among the heterogeneous access networks.
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• Solve the problem at the ‘application-layer’ -  This view similarly holds that IP layer should 
not be affected by the mobility, but instead solves the problem above the IP layer.
Although generally called application-layer solutions, really this term means any solution 
above the IP layer. SIP is a protocol for application-layer mobility.
• Solve the problem at the IP layer -  Roughly speaking, this view holds that ‘IP mobility’ is a 
new problem that requires a specialist solution at thé IP layer. The network layer solutions do 
not rely on or make any assumption about the underlying wireless access technologies. 
Signalling messages for mobility purpose are carried by IP traffic.
Since the BP layer is about delivering packets, from a purist point of view, the BP layer is the 
correct place to handle mobility.
• Cross-layer solutions -  Cross-layer design goes against the fundamental principles of the 
layered protocol model. However, it is seen as an attractive approach, especially for 
heterogeneous wireless networks. Cross-layer solutions are mainly proposed for handover 
management, which aim to achieve layer 3 handover with the help from layer 2. By obtaining 
signal strength reports and movement detection information from the link layer in advance, 
the system can make better preparation for the network layer handover so that the packet loss 
is eliminated and the handover latency is reduced.
In general, it is suggested that Layer 3 and sometimes Layer 2 solutions are suitable for terminal 
mobility, and ‘application’ layer solutions are sometimes suitable for personal mobility. Carefully 
designed cross-layer solutions can be used for inter-system handover management.
2,3 SIP -  Application Layer Mobility Approach
2.3.1 Overview of Session Initiation protocol
The Session Initiation Protocol (SIP) [JROS02] is a much more recent development. As a text- 
based protocol, it allows two or more participants to establish a multimedia session. The media 
streams can be audio, video or any other Internet-based communication mechanism. The protocol 
is standardized by the BETF and is being implemented by a number of vendors, primarily for 
Internet telephony.
End points are addressed by SIP URLs (Uniform Resource Locator) that have the form of email 
addresses. SIP defines a number of logical entities, namely user agent, redirect server, proxy 
server and registrar. User agents typically register their current network location with their local 
registrar. SIP requests can use any transport protocol, including User Datagram Protocol (UDP). 
An extensible set of request methods has been defined in SIP, including INVITE, ACK, BYE,
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OPTIONS and CANCEL. The session itself is typically described using the Session Description 
Protocol (SDP) [MHAN98] that lists media stream addresses, ports and the encoding supported.
A typical example of SIP session establishment is shown in Figure 2-1.
INVITE sip:bob@macrosoft.com 
SIP/2.0
To: sip:bob@macrosoft.com 
From: sip:alice@wonderIand.com 
Call-Id: 1234@a.wonderland.com 
Cscq: 1 INVITE
Contact: sip:alice@a.wonderIand.com 
C=INIP4 128.59.19.138 
M=audio 3456 RTF/A VP 0
------( D
4 SIP/2.0 100 Ti-yingSIP/2.0 180 Ringing
a. wonderland.com SIP/2.0200 OK
Macrosoft.com
\  INVITE sip:caiol@b.macrosoft.com
 Q  To: sip:bob @ macrosoft.com_______
proxy
SIP/2.0 302 Moved temporarily 
Contact sip:carol@macrosoft.com 
To: <sip:bob@macrosoft.com>; tag=42
ACK sip:bob@b.macrosolt.com 
To: <sip:bob@macrosoft.coin>; tag=42
INVITE sip:caroi@c.macrosoft.com 
To: sip:bob@macrosoft.com_______
<D-4:
b.macrosoft.com
SIP/2.0 180 Ringing
sip.macrosoft.com 
SRV :sij7udp.macrosoft.com
S1P/2.0200 0K  
From: sip:alicc@wonderland.com 
To: <sip:bob@macrosoft.com>; tag =17 
Call-ld: 1234@a.woiiderland.com 
Cseq: 1 INVITE
Contact: sip:i\lice@a.\vonderIand.coin 
C=INIP4 208.211.10.148 
M=audio 4500 RTP/AVP 0
,51
c.macrosoft.com
ACK sip:car‘ol@c.macrosoft.com SIP/2.0
BYE sip:alice@ wonderIand.com SIP/2.0 
Cseq: 2 BYE
SIP/2.0 200 OK
Figure 2-1: Example of SIP session set up
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2.3.2 Mobility Support
Essentially, SIP supports a binding between a user-level identifier (the SIP URL) and the user’s 
location, which is the name of the device where user can be currently found. SIP can provide 
such personal mobility either at the set-up of a call or during the media session.
• At Call Set-up -  At present User A must use a different name or number to contact User B, 
depending on whether User A wants to talk on the phone, send a email, engage in an instant 
messaging session, and so on. SIP enables User B to be reached at any device via the same 
name. When User A wants to contact User B, User A’s SIP INVITE message is sent to User 
B’s SIP proxy server, which queries the location database (or registrar) and then sends the 
INVITE on to one of User B’s devices, or alternatively ‘forks’ it to several, depending on 
User B’s preferences. User B could also advertise different SIP addresses for different 
purposes, for example work and personal. This might allow User B’s SIP server to make a 
more intelligent decision about how to deal with an INVITE.
• During a Media Session -  This sits somewhere between personal and terminal mobility and 
refer to the ability of a user to maintain a session whilst changing terminals. It is sometimes 
called service mobility. For example, User A might want to transfer a call that started on their 
mobile phone to the PC when they reach the office, or they might want to transfer the video 
part of a call on to a high-quality projector. The main SIP technique to achieve such session 
mobility is to explicitly transfer the session to the new destination using the REFER request 
message. The REFER tells User B to re-INVITE User A at User A’s address; the call-ID is 
included so User A knows that this is not a fresh INVITE. Alternatively, User A could send 
the REFER to their new terminal, and it would then send the re-INVITE to User B.
2.4 Network Layer Approaches
2.4.1 Mobile IP and its Variants -  A Solution for Terminal Macro-mobility
Mobile IP has been developed as a mechanism to support mobility at the network layer over 
several years, initially for IPv4 [CPER02] and now for IPv6 [CPER04] as well. It supports 
transparency above the IP layer, including the maintenance of active TCP connections and UDP 
port bindings. A mobile host is associated with a fixed IP address. When it connects to a 
different network other than the one its IP address belongs to, its home network forwards packets 
to it.
For the methods outlined above to be able to work, a mobile host should be able to know that it 
has moved from its home network to a foreign network. For this purpose, home agents and
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foreign agents advertise their presence periodically in their own broadcast domains. Figure 2-2 
illustrates the packet transfer between a mobile host and a correspondent host with the base form 
of Mobile IP (also known as Mobile IPv4).
Foreign
Network
Mobile H o s tN y
lo rrc sp o n d en i H osIF oreign
A gent
Home Network
Hom e
A gent
Figure 2-2: Base Mobile IP packet flow 
Optimisations and Extensions to Base Mobile IP Protocol
Mobile IP’s routing of all incoming packets via the home network may cause additional delays 
and waste of bandwidth capacity. However if the correspondent host has the knowledge of where 
the mobile host is, it can send packets directly to the care-of address of the mobile host. This is 
achieved by route optimisation ICEPEOO], which is basically providing mobility binding updates 
to the corresponding host.
The base Mobile IP requires that a mobile host register with a foreign agent, and subsequently 
with its home agent. To make Mobile IP handovers more suitable for real-time and delay- 
sensitive applications, two additional methods are proposed in [KELM05]. With the first of these 
methods, called the Network Assisted, Mobile and Network Controlled (NAMONC) handover 
method, the mobile host is informed by the network that a layer 2 handover is anticipated. The 
other method, called the Network Initiated, Mobile Terminated (NIMOT) handover method 
proposes extensions to the base Mobile IP so that foreign agents can utilize information from 
layer 2.
Mobile IPv6
A common limitation to all of the Mobile IP approaches is the processing time to encapsulate and 
de-capsulate packets, which might have undesirable effects on real-time sessions. As Next 
Generation Internet is making a transition to IPv6 arena. Mobile IPv6 would be more applicable 
for Mobile Internet where the nodes would be changing their point of attachment very rapidly. 
Mobile IPv6 shares many features with Mobile IPv4, but the protocol is now fully integrated into 
IP and provides many improvements over Mobile IPv4.
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• Only CoAs need to be used, because of the increased number of IPv6 addresses.
• There are no foreign agents. This is enabled by the enhanced features of IPv6, such as 
Neighbour Discovery, Address Auto-configuration, and the ability of any router to send 
Router Advertisements.
• Route Optimisation is now built in as a fundamental part of the protocol. Route 
Optimisation binding updates are sent to CHs by the MH (rather than by the home agent).
• There is no need for reverse tunnelling. The MH’s home address is carried in a packet in 
the Home Address destination option. This allows a MH to use its care-of-address as the 
Source Address in the IP header of packets it sends -  and so packets pass normally through 
firewalls.
• Packets are not encapsulated, because the MH’s CoA is carried by the Routing Header 
option added on to the original packet. This adds fewer overhead costs and possibly 
simplifies QoS.
• There is no need for separate control packets, because the Destination Option allows 
control messages to be piggybacked on to any IPv6 packet.
2.4.2 Protocols for Micro-mobility Support
A few protocols have been proposed to support intra-domain handover (micro-mobility), such as 
Cellular IP [ATCAOO], Hierarchical Mobile IP (HMIP) [HSOL05], and HAWAII [RRAMOO]. 
The basic idea of these protocols is to separate local and wide area mobility (i.e. adopts a domain- 
based approach). For example, in Cellular IP a foreign agent acts like a gateway to isolate the 
wireless access network from the core of the Internet, which is specialized for mobility 
management. In fact the various micro-mobility protocols are much more similar than is normally 
admitted although there are differences. Indeed, their similarity is been strengthened by a 
progress of merger and acquisition, which is the nature of the IETF standardization process -  
various protocols are suggested and similar protocols are gradually being merged while good 
ideas aie gradually introduced from other proposals.
This work focuses on macro-mobility support only.
2.5 Comparison of Mobility Protocols
In [DWIS02], [MCHA03], the comparative study has done for a set of protocols supporting IP 
mobility, such as Mobile IP (MIP), Hierarchical Mobile IP (HMIP), Cellular IP, HAWAII and
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SIP in terms of the architecture, scalability, reliability and philosophy and some other key issues, 
such as global connectivity, real-time traffic management, low signalling overhead, latency, etc.
For macro-mobility, one option is the well-known Mobile IP protocol, which is the nearest 
solution to an agreed standard in IP-mobility. But the deployment of Mobile IP has been very 
slow because of its limitations:
1. In Mobile IP, location updates are always generated whenever the Mobile Node (MN) 
changes a subnet in the foreign network. In situations with an extremely large population of 
MNs, the signalling overhead increases enormously.
2. The basic Mobile IP has large handover latency if the MN and HA or CN are widely 
separated. Data losses also take place until the handover completes and a new route to the MN 
is established.
3. Practical implementation of tunnel management schemes would require the maintenance of 
valid security associations between all FAs and the HA, making the mobility scheme 
significantly more complex.
4. Since the current Mobile IP standard requires the mobile to change the care-of-address at 
every subnet transition, it is difficult to reserve network resources all along the path between 
the CN and the MN.
Macro-mobility can also be dealt with by an application layer solution -  SIP [EWED99] 
[HENNOO] although it has been designed for negotiating peer-to-peer sessions.
Moreover MIP complements SIP in the following aspects [CPOL03]:
• MIP can hide IP address changes from applications
• MIP supports TCP sessions inherently while SIP requires IP encapsulation
• MIP supports better terminal mobility in many cases
2.6 Cross-Layer Solutions
As mentioned previously, cross-layer solutions are mainly proposed for handover management 
techniques. MIP handover latency is composed of latencies for movement detection and 
registration [HYOK02]. Most of the proposed micro-mobility solutions particularly achieve 
reduction in registration signalling delay, but fail to address the problem of movement detection 
delay. Cross-layer mobility management protocols reduce movement detection delay using link 
layer information, such as signal strength. Some algorithms use signal strength measurements 
directly to reduce handover latency [HYOK02], where access points and a dedicated Medium
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Access Control (MAC) bridge are jointly used to alleviate packet loss without altering the MIP 
specifications; while others use signal strength measurement for tracking the MNs and then use 
this tracking information to support low-latency MIP handover [RHSI03], which provides a 
unique way of combining a location tracking scheme and the hierarchical MIP handover scheme.
Most proposals of cross-layer solution focus on the cooperation of layer 2 and layer 3, reducing 
the handover latency using signal strength information from link layer. However in case of 
vertical handover between two different access techniques, for instance WLAN and UMTS, it is 
not possible to simply use signal strength as handover trigger. Therefore, the integrated approach 
should be examined that takes into account user preferences, network availability and 
physical/link layer conditions for making handover decisions. Moreover in order to support 
personal mobility as well as terminal mobility, cross-layer solution involving other layers (such as 
application layer) may be considered.
2.7 Paging and Dormant Mode Management
In a typical mobile system, many mobiles are switched on but aie not all actively sending or 
receiving packets. The mobile which is neither fully active nor off is said to be in dormant mode 
(alternatively idle or standby mode) [DWIS02]. The mobile is allowed to ‘switch o ff some of its 
power hungry components during a sleep period while the network is able to alert the mobile, 
which can save the mobile’s battery power. At the same time the network tracks a dormant 
mobile’s location less accurately than an active mobile’s location by defining paging area, as a 
consequence the number of signalling messages over the air in the network is reduced. The 
process by which the network wakes up a dormant mobile is called ‘paging’.
Having been implemented by a number of micro-mobility protocols including Cellular IP 
[ATCAOO] and Hawaii [RRAMOO], IP paging was also proposed as extensions to Mobile IP 
[HHAVOO]. Under Mobile IP paging, an MN is allowed to enter a power saving mode when it is 
inactive for a period of time. During idle mode, the system knows the location of the MN with 
coarse accuracy defined by a paging area composed of several subnets. The MN may also 
deactivate some of its components for energy-saving purposes. An MN in idle mode does not 
need to register its location when moving within a paging area. It performs location update only 
when it changes paging areas. When packets are destined to an MN in idle mode, they are 
terminated at a paging initiator. The paging initiator buffers the packets and locates the MN by 
sending out IP paging messages within the paging area. After knowing the subnet where the MN 
resides, the paging initiator forwards the data packets to the serving FA of the subnet and further 
to the MN. Wlien an MN is in active mode, it operates in the same manner as in Mobile IP, and 
the system keeps the exact updated location information of the MN.
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Moreover the lETF’s Seamoby working group has devised a functional architecture for dormant 
mode management. Figure 2-3 shows the key parts of the architecture.
Correspondent 
Node (CN)
Dormant 
Monitoring Agent 
(DMA)
i I
8. 4.
1r
Mobile Node 2. Tracking Ageni
(MN) (TA)
Paging Agent 
(PA)
1. MN registers with DMA when it goes to idie mode
2. MN informs TA when it changes paging area
3. Packet from CN for idie MN reaches MN’s DMA
4. DMA queries TA for MN's current paging area
5. DMA asks PA to page for MN
6. PA pages for MN
7. MN goes into active mode
8. CN and MN can now communicate directly
Figure 2-3: IP Paging Functional Architecture
2.8 Summary
This chapter has examined IP mobility. It has discussed personal, service and terminal mobility, 
and macro- and micro- mobility solutions at link, IP and “application” layers, as well as cross­
layer solutions. The focus has been on macro-mobility solutions in an IP network. One option is 
the well-known Mobile IP protocol, which is the nearest thing to an agreed standard in IP 
mobility. Macro-mobility can also be dealt with by an application layer solution such as SIP. 
Although SIP has been designed for negotiating peer-to-peer sessions, it also appears promising 
as an alternative to Mobile IP. Considering the crucial requirement of seamless global roaming, 
cross-layer solutions are introduced for handover management techniques. Associated with IP 
mobility management, paging and dormant mode management have been looked at briefly, which 
has been examined in IETF Seamoby working group.
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Chapter 3
3 Mobility Management in 3GPP UMTS 
Networks
3.1 Introduction
Evolved from the Global System for Mobile telecommunications (GSM), the 3GPP UMTS aims 
to enable the cost effective and efficient use of network resources for PS applications that exhibit 
one or more of the following characteristics:
-  Intermittent bursts of data transmission, where the time between successive transmissions 
greatly exceeds the average transfer delay;
-  Frequent transmissions of small volumes of data, in which transactions consist of less than 
500 octets of data occurring at a rate of up to several transactions per minute;
-  Infrequent transmission of larger volumes of data, in which transactions consist of several 
kilobytes of data occurring at a rate of up to several transactions per hour.
In order to meet the increasing demands of the mobile telecommunications market the UMTS is 
focused upon enhancements of packet switched technology. In fact, the mobile subscriber base 
has grown from a small number of high-end users to the mainstream in which the number of 
mobile phone subscribers exceeds 70% of the population in some areas. In the future it is thought 
that the amount of non-voice traffic, i.e. IP traffic within the PS domain, carried by mobile 
networks will equal and then surpass that of traditional Circuit Switched (CS) voice traffic. 
Therefore, in the future mobile networks will need to be able to handle substantially increased 
volumes of IP traffic in a cost effective manner.
Moreover as one of the 3G evolution branches, 3GPP UMTS also aims to enable the interworking 
with other IP-based access technologies, and extend global service to include the integration of 
heterogeneous services across network providers and network backbones as well as geographical 
regions. Thus, the future will ensure interoperability between various wireless networks across 
the globe.
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The demand for IP-based services in heterogeneous wireless networks has motivated research in 
updating existing high-speed wire-line communication networks with wireless communication 
techniques. One of the most important and challenging problems for the communication and 
computing is mobility management, which enables telecommunication networks to locate 
roaming terminals for call delivery and to maintain connections as the terminal is moving into a 
new service area.
This chapter focuses on the packet switched core networks in 3GPP systems, and the Packet 
Mobility Management (PMM) mechanisms. First it introduces the architecture of UMTS and 
looks at the major core network elements and their relationships. As one of the 3GPP systems 
evolution strategies [3GPP03a], UMTS-WLAN interworking is briefed as well. A review is 
provided of Packet Mobility Management algorithms for General Packet Radio Service (GPRS, a 
packet bearer service and a main part of the packet domain) core network implemented over a 
public land mobile network (PLMN)-based network (UMTS core network being one of the 
examples). The location management schemes implemented at the core network level and 
UTRAN level in UMTS networks are investigated respectively. Finally it outlines the current and 
proposed protocols / schemes for personal communication systems (PCS) implemented over a 
PLMN network.
3.2 UMTS Network Overview
UMTS, “Universal Mobile Telecommunication System”, represents the European approach of 3G 
cellular networks, which has been standaidised by 3GPP (Third Generation Partnership Project). 
The UMTS infrastructure is logically divided into a Core Network (CN) and an Access Network 
(AN) infrastructure [3GPP05b]. The CN is logically divided into a CS domain, a PS domain and 
an IM subsystem (IMS). CS and PS domains differ by the way they support user traffic, while the 
IM subsystem comprises all CN elements for provision of IP multimedia services comprising 
audio, video, text, chat, etc. and a combination of them delivered over the PS domain.
As mentioned earlier, this work mainly concerns the PS services. Thus the General Packet Radio 
Service (GPRS) is a packet bearer service and a main part of the packet domain, as described in 
next section.
3.2.1 Logical GPRS Architecture
The GPRS Core Network functionality is logically implemented on two network nodes, the 
Serving GPRS Support Node (SGSN) and the Gateway GPRS Support Node (GGSN) [3GPP05c]. 
A GSN contains functionality required to support GPRS functionality for UTRAN. The GGSN is 
the first point of the packet data network (PDN) interconnection with a PLMN supporting GPRS.
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It contains routeing information for PS-attached users, which is used to tunnel Protocol Data Units 
(PDUs) to the UE's current point of attachment, i.e. the SGSN. The GGSN may request location 
information from the HLR. The SGSN is the node that is serving the UE. At PS attach (refer to 
[3GPP05c] for details), the SGSN establishes a mobility management context containing 
information pertaining to e.g. mobility and security for the UE. At POP Context Activation, the 
SGSN establishes a POP context, to be used for routing purposes, with the GGSN that the 
subscriber will be using. The SGSN and the GGSN contain IP or other routing functionality, and 
they may be interconnected with IP routers. Figure 3-1 shows the overview of GPRS logical 
architecture.
Besides the main network nodes in the GPRS core network. Figure 3-1 also shows the main 
entities of an IMS that use the bearer services provided by the PS domain and the UTRAN to 
transport SIP-based call control protocol signalling and user data. Proxy-Call State Control 
Function (P-CSCF) is the “first contact point” of an IMS. It is located in the same network as the 
GGSN (visited or home network). Serving-CSCF (S-CSCF) performs the actual session control, 
handling the SIP requests, performing the appropriate actions (e.g. requests the home and visited 
networks to establish the bearers), and maintaining a session state as needed by the network 
operator for support of the services. Other major network elements in a UMTS network are also 
illustrated. The HLR, home location register, contains GPRS subscription data and routeing 
information. The HLR is accessible from the SGSN and the GGSN. For roaming UEs, the HLR 
may be in a different PLMN than the current SGSN. The RNS, radio network system, includes 
the RNCs (Radio Network Controller) and Node_Bs, collectively known as the UTRAN (UMTS 
Terrestrial Radio Access Network).
S-CSCF
IP network
P-CSCFSGSN
GGSNMAP
UTRAN
—^ 1 JPLM N  ^
HLR ibackbone^► J
SGSN ^
lu
GGSN
Internet
Figure 3-1: Overview of GPRS Logical Architecture
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3.2.2 User and Control Planes
UMTS separates the user plane from the control plane [3GPP05c]. The user plane (see Figure
3-2) consists of a layered protocol structure providing user information transfer, along with 
associated information transfer control procedures (e.g. flow control, error detection, error 
correction and error recovery).
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Figure 3-2: User Plane with UTRAN
From the UE to the UTRAN user packets (e.g. IP packets) are carried in PDCP (Packet Data 
Convergence Protocol) packets, which provides an acknowledged / unacknowledged or 
transparent transfer service. From the UTRAN to the SGSN user packets are tunnelled using a 
tunnelling protocol GTP [3GPP05k] -  GPRS Tunnelling Protocol. Another GTP tunnel then runs 
from the SGSN to the GGSN, allowing a hierarchical mobility at the SGSN.
The control plane (refer to Figure 3-3, Figure 3-4 and Figure 3-5) consists of protocols for control 
and support of the user plane functions. GPRS Mobility Management (GMM) supports mobility 
management functionality such as GPRS attach, GPRS detach, security, routing area update, 
location update, as described in next section. Session Management (SM) supports PDP context 
activation, and PDP context deactivation. The setting up, modifying, and tearing down of GTP 
tunnels are performed by a signalling protocol called GTP-C. GTP-C runs between GSNs and 
also carries the messages to set up and delete PDP contexts. The signalling between SGSN and 
GGSN to the HLR consists of MAP (Mobile Application Part) signalling, which is an extended 
message set to SS7 (Signalling System Number 7).
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3.3 UMTS-WLAN Interworking
Although 3GPP is primarily concerned with the UTRAN and GSM EDGE Radio Access Network 
(GERAN) based access systems other access systems can be utilized by the 3GPP system to 
provide mobile services. The accommodation of a variety of access systems will enable the 
operators to optimize their coverage for particular environments. For example radio access, that 
does not provide a particularly high speed connection but can cover a wide area, can be deployed 
nationwide; whilst an access system, that provides a high speed connection but has limited 
coverage, can be provided in a hotspot in which there are users with high demands for speed. 
This has been recognized from 3GPP Rel-6 with the standardization of 3GPP-WLAN
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Interworking [3GPP05a] [3GPP05e]. 3GPP-WLAN Interworking intends to extend 3GPP 
services and functionality to the WLAN access environment, which provides bearer services 
allowing a 3GPP subscriber to use a WLAN to access PS services.
Figure 3-6 illustrates the simplified UMTS-WLAN reference model. A WLAN UE is the UE 
using a UMTS Integrated Circuit Card (UICC) utilized by a 3GPP subscriber to access the WLAN 
for 3GPP interworking purpose. The WLAN UEs may be capable of simultaneous access to both 
WLAN and 3GPP radio access. The 3GPP Authentication, Authorization and Accounting (AAA) 
server is located within the 3GPP network, which retrieves authentication information and 
subscriber profile from the HLR/HSS (Home Subscriber Server), and maintains the WLAN UE's 
WLAN- attach status. The HLR/HSS is the entity containing authentication and subscription data 
required for the 3GPP subscriber to access the WLAN interworking service. The WLAN Access 
Gateway (WAG) is a gateway through which the data to/from the WLAN shall be routed via a 
PLMN to provide a WLAN UE with 3G PS services. PS services are accessed via a Packet Data 
Gateway (PDG), which routes the packet data received from/sent to the PDN to/from the WLAN- 
3G connected user.
3GPP Home NetworkIntranet / 
Internet H SS/H LR
3 G P P  AAA 
Server
WLAN
UE
WLAN 
Access NetworkW w
Wn PD GW AG
WLAN 3 G P P  IP A ccè s  »
Wu
Figure 3-6: Simplified UMTS-WLAN Reference Model
Similar to the UMTS, WLANs are typically related to mobile applications, where battery power is 
a scarce resource. Power Saving mechanism [lEEEWEB] was defined to allow stations to go into 
sleep mode for long periods of time. At the same time IP paging is proposed as an extension for 
Mobile IP [JKEMOl] to alert hosts in dormant mode.
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3.4 GPRS Mobility Management in UMTS
This section discusses the mobility management functionality that has been specified in UMTS, 
also known as GPRS Mobility Management (GMM) or Packet Mobility Management (PMM), 
especially between the UE and the SGSN. The main objectives of mobility management can be 
summarized as follows:
• To support the mobility of user terminals
• To inform the network of the present location of the user terminals
• To protect the confidentiality of the user identity
• To serve as a provider for connection management services
Session Management will not be discussed in this thesis, except where pertinent to activities of 
mobility management. Security functions aie also described only in conjunction with mobility 
management.
3.4.1 GPRS Mobility Management States
At the core network level the GMM activities related to a subscriber are characterised by one of 
three different states: PMM-DETACHED, PMM-IDLE, and PMM-CONNECTED. Each state 
describes a certain level of functionality and information allocated.
-  PMM-DETACHED'. there is no communication between the UE and the SGSN. The UE is 
not reachable by the network for PS services because the SGSN holds no valid location or 
routeing information for the UE. The UE does not initiate RA updates at RA changes and no 
periodic PS service updates;
In order to establish Mobility Management (MM) contexts in the UE and the SGSN, the UE 
shall perform the GPRS Attach procedure. When the PS signalling connection is established 
between the UE and the SGSN, the state changes to PMM-CONNECTED in the SGSN and 
the UE.
-  PMM-IDLE'. The UE is reachable by paging for PS services. The UE initiates RA updates at 
RA changes. The UE’s location is known in the SGSN with an accuracy of a routing area.
-  PMM-CONNECTED'. The UE has a signalling connection for PS services established 
between the UE and the CN. The UE initiates RA update when RA Identity (RAl) in MM 
system information changes. The UE’s location is known in the SGSN with an accuracy of a 
serving Radio Network Controller (RNC).
Figure 3-7 introduces the PMM states model for a GPRS subscriber, which illustrates the 
transitions and related functions.
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Figure 3-7: PMM State Model
3.4.2 GPRS Mobility Management Procedures
The GMM procedures include:
• Attachment and detachment procedures between the UE and the GPRS network
• Location Management procedures which can be further categorized into
o Paging
o Routing area updates
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The GMM procedures shall use the RANAP and RRC protocols for message transmission across 
the lu and radio interfaces, respectively (refer to Figure 3-3), and use MAP between GSN and 
HLR (refer to Figure 3-5).
Attach procedure
The attach procedure is always initiated by the UE. This procedure allows the user to access 
network services. The UE initiates an attach procedure when a cell is selected but the UE is not 
yet registered with the network.
Detach procedure
The detach procedure is initiated to deactivate services previously activated by an attach 
procedure and can be initiated by the UE, the 3G-SGSN, or the Home Location Register (HLR). 
If the detach type is GPRS, the 3G-SGSN deactivates all the activated PDP contexts from the 3G- 
GGSN and tells the HLR to delete all PDP contexts associated with the pai ticular UE.
Routing area (RA) update procedure
The purpose of this procedure is to update the registration of the UE's current location with the 
network. The RA update procedure is always initiated by the UE.
The RA is updated periodically or normally. A periodic update occurs when the update timer 
expires. A normal update is triggered when the RAI changes. A routing area is defined by its 
RAI and a RA is served by only one SGSN.
Paging procedure
The network sends a paging service request to the user equipment when an incoming call is 
received at the 3G-SGSN. This tells the UE to establish a data path with the network if one does 
not already exist.
3.5 Location Management in UMTS
Most of the handover management in a UMTS system takes place within the RAN, which is one 
of the design goals of the RAN to hide as much as possible the consequences of mobile users 
from the core network. Therefore this work mainly focuses on the location management 
strategies in UMTS networks, both at UTRAN level and PS CN level.
3.5.1 Location Management in UMTS PS Domain
To enable the PS and CS services to a UE the network must know the location of this UE. This 
information is stored in a function named location register.
The location register in UMTS is handled by four different entities [3GPP05b].
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-  The HLR, the location register to which a mobile subscriber is assigned for record purposes 
such as subscriber information / profile. It is employed as a location database for both CS and 
PS services.
-  The Visitor Location Register (VLR), the location register for CS services, other than the 
HLR, used by a Mobile Switching Centre (MSC) to retrieve information for, e.g. handling of 
calls to or from a roaming mobile station currently located in its area.
-  The SGSN, whose location register function stores subscription and location information for 
PS services for each subscriber registered with it.
-  The GGSN, whose location register function stores subscription and routing information 
(needed to tunnel packet data traffic destined for a UE to the SGSN where the UE is 
registered) for each subscriber for which the GGSN has at least one PDP context active.
The UMTS contains basically four-level logic definitions of “location” -  LA, RA, URA and Cell. 
The LA is defined for CS CN level location management, while the RA is for PS CN. The URA 
and the cell are defined for the UTRAN level location management. The URA contains a set of 
cells and is often associated with the RNC. Figure 3-8 illustrates the relationship between 
different areas. One RA is a subset of one, and only one, LA, meaning that a RA does not span 
more than one LA. One RA consists of a number of cells belonging to RNCs that are connected 
to the same SGSN. The mapping between one RA and RNCs is handled within the SGSN owning 
this RA.
LA
URA
RA
URA URA Cell y  ^Cell^ 
Cell > (  Cell >  <  Cell
Figure 3-8: Relationship between different areas
The location management activities related to a subscriber based on its PMM state are described 
in Section 3.3. The 3GPP Mobile Application Part (MAP) [3GPP05j] is the standard used for 
location management in UMTS networks, which is developed from the Global System for Mobile
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Communications (GSM) MAP [ETSI94]. The Electronic and Telephone Industry Associations 
EIA/TIA Interim Standard 41 (IS-4I) [EIAT95] scheme is commonly used in North America. 
The IS-41 and the MAP location management strategies are very similar to each other, and both 
based on the two-level database hierarchy.
As mentioned previously, location management includes two major tasks: location registration (or 
update) and call delivery. For PS domain, the location registration procedures update the location 
databases (HLR and SGSN’s), while the call delivery procedures locate the UE based on the 
information available at the HLR and the SGSN’s when a call for a UE is initiated.
Location Registration: In order to correctly deliver calls, the UMTS must keep track of the 
location of each UE. As described previously, location information is stored in three types of 
databases in PS domain, SGSN, GGSN and HLR. As the UE’s move around the network 
coverage area, the data stored in these databases may no longer be accurate. To ensure that packet 
sessions can be delivered successfully, the databases are periodically updated through the process 
called location registration or “RA Update especially for PS domain services. Figure 3-9 shows 
the RA Update procedure when a UE moves to a new RA. The following is the ordered list of 
tasks that are performed during an Inter-SGSN RA Update [3GPP05c].
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Figure 3-9: Routeing Area Update
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(1) The UE decides to perform RA update with the SGSN when it detects it has entered a new 
RA by comparing the RAI stored in its PMM context with the RAI received from the 
network, or when the periodic RA update timer has expired.
(2) If the RA update is an Inter-SGSN Routing area update, the new SGSN sends an SGSN 
Context Request message to the old SGSN to get the MM and PDP contexts for the UE.
(3) The old 3G-SGSN responds with an SGSN Context Response (MM Context, PDP Contexts) 
message.
(4) The new SGSN sends Update PDP Context Request (new SGSN Address, QoS Negotiated, 
Tunnel Endpoint Identifier, serving network identity) to the GGSNs concerned.
(5) The GGSNs update their PDP context fields and return an Update PDP Context Response.
(6) The new SGSN informs the HLR of the change of SGSN by sending Update Location 
(SGSN Number, SGSN Address, International Mobile Subscriber Identity (IMSI)) to the 
HLR.
(7) The HLR sends Cancel Location (IMSI, Cancellation Type) to the old SGSN with 
Cancellation Type set to Update Procedure.
(8) The old SGSN acknowledges with Cancel Location Ack (IMSI).
(9) The HLR acknowledges the Update Location by sending Update Location Ack (IMSI) to 
the new SGSN.
Depending on the distance between the current and the home locations of the UE, in steps (6)-(9), 
the signalling messages may have to go through several intermediate STP’s before reaching their 
destinations, which generates additional load to the network elements and the transmission links. 
The location registration may, therefore, result in significant traffic load to the SS7 network. As 
the number of mobile subscribers keeps increasing, the delay for completing a location 
registration may increase. A number of methods for reducing the signalling cost are discussed in 
Section 3.5.
Call Delivery: Two major steps are involved in call delivery: 1) determining the SGSN of the 
called UE and 2) locating the visiting cell of the called UE. Locating the SGSN of the UE 
involves the following database lookup procedure [3GPP05c] (see Figure 3-10).
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Figure 3-10: Session Delivery
(1) When receiving a PDP Protocol Data Unit (PDU) the GGSN sends Send Routeing 
Information for GPRS (IMSI) message to the HLR.
(2) If the HLR determines that the request can be served, it returns Send Routeing Information 
for GPRS Ack (with IMSI, SGSN Address) message to the GGSN.
(3) The GGSN sends a PDU Notification Request (IMSI, PDP Type, PDP Address) message to 
the SGSN indicated by the HLR.
(4) The SGSN returns a PDU Notification Response (Cause) message to the GGSN in order to 
acknowledge that it shall request the UE to activate the PDP context indicated with PDF 
Address.
(5) The SGSN sends a Request PDP Context Activation (PDP Type, PDP Address) message to 
request the UE to activate the indicated PDP context.
(6) The PDP context is activated with the PDP Context Activation procedure.
Steps (1) to (4) in the procedure described above allow the network to locate the SGSN of the 
called UE. Since each SGSN is associated with a RA where there are more than one cell, a 
mechanism is therefore necessary to determine the cell location of the UE. In current PLMN 
networks, this is achieved by a paging (or alerting) procedure. The SGSN sends a RANAP 
Paging (IMSI, CN Domain Indicator) message to each RNS belonging to the routeing area in 
which the UE is located, then the RNS’s broadcast the polling signals to all cells within the
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residing RA of the called UE. On receiving the polling signal, the UE sends a reply that allows 
the RNS to determine its current residing cell. As the number of UE’s increases, sending polling 
signals to all cells in a RA whenever a call arrives may consume excessive wireless bandwidth. 
We describe a number of proposed paging mechanisms for reducing the paging cost in Section 
3.5.
3.5.2 Location Management in UTRAN
The aim of UTRAN is to offer one unified set of radio bearers, which may be used for bursty 
packet traffic and for traditional telephony traffic. The radio resource handling is one of the 
UTRAN internal functionalities -  Radio Resource Control (RRC) [3GPP05i], and the CN does 
not define the type of radio resource allocated.
The RRC state machine is a description model of how the UE and the UTRAN cooperate 
regarding the RRC functionality. The RRC state describes the state of a UE in the UTRAN, 
which includes two basic states -  RRC-Connected and RRC- Idle. After power on, the UE stays 
in Idle Mode until it transmits a request to establish a RRC Connection. In Idle Mode the 
connection of the UE is closed on all layers of the access stratum and the UE is identified by non- 
access stratum identities. In addition, the UTRAN has no own information about the individual 
Idle Mode UEs, and it can only address e.g. all UEs in a cell or all UEs monitoring a paging 
occasion.
The RRC Connected Mode is entered when the RRC connection is established. The UE is 
assigned a radio network temporary identity (RNTI) to be used as UE identity on common 
transport channels. Note, in PS-CONNECTED state the UE is in RRC-Connected mode.
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Figure 3-11: RRC state machine
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The RRC states within UTRA RRC Connected Mode reflect the level of UE connection and 
which transport channels that can be used by the UE (see Figure 3-11 for details).
For inactive stationary data users the UE may fall back to PCH on both the Cell and URA levels. 
That is, upon the need for paging, the UTRAN checks the current level of connection of the given 
UE, and decides whether the paging message is sent within the URA, or should it be sent via a 
specific cell.
In CELL_PCH, the position of the UE is known by UTRAN on cell level according to the cell 
where the UE last made a cell update in CELL_FACH (Forward Access Channel) state. The UE 
performs cell reselection and upon selecting a new UTRAN cell, it moves to CELL_FACH state 
and initiates a cell update procedure in the new cell. After the cell update procedure has been 
performed, the UE changes its state back to CELL_PCH state if neither the UE nor the network 
has any more data to transmit.
In case of low UE activity, UTRAN may want to reduce the cell-updating overhead by ordering 
the UE to move to the URA_PCH State. This transition is made via the CELL_FACH state. 
UTRAN may apply an inactivity timer, and optionally, a counter, which counts the number of cell 
updates e.g. UTRAN orders the UE to move to URA_PCH when the number of cell updates has 
exceeded certain limits (network parameter). In URA_PCH State the location of a UE is known 
on UTRAN Registration area level. In this state, the UE mobility is performed through URA 
reselection procedures. The UE performs cell reselection and upon selecting a new UTRA cell 
belonging to a URA that does not match the URA used by the UE, the UE moves to 
CELL_FACH state and initiates a URA update towards the network. After the URA update 
procedure has been performed, the UE changes its state back to URA_PCH state if neither the UE 
nor the network has any more data to transmit.
3.6 Location Management Research
During the location management procedures the HLR is involved in every location registration 
and call/session delivery for both CS and PS services, which may result in increased call/session 
set up delay during heavy network utilization period. In order to reduce the amount of MAP 
signalling traffic associated with location management carried over inter-PLMN links for roaming 
users, the Gateway Location Register (GLR) has been introduced as an optional entity within the 
Visited Public Land Mobile Network (VPLMN) in 3GPP since R99 [3GPP04b]. The GLR is a 
node between the VLR and/or SGSN and the HLR, which may be used to optimize the location 
updating and the handling of subscriber profile data across network boundaries. When a 
subscriber is roaming the GLR plays the role of the HLR towards the VLR and SGSN in the 
visited network and the role of the VLR and SGSN towards the HLR in the home network.
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In fact several research efforts have been made on location management for next generation, 
which generally fall into three categories. In the first category, various location update algorithms 
are proposed for reducing the signalling traffic. The second category of research results lies in 
different paging schemes, while the third category is about different modelling techniques that 
have been used for performance analysis of location update and terminal paging.
Category L Location Update
-  Local Anchor Scheme [JSMH96]:
Under the local anchor scheme, signalling traffic due to location registration is reduced by 
eliminating the need to report location changes to the HLR.
-  Movement-based Location Update Scheme [IFAK96]:
In this scheme, each mobile terminal counts the number of boundary crossings between cells 
incurred by its movements. Location update is performed when this number exceeds a 
predefined threshold.
-  Profile -based Location Update Scheme [GPPA97]:
The goal of the scheme is to reduce the update cost by taking advantage of the user’s mobility 
pattern. The network maintains a profile for each user, which includes a sequential list of the 
LAs the user is most likely to be located at in different time periods. No location update is 
needed as long as the mobile terminal moves between LAs within the list.
-  Point Forwarding Scheme [YBLI98]:
The basic idea of the strategy is that instead of reporting a location change to the HLR every 
time the MT moves to an area belonging to a different VLR, the reporting can be eliminated 
by simply setting up a forwarding pointer from the old VLR to the new VLR.
Categoiy II. Terminal Paging
-  Sequential Paging Based on a User’s location Probability [CROS95]:
In this paging strategy, the current location of the mobile terminal is predicted based on its 
location probability distribution. Polling signals are sent only to those cells in which the user 
is likely to be present.
-  Velocity Paging [GWAN97]:
The scheme aims to reduce paging cost by decreasing the size of the paging area. The goal is 
achieved by grouping users into different velocity classes, based on their velocity at the 
location update instant.
Category III. Traffic Modelling
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-  Topology Model
The topology model specifies the connectivity between base stations or cells. Regular cell 
topologies arc commonly used to model the coverage area of a cellular network. Mesh or 
hexagonal cell configurations are used in two-dimensional models, while a linear model is 
used in the one-dimensional. In [IFAKOO] a new approach to simplify the two-dimensional 
random walk models capturing the movement of mobile users is proposed along with the 
analytical models, while [YCTSOl] further reduces the number of states in the model.
-  Mobility Model
Markov model is one of the mobility models, which is often used to capture the direction of a 
user’s movement pattern by assigning different probabilities to different neighbouring cells.
-  Call Model
Poisson distribution is commonly used to model incoming call aii’ivals; that is, the time 
between call arrivals follows an exponential distribution.
In addition, some reseaich efforts involve the performance evaluation of the location management 
in GPRS [YBLI03] and UMTS [SRYA03], where the location management strategies proposed 
for PS services in 3GPP are investigated with analytical models. Recent research efforts attempt 
to design general location management mechanisms for the integration and interworking of 
heterogeneous networks. The research activities can be grouped into two categories: location 
management for adjacent dissimilar systems with partially overlapping coverage at the boundaries 
[IFAK02] [WWANOl] and location management in multi-tier systems where service areas of 
heterogeneous networks are fully overlapped [YBLI96].
3.7 Summary
This chapter has investigated the Packet Mobility Management in 3GPP UMTS networks. It has 
briefed the architecture of a GPRS core network and the UMTS-WLAN interworking, followed 
by the introduction of the Packed Mobility Management mechanism. The location management 
at both UTRAN level and core network level in UMTS has been the focus. The current and 
proposed location management schemes have been outlined.
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Chapter 4
4 Novel Cross-Layer Solutions for Vertical 
Handover Management
4.1 Introduction
One of key new features of 3G networks is their ability to support IP multimedia applications, 
including the support of seamless IP Multimedia (IM) service continuity, which allows mobile 
users to access seamless IM services across a variety of heterogeneous access technologies. As 
described in Chapter 3, the 3GPP UMTS has well-developed mobility management mechanism 
that can provide seamless intra-system handover support within its domain. However regarding 
the inter-system (vertical) handover support, how to make the global roaming seamless and 
efficient still remains an issue, for which lots of work can be done. Reduction of signalling and 
power overheads, low vertical handover latency, limited disruption to user traffic and near-zero 
packet loss rate have been the challenges in the design of handover management techniques in the 
heterogeneous networks.
This chapter considers the cross-layer solutions for vertical handover management with special 
respect to seamless IM service continuity. It starts with the cross-layer signalling design between 
MIP and SIP to enhance the mobility support for real time multimedia services in pure IP wireless 
networks. Then in the second half of this chapter the seamless IM service continuity support in 
UMTS-WLAN interworking scenarios is investigated, followed by a cross-layer solution that 
involves link layer, network layer and application layer.
4.2 Enhanced Mobility Support for Real-time Multimedia Services
Efficient mobility support in real-time applications is in demand as mobile Internet becomes 
prevalent. The best-known solution is to use Mobile IP in order to provide transparent handovers 
to upper layer applications. Mobile IP is the neaiest thing to an agreed standard in IP-mobility. 
However, the major weakness of Mobile IPv4 [CPER02] is the triangular routing, in which all 
incoming packages are routed through the Home Agent (HA) and then the Foreign Agent (FA) 
before reaching the Mobile Host (MH). This problem has been alleviated in Mobile IPv6
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[CPER04] by route optimisation, which is built in as a fundamental component of the protocol 
Since IPv6 still has very limited commercial deployment while IPv4 is widely used in all 
networks, efficient mobility support for real time services in IPv4 system is still in urgent demand. 
However, in addition to the latency problem caused by triangular routing, delay due to handovers 
and encapsulation overhead in Mobile IP should be minimized to support real-time traffic.
On the other hand. Session Initiation Protocol (SIP) [JROS02] is rapidly gaining widespread 
acceptance as the signalling protocol for Internet multimedia and telephony services which can be 
used for Wireless Internet as well. SIP supports personal mobility as part of its signalling 
mechanism and its feature set can also be extended to provide adequate means of terminal and 
service mobility.
In this section, an efficient mobility management approach is investigated to support real-time 
multimedia services in IPv4 wireless networks. The cross-layer signalling is used between 
network and application layer with MIP and SIP being the protocols involved.
4.2.1 Mobility Management with Cross-Layer Signalling
The traditional layered architecture of communication networks has been employed in the 
network design and implementation processes for the last few decades. The experience with these 
layered design methodologies has proved that modularity is a major factor in their ability to cope 
with such a complex problem, as the design of network architecture. At the same time, the 
shortcomings of the layered architecture models have also been realized. One of these issues is 
the lack of information shaiing across protocol layers, effectively forcing the network to operate 
in a sub-optimal mode. The key operating principle in cross-layer signalling design is to break the 
layer ordering constraints while keeping the layering structure by introducing external or internal 
messages between application and network layers into the stack [ZHHAOl]. A simple cross-layer 
signalling scheme is proposed in the protocol stack at the mobile host. The basic idea is to 
introduce a signalling interface between the mobility management protocol at the network layer 
(Mobile IP in this case) and the application layer signalling protocol (SIP, in this case). This 
interface enables the network and application layers to exchange information regarding handovers 
for enhanced application performance. A few changes have been made to the implementations of 
Mobile IP client and SIP UA in order to support signalling between SIP and Mobile IP on the 
mobile host.
Figure 4-1 illustrates the message flow of the optimised Mobility Management (MM) scheme 
during handover. At the beginning, the MH discovers an FA and obtains the CoA, which is then 
registered with the HA and the local SIP proxy. When the MH wants to setup a SIP- based 
multimedia session with the Correspondent Host (CH), it sends an INVITE message as per the
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normal SIP procedure. The only difference here is the use of FA address in the Contact field of 
the INVITE message. After the CH responds with an OK message, it establishes a tunnel to the 
FA and from then on, all packets to the MH are sent through the tunnel. The FA decapsulates the 
packets and forwards them to the MH.
Domaiu 1 Domain 2
REGISTER
INVITE
ACK
RP* Session via FAl
MH moves to Domaii
REGISTERREINVITE
ACK
RTF Session via FA2
HA '  ■Mil (2nd)MH(ist) PA2 SIP Pfoxv
Tunnc
C II<
Setup
>FA1
Tunnc
CH <
Setup
>FA2
FA C
Notifi
MIP
tango
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>SIP
Figure 4-1: Message flow during handover
During the session, when MH moves to another FA, it registers witli HA the new CoA address, 
and at the same time the MIP client running on the MH notifies tlie SIP UA about the movement 
through the communication interface and passes information about the new FA as well. The SEP 
UA can tlien send a REINVITE message with the new FA address to CH. Upon the receipt of 
REINVITE, CH removes the old tunnel and sets up a new tunnel to the new FA, then all the 
packets can go dhectly from CH to MH thiough the tunnel.
The comparison between basic MBPv4 and the proposed solution is shown in Figure 4-2. In the 
basic MIPv4 network, all the data sent from CH to MH will go through HA as shown in Figure 
4-2 (a). As can be seen in Figure 4-2 (b), with the proposed solution the direct path is set up 
between the CH and MH, tlius the issue “triangle routing” has been solved.
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Figure 4-2: Data path comparison
4.2.2 Real-Time Multimedia Services Performance Evaluation
In this section, the experimental environment for real-time multimedia service performance 
evaluation over Mobile IP is described. The evaluation was done in the Wireless Networking 
Testbed (WNT) [WNTWEB] at the University of Surrey.
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Figure 4-3: Testbed configuration
Figure 4-3 depicts the experimental environment. It consists of a HA, two FAs, a CH and a MH. 
The Mobile IP FA and MH functionality is provided by Dynamics [DYNAWEB], which is a 
Linux-based Mobile IPv4 implementation. The SIP proxy is co located with the MEP FA. The 
Partysip software [PARTWEBJ provides this functionality. For running SIP-based real-time 
multimedia, a videophone application is installed in both MH and CH. This application is a 
modified version of Linphone [LINPWEB]. It captures real-time images from webcams at either 
end-host and sends them across for display. The Mobile IP FA also supports IEEE802.1 lb access 
point functionality with the help of Linksys wireless PCMCIA cards, and the Host AP 
[HOSTWEB] driver.
In all of the test cases, the following conditions were set for consistency in the final results.
• The MH initiated the videophone session at the start of each test.
• The traffic analyser Ethereal was used to log all traffic between MH and CH.
• During handover, MH first de-registers with the old SIP proxy co located in the old FA and
then re-registers with the new proxy in the new FA.
The experiments were carried out to compare the effectiveness of the optimised mobility approach 
with the original MIPv4.
1) Experiment 1: The first experiment looked into the overall throughput of both approaches. 
The videophone was used as the real-time multimedia application. After SIP session 
establishment, the multimedia streaming (video/audio) was set up between MH and CH. 
The traffic from CH to MH was logged in both cases.
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2) Experiment 2: The second experiment tested the effectiveness of both approaches. In this 
set of tests, MH was forced to perform a number of times of handover during the 
multimedia streaming session. When MH disconnected from the old FA, it sent de-register
message to the old SIP proxy. After MH reconnected to the new FA, it sent re-register
message to the new SIP proxy.
4.2.3 Results and Discussion
The results of the different tests earned to evaluate the performance of the proposed integrated 
SIP-Mobile IP mobility scheme are presented here. The metrics used are as follows;
• Throughput: Defined as the number of bytes of application data received at the mobile 
host from the correspondent host per unit time.
• Handover latency: Defined as the time for which the multimedia session was disrupted 
during the handover.
• Packet loss: The total number of application data packets lost during the handover.
Figure 4-4 shows the throughput for both cases. The overall throughput in the optimised MM
scheme has 7.1% increment compared to that in the original Mobile IP. The main reason for this 
difference is the improved handover performance of the new scheme. This is evident from the 
Figure 4-5, where the packet loss is plotted for a number of handover attempts. The improvement 
in terms of packet loss is almost 50% on the average. For this test, a session was setup and a 
handover took place during the session. This procedure was repeated a number of times in order 
to demonstrate the reproducibility of the effect. As can be seen from the results, the number of 
data packets lost is smaller in each handover attempt for the integrated scheme. The reduction in 
packet loss is a consequence of the decrease in handover latency as can be observed from Figure
4-6 and Figure 4-7. These graphs show the RTF sequence number of the application packets. 
The trace starts just before the handover event and goes on beyond the completion of handover. 
Notice in the former case, the handover procedure lasted 372ms in case of Mobile IP but only 
232ms in the case of the SIP-Mobile IP integrated scheme. In light of the results from the 
experiments, the proposed scheme showed a much better performance in mobility support for real 
time multimedia services.
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4.2.4 Conclusion
In this section, a simple yet effective mobility management scheme is presented based on the 
concept of cross-layer signalling between the network and application layers. This was realised 
through interactions between the mobility management protocol (Mobile IP) and the application 
layer signalling protocol (SIP) with the help of a communication interface between these two 
protocols. The proposed scheme was used to provide the macro-mobility support for real-time 
multimedia services. Tests were carried out in a test bed setup with the required protocol 
implementations and real-time applications. The results presented here indicate that the solution 
has been proven to reduce the handover latency and packet loss and improve the overall data 
throughput as a result.
4.3 Seamless IP Multimedia Service Continuity Support in UMTS- 
WLAN Interworking Scenarios
The third generation cellular networks, such as 3GPP UMTS networks, aim at providing mobile 
users with the enhanced voice and data services, especially BP based multimedia services. With 
the rollout of UMTS-based 3G networks in most parts of Europe gathering momentum in the past 
few months, the goal of providing high-speed data services to mobile users is fast becoming 
reality. For example, the High Speed Downlink Packet Access (HSDPA) is promising a data rate 
of 8-10 Mbps (20 Mbps for multi-input/multi-output (MIMO) systems). While these new 
techniques are under development, mobile users have the option of using high-speed access 
provided by different variants of the Institute of Electrical and Electronics Engineers (IEEE) 
802.11 WLANs that can support data rates up to 54 Mbps. WLAN is seen as a technology that 
complements 3G cellular networks, which allows users access the 3GPP services through these 
low cost, high speed wireless networks when they are in hotspot locations, such as office 
buildings, shopping malls, hotels, airports, railway stations etc. To support these scenarios, 
interworking architectures have been proposed by the 3GPP [3GPP05e] as well as the wider 
research community.
However, there are many significant differences in the way WLANs and 3G networks operate and 
hence the interworking is a non-trivial and multi-dimensional problem. One of the challenges is 
how to maintain the active services, especially BP multimedia services, during changes in the 
interworking coverage areas; which is so-called “seamless IM service continuity” [3GPP04a]. 
Thus the design of the mobility management techniques during vertical handovers becomes a 
crucial technical issue, with the requirement of maintaining the service continuity, especially the 
seamless IM service continuity, when UEs roam between two rather different networking 
technologies. Reduction of signalling and power overheads, low vertical handover latency,
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limited disruption to user traffic and near-zero packet loss rate have been the challenges in the 
design of handover management techniques in the UMTS-WLAN interworking architecture.
A number of schemes have been proposed for mobility management, which can be broadly 
classified into link layer solution [AMIS03] [CMCH05] [XCHE04], network layer solution 
[SSHA04a] [RK0005] [PMCC05] [HSOL05], application layer solution [HENNOO] [NBAN04] 
[EIVO04] [NNAK03] [SCHU05] [JYHS05] [ADUT05] and cross-layer solution [SMFA04] 
[QWAN04a] [HJLE03] [TTKW02] [QWAN04b] [GGLO04]. As the network layer solution MIP 
[CPER02] [CPER04] is widely accepted as the de facto standard. MIP enables nodes to roam 
across wireless IP subnets while the applications running on the terminals remain transpaient to 
the changes of the network attachment point. Moreover MIP is recommended as an optional 
functionality in 3GPP systems to support inter-system roaming [3GPP05c]. Meanwhile although 
originally been designed to establish multimedia sessions, the text-based protocol SIP supports 
personal mobility as part of its signalling mechanism and its feature set can also be extended to 
provide adequate means of terminal and service mobility [HENNOO]. Furthermore SIP has also 
been accepted by the 3GPP as a signalling protocol used in IMS core network since Release 6 
[3GPP05d] [3GPP05g].
In this work, the mobility management mechanisms in UMTS-WLAN interworking scenarios are 
investigated for 3GPP IM service continuity. Section 4.3.1 presents a brief overview of UMTS- 
WLAN interworking architecture with IM service access scenarios, followed by a holistic 
description of the mobility problem in section 4.3.2, considering handovers at different layers. 
Then in section 4.3.3 an integrated mobility management mechanism with cross-layer design is 
proposed for better coordination between different layers in order to improve the handover 
performance and meet the requirement of the seamless IM service continuity. In section 4.3.4, the 
results from an experimental study of the proposed mechanism are presented and discussed. 
Finally, we provide some concluding remarks in section 4.3.5.
4.3.1 System Description
The UMTS-WLAN interworking architecture is defined in 3GPP (refer to Figure 3-6), which 
allows WLAN terminals to establish connectivity with external IP networks, such as 3G operator 
networks, corporate Intranets or the Internet via the 3GPP system. The logical view of the 
architecture considered is presented in Figure 4-8. The architecture is primarily focused on IP 
multimedia services provided by IMS core network with two different types of access networks:
1) UMTS -  UTRAN and PS domain; and 2) WLAN that is used to access 3GPP services through 
3GPP-WLAN interworking function.
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Figure 4-8: UMTS-WLAN Interworking Architecture with IM Services Access
To reuse 3GPP subscription, 3GPP interworking WLAN terminals are equipped with Subscriber 
Identity Module (SIM)/ Universal Subscriber Identity Module (USIM) smart cards, which are 
called WLAN UEs according to the established 3GPP terminology. WLAN UEs in this 
architecture are assumed to be capable of simultaneous access to both WLAN and 3GPP radio 
networks. As one basic prerequisite for providing 3GPP services to a WLAN UE, the Extensible 
Authentication Protocol (EAP) based authentication procedure [JARK04] is executed between the 
3GPP AAA Server and a WLAN UE as part of the WLAN UE registration procedure to the HSS 
[3GPP05h]. All the data to/from the WLAN are routed through the gateway WAG, while the 
PDG tunnels the packet data received from/sent to the PDN to/from the WLAN UE. The existing 
GGSN deployments are re-used to implement the PDG functionality in this work.
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Figure 4-9: Mobility Management based on MIP SIP in UMTS-WLAN Interworking Architecture
Considering MIP has been proposed as a mobility management solution in 3GPP for inter-system 
handovers, while SIP has been chosen as a call/session control signalling protocol for IM services 
in 3GPP networks, the mobility management mechanism studied in this work is based on MIP and 
SIP as displayed in Figure 4-9. In this architecture all the networks involved -  UMTS 1, UMTS2, 
WLAN I and WLAN2 interwork with each other, and the GGSNs with PDG function in each 
UMTS network act as FAs (in the case of MIPv4), or IPv6 access routers (in the case of MIPv6 ). 
As a study case, MIPv6 is used in this work. Moreover we assume that a UE uses stateless 
address autoconfiguration to assign a new IPv6 address to its corresponding interface after it 
moving to a UMTS network or a WLAN, then the Duplicate Address Detection (DAD) 
ISTH098] process may be executed to confirm the uniqueness of the IPv6 address on the link.
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4.3.2 Handover Procedure
Mobility in such a heterogeneous networking environment can result in the following four 
scenarios: (1) UE moves from a UMTS network to a WLAN network; (2) UE moves from a 
UMTS network to another UMTS network; (3) UE moves from a WLAN network to a UMTS 
network and (4) UE moves from a WLAN network to another WLAN network. Since the major 
concern here is to analyze the delay occurred during the handover procedure, the above four 
scenaiios can be mapped to the following two basic cases of interest: Case I  — UE moving to a 
UMTS network, and Case II  — UE moving to a WLAN network. Essentially the handover 
procedure in both cases consists of three phases: layer 2 handover, network layer handover and 
application layer handover.
4.3.2.1 Layer 2 Handover
Layer 2 handover involves handover detection, synchronization, authentication and association. 
In the homogeneous wireless system the mobile node realizes that a handover is necessary due to 
degrading radio transmission environment for the current access point or base station. However 
in case of vertical handover, it cannot be triggered by signal decay of the current system because 
there is no comparable signal strength available to aid the decision as in horizontal handover. 
Moreover the metrics the applications are really interested in are network conditions (bandwidth 
availability, delay, throughput, user profile, etc.), rather than the physical layer parameters such as 
received signal strength and signal-to-interference ratio.
Some work on vertical handover has been reported in the literature. In [QZHA03] a connection 
manager (CM) was introduced to intelligently detect the conditions of the different types of 
networks and the availability of multiple networks. The CM can handle handovers in either 
direction between wireless wide area network (WWAN) and WLAN: from WWAN to WLAN 
and from WLAN to WWAN. When a user in a WWAN moves into a WLAN, medium access 
control (MAC)-layer sensing and traditional physical-layer sensing for the WLAN is performed to 
ensure better quality of service (QoS). On the other hand, when the user moves out of a WLAN 
area, it is crucial to promptly detect the unavailability of the WLAN and switch the connection 
from WLAN to WWAN seamlessly. A fast Fourier transform (FFT)-based signal decay detection 
scheme was used to reduce the ping-pong effect, and an adaptive threshold configuration 
approach was proposed to prolong the time the user stays in WLAN.
The authors of [CMCH05] identified the design challenges for vertical handover as (1) no 
common pilot between networks, (2) different QoS requirements and (3) ping-pong effects. To 
effectively support the vertical handover, three corresponding control elements were designed in 
the proposed vertical handover control algorithm: a throughput-based mapping function, QoS- 
based dynamic handover threshold, and performance-based trigger timer. In different networks,
49
Chapter 4. Novel Cross-Layer Solutions fo r Vertical Management
the same signal noise ratio (SNR) might result in different throughput performance. A direct 
comparison of the SNR values will cause a misinterpretation of the resulting performance. To 
resolve the problem, an effective SNR, based on the actual performance was used. To reflect the 
benefit of the vertical handover in various aspects, besides the effective SNR values, the 
algorithm also considered dynamic thresholds and the associated timers to achieve the QoS 
requirements. The numerical results show that the proposed algorithm improves the transmission 
throughput for non-real-time services and can substantially reduce the packet loss rate for the real­
time services by reducing the vertical handover frequency.
Once the handover decision is made, the connection has to be setup in the new access network 
and different procedures may be involved for registration, authentication and association in two 
cases respectively.
Case I: UE moving to a UMTS network
When a UE handovers to a UMTS network, it performs “GPRS Attach” procedure to enable 
its access to the GPRS services based on the 3GPP specifications [3GPP05c] [3GPP05g], In 
general cases, a UE perform “GPRS Attach” after powering up with its IMSI to the SGSN in 
order to obtain access to the GPRS services. During “GPRS Attach”, the UE’s location will 
be updated in the HSS following successful authentication with the HSS via SGSN. The 
successful GPRS attach (refer to Figure 4-10) establishes a logical association between the 
UE and the SGSN, then the UE may activate PDP contexts for PS services.
UE SGSN HSS
1. Attach Request
2. Identity Request
2. Identity Response
3. Authentication
4.----------------- IMEI Check -------------
V.^ttach Accept
8. Attach Complete
5. Update Location
Figure 4-10: GPRS Attach Procedure
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Case II: UE moving to a WLAN network
When the UE handovers to an interworking WLAN it goes through the following major steps 
before the establishment of the end-to-end tunnel to the 3GPP system via the WLAN: WLAN 
access authentication and authorization. As shown in Figure 4-11, after the WLAN 
association is established, the EAP authentication procedure is initiated. A number of EAP 
Request and EAP Response messages are exchanged between 3GPP AAA Server and WLAN 
UE. The amount of round trips depends e.g. on the EAP type used. Information stored in and 
retrieved from HSS may be needed to execute certain EAP message exchanges. Upon the 
successful EAP authentication and authorisation, the WLAN receives the “EAP Success” 
message from the 3GPP AAA Server. Thus the WLAN UE is successfully authenticated with 
the AAA server and registered with the HSS.
3. Authentication Info and 
Subscriber profile retrieval 
from HSS
4. Policy enforcement info deliver)
5. Access Accept
6. EAP Success 7. WLAN UE registers to 
HSS
HSSWAGWLANUE
WLAN
AN
3GPP AAA 
Server
1. WLAN connection setup
2. Necessaiy amount of EAP Request & EAP Response message exchanges 
between UE and 3GPP AAA Server as specified in the itilised EAP type
Figure 4-11: WLAN Access Authentication 
4.3.2.2 Network Layer Handover
As the de facto standard, MIP [CPER02] [CPER04] is widely accepted as the network layer 
solution to handle the inter-system handover (macro-mobility). However the network-layer 
handover latency is still too high when it comes to interactive multimedia applications such as 
voice over IP or video streaming. The link layer handover is performed rather unilaterally 
without notifying the high layer about the changes of the access points. If the mobile node moves 
to a new network segment belonging to a different IP subnet, the mobile node cannot keep the 
active communication until a network layer handover is completed. According to the Mobile IP 
standards, the mobile node would eventually receive an advertisement from the access router (in
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case of MIPv6) or the foreign agent (in case of MIPv4) associated with the new IP subnet, and 
then would re-establish its connectivity to the wired network by updating its home agent with its 
new address. The link-layer handover implementation poses two problems in reducing mobile IP 
handover latency. First, because link-layer handover is transparent to software, it is not possible 
for mobile IP code to detect its occurrence immediately. Second, because a mobile node can only 
receive packets from one access point at a time mobile IP code can only receive advertisements 
from the current access router / foreign agent, but not those from neighbouring agents. As a 
result, even if a mobile node can detect the link-layer handover immediately, without 
advertisements from the new agent it still does not know which agent to contact to facilitate the 
network-layer handover process.
Some work has been done in wireless LANs to reduce the handover latency. In [SSHA04] a low- 
latency mobile IP handover scheme was proposed that can reduce the handover latency of 
infrastructure-mode wireless LANs to less than 100 ms. The proposed scheme overcomes the 
inability of mobility software to sense the signal strengths of multiple-access points when 
operating in an infrastructure-mode wireless LAN. It expedites link-layer handover detection and 
speeds up network-layer handover by replaying cached foreign agent advertisements.
The Mobile IPv6 Fast Handover protocol [RK0005] has been proposed in IETF as a way to 
minimize the interruption in service experienced by a Mobile IPv6 node as it changes its point of 
attachment to the Internet. Without such a mechanism, a mobile node cannot send or receive 
packets from the time that it disconnects from one point of attachment in one subnet to the time it 
registers a new care-of address from the new point of attachment in a new subnet. Such an 
interruption would be unacceptable for real-time services such as Voice-over-IP. The basic idea 
behind a Mobile IPv6 fast handover is to leverage information from the link-layer technology to 
either predict or rapidly respond to a handover event. This allows IP connectivity to be restored at 
the new point of attachment sooner than would otherwise be possible. By tunnelling data between 
the old and new access routers, it is possible to provide IP connectivity in advance of actual 
Mobile IP registration with the home agent or correspondent node. This allows real-time services 
to be re-established without waiting for such Mobile IP registration to complete. Because Mobile 
IP registration involves time-consuming Internet round-trips, the Mobile IPv6 fast handover can 
provide for a smaller interruption in real-time services than an ordinary Mobile IP handover.
However the availability of the particular link-layer information, as well as the timing of its 
availability (before, during, or after a handover has occurred), differs according to the particular 
link-layer technology in use. In [AMIS03] an empirical study of the handover process at link- 
layer was presented, which shows that a MAC layer function -  probe is the primary contributor to 
the overall handover latency. Moreover a large variation in the latency was found from one 
handover to another and also among access points and stations used from different vendors.
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The vertical handover between UMTS and WLAN is much more complicated and a few
procedures are required to set up the data path at the network layer.
Case I: UE moving to a UMTS network
Before a GPRS-Attached UE can access the IMS services, it must activate a PDF address (or 
IP address) to begin packet data communication by executing “PDP Context Activation” 
procedure, which sets up the bearer service between the UE and the GGSN through SGSN to 
cany the application data. In order to support the standard IPv6 stateless address 
autoconfiguration mechanism, as defined by the IETF, the GGSN shall assign a prefix that is 
unique within its scope to each PDP context applying IPv6 stateless address 
autoconfiguration. This avoids the necessity to perform duplicate address detection at the 
network level for every address built by the UE. During “PDP Context Activation Procedure” 
as shown in Figure 4-12, upon reception of the “Create PDP Context Request”, the GGSN 
creates an IPv6 address composed of the prefix allocated to the PDP context and an interface 
identifier generated by the GGSN. This address is then returned in the PDP Address 
information element in the “Create PDP Context Response” message, together with the IP 
addresses of the available P-CSCFs for IMS services. After the UE receives the IPv6 address 
produced by the GGSN in the “Activate PDP Context Accept”, it may send a “Router 
Solicitation” message to the GGSN to activate the sending of the “Router Advertisement” 
message. Upon reception of the “Router Advertisement” message, the UE constructs its full 
IPv6 address by concatenating the interface identifier received in step 6 . Thus the UE is ready 
to access IMS services.
1. Activate PDP Cor text Request
2. Create PDP Context Request
Create PDP Context Response
5. Radio Access Bearer Setup
^  Activate PDP Cor text Accept 
7. Router Solicitation
Router Advertiser lent
RAN SGSNUE GGSN
3. Get IP addresses 
of P-CSCFs
Figure 4-12: PDP Context Activation Procedure
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Case II; UE moving to a WLAN network
Before the WLAN UE can access the IM service, an end-to-end tunnel has to setup between it 
and the appropriate PDG. In this work, the GGSN is re-used with the PDG functionality 
(refer to Figure 4-14), The end-to-end tunnel between the WLAN UE and the PDG is setup 
according to the procedure displayed in Figure 4-13. Then the end-to-end tunnel is terminated 
by the Tunnel Termination Gateway (TTG) of the PDG, and the setup of a GTP tunnel is 
triggered towaids the GGSN part of the PDG by using the two messages Create PDP Context 
Request and Create PDP Context Response (refer to step3 and 4 in Figure 4-13). Notice the 
IP addresses of the suitable P-CSCFs for IM services are returned with the “E2E Tunnel 
Establishment Ack” message to the UE. Each end-to-end tunnel is mapped one-to-one to a 
GTP tunnel. So fai' the data path is ready for the WLAN UE to access IM services.
In this case additional process may be necessary for allocating the IP address to the WLAN 
UE after the E2E tunnel is established. In case of IPv6 stateless address autoconfiguration is 
applied, similar procedure is executed in PDG as that in GGSN of case I to avoid DAD 
performed by the WLAN UE.
1. E2ETinnel Establishment Request 2. Aitheiit. 
data i^fieval
3. Create PDP Context Request
4. Create PDP
5. E2ETunnei Establishment Ack
6. Router Solicitation
7. Roller Advertisement
PDGWAG GGSNWLANUE
WLAN
AN
3GPP AAA 
Server
Figure 4-13: E2E Tunnel Establishment and IPv6 Stateless Address Autoconfiguration
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Figure 4-14: Mapping between E2E tunnel and GTP tunnel 
4.3.2.3 Application Layer Handover
Application layer handover is mainly about session re-establishment, and the latency occurring in 
this stage consists in the time that it takes the application layer to detect the address change, send 
the SIP re-INVITE request, and re-setup the media flow towards the new location of the mobile 
node. The handover delay for SIP based mobility has been analyzed and reported in several 
papers. In [NNAK03] the handover delay of SIP terminal mobility has been measured in an IPv6 
testbed, and the delay was examined that is incurred when a mobile node moves to a new network 
and performs the DAD and router reselection. An analytical model was developed in [NBAN04] 
to analyze the SIP handover performance in an IP-based 4G system with UMTS and WLAN 
access networks. The numerical results show that the handover to a UMTS access network 
introduces a minimum delay of 1.4048s for 128kbps channel, while for handover to a WLAN 
access network the minimum delay is 0 .2ms.
Some work has been done to reduce the application layer handover delay. The issues related to 
interworking between SIP and Mobile IP was investigated in [SMFA04], with a focus on IPv6 
and the applicability to 3G networks being standardized in 3GPP and 3GPP2. In particular, the 
type of addresses used in the SIP services, and architectural implications of the SIP service 
infrastructure and of MIP were considered. [EIVO04] focused on the delay accumulated during 
movement detection for SIP based mobility over IPv6 network and tried to bring it to a minimum 
using upward propagation of events generated by a layer 2 entity
In case of the heterogeneous system, the SIP based procedures are more or less the same both 
when the UE moving to a UMTS and to a WLAN. The SIP-based procedures for IMS services 
including application level registration and session re-establishment. After the data path has been 
set up for the IMS SIP signalling, the UE must register its new IP address with the IMS before it 
can access the services (see SIP Registration part in Figure 4-15). Generally once the PDP
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context for IMS signalling is activated, the UE executes the IMS registration. Figure 4-15 shows 
the simplified SIP session re-establishment procedure. The UE re-invites the CN to its new 
address by sending SIP Re-INVITE message through P-CSCFs and S-CSCFs involved in the SIP 
signalling path between the UE and the CN. Once the CN gets the updated information about the 
UE, it sends an acknowledge message SIP OK while starting to send the data. Thus the IM 
session is resumed.
Ho me NetworkVisited Network
SIP Registration
MIP binding update
SIP register
SIP register
|I P  200 OKSIP 200 OK
SIP Session Setup
SIP Re-INVITE SIP Re-INYI TESIP Re-INVITE
183 session progress 183 session progrès; ^ 8 3  session progress
PRACK PRACK PRACK
200 OK 2gOOK jOO OK
180 ringing 180 ringing J80  ringing 
ACKACK ACK
CNHAS-CSCFUE P-CSCFAccess Network
IP address acquisition and Mobile 
IP procedures
Figure 4-15: Simplified SIP Registration and Session Re-Establishment Procedures
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4.3.3 The Proposed Integrated Handover Management Mechanism 
4.3.3.1 Analysis of Delays at Different Layers
Figure 4-16 depicts the main procedures during handover processes and its delay components in 
detail. The vertical handover latency D is defined as the amount of time when the multimedia 
session is disrupted due to the change of the access network. It essentially consists of three 
components: layer 2 handover latency for switching lower layer medium to the new access 
network (Di), network layer handover latency for setting up a new data path in the new access 
network (D2), and application layer handover latency for re-establishing the multimedia session 
(0 3 ) :
D = Di + D2 + 03 (4.1)
■
UE WLAN AN 
I I
PDG/AR AAA Server P-CSCF
I I
HA P-CSCF HLR G G SS/A R SGSN UTRAN UE
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\ ________________ /
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Figure 4-16: Handover Delay Components
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Assuming UMTS is always available and WLAN is optional, in Case I when moving from 
WLAN to UMTS, the objective of the handover is to switch to UMTS before the WLAN link 
breaks, while staying in the WLAN as long as possible due to low cost and high speed. However 
when moving from UMTS to WLAN as handovers in Case II the goal is to improve the quality of 
service. -
As described before, layer 2 handover latency Di includes the delay caused by the handover 
detection and the authentication procedure. The key issue in Case I is how to detect the 
unavailability of the WLAN. Since UMTS is always available the GPRS Attach with the UMTS 
authentication (refer to Figure 4-10) can be done before the WLAN link breaks, so Di in Case I is:
D 1, case I =  Dho_detection ( 4 .2 )
While in Case II the vertical handover control algorithm is required to detect the availability and 
the performance of the WLAN based on the QoS of the applications. Moreover in this case the 
WLAN authentication is unavoidable. Thus Di in this case is:
D l ,  case II =  Dlio_detectioii +  DWLAN_autlien. ( 4 .3 )
The network layer handover latency Dz caused by PDP Context Activation, IP address allocation 
and MIP related procedures in Case I, and E2E tunnel establishment, IP address allocation and 
MIP related procedures in Case II. In this work IPv6 stateless autoconfiguration is used for UEs 
to get the new address, and DAD is avoided because the GGSN or PDG can provide the unique 
prefix for each IP address, so Dz in each case is:
DZ, case I =  DPDP_Acti. +  DMIP_Proce. ( 4 .4 )
D z , case II =  DE2E_tuuiiel_est. +  DMIP_Proce. ( 4 .5 )
The application layer handover latency is the same for both cases that is caused by the SIP re­
registration and session re-establishment.
D s  =  DsiP_Reg. +  DSession_est. ( 4 .6 )
Then the overall vertical handover latency D  is expected as:
Dcase I =  Dho_detection +  DPDP_Acti. +  DMIP_Proce. +  DsiP_Reg. +  DSession_est ( 4 .7 )
Dcase II =  Dho_detection+ DWLAN_authen +  DEZE_tunnel_est. +  DMIP_Proce. +  DsiP_Reg. +
DSession_est
(4.8)
Although quite a few works have done, as described before, to improve the performance of the 
vertical handover, most solutions may be sufficient to complete the handover successful, but not
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with the optimum performance. The main reason is the lack of synchronization during the three 
stages of the handover.
The above factors motivate us to design an integrated mobility management mechanism with the 
following requirements:
• Efficient vertical handover algorithm for Layer 2 handovers: for handovers in Case I when 
moving from WLAN to UMTS, promptly detect the unavailability of the WLAN, while for 
Case II handovers in the reverse direction, efficiently detect the availability and the 
performance of the WLAN based on the QoS requirement of the applications.
• Pre-registration, pre-authentication for network layer and application layer handovers to 
guarantee the seamless handover -  “make before break”.
• Synchronization and coordination of three layers -  layer 2 triggers for network layer 
handover once the link layer handover decision is made, and network layer triggers for 
application layer handover once the new IP address is assigned.
4.3.3.2 Handover Manager
In this approach a handover manager (HM) is introduced to act as a vertical handover decision 
maker with the main functions as follows:
• Monitoring the network condition and maintaining the handover candidates list;
• Making handover decision for both directions between UMTS and WLAN;
• Triggering the network layer handover and application layer handover by cross-layer 
notification.
4.3.3.3 Handover Control Algorithm
For Case I handovers when moving from WLAN to UMTS, the FFT-Based decay detection 
proposed in [QZHA03] can be used to detect the unavailability of WLAN quickly and accurately. 
As to Case II handovers in the reverse direction, the vertical handover control algorithm proposed 
in [CMCH05] is used to effectively support the vertical handover based on QoS requirement of 
the on-going applications and user profiles. Once a decision to perform a handover at the link 
layer is made, MIP is notified by the HM.
4.3.3.4 MIP Pre-Authentication, Pre-Registration using Cross-Layer Signalling
We propose a cross layer signalling based scheme for pre-authentication and pre-registration so 
that the overall handover is reduced. In general, the L3 handover does not start automatically 
after the L2 handover is finished because there is little or no coordination between the two layers.
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MIP implementations use different algorithms for deciding when to handover from one network 
to another. These algorithms usually involve observing the received Router Advertisements from 
the old and new Access Routers, RA lifetimes etc. As a result, it may take a while after the L2 
handover for MIP to decide that a L3 handover is required. This delay could be significantly 
reduced if L2 can trigger L3 after the L2 handover is complete. Similarly, applications are also 
unaware of the start and end of handovers happening at the lower layers. However, in some 
cases, it could be beneficial if such knowledge was available to the higher layers. For example, a 
SIP user agent may need to perform location update after network layer handover is completed 
successfully. Similarly, an application may need to estimate the network conditions in the new 
network so as to adapt ongoing sessions accordingly.
Bearing in mind the considerations mentioned above, we propose to use cross layer signalling 
between L2, L3 and higher layers for better coordination during handovers. The timing of 
triggers is of critical importance in order to achieve maximum benefit. During the L2 handover, 
the obvious point when L3 could be triggered is the beginning of authentication with the AAA 
server. At this point, L2 has committed to a handover with the new network and hence it makes 
sense to let L3 know so that it can prepare for L3 handover. In the worst case, the authentication 
procedure may fail and the L3 handover would not required but that does not make things any 
worse. As far as the application is concerned, as soon as the registration with the HA has 
finished, L3 can send a trigger. Based on these general principles, we designed a solution for 
integrated handover management using cross layer signalling for WLANs. In this scheme, L3 
was triggered immediately after the MN sends the EAP Identity Response message (in reply to the 
EAP Identity Request message). While the rest of the authentication procedure is in progress, 
MIP starts preparing for the L3 handover. This way we avoid the gap between the end of L2 
handover and start of L3 handover. Furthermore, in the course of the L3 handover, after the MN 
has received Binding Acknowledgement from HA, a trigger is sent to the SIP user agent that then 
starts the location update procedure and session modification, if required.
The cross-layer signalling itself can take many forms. For instance, [KCHE02] proposes the use 
of a local database that consists of a set of layer-specific profiles that are updated when interesting 
changes happen at a particular layer. This method is not efficient in time-critical scenarios and 
hence not particularly useful for our case. A faster way would be to use direct out-of-band 
signalling between the layers involved. We choose this option for triggering the network layer 
when a link layer handover happens. A similar approach was adopted in [ZLIN05] for handovers 
in a WLAN.
A generic cross-layer signalling method has been proposed for signalling between any two layers 
in the protocol stack in [QWAN03a]. The message itself does not use any standardized protocol 
such as Internet Control Message Protocol (ICMP) because the overhead is quite high for these
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protocols. A simple message is defined that consists of only 3 fields. The first field is 
Destination Address that is used to identify the destination layer and destination protocol(s) or 
application(s). The Event Type field holds a parameter that describes the event that is being 
signalled about. The Event Contents field indicates the value of the parameter. To implement 
this method, a dedicated application program interface (API) between the two layers is defined.
We defined a very simple signalling method using the well-known UNIX socket API. Each layer 
was given a fixed port number and other layers could bind to the corresponding socket. Each 
message had two information elements: type of data and the data itself.
4.3.4 H andover D elay A nalysis in Testbed
A delay analysis was performed in a testbed environment to determine how each step on the 
handover procedure contributes to the overall delay. Furthermore, we also studied the 
performance of the proposed cross-layer handover management solution. In this section, we 
describe the test environment in detail and present the results of our investigation.
4.3.4.1 Test Setup
The testbed configuration was carefully designed bearing in mind the objective of analyzing the 
handover latency experienced by delay sensitive real-time applications. In previous sections, we 
described in detail the handover procedure in 3G-WLAN interworking scenarios. It is obvious 
that the L2 delay in such handovers is strongly dependent on the underlying radio technology. 
However, the L3 handover using MIP involves more or less the same procedure as defined in 
[CPER04]. The same can be said about the SIP signalling involved in establishing various 
multimedia services. Therefore, we focus our tests on L3. As we are not concerned about the L2 
delay that much, we can use a homogeneous WLAN-based test setup to analyze the handover 
delays and to examine the performance of our cross layer signalling based handover scheme. 
Figure 4-17 shows the test setup used for the performance study.
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Figure 4-17: SIP/M IPv6 Testbed
A fully IPv6 -based network was setup for this study using laptops and Cisco L2 switches. The 
main elements of the network architecture were: Home Agent, Access Router, Mobile Node and 
Correspondent Node. All the network nodes used the IPv6 stack provided by the Linux kernel. 
The MIPL Mobile IPv6 for Linux software developed at Helsinki University of Technology was 
used in the HA, MN and CN. For the sake of simplicity, IPSec was not used for securing 
signalling packets. Furthermore, stateless address autoconfiguration was used. Both the HA and 
the AR also provided WLAN Access Point (AP) functionality with the help of hostAP software. 
The MN used a WLAN client card to connect to the home and visited networks via the HA and 
AR respectively. The wireless clients were authenticated by the APs via a RADIUS-based AAA 
server using EAP-TLS.
The test setup also included a SIP-based service provisioning architecture that was a simplified 
version of the IP Multimedia Subsystem. The main components were: a SIP server and a pair of 
SIP proxies located at the edge of the home and visited networks, respectively. With reference to 
the IMS architecture (see Figure 4-8), the SIP server acted as the S-CSCF while the proxy servers 
acted as P-CSCF. For simplicity, the I-CSCF was not used. A SIP-based softphone (Linphone) 
was used as the application during the experiments.
We designed a set of test cases for the delay analysis in order to study the delay performance 
under different scenarios. For this purpose, we chose the Router Advertisement (RAd) interval 
and amount of background traffic at the AR as parameters to be varied to yield different test 
cases. The RAd interval was chosen because it is a significant factor in determining the speed 
with which an MN discovers the visited network. Therefore, it would affect the handover delay. 
The background traffic was selected bearing in mind the fact that network load can vary over 
time, even within a day. Hence, its effect on handover is also an important aspect of the delay 
analysis. It must be said, however, that there are many other parameters that could have been
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considered but we decided to concentrate on these two for the reasons mentioned above. Three 
settings were used for background traffic: no traffic (marked No BT), 25 Mbps (marked BT = 25 
Mbps) and 50 Mbps (marked BT = 50 Mbps) respectively. The RAd interval is expressed as a 
range with the actual value for each RAd chosen randomly according to a statistical distribution. 
Three different ranges were used during the experiments: 3-10 seconds, 15-50 seconds and 30- 
100 seconds. Thus, in total, 9 test cases were realized. Furthermore, each test case was executed 
for both the standard handover case (no cross-layer signalling) and the proposed cross-layer 
signalling based handover.
In each test case, the MN starts in its home network. It is first authenticated by the RADIUS 
server so that L2 connectivity is established. Then L3 connection is set up via the standard 
MIPv6 procedure. Finally, the MN registers with the SIP server. The CN is a fixed node and it 
also registers with the SIP server. Afterwards, a SIP-based phone call is initiated using Linphone 
between the MN and CN. While the call is ongoing, the MN roams to the visited network and a 
handover takes place. During the handover, the MN is authenticated by the RADIUS server and 
then the MIPv6 procedures take place, followed by the resumption of the application session.
4.3 4.2 Results
Based on the test cases and scenario described above, extensive measurements were carried out. 
In order to minimize random effects, each test case was repeated 100 times. We measured the 
delay at L2, L3 and also calculated the overall delay. The L2 delay was measured from the point 
when the MN started the EAP exchange in the visited network up to the point when the EAP 
Success message was received. The L3 handover was measured from the instant when the MN 
sent a Router Solicitation message to the AR in the visited network up to the instant when the 
Binding Acknowledgement was received from the HA. The total delay is not simply the sum of 
the L2 and L3 delays because in the cross layer scheme the MIPv6 handover procedure starts 
while the authentication is still taking place. We measure it from the stait of the L2 handover up 
to the resumption of the application session.
The first set of results is given below. They show the average handover delay for layers 3 and the 
overall average delay for the different test cases for no cross layer signalling (marked ‘NXL’ in 
the legend) and for the cross layer case (marked ‘XL’ in the legend). As far as the L2 delay is 
concerned (see Figure 4-18), there is no trend as such because the RAd interval has no impact on 
the L2 handover. However, introduction of background traffic should increase the L2 delay and 
our results confirm this (not shown here due to space restrictions). Figure 4-19—Figure 4-22 
reveal that, in general, both the L3 and the overall delays for the cross layer scheme are lower 
although the actual difference varies for different test cases. When the RAd interval is in the 
range 3-10 seconds and there is no background traffic (see Figure 4-19), there is almost 30%
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reduction in L3 delay while the overall delay is down by 25%. On the other hand, the difference 
in performance is much smaller when the RAd interval is 15-50 seconds. However, it must be 
said that the difference is not due to change of RAd interval. Rather it is due to random effects. 
The general impact of RAd interval can also be seen from the graphs. The average RAd interval 
is increasing from left to right and the delay shows the same trend. Any increase in the average 
RAd interval means that the MN receives Router Advertisements less frequently and hence during 
handover, it is highly likely that the MN has to wait longer to receive RAs from the visited 
network. This leads to increase in the handover latency. The same trend can be seen when the 
background traffic is increased to 25 Mbps. However, in this case, the delay values are higher 
because the background traffic creates congestion and hence increases the delay experienced by 
the MIPv6 packets.
L2 Delay (No BT)
3/10
| ° X L
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15/50
RAd interval (Min/Max, s)
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Figure 4-18: L2 delay without any background traffic
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Figure 4-20: Overall delay without any background traffic
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L3 Delay (BT = 25 Mbps)
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Figure 4-21: L3 delay with background traffic 25 Mbps
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Figure 4-22: Overall delay with background traffic 25 Mbps
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Figure 4-23 and Figure 4-24 show the distribution of delay samples during the 100 experiments 
conducted for one test case: with cross layer signalling, RAd interval set to 3-10 seconds and the 
background traffic varied from 0 to 50 Mbps. Both L3 as well as overall delay are shown 
respectively. It can be seen that most of the samples actually fall in the low delay region.
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Figure 4-23: L3 Delay distribution
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Figure 4-24 Overall Delay Distribution
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4.3.4.3 Discussion
We presented some of the results of our experimental study above. The main objective of the 
investigation was to look at the different delay components. The tests done with native MIPv6 
mobility management clearly indicated that the most significant contributor to the handover delay 
was the L3 procedure. The main reason for L2 delay is the time is required for the EAP-TLS 
authentication procedure. The time taken for authentication obviously will vary if some other 
form of authentication is used (e.g., EAP-MD5, EAP-TTLS etc). Furthermore, as this process 
also involves the RADIUS server which maybe a few hops away from the AR, the L2 delay will 
also depend on the network topology as well as congestion in the network. In the absence of cross 
layer signalling, the L3 handover started only after the L2 handover had finished, i.e., the EAP- 
TLS procedure was over because the link sensing algorithm in the MIP software was working 
independently of the client authentication software. However, in the cross-layer signalling 
scheme, MIP receives a trigger from the authentication agent as soon as the EAP process has 
kicked-off, informing MIP that L2 handover has already started. Therefore, MIP starts preparing 
for handover immediately which results in reduction in the overall delay. In order to reduce the 
effect of RAd interval on the L3 delay, RAd caching can be used.
As far as the application is concerned, the L3 handover is enough for the session to resume. 
However, cross layer signalling can be used to further optimize the application performance. As 
the proper routing of SIP messages requires the SIP server to know the current location of the 
MN, the L3 handover should be followed by a location update. Instead of waiting for the periodic 
update timer to expire, the MN can send an update as soon as L3 handover is finished. This is 
achieved by providing a cross layer trigger form MIP to SIP agent on the MN. This update does 
not help any ongoing sessions but ensures that any incoming calls would be routed properly. The 
same trigger can be used by the SIP agent to send a SIP re-INVITE message to change the session 
properties, if required. This may happen, for instance, when the visited network has different 
capabilities compared to the home network in terms of bandwidth etc.
4.4 Summary
In this chapter, the possible vertical handover solutions for UMTS-WLAN interworking scenarios 
have been investigated. As a star ting point the cross-layer signalling design between MIP and SIP 
was proposed to enhance the mobility support for real time multimedia services in pure IP 
wireless networks. The experimental results indicated that the solution has been proven to reduce 
the handover latency and packet loss and improve the overall data throughput as a result.
The second half of this chapter was focused on the survey of mobility management in UMTS- 
WLAN interworking scenarios. The interworking model proposed in 3GPP was briefly
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described. Different alternatives for handover at the link layer, network layer and application 
layer were discussed. Cross layer signalling for better coordination between the link and network 
layers was considered and a method proposed for this purpose. The experimental performance 
evaluation of cross-layer signalling enhanced mobility management was carried out and a set of 
sample results were presented. The results show a wide variation in the handover delay 
experienced by the applications although most of the samples lie within a narrow band in the 
middle of the range.
We believe that further improvement in peiformance can be achieved by enabling cross-layer 
signalling between the network layer and application layer. We intend to investigate this as part 
of future work. Furthermore, the algorithms for handover at the link layer need to be investigated 
further.
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Chapter 5
5 New Location Management Schemes in 
UMTS and Future Networks
5.1 Introduction
Timely locating users is important for service quality in mobile communication networks. To 
establish location, users can regularly inform the network of their locations (location update); the 
system can search for the user after a call/session arrival (paging). As presented in Chapter 3, 
considerable research has been done on registration strategies and in identifying the trade-off 
between registration and paging, while various paging strategies have been investigated. It is still 
one of the design challenges in UMTS and future networks to minimise the average cost of 
location update and paging. This chapter is focused on the location management strategies in 
UMTS and future networks. Firstly an improved local anchor scheme is proposed for UMTS 
networks for reducing the signalling cost. Secondly an analytical model is developed to 
investigate the performance of the inactivity counter mechanism proposed in 3GPP, followed by a 
proposed scheme that can be used to reduce the overall location management cost for PMM-Idle 
users. Finally a cell-mapping mechanism is proposed as a location management solution in 
UMTS-WLAN interworking architecture.
5.2 An Improved Local Anchor Scheme for UMTS Networks
As the main database in a UMTS network, the HLR is involved in every location registration and 
call/session delivery for both CS and PS services, which may result in increased call/session set 
up delay during heavy network utilization period. There is a trade-off between the costs of 
location update and paging, and a number of efforts have been reported to minimize the overall 
cost. A local anchoring scheme is introduced in [JSMH96] to reduce the signalling cost by 
reporting the location change to the local anchor instead of HLR. In [YBLI98], a pointer 
forwarding with distributed HLR scheme is proposed to reduce the “find” cost in call delivery. 
The profile-based location update scheme [GPPA97] reduces the update cost by taking advantage 
of the user’s mobility pattern. However these strategies can achieve a cost reduction (compared
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to the IS-41 or GSM standards) without taking into account the location management 
requirements in UMTS PS domain (which plays an increasingly important role in 3GPP releases).
The great diversity of the application types supported in UMTS requires a more flexible core 
network level scheme based on each user’s individual service and mobility characteristics, which 
we propose here as a user-orientated local anchor scheme. The proposed strategy is hased on the 
user’s profile generated by 1) each user through simple calculation and, 2) HLR by recording the 
service usage of the user. This is done consuming no extra network and wireless bandwidth. At 
the same time, a pool area design [3GPP05f] is considered in order to further reduce the signalling 
cost. In Section 5.2.1, the proposed strategy is described. The analytical model, the simulation 
results and discussion are presented in Section 5.2.2 and 5.2.3.
5.2.1 Local Anchor Mechanism &
R em ote A-link
RSTP
D-link
Local A-link
Figure 5-1: Reference Architecture
Figure 5-1 shows the reference signalling networking architecture assumed throughout this work 
and as in [JSMH96]. SGSNs belonging to the same local signalling area (LSA) are connected to 
each other through a local signalling transfer point (LSTP). All LSAs within the same region are 
connected to a regional signalling transfer point (RSTP). In addition, we assume throughout this 
thesis that the residential area and the city centre are covered by pool areas (refer to Figure 5-2), 
each of them is served by one or more SGSNs in parallel and information sharing is enabled 
among the SGSNs in a pool area. The location of the UE is reported to the Anchor SGSN located 
in the pool area instead of the HLR as long as the UE roams within the pool area. The serving 
SGSN during the last call arrival is selected as the Anchor SGSN. When the UE moves into a 
new pool area, the serving SGSN is selected as the new Anchor SGSN and a normal RA update is
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needed with the HLR. Each UE calculates its own call/session arrival probability locally based on 
the history record within a certain period of time, while the HLR keeps track of the SGSNs and 
GGSNs which originate relatively high call/session rates towards the UE, and records them as the 
Frequent Session Callers (FSCs). All information is included in the UE’s service profile.
1 M SC3I
1 MSC
MSC 1 j
I M S C 6 I I m s c s H
M SC4 M SC7
CS pool- area 2 \ \are^/  CS pool- ey I
w m
area 1 7
PS pool
SGSN 1 SGSN 3 1-1 I SGSN 4 L SGSN 6SGSN 2
SGSN 5
Figure 5-2: Pool-area configuration example
Based on the local anchoring the RA update procedure is modified as follows, which is shown in 
Figure 5-3 and Figure 5-4:
1 ) The UE decides to perform RA update with the SGSN when it detects it has entered a new 
RA by comparing the RAI stored in its PMM context with the RAI received from the network, 
or when the periodic RA update timer has expired.
2) The SGSN detects that it is an intra-SGSN RA update if it also handles the old RA. In this 
case, the SGSN has the necessary information about the UE and there is no need to inform the 
Anchor SGSN, GGSNs or the HLR about the UE’s location. Note: a periodic RA update is 
always an intra-SGSN RA update.
If it is an inter-SGSN RA update, the new SGSN sends an SGSN Context Request message to 
the old SGSN. The new SGSN also checks if the old SGSN is in the same pool area, if so, 
continues to the next step, otherwise it jumps to step 6 below.
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3) The old SGSN sends an acknowledgement message to the new SGSN together with a copy 
of the subscriber’s user profile (includes PMM and PDF context if applicable).
4) The old SGSN removes the record of the UE and checks if the new SGSN is in the same 
pool area; if so, it sends a message to inform the Anchor SGSN of the location change, then 
continues to the next step, otherwise, it goes to step 6 .
5) The Anchor SGSN updates its record of the new location of the UE and sends an 
acknowledgement to the old SGSN. The RA update procedure is now complete.
6 ) The new SGSN sends “Update PDF Context Request” to the GGSNs and Update Location 
to the HLR. At the same time it also sends a message to the FSCs about the new location of the 
UE.
7) The GGSNs update the record and send “Update PDF Context Response” to the new 
SGSN.
8) The HLR updates its record indicating the new Anchor SGSN of the UE and sends “Update 
Location Acknowledgement” to the new SGSN. The HLR also sends a “Cancel Location” to 
the old Anchor SGSN.
9) The old Anchor SGSN removes the record of the UE and sends “Cancel Location 
Acknowledgement” to the HLR.
10) The RA update is now complete.
Anchor SGSN (4)
Old SGSN New SGSN
(5)
Figure 5-3: Routing Area Update with Anchor SGSN
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Pool Area Boundary
, Anchor SGSN
O d SO
New SGSN
Pool Area 1
GGSN
FSC
(6)
Pool Area 2
Figure 5-4: Routing Area Update with HLR, GGSN and FSC
The modified PS session delivery procedure is given as follows:
1) When receiving a PDF PDU, the GGSN checks if it is the called UE’s FSC, if so, it goes to 
step 4, otherwise continues to the next step.
2) The non-FSC GGSN sends “Send Routing Information for GPRS (IMSI)” message to the 
HLR.
3) The HLR returns “Send Routing Information for GPRS Ack” along with the Anchor SGSN 
address of the UE to the GGSN.
4) The GGSN sends a “PDU Notification Request” message to the Anchor SGSN.
5) The Anchor SGSN checks if it is the serving SGSN of the called UE. If it is, the procedure 
continues with the next step. Otherwise, the Anchor SGSN forwards the request to the 
serving SGSN.
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6) The serving SGSN sends a “Request PDF Context Activation” message to request the UE 
to get ready for the PS session.
5.2.2 Analytical Model
As that in [JSMH96], we assume the session call interarrival time t  ^ to be exponentially 
distributed with rate , and the RA residence time follows a Gamma distribution with mean 
y • whose probability density function is /„,(/) and has the Laplace transform given by
^ — y  • The Call-to-Mobility Ratio (CMR) is defined as the ratio of the call arrival
rate to the mobility rate: C M R - . For demonstration purposes, we consider the square RA 
layout in Fig. 2. ( 3 x 3 )  RAs are arranged in a square to fonn a pool area.
RAI RA2 RA3
— ^ —  
#  _ ^ ^ A 6
— + — —
RA8 RA9RA7
Figure 5-5: RA/Pool Area layout
Pool area boundaiy 
RA boundary
If the UE is in the central RA of the region, then it may move to one of the four directions or stay 
in the same RA with the equal probability
(5.1)
Assuming the possibility of moving out of the pool area is ô, for a boundary RA, such as RAi, 
RA], RA? and RAg, the possibility of moving to one of the three RAs (including itself) is
Pi = ( l - 2 ^ ) / 3 (5.2)
while for a boundaiy RA, such as RA2, RA4, RAg and RAg, the possibility of moving to one of the 
four RAs is
75
Chapter 5.Improved Location Management Schemes in UMTS and Future Networks
P 2 - ( X - S ) I A (5.3)
Let p.j be the one step transition probability from RA; to RAj, the transition matrix of the random 
walk is:
P =
Pi 0 Pi 0 0 0 0 0
P2 Pi Pi 0 Pi 0 0 0 0 s
0 Pi Pi 0 0 Pi 0 0 0 2S
Pi 0 0 Pi Pi 0 Pi 0 0 8
0 Po 0 Po Po Po 0 Po 0 0
0 0 Pi 0 Pi Pi 0 0 Pi 5
0 0 0 Pi 0 0 Pi Pi 0 2 8
0 0 0 0 Pi 0 Pi Pi Pi 8
0 0 0 0 0 Pi 0 Pi Pi 2 8
. 0 0 0 0 0 0 0 0 0 1
Using the Chapman-Kolmogorov equation, the m-step transition matrix
p (» 0  ^ If m = 1
If m > [
(5.4)
(5.5)
'/.o
Figure 5-6: Imbedded Markov Chain Model
Figure 5-6 shows an imbedded Markov chain model that captures the mobility and packet call 
arrival pattern of a UE. The state i is defined as the number of RA crossings since the Anchor 
SGSN was last changed. The probability that one or more packet calls aiiive between two RA 
crossings, denoted by p, can be obtained as
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p =  | ( i
/=0 (5.6)
and the state transition probability from state i to state7, denoted by (X^ j , is
1 -  /7, f o r  7 =  i +1
p ,  fo r  7 =  0 (5.7)
0 , otherwise.
We assume p, to be the equilibrium state probability of the state /, which is
P i = { ^ ~ p y  Po (5.8)
The equilibrium state probability of state 0 can be obtained by using the law of the total 
probability:
P o = P  (5.9)
Similar to [JSMH96], the following cost parameters are defined based on the reference 
architecture in Figure 5-1:
C, : Cost for a query or an update with the HLR via the remote A-link, the RSTP, the D-link,
the LSTP and the local A-link;
C2 : Cost for a query or an update with the GSN via the local A-links, the LSTP, the D-links
and the RSTP;
C3 : Cost for a query or an update with the GSN via the local A-links and the LSTP;
C4 : Cost for a query or an update with the GSN via the local A-links;
cr: Probability that a session originated from the non-FSCs.
The location of each mobile terminal belongs to one of the following three types:
HOME: the mobile terminal is served by the Anchor SGSN in a pool area;
LOCAL: the mobile terminal is served by a SGSN that is in the same pool area as the
Anchor SGSN;
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REMOTE: the mobile terminal is served by a SGSN that is in the different pool area from the
Anchor SGSN.
According to the modified session delivery procedure, Table 5-1 gives the session delivery cost 
when the mobile terminal is in one of the three location types.
Table 5-1: Session Delivery Cost
Location Cost
HOME
LOCAL Sf = 2 Cj + C3 + C4
REMOTE Sj. = 2Cj -1- C2 + C4
Assuming that the mobile terminal has performed n movements since the Anchor SGSN was last 
changed. Table 5-2 shows the seven possible combinations of the location types when the {n+1) 
movement is performed. Based on the modified location update procedure, the location update 
costs for each movement combination are given in the last column of Table 5-2.
Table 5-2: Location Update Cost
Location After n moves After n+1 moves Cost
A1 HOME HOME /Ml = C4
A2 HOME LOCAL nij = C3 + C4
A3 HOME REMOTE //Z3 = Cl + 2 C2 + C4
A4 LOCAL HOME /M4 — C3 + C4
A5 LOCAL LOCAL(same LSTP) /M5 = C3 + C4
A6 LOCAL LOCAL(different LSTP) /M5 = 2C3 + C4
A7 LOCAL REMOTE in  ^ = Cl + 2C2 “H C3 + C4
Similar to [JSMH96], the average location update cost per state transition is
C'„='^PkC,„(k)
k=0
= p ' ^ { l - p Ÿ c „ , i k )
(5.10)
k=0
where c,„(/c) is defined as the expected location update cost during the mobile terminal’s stay in 
state k and can be derived from
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!=1
and 7;.(fc + 1) is defined as the probability that the kih and the (k+I)th movements after the Anchor 
SGSN was last changed belong to combination A,- (1 < i < 7 ) as given in Table 5-2.
The average location update cost per unit time is
C,„ = 4 c ;  (5.12)
Let the expected session delivery cost during the mobile terminal’s stay in state k be c^{k) that 
can be derived as
c,(/c) = (CMR -  p)sj, + p[q,  ^(k +1)^ /, + qi(k + 1 ) +  q^(k +1)j , ] (5.13)
where q^ f k ) , q f k )  and q,.(k) are defined as the probability that the mobile terminal is located at 
HOME, LOCAL and REMOTE, respectively, k movements after the Anchor SGSN was last 
changed.
The average session delivery cost per state transition is
= P f
fc=0 (5.14)
/r=0
The average session deliveiy cost per unit time is
(5.15)
The total cost per unit time is
Cj. = C„,+ Cj (5.16)
Let and be the per unit time location update cost and session delivery cost, respectively, 
of the standard UMTS strategy. The expression of and are:
D ,= 4 C ,4  (5.17)
£>„,=4C ,^ (5.18)
The total cost per unit time of the standard UMTS strategy is
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Dr=D„,+D, (5.19)
5.2.3 Numerical Results
To simplify our discussion we use a T value of 1, then the expression of p  is:
hi order to show the cost reduction produced by the proposed scheme relative to the 3GPP UMTS 
scheme, in Figure 5-7 we plot the relative total costs per unit time, which is the sum of the 
average location update cost per unit time and the average session delivery cost per unit time, over 
various CMR from 0.01 to 100 where (7= 0.2, 5  = 0.2. We use four sets of values for the cost 
parameters ( Q , Q , Q , Q  ): setl -  (15, 8 , 2, 1), set 2 -  (15, 4, 2, 1), set 3 -  (6 , 4, 2, 1) and set 4 
— (4, 3, 2, 1), where 3 FSCs are considered. It can be seen from the Figure 5-7 that compared to 
the standard UMTS strategy, the proposed scheme always results in a cost reduction. For low 
CMR the reduction in total cost is very significant when the cost for updating/querying with the 
HLR ( Cj ) is relatively high (parameter sets 1 and 2).
The effect of the UE’s mobility and service pattern on the cost of the proposed strategy is also 
investigated by classifying the subscribers based on fJand <7 where two sets of cost parameters are 
considered {ô, <7, Q , , Q , Q  ): set 1 — (0.1, 0.1, 6 , 4, 2, 1), set 2 -  (0.3, 0.1, 6 , 4, 2, 1), set 3 —
(0.1, 0.5, 6 , 4, 2, l ) , s e t 4 -  (0.3, 0.5, 6 , 4, 2,1), set 5 -  (0.1, 0.1, 15,4, 2, 1), set 6 -  (0.3, 0.1, 15, 
4, 2, 1), set 7 -  (0.1, 0.5, 15, 4, 2, 1) and set 8 -  (0.3, 0.5, 15, 4, 2, 1). The results, as illustrated 
in Figure 5-8, show that: 1) For low <j (most of the sessions originated from the FSCs) the 
proposed strategy with FSC technique can achieve tremendous reduction in the total cost when 
the cost for updating the HLR is relatively high (set 5 and set 6); 2) Lower cost can also be 
achieved when the cost for updating with the HLR is relatively low with low (7 (set 1 and set 2);
3) The worst performance of the proposed scheme can be expected with high <7 because updating 
the FSCs upon each RA change is costly (set 3, 4, 7 and 8). This can be avoided by limiting the 
number of the FSCs to 3 and for the case of high CMR no FSC is present.
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Figure 5-7: Total cost for the proposed scheme
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Figure 5-8: Total cost under different subscriber classes
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5.3 Analytical Model for Inactivity Counter Mechanism in UMTS
In this section the typical traffic models for PS services and the random walk model are described, 
followed by the evaluation of the inactivity counter mechanism in UTRAN using the analytical 
model. An inactivity counter mechanism is proposed in PS domain with the analytical model and 
performance evaluation.
5.3.1 Traffic Models for PS services
As recommended in [3GPP03b], different traffic models are used for real time and non real time 
PS services respectively. Figure 5-9 depicts the typical characteristics of a packet service session, 
which consists of a sequence of packet calls. We only consider the packets from one source, 
which may be at either end of the link but not simultaneously. During a packet call several 
packets may be generated, which means that the packet call constitutes of a bursting sequence of 
packets. It is very important to take this phenomenon into account in the traffic model. The 
burstness during the packet call is a characteristic feature of packet transmission in the fixed 
network.
The instants of packet 
arrivals
A packet call
A packet service session
The last packet anivalThe first packet arrival
Figure 5-9; Typical characteristic of a packet service session
Real time service is modelled with an ON/OFF model for discontinuous transmission, having the 
following statistics:
Call duration distribution: exponential with mean 120s.
Duration of On-state distribution: exponential with mean of 3s.
Duration of Off-state distribution: exponential with mean of 3s.
82
____________ Chapter 5.Improved Location Management Schemes in UMTS and Future Networks
The data source model of the non real time services is based on a World Wide Web (WWW) 
application that consists of a sequence of file downloads. Each file download is modelled as a 
sequence of packet arrivals, having the following statistics.
The file size follows Pareto distribution with a parameter a  = 1.1, mean 
12,000 bytes, minimal file size 1,858 bytes, maximal file size 5,000,000 
bytes. The probability density function is:
f { x )  =
—a y x > mm
where a = lJ ,  k=1858, and m-5,000,000.
Inter-arrival time of IP packets is exponentially distributed with mean of 8.3 
ms.
After the document is entirely arrived to the terminal, the user is consuming 
certain amount of time for studying the information. This time interval is
called reading time, which is exponentially distributed with mean 12 sec.
5.3.2 Mobility Model
Users’ movement can be simulated according to the Outdoor to Indoor and Pedestrian model in
urban area, and according to the Vehicular mobility model in the open area. Moreover a
systematic user classification according to their mobility behaviour (number of activities per day, 
activity timing) and service pattern can be obtained by survey data. Therefore it requires that a 
mobility model not only has the necessary degree of randomness but also reflects the routine in 
daily activity observed by social and transportation scientists.
The two-dimensional random walk model [IFAKOO] is considered with the hexagonal cell 
structure for demonstration purposes. Figure 5-10 shows the cell/URA/RA/LA layout in a UMTS 
network, which contains two-layer LAs each consisting of two-layer RAs. The structure of URAs 
is similar to that of RAs/LAs, which contains 3-layer cells. As proposed in [YCTSOl], a six-layer 
URA/RA/LA can be labelled based on the type classification of the basic unit (cell in a URA, 
URA in a RA, and RA in a LA) showed in Figure 5-11.
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Figure 5-10: Cell/URA/RA/LA layout in a UMTS network
3-layer URA
Figure 5-11: Type classification for a six-layer cluster
We assume that a UE resides in a unit (cell, URA or RA) for a period, then move to the 
neighbouring units with the same probability (see Figure 5-12). Therefore we compute the one 
step transition matrix of this random walk, and we also define the state {n, 0) as the absorbing 
state from which the UE moves out of the n-layer cluster. Assuming the probability of moving 
out of the cluster is 5, for a boundary unit, such as (5, 0) in Figure 5-11, the possibilities of 
moving to the neighbouring units are:
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p^  =2(l-3<y)/3  
P2 = ( l - 3 S ) / 3
(5.21)
(5.22)
while for a boundaiy unit, such as (5, 1) and (5, 2), the probability of moving to one of the 
neighbours is;
P 3 -  (1 - 2 ^ ) / 4 (5.23)
A boundaiy unit:
1/6
rl /6m
1/6 1/6.
1/6
Figure 5-12: The hexagonal routing pattern
Let }.).(/,)') the one step transition probability from state (%, y) to state (x ',y ') , the one step 
transition matrix of this random walk is (for the six-layer cluster):
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P =
0 1 0 0 0 0 0 0 0 0 0 0 0
% X X X 0 0 0 0 0 0 0 0 0
0 X 0 X X X 0 0 0 0 0 0 0
0 K X 0 0 X 0 0 0 0 0 0 0
0 0 X 0 0 X X X 0 0 0 0 0
0 0 X X X X 0 X X 0 0 0 0
0 0 0 0 X 0 0 X 0 X X 0 0
0 0 0 0 X X X 0 X 0 X X 0
0 0 0 0 0 X 0 X 0 0 0 X 0
0 0 0 0 0 0 P2 0 0 0 Pi 0 3S
0 0 0 0 0 0 P3 P3 0 P3 0 Pz 2 S
0 0 0 0 0 0 0 P3 P3 0 Pz Pz 2 S
0 0 0 0 0 0 0 0 0 0 0 0 1
(5.24)
Using the Chapman-Kolmogorov equation, the m-step transition matrix:
p O n ) _ f f o r  m  =  1 
f o r  m > l (5.25)
An element P(x!l)Xx,y) i s  the m-step transition probability that the random walk moves 
from state (x, y) to state ( x ' , y ' ) .  Especially we define the probability that a UE
initially resides at unit {x, y), moves into a boundary unit (n-1, j) at the m - f ’ step, and then moves 
out of the cluster at the mth step.
»(" ') - ,  P(.x.yUn.O) -
P(.x,y)Xn,0) f o r  m = 1
f o r  m > \L;=o
(5.26)
where is the number of the types of the boundary units, e.g. in a six-layer cluster = 3 .
Thus, the probability that the UE starts from an arbitrary unit will leave the n-layer cluster at the 
mth movement can be obtained as:
1=1
(5.27)
where is the number of the units covered by a n-layer cluster and is the number of the 
units of type i (0  < i > ) labelled as {x, y).
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5.3.3 Location Update and Paging Costs for PMM-Connected UEs
Considering the bursty nature of packet calls (see Figure 5-9), 3GPP recommends an inactivity 
mechanism in UTRAN to reduce the radio resource consumption, in which the RRC_Connected 
UE may fall back to CELL_PCH between two packet arrivals within a packet call, or fall back 
further to URA_PCH between two packet calls during a packet service session. An inactivity 
counter may be used to decide when the UE changes from CELL_PCH to URA_PCH.
Figure 5-13 shows the location update activities (according to its RCC connected states) for a UE 
between two packet calls, where once the number of cell updates of a CELL_PCH UE reaches 
threshold , the UE is switched to URA_PCH mode to perform URA update instead.
r
tm
Cell updates
_ A _ _
to 1
1 I I
2 3 K1-1
I
t2
r
URA updates 
 A ___ A
N-K1 t1
time
The end of the previous 
packet call
Threshold K1 ts The beginning of the 
next packet call
Figure 5-13: Location updates between two packet calls
Suppose that the previous packet call ends at and the next packet call begins at t^, let the 
packet call interarrival time and is the cell residence time. We assume to be
exponentially distributed with rate , and the probability density function of to be {t) 
with Laplace transform /  * ( j)  and mean 1/A,,, .
Figure 5-14 shows an imbedded Markov chain model that captures the mobility and packet call 
arrival pattern of a UE. The state i is defined as the number of cell crossings since the last packet 
call ends. The probability that one or more packet calls arrive between two cell crossings, 
denoted by can be obtained as
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/=0
and the state transition probability from state i to state j, denoted by (X^j, is
1 -yO, f o r  ;  =  ; + !
p ,  fo r  7 =  0
0 , otherwise.
(5.28)
(5.29)
'2,3 7.1+1
Figure 5-14: Imbedded Markov chain model
We assume p,- to be the equilibrium state probability of the state i, which is
P i = ( X " P ) ' P o (5.30)
The equilibrium state probability of state 0 can be obtained by using the law of the total 
probability:
Po = P  (5.31)
Assume that the cost for performing a location update is U ( for UTRAN level, either Cell
update or URA update; Up^ for CN level) and that the cost for paging at one unit is V (V^2%4// 
for paging at one cell; Vp^ for paging at one RA). Let the expected location update and paging 
costs during the UE stays in state / of the imbedded Markov chain be (i) and 
(0  respectively. The expression for c„ (i) is
8 8
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\ U,  i < K ,
The average location update cost per state transition is
C , > Ë P '4 , ( ' )
(=0
(5.33)
1=0
The average location update cost per unit time is
Q  — (5.34)
Assuming v is the average number of packet call anivals between two cell crossings, then
A
Â.= (5.35)
The expression for c (i) is
f V X V ,  i<,K^ c .0 ) =  . „  (5.36)VxW ',™ ,xV ', i > K ,  
The average paging cost per state transition is
1=0
(5.37)
= / j £ ( i - / j ) ' c „ ( o
(=0
The average paging cost per unit time is
(5.38)
The total cost per unit time is
C r = C „ + C p  (5.39)
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For performance analysis we are interested in finding out the improvement (in term of the cost 
reduction) obtained the inactivity mechanism. Assume that D,, ( for UTRAN level and
for CN level), for UTRAN level and for CN level) and Dp (
for UTRAN level and Dp p^  for CN level) be the per unit time location update cost, paging cost
and total cost respectively, with the absence of the inactivity counter. The expressions of and
Dp are:
A, = (5.40)
(5.41)
Thus Dp can be obtained as:
D ^ = D „ + D ^  (5.42)
5.3.4 Location Update and Paging Costs for PMM-Idle UEs
The PS signalling connection may be released due to the user inactivity when there is no PS 
session ongoing, thus the UE moves to PMM_Idle mode. The PMM_Idle UE decides to perform 
RA update with the SGSN when it detects it has entered a new RA by comparing the RAI stored 
in its PMM context with the RAI received from the network, or when the periodic RA update 
timer has expired.
Similarly to that in UTRAN, we propose an inactivity mechanism with a specific threshold , 
which can be used in the PS core network to reduce the location management signalling cost. 
During the idle period between two consecutive packet service sessions, the UE performs the RA 
update for each of the RA crossing for the first K 2  crossings. After the th RA updates, the 
UE performs the RA update only when it crosses a LA. For the paging operation there are two 
possibilities. 1) If the UE stays at the normal RA update mode, then all the cells of the RA should 
page the UE; 2) If the UE stays at the reduced RA update mode, then all the cells of the LA 
should page the UE. Figure 5-15 illustrates the location update activities of a PMM_Idle UE 
between two PS sessions.
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Figure 5-15: Location updates between two PS sessions
Suppose that the previous packet session ends at Îq and the next packet session begins at f , , let 
the packet session interarrival time — fg to be exponentially distributed with rate .
Similarly we can derive the location update and paging costs for this mechanism based on the 
equations (5.32) to (5.39).
5.3.5 Numerical Results
For the analytical results given in this part we assume that both the cell residence time and 
the RA residence time follow Gamma distribution with mean and \ j
respectively, such that
\Y
(5.43)
where y is the shaping parameter, e^// when it is for the UTRAN level, and
when it is for PS CN level. The expression of p can be obtained as
/7 =  1 - (5.44)
V C
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where when it is for the packet calls in UTRAN level, and X  ^ =  X  ^ when it is for packet
sessions in PS CN level.
In evaluating the cost we set 7  = 1 then the cell residence time and RA residence time follow the 
exponential distribution. The expression of p is
P ^ Y T T  (5.45)
Here we define the packet call to mobility ratio (CMR) as the ratio of the packet call arrival rate to 
the cell level mobility rate, and the packet session to mobility ratio (SMR) as the ratio of the 
packet session arrival rate to the RA level mobility rate:
4CMR = — ^  (5.46)
S M R ^ - ^  (5.47)
In the following we will first investigates the performance of the inactivity counter mechanism in 
UTRAN recommended by the 3GPP by using the analytical model described in Section 5.3.3. 
Then we will analyze the cost reduction obtained by the proposed mechanism as compared to the 
original location strategy used in the PS CN. To simplify our discussion we consider the two- 
layer URA and the two-layer RA layout.
Firstly we investigate the effects of the related parameters in the inactivity counter mechanism in 
UTRAN. It can be seen from the Figure 5-16 that the location update costs have been reduced 
with the inactivity counter, while the paging costs have been increased, but as a whole the total
costs show the significant reduction. Figure 5-16 also shows the effects of on the relative
costs C',<x/7VM/v/-^ K,Ur/MAf ’ ^p,UTRAN / p^JUTRAN T^JUTRAN jJUTRAN ' Cleai' that with the
increment of the relative location update costs increase while the relative
paging costs decrease, and the best improvement in term of the lowest
relative total costs / ^ tjutran can be obtained when K ^ = l .
The effect of CMR on the relative costs can also be observed from Figure 5-16. Considering that 
CMR is the ratio of the mean cell residence time to the mean packet call interarrival time 
{t,„^eiiltp ), we examine the effect of CMRs lower than 1 where the inactivity counter mechanism 
actually works (more than one cell update happens between two packet calls). With the lower
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CMR more location updates can be expected between two packet calls, which results in better 
performance of the inactivity mechanism in terms of the lower relative location update costs. 
Moreover as showed in equation (5.46) CMR also means the average number of packet call 
arrivals between two cell crossings, thus with very low CMR no obvious paging cost increment 
can be observed with the presence of the inactivity counter (as seen in Figure 5-16 (b), when 
CMR = 0.001, 0.005). The overall performance improvement can be seen from Figure 5-16 (c) in 
term of the relative total costs -  the inactivity counter mechanism shows the better performance 
with the lower CMR.
CMR0.8
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,0.050.6
3
0 5o
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■5 0.3 cc
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Secondly we evaluate the performance of the proposed inactivity counter mechanism in CN level 
by using the analytical model. Similar to that in UTRAN level, the proposed mechanism exhibits 
the best improvement when = 1 as can be seen in Figure 5-17 (c). With the increment of K 2  
the relative location update costs C^p^/D^ p^  increase (Figure 5-17 (a)), while the relative 
paging costs C^p^jD^p^  decrease (Figure 5-17 (b)).
SMR is the ratio of the mean RA residence time to the mean packet session interarrival time 
(fm./w/^j ). With the decrease of SMR, more location updates can be expected between two
packet sessions. Thus the proposed mechanism shows the better performance with the more 
location update cost reduction where the SMR is lower. On the contrary, with the increment of 
SMR more session arrivals can be expected while residence in the same RA, which results in the 
increment of the paging cost. Since the location update cost dominates the total cost, the overall 
performance remains better improvement in terms of the relative total cost when the SMR is low 
(as can be seen in Figure 5-17 (c)).
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Figure 5-17: The relative costs of the inactivity counter mechanism in CN level
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Figure 5-18 indicates the effect of U I V p ^  on the relative total costs Cj  p^fDj. p^  . IJp^ IVp^ is
the ratio of the unit location update cost to the unit paging cost in core network level, which 
shows how much the location update cost dominates the total cost. With the increment of this 
ratio, the location update cost plays more and more important role in the total cost. Therefore the 
proposed mechanism shows improvement when Vp^ IVp^ > 1 in which the location update costs
dominate the total costs. And the proposed scheme exhibits the significant performance 
improvement when the unit location update cost is much bigger than the unit paging cost.
U/V=1/16 
U/V=l/B 
B - UA/=1/4 
UA/=1-e- u/v=4
U/V=8 
U A ^16
SMR
Figure 5-18: The effect of Ups fVps on Cj p^/Dj. p^
5.4 Cell Mapping Mechanism in UMTS WLAN Interworking Scenario
In the typical scenarios of the UMTS WLAN interworking in hot spots, such as airport, campus, 
office building, café etc, UMTS and WLAN are fully overlapped (as shown in Figure 5-19). It 
may cause very high signalling overhead if the users are tracked in multiple systems 
independently. Although a few schemes are proposed to support the power saving and dormant 
mode users alerting in WLAN, considering that the UMTS is well developed with well-designed 
mobility support, in this section we propose a location manage scheme, in which the UMTS is in 
charge of the location updating and paging in UMTS-WLAN overlapping areas. Firstly a brief 
description of the system is given, and then an analytical model is developed based on the random 
walk model described in Section 5.3.2. The numerical results are presented finally.
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Figure 5-19: Example configurations for UMTS-WLAN
5.4.1 System Description
We assume that in the hotspots (such as airports, cafes, hotels, campus, office buildings, shopping 
malls, etc) the WLAN coverage areas and the UMTS coverage area are fully overlapping, which 
can be partitioned into cells (WLAN cells/segments, and UMTS cells/RAs) of the same size, 
respectively (as shown in Figure 15). And, the UMTS cell size is not significantly bigger than the 
WLAN cell (in urban or heavy traffic environments the cellular cell sizes are typically not very 
big.). As that in last section we denote the probability density function of the cell residence time
to be (r) with Laplace transform (5) and mean 1 / .  And we assume the incoming 
packet session arrival follow a Poisson process with rate X^.
Considering that the UMTS facilitates well-developed location management mechanism, we 
assume that the UMTS maintains the location information of each WLAN_Attached UE, where 
the WLAN_Attached UE performs location update with the SGSN in the UMTS-WLAN 
overlapping areas as a PMM_Idle UE does. Since the cell mapping between UMTS and WLAN 
is fixed once the networks have been set up, we assume the UMTS-WLAN interworking network 
has enough knowledge of each overlapping area, such as the cell-mapping layout, the SGSNs for 
the areas, etc. As soon as a packet session for a WLAN_Attached UE arrives, the network needs 
to locate the called UE in the interworking WLAN. The interworking network can get the rough 
location of the called UE by querying the HLR or SGSN directly, which is the last known RA 
where the last time the UE performed RA update. In order to determine if a UE is residing in a 
particular WLAN cell, the interworking network may perform the polling cycles as follows:
(1) Sends a polling signal to the target cell and waits for the response until timeout.
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(2) If a reply is received the UE is residing in the target cell.
(3) If no reply is received till timeout, the UE is not residing in the target cell.
The maximum allowable paging delay for locating a UE depends on the QoS requirements of 
each session. For simplicity we define the maximum paging delay 5 as the maximum polling 
cycles. If ^  =  1, the network must locate the called UE in one polling cycle, thus all the WLAN 
cells mapped into the last known RA must be polled at once. However if ^  > 1, the selective 
paging scheme can be applied by polling the UE in each subarea one after another till the UE is 
found. For simplicity we assume that location update is performed after the d\h UMTS cell 
boundary crossings since the last location registration. In this work we partition the residence 
area of the called UE into I = m in (S ,d )  subareas, and the subaiea partitioning is based on the 
random walk model described in Section 5.3.2.
We define cell (0,0) as the central cell in which the UE updated its location the last time. As 
shown in Figure 5-9 all the cells in the cluster can be divided into sub-groups and each sub-group 
contains the same type of cells, for example, sub-group 0 consists of cell (0,0), and sub-group 1 
includes all the cells (1,0), etc. The number of sub-groups in a n-layer (n>l) cluster can be 
obtained as:
N(n)  = 4 ’n(n + 2)
11 is odd
n IS even
(5.48)
therefore the number of sub-groups in each subaiea is N  = N(n)I . The probability that the
UE is residing in the WLAN sub-group j  when a packet session arrival occurs determines the 
subarea partitioning and the polling sequence, which we will derive in the following part step by 
step.
5.4.2 Analytical Model
In this section we develop the analytical model that generate the expected paging cost of the 
proposed selective polling strategy with the UMTS-WLAN mapping mechanism under various 
mobility packet call airival and cost parameters.
At first we consider the UMTS cell cluster, from which we need to derive these parameters:
1) cx(K) — the probability that there are K boundaiy crossings between two call arrivals;
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2) j8(i,K) — the probability that the UE is residing in UMTS sub-group i after K 
boundary crossings away from the central cell.
Similar to [IFAK96], we can derive a{K)  from the following:
a(K)  =
1- 1 K  = 0SMR
K > o
(5,49)
Considering that typically the 3GPP WLAN_Attached UE roams within a delimited UMTS- 
WLAN overlapping area, in order to derive j3(i,K) we assume the probability of moving out of
the cluster <^ is 0 , thus the one step transition matrix (for K=^6)  becomes:
P =
0 1 0 0 0 0 0 0 0 0 0 0 0
X X X X 0 0 0 0 0 0 0 0 0
0 X 0 X X X 0 0 0 0 0 0 0
0 X X 0 0 X 0 0 0 0 0 0 0
0 0 X 0 0 X X X 0 0 0 0 0
0 0 X X X X 0 X X 0 0 0 0
0 0 0 0 X 0 0 X 0 X X 0 0
0 0 0 0 X X X 0 X 0 X X 0
0 0 0 0 0 X 0 X 0 0 0 X 0
0 0 0 0 0 0 X 0 0 0 X 0 0
0 0 0 0 0 0 X X 0 X 0 X 0
0 0 0 0 0 0 0 X X 0 X X 0
0 0 0 0 0 0 0 0 0 0 0 0 1
(5.50)
Therefore /3(i, K )  can be obtained as
Thus the probability that the UE is located in sub-group i when a call arrives is:
(5.51)
(5.52)t=o
Now we get all the parameters in UMTS cluster, then we move to WLAN cluster to find out the 
polling sequence. Assuming that the WLAN sub-group j  is overlapped with Nj UMTS sub­
groups with the probability O; j (i e Nj)  respectively, we can derive s( j ,  K)  from
100
Chapter S.Improved Location Management Schemes in UMTS and Future Networks
e ( i , K ) ^ ^ 0 : J ( i , K )  (5.53)
t=l
Let is the probability that the UE is located in WLAN sub-group j  when a packet session 
arrives
i>}='^ot{k)£{j,kmodd)  (5.54)
A=0
Now we can determine the subarea partitioning and the polling sequence based on . Firstly we 
group the sub-groups into subareas based on the probability , which and the N sub-groups with 
the highest (pj form the subarea 0 which is polled first to locate the called UE, followed by the 
subareas formed by the sub-groups with the lower (pj till the UE is located. Let be the 
probability that the UE is located in subarea when a call arrives:
(5.55)
Let N^ is the number of the cells in the WLAN sub-group y, the number of the cells in subarea 
Aj is denoted by
N ( A j ) = ' ^ N ,  (5.56)rjeAj
Given that the UE is residing in subarea j then the number of cells polled before the UE is 
successfully located is:
0}j = ' Z N ( . A )  (5.57)
fc=0
The expected paging cost per call arrival is:
1-1
(5.58)
1 0 1
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5.4.3 Numerical Results
In this part we investigates how the paging cost C^ is effected by the parameters, including the
location update movement threshold d, the maximum paging delay 6 and the packet session to 
mobility ratio SMR, by using the analytical model we developed in Section 5.4.2.
For purpose of demonstration, we assume that the UMTS cells and WLAN cells are perfectly 
mapped to each other, which can be considered as one WLAN cell can be mapped to one, and 
only one UMTS cell. In evaluating the cost we set /  = 1 then the cell residence time follows the
*  Xexponential distribution. The expression of changes to /* ( 5) = — - — and a{K)  can be
•5 + 4 .
obtained as:
SMR
a(K)  = SMR + lSMR
(SMR + IŸ \  SMR +1 y
K = 0 
K > 0
f  1 (5.59)
Figure 5-20 shows the value of C^ as a function of d. To demonstrate the effect of changing the
mobility and call patterns three SMR values, 0.1, 1 and 10, are considered. Figure 5-20 (a) (b) and 
(c) shows the results when the paging delay is 2 , 5 and (no delay bound) respectively.
We first study the effect of the location update movement threshold d and the maximum paging 
delay Ô on the paging cost. It can be seen in Figure 5-20 (a) that when a paging delay of 2 is 
allowed the paging costs increase with the increment of d. When d is smaller the network has 
better knowledge of the location of the UE, which results in the lower paging cost. Figure 5-20 
(b) illustrates the results when a paging delay of 5 is allowed. Under this situation C^ is less
sensitive to the change of d. Without the paging delay bound, smaller polling subareas can be 
used and the network can stop the paging process as soon as the UE is found, thus the unnecessar y 
paging can be avoided. As a result Cp is relatively insensitive of the changes of d.
Figure 5-20 (a) -  (c) also show the effect of SMR on the paging cost. In general when the SMR is 
low, a number of location updates may occur between two call arrivals, therefore is high. For
a given SMR, the decreases as the allowable paging delay increases, which suggests that if is
not necessary to have a paging delay of one polling cycle, increasing the allowable paging delay 
can significantly reduce the paging cost. However the large paging delay is not necessary to 
achieve a significant reduction in the paging cost. Dr fact comparing Figure 5-20 (a) -  (c) you can 
see that the paging cost is reduced significantly when the paging delay is increased from 2 (in
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Figure 5-20 (a)) to 5 (in Figure 5-20 (b)), and with a paging delay of 5 it already shows a very 
good performance as you can find in Figure 5-20 (c) without delay bound.
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Figure 5-20: Paging cost per call arrival with: (a) delay =2, (b) delay = 5, (c) no delay bound
5.5 Summary
This chapter investigated the location management solutions for UMTS packet switched services 
in UMTS PS domain and the possible solution of location management in fully-overlapped 
UMTS-WLAN interworking areas is also proposed, which allows users to access PS service via 
WLAN as an alternative access system.
Firstly an improved local anchor scheme is proposed for UMTS networks for reducing the 
signalling cost. An analytical model was developed to evaluate the performance of the prop>osed 
scheme.
Then the inactivity counter/timer mechanism to reduce the net costs of location update and paging 
for tracking PMM-CONNECTED users in UTRAN level was investigated. This mechanism was 
proposed in 3GPP [3GPP05i], where during a packet service session, a PMM-CONNECTED UE 
may fall back to PCH mode on both the Cell and URA levels to achieve the optimized radio 
resource usage. Especially in the idle period between two packet calls within an ongoing session, 
the UE is tracked at the URA level to avoid the frequent cell updates. UTRAN may apply an 
inactivity timer, and optionally, a counter, which counts the number of cell updates e.g. UTRAN 
orders the UE to move to URA_PCH when the number of cell updates has exceeded threshold
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. We developed an analytical model to evaluate the performance of this inactivity counter 
mechanism in UTRAN level, and the effects of system parameters and users’ mobility and service 
pasterns on the location management costs were analyzed and discussed.
Similarly to that in UTRAN, we proposed an inactivity counter mechanism with a specific 
threshold , which can be used in UMTS Packet Switched core network to reduce the location 
management costs for PMM-IDLE users. During the idle period between two consecutive packet 
service sessions, the UE performs the RA update for each of the RA crossing for the first K 2  
crossings. After the th RA updates, the UE performs the RA update only when it crosses a LA. 
We utilized the proposed analytical model to demonstrate the effects of various system parameters 
and user profiles.
Finally a cell-mapping scheme was introduced as a location management solution in the UMTS- 
WLAN overlapping areas, along with an analytical model. We assume that the UMTS maintains 
the location information of each WLAN_Attached UE, where the WLAN_Attached UE performs 
location update with the SGSN in the UMTS-WLAN overlapping areas as a PMM_Idle UE does. 
As soon as a packet session for a WLAN_Attached UE arrives, the interworking network gets the 
rough location of the called UE by querying the HLR or SGSN directly. In order to determine if a 
UE is residing in a particular WLAN cell, the interworking network performs the polling cycles. 
The polling subarea partitioning and the polling sequence are determined based on the 
probabilities that the UE is located in WLAN cells. The analytical results aie discussed to 
demonstrate the cost-effectiveness of the proposed scheme under various paiameters.
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Chapter 6
6 Conclusions and Future Work
This thesis has attempted to address the mobility management issues in the evolving all-IP 
wireless networks, namely beyond 3G networks, with particular emphasis on inter-system 
handover management and location management. Currently different wireless technologies and 
networks exist that capture different needs and requirements of mobile users. For high data rate 
local aiea access, WLANs are satisfactory solutions, while for wide area communications, 
traditional and evolving cellular' networks may provide voice and data services. Since different 
wireless networks are complementary to each other, their integration will empower mobile users 
to be connected to the system using the best available access network that suits their needs. The 
integration of different networks generates several research challenges and one important 
component is the integration of mobility management schemes. It has shown that there is 
significant awareness in all levels of the regulatory and research fields to address the problems of 
mobility management. Furthermore, it has been shown that convergence is seen as the main path 
towards future generation wireless communication systems, and its impact therefore cannot be 
ignored. This shows that the aspects considered in this thesis are timely and relevant to the 
current state of the industry.
The IP mobility support in all-IP networks and the mobility management in the evolving 3GPP 
UMTS networks were investigated in this work in order to gauge the idea of what the potential 
improvement could be for the efficient mobility support in the heterogeneous networks.
The work was based on the analytical and computer simulation approaches, as well as the 
laboratory experiments. The experiments were carried out in the WNT laboratory in order to 
evaluate the proposed handover management schemes. The computer simulation method, on the 
other hand, allowed us to further validate the scalability of the proposed scheme. The analytical 
approach was also used to model the proposed location management schemes through 
mathematical and statistical methods. This approach facilitates clear insights into the 
relationships among system parameters and the effects of various user mobility and service 
patterns on the performance of the proposed schemes.
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6.1 Summary of Achievements
The research presented here can be broken down into two main aspects of study: the investigation 
of cross-layer solutions for the vertical handover management, and the investigation of the 
improved location management schemes in UMTS and future networks. The achievements in 
each area are summarised in the following paragraphs.
The location management strategies in UMTS and future networks are studied. An improved 
local anchor scheme is proposed for UMTS networks for reducing the signalling cost. An 
analytical model is developed to investigate the performance of the inactivity counter mechanism 
proposed in 3GPP, followed by the proposal of a novel scheme that can be used to reduce the 
overall location management cost for users in PMM-Idle state. In addition a novel cell-mapping 
mechanism is proposed as a location management solution in UMTS-WLAN interworking 
architecture.
6.1.1 Novel Cross-Layer Solutions for Vertical Handover Management
This work considered the cross-layer solutions for vertical handover management in UMTS- 
WLAN interworking architecture with special respect to seamless IM service continuity. A novel 
cross-layer signalling design was proposed to enable the communication between Mobile IP and 
SIP, which enhances the mobility support for real time multimedia services in pure IP wireless 
networks. The experimental results indicated that the solution has been proven to reduce the 
handover latency and packet loss and improve the overall data throughput as a result.
Having carefully investigated the seamless IP Multimedia service continuity support in UMTS- 
WLAN interworking scenarios, an improved cross-layer solution is proposed and analysed, which 
is designed for better coordination between the link layer, network layer and application layer. 
The experiments were carefully designed and cairied out to evaluate the performance of cross­
layer signalling enhanced mobility management scheme, and a set of sample results were 
presented. The proposed scheme showed the significant delay reduction as the result of the better 
coordination of three phases of the handover procedure, where the gap between two adjacent 
handover phases has been minimised by the cross-layer design. In addition, the results showed a 
wide variation in the handover delay experienced by the applications although most of the 
samples lie within a narrow band in the middle of the range.
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6.1.2 Improved Location Management Schemes in UMTS and Future 
Networks
This work investigated the location management solutions for UMTS packet switched services in 
UMTS PS domain and the possible solution of location management in fully-overlapped UMTS- 
WLAN interworking areas is also proposed, which allows users to access PS service via WLAN 
as an alternative access system.
Firstly an improved local anchor scheme is proposed for UMTS networks for reducing the 
signalling cost. An analytical model was developed to evaluate the performance of the proposed 
scheme.
Then the inactivity counter/timer mechanism to reduce the net costs of location update and paging 
for tracking PMM-CONNECTED users in UTRAN level was investigated. This mechanism was 
proposed in 3GPP, where during a packet service session, a PMM-CONNECTED UE may fall 
back to PCH mode on both the Cell and URA levels to achieve the optimized radio resource 
usage. Especially in the idle period between two packet calls within an ongoing session, the UE is 
tracked at the URA level to avoid the frequent cell updates. UTRAN may apply an inactivity 
timer, and optionally, a counter, which counts the number of cell updates e.g. UTRAN orders the 
UE to move to URA_PCH when the number of cell updates has exceeded threshold . We 
developed an analytical model to evaluate the performance of this inactivity counter mechanism 
in UTRAN level, and the effects of system parameters and users’ mobility and service pasterns on 
the location management costs were analyzed and discussed.
Similarly to that in UTRAN, we proposed a new inactivity counter mechanism with a specific 
threshold K 2 , which can be used in UMTS Packet Switched core network to reduce the location 
management costs for PMM-IDLE users. During the idle period between two consecutive packet 
service sessions, the UE performs the RA update for each of the RA crossing for the first K 2  
crossings. After the K 2  th RA updates, the UE performs the RA update only when it crosses a LA. 
We utilized the proposed analytical model to demonstrate the effects of various system parameters 
and user profiles.
Finally a novel cell-mapping scheme was introduced as a location management solution in the 
UMTS-WLAN overlapping areas, along with an analytical model. We assume that the UMTS 
maintains the location information of each WLAN_Attached UE, where the WLAN_Attached UE 
performs location update with the SGSN in the UMTS-WLAN overlapping areas as a PMM_Idle 
UE does. As soon as a packet session for a WLAN_Attached UE arrives, the interworking 
network gets the rough location of the called UE by querying the HLR or SGSN directly. In order 
to determine if a UE is residing in a particular WLAN cell, the interworking network performs the
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polling cycles. The polling subarea partitioning and the polling sequence are determined based on 
the probabilities that the UE is located in WLAN cells. The analytical results are discussed to 
demonstrate the cost-effectiveness of the proposed scheme under various parameters.
6.2 Future Work
Future work that could be carried out into the subject of the intelligent mobility management 
focuses on two aspects. These would be the refinement and improvement of the proposed cross­
layer solution for vertical handover management, and the investigation of location management 
schemes in the heterogeneous networks.
Regarding the vertical handover mechanism with the cross-layer design, further laboratory 
experiments could be carried out in order to improve the synchronisation and coordination among 
different layers during handovers. This will probably involve the cooperation of the operators of 
mobile systems so that the fully equipped test environment could be set up. Another aspect that 
could be refined and improved in this work is the handover control algorithm used in the proposed 
scheme. It has been shown that the performance of the proposed vertical handover scheme is 
dependent on the vertical handover control algorithm. However the one used here only considers 
the throughput as the QoS requirement, where there is scope for further research into the more 
complete handover control algorithm.
In terms of new location management strategies in the heterogeneous networks, it would be 
interesting to work out a general mechanism by taking advantage of IP technology. The cell- 
mapping scheme only applies to the full-overlapped UMTS-WLAN interworking scenarios, 
which makes use of the existing UMTS location management strategy. The general location 
management scheme would be a completely different type of scheme, which could be expected to 
be substantially more computationally complex, and may have issues with scalability in terms of 
large networks and huge population of mobile users.
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A. VideoPhone -  SIP-based Multimedia 
Telephony
VideoPhone is SIP (RFC3261) [JROS02] -  compatible Internet multimedia phone for Linux, 
which was modified from Linphone [LINPWEB] by adding the video support. Similar to 
Linphone it can work as gnome program or as a small console application. It captures real-time 
images from webcams at either end-host and sends them across for display, along with the audio.
The main features of VideoPhone are as follows:
• Works with the Gnome Desktop [GNOMWEB] under Linux [LINUWEB].
• Similar to Linphone, VideoPhone inclndes a large variety of audio codecs based on Speex 
[SPEEWEB] and video codecs based on FFMPEG [FFMPWEB].
• Understands the SIP protocol.
• A soundcard and a web cameral are required to use VideoPhone. The soundcard driver 
and the web cameral driver for Linux may be needed, hi this work, ALSA [ALSAWEB] 
was used as the Linux soundcard driver, while a Philips driver was used for the Logitech 
webcam [SAILWEB].
Here is a short description of the content of the source code.
-  mediastreamer/ is one of the biggest part of VideoPhone. It is a framework library for audio 
and video processing, which contains several objects for grabbing audio and video, and outputting 
it (through RTP, to file). It contains also codec objects to compress audio and video streams.
- oRTP/ is a powerful implementation of the RTP protocol. It is used by the mediastreamer to 
send and receive audio and video streams to the network.
- osipua/ is user-agent libraiy based on the oSIP [OSIPWEB], an implementation of SDP.
- ffmpeg/ is the FFMPEG library [FFMPWEB]. It contains mostly video codecs wrapped by the 
mediastreamer library.
- speex/ is the Speex codec package [SPEEWEB]. This is the best voice codec in Linphone 
[LINPWEB]. It is wrapped by the mediastreamer libraiy.
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Having successful built and installed VideoPhone, you can then run VideoPhone, by invoking the 
command "videophone" for the graphical version, or to use the console version by invoking 
"videophonec".
The usage of the console mode of VideoPhone is as follows: 
videophonec [-c file] [-d level -1 logfile]
-c file specify path of configuration file.
-d level be verbose. 0 is no output. 6 is all output.
-1 logfile specify the log file for your SIP phone
Then you can use the internal commands to make a video phone call or receive a call from others: 
'r': register with videophone
'c url: call somebody at his SIP URL, for example, sip: alice@wanderland.com 
't': terminate a phone call
'a': accept a phone call
'q': quit the videophone
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B. USIM -  UMTS Simulator
This appendix provides an overview of the features of the USIM model suite, a UMTS simulator 
implemented by using OPNET vlO.O [OPNEWEB].
B .l.  General M odel Description
USIM is a layer 3 UMTS model that simulates the packet switched services of UMTS networks 
based on 3GPP Release 6 standards [3GPP051]. The network architecture is divided into the RAN 
and the PS CN as shown in Figure B-l. USIM module models the UMTS RAN and the UMTS 
functionality of the PS CN. The radio access network for UMTS contains the UE and the 
UTRAN, which includes the Node-B and RNC.
Gr
Uu On
PDNGGSNSGSNUTRANUE
HLR
(a) Standards Presentation
UE C -)M ode B cn{SG Sn a n d  6GSH)
(b) OPNET Presentation
Figure B-l: Overview of Packet Domain Architecture
The PS CN includes two network nodes: the SGSN and the GGSN. The GSNs include all GPRS 
functionality needed to support UMTS packet services. The SGSN monitors user location and 
performs security functions and access control. The GGSN contains routing information for PS 
attached users and provides interworking with external PS networks such as the PDN. The
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modeTs CN nodes include both SGSN and GGSN functionality. The HLR contains UMTS 
subscriber information.
B.2. M odel Features and Lim itations
I. Model Features
The following table summarizes the main UMTS features included in the implementation of the 
USIM model.
Table B-l: Model Features
Feature Description Reference
GPRS attach The GPRS attach procedure informs the SGSN when the UE is 
at power-on and of its GPRS capability. The model assumes 
that a PS signalling connection is already set up.
[3GPP05C]
GTP The GPRS Tunnelling Protocol (GTP) protocol, which is used 
in the SGSN/GGSN nodes to encapsulate IP packets in the core 
network is modelled. The CN can be configured using Service 
GPRS Support Nodes (SGSN) and Gateway GPRS Support 
Nodes (GGSN). The core network supports IP technologies as a 
part of the backbone that interconnects SGSN and GGSN nodes.
[3GPP05k]
PDP context activation On receipt of PDUs, the UE or network activates a PDP context 
if one is not already activated. The PDP context activation 
includes the requested QoS profile associated with the tiaffic 
class of the PDUs received. Once activated, a PDP context 
remains active for the rest of the simulation. The model assumes 
that a PS signalling connection is already established for the 
PDP context activation procedure.
[3GPP05C]
RAB Setup and 
Release
When a UE receives data belonging to a traffic class for which a 
PDP context has already been activated, but no RAB (Radio 
Access Bearer) exists, it can dynamically request the setup of a 
RAB through the service request procedure. RABs are set up by 
the network, which later releases the RAB if it detects that the 
RAB has been idle for some time.
[3GPP05i]
Routing Area Update A routeing aiea update takes place when an attached UE detects 
that it has entered a new RA or when the periodic RA update 
timer has expired.
[3GPP05C]
SRNC Relocation Serving RNS relocation procedures move the RAN to CN 
connection point at the RAN side of the source RNC to the 
target RNC.
[3GPP05C]
II. Model Limitations
The following UMTS protocol features are not explicitly modelled.
• PS signalling connection establishment. Since PS signalling connection affects only set up 
time delay (to establish and re-establish the PS signalling connection), it is not modelled. The 
model assumes that a PS signalling connection is already established when a user powers-on 
and that this connection is maintained for the entire simulation.
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• GMM-Idle mode. Only the GMM-Connected mode is modelled.
• GPRS detach. It is assumed that a UE remains attached for the remainder of the simulation.
• PDP context deactivation and reactivation. During a simulation, PDP context activation 
occurs only once for each QoS profile. The PDP context is not deactivated and is reused the 
next time a UE requests the QoS profile associated with the PDP.
III. Model Assumptions
The following are the assumptions through the simulation.
— An ideal wireless interface is used. Hence, packets transmitted over the wireless interface 
encounter no bit error or loss. Congestion over the air interface will also not be modelled.
— GSNs and CSCFs are assumed to have an unlimited buffer size. As such, the only reason for 
the packet loss and extra delay is merely due to interruption during routing area update process.
— Location Areas:
= Each Node_B responsible for one Cell 
= All Node_Bs under one RNC form one UR A 
= One or more RNCs under one SGSN form one RA
— UTRAN Mobility:
= UE just served by one cell at a time ( no soft handover)
= If cell belongs to different RNC, SRNS relocation is immediately triggered via CN
IV. Node Models
The following are the node models created in the simulator.
Table B-2: Node Models
Node Model Description
UE usim _ue_rpg General wireless node that includes UE and generic traffic generation 
functionality. This node can only send traffic to (and receive traffic 
from) RPG (Raw Packet Generate) server.
usim _ue_m ip The wireless node that includes UE, application and Mobile IP 
functionality. This node can communication with MIP FA and HA.
usim _ue_sip The wireless node that include UE, application and SIP functionality. 
This node can communication with SIP proxies and servers.
UTRAN usim_node_b Node-B portion of the UTRAN.
usim_rnc RNC portion of the UTRAN.
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CN usim_sgsn Simple CN node— has core network functionality, but does no IP 
routing. Routes packets to and from usim_ue nodes, exclusively.
usim_ggsn Gateway node that includes GGSN routing functionality. IP and MIP 
interfaces. Can be used by usim_ue nodes. Used by usim_ue_sip as 
MIP FA.
B.3. M odel Architecture
The GPRS network architecture is shown in Figure B-2. This section describes the nodes shown 
in Figure B-2, including their process and node models.
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Figure B-2: UMTS Network Architecture
When a user powers-on, the model assumes that synchronization and a PS signalling connection 
are estabhshed. This PS signalling connection is kept for the entire simulation. Because of this, 
when a user powers-on it can immediately do a UMTS GPRS attach with the SGSN to access to 
GPRS services.
Packets are queued when they are received from higher layers. If no PDP context has been 
activated, an Activate PDP Context Request is sent to the SGSN. On receipt of the Activate PDP 
Context Request, the SGSN sends a RAB Assignment Request to the RNC. If the request can be 
granted, the RNC sends a Radio Bearer Setup request to the UE. On receipt of the Radio Bearer 
Setup request, the UE sets up the channel as specified in the request and sends a Radio Bearer 
Complete to the RNC. On receipt of the Radio Bearer Complete, the RNC sends a RAB 
Assignment Response to the SGSN/GGSN. The SGSN then sends the Activate PDP Context 
Accept message. The UE can send packets to the destination on receipt of the Activate PDP
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Context Accept message from the SGSN. Before reaching their destination, these packets are first 
tunnelled through serving the RNC and SGSN/GGSN, then routed through the IP cloud.
I. UE Architecture
Three types of UEs are supported in the USIM model: simple user equipment (usim_ue_rpg), 
advanced user equipment with MIP functionality (usim_ue_mip), and advanced user equipment 
with SIP functionality (usim_ue_sip).
UE Node M odel A rchitecture
The simple UE node models shown in Figure B-3 include a RPG layer that generates raw packets. 
It also includes GMM_SM layer on top of the RRC layer and MAC layer. The advanced UE node 
models include the full TCP(UDP)/IP protocol stack between the application layer and GMM 
layer.
The GMM_SM layer contains functions from the GMM and SM. It has mobility management 
functions (such as GPRS attach), and session management functions (such as PDP context 
activation). The RRC layer contains the radio resource control functions (such establishment and 
release of radio bearers).
tp g
(a) Simple UE node model
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to p
(b) Full protocol stack UE node model 
Figure B-3: UE Node Models
UE Process M odel Architecture
Figure B-4 shows the process model for the UE’s GMM_SM layer. Upon completion of GPRS 
attach, the UE waits in the CONNECTED state. As soon as the GMM_SM layer receives packets 
from higher layers for a new service request, it sends a request to the SGSN to activate the PDP 
context. Once the PDP context is activated and a channel is set up, the UE can send packets to 
their destination.
If the GMM_SM layer receives packets from higher layers in the CONNECTED state when the 
PDP context is already activated but no radio bearer is set up, the UE sends a service request to 
SGSN. A channel is then set up and the UE can start sending packets to its destination. The radio 
bearer release is also modelled in this process model. If the PS connection is released, the user 
moves to the IDLE state. The IDLE state and the RAU (Routing Area Update) state are modelled 
as well.
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Figure B-4: GMM_SM Process Model
II. CN Architecture
The model includes two options for modelling CN nodes:
1) Simple CN node: a simple SGSN node that includes UMTS functionality and packet- 
switching functionality between the SGSN’s UE nodes
2) Gateway CN node: generic gateway nodes that include GGSN functionality and MIP FA 
functionality.
SG SN N ode M odel
Figure B-5 shows the SGSN node mode, where GTP runs in the sgsn layer that sets up GTP 
tunnels between GGSN and SGSN.
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Figure B-5 SGSN Node Model
Figure B-6 shows the GGSN node mode, where GTP runs in the ggsn layer that sets up GTP 
tunnels between GGSN and SGSN. The GGSN node mode also provides the MIP FA 
functionality.
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Figure B-6 GGSN Node Model
CN Process M odels
The sgsn layer process model and ggsn layer process model are displayer in Figure B-7 and 
Figure B-8 , respectively, which provide the GMM / SM functionality, GTP support and MAP 
support with the communication to the HLR.
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Figure B-7 : SGSN Process Model
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Figure B-8: GGSN Process Model
B.4. Model Interface
I. Packet Formats
The USIM model suite uses the following packet formats.
Table B-3: Packet Formats
IC I  F o rm a t D esc rip tio n
usim _gm m _attach G PRS A ttach procedure related packets: “GPRS 
A ttach R equest” , “G PRS A ttach A ccept” and 
“G PRS A ttach C om plete” .
usim _gm m _auth U M TS authentication procedure related packets: 
“A uthentication R equest” and “A uthentication 
R esponse” .
usim _gm m _rau R outing Area U pdate procedure related packets: 
“R outing A rea U pdate R equest” , “R outing A rea 
U pdate A ccept” and “R outing Area U pdate 
C om plete” .
usim _gm m  service Service Request procedure related packets: “Service 
R equest” , “Service A ccept” and “Service R eject” .
usim _gsm _activate_pdp PD P Context A ctivation procedure related packets: 
“PD P C ontext A ctivate R equest” , “PD P C ontext 
A ctivate A ccept” , “PD P C ontext A ctivate R eject”
usi m _gtp_create_pdp G TP based messages: “C reate PD P C ontext 
R equest” and “Create PD P C ontext R esponse”
usim _gtp_delete_pdp G TP based messages: “D elete PD P C ontext 
R equest” and “D elete PD P C ontext R esponse”
usim _gtp_forw ard_relocation G TP based messages: “Forw ard R elocation 
R equest” , “Forw ard R elocation R esponse” and 
“Forw ard R elocation C om plete”
usim _gtp_forw ard_sm c_context G TP based m essages: “Forw ard SRN C C ontext” 
and “Forw ard SR N C  C ontext A cknow ledgem ent”
usim _gtp_sgsn_context G TP based messages: “SG SN  C ontext R equest” and
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“SG SN  C ontext R esponse”
usim _gtp_update_pdp G TP based messages: “U pdate PD P C ontext 
R equest” and “U pdate PD P C ontext R esponse”
usim _m ap_update_location M A P based m essages: “U pdate L ocation” and 
“U pdate L ocation A ck”
usim _m ap_cancel_location M A P based m essages: “C ancel L ocation” and 
“C ancel Location A ck”
usim _pdcp_pkt PD C P based m essages
usim _ranap_pkt RA N A P based m essages
II. ICI Formats
The USIM model suite uses the following interface control information (ICI) formats.
T ab le  B-4: IC I  F o rm a ts
IC I D esc rip tio n
usim _ici_gm m C ontains m odelling inform ation for G M M  procedures.
usim _ici_gtp C ontains m odelling inform ation for G TP based procedures.
usim _ici_handover C ontains m odelling inform ation for handover procedures.
usim _ici_m ap C ontains m odelling inform ation for M A P based procedures.
usim _ici_pdcp C ontains m odelling inform ation for PD CP based procedures.
usim _ici_ranap C ontains m odelling inform ation for R A N A P based procedures.
usim _ici_rrc C ontains m odelling inform ation for RRC procedures.
usim _ici_sm C ontains m odelling inform ation for SM procedures.
B.5. Debugging / Simulation Tracing
The USIM model provides several simulation runtime tracing and debugging features. These log 
files keep records of the messages flows and the process models states.
Figure B-9 gives the examples of the log files.
Time IMS! Trans Protocol MSG Source ID Dest ID
0.00 1000 Tx GMMAS RA Changed Indication UE 1000 UE 1000
0.00 1000 Tx GMMAS Establish Request UE 1000 SG SN -1
0.00 1000 Rx GMMAS RA Changed Indication UE 1000 UE 1000
0.00 1000 Rx GMMAS Establish Request UE 1000 UE 1000
0.00 1000 Tx RRC RRC Connection Request UE 1000 RNC 1
0.00 1000 Rx RRC RRC Connection Request UE 1000 RNC 1
0.00 1000 Tx RRC RRC Connectin Setup RNC 1 UE 1000
0.00 1000 Rx RRC RRC Connectin Setup RNC 1 UE 1000
(a) M essage  F low s
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Time Process ID State Exec
0.00 u sim jogger 2218 init Enter
0.00 u sim jogger 2218 init Exit
0.00 u sim jogger 2218 idle Enter
0.00 usim_node_b_relay 179 init Enter
0.00 us im_node_b_re lay 179 init Exit
0.00 usim_node_b_relay 179 idle Enter
0.00 usim_mc_mac 196 init Enter
0.00 usim_mc_mac 196 init Exit
0.00 usim_mc_mac 196 idle Enter
0.00 usim_node_b_relay 274 init Enter
0.00 usim_node_b_relay 274 init Exit
0.00 usim_node_b_relay 274 idle Enter
0.00 usim_node_b_relay 291 init Enter
(b) Process Modes States 
Figure B-9: Log Files in USIM
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