Associative classification is a rule-based approach to classify data relying on association rule mining by discovering associations between a set of features and a class label. Support and confidence are the de-facto "interestingness measures" used for discovering relevant association rules. The supportconfidence framework has also been used in most, if not all, associative classifiers. Although support and confidence are appropriate measures for building a strong model in many cases, they are still not the ideal measures and other measures could be better suited.
INTRODUCTION
Associative classification [4, 23, 24 ] is a rule-based approach recently proposed to classify data by discovering associations between a set of features and a class label. To build an associative classification model, association rules whose consequent is a class label are generated using an association rule mining technique. Research shows promising
Background and Problem Definition
The associative classifier is a classifier that uses association rule mining in the training phase in order to generate classification rules. To use this classifier, datasets have to be transformed in a transactional format. Considering each attribute-value pair in a dataset as an item results in a transactional dataset in which a row of data looks like a transaction of items. Among items of each transaction, one is the class label of the related object. Using an association rule mining technique (e.g., Apriori [3] , Eclat [36] or FPgrowths [14] ) on the resulting transactional data, frequent itemsets are mined and the ones of the form {A, c} are extracted where A is a set of features and c is a class label (A and c are disjoint subsets of items). Among these frequent itemsets, the confident ones are chosen to build classification rules of the form A → c. Then, these rules are used to predict class labels for objects with an unknown class.
As mentioned above, the support-confidence framework is the standard framework in association rule mining and inherited by associative classification. For a rule A → c, support is the fraction of data samples having A and c together (i.e., P (Ac)). A rule is frequent if its support is greater than a minimum support threshold. Confidence is the conditional probability that a record is of class c given that it includes A (i.e., P (c|A)). A rule is confident if its confidence is above a minimum confidence threshold. To build an associative classifier, only strong rules, i.e., the rules that are both frequent and confident are used. Even with these two constraints, still a huge set of rules may be generated. Different approaches are used to prune the rules in the second phase of associative classifiers [9] . Finally, to classify an object O, two different approaches are typically used. The first way is to take into account only the best rule by choosing the rule that applies to O with the "highest rank" based on a defined ordering. The other way is to consider all rules that apply to O by calculating the "average" value of the measure used in the defined ordering for the matching rules for each class label and choose for O the label with the highest average as prediction.
Disadvantages of Support and Confidence
While powerful in pruning the search space due to the antimonotonicity of support, the support-confidence framework has been criticized in the context of association rule mining by many authors [7, 2, 1] . For instance, it is difficult to tune. Choosing a large minimum support may lead to having only rules that contain obvious knowledge and missing exceptional cases that are interesting. On the other hand, assigning a low minimum support yields a huge number of rules which could be redundant or noisy.
Similarly, confidence is not a perfect measure as it considers nothing beyond the conditional probability of rules which may lead to confident associations but between statistically independent items.
Brin et al. show that with high support and confidence, a rule can even have negative correlation between its antecedent and consequent [7] .
Approach
There are many rule interestingness measures already used in machine learning, data mining and statistics. Many different measures are introduced in the field of association rule mining as filters or rankers to weed-out the least relevant rules. All those measures can be directly applied to associative classifiers as well, although never tested or reported in the literature. This work focuses on probability-based objective rule interestingness measures for associative classification. Using these interestingness measures, there are two questions that should be answered:
First, can "interestingness measures" have any effect on the associative classifiers on its three different phases: rule generation, pruning and selection, so that the mining algorithm improves both in terms of increasing classification accuracy and decreasing the number of rules?
Second, if there are any improvements, is it possible to probe the best measure or measures which can beat the other measures for improving the results base on either the accuracy or the number of rules in all cases? There is a possibility that no one measure can be found to be effective in all circumstances. In this case, are there any relevant dataset characteristics or measure properties that can help build a classifier in order to predict an effective measure for a dataset?
To attempt to answer the above questions 20 different UCI datasets are used with 53 different measures to study the impact of "interestingness measures" on associative classifiers. Section 2 describes the interestingness measures and their properties and introduces 53 different probability-based objective measures reportedly used in association rule mining. In Section 3 some related works studying interestingness measures are highlighted. The methodology of using interestingness measures in the three different phases of an associative classifier is discussed in Section 4. Experimental results, comparing the impact of interestingness measures on classification accuracy and the number of generated classification rules, are illustrated in Section 5.
INTERESTINGNESS MEASURES
Generating rules in association rule mining or with associative classifiers can lead to a very large set of rules which make it impossible, for even domain specialists, to study. Sifting through thousands or even millions of rules, inevitably containing irrelevant ones and noise, is impractical. To solve this problem, interestingness measures can be used for filtering or ranking association rules.
There are many different rule interestingness measures widely used in machine learning, data mining and statistics. In a study of 38 different measures, Geng and Hamilton [12] classify the interestingness measures in 3 main categories: objective, subjective and semantics-based measures. Objective measures are those that are not application-specific or user-specific and depend only on raw data. Subjective measures are those that consider users' background knowledge as well as data. As a special type of subjective measures, semantic-based measures take into account the explanation and the semantic of a pattern which are, like subjective measures, domain specific. For simplicity, our work only focuses on objective measures.
Objective Interestingness Measures
There is a large number of objective interestingness measures available in the literature. The 53 probability-based objective rule interestingness measures that we could find in all related literature are shown in Table 1 .
To be able to analyze the objective measures, some properties are proposed for these measures in the literature. Four sets of properties are considered for objective interestingness measures. Piatetsky-Shapiro [29] has proposed the three main properties which are desirable for any objective interestingness measures. There are also other properties introduced by Major and Mangano [25] , Tan et al. [32] , Lence et al. [21, 22] , and Geng and Hamilton [12] , in total 16.
All the properties were introduced in the context of association rules. They can be used for finding similar measures or to find the appropriate measure for a problem domain if the required measure properties for that domain are known.
Using these properties, we clustered all the 53 measures in Table 1 with an agglomerative hierarchical clustering algorithm using average linkage. Having each measure as a vector of properties, the distance of two measures is based on a Hamming distance. Figure 1 shows different levels of this clustering till the maximum distance among measures in each cluster is 0.25.
The clustering can be compared with the work done by Tan et al. who clustered 18 measures with 8 properties [33] , or Lenca et al. who clustered 20 measures using 6 properties [22] . Extensive comparison is reported in [16] . Here we only convey that groupings of interestingness measures are very similar with an Adjusted Rand Index [35] of 0.67 and an F-1 measure of 0.88. Discrepancies due to the fact that we are using a larger space with more measures and more properties, are outlined in [16] .
RELATED WORK
Interestingness measures are used in different aspects of data mining. McGarry et al. [27] have used these measures to evaluate the worth of rules extracted from neural networks to discover their internal operation. Buntine [8] took advantage of these measures in probabilistic graphical model. Romao et al. [30] sures in a genetic algorithm that optimizes expert beliefs to rank the interestingness of fuzzy prediction rules. Hilderman et al. [15] compared the various diversity measures used for ranking data summaries. Kononenko [18] discovered the properties of measures used in decision trees. And Gavrilov et al. [11] and Zhao et al. [37] compared objective functions used in clustering approaches. The focus of this work is on interestingness measures (IM) for association and classification rules, hence, only the works related to these two areas are introduced in this section.
IM in association rule mining
Tan et al. [32, 33] have introduced five key properties that should be considered for selecting the right interestingness measure for a specific application. To study these properties, 21 different objective rule interestingness measures have been used. Using these five properties as well as three properties introduced by Piatetsky-Shapiro [29] , Tan et al. have grouped some of these measures based on the correlation between their property vectors.
The work of Tan et al. also addresses finding the best measure for specific application domains using experts. Having a set of patterns, different measures can be used to rank these then the rankings compared using Pearson correlation to a manual ranking done by experts.
Lenca et al. [21] use a different way to find the best measure for a domain. They rank the measures based on their properties rather than using a set of patterns. For each application domain, a specialist assigns weights to each property of measures. Each weight shows the importance of that property in the given domain. Then using all properties and also the weights assigned to each of them, measures are ranked by applying a multi-criteria decision process. The measure with the highest rank can be selected to be used in that specific domain.
In another work, Lenca et al. [22] compare interestingness measures based on formal definitions and experimental results. 5 interestingness measure properties were described. Three of these properties along with three other properties were used to group 20 different interestingness measures. 5 different groups have been obtained with a hierarchal ascendant clustering using the average linkage and Manhattan distance. Another clustering was done based on experimental results from 10 different datasets. They also found 5 clusters that match the previous clustering.
There are also two excellent surveys [12, 26] with useful information about interestingness measures.
IM for associative classifiers
In an effort to present better alternatives to the confidence measure in classification based on associations, Lan et al. proposed two novel interestingness measures, intensity of implication and dilated chi-square [20] . These measures, which are used to sort generated rules, statistically reveal the interdependence between the antecedent of a rule and its class. They showed that on 16 UCI datasets the resulting rule set is 90% more compact that the one generated by a confidence-based classifier and the accuracy improved between 1% and 4%.
After showing that even confident rules can have negative correlations, Arunasalam and Chawla propose a new measure called Complement Class Support (CCS) which guarantees rules to be positively correlated [5] . Their experiments on 8 UCI datsets show that their measure is better suited than simple confidence for imbalanced datasets.
Verhein and Chawla utilize the Fisher Exact Test's (FET) ρ-value to extract only statistically significant rules and introduce a new measure, Class Correlation Ratio(CCR), to select only the rules that are more positively correlated to the class they predict rather than the other classes [34] . For classification, they use a strength score to rank the rules, a combination of ρ-value, confidence and CCR. They show on 6 UCI datasets that they can outperform other classifiers including a confidence-based associative classifier.
Azevedo and Jorge compared 10 different interestingness measures in the selection phase of an associative classifier [6] . Using 17 different datasets from the UCI repository they showed that the strategy selecting the applicable rule with the highest conviction measure yielded the best result. Overall, conviction, confidence and Laplace were the only measures that could produce competitive classifiers in their experiments.
Azevedo and Jorge also attempted to find which measure, conviction, confidence or Laplace, is better suited in the selection phase given some features about the dataset at hand [6] . While the study was not conclusive, it was noted that conviction is the best measure for unbalanced datasets.
While there is a wide range of interestingness measures, most are only studies in the context of association rule mining. Few are proposed exclusively for associative classifiers but all studies on interestingness measures for associative classifiers consider only the rule selection phase. We investigate all these measures on all 3 phases of an associative classifier.
INTERESTINGNESS ON ALL PHASES OF AN ASSOCIATIVE CLASSIFIER
As mentioned above, an associative classifier is composed of three major phases: rule generating, rule pruning and rule selection. It is possible that the proper choice of an interesting measure could have an impact on each of these phases. At a higher level though, one can generalize the associative classifier into two stages: the learning, which encompasses the rule generation and pruning; and the classification, which is the selection of appropriate rules to fire.
In the first step of an associative classifier, using an association rule mining technique, rules with class labels as consequent are generated. For generating rules, an antimonotonic measure, am, and a threshold, t a , is required to efficiently prune the search space. Only measures with an anti-monotonic property can be used in this phase. This property is not obviously known for all 53 measures listed in Table 1 . In this study, only global support (i.e. support in the whole dataset) and local support (i.e. support in a class) are used for this phase. However, the interestingness measures are used as filters after generating all possible rules using a low support. In other words, using a support generates a learned model (i.e. a set of classification rules). Applying the different interestingness measure filters generates other learned models. Conflicting and redundant rules are later eliminated in the rule pruning phase. Redundancy removal pruning depends upon the strategy used in the rule selection phase and we refer the reader to [16] for more details. In brief, one strategy in rule selection during classification to order rules that apply based on some ordering and select the highest ranked rule. Pruning rules would not have an effect on the accuracy as rules lower in the rank are weeded out. However, when using a strategy where the interestingness measure of all rules predicting the same class is averaged to select the class label based on highest obtain average, a pruning would impact the calculated average and thus may lead to a different prediction.
The last phase of an associative classifier is to select a rule or a set of rules for predicting a class label of an object. For classifying a new object, an ordering should be defined. In this work, we use an ordering that is based on the used interestingness measure. Let sm be an interestingness measure. Based on this ordering and considering the highest ranked rule, r j < or r i (r i gets a higher rank than r j ), if:
Where sm is the selecting measure, support is the support of the rule, and length denotes the length of the rule which is equal to the number of attribute-value pairs in the antecedant. For taking into account the average of measures for all matchable rules, first all rules that apply to the unknown object should be grouped based on their class labels. If R c Table 2 : Results on 20 datasets using global support with threshold of 1%, with selecting based on the highest ranked rule and the rules' average of measures. "Max acc" denotes the maximum possible accuracy, "FM" denotes the macro average f-measure and "Acc" denotes the accuracy of the classifier.
denotes a rule set which all rules have the class label c, based on this ordering, Rc <orAvg R c , if:
{length(ri)} < Avgr j ∈R c {length(rj)}
Both these approaches are used in this study. If no rule can match the object, the dominant class is assigned to it.
EXPERIMENTAL RESULTS
The impact of using different interestingness measures is explored individually for each phase. Then, the combination of the best measures in each phase is studied. 20 datasets having different characteristics, were chosen from the UCI repository. To convert the relational datasets into transactional datasets, all numeric attributes are discretized using the entropy-based discretization method [10] used in CBA [24] to categorize the continues attributes.
For evaluation, each classifier is assessed based on the number of rules its model contains, the macro average f 1 -measure, accuracy and maximum possible accuracy. Henceforth, f-measure refers to macro average f1-measure.
The maximum possible accuracy shows the maximum accuracy that is achievable if for each test object, the right rule is selected from the set of available rules. Hence, if for a test object there exists at least one rule that applies to that object with the same class label, that object is considered as a correct classification, otherwise, it is a misclassification. This evaluation measure is useful to evaluate the pruning and see whether the essential rules are pruned or preserved.
All the results are based on 10-fold cross validation and the folds used for all classifiers are the same for each dataset.
Global vs. Local Support
Local and global supports with a threshold of 1% are used as anti-monotonic measures.To remove the conflicting rules, a minimum confidence threshold of 51% is used. No pruning method is used here and the measure used in the selection phase is confidence with two different approaches, selecting based on the "highest ranked rule" and based on the "average of rules". Rule sets generated only using local/global support and confidence are called "original rule sets". All other results are compared with the results of these rule sets.
The results of the original rule sets show that using local support yields a very large number of generated rules, especially when the class labels are imbalanced (i.e., when the standard deviation of class distributions is high), but it also creates more accurate models for this kind of datasets as it also finds frequent patterns in small classes. The results of the original rule sets using global support is shown in Table  2 in terms of number of rules, maximum possible accuracy, f-measure and accuracy. The results for local support can be found in [16] .
Using Redundancy Removal Pruning
While using the highest ranked rule in selection phase, this pruning can be used to remove the rules that are never used in prediction. Hence, the f-measure and accuracy does not change. Table 3 shows a huge percentage of rule reduction while using the redundancy removal pruning on original rule sets generated with global support. On the other hand, using this pruning method while predicting based on the rules' average of measures, changes the number of rules as well as f-measure and accuracy. The percentage of change in f-measure and accuracy are also shown in Table 3 . The results show large reduction of f-measure in some datasets. Hence, although redundancy removal pruning can reduce a Table 4 : Impact of measure-based filtering when maximizing the f-measure and the winning measure (with its minimum threshold used). Global support is used for rule generation and the selection phase is based on the highest of rules. RR, FC, AC and MPAC are short forms for rule reduction, f-measure change, accuracy change and maximum possible accuracy change respectively.
large number of rules, it is not safe to be used while prediction is based on the rules' average of measures.
Measure-based Filtering
Three different experiments are conducted to find the impact of using 53 different measures in measure-based pruning. Two of these experiments are based on rule reduction. In the first experiment, the goal is to find the minimum number of rules without jeopardizing the f-measure (keeping it above 95% of its original). In the second experiment, the aim is to find the minimum number of rules without changing the maximum possible accuracy. The goal of the last experiment is to eliminate the misleading rules in order to improve the f-measure. For these experiments the selection measure is fixed on confidence.
In these experiments the number of rules shrunk by up to 99.99% while the f-measure in some cases even improved. For each experiment, we ranked the measures for each dataset based on rule reduction achieved (or f-measure improvement in the third experiment). To find the measures that can have the highest impact in rule reduction, the number of times a measure ranked between 1 and 3 are counted. Based on these counts, IWD, Kappa, GK, Corr, Klos, 2WaySup, CF, Gini, and Spec are measures that have the highest impact on rule reduction without jeopardizing the f-measure, while FM, Cos, Jacc, CollStr, Acc, and Spec have the highest impact on rule reduction whilst not changing the maximum accuracy possible. Lev, Kappa, Zhnag, Acc, GK, 1Way-Sup, CF, Cos, FM, LC, and Spec were the high achievers in the experiment maximizing the f-measure. Interestingly, many measures never achieved a high enough ranking on any dataset. Table 4 shows the maximum percentage of f-measure improvement and the measure used for this achievement. The results show that there are some significant improvements in f-measure and the rule reduction is still substantial. The complete results are detailed in [16] . Table 5 : Percentage of f-measure change, accuracy change and the measure used in selection phase to get the maximum f-measure. Global support is used for rule generation and the selection phase is based on both the highest ranked rule and rules' average of measures. FC and AC are the short forms for f-measure change and accuracy change respectively.
Measures in Rule Selection Phase
The effect of using different selection measures, in the third phase of the associative classifier, is only on the improvement of the f-measure. There is no change in the number of rules per se as the learning model is already built. Table 5 shows the best measures for f-measure improvement for each dataset. From the results, it can be inferred that there are some significant improvements in f-measure, specially when predicting is based on the highest ranked rule.
The measures are ranked based on the f-measure improvements in each dataset. OddMul, CCS, CnfrmC, Conv, Lap, Loe, and Zhang are the measures with the most top ranks when the highest ranked rule is used for selection and ConfC, CCC, Lev, Conv, CCS, Loe and Ex&Cex are the measures with the most top ranks when the rules' average of measures strategy is used. Many measures never achieve a top rank with any dataset.
Using IM in Both Pruning and Selection
The impact of using different interestingness measures on each individual phase of the associative classifier was highlighted above. Here the goal is to study the impact of using different interestingness measures both in the pruning and the selection phases together. For this reason, the best measures found in measure-based pruning are combined with the best measures found in selection phase for each dataset. For cases where the strategy using highest ranked rule is adopted for prediction, redundancy removal is also used after the measure-based pruning. The results for f-measure changes are shown in Table 6 . In this table, the percentage of f-measure changes using measure-based pruning and using different measures in the selection phase are compared with that of the combination of these two phases. The results show that not only combining the best interestingness measure of each phase does not improve the f-measure, but, there are some cases with significant decrease in the f-measure. Table 6 : Comparing the changes of f-measure with the best measure used in measure-based pruning for f-measure improvement, the best measure used in selection phase, and the combination of these two measures. Global support is used for rule generation and the selection phase is based on the highest ranked rules. FC is the short form for f-measure change.
Hence, a suitable selecting measure based on an original rule set is not necessarily a suitable selecting measure for a pruned version of that rule set. The tables for rule reduction are not shown for lack of space. What is noteworthy is that the redundancy removal could even prune more rules from rule sets already pruned by measure-based pruning.
To summarize the results, there are interestingness measures that can be used as filtering measures and be able to reduce the number of rules significantly in all datasets without jeopardizing the accuracy of the model. In other words, the filters are capable of identifying unnecessary rules from the model. However, this drastic improvement in the number of rules is not necessarily observed in terms of accuracy. The change in accuracy remains stable, but some positive improvements in the accuracy (f-measure) were noted. Another observation is that, no single measure can be declared as a winner for all types of datasets. There are some measures that have more impact than others.
CONCLUSION AND FUTURE WORK
Associative classification is a relatively new paradigm for classification relying on association rule mining and naturally inherits the most commonly used interestingness measures, support and confidence. These are not necessarily the best choice and no systematic study was undertaken to identify the most appropriate measures from the myriad measures already used as filters or rankers for relevant rules in different fields.
This study is to answer the question whether other measures are more suited for the different phases of the associative classifier, and an attempt to identify the best measure for each phase. The results clearly indicate that many interestingness measures can indeed provide a better set of classification rules (i.e. a drastic reduction in the number of rules) and a more accurate classifier. However, there was no single measure that was consistently impacting the rule set for all datasets tested, even though for each dataset, some interestingness measure was successful in reducing the rule set or improving the effectiveness of the classifier. These measures are introduced for each individual phase. The results show that the measures that are the best in one phase are not necessarily the best measures for the other phase. Another observation is that using the combination of the best measures in pruning and selection phases does not improve the accuracy of the classifier which means that the best selecting measure for an original rule set is not the best for the pruned version of that rule set. This observation shows that there might exist some rule set characteristics that have effect on selecting the best measure. Hence, for each pruned rule set, the appropriate selecting measure should be probed.
All the measures were clustered in different experiments. Some of the measures behave similarly in all the cases. Hence, in future work, selecting only one measure from each group as a representative, is sufficient.
An interesting future study would be to identify the relevant features of a dataset or a rule set that would help indicate the appropriate interestingness measure to use, and in this way exploit these features to build a predictor for best measure to use in the associative classifier given a specific training set.
