Abstract-We study the admissibility and network capacity of imperfect power-controlled Code-Division Multiple Access (CDMA) systems with linear receivers in fading environments. In a CDMA system, a set of users is admissible if their simultaneous transmission does not result in violation of any of their Quality-of-Service (QoS) requirements; the network capacity is the maximum number of admissible users. We consider a single-cell imperfect power-controlled CDMA system, assuming known received power distributions. We identify the network capacities of single-class systems with matched-filter (MF) receivers for both the deterministic and random signature cases. We also characterize the network capacity of single-class systems with linear Minimum-Mean-Square-Error (MMSE) receivers for the deterministic signature case. The network capacities can be expressed uniquely in terms of the users' signal-to-interference ratio (SIR) requirements and received power distributions. For multiple-class systems equipped with MF receivers, we find a necessary and sufficient condition on the admissibility for the random signature case, but only a sufficient condition for the deterministic signature case. We also introduce the notions of effective target SIR and effective bandwidth, which are useful in determining the admissibility and hence network capacity of an imperfect power-controlled system.
multiuser detection and power control. Multiuser detection refers to the process of demodulating one or more user data streams from a nonorthogonal multiplex and is concerned with designing good receivers to achieve efficient interference suppression. In particular, among multiuser receivers, linear receivers have attracted a large amount of attention because they are practically appealing (see, e.g., [13] [14] [15] , [30] ). Power control, on the other hand, is implemented at the transmitter and is concerned with allocating powers to fulfill individual users' Quality-of-Service (QoS) requirements (see, e.g., [7] , [9] , [28] , [36] ). Since both linear receivers and power control are employed to suppress interference effectively and utilize network resources efficiently, it is natural to ask how linear receivers perform in power-controlled systems. In [27] , Tse and Hanly characterized the network capacities for several important linear receivers via a notion of effective bandwidth, assuming users have random signatures. (See also earlier work in [9] .) Viswanath, Anantharam, and Tse [31] studied the joint optimization problem of signature allocation and power control, and obtained simple characterizations of the network capacities of single-cell systems with linear Minimum-Mean-Square-Error (MMSE) receivers. However, both [27] and [31] assumed perfect power control in characterizing the network capacity. In a practical wireless communication system, due to delays and errors in power control and time-varying channel conditions, it is difficult to implement perfect power control, and the received powers typically fluctuate around the desired levels. Therefore, it is more appropriate to model the received powers as random. However, little work has been done on characterizing network capacity of imperfect power-controlled CDMA systems with linear receivers in fading channels.
In this paper, we focus primarily on the admissibility and network capacity of imperfect power-controlled CDMA systems with matched filter (MF) receivers in fading channels. Throughout this paper, we assume MF receivers unless specified otherwise. Each user in the system is assigned a signature onto which the user's information symbols are spread. Every user also has a minimum signal-to-interference (SIR) requirement. Roughly speaking, a set of users is said to be admissible if their simultaneous transmission does not result in violation of any of their SIR requirements; the network capacity is the maximum number of admissible users. Following the approach of [27] , [30] , we formulate the problem in an asymptotic setting in which we allow the number of users and the degrees of freedom (length of the signatures) to grow, while keeping their ratio fixed. The results are stated in terms of this ratio of number of users per degree of freedom. A feature that distinguishes this work from [27] is that the received power for each user in our model is random. The SIR requirements in our setting are also therefore probabilistic, unlike those of [27] .
We treat separately systems with single class of users and systems with multiple classes of users. In each case, we consider both deterministic and random signatures. For a singleclass systems with MF receivers, we identify the network capacities for both deterministic and random signature cases. We also characterize the network capacity of a single-class system with linear MMSE receivers for the deterministic signature case, which turns out to be exactly the same as that of the corresponding system with MF receivers. For multiple-class systems with MF receivers, we provide a necessary and sufficient condition for the random signature case, but only a sufficient condition for the deterministic signature case, for a set of users per degree of freedom to be admissible. The analysis in the deterministic signature case involves Welch-bound-equality (WBE) signature sets and inequalities, using results of [16] , [34] , as in [31] . Based on the results on the admissibility, we introduce the notions of effective target SIR and effective bandwidth, which are useful in determining the admissibility and hence network capacity of an imperfect power-controlled system.
The organization of the rest of this paper is as follows. In the next section, we provide the model description of an imperfect power-controlled CDMA system in fading channels. In Section III, we study the admissibility and identify the network capacities of single-class systems with MF receivers. We also identify the network capacity of single-class systems with linear MMSE receivers for the deterministic signature case. Then we address some issues on power control and introduce the notion of effective target SIR. In Section IV, we extend the study to multiple-class systems, and explore the notion of effective bandwidth for imperfect power-controlled CDMA systems. Finally, we draw some conclusions in Section V.
II. SYSTEM MODEL
Consider a -user CDMA system where the users transmit data over a fading channel. Fig. 1 depicts a simplified block diagram of the uplink of a CDMA system with linear receivers. Based on [27] , [28] , [30] , we have the following discrete-time model for the uplink of a synchronous CDMA system: for any symbol interval, the baseband received signal at the front end of the receiver is (1) where and are user 's signature, information symbol, and received power, respectively, . The vector is background noise that comes from the sampling of the ambient white Gaussian noise with positive variance . Note that different processing gains correspond to systems with different bandwidths, in which users may have different received powers. To keep our model more general, we use to denote user 's received power to emphasize the dependence of the received power on the processing gain . Since our purpose is not to evaluate or optimize modulation performance, for simplicity, we assume that the modulation is antipodal, i.e., . This assumption is not crucial, but simplifies the analysis.
The signatures provide diversity gain and the corresponding model is of considerable interest. Following [27] , [29] , we assume that when the processing gain is , takes value in . We study the admissibility and network capacity for the following two cases:
• The deterministic signature case: In this case, the users' signatures are jointly designed and are deterministic (see, e.g., [16] , [23] , [31] ). Our objective for the deterministic signature case is to find the tightest upper bound on the number of admissible users over all possible choices of signatures regardless of practical constraints.
• The random signature case: In this case, the users choose their signatures randomly and independently, which is applicable to several practical scenarios [15] , [27] , [30] (we will elaborate further on this point in Section III). Our objective for the random signature case is to characterize the number of admissible users in this more realistic setting.
We assume that each user is capable of decentralized power control. One common approach to implementing power control in practical CDMA systems is to drive the received powers for all the users having the same QoS requirements to be a fixed predetermined value all the time, namely, power balancing (see, e.g., [7] , [32] ). In fact, as illustrated in various chapters in [29] , equal received power is the optimal power allocation for users having same QoS requirements in most modulation/demodulation systems. Because of fading effects and power control errors, however, the received powers typically fluctuate around the desired levels in a practical system. Accordingly, we assume that the received powers are random (due to imperfect power control), and that the received powers across different users are independent. Throughout this paper, we also assume that power control is good enough to ensure that the fluctuation of received powers around their expectations is uniformly bounded (say by ) with probability one, which is reasonable in any practical system.
Let denote the support of the received powers in the limiting regime (as can be either an interval or a single point.) We assume throughout that the distributions of the received powers are known. This assumption is reasonable because the distributions of the received powers can usually be obtained through measurements (see, e.g., [21] ).
Typically, since the output interference in a large CDMA system can be approximated as Gaussian (see, e.g., [30] ), it is reasonable to take the QoS requirement as meeting the SIR constraint (see, e.g., [36] , [27] , [30] ). We define the SIR to be the ratio of the desired signal power to the sum of the noise and multiple-access interference (MAI) powers at the output of the receiver in a symbol interval [14] . Because of the randomness of the received powers and/or signatures, the SIR is random as well. Therefore, we adopt a probabilistic model for the users' QoS requirements as follows (cf., [18] , [19] ): SIR where SIR is the achieved SIR of user when the processing gain is the target SIR of user , and . Our results are asymptotic in nature, with both and going to infinity. As is standard (see, e.g., [27] , [30] ), is taken to be fixed as goes to infinity. In fact, we only need ; however, it is more convenient to fix this ratio in the following discussions.
III. SINGLE-CLASS SYSTEMS
Typically, fading channel gains are assumed to be stationary and ergodic (see, e.g., [8] , [11] ), and all the users are assumed to have independent and identically distributed (i.i.d.) channel gains (see, e.g., [11] ). Accordingly, we model the received powers for all users in one class (a set of users having the same QoS requirements) to be independent and identically distributed in a large network.
In this section, we consider a single-class system. We use to denote the received power distribution when the processing gain is , and the received power distribution in the limiting regime (as ). We assume that the 's and are continuous on , and that as we scale up the system, converges pointwise to . We let and denote the expectations corresponding to and , respectively. The SIR achieved by the matched-filter receiver is SIR (2) Because all the users have the same QoS requirements, we adopt the following probabilistic model for their SIR requirements: SIR where . We assume that , because otherwise it is impossible to meet the users' SIR requirements even when the output MAI vanishes.
A. Admissibility and Network Capacity
1) The Deterministic Signature Case: In this case, the users' signatures are deterministic, and the signatures of all the users form a signature set when the processing gain is . As , we have a sequence of signature sets. Let denote the collection of sequences of signature sets satisfying the following condition: as
where and are the signatures for user and when the processing gain is . Roughly speaking, the condition given in (3) requires that the crosscorrelation of any two users' signatures goes to zero at a rate faster than as . We observe that the condition in (3) is a very weak regularity condition on signature sets since the rate at which goes to is very slow. Because low crosscorrelation is essential for taking advantage of statistical multiplexing in CDMA systems (see, e.g., [10] , [34] ), we expect that contains a large collection of interesting sequences of signature sets. For example, suppose the signatures are binary random spreading sequences. Then we claim that for any (4) That is, for almost every realization, the crosscorrelation of any chosen two users' signatures goes to zero at the rate of , which is considerably faster than . The above claim can easily be shown as follows: for any The matrix is of rank . Clearly, the spectral radius of is for all . Appealing to [26, Lemma 3 .1], we have that where is some constant. Since , we use the first Borel-Cantelli Lemma [2] to conclude that (4) holds, thereby verifying our claim.
We also note that, in general, the condition in (3) cannot be weakened further because otherwise the output MAI power may diverge (see [5] ). In what follows, we confine ourselves to sequences in .
For convenience, let denote the signature set . We define admissibility for a class of users in the deterministic signature case as follows: when the processing gain is users per degree of freedom of the processing gain are admissible in the system if there exists a signature set such that when the signatures in are assigned to the users, the users' SIR requirements are satisfied, that is, SIR which is equivalent to SIR
Of particular interest is the maximum number of users admissible by the system, which is defined to be the network capacity, denoted by , in terms of the number of users per degree of freedom of the processing gain, that is, SIR
The asymptotic network capacity is defined as the limit of the sequence of network capacities :
(We shall show in the proof of Theorem 3.1 that the limit of exists.) Given a distribution function , for , we define (cf., [3, p. 53 
])
Our main result on the network capacity of a system with MF receivers for the deterministic signature case is essentially as follows (the formal statement is given in Theorem 3.1).
Deterministic signature case, MF: The asymptotic network capacity is
We note that in the special case of perfect power control, the asymptotic network capacity is simply , which is as given in [31] .
As has been observed in [31] , under perfect power control, the network capacity of a system with linear MMSE receivers is exactly the same as that of the corresponding system with MF receivers. Then a natural question to ask is, "Is the network capacity of a system with linear MMSE receivers still identical to that of the corresponding system with MF receivers when the power control is imperfect?" To answer this question, we first need to construct the linear MMSE receiver in an imperfect power-controlled system.
We assume that the MMSE receiver for user has knowledge of user 's instantaneous received power , which can be obtained through channel estimation. Because the received powers may vary from symbol to symbol due to imperfect power control, it is difficult to obtain knowledge of the other users' instantaneous received powers. As noted before, however, the distributions of the received powers can usually be obtained through measurements. Therefore, we assume that the MMSE receivers for each user has knowledge of the other users' mean received powers. In particular, the mean received powers are in the single-class case.
The linear MMSE receiver for user generates an output of the form of , where is chosen to minimize the meansquare error
It is easy to see that and the SIR achieved by the MMSE receiver for user is (cf., [14] , [27] ) SIR
where Along the same lines as in the MF receiver case, we define the network capacity of a system with linear MMSE receivers as the maximum number of users admissible by the system, that is, SIR
The asymptotic network capacity is defined as
Our main result on the network capacity of a system with MMSE receivers for the deterministic signature case is essentially as follows (the formal statement is given in Theorem 3.1).
Deterministic signature case, MMSE:
The asymptotic network capacity is
As would be expected, the asymptotic network capacity in the MMSE case is identical to that of the MF case. This observation is a generalization of a result in [31] .
The proofs of our results on the asymptotic network capacity make heavy use of WBE signature sets (see [23] for a survey). For ease of reference, we restate the definition of WBE signature sets as follows [16] .
Definition 1: Suppose
. A WBE signature set is a set of vectors (of length ) with unit norm satisfying the following equality:
An important property of WBE signature sets is , where .
The achievability of the asymptotic network capacity, in both the MF and linear MMSE receiver cases, relies on the existence of WBE signature sets for each . For signatures whose components are real, the existence and construction of WBE signature sets for each is provided in [31] . In practical communication systems, signature sets are usually constructed from linear codes. An interesting construction method of WBE signature sets from linear codes for each can be found in [23] .
Under the choice of a WBE signature set, it is easy to show that That is, in an imperfect power-controlled system, when the users' signatures form a WBE signature set, the MMSE receiver is just a scaled version of the MF receiver (cf., [31] ), which reveals the underlying reason why the network capacity of a system with MMSE receivers is the same as that of the corresponding system with MF receivers.
To achieve the asymptotic network capacity, we need to find sequences of WBE signature sets in . It has also been shown in [23] that there exist large collections of WBE signature sets whose maximum crosscorrelations are equal to or only slightly larger than (which is the Welch lower bound on the maximum crosscorrelation of a signature set), for example, WBE signature sets corresponding to small Kasami codes or Kerdock codes. It is straightforward to see that the condition in (3) is satisfied by sequences of such WBE signature sets, which approach this lower bound asymptotically. In Appendix B we give two examples of sequences of WBE signature sets by exploiting some known results on Hamming codes and Bose-Chaudhuri-Hocquenghem (BCH) codes. These sequences of WBE signature sets easily satisfy the condition in (3) (i.e., they are in ). However, for general , the existence of sequences of WBE signature sets in is open.
We are now ready to state formally our results on the asymptotic network capacity for the deterministic signature case.
Theorem 3.1 (Deterministic Signature Case):
The asymptotic network capacity of a system with MF receivers satisfies Moreover, if there exists a sequence of WBE signature sets in corresponding to some less than the right-hand side of the above inequality, then . The same result holds for the asymptotic network capacity of a system with linear MMSE receivers.
Roughly speaking, by Theorem 3.1, in a large system the network capacity can be approximated by the quantity . Assuming the existence of WBE signature sets with "low" crosscorrelations, this network capacity is achieved by such a signature set. To be precise, if for any , there exists a sequence of WBE signature sets in with , then the asymptotic network capacity is exactly
The same holds for the MMSE receiver case. Because the proof of Theorem 3.1 is rather technical, we defer the details to Section III-C. In a practical wireless system, it is often more reasonable to assume that the signatures are randomly and independently chosen because of the time-varying channel distortion, arbitrary time delays, etc. Therefore, it is of considerable interest to characterize the network capacity of a system with random signatures, which we consider in the next subsection.
2) The Random Signature Case: In this case, the users choose their signatures randomly and independently. The model for random signatures is as follows:
, where the 's are i.i.d. with mean zero and variance , and . For technical reasons, we assume that is finite. The random signature model is applicable to several practical systems, for example, systems employing long pseudo-random spreading sequences, and systems where the signatures are picked randomly and independently when the users are admitted into the system initially [15] , [27] , [30] .
We assume that the received powers and the signatures are independent, which is valid in many practical scenarios, for example, in a system employing long pseudo-random spreading sequences.
Because the received powers are i.i.d. and the signatures are i.i.d., the users' SIR's are identically distributed. Hence, SIR does not depend on . Without loss of generality, we study user 1.
We define admissibility for a class of users in the random signature case as follows: when the processing gain is , users per degree of freedom of the processing gain are admissible in the system if SIR Similar to the deterministic signature case, the network capacity is defined as the maximum number of users (per degree of freedom of the processing gain) that are admissible in the system, that is,
SIR
The asymptotic network capacity is defined as the limit of
We have the following result on the network capacity for the random signature case.
Theorem 3.2 (Random Signature Case):
The asymptotic network capacity of a system with MF receivers is
We note that in the special case of perfect power control, the asymptotic network capacity is simply , which agrees with [27] .
We have the following heuristic interpretation of Theorems 3.1 and 3.2. Suppose the received power distribution is in a large system. Roughly speaking, by optimally allocating signatures, at most users can be admitted into the system without sacrificing their QoS requirements; if the users choose their signatures randomly and independently, then at most users can be admitted into the system without sacrificing their QoS requirements. We conclude that in the imperfect power control case, the network capacity of a system with optimally allocated signatures is precisely one user per degree of freedom greater than that of a system with random signatures, which indicates that the MF receiver is sensitive to the choice of signature sets. This observation is consistent with that of [31] , which is for the perfect power control case.
Alternatively, we have a second approach to study the admissibility and network capacity, which is different in principle from the approach above (our first approach). More specifically, we first define asymptotic admissibility as follows. For the deterministic signature case, we say that users per degree of freedom of the processing gain are asymptotically admissible if SIR For the random signature case, we say that users per degree of freedom of the processing gain are asymptotically admissible if SIR For each case, the asymptotic network capacity is defined as the maximum number of asymptotically admissible users. A priori, it is not clear if the two different approaches lead to the same expression for the asymptotic network capacity. It turns out that for both deterministic and random signature cases, the asymptotic network capacities obtained by the two approaches are indeed the same. 
B. Power Control and Effective Target SIR
Based on Theorems 3.1 and 3.2, we have that for a given received power distribution , in the deterministic signature case, users per degree of freedom is asymptotically admissible if ; in the random signature case, users per degree of freedom is asymptotically admissible if
Assuming that a received power distribution of any desired form can be achieved by power control, we now ask a more fundamental question: how many users (per degree of freedom) can be made asymptotically admissible through power control for given SIR requirements? Specifically, we are interested in finding the largest value of over all possible received power distributions. Loosely speaking, the above problem can be regarded as the dual of the near-far resistance problem for MF receivers in the following sense: on one hand, near-far resistance is concerned with the worst case performance [29] ; on the other hand, optimum power-controlled capacity is concerned with the best case performance.
First we study the deterministic signature case. Define
Based on Theorem 3.1, we have that (9) where is a distribution with mean . Then the calculation of boils down to finding the supremum of the ratio of to over all possible distributions with mean . It is straightforward to see (e.g., using Markov's Inequality [2, p. 283]) that (10) where the supremum is achieved by the distribution (denoted as ) as shown in Fig. 2 . Note that the corresponding to is simply the set , which is connected. Combining (10) with (9), we conclude that . Because , the asymptotic network capacity for any distribution is strictly less than . Therefore, in the deterministic signature case, there exists a distribution function for which users (per degree of freedom) are admissible if and only if . Observe that the optimal power control is in the form of "bang-bang" control. We have the following heuristic interpretation. Suppose the number of users (per degree of freedom) is less than (and close to) . Because each user's QoS requirement is that SIR , we can implement power control such that the SIR of each user is greater than (and close to) with probability and equals with probability . Thus very little power is wasted, i.e., the power control is efficient. Accordingly, when , perfect power control is no longer the best in this context. The reason lies in the fact that we have loosened the users' QoS requirements. When approaches , the optimum power control strategy becomes perfect power control, and , which agrees with the expression given in [31] .
For the random signature case, it can be shown that Thus in the random signature case, there exists a distribution function for which users (per degree of freedom) are admissible if and only if . When approaches , the optimum power control strategy becomes perfect power control, and , which is as given in [27] . In a fixed wireless environment, the received power distributions are more or less of the same type (with different parameters) when we scale up/down the transmitted powers; for example, lognormal distributions due to obstacles in the signal paths [33] . Suppose users per degree of freedom are not admissible for a given received power distribution. Then an interesting question to ask is whether or not it is possible to make admissible by scaling up the received power and when is it possible. The answer is yes and the underlying intuition is that it is possible to make the users admissible at the expense of more power. To be more specific, we first define a scale family (cf., [3, p. 118] Note that for any is a "scaled version" of , and vice versa. A very special (degenerate) example of the scale family is which essentially represents the totality of distribution functions under perfect power control (here, we use the notation to denote the indicator function of the set ).
Given a scale family , we define , where . An important observation is that is fixed for the scale family . That is, is invariant over all the distributions in . It follows that is also invariant over all the distributions in . Therefore, is a property of the whole scale family. We call the effective target SIR for . For example, we have for the scale family of distributions that have the form as shown in Fig. 2 .
Observe that in a given scale family, there exists a one-to-one correspondence between distribution and mean. Let and denote the corresponding distribution and mean, respectively. We have the following proposition for a given scale family with standard distribution function . Theorem 3.3 is particularly useful in the scenarios where the users' received powers are random due to imperfect power control. (The SIR requirements are therefore probabilistic.) Specifically, in a given scale family users per degree of freedom are asymptotically admissible in the deterministic (or random) signature case for any distribution with mean no less than (or ); conversely, users per degree of freedom are not asymptotically admissible for any distribution with mean less than (or ). Let denote the distribution function corresponding to (or ). An easy observation is that users are asymptotically admissible when we "scale up" by any constant greater than (i.e., for any distribution function ). Theorem 3.3 also allows us to conclude that even if users per degree of freedom are not asymptotically admissible for a given distribution , it is still possible to make users per degree of freedom asymptotically admissible by scaling up to the extent that the mean exceeds (or ). This is because the effective target SIR is invariant for all distributions in , and the asymptotic network capacity corresponding to a particular distribution in the deterministic (or random) signature case is simply (or ). By scaling up decreases, and the asymptotic network capacity approaches the power-unconstrained network capacity (or ). A more interesting observation is that the power-unconstrained network capacity of an imperfect power-controlled system is of the same form as that of a perfect power-controlled system, except with the target SIR replaced by the effective target SIR . Roughly speaking, the effective target SIR plays the same role in determining the network capacity of an imperfect power-controlled system as that of the target SIR in determining the network capacity of a perfect power-controlled system. Using the effective target SIR, it is also easy to take into account power constraints that arise naturally in a physical system. We will elaborate further on this point at the end of Section IV.
C. Proofs of Theorems 3.1 and 3.2
The is rational by definition (though is not necessarily rational). To get across the main ideas, we neglected this constraint in the proof. However, because rationals are dense on the real line, our approach leads to the same result.
2) Proof of Theorem 3.1, MMSE Case: Throughout this proof, the signatures are deterministic as well. In what follows, by matrix inequality , we mean that is positive definite (semidefinite). Recall that . We have the following lemma on the eigenvalues of . We are now ready for the proof of Theorem 3.1 for the linear MMSE case.
Let
First we show that (16) To this end, we note that
Because , appealing to Lemma 3.3 yields that
Combining the above with (3), we conclude that
Using the same argument as in the proof of part a) of Lemma 3.1, it can be shown that (18) Then the desired result (16) follows by combining (17) (21) Observe that Appealing to Lemma 3.4, we have that (22) Since the above inequality holds for any , it is easy to obtain the inequality (20) by combining (22) with (21) .
Based on the inequalities (19) and (20) (24) and SIR (25) Combining (24) with the definition of network capacity
It then follows that
Similarly, based on (25), we have that for
Then we have that completing the proof.
IV. MULTIPLE-CLASS SYSTEMS
We have studied the admissibility and network capacity for single-class systems in the previous section. However, future wireless systems will have to support multimedia services such as voice, data, video, and fax. Therefore, it is essential to have a level of generality dealing with users having different QoS requirements.
In a wireless system, the received power distributions depend on time-varying fading and power control algorithms. In particular, short-term variation of the signal power may be modeled by Rician fading when there is a direct line of sight between transmitter and receiver, and by Rayleigh fading when such a path does not exist (see, e.g., [12] , [29] . We assume that .
A. The Deterministic Signature Case
Similar to the single-class case, we assume that every chosen sequence of signature sets satisfies (3), and for Then along the same lines as in the proof of Lemma 3.1, it can be shown that (27) It is desirable to design the signature sets such that all users' QoS requirements are satisfied. When , orthogonal signature sets null out completely multiple-access interference, and each single user transmits data as if it were in a single-user channel. When , however, a simple closed-form solution to the global optimization of the signature sets in this case seems unattainable. We study a sufficient condition for the admissibility of multiple-class systems in the following. In a practical spread-spectrum system, it is necessary to have . In the asymptotic setting, however, the impact of the difference between and on the solution to the minimax problem disappears. Now we are ready to give the following result on the asymptotic admissibility of multiple classes in the deterministic signature case. 
Theorem 4.1 provides a sufficient condition for the asymptotic admissibility of multiple-class systems with MF receivers. It is clear that the above condition is also a sufficient condition for the asymptotic admissibility of multiple-class systems with linear MMSE receivers because the SIR achieved by the MF receiver is always no greater than that achieved by the linear MMSE receiver.
Proof: Given a processing gain , we partition it into parts such that , where is as defined in Lemma 4.1. Observe that for (30) Therefore, under the above partitioning of the processing gain, we can choose a WBE signature set for each class, and users in different classes do not interfere with one another.
Let denote a random variable that has distribution . Because converges pointwise to , we have that converges in distribution to (see [2, p. 192] ). Then under the choice of a WBE signature set for each class, we have that by Lemma 4.1, for and (31) Combining (26), (27) , and (31), we conclude that SIR Based on the definition of asymptotic admissibility for it suffices to show that under our proposed scheme of designing signature sets
In the following, we assume that is an interval. (When is a single point, the problem boils down to the admissibility under perfect power control, which has been solved in [31] Combining the above approach with Egoroff's Theorem, it can be shown that (32) holds when is a closed (or half-closed) interval. This completes the proof.
2) Power Control, Effective Target SIR, and Effective Bandwidth:
As in the single-class case, it is possible to have the users' SIR requirements satisfied by scaling up the received powers even if the users are not admissible for a given group of distributions. For each class, we introduce the scale family (with standard distribution function )
Define
, where
We note that is invariant over all the distributions in and is a property of We call the effective target SIR for . For convenience, we call the collection a group of scale families.
Using the notation of effective target SIR, (29b) can be written as Define Using the above notation, (29b) further boils down to (33) where the symbol denotes the operator for Hadamard product, which simply performs the element-wise multiplication of two matrices [24] . Note that inequality of vectors is equivalent to component-wise inequalities.
We want to study the feasibility of (33) , that is, the condition under which there exist positive vectors satisfying (33) . Based on [17] , [19] , [36] , we draw the conclusion that a necessary and sufficient condition for the existence of a finite positive solution to (33) is the existence of a finite positive solution to the system of equations obtained by setting all inequalities in (33) to equalities. This remarkable result is due to [ It is straightforward to see that (36) Recalling the relationship between and the mean power vector, we have that the th component of the component-wise minimum mean power vector is completing the proof.
Observe that in a given group of scale families, there exists a one-to-one correspondence between group of received power distributions and mean power vector. Given a group of scale families , we let and denote the corresponding group of distributions and mean power vector, respectively. Based on Theorem 4.1 and Lemma 4.2, we have the following result for a given group of scale families . Observing the conditions given in Proposition 4.1, we follow [27] and define the effective bandwidth of class in the deterministic signature case as degrees of freedom per user. However, we are able to give only a sufficient condition for asymptotic admissibility of a tuple in terms of effective bandwidth. Further work is needed for this case.
It is easy to see that the effective bandwidth is a monotonically increasing function of the effective target SIR. Under the optimum power control stated in the single-class case, . It follows that the conditions given in Proposition 4.1 become the following: and
B. The Random Signature Case
As in our study of single-class systems with random signatures, we apply Lemma A.1 to conclude that SIR as
Without loss of generality, we study the first user in class . Combining the above approach with Egoroff's Theorem, it can be shown that (39) holds when is a closed (or half-closed) interval. The proof is completed.
Alternatively, Theorem 4.2 may also be proved by applying [27, Proposition 3.3] , but the proof would be more involved. We note that different from the deterministic signature case (in which we provide only a sufficient condition on the admissibility of multiple-class systems), we can also follow our first approach developed in the single-class case to define the network capacity region in the random signature case as
SIR
The asymptotic network capacity region is defined as (It turns out that the above limit exists.)
Following the same argument as in the single-class case, it can be shown that the asymptotic network capacity region is the following simplex: which is consistent with Theorem 4.2. We omit the details here.
2) Power Control, Effective Target SIR, and Effective Bandwidth: Using matrix notation, the inequality (38) can be simplified to (40) We now state the following lemma regarding the feasibility of (40) without proof because it follows the same line of proof as that of Lemma 4.2. Proposition 4.2 is a generalization of a result given in [27] . Similar to the deterministic signature case, we define the effective bandwidth of class for the random signature case as degrees of freedom per user. Under the optimum power control stated in the single-class case, the condition given in (41) boils down to . We note that in both the deterministic and random signature cases, the effective bandwidth is a monotonically increasing function of the effective target SIR. As observed in the singleclass case, the effective target SIR plays the same role in determining the network capacity of an imperfect power-controlled system as that of the target SIR in determining the network capacity of a perfect power-controlled system. Hence, we conclude that the effective bandwidth in terms of the effective target SIR plays the same role in determining the admissibility of an imperfect power-controlled system as that of the effective bandwidth in terms of the target SIR in determining the admissibility of a perfect power-controlled system. More specifically, Proposition 4.2 tells us that for a given group of scale families, a tuple can be made asymptotically admissible through power control if and only if the sum of effective bandwidth of all classes is less than one.
In a practical wireless system, the transmitted powers and hence received powers naturally are constrained. Suppose the users in class have an average power constraint that . Given a group of scale families, it is straightforward to see that there exists a finite positive vector (satisfying the power constraints) that can be assigned as the mean power vector such that is asymptotically admissible for if and only if
V. CONCLUSION
We have studied single-cell symbol-synchronous CDMA systems in fading channels, focusing primarily on the scenarios where MF receivers are employed. We adopt a probabilistic model for the users' QoS requirements. For single-class systems with MF receivers, we identify the network capacities for both deterministic and random signature cases. The network capacity can be expressed uniquely in terms of the users' SIR requirements and the received power distribution. For multiple-class systems with MF receivers, we provide a necessary and sufficient condition for the random signature case, but only a sufficient condition for the deterministic signature case, for a set of users per degree of freedom to be admissible.
We have explored the notions of effective target SIR and effective bandwidth . In particular, given a scale family , is invariant over all the distributions in , and plays the same role in determining the admissibility of an imperfect power-controlled system as that of the target SIR in determining the admissibility of a perfect power-controlled system. The effective bandwidth , a monotonically increasing function of , is particularly useful when there are multiple classes of users in an imperfect power-controlled system.
We have also characterized the network capacity of singleclass systems with linear MMSE receivers for the deterministic signature case. A similar characterization for the random signature case turns out to be highly nontrivial; we are looking into this problem currently.
Our results are useful for network-level resource-allocation problems such as admission control and power control in a large network. It is easy to generalize these results to obtain the network capacity of CDMA systems that employ the techniques of sectorization and voice-activity monitoring (see [7] ).
In this paper, we have focused on characterizing the network capacity so that we can determine how many users can be accommodated without sacrificing their QoS requirements. On the other hand, another fundamental issue is the channel capacity. That is, how much information can be transmitted reliably through fading channels in CDMA systems equipped with linear receivers? Some work along this line is already underway (e.g., [30] ). Our own preliminary study shows that there exists a tradeoff between network capacity and channel capacity. Intuitively, the more users in the systems, the stronger the MAI that is imposed by other users, and hence less information that can be transmitted reliably over the channel.
It must also be pointed out that our results are for single-cell synchronous systems, as is the case in [27] , [31] . Further work is needed to extend these results to multiple-cell asynchronous systems.
APPENDIX A PROOFS OF TECHNICAL LEMMAS
We use the following strong law for triangular arrays repeatedly, which follows directly from [5, Lemma 2.4]:
Lemma A.1: Let be a triangular array of random variables defined on a common probability space such that for each are independent, and let . If in probability and a.s. then almost surely.
A. Proof of Lemma 3.1
Proof for part a): Let . Then By Lemma A.1, it suffices to show that converges to in probability and (Note that and is fixed.) By assumption, is bounded by with probability one, which implies that is bounded by . Because we have that where the last step follows from the fact that Then it follows that converges to in probability because mean-square convergence implies convergence in probability.
Observe that holds with probability one. We conclude that almost surely. Proof for part b): By Welch's bound [16] , [34] , it follows that 
D. Proof of Lemma 3.5
Note that the signature is known to the MF receiver for user 1. For a given , the 's are i.i.d., and where we have used the assumption that . Note that and are independent. Then it follows that for almost every realization of (All statements involving conditional expectation hold with probability one by default.) Since , it follows that for almost every realization of , which implies that Thus converges to in probability. Then it remains to show that
Observe that
By the Strong Law of Large Numbers, we have that for almost every realization of which implies that Then it follows that for almost every realization of Therefore, we have that almost surely, completing the proof of Lemma 3.5.
E. Proof of Lemma 4.1
We use the following lemma, which follows directly from [ We are now ready to prove Lemma 4.1. Fix such that . Define
It is easy to verify that is a closed convex set and that lies in . Let . Define We note that is convex on . In the following we verify that satisfies the condition specified in Lemma A.2. Let . We have that which yields that
It then follows that
Note that the expression on the left-hand side of (47) cannot be positive since we can always take and get a zero inner product. We prove by contradiction that the condition in (47) Because can be chosen arbitrarily between and , we conclude that is a minimax point for (28a) over the constraint in (28b), and .
APPENDIX B EXAMPLES OF SEQUENCES OF WBE SIGNATURE SETS SATISFYING (3)
In practical spread-spectrum systems, the processing gain is of the form . When is large, the contribution of one component in the signatures to the crosscorrelation is negligible. Thus we consider of form without essential loss of generality.
As 
