basin. Its satisfactory application to hydrograph simulation has been described by Kumar and Jain [1982] .
There are several reasons for choosing a Monte Carlo setup as opposed to using field data. Perhaps the most important one in our case was the lack of a long enough record containing all the information required by the model. Only a few events were documented for the basin, and these were used in model calibration and previous tests [see Kumar and Jain, 1982; Lakshmi, 1989 ]. However, Monte Carlo simulation is also appealing because it offers a convenient way of performing sensitivity analysis, since the "ground truth" can be assumed as known. The results from a Monte Carlo experiment are statistically valid since long records of data can be generated. The conclusions can be conveniently linked to the parameters used in the simulations. In the case of using field data, the number of storm cases that could be examined is limited, and therefore any general conclusions have to be treated with caution. Another yet important advantage of a Monte Carlo simulation is the ease of simulating the effects of uncertainties due to measurement errors, something clearly impossible with real data. The Monte Carlo simulation approach has been used in a number of recent studies on distributed modeling. For some examples, see Binley et al. [1989a, b] , Sharma et al. [1987] , and Smith and Herbert [1979] .
In order to generate the input rainfall data needed to drive the distributed model, a stochastic space-time rainfall model proposed by Waymire et al. [1984] , often referred to as the WGR model, was used. The generated rainfall was then sampled by an imaginary network of rain gauges. The same input was fed into a simple spatially lumped model based on the unit hydrograph theory, and the results of repetitive simulations were analyzed.
The problem of influence of the spatial variability of rainfall on storm runoff has been addressed by several investigators, including Dawdy and Bergmann [ 1969] , Troutman [1983] , and Wilson et al. [1979] among others. The study described in this paper is reminiscent of that by Wilson et al. [1979] . Although the overall philosophy of the experiment is quite similar, there are significant differences between the two studies. First, the study described herein is much more detailed in several aspects. Ralston Creek basin, which is about 8 times smaller than the basin used by Wilson et al., has been divided into about 280 segments, as opposed to 21 subcatchments in Wilson's study. This translates to about 100 times increased resolution. Second, the generated rainfall has been sampled at three different network densities, and the temporal aspect of the sampling has been included. The results and corresponding conclusions were obtained in a Monte Carlo framework which makes them more reliable. In the study by Wilson eta!. [1979] , only two spatial sampling schemes were investigated for a limited number of storms. Another significant difference is in the generated rainfall regime, which in our case is of convective nature, as opposed to the more stratiform rainfall generated by the model of Bras and Rodriguez-Iturbe [1976] 
Infiltration Model
The heart of any Hortonian (rainfall excess) rainfall-runoff model is the estimation of infiltration losses. Often, the performance of the entire modeling effort is dependent on the accuracy of this estimation. The rainfall loss components include losses such as interception and depression storage and infiltration; the last one having the largest influence on the volume of watershed runoff and rainfall-excess hyetograph.
For the purpose of this study it is assumed that the rainfall excess obtained by subtracting infiltration from precipitation directly contributes to surface runoff. Interception and depression storage mainly affect the runoff from the initial rainfall and are generally determined empirically without considering any time distribution (interception and depression storage may recover during rainfall due to evaporation). On the other hand, the infiltration process continues through all stages of rainfall, even after the rainfall ceases and, in general, is time variant. Once interception and depression storage are satisfied, and if evaporation is not considered, then rainfall excess can be determined by estimating the rate of infiltration.
Infiltration modeling was achieved by using the Soil Conservation Service (SCS) curve number approach. The bases for adopting the SCS model were as follows:
1. The SCS model parameters are defined with respect to soil type, !and use, land treatment, and antecedent moisture index, all of which can be inferred from soil maps and reports easily available. The solution of the model equations was achieved by the modified second-order Lax-Wendroff explicit scheme with the appropriate boundary conditions. For the derivation of the numerical scheme equations and the discussion of the stability issues the interested reader is referred to Jain et al. [1982] .
The SCS model parameters
In the simulation experiment it was assumed that the segments are initially dry. Furthermore, the boundary conditions state that the outflow from one segment becomes inflow into the next segment. At the divide (first segment in the stream tube) there is zero inflow into the segment across the upper boundary, but for all other segments there is flow from one segment to another. The kinematic wave model, which is described above, Another reason for the good performance of the kinematic wave model applied to the Ralston Creek basin is the high variability of the physiographic characteristics of the basin, the slopes in particular. The difference of elevation between the outlet and the highest point in the basin is about 50 m, and the average slope for the segments selected is 0.1, ranging from the minimum of 0.007 to the maximum of 0.7.
Again, lack of appropriate data does not allow for detailed (segment scale) investigations of the applicability condition of the kinematic wave equations. Such condition can be expressed [Ponce, 1989] [1985, 1990] .
Since the model was developed in terms of instantaneous rainfall rate, in principle it was possible to generate both hourly as well as 5-min point rainfall fields which were then sampled by simulated rain gauges imposed on the Ralston Creek watershed. The model used the parameter values closely corresponding to the climate 1 case, as given by Valdes et al. [1985] . Climate ! parameters refer to rather significant rainfall. This choice was made because our interest was in flood events and not in the whole gamut of hydrological conditions. It must be emphasized at this point that there was no attempt made to calibrate the WGR model to Iowa's rainfall regime. As pointed out earlier, the intention of the authors was to gain more experience with the distributed model presented herein, investigate its sensitivity with respect to the input sampling errors, and compare its performance to a simple lumped model. It was not their objective to study the runoff characteristics of Ralston Creek basin, as such a study would certainly require the rainfall data appropriate for this part of Iowa.
To achieve these objectives a Monte Carlo experiment was performed in which several scenarios of model rainfall input were examined. In the numerical simulations the parameters were constant over the sample size of 100 storms (realizations) affecting the basin.
Lumped Model
The lumped model used in this study is based on the unit hydrograph concept. The hourly unit hydrograph was de- This averaging was done objectively using weights based on the area of the particular segments. The unit hydrograph derived in the above-described way represents the best possible one. This is because all the assumptions concerning effective rainfall, implicit in the unit hydrograph concept, were followed exactly. It must be emphasized, though, that the assumption of linearity of the basin was invoked only in the computations of the storm hydrographs and not in its derivation.
Experimental Setup
The experiment was designed to highlight the effect of input uncertainty as well as the effects of temporal and spatial sampling. In addition, the performance of a lumped model was compared against that of a distributed model.
The true response or "ground truth" was chosen to be the response generated by the distributed model with rainfall input from 87 gauges (for dense spatial sampling, no interpolations involved) and a 5-rain sampling interval (case !).
This density is almost 12 gauges per km 2.
Another case is only one gauge located in the center of the catchment and hourly rainfall input (case 2). This corresponds to a lumped input case. analyzed statistically (for case 5 the hydrograph was obtained only for the outlet).
Comparison Criteria
To examine how cases 2, 3, 4, and 5 compare with case 1 (which was considered as the "ground truth") a comparison was made between corresponding hydrographs (time series) obtained in cases 1 and 2, 1 and 3, 1 and 4, and 1 and 5.
The selected comparison criteria were (1) zero-lag cross correlation between corresponding discharges at each of the three nodes, (2) maximum absolute difference between the time series of corresponding discharges (for each event and for each node), (3) mean absolute difference in corresponding discharges, and (4) root mean square of the difference in corresponding discharges.
Individual hydrographs at each node were analyzed in terms of (1) peak discharge, (2) time to peak (the peak being the first observed peak), and (3) number of peaks.
RESULTS
The power of the Monte Carlo approach is also its weakness. The study explained in the previous section yielded some interesting results, but the abundance of generated data created problems of their digestion, analysis, and final/y, presentation. Here, for the sake of brevity and clarity, only a subset of generated results is presented. The Hamlin [ 1983] , who reported errors of the order of 100% in the peak discharge and 73% in the time-to-peak for his studies involving reduced gauge networks for runoff prediction. It is pointed out that our generated rainfall fields were sampled without accounting for rain gauges measure- complemented by a geographic information system (GIS) with digital elevation models [Moore, 1985] Figure 6d is because of the fact that the unit hydrograph was derived using one unit of rainfall excess over a period of 1 hour. Perhaps the most important result of this study is given in Figure 7 . 
CONCLUSIONS AND FINAL REMARKS
The investigations of the sensitivity of a distributed parameter model with respect to the sampling density of a synthetic rain gauge network and the temporal resolution of the rainfall data has shown the considerable effect of decreased temporal resolution. The effect of varying spatial sampling is not as prominent, but in some cases it is also significant. When a lumped model is used instead of the distributed model, a strong bias develops in flood peak simulations. In addition to the bias there were several cases where the distributed model produced multiple peaks which the lumped model was unable to reproduce. Lumping of the input and the variability of the spatial basin characteristics are responsible for such cases.
The Monte Carlo approach could be extended to study problems of appropriate scale selection and data resolution for real-time hydrologic forecasting. In order to facilitate such studies a model of the type described herein should be
