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Abstract: We investigate the time evolution of the complexity of the operator by the
Sachdev-Ye-Kitaev (SYK) model with N Majorana fermions. We follow Nielsen’s idea
of complexity geometry and geodesics thereof. We show that it is possible that the bi-
invariant complexity geometry can exhibit the conjectured time evolution of the complexity
in chaotic systems: i) linear growth until t ∼ eN , ii) saturation and small fluctuations
after then. We also show that the Lloyd’s bound is realized in this model. Interestingly,
these characteristic features appear only if the complexity geometry is the most natural
“non-Riemannian” Finsler geometry. This serves as a concrete example showing that the
bi-invariant complexity may be a competitive candidate for the complexity in quantum
mechanics/field theory (QM/QFT). We provide another argument showing a naturalness
of bi-invariant complexity in QM/QFT. That is that the bi-invariance naturally implies the
equivalence of the right-invariant complexity and left-invariant complexity, either of which
may correspond to the complexity of a given operator. Without bi-invariance, one needs to
answer why only right (left) invariant complexity corresponds to the “complexity”, instead
of only left (right) invariant complexity.ar
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1 Introduction
The concepts of the quantum information theory have been widely applied to the studies
of quantum field theories and gravity. In particular, the quantum “complexity”, a concept
originated from the quantum circuits and quantum computations, has been introduced
to the studies of black hole physics [1] and the AdS/CFT correspondence [2–4]. Roughly
speaking, from the perspective of quantum circuit, the complexity of an operator (circuit) is
the minimal number of “elementary operations" (gates) to construct the operator (circuit).
In order to compute the complexity by using gravity theory in the context of the
AdS/CFT correspondence, Refs. [4] and [5] proposed two holographic conjectures called
the complexity-volume (CV) conjecture and the complexity-action (CA) conjecture. The
CV conjecture states that the complexity of a boundary state is given by the maximum
volume of all spacelike surfaces at fixed time slices at the AdS boundary. The CA conjecture
states that the complexity of a boundary state is given by the on-shell action in Wheeler-
DeWitt (WdW) patch. After these two holographic conjectures were proposed, many works
have been done to study the properties of the CA and CV conjectures, such as the upper
bound of the complexity growth rate in various gravity systems [6–12], the UV divergent
structures of the CV and CA conectures [13, 14], the time-evolution of the complexity in
CV and CA conjectures [15–17], the quench effects in the holographic complexity [18, 19]
and so on. Besides these two conjectures, other conjectures for the complexity, such as
sub-region complexity, were also proposed in holography for different systems and purposes
(see, for example, Refs [20–24]).
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Though much progress on the complexity in gravity side has been made, the precise
meaning and a well-proposed definition of the complexity in field theory side is still incom-
plete. The first attempt to find a generalization of the discrete quantum circuit complexity
to continuous systems was proposed by Nielsen et al. [25–27]. The basic idea is to identify
complexity with the geodesic distance in a certain geometry called “complexity geometry”.
Built on this idea for quantum circuit, there have been many attempts to define the com-
plexity in quantum field theory (QFT) [28–47]1. Thus, the problem boils down to how to
construct the “complexity geometry” and investigate its geometric properties.
In many works, the complexity geometry is assumed to be only right-invariant but not
left-invariant. i.e. the complexity geometry is assume to be non-bi-invariant (bi-invariant
means both right-invariant and left-invariant). The meanings of these invariances will be
explained in detail around Eq. (2.17). One of the reasons why non-bi-invariant complexity is
assumed is that it is often claimed [28, 46] that a bi-invariant complexity cannot reproduce
the “expected” time evolution of the complexity in chaotic systems. The expected time
evolution is as follows. For a chaotic system with N degrees of freedom, the complexity
evolves as time goes in three stages: i) linear growth until t ∼ eN ; ii) saturation and small
fluctuations after then; iii) and quantum recurrence at t ∼ eeN . However, this claimed
incompatibility between “expected” time evolution and bi-invariance has not been checked
until the recent paper Ref. [46] appeared. In this very interesting work, the authors claimed
that the aforementioned incompatibility was shown in a concrete mode, the Sachdev-Ye-
Kitaev (SYK) model.
One of the goals of this paper is to revisit the model studied in Ref. [46] and show
that it is indeed possible that bi-invariant complexity is compatible to the “expected” time
evolution. We stress that we do not claim that the analysis in Ref. [46] is not correct. We
want to point out that it is still possible to have bi-invariant complexity compatible with
the “expected” time evolution in the SYK model. The key point of this possibility is the fact
that the complexity growth rate is dimensionful so it depends on the time scale, while the
complexity itself does not. Furthermore, with this bi-invariant complexity, we also obtain
more interesting results i) the Lloyd’s bound can be realized; ii) for complexity geometry,
non-Riemannian Finsler geometry is favored than Riemannian geometry.
Based on our analysis on a chaotic system, it seems that a bi-invariant complexity
is still a viable and competitive one in the complexity theory compared with an only-
right-invariant one. Indeed, we have provided various arguments to support bi-invariant
complexity in our series of works [43–45, 47]. In this paper, we want to provide yet another
argument to support bi-invariant complexity, which is another goal of this paper. It is
inspired by a simple question: it is mathematical fact that we may define both only-right-
invariant complexity and only-left-invariant complexity for a given operator. Are these two
equivalent? If not, which one corresponds to the “complexity”? Naively, one may think
that i) one can choose either an only-right-invariant (not bi-invariant) complexity or an
only-left-invariant (not bi-invariant) complexity ii) it is possible that these two choices give
1There are also similar but a little different proposals, such as the Fubini-study metric [31] and path-
integral optimization [48, 49].
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us equivalent physics. However, we will show that if they are not bi-invariant then they
cannot give equivalent physics.
This paper is organized as follows. In section 2, we first make a short overview on
the complexity of operator and explain there are two different ways (right-invariant and
left-invariant way) in defining complexity. In section 3, as a concrete example, we consider
the SYK model to show how to compute the complexity growth. By using both analytic
and numerical methods we demonstrate that bi-invariant complexity indeed grows linearly
up to an exponential time scale. Here, we also show that the Lloyd’s bound can be realized
and the complexity geometry is non-Riemannian Finsler geometry. In section 4 we explain a
consequence if the complexity is not bi-invariant: there are two ways (left or right-invariant
ways) in defining complexity but these two will not be equivalent.
2 Review on complexity of operators
Let us first make a brief overview on how to define the complexity for operators, which has
been explained in Refs. [43, 44].
General ansatz for complexity We denote a complexity of an operator xˆ in a finite
dimensional special unitary group SU(n) by C(xˆ). Mathematically, the complexity C is a
map from SU(n) to R+ ∪ {0} which satisfies the following four axioms,
G1 (Nonnegativity)
∀xˆ ∈ SU(n), C(xˆ) ≥ 0, and C(xˆ) = 0 if xˆ is the identity
G2 (Series decomposition rule)
∀xˆ, yˆ ∈ SU(n), C(xˆ) + C(yˆ) ≥ C(xˆyˆ)
G3 (Parallel decomposition rule)
∀xˆ1, xˆ2, in a matrix representation, C(xˆ1⊕ xˆ2)p = C(xˆ1)p+C(xˆ2)p with a nonnegative
number p
G4 (Smoothness) For any infinitesimal operator in SU(n), δOˆ = exp(iHδs), the complex-
ity is a smooth function of H 6= 0 and δs ≥ 0, i.e.,
C(δOˆ) = F˜ (H)δs+O(δs2) (2.1)
Here, G1 and G2 are natural concepts coming from the notion of “distance” and G2
corresponds to the triangle inequality. In G2 and G3, we consider the situation where
an operator can be decomposed in part. From the quantum circuit perspective G2 is for
serial decomposition and G3 is for parallel decomposition of a bigger circuit. Based on the
intuition of the complexity of quantum circuits we make two ansatzes, G2 and G3, which
give the relation between the complexity in total and the complexity in part.
As we mentioned, G2 is kind of a triangle inequality but G3 may have a freedom of
p in principle. From physical viewpoint, the most natural choice is p = 1. Intuitively, it
is because the complexity of the circuit composed of two independent parallel sub-circuits
will be the sum of the complexity of sub-circuits:
C(xˆ1 ⊕ xˆ2) = C(xˆ1) + C(xˆ2) . (2.2)
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Figure 1. A continuous (purple) curve c(s) connects the identity (c(0) = Iˆ) and a particular
operator Oˆ (c(1) = Oˆ). It can be approximated by a discrete form (blue lines), where every
intermediate point (Oˆn) is also an operator.
From mathematical viewpoint, the choice of p = 2
C(xˆ1 ⊕ xˆ2)2 = C(xˆ1)2 + C(xˆ2)2 , (2.3)
may be convenient and familiar because it turns out that the complexity geometry becomes
Riemannian, while for p 6= 2 the complexity geometry is non-Riemannian Finsler geometry.2
In addition to a good physical intuition for p = 1, based on the properties of the complexity
of the SYK model in next section, we will provide another supporting evidence that the p =
1 case is indeed physically favored than the widely discussed p = 2 case of the Riemannian
geometry or other p 6= 1 cases.
G4 stats that the complexity of an infinitesimal operator is determined by its generator
via some yet-unknown-function F˜ (H). Thus, one of important tasks is specifying the
properties of F˜ (H) based on some physical requirements, which has been discussed in
detail in [43, 44]. Once F˜ (H) is given, the complexity of “finite” operator can be computed,
roughly speaking, by adding up the complexity of infinitesimal operator for the minimized
path. To be more precise, let us consider the SU(n) manifold in Fig. 1
Nielson’s geometric idea for complexity As SU(n) is connected, there is a curve c(s)
connecting Oˆ and identity Iˆ, see Fig. 1, where the (purple) curve is parameterized by s
with c(0) = Iˆ and c(1) = Oˆ. Every intermediate point, c(s)(0 < s < 1), also corresponds
to an operator Oˆ(s) and we use the notation c(s) and Oˆ(s) interchangeably depending on
context. The discretized version of the curve is also shown as blue lines in Fig. 1, where we
use c(sn) or Oˆn interchangeably. Here, sn = n/N , n = 1, 2, 3, · · · , N , Oˆ0 = Iˆ and OˆN = Oˆ.
For a given curve, it’s discrete form can be represented in two ways:
c(sn) = Oˆn = δOˆ
(r)
n Oˆn−1
= Oˆn−1δOˆ(l)n ,
(2.4)
where
δOˆ(α)n = exp[−iHα(sn)δs] , (2.5)
2For more details on G3, we refer to Fig.2 and section 2.2 in [43] or section 2 in [44].
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with α = r or l and δs = 1/N . The continuous version of (2.4) is3
c(s) =
←−P exp
∫ s
0
−iHr(s˜)ds˜ = −→P exp
∫ s
0
−iHl(s˜)ds˜ , (2.6)
In a diffential form, we have
c˙(s) = −iHr(s)c(s) , c˙(s) = −ic(s)Hl(s) , (2.7)
or
Hr(s) = ic˙(s)c(s)
−1 , Hl(s) = ic(s)−1c˙(s) , (2.8)
from which we obtain the relation between Hr and Hl:
Hl(s) = c(s)
†Hr(s)c(s) . (2.9)
Note that, in general, the two generators Hr(s) and Hl(s) at the same point of the same
curve can be different.4
We now want to compute the length of the curve (L[c]) from c(0) to c(1), of which
meaning is the "cost" of the operator Oˆ: how much difficult it is to construct the operator
Oˆ. Once we know the complexities of the infinitesimal operators along the curve, we
may sum them up. However, for a given curve, we may have two different costs(lengths)
depending on the way to construct the target operator Oˆ, “left” way or “right” wary, as
shown in Eq. (2.4) or Eq. (2.6).
Lα[c] :=
N∑
n=1
C(δOˆ(α)n ) =
N∑
n=1
F˜ (Hα(sn))δs , α = r, l . (2.10)
In the continuous limit of N →∞, we have
Lα[c] =
∫ 1
0
F˜ (Hα(s))ds . (2.11)
Finally, the complexity is defined as the minimum length (cost) of the operator, i.e.
Cα(Oˆ) := min{Lα[c] | c(0) = Iˆ, c(1) = Oˆ} . (2.12)
Note that, two complexities (Cr and Cl) may be very different for the same operator because
Hr 6= Hl in general. Let us call Cr right complexity and Cl left complexity.
In Nielsen’s geometrization of the complexity, only the right complexity is considered.
All the other works such as Refs. [28–34, 46] also considered only the right complexity.
However, it will be a natural and interesting question what if we use the left complexity
instead of right complexity. We will show they can be the same in some cases.
3It is important to note that left order and right order have nothing to do with changing time-ordering.
The increasing direction of the parameter s, the time flow if you want, is the same, but the direction to
multiply a new operator is different as shown in (2.4).
4One may think that the Schrödinger’s equation implies that only Hr(s) has physical meaning and we
have to use order
←−
P . However, in Sec. 4 we will show that Hl(s) is the Hamiltonian in the Heisenberg
picture so Hl(s) and order
−→
P are also physically meaningful.
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Constraint on the complexity metric and the complexity metric of SU(n) In
order to perform concreted computations we need to know what F˜ (Hα) is. As a first step,
it has been shown [43, 44], from the axioms G1, G2, and G4, that F˜ (Hα) corresponds to a
(Minkowski) norm5 of Hα in the Lie algebra. It plays a role of the length of the line element
in the Finsler geometry6, which is a generalization of Riemannian geometry without the
quadratic restriction. We refer to Refs. [50–53] for an introduction to Minkowski norm and
the Finsler geometry.
However, at this stage, any form of the Minkowski norm F˜ is allowed, so it will be
desirable to have more physical conditions to constrain the form of F˜ . In Refs. [43, 44], it
has been further assumed that the norm F˜ is invariant under a unitary transformation
F˜ (Hα) = F˜ (UˆHαUˆ
†) , (2.14)
and reversal
F˜ (Hα) = F˜ (−Hα) . (2.15)
The rationale for these assumption is that the complexity has to satisfy a general property
of quantum mechanics/field theory and has to be consistent with general frameworks of
quantum mechanics/field theory. We refer to Refs. [43, 44] for many different arguments
supporting (2.14) and (2.15). For example, we introduce a simple one based on the ob-
servation that physics is independent of “pictures-(Schrödinger or Heisenberg)” in section
4.7
The assumptions (2.14) and (2.15), together with the axioms G1-G4, turn out to be
strong enough to determine the norm F˜ uniquely (up to an overall constant) as [43, 44]
F˜ (H(s)) = λ
{
Tr[(H(s)H†(s))p/2]
}1/p
, H(s) := Hl(s) or Hr(s) . (2.16)
Here, c(s) is an arbitrary curve in SU(n) group and λ is an arbitrary positive constant.
Note that Hl and Hr give the same complexity in this case. If p = 1, the function F˜ is just
the “trace norm”. If p = 2, the function F˜ gives the “standard metric” of SU(n) groups.
5More precisely, it is called a Minkowski norm in mathematical jargon. The properties that Minkowski
norm should satisfy can be found in [50–53] or below Eq.(3.7) in [43].
6 For a given F˜ , we have two different natural ways to extend the Minkowski norm F˜ at the identity to
every point on the base manifold via arbitrary curves.
F (c, c˙) = F˜ (Hr) = F˜ (c˙c
−1) , or F (c, c˙) = F˜ (Hl) = F˜ (c
−1c˙) . (2.13)
where we introduce a notation ‘F (c, c˙)’, the standard notation for Finsler metric in mathematics. We want
to emphasize two points: (1) The Finsler metric is defined in the tangent bundle TG for a Lie group G;
(2) the norm F˜ (H) is defined at the tangent space of identity (i.e., the Lie algebra). For a Lie group and
a given Minkowski norm F˜ (H), there are always two natural ways to obtain two different Finsler metrics
according to Eq. (2.13). Understanding this point will be helpful to understand why bi-invariance is natural
and may be necessary in physics.
7The purpose of this paper is not to justify Eq. (2.14) and Eq. (2.15). It has been reported in Refs. [43, 44]
by several arguments. Our purpose here is to investigate the chaotic behavior of the complexity under the
conditions Eq. (2.14) and Eq. (2.15). For this purpose, they may be considered just conditions restricting
the system we are considering.
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Invariance properties Let us turn to some invariance properties. F˜ (Hr(s)) is right-
invariant, which means that F˜ (Hr(s)) is invariant under the right-translation, c(s)→ c(s)xˆ
for all xˆ ∈SU(n). It is because Hr is right invariant as shown in Eq. (2.8). Similarly,
F˜ (Hl(s)) is left-invariant. However, if we require the unitary invariance (2.14) we obtain
F˜ (Hr(s)) = F˜ (Hl(s)) , (2.17)
where we used Eq. (2.9). It means that we do not need to worry about two definitions, left
or right complexity (2.12), because they are the same. It also means that F˜ (Hr) is both
left-invariant and right-invariant. This property is called bi-invariant.
Complexity of SU(n) operator Thanks to the bi-invariance, the minimization in
Eq. (2.12) can be simplified dramatically. It has been shown that, if the metric is bi-
invariance, the curve c(s) is a geodesic if and only if there is a constant generator H(s) = H¯
such that [54, 55]
c˙(s) = −iH¯c(s) or c(s) = exp(−isH¯) . (2.18)
With the condition Oˆ = c(1) = exp(−iH¯), we can solve H¯ and so the complexity of Oˆ is
given by
C(Oˆ) = min{F˜ (H¯) | ∀ H¯, s.t., exp(−iH¯) = Oˆ} , (2.19)
where F˜ is defined in Eq. (2.16). The minimization ‘min’ in (2.19) in the sense of ‘geodesic’ is
already taken care of in (2.18). Here, ‘min’ means the minimal value due to non-uniqueness
of the solution for the equation exp(−iH¯) = Oˆ. As a concrete example for the minimization
due to non-uniqueness, see Eq. (2.22).
For example, let us consider the SU(2) group in the fundamental representation. An
operator Oˆ ∈SU(2) can be written as
Oˆ = exp(−iθ~n · ~σ) = Iˆ cos θ − i(~n · ~σ) sin θ , (2.20)
where ~n is a unit vector, θ is a real number, and ~σ := (σx, σy, σz) are Pauli matrixes. The
values of H¯ satisfying the condition in Eq. (2.19) are multiple and we label them by the
subscript m, H¯m:
H¯m =
(
arccos[Tr(Oˆ)/2] + 2mpi
)
~n · ~σ , (2.21)
for ∀m ∈ N. The norm of H¯m, Eq. (2.16), reads
F˜ (H¯m) = λ
{
Tr[(H¯mH¯†m)
p/2]
}1/p
= λ21/p
(
arccos[Tr(Oˆ)/2] + 2mpi
)
, (2.22)
The complexity of Oˆ is given by the minimum value of F˜ (H¯m) (Eq. (2.19)):
C(Oˆ) = arccos[Tr(Oˆ)/2] , (2.23)
where we dropped the overall constant λ21/p since we can always define the complexity up
to an overall constant.
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3 Time dependent complexity in the SYK model
It is sometimes claimed [28, 46] that the bi-invariant complexity can not show the linear
growth of the complexity in an exponential time order. In the following subsection, we will
show this may not be the case by providing a concrete counter example. It seems that the
bi-invariant complexity is still a viable and competitive one in this respect.
The analysis on the SYK model in this subsection is inspired by a recent very interesting
paper [46]. The SYK model is a quantum-mechanical system comprised of N (an even
integer) Majorana fermions χi with the Hamiltonian
H(J , N) =
N∑
i<j<k<l
Jijklχiχjχkχl , (3.1)
where the coefficients Jijkl are drawn at random from a Gaussian distribution with mean
zero and variance σ2
σ2 =
6J 2
N3
. (3.2)
Here J is a model parameter and describes the coupling strength. This model is expected
to be chaotic and holographically dual to 2D quantum gravity [56–59]. This model was
used as a toy model to verify the complexity theory.
In the following discussions, we will focus on the case p = 1 in axiom G3. We will
make a comment on other choices of p later. As discussed in the subsection, for a unitary
operator Uˆ(t) = exp(−iH(J , N)t), its complexity is given by
C(t) = min
{
λ Tr
√
V V †
∣∣∣ ∀V, s. t. exp(−iV ) = Uˆ(t) = exp(−iH(J , N)t)} . (3.3)
Here we first take λ = 1. Note that the complexity in Eq. (3.3) is no longer the minimal
geodesic of a Riemannian geometry but the minimal geodesic of a Finsler geometry. To
compute the complexity, the first step is to solve all possible generators V . This can be
done as follows. Suppose that the eigenvalues and eigenstates of H defined in Eq. (3.1) to
be En and |n〉 with n = 1, 2, · · · 2N/2. Then we have
Uˆ(t) =
2N/2∑
n=1
e−iEnt|n〉〈n| ,
which is a diagonal form so
exp(−iV ) = Uˆ(t)⇒ V =
2N/2∑
n=1
(Ent+ 2pikn)|n〉〈n| , (3.4)
with kn ∈ N. However, to keep V ∈ su(2N/2), we need to have V to be traceless and so
there is a constraint on the integers kn
2N/2∑
n=1
kn = 0 . (3.5)
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As the operator V in Eq. (3.4) has a diagonal form, Eq. (3.3) becomes
C(t) = min

2N/2∑
n=1
|Ent+ 2pikn|
∣∣∣∣∣∣ ∀kn ∈ N, s. t.
2N/2∑
n=1
kn = 0
 . (3.6)
The eigenvalues En can be obtained numerically by the exact diagonalization of the Hamilto-
nian (3.1) up toN ∼ 32. In the case 2N/2  1, the above minimization can be approximated
by
C(t) ≈
2N/2∑
n=1
|Ent− 2pi[[Ent/(2pi)]]| , (3.7)
where the notation [[X]] stands for the most neighboring integer ofX. For example, [[1.2]] =
1, [[1.7]] = 2 and [[−2.7]] = −3.8
Digression: fixing total energy In most theoretical studies about the SYK model, one
usually fix the parameter J and study how the system depends on the fermion number
N . However, this may not be the case in studying the complexity. In the study of the
complexity, the physical question we may ask is “For an isolated system driven by a given
energy E, how fast can the complexity of the system change?”
Although we do not need to introduce a concept of “total energy” to define the com-
plexity geometry, we need to inject the energy to the system to drive it to evolve. For
isolated systems, we only need to inject energy only at the initial time as the total energy
will be conserved; in disscipated systems, we need to keep injecting energy.
For example in quantum circuits, the Hadamard gate gH is one of the fundamental
gates, which transforms one qubit states |0〉 → (|1〉+ |0〉)/√2 and |1〉 → (|1〉 − |0〉)/√2. In
one-qubit Hilbert space, its representation reads
gH =
1√
2
[
1, 1
1, −1
]
, with |0〉 =
(
1
0
)
, |1〉 =
(
0
1
)
. (3.8)
From mathematics perspective, it is simply a well-defined matrix. However, in physical
situations, we have to use a quantum mechanical system to realize it. This means we have
to create an interaction system with some Hamiltonian V and stop the interaction after a
time t so that eiH′t = gH . We find that
H ′ = E1|e1〉〈e1|+ E2|e2〉〈e2| , (3.9)
where
|e1〉 = 1√
4 + 2
√
2
(
1 +
√
2
1
)
, |e2〉 = 1√
4− 2√2
(
1−√2
1
)
, (3.10)
8This approximation can be understood as follows. If we assume kn is not integer then C(t) will be
minimized when kn = −Ent/(2pi). To make kn integers we introduce the operation [[X]]. In this case∑
n kn may not vanish exactly. However, for large n,
∑
n kn ≈ 0 on average.
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are two eigenvectors of gH and9
E1 = 0 , E2t = pi . (3.12)
As a result
t =
pi
E2
=
pi
∆E
, (3.13)
where E := |E2−E1|. We see that, the time to finish one gate operation (i.e. the complexity
of the system then will increase by 1) is not unique and depends on the the value of ∆E.
From the physical viewpoint, ∆E is just the difference between the exited state and the
ground state of the Hamiltonian H ′, which is the energy that the system can absorb or
emit. Without fixing this energy, it will be ambiguous to talk about the complexity growth
rate.
In more complicated situations, such as quantum computations, we want to see how
quickly the target state can be achieved after injecting energy E into the system. To finish
the same computational task, we can always use more energy to reduce the required time.
Thus, without fixing the input energy, comparing computational times of different circuits
is not well-defined. This is also the case for the complexity, i.e., Fixing the available energy
will be important to compare the evolutional time.
From the mathematical viewpoint, this issue can be seen more clearly. For a given
geodesic evolution, the complexity is just this geodesic length if we assume there is no
conjugate point. Though this geodesic (strictly speaking, it is the image of the geodesic
in SU(n) group) and its length are unique and do not depend on parameterizations, the
complexity growth rate depends on parameterizations. For example, two parameterizations
c1(s) = e
−iHs and c2(s) = e−iγHs in fact stand for the same image in SU(n) group but
they have different complexity growth “rates”. It is ambiguous to compute the complexity
growth rates without fixing this freedom.
The setup for the SYK model Let us return to the SYK model. To compute the
“injected” energy into the system, we shift the ground state energy to zero. Thus, the
shifted Hamiltonian is
H(J , N) = H(J , N)− Emin(J , N) , (3.14)
where Emin(J , N) is the ground state energy of H(J , N). The eigenvalues of the shifted
Hamiltonian reads
En = En − Emin(J , N) . (3.15)
When we consider the operator complexity, since all the eigenstates equally take part in
the evolution, the total energy involved in the systems is given by
〈E〉 =〈
2N/2∑
n=1
En〉 = 〈
2N/2∑
n=1
(En − Emin(J , N))〉
=〈Tr(H(J , N))〉 − 2N/2〈Emin(J , N)〉 = −2N/2〈Emin(J , N)〉 ,
(3.16)
9In principle,
E1t = 2k1pi, E2t = pi + 2k2pi , (3.11)
with integers k1 and k2. is allowed, but we do not consider it because we are interested in the first moment
that the Hadamard gate is realized.
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Figure 2. The relationship between ∆Emin and N . The red line is the fitting curve ∆Emin/J =
0.18N−1 + 0.87N−2.
where 〈·〉 stands for the average value, since the SYK model contains the random coupling
Jijkl. In short, we have the equation between he total available energy 〈E〉, the coupling
J , and the fermion number N
〈E〉 = −2N/2〈Emin(J , N)〉 . (3.17)
In particular, it has been shown that, when N ≥ 8, the ground state energy of the Hamil-
tonian H(J , N) can be fitted well by the following linear relationship [60]
〈Emin(J , N)〉 ≈ −(0.055 + 0.029N)J , (3.18)
so we obtain
〈E〉 ≈ 2N/2(0.055 + 0.029N)J . (3.19)
To make the theory self-consistent, we need to insure that the fluctuation of the energy
∆E to satisfy ∆E/E → 0 so that the system has a well defined energy. From Eq. (3.17)
we see that
∆E = 2N/2∆Emin , (3.20)
where ∆Emin :=
√
〈E2min〉 − 〈Emin〉2. For large N , the relationship between ∆E and N,J
can be obtained numerically, which is shown in Fig. 2. The fitting results show ∆Emin ≈
(0.18N−1 + 0.87N−2)J and so
∆E ≈ 2N/2(0.18N−1 + 0.87N−2)J . (3.21)
Taking Eq. (3.19) into account, we find that, for large N , ∆E/〈E〉 → O(N−2)→ 0.
The Eqs. (3.19) and (3.21) show there may be a subtle issue in the parameter fixing in
Refs. [28, 46, 61], where the coupling constant J is fixed and the large-N limit is taken. This
means that the total available energy in the system and energy fluctuation both explode
exponentially as O(2N/2).
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Figure 3. Left panel: the complexity growth when N = 16, 18, 20, 22 and N → ∞ with 〈E〉 = 1.
Right panel: the critical time tc vs the fermion number N with a fixed J = 1. The red line is the
fitting curve, which shows that 1/tc|J=1 ≈ 0.01N + 0.0265.
Numerical method Note that the system has the following scaling symmetry
(J , 〈E〉, t, C)→ (λJ , λ〈E〉, λ−1t, C) . (3.22)
By this scaling transformation, we can first fix the coupling J to be unity in the numerical
simulation and then transform the results into the case of fixing total energy 〈E〉. When
we fix energy 〈E〉 to be of order O(1), the energy fluctuation ∆E is suppressed to be of
order O(1/N2) for large N .
For a given fermion number N and total energy 〈E〉, the steps of computing the com-
plexity evolution then as follows:10
(1) Generate the Gaussian random coefficients Jijkl with J = 111 and write down the
matrix element of Hamiltonian H(J , N);
(2) Numerically diagonalize H(J , N) and find its eigenvalues;
(3) Use Eq. (3.7) to find the complexity C(t) at a given time t;
(4) Use the scaling transformation (3.22) to convert the result into the case of fixing total
energy 〈E〉;
(5) Repeat steps (1)-(4) many times so that the average of C(t) converges.
Linear growth and critical time In the left panel of Fig. 3, we show the complexity
growth for 〈E〉 = 1 and N = 16, 18, 20, 22. we find that the complexity grows linearly at
early time. There is a critical time tc when the complexity stop growing linearly and go
into a plateau with small fluctuation.
For a very large N with fixing J = 1, it has been shown that [46], the linear growth
time scale is of order tc ∼ O(1/N). The more exact relationship between tc|J=1 and
10Our computational steps agree with [46] up to (3) but differs in step (4).
11We fix J = 1 instead of 〈E〉 = 1 because of it is simple for numerics.
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N can be fitted by the ansatz 1/tc|J=1 = a + bN . By using the numerical results of
N = 10, 12, 14, 16, 18, 20, 22, we find (see right panel of Fig. 3)
tc|J=1 ≈ 100
2.65 +N
, N  1 . (3.23)
Transforming this into the case of fixing energy 〈E〉 = E0 according to (3.22), we have
tc|〈E〉=E0 ≈
2N/2(5.5 + 2.9N)
(2.65 +N)E0
, N  1 . (3.24)
In the large N limit, we have
tc|〈E〉=E0 ≈
2N/2 × 3
E0
, N  1 . (3.25)
As expected, the linear growth time has the exponential order with respective to N .
There is a simple way to understand both the linear growth and the critical time
Eq. (3.25). From Eq. (3.7) we can see that, if
t <
pi
Emax
, where Emax := max |En| , (3.26)
then [[Ent/(2pi)]] = 0. Thus, the complexity will grow linearly
C(t) ≈
2N/2∑
n=1
|En|t . (3.27)
This linear growth will be first interrupted when [[Ent/(2pi)]] = 1, which corresponds to
the time scale
tc ∼ pi
Emax
. (3.28)
For t > tc, the smaller energy levels than Emax start contributing to [[Ent/(2pi)]] more and
more, which will cancel the increase by the term
∑2N/2
n=1 |En|t. It makes the plateau and
fluctuations for C(t). All the above argument is for one event. After taking the average and
N →∞, we have 〈1/Emax〉 → 1/〈Emax〉, i.e.
tc ∼ pi〈Emax〉 ∼
2N/2 × pi
〈E〉 , (3.29)
which is consistent with our numerical result, Eq. (3.25).
Maximum or critical complexity and Lloyd’s bound We find that the maximum
complexity Cmax and the critical complexity Cc, which is defined by the complexity at the
critical time tc, also have the order of 2N/2. In Fig. 4, we show the numerical results about
the maximum complexity Cmax and the critical complexity Cc, which give the following
relationships
Cmax(N) ≈ 1.82× 2N/2 , Cc(N) ≈ 1.5× 2N/2 . (3.30)
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Figure 4. Left panel: relationship between the maximal complexity Cmax and the fermion number
N . Right panel: relationship between the critical complexity Cc and the fermion number N .
We also find that the complexity growth rate in the linear region in large N limit reads
dC(t)
dt
∣∣∣∣
〈E〉=E0
=
Cc
tc
∣∣∣∣
〈E〉=E0
≈ 0.5E0 , N  1, t < tc. (3.31)
This says, for a given finite energy in a large N system, the complexity growth rate in its
linear region is proportional to the total available energy. In addition, from our numerical
results, we find the growth rate in its linear region is in fact the maximum growth rate. By
choose λ ≈ 4/pi in Eq. (3.3), we conclude that
dC(t)
dt
∣∣∣∣
〈E〉=E0
≤ 2E0
pi
, N  1 . (3.32)
This is nothing but the “Lloyd’s bound”, which was proposed by Ref. [5, 62] and was studied
widely in holographic conjectures.12
Why is p = 1 favorable? If we choose p = 2 in the axiom G3, then the complex-
ity geometry will be Riemannian geometry and we can do the similar analysis and find
that Cc(N) ∝ 2N/4 and tc(N)|〈E〉=E0 ∝ 2N/2. As a result, the complexity growth rate
dC(t)/dt|〈E〉=E0 → 0 when N →∞. In addition, for general p, we find that (see appendix A
for an explanation)
Cc(N) ∝ 2N/(2p) (3.33)
and tc(N)|〈E〉=E0 ∝ 2N/2 and
dC(t)
dt
∣∣∣∣
〈E〉=E0
=
Cc
tc
∣∣∣∣
〈E〉=E0
∝ 2N2p−N2 E0 , N  1 , t < tc . (3.34)
Thus, only p = 1 can give the constant finite nonzero complexity growth rate when we fix the
energy E and take the limit N →∞. This shows that the choice of p = 1 (the most natural
12The recent studies [15, 16] show that, this bound is true only in the late time limit of the CA conjectures.
At finite time, the holographic complexity in the CA conjecture can break this bound. To our knowledge,
all reported results in the CV conjecture show that this bound is true for all time scale. For one of the
most recent studies see [63] and see the references therein.
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Riemannian Finsler geometry from the complexity perspective) is more favored than others
(including mathematically simple Riemannian geometry) in describing the complexity of
operators.
Quantum recurrence The Poincare recurrent theorem says: for any volume-preserving
evolution in a compact manifold, the evolution will return to its arbitrarily small neigh-
borhood at a finite time and the returning time increases exponentially by the number of
degrees of freedom
tr ∼ O(22N/2) . (3.35)
Any unitary evolution is a kind of volume-preserving evolution in a unitary group. When
the unitary operator approaches to the unit matrix, Uˆ(tr) ≈ Iˆ, so the complexity close to
zero again. Due to the limitation of our numerical accuracy, we could not reach such a
recurrence in our numerical analysis.
In summary, by a numerical simulation, we have shown that the bi-invariant com-
plexity can yield two conjectures for the complexity growth of a chaotic system: i) linear
growth until the exponential time scale, eN ; ii) after then, saturation and small fluctuation.
From the compactness of SU(n) we may understand the quantum recurrence in a double
exponential time scale, eeN . We also confirmed the Lloyd’s bound appears in our model.
It has been argued in Ref. [46] that the bi-invariant complexity does not exhibit the
exponential time scale of linear growth. The main difference which leads us to obtain a
different conclusion is that we “fixed the total energy” when we change the numbers of
fermions, while in Ref. [46] the total energy is increased when the numbers of fermions is
increased.
The physical meaning of “fixing total energy” has been explained in more detail in the
paragraph “Digression: fixing total energy” below Eq.(3.7). Let us shortly rephrase it here.
In the viewpoint of quantum computation, we can always obtain faster complexity growth
by using more energy. For example, by using more energy we may use more computers
simultaneously then we can do more computations per second (faster complexity growth).
Therefore, one good (or fair) way to compare the complexity growth rate of different systems
is to “fix the total energy”.
In the setup of Ref. [46], more energy is injected to the system when the fermion number
is increased. More injected energy yields faster complexity growth, which shortens the time
scale of saturation, yielding polynomial time scale rather than the exponential time scale for
the bi-invariant case. To overcome this issue, Ref. [46] choose to deal with non-bi-invariant
case while allowing “increasing total energy”. However, another possibility is to consider
“fixing total energy” with a bi-invariant case, which we have done in this paper. In our
setup, we fixed the available energy for SYK model, which is different from Ref. [46], and
showed that the exponential time scale can be indeed realized.
4 Comment on bi-invariant complexity
In this section, we make some comments on the bi-invariance of the complexity. In fact, the
bi-invariance (or non-bi-invariance) has something to do with the question we raise below
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Eq. (2.12), which is as follows.
• For a given curve, two different complexities (right-complexity and left-complexity)
can be defined.
• In most literatures, only the right-complexity is studied.
• What if we consider the left-complexity? Is the physics equivalent to the right-
complexity?
We think it is natural that the left complexity and right complexity are equivalent. If
one believes that they are not equivalent, one needs to answer why the right-invariant
quantity(length) corresponds to the complexity instead of left-invariant one. It seems that
there is no a priori reason to prefer “right” to “left”. As a related question, if one believes
that the right-invariant length corresponds to the complexity it will be good to answer what
the physical meaning of the left-invariant length is?
Because we do not have a good intuition for the case that the left and right are inequiv-
alent, in this section, we restrict ourselves to the other case: the left-way and right-way
must be equivalent. Now, the main question we want to ask is shifted to:
If we believe the right invariant complexity and left invariant complexity are equiva-
lent, what is the consequence of this equivalence regarding the complexity geometry?
Our answer is that the the complexity geometry needs to be unitary invariance and bi-
invariance.
Why unitary invariance? First of all, we have shown that our formalism reviewed in
section 2 yields the equivalence of right-way and left-way so the bi-invariance of the com-
plexity in a natural way. In this result, the key point is the unitary invariance, Eq. (2.14),
which implies the bi-invariance and the equivalence between the left and right quantities.
See the discussion around Eq. (2.17).
Here, we want to justify the unitary invariance a little more. One may think it is more
natural to use Hr than Hl because it is more conventional to use the first type of equation in
Eq. (2.6) and Eq. (2.7). For example, the Schrödinger’s equation is conventionally written
as
∂t|ψ(t)〉 = −iHr(t)|ψ(t)〉 , (4.1)
or, in terms of the time evolution operator, Uˆ(t) (|ψ(t)〉 ≡ Uˆ(t)|ψ(0)〉)
∂tUˆ(t) = −iHr(t)Uˆ(t) , (4.2)
which is the same type as the first equation in Eq. (2.7).
However, note that the equations (4.1) and (4.2) are the expressions in the Schrödinger
picture. Alternatively, we may use the Heisenberg picture without changing any physics. If
Hr(t) is the Hamiltonian in the Schrödinger picture, the corresponding Hamiltonian in the
Heisenberg picture (HH(t)) reads
HH(t) = Uˆ(t)
†Hr(t)Uˆ(t) . (4.3)
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Comparing it with Eq. (2.9) we find
HH(t) = Hl(t) . (4.4)
Thus, the left-invariant Hamiltonian Hl(t) is nothing but the Hamiltonian in the Heisenberg
picture. In this sense Hl(t) is as natural as Hr(t). If we believe physics is independent of our
choice of “picture”, it is natural to expect that Hr(t) and Hl(t) give the same complexity.
Based on the observation from Eq. (4.3) and Eq. (4.4) we can conclude that: if the
Hamiltonians in Heisenberg picture and Schrödinger picture are physically equivalent, then
we have
physics(H(t0)) = physics(U †(t0)H(t0)U(t0)) , (4.5)
where H(t0) and Uˆ(t0) stand for the Hamiltonian and evolutional operator at a given time
t = t0. Because H(t0) and Uˆ(t0) are independent of each other at a given time t = t013 we
conclude
∀ H, ∀ Uˆ , physics(H) = physics(UHU †) . (4.6)
Here, ‘physics’ means physics studied so far except complexity theory. Thus, we will assume
the complexity theory also respect Eq. (4.6), which means the unitary invariance of the
norm Eq. (2.14).14 This is not a proof, but an argument to propose the unitary invariance
assumption Eq. (2.14).
Bi-invariance ⇔ unitary invariance ⇔ left/right equivalence As a consequence of
the unitary invariance, we have the equivalence of the right and left quantity (Eq. (2.17))
F˜ (Hr) = F˜ (Hl) , (4.7)
which also implies the bi-invariance of the length or complexity. In fact, if we first as-
sume the bi-invariance of the cost (curve length), it implies the unitary-invariance and
the left/right equivalence of the norm F˜ . For example, for the right invariant norm, bi-
invariance means
F˜ (Hr) = F˜ (UHrU
†) , (4.8)
for arbitrary U . It is nothing but unitary invariance. So far, we have shown the relation,
“bi-invariance⇔ unitary invariance⇒ left/right equivalence”. To complete the equivalence
relations we need to start with “left/right equivalence” to show unitary or bi-invariance. It
has been proved in [43].
More on left/right equivalence to unitary invariance or bi-invariance Note that
so far we have used the same norm (F˜ ) for the left and right invariant case. This is the most
natural choice in terms of the norms defined in a Lie algebra. However, one may suspect
that, if we allow the possibility of two different norms F˜r and F˜l for the right and left ways,
13Note that Uˆ(t0) depends on the H(t) with t < t0 but is independent of H(t0). In other words, even
though there is a relation between H(t0) and Uˆ(t0), H(t0) = i∂tUˆ(t0)Uˆ(t0)−1, ∂tUˆ(t0) is arbitrary.
14See also [43, 44] for several different supporting arguments for unitary invariance.
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the unitary invariance may not be necessary to have the equivalence between the left and
right complexity because, in this case, naively it looks possible to have
F˜r(Hr(s)) = F˜l(Hl(s)) , (4.9)
so that Lr[c] = Ll[c], without F˜r(H) = F˜l(H) and without unitary invariance. See ap-
pendix B for simple examples of non-unitary norms.
However, it can be shown that even in this case Eq. (4.9), unitary invariance and
bi-invariance are still implied i.e. we can prove the following theorem.
For a Lie group, suppose that we can define two different norms F˜r and F˜l for two
generators Hr and Hl respectively, which give us two costs (lengths) Lr[c] and Ll[c]
for a curve c(s). If
∀c(s) , Ll[c] = Lr[c] , (4.10)
F˜r and F˜l must be unitary-invariant and so Lr[c] and Ll[c] are both bi-invariant.
- proof step 1: let us first consider two curves c1(s) and c2(s). By Eq. (4.10), we have
Ll[c1] = Lr[c1] , Ll[c2] = Lr[c2] . (4.11)
Taking the curve c2 to be the right-translation of c1, i.e., c2(s) = c1(s)Uˆ , we have
Ll[c1Uˆ ] = Lr[c1Uˆ ] = Lr[c1] = Ll[c1] , (4.12)
where in the second equality we used Lr is right-invariant. This shows that Ll is also
right-invariant
Ll[c1Uˆ ] = Ll[c1] , (4.13)
and so bi-invariant. For the same reason, Lr should be also bi-invariant.
- proof step 2: If Ll(r)[c] is bi-invariant, it can be shown that two norms F˜l(r) is unitary
invariant. To prove this, let us recall the definition of the right-invariant cost
Lr[c] =
∫ 1
0
F˜r(Hr(s))ds , Hr = ic˙c−1 . (4.14)
If Lr[c] is bi-invariant, it is invariant also under the left translation: c(s) → Uˆc(s), which
means ∫ 1
0
F˜r(Hr(s))ds =
∫ 1
0
F˜r(UˆHr(s)Uˆ
−1)ds , (4.15)
for arbitrary curve c(s). By choose c(s) = exp(−iHr0s) with an arbitrary constant Hamil-
tonian Hr0, we find that Eq. (4.15) leads to
∀ Hr0, ∀ Uˆ , F˜r(Hr0) = F˜r(UˆHr0Uˆ−1) . (4.16)
This proves that F˜r(Hr) is unitary invariant. By choosing Uˆ = c−1 in Eq. (4.16), we also
have bi-invariance of the norm F˜r(Hr). Similarly, the proof works for Ll[c] and F˜l(Hl).
Q.E.D.15
15Indeed, there are equivalence relations between unitary invariance and bi-invariance of a few quantities
in complexity. We summarize and prove them in appendix C.
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Figure 5. As two different costs describe the same underlying physical dynamics with a unique
concept of complexity, there must be a “translator”, which only depend on the complexity theory,
not on individual systems. However, such a translator exists only if the complexity geometries
(F˜r(l)) are bi-invariant.
One may further argue that even if Ll[c] 6= Lr[c], it is still possible to describe the same
physics if there is a relation
Ll[c] = T (Lr[c]) , (4.17)
where T (Lr[c]) is a function of Lr[c], which only depends on the complexity theory, not on
individual systems. The function T (Lr[c]) may be thought of as a “translator” between the
two (left and right) complexity formalism describing the same underlying physics. see Fig. 5.
For example, if Ll[c] = 2Lr[c] + 3, it is still possible to extract the same information even
though Ll[c] 6= Lr[c]. However, even in this case, the unitary invariance and bi-invariance
are still necessary. The proof is the same as the one for Eq. (4.10) with the replacement
Lr[c]→ T (Lr[c]).
A consequence of non-bi-invariance As a corollary of the previous theorem (4.10)
and its generalization Lr[c]→ T (Lr[c]), we have:
If the norm (F˜r(l)) is not unitary-invariant or Lr(l)[c] is not bi-invariant, we have
Ll[c] 6= Lr[c] , or more generally , Ll[c] 6= T (Lr[c]) , (4.18)
which means the left quantity and right quantity describe two different physics. In
this case, we have to face the question: which one corresponds to the length of the
curve (cost of the operator) among left and right one and why?
We may rephrase the above statement in terms of complexity. If the norm F˜ (com-
plexity geometry) is not unitary-invariant, the left complexity and the right complexity
are not equivalent, so it seems not clear which one corresponds to the complexity in field
theory. If we choose one (for what reason?), what will be the physical meaning of the
other one? To our knowledge, these questions have not been asked seriously even though
many people assume non-bi-invariance of complexity and study only right-invariant case.16
There may be good answers for these questions for non-bi-invariant cases. However, one
16One possible reason to prefer non-bi-invariant geometry has something to do with the concept of
‘locality’. In appendix D, we give some argument that the ‘locality’ needs to be defined carefully.
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possible resolution is to accept or assume the unitrary-invariance of the norm F˜ (and so
the bi-invariance for the complexity geometry) as we have done in this paper, because it
yields the equivalence of the left way and right way.
5 Conclusions
In this paper, we studied the time-dependent complexity of operators by the SYK model
of N Majorana fermions. We have shown that the bi-invariant non-Riemannian Finsler
geometry can be a good candidate for a complexity geometry in the sense that it exhibits
three “expected” properties:
1. linear growth until the time scale, tc ∼ eN
2. saturation and fluctuation after then
3. the quantum recurrence in a double exponential time scale, tr ∼ eeN
Our results on the SYK model are inspired by the interesting research [46], where a bi-
invariant case for the SYK model was also discussed. (The previous research discussing
the bi-invariant complexity in more general and detail are [43–45].) Our numerical method
basically agree with Ref. [46], but the interpretation of the complexity growth rate is different.
It is due to the difference of the reference time scale coming from the constraint: fixing total
energy or fixing coupling of the SYK model. Note that the reference time scale is important
because the complexity growth rate is dimensionful, while the complexity is dimensionless
and invariant under reparametrization.
We propose to fix the total energy instead of the coupling of the SYK model, because
fixing energy is a natural physical condition to analyze the complexity. With this condition,
we find that i) the critical time scale for the linear growth of the complexity is of order eN ;
ii) the complexity at this time scale is also of order eN ; iii) these two factors are canceled
so the Lloyds’ bound is achieved.
Furthermore, we have also shown that, as a complexity geometry, the “non-Riemannina”
Finsler geometry is more suitable than the widely used Riemannian geometry. Though in
Nielsen’s original work [26], it has been already found that the Finsler (non-Riemannian)
geometry is more suitable than the Riemannian geometry, most recent literatures including
Nielsen himself’s still used Riemannian geometry for simplicity. We showed that only the
most natural17 (from the complexity perspective) “non-Riemannian” Finsler geometry can
capture physics of the expected time evolution of the complexity. This serves as the concrete
first example showing the importance of the “non-Riemannian” Finsler geometry.
It is sometimes claimed that the bi-invariant complexity can not give the expected time-
dependence of the complexity (see three items (1,2,3) above). However, in this paper, we
have presented a counter example. Thus, from this perspective, the bi-invariant complexity
is still a competitive candidate for the complexity in quantum mechanics and quantum filed
theory. To give more intuitions on bi-invariant complexity, we have investigated an issue in
17The most natural means p = 1 case in Eq. (2.16).
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defining the geodesic length in complexity geometry: i) the complexity of a given operator
can be defined in two independent ways geometrically, right-invariant way or left-invariant
way; ii) then which one corresponds to the complexity? If the complexity is bi-invariant,
two are equivalent so there is no issue any more, but if the complexity is not bi-invariant,
two are not equivalent so we need to answer which one corresponds to the complexity.
For further arguments supporting the bi-invariant complexity in quantum mechan-
ics/quantum field theory (QM/QFT), we refer to Refs. [43–45]. The rational behind these
works are as follows. QM/QFT have their own constraints which are not shared by Nielson’s
quantum circuits, so some concepts of Nielson’s may not be transferred to the complexity of
QM/QFT. We may need to take general properties of QM/QFT into account more seriously.
Under this consideration, bi-invariance may play an important role.
Acknowledgments
The authors would like to thank Yu-Sen An, Chao Niu, Cheng-Yong Zhang, Vijay Bala-
subramanian, Matthew DeCross, Arjun Kar, Onkar Parrikar for very helpful discussions.
The work of K.-Y. Kim was supported by Basic Science Research Program through the
National Research Foundation of Korea(NRF) funded by the Ministry of Science, ICT
& Future Planning(NRF- 2017R1A2B4004810) and GIST Research Institute(GRI) grant
funded by the GIST in 2019. We also would like to thank the APCTP(Asia-Pacific Center
for Theoretical Physics) focus program,“Holography and geometry of quantum entangle-
ment” in Seoul, Korea for the hospitality during our visit, where part of this work was
done.
A Explanation about Eq. (3.33)
If we choose general p, Eq. (3.7) should be replaced by
C(t)p ≈
2N/2∑
n=1
|Ent− 2pi[[Ent/(2pi)]]|p . (A.1)
The critical time tc, i,e., the critical time of linear growth, is determined by Eq. (3.29)
approximately in large N limit and independent of p. Thus, we have
Cpc ≈ tc
2N/2∑
n=1
|En|p . (A.2)
The energy level obeys a Gaussian distribution. Assume a to be the variance and define
xn = En/a. Then we have
〈
2N/2∑
n=1
|En|p〉 = ap〈
2N/2∑
n=1
|xn|p〉 = 2
N/2ap√
2pi
∫ ∞
0
xpe−x
2/2dx =
2N/2ap
2
√
2pi
Γ
(
1 + p
2
)
, (A.3)
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where the notation 〈·〉 stands for the average since the SKYmodel contains random coupling.
As tc is independent of p, Eq. (A.2) implies
Ccp = Cc|p=1ap−1Γ
(
1 + p
2
)
∝ 2N/2 , (A.4)
where we have used the fact in Eq. (3.30) that Cc|p=1 ∝ 2N/2 and
〈
2N/2∑
n=1
|En|p〉 = ap−1Γ
(
1 + p
2
)
〈
2N/2∑
n=1
|En|〉 . (A.5)
Note in this discussion, we fix the total available energy 〈E〉 rather than fixing J . Eq. (A.4)
implies Eq. (3.33)
B A simple example for non-bi-invariant norm
In this appendix, let us consider simple examples of non-bi-invariant (and non-unitary-
invaraiant) norm and some consequences of left/right invariance.
Variants of Eq. (2.16) can be used as non-unitary-invariant norms. For example, let us
consider the case with p = 2 and introduce fixed matrices Mr and Ml under trace as
F˜r(Hr) =
√
TrHrMrH
†
r , (B.1)
F˜l(Hl) =
√
TrHlMlH
†
l . (B.2)
Eq. (B.1) is only right invariant but not left invariant, while Eq. (B.2) is only left invariant
but not right invariant. Note that i) this non-bi-invariance is due the matrices Mr and
Ml; ii) Mr and Ml are given by hand and not determined by the first principle in most
literatures. This seems to give people a “hope” that we can always choose Ml suitably so
that
F˜r(Hr) = F˜l(Hl) , (B.3)
so we do not need to worry about the issue in choosing left-invariance and right-invariance.
However, we will show that Eq. (B.3) is true only if Mr ∝ Ml ∝ Iˆ, which implies F˜r
and F˜l are both unitary invariant so gives bi-invariant complexity. The proof is simple.
Eq. (B.2) can be written by Eq. (2.9) as
F˜l(Hl) =
√
TrHrUMlU †H
†
r , (B.4)
where U is arbitrary. Then Eq. (B.3) implies
TrHrUMlU †H†r = TrHrH
†
r
for arbitrary U and Hr and so we must have
Ml ∝ I . (B.5)
We have the same conclusion for Mr. This means that the norm must be unitary-invariant.
This is a simple example showing why bi-invariance appears naturally from left/right equiv-
alence. One may argue that by using a different norm in Eq. (B.2) it is still possible to use
a non-bi-invariant norm keeping left/right equivalence. However, we showed that it is not
possible in general in Eq. (4.10).
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C Some equivalences between bi-invariance and unitary invariance
In this appendix, we discuss equivalences between bi-invariance and unitary invariance
of a few quantities. Suppose that Ll[·] and Lr[·] are left-invariant and right-invariant
lengths/costs in a Lie group, respectively. F˜l(·) and F˜r(·, ) are two norms for left-invariant
Hamiltonian Hl and right-invariant Hamiltonian Hr, respectively. Cr(·) and Cl(·) are left-
invariant and right-invariant complexities, respectively. We will prove the following propo-
sitions:
(a) If there is a “translator” T which transforms the left-invariant cost into right-invariant
cost, i.e., ∀c(s), T (Lr[c]) = Ll[c], then Ll[·] and Lr[·] are both bi-invariant;
(b1) If Ll(r)[·] is bi-invariant, then F˜l(r)(·) is unitary invariant and bi-invariant;
(b2) If F˜l(r)(·) is unitary invariant, then Ll(r)[·] is bi-invariant;
(c1) If F˜l(r)(·) is unitary invariant, then Cl(r)(·) is unitary invariant;
(c2) If Cl(r)(·) is unitary invariant, then F˜l(r)(·) is unitary invariant;
(d) If Lr[·] = Ll[·], then Cr(·) = Cl(·) and F˜r(·) = F˜l(·).
Proof: The proof for proposition (a) and (b1) have been given in section 4 and proposition
(d) is obvious. Let us give the proofs for propositions (b1), (b2), (c1) and (c2):
(b2) If the norm F˜r(·) is unitary invariant, Eq. (4.15) is true so Lr[c] = Lr[Uˆc]. This
means that Lr[·] is also left-invariant so bi-invariant. This proof works for Ll[c] too, so
proposition (b2) follows.
(c1) By definition, the complexity of Uˆ is
Cr(U) = min
∫ 1
0
F˜r(Hr(s))ds , U =
←−
P exp
(
−i
∫ 1
0
Hr(s)ds
)
. (C.1)
After a unitary transformation Uˆ → OˆUˆOˆ−1, we have
Cr(OˆUˆOˆ−1) = min
∫ 1
0
F˜r(H˜r(s))ds , OˆUˆOˆ−1 =
←−
P exp
(
−i
∫ 1
0
H˜r(s)ds
)
. (C.2)
Because
Cr(OˆUˆOˆ−1) = min
∫ 1
0
F˜r(OˆHr(s)Oˆ
−1)ds , (C.3)
if the metric is unitary invariant, i.e.,Eq. (4.16), we have
∀ Uˆ ,∀ Oˆ, Cr(OˆUˆOˆ−1) = Cr(Uˆ) . (C.4)
This proves (c1).
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(c2) For an infinitesimal operator Uˆ = exp(−iHr0ε) with an arbitrary Hamiltonian Hr0,
the complexity is given by
Cr(U) = F˜r(Hr0)ε+O(ε2) . (C.5)
This can be understood by the geometrical analogues: any infinitesimally short curve is a
“straight line”. Under an arbitrary unitary transformation Uˆ → OˆUˆOˆ−1 = exp(−iOˆHr0Oˆ−1ε),
we still obtain an infinitesimal operator and the complexity reads,
Cr(OˆUˆOˆ−1) = F˜r(OˆHr0Oˆ−1)ε+O(ε2) . (C.6)
If the complexity is unitary invariant, then we have
∀ Hr0, ∀ Oˆ, F˜r(OˆHr0Oˆ−1) = F˜r(Hr0) . (C.7)
This proves proposition (c2).
D Comment on locality: apparent locality vs intrinsic locality
It has been argued in Ref. [28] that the complexity has something to do with “locality”.
The concept of “locality” will be more clarified later, but for now, we note, roughly speak-
ing, “local” theory is “simple” and “non-local” theory is “complex”.18 However, the unitary
transformation in general seems to change the “locality” of the theory so should change the
complexity. Therefore, one may conclude the complexity is non-unitary invariant.
Based on this argument, many literatures have tried to deal with non-unitary invariant
or non-bi-invariant complexity by choosing some parameters in their theory: for example,
by choosing Mr in Eq. (B.1) by hand. In this section, we want to show that
• There are two kinds of locality, the “apparent locality” and “intrinsic locality" (we will
present detailed definitions later). The apparent locality may vary under the unitary
transformation but intrinsic locality will not. We think the “locality” used in Ref. [28]
is an “apparent locality’.
• The apparent locality, though it is useful in some cases, it cannot grasp the essential
differences between local theory and non-local theory regarding the complexity. For
example, suppose that the “apparently” local theoryHl becomes the “apparently” non-
local theory Hr by a unitary transformation (2.6). It means that the Hamiltonian in
Schrödinger picture and the Hamiltonian in Heisenberg may have different “apparent
locality”. In this case, how do we know if the evolution operator c(s) in Eq. (2.6) stands
for a local theory or non-local theory? The logical answer to avoid contradiction in
Eq. (2.6) will be that it corresponds to an “intrinsic” locality.
18In our opinion, this local/simple and non-local/complex relation may not be so robust. In principle, it
is possible to have “less complex” non-local operator than a simple operator. Therefore, “more non-local”
and “more complex” may not have a strong relationship in general.
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In this section we try to clarify two facts: (1) it can not be read simply from its mathematical
formula whether a Hamiltonian (not a Hamiltonian density) describes a local theory or
not 19 and (2) “intrinsical” locality will never be changed under unitary transformation.
Let us now go into more details. We start with clarifying the meaning of “locality”20
used in Ref. [28]. It means that the mathematical expressions of Hamiltonian or Lagrangian
contain only local interactions and finitely many derivatives. We will call it “apparent
locality” or an “apparently local theory”. A theory will be called “apparently non-local” if
it is not an apparently local theory.
For example, the following Lagrangian is apparently local
L1 = (∂tφ(x, t))
2 −W (∂xφ(x, t))− V (φ(x, t)) , (D.1)
where W and V are arbitrary two smooth functions. The following three Lagrangians are
apparently non-local
L2 = (∂tφ(x, t))
2 −W (∂xφ(x, t))− φ(x, t)φ(x+ a, t) , a 6= 0 , (D.2)
L3 = (∂tφ(x, t))
2 −W (∂xφ(x, t))−
∫
dyφ(y, t)φ(x+ y, t) , (D.3)
and
L4 = (∂tφ(x, t))
2 − V (φ(x, t))− φ(x, t)
( ∞∑
n=0
an
n!
∂nxφ(x, t)
)
, a 6= 0 . (D.4)
The L4 is apparently non-local theory as
∞∑
n=0
an
n!
∂nxφ(x, t) = φ(x+ a, t) .
In general, we can also define “apparent k-locality” and an “apparently k-local theory”,
in which the Hamiltonian and Lagrangian contains interactions involving k different points.
For example, L1 is apparently 1-local, while L2, L3 and L4 are all apparently 2-local. The
Sachdev-Ye-Kitaev model is a quantum-mechanical system comprised ofN (an even integer)
Majorana fermions χi with the Hamiltonian
HSYK =
N∑
i<j<k<l
Jijklχiχjχkχl , (D.5)
where the coefficients Jijkl are drawn at random from a Gaussian distribution. This is
apparently 4-local as it involves the interactions of four different points.
19Note the difference between the Hamiltonian density and Hamiltonian. Suppose thatO(x) is an operator
defined in spacetimes point x. Then O(x) can be a Hamiltonian density but cannot be a Hamiltonian. A
Hamiltonian must be expressed in a way similar to
∫
dxO(x).
20The “locality” can have different meanings in other contexts. First, in the context of the quantum
states, it means that the corresponding wave functions is well localized, i.e., ψ(x)→ 0 rapidly if x→ ±∞.
In the context of the field operator φ(x) it has something to do with local commutativity or microscopic
causality, i.e., two fields are space-like separated and the fields either commute or anticommute.
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To explain why the apparent locality may not be intrinsic, let us consider a similar
example in general relativity. We may ask if the following metric
ds2 = −(1− e2x)dt2 + 2(te2x − 1)dtdx+ (t2e2x − 1)dx2 , (D.6)
describes a flat spacetime or not? Naively (or “apparently” in our terminology), the metric
looks not flat because it is different from ds2 = −dt2 + dx2. However, after the following
coordinates transformation
τ = t+ x, ξ = tex , (D.7)
the above metric becomes ds2 = −dτ2+dξ2, which is indeed flat. As is well known, flatness
cannot be easily understood simply by looking at the “apparent” form of metric components.
A similar reasoning may apply to “locality." Let us now ask if the following Lagrangian
L =
[∫
dyh(x, y)∂tφ(y, t)
]2
−
[
∂x
∫
dyh(x, y)∂yφ(y, t)
]2
−
[∫
dyh(x, y)φ(y, t)
]2
, (D.8)
is “local” or not. Here the integration range is −∞ < x <∞, the function h(x, y) satisfies
∂xh(x, y) = −∂yh(x, y), h(x, y)|x→±∞ = h(x, y)|y→±∞ = 0 . (D.9)
and there is a function h˜(x, y) such that∫
dxh(x, y1)h˜(x, y2) = δ(y1 − y2),
∫
dxh(x1, y)h˜(x2, y) = δ(x1 − x2) . (D.10)
This theory is “apparently non-local” as it involves the interactions of different points.
However, making a variable transformation
ψ(x, t) =
∫
h(x, y)φ(y, t)dy , (D.11)
and noting the fact∫
dyh(x, y)∂yφ(y, t) = h(x, y)φ(y, t)|y=∞y=−∞ −
∫
dy∂yh(x, y)φ(y, t) =
∫
dy∂xh(x, y)φ(y, t) ,
(D.12)
we have
L =
[
∂t
∫
dyh(x, y)φ(y, t)
]2
−
{
∂x
∫
dy[∂xh(x, y)]φ(y, t)
}2
−
[∫
dyh(x, y)φ(y, t)
]2
= [∂tψ(x, t)]
2 − [∂2xψ(x, t)]2 − ψ(x, t)2 .
(D.13)
After a suitable variable transformation, we find that the new Lagrangian (D.13) becomes
“apparently local”.
To be self-consistent, it is necessary to check that if the variable transformation can keep
the canonical commutation (or anticommutation) relation or not. The canonical momentum
of φ for the Lagrangian (D.8) reads
piφ(x, t) :=
δL
δ∂tφ(x, t)
= 2h(x, y)
∫
dzh(y, z)∂tφ(z, t) . (D.14)
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We see that the momentum depends on the value of ∂tφ in the whole space. The quanti-
zation can be achieved by imposing the following canonical commutation (or anticommu-
tation) relation
[φ(x1, t), piφ(x2, t)] = iδ(x1 − x2) . (D.15)
From the Lagrangian (D.13) we can obtain canonical momentum of ψ(x, t)
piψ(x, t) :=
∂L
∂∂tψ(x, t)
= 2∂tψ(x, t) = 2
∫
h(x, y)∂tφ(y, t)dy . (D.16)
Combining the orthogonal relationship (D.10) and the relationship (D.14), we obtain
piψ(x, t) =
∫
h˜(x, y)piφ(y, t)dy . (D.17)
We see that, under the variable transformation (D.11), the canonical momentum is trans-
formed as
piφ → piψ =
∫
h˜(x, y)piφ(y, t)dy .
Then we can check the new variables ψ and piψ satisfy the same canonical commutation (or
anticommutation) relation
[ψ(x1, t), piψ(x2, t)] =
[∫
h(x1, y1)φ(y1, t)dy1,
∫
h˜(x2, y2)piφ(y2, t)dy2
]
=
∫
h(x1, y1)h˜(x2, y2)dy1dy2[φ(y1, t), piφ(y2, t)]
= i
∫
h(x1, y1)h˜(x2, y2)dy1dy2δ(y1 − y2)
= i
∫
h(x1, y1)h˜(x2, y1)dy1 = iδ(x1 − x2) .
(D.18)
Checking such a self-consistence is necessary as not all variable transformations keep the
canonical commutation (or anticommutation) relation. If a variable transformation changes
these canonical relations, it will change physics.
We have found that, by a suitable variable transformation, an apparently non-local
theory (D.8) can be changed into an apparently local theory (D.13). One may argue that,
though in term of ψ(x), the Lagrangian (D.13) has a local form, the field ψ(x) contains
integration of φ(x) and Eq. (D.13) should still be treated as a non-local theory. About this
argument, we would like to point out that Eqs. (D.11) and (D.10) imply
φ(x, t) =
∫
h˜(x, y)ψ(y, t)dy, ψ(x, t) =
∫
h(x, y)φ(y, t)dy . (D.19)
The field φ(x) is also the integration of field ψ(x) so there is no reason to say that only
φ(x) can be treated as a physical field operator but ψ(x) can not be. After we choose
ψ(x) as the field operator, the theory becomes apparently local. Or we can say that, the
Lagrangian (D.8) is apparently non-local because we choose a “bad” field operator.
Some apparently non-local theories can be transformed into apparently local theories
by suitable variables transformations, but some apparently non-local theories can not. For
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example, the three Lagrangians defined in Eqs. (D.2), (D.3) and (D.4) can not be written
in terms of apparently local Lagrangians by variable transformations. This means that,
though Lagrangian (D.8) and Langrangians (D.2) (D.3) (D.4) are all apparently non-local,
they have essential differences. On the other hand, all apparently local theories can be trans-
formed into the apparently non-local theories by suitable variable transformations. There
are some freedoms in choosing the field operators and making variables transformations,
and the apparent locality depends on the choices of variables and variable transformations.
The Lagrangian (D.8) looks like non-local because we choose the “bad” field operator rather
than the theory is really non-local, which is similar to the aforementioned metric example:
the metric (D.6) “apparently” (naively) looks like curved spacetime because we choose “bad”
coordinates rather than the spacetime is really curved.
If we want the concept of locality to be defined by some intrinsic properties of physical
theories it should be defined as a way which does not depends on any specific choice of
field operator. It is similar to general relativity: the flatness should be defined by a manner
which does not depend on any specific choice of coordinates. Thus, for a field theory, it is
more useful to define an “intrinsic locality” in such way:
If there is one suitable variable transformation to transform a Lagrangian into an
“apparently local” form keeping the canonical commutation (or anticommutation) re-
lation, then the theory is intrinsically local; if such a variable transformation does not
exist, then the theory is intrinsically non-local.
The intrinsic locality will not be changed by variable transformations.
The above definition gives us a way to verify if a theory is intrinsically local or not.
However, it is difficult to verify the existence of such a variable transformation for a general
complicated Lagrangian. In general relativity, it is also difficult to verify if there is a
coordinates transformation so that the metric components becomes the Minkowski form.
However, the Riemann tensor offers us a powerful tool to judge the flatness even if we do
not know such coordinates transformation. Do we have any method to verify the intrinsic
locality for a given arbitrary Lagrangian even if we do not know the corresponding variable
transformation? This question seems very interesting in both mathematics and physics. We
do not have a complete answer. However, here we would like to present a simple relevant
proposition:
A given Lagrangian L in term of a field operator φ describes an intrinsically local
theory if and only if its generating functional Z[J ] equals to the generating functional
of an apparently local theory.
It can be partly justified by the Wightman reconstruction theorem.21 Because Z[J ] is the
same as the generating functional of an apparently local theory, its all n-point functions are
the same as the n-point functions of an apparently local theory. The Wightman reconstruc-
tion theorem says that such two theories are different only up to a unitary transformation.
This means that we can find a unitary transformation φ → ψ = UˆφUˆ †, under which
21Strictly speaking the Wightman reconstruction theorem is valid for free scalar and spinor theories.
– 28 –
the Lagrangian L becomes apparently local and the canonical momentum transforms as
piφ → piψ = UˆpiφUˆ †. Such a unitary transformation is just a linear transformation and keep
the canonical commutation (or anticommutation) relation unchanged. Thus, the propo-
sition follows. This proposition shows that the intrinsic locality is also encoded in the
generating functional. As a direct corollary, we have a conclusion:
If a Hamiltonian H describes an intrinsically local (non-local) theory, then its arbitrary
unitary transformation H → UˆHUˆ † still describes an intrinsically local (non-local)
theory.
We see that, the intrinsic locality, like the unitary-invariant complexity, is the unitary in-
variant quantity of a theory. The Schrödinger Hamiltonian Hr and Heisenberg Hamiltonian
Hl may have different apparent localities but always have same intrinsic locality!
In general relativity, we know that the information of flatness is encoded in the Rie-
mann curvature tensor. We have also found that the intrinsic locality is encoded in the
generating functional. Then what is the essential property of the generating functional for
an intrinsically local theory? We think this is an interesting question to be investigated
more.
To conclude, we argue in this section that the locality discussed in many literatures
such as Ref. [28] may be a kind of “apparent locality”, which depends on one’s choice of field
operator (or “coordinate”) so may not be able to grasp the essential differences between the
local theory and non-local theory. The locality should be defined in an intrinsic way. If the
generating functional of a theory is the same as an apparently local theory, then the theory
is intrinsically local. Such an intrinsic locality is unitary invariant and is consistent with
the unitary invariant complexity.
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