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ABSTRACT
Aims. We present and test chemical models for three-dimensional hydrodynamical simulations of galaxies. We explore the effect of
changing key parameters such as metallicity, radiation and non-equilibrium versus equilibrium metal cooling approximations on the
transition between the gas phases in the interstellar medium.
Methods. The microphysics is modelled by employing the public chemistry package krome and the chemical networks have been
tested to work in a wide range of densities and temperatures. We describe a simple H/He network following the formation of H2,
and a more sophisticated network which includes metals. Photochemistry, thermal processes, and different prescriptions for the H2
catalysis on dust are presented and tested within a one-zone framework. The resulting network is made publicly available on the
krome webpage.
Results. We find that employing an accurate treatment of the dust-related processes induces a faster HI–H2 transition. In addition, we
show when the equilibrium assumption for metal cooling holds, and how a non-equilibrium approach affects the thermal evolution of
the gas and the HII–HI transition.
Conclusions. These models can be employed in any hydrodynamical code via an interface to krome and can be applied to different
problems including isolated galaxies, cosmological simulations of galaxy formation and evolution, supernova explosions in molecular
clouds, and the modelling of star-forming regions. The metal network can be used for a comparison with observational data of CII
158 µm emission both for high-redshift as well as for local galaxies.
Key words. Astrochemistry – Molecular processes – ISM: evolution, galaxies – Methods: numerical
1. Introduction
To follow the formation and evolution of galaxies is a compu-
tational challenge because many non-linear processes have to
be taken into account. For instance, magnetic fields, turbulence,
heating and cooling, star formation, feedback, and supermas-
sive black holes, are some of the most important ingredients that
make the galactic environment diverse and very complex. Fur-
thermore, the involved spatial and temporal scales span over a
wide range, and it is difficult to explore the dynamics and the
physics on all the relevant scales without introducing subgrid-
scale models. These are mainly oriented at describing small-
scale phenomena such as star formation and stellar feedback
(McKee & Ostriker 1977; Offner et al. 2009; Braun & Schmidt
2012; Federrath et al. 2014; Hopkins et al. 2014; Semenov et al.
2015) and properties of turbulence (Schmidt & Federrath 2011;
Grete et al. 2015), and are based on observational constraints.
In particular the star formation process, i.e. the conversion of
cold gas into stars, is typically tuned according to the Kennicutt-
Schmidt (KS) relation (Schmidt 1959, 1963; Kennicutt 1989,
1998), which connects the star formation rate (SFR) to the to-
tal gas surface density Σgas. Since the work by Wong & Blitz
(2002), a tight linear correlation between SFR and the H2 con-
⋆ Corresponding author email: stefano.bovino@uni-hamburg.de
tent (ΣH2 ) has been indicated, and it has been shown that the
traditional KS relation can break down in the HI regions of
galaxies (Bigiel et al. 2008; Leroy et al. 2008; Bigiel et al. 2010;
Schruba et al. 2011).
The lack of an electric dipole moment makes the H2 line
transitions very weak and difficult to be observed, hence CO
has been widely used as a good tracer of the cold phase (see
Carilli & Walter 2013 for a recent review). However, Krumholz
(2012) showed that, at metallicities below a few per cent of so-
lar metallicity, star formation could take place in HI-dominated
regions, and the argument which correlates the star forma-
tion to molecular gas breaks down. In addition, a universal
turbulence-regulated star formation law has also been proposed
by different authors (e.g. Krumholz et al. 2012; Federrath 2013;
Salim et al. 2015). It is moreover important to highlight recent
observations of the bright CII 158 µm transition both in high-
redshift galaxies with alma (Maiolino et al. 2015) and in quasars
with iram (Bañados et al. 2015), as well as in local galaxies with
herschel (e.g. Pineda et al. 2014), which provide an alternative
path to measure the SFR in the different gas phases of the galaxy.
It is then very important to follow the evolution of the gas be-
tween the different phases and to include a proper chemical
model which can track the time-dependent H2 and/or CII evo-
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lution in simulations which aim to study the correlation between
SFR and the different gas components.
Analytical and semi-analytical models, some of which are
based on equilibrium chemistry, have been proposed to track
the formation of molecular hydrogen in three-dimensional (3D)
hydrodynamic simulations of galaxies (Krumholz et al. 2008;
Kuhlen et al. 2012; Braun & Schmidt 2012; Somerville et al.
2015). A model which follows the non-equilibrium H2 evolu-
tion, coupled with a radiative transfer algorithm, and a sim-
ple prescription for metal-line cooling, has been reported by
Gnedin et al. (2009), who also linked the SFR directly to the
H2 density, performing simulations with the Adaptive Refine-
ment Tree (ART) code. They included the most important paths
for H2 formation and destruction, i.e. photodissociation by UV
Lyman-Werner photons, formation on dust, and gas phase for-
mation via H+2 and H
−
, and employed a clumping factor Cρ
to take into account the unresolved high density regions on
small scales. This network was extended to a more detailed
model which includes He-based species in a follow-up work
(Gnedin & Kravtsov 2011), and employed in realistic cosmolog-
ical simulations of a galaxy at redshift z = 4.
The minimal chemical model by Gnedin et al. (2009)
has been implemented in cosmological simulations of
galaxies performed with the hydrodynamic codes gasoline
(Christensen et al. 2012), and ramses (Tomassetti et al. 2015),
which also directly connected the SFR to the H2 content.
Pelupessy & Papadopoulos (2009) additionally explored an
H2-regulated star formation recipe performing cosmological
simulations with a time-dependent approach to follow the HI-H2
transition. However, whether or not the SFR should be directly
proportional to the H2 content (ρH2 ) or to the total gas density(ρgas) is still a matter of ongoing debate, and more observational
constraints are needed.
In a recent paper Hu et al. (2015) discussed the connection
of star formation to the HI and H2 gas phases, and how this
is affected by changing the UV radiation strength, employing
a non-equilibrium model for the chemistry. Their chemical net-
work is based on six species, of which only three are followed
time-dependently (H2, H+, and CO), and includes the most
important heating/cooling processes. The results from high-
resolution hydrodynamical simulations for an isolated dwarf
galaxy performed with the smoothed-particle hydrodynamics
code gadget-3, showed that the dust-to-gas ratio and the radi-
ation background mostly affect the H2 formation rate instead of
the SFR, and that the cold phase is dominated by HI.
Richings et al. (2014) presented a complex CO chemical
network and performed hydrodynamical simulations of an iso-
lated galaxy assuming a static potential for the dark matter
(Richings & Schaye 2015). Many ingredients, including cosmic-
rays and X-rays have been included, and results for different
metallicities and UV background strength have been discussed.
More recently, a large effort has been made to settle a
code comparison of different hydrodynamics codes on galaxy
simulations, which share common physics and analysis tools
(Kim et al. 2014). However, the agora project mainly aims at
studying the atomic gas phase, and to understand if the differ-
ences produced by the different hydrodynamic codes can be at-
tributed to the employed physics or the different numerical tech-
niques used to solve the hydrodynamical equations.
In this paper we present a set of chemical models, publicly
released via the krome package1, that can be used to study the
transitions between the different gas phases in galaxy simula-
1 www.kromepackage.org
tions with different degrees of accuracy. We provide a method
for non-equilibrium H2 prescription, and a more complex net-
work including metals which can be employed to follow the evo-
lution of CII at different metallicities. The paper is organized as
follows. In Section 2, we present the most important physical
ingredients which regulate the thermal and chemical evolution
of the gas, and their computational implementation in the public
code krome. In Section 3, we test the chemical networks and the
microphysics employing a simple one-zone collapse framework.
We explore four different models under different conditions, i.e.
changing the metallicity, the chemical initial conditions, the ra-
diation background strength, and the dust-related physics. We
finally provide our conclusions in Section 4.
2. Microphysics
2.1. The KROME package
The microphysics and the chemical networks described in the
following sections have been developed within the publicly
available astrochemistry package krome (Grassi et al. 2014). It
consists of a python module which, given a chemical network
and a series of physics-related options, generates the code to
solve a system of coupled ordinary differential equations (ODEs)
which follow the thermo-chemical evolution of the gas. krome
includes pre-compiled networks and different modules for the
microphysics, as for instance cooling/heating functions, photo-
chemistry, and a dust module for cooling and molecule catal-
ysis. Since its release, krome has been employed to study a
variety of astrophysical problems, e.g. the formation of su-
permassive black holes under UV radiation and in the pres-
ence of dust (Latif et al. 2014, 2015b,a), the collapse of low-
metallicity minihaloes (Bovino et al. 2014a), formation of pri-
mordial stars (Bovino et al. 2014b), the chemical evolution of
self-gravitating primordial disks (Schleicher et al. 2016), the for-
mation of the first galaxies (Prieto et al. 2015), the formation
of very massive stars (Katz et al. 2015), and star-forming fil-
aments in molecular clouds (Seifried & Walch 2015). A wide
range of physical and chemical conditions has been explored
by employing krome with different hydrodynamical codes (e.g.
enzo, ramses, and flash) showing its flexibility. In addition,
krome employs the accurate and stable chemical solver dlsodes
(Hindmarsh 1983), which is suitable for studying highly non-
linear problems where the spatial and temporal domains vary by
several orders of magnitude. For more details about krome we
refer to the code paper (Grassi et al. 2014) and to the website
http://www.kromepackage.org.
2.2. Chemical models
In this Section we present different chemical models which can
be employed in simulations of galaxy formation and evolution,
together with the main physical ingredients which regulate the
thermal evolution of the gas and its dynamics through the pro-
cess of star formation. The models have been tested to work for
a wide range of temperatures, namely from 10 to 109 K. The
single ingredients presented in this paper are all implemented in
krome, and can be easily added/removed to create models of dif-
ferent complexity. Here we present models with increasing level
of complexity as shown in Table 1.
In the following we will refer to the total number density
(cm−3) as ntot, to the atomic neutral hydrogen (HI) number den-
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Fig. 1: Network graphs for H, He, C, Si, and O as the main hubs. Note that helium has been split into two small sub-networks, the
one on the left showing the reactions with metals, and the one on the right the reactions with hydrogen-based species and photons.
The network graphs can be obtained by using the krome tool pathway.py.
Table 1: List of included thermal processes.
Model # Network Metal cooling Dust Photochemistry
Model I H/He tables (10–109 K) approx. H2 formationa -
Model Ia H/He tables (10–109 K) approx. H2 formationa X
Model II H/He tables (10–109 K) H2 (size-dep.)b -
Model IIa H/He tables (10–109 K) H2 + cooling (size-dep.)b -
Model III H/He tables (10–109 K) H2 + cooling (size-dep.)b X
Model IV H/He + metals non eq. (10–104 K) + tables (104–109 K) H2 + cooling (size-dep.)b X
a we refer here to the rate reported by Gnedin et al. (2009); Christensen et al. (2012) and discussed in Section 2.4.
b rates from Cazaux & Spaans (2009) and cooling from Hollenbach & McKee (1979), see discussion in Section. 2.4.
sity as nH, while the total density of hydrogen nuclei is denoted
as
nHtot = nH + nH+ + nH− + 2nH+2 + 2nH2 . (1)
The number density of the single species j is given as n j.
2.2.1. Reaction rates
The first three models include a selection of the most impor-
tant reactions which contribute to the formation/destruction of
molecular hydrogen in a gas consisting of a mixture of H- and
He-based species. It includes H, He, He+, He++, H+, H−, H2,
H+2 , and electrons. The aim of these models is to provide a ba-
sic/minimal chemical network which is suitable to follow the
transition between the atomic and molecular gas phase, but keeps
the computational cost at a reasonable level to be employed in
3D simulations of galaxy evolution. For users who are interested
in a more detailed chemical model, a network including several
metal species is outlined below and employed in Section 3.3.
The list of reactions is reported in Table B together with refer-
ences and is split into hydrogen/helium species and metals (C,
C+, Si, Si+, Si++, O, O+). We refer to the complete network as
react_galaxy, downloadable with the krome package2. The rates
for the metal network are adopted from Glover & Jappsen (2007)
and are the same as employed in Bovino et al. (2014a). Three-
body reactions are not included due to the low-density regime
2 https://bitbucket.org/tgrassi/krome
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involved in the physical problem considered here (with number
densities up to 104–105 cm−3).
In Fig. 1, we show a sketch of the complete chemical net-
work, where we distinguish hydrogen, helium, and metal sub-
networks with the most important paths to form and destroy the
different species. As it can be seen from Fig. 1, this is a H2-
oriented network including important reactions involving metals
and helium. We have a total of 16 species and 74 reactions.
2.2.2. Photochemistry
The presence of a radiation background alters the chemical evo-
lution by ionising and dissociating atoms and molecules. Here
we consider the photo-processes reported in Table 2 due to
a UVB/X-ray radiation background from quasars and galax-
ies (Haardt & Madau 2012) up to 100 keV. The cross-sections,
where possible, have been taken from standard databases: the
SWRI database3 and the Leiden database4. krome also includes
an internal database based on the work by Verner & Ferland
(1996) and Verner et al. (1996). The frequency (energy) domain
is divided by krome in N bins and the photo-rates (kph) and the
photo-heating rates (Γph) are computed by employing the fol-
lowing discrete formulae,
kph =
4π
h
N∑
i=1
Ji(〈Ei〉)σi(〈Ei〉)
〈Ei〉
(ERi − ELi ), (2)
Hph =
4π
h
N∑
i=1
Ji(〈Ei〉)σi(〈Ei〉)
〈Ei〉
(〈Ei〉 − E0)(ERi − ELi ), (3)
where h is the Planck constant, Ji is the radiation background in
units of eV cm−2 sr−1 Hz−1 s−1, and σi and E0 are, respectively,
the cross-section (in cm2) and the threshold energy (in eV) of
the given photo-process. 〈Ei〉 = (ER + EL)/2 is the average pho-
ton energy of a single bin of size ∆E = ER − EL, with R and L
standing for right and left. The final photo-rate is in units of
s−1.
The photo-heating rate (in eV s−1) is then used to com-
pute the final heating Γ jph = H
j
phn j for every jth photo-process,
with n j being the abundance of the ionised/dissociated species in
cm−3.
In this work we used 10000 photo-bins to ensure conver-
gence on the final photo-rates5. These must be re-computed if
the radiation background evolves over time. We consider an op-
tically thin gas and a time-independent radiation background at
redshift z = 3. A comparison of this background with other stan-
dard radiation fields is discussed in Section 3.2.1. The effect of
reducing the incident radiation and adding shielding is also re-
ported in the same Section. We do not discuss here the photo-
chemistry induced by galactic UV photons as this is strongly
connected to the way the radiation is treated in hydrodynam-
ical codes. For instance, the UV radiation should partly come
from stellar sources within the galaxy and requires a proper mod-
elling of the radiative transfer. For more details on how to han-
dle UV sources within simulations of galaxy evolution we refer
to previous work (Gnedin et al. 2009; Gnedin & Kravtsov 2011;
Christensen et al. 2012; Tomassetti et al. 2015). However, krome
3 http://phidrates.space.swri.edu
4 http://home.strw.leidenuniv.nl/~ewine/photo/
5 This is an input parameter for krome that can be easily customized
by the users, as well as the bins’spacing, and their energy position.
can handle any kind of radiation, hence our discussion on how
to compute the photo-rates does not change.
Note that krome has been designed to be coupled with multi-
frequency radiative transfer codes, and it provides a flexible in-
terface that allows to set any bin-based discretization of the im-
pinging radiation flux.
2.2.3. Photodissociation of H2
In the presence of an ionising radiation background there are two
processes which can photodissociate molecular hydrogen: (i) ex-
citation to the vibrational continuum of an excited electronic
state (P8 in Table 2), and (ii) the two-step Solomon process (P9
in Table 2). These processes have been proposed and widely
discussed in Stecher & Williams (1967); Allison & Dalgarno
(1969); Abel et al. (1997); Glover & Brand (2001); Gay et al.
(2012), and we refer to those papers for additional details. The
two processes have different thresholds: the “direct” dissocia-
tion occurs for energies above 14.16 eV for ortho-hydrogen and
14.68 eV for para-hydrogen, and it is important in the presence
of a strong ionising UV flux (e.g. in HII regions). The Solomon
process occurs in the Lyman (B1Σ+u ) and Werner (C1Πu) bands
in a very tiny energy window (11.25–13.51 eV). For the “di-
rect" process we employ the fit proposed by Abel et al. (1997)
based on the data by Allison & Dalgarno (1969), whereas the
two-step Solomon process we employ the rate suggested by
Glover & Jappsen (2007), given by
kph(H2) = 1.38 × 109 s−1 J(hν = 12.87 eV)
erg s−1cm−2Hz−1sr−1
. (4)
2.3. Thermal processes
The thermal state of the gas is regulated by many processes
which we report in Table 3 and discuss in the following sec-
tions. Due to resolution limits in hydrodynamical simulations,
it is sometimes necessary to impose a temperature floor, which
might also depend on the density. We apply it to the total cooling
Λ(T ) in the following way,
Λeff(T ) = Λ(T ) − Λ(Tfloor), (5)
as for example in Safranek-Shrader et al. (2014). Even though
the range of temperatures over which our modelling of ther-
mal processes is valid is quite wide (10 − 109 K, see Ta-
ble 1), in most of the tests discussed in this work we assume
a density-independent T floor = 100 K, since most 3D hydrody-
namical simulations of galaxy evolution, out of resolution con-
cerns, cannot properly model colder gas. We remind the reader,
however, that Tfloor can be changed by the user, according to the
problem and resources one has.
2.3.1. Atomic and molecular cooling
The standard atomic cooling (atom recombinations, collisional
ionisations, excitations, and Bremsstrahlung of ions) and the
Compton cooling from the cosmic microwave background
(CMB) have been adopted from Cen (1992). H2 roto-vibrational
cooling is an update to Glover & Abel (2008) which includes the
new rates reported by Glover (2015).
Following Hollenbach & McKee (1979) and Omukai (2000),
we include chemical cooling coming from the destruction of H2
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Table 2: List of photo-processes included in our chemical network.
Reaction Cross-section (cm2) Ref.
P1. . . . . . H + γ→ H+ + e− krome database 1
P2. . . . . . He + γ→ He+ + e− krome database 1
P3. . . . . . He+ + γ→ He++ + e− krome database 1
P4. . . . . . H− + γ→ H + e− SWRI database 2
P5. . . . . . H2 + γ→ H+2 + e− SWRI database 2
P6. . . . . . H+2 + γ→ H+ + H LEIDEN database 3
P7. . . . . . H+2 + γ→ H+ + H+ + e− dex[−16.926− 4.528 × 10−2E + 2.238 × 10−4E2 + 4.245 × 10−7E3] 30 < E < 90a 4
P8. . . . . . H2 + γ→ H + H Direct 5
P9. . . . . . H2 + γ→ H∗2 → H + H Solomon 6
Metals
P10. . . . . . C + γ→ C+ + e− krome database 1
P11. . . . . . O + γ→ O+ + e− krome database 1
P12. . . . . . Si + γ→ Si+ + e− krome database 1
P13. . . . . . Si+ + γ→ Si++ + e− krome database 1
1:Verner & Ferland (1996); Verner et al. (1996), 2: http://phidrates.space.swri.edu
3: http://home.strw.leidenuniv.nl/~ewine/photo/ 4: Shapiro & Kang (1987)
5: Abel et al. (1997) 6: this work, based on the formula reported by Glover & Jappsen (2007)
a E is the energy in eV
in the gas phase (reactions 18, 19, in Table B). This is discussed
in detail in the krome paper (Grassi et al. 2014).
Recombination reactions on dust can also contribute to the
cooling (see e.g. reactions 29, 30 in Table B); we have included
this effect following Bakes & Tielens (1994), as discussed in
Section 2.3.6.
2.3.2. Metal cooling in previous work
Cooling from metal line transitions is one of the most important
contributions at low-densities which regulates the thermal evolu-
tion of the gas and then the star formation process. The complex-
ity of the interstellar medium (ISM) makes it challenging to eval-
uate it at run time even when we consider a sub-ensemble of the
most important species (C, N, O, Ne, Si, Mg, S, Ca, and Fe). The
large amount of ionisation states, transitions and collisional pro-
cesses (and different colliders) makes in fact the problem com-
putationally prohibitive within hydrodynamical simulations, as
we should solve within every chemical time-step a linear system
of equations to calculate the level populations for every metal
species and then the cooling efficiencies. This problem has been
extensively discussed in the literature and there has been a lot of
effort to produce simplified models or to provide cooling tables
which can be easily employed in hydrodynamic simulations.
Cooling tables for metals have been calculated over the years
in different ways and assuming different approximations and
they turned out to be the most common approach in simulations
of galaxies and of the intergalactic medium. We can distinguish
between four different cases: pure collisional ionisation equi-
librium (CIE) tables (Sutherland & Dopita 1993), collisional
ionisation non-equilibrium (CINe) tables (Gnat & Sternberg
2007; Gnat & Ferland 2012), tables which consider a photo-
ionising background in photo-ionisation equilibrium (PIE) as
in Wiersma et al. (2009), and photo-ionisation non-equilibrium
(PINe) tables, as the recent tables reported by Vasiliev (2011)
and Oppenheimer & Schaye (2013). Richings et al. (2014) ex-
tended these tables to a larger range of densities and improved
the model below 104 K for C and O.
Most of these tables have been calculated with the photo-
ionisation code cloudy (Ferland et al. 1998). Usually cloudy
provides equilibrium cooling tables (CIE or PIE), which are
evaluated at a fixed temperature, density, and metallicity (Z/Z⊙)
evolving the system to reach the equilibrium (when ionisations
balance recombinations). In the approach by Gnat & Sternberg
(2007), Vasiliev (2011), and Oppenheimer & Schaye (2013),
who explored the effect of non-equilibrium chemistry on the fi-
nal cooling functions, cloudy was mainly used to evaluate the
cooling functions, requiring as input the non-equilibrium ioni-
sation fractions of the metal ions-species evaluated by solving
a system of ODEs over the time, for a given temperature and
density.
Gnat & Sternberg (2007) computed the cooling without
any ionisation background, i.e. in collisional ionisation non-
equilibrium and provided tables for the non-equilibrium ion frac-
tions xion and ion-by-ion cooling efficiencies Λe,ion. The sum of
ionic cooling efficiencies, weighted by the non-equilibrium ion
densities, then provides an efficient way to compute the total
cooling of a given metal. They reported clear examples on how to
use the cooling tables in Gnat & Ferland (2012). The final total
cooling rate is written as Λtot = ne
∑
j(n j
∑
ion x j,ionΛe,ion), with
n j being the total amount of the considered coolant metal, and
the ion subscript runs over the ionisation states of the jth metal.
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Table 3: List of included thermal processes.
Process Referencesa
Cooling Processes
H, He, He+ excitations 1
H, He, He+ collisional ionisations 1
H+, He+, He++ recombinations 1
Compton cooling from the CMB 1
Bremsstrahlung 1
Grain-surface recombination 2
Metal line cooling 3,6
H2 roto-vibrational cooling 4
H2 collisional dissociation 5
Grain-gas thermal exchange 9
Heating Processes
Photo-heating 6
Dust photoelectric effect 7
H2 UV pumping 8
H2 formation; gas phase 9
H2 formation; dust grains 10
a 1 - Cen (1992); 2 - Bakes & Tielens (1994); 3 - Shen et al.
(2010); 4 - this work, from data by Glover & Abel (2008);
Glover (2015); 5 - Omukai (2000); 6 - Grassi et al. (2014);
7 - Bakes & Tielens (1994); 8 - Burton et al. (1990);
9 - Hollenbach & McKee (1979); Omukai (2000); 10 -
Hollenbach & McKee (1979)
Vasiliev (2011) provided cooling tables for the gas ex-
posed to different radiation backgrounds evaluating the non-
equilibrium ionisation fractions by adopting a similar approach
as in Gnat & Sternberg (2007). They explored low density gas
and different metallicites going from 10−3 to 1 Z⊙ and showed
that assuming PIE leads to an overestimate of the cooling for
T > 106 K, as the gas in non-equilibrium keeps overionised.
At higher densities, collisions dominate over photo-ionisations
and this effect is reduced. An increase on the radiation strength
further decreases the final cooling rate.
The recent work by Oppenheimer & Schaye (2013) provided
an additional overview on the effect of the radiation and non-
equilibrium chemistry on the metal cooling efficiencies. Their
approach works better for T > 104 K as they assume the colli-
sions to be dominated by electrons, but if radiation is included
they can consider the results below T < 104 K as reasonable.
They explored the four approaches discussed above, namely the
CIE, CINe, PIE and PINe, and compared the results focussing
mostly on the regime of temperatures above 104 K.
An important final statement of their work is that the pres-
ence of a radiation background suppresses cooling either in equi-
librium or non-equilibrium.
2.3.3. Metal cooling in krome
For the metal cooling at T ≥ 104 K we employ an updated ver-
sion of the PIE tables presented by Shen et al. (2010), which
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Fig. 2: Metal line cooling from equilibrium (PIE) tables for a gas
of metallicity Z = 0.5 Z⊙ at redshift z = 3. The case without a
radiation background (NOUV) and with a radiation background
(UV) are both shown for two different densities: n = 10−5 and
n = 1 cm−3.
have been computed with cloudy 10.1 in the presence of the ex-
tragalactic radiation by Haardt & Madau (2012). The tables are
valid in a range of temperatures between 10 ≤ T ≤ 109 K, den-
sity 10−9 ≤ nHtot ≤ 104 cm−3, and redshift 0 ≤ z ≤ 15.1 and scale
linearly with the metallicity:
Λ
eq
metal(T, nHtot, z, Z) = Λ
eq
metal,⊙(T, nHtot, z) Z/Z⊙. (6)
The equilibrium cooling computed by Shen et al. (2010) in-
cludes all metals up to an atomic number of 30 (Zn). The H and
He contributions are not included as they are computed time-
dependently based on the non-equilibrium chemical evolution.
The heating rate coming from the photo-ionisation of metals is
also included in the same fashion. In Fig. 2 we show the equi-
librium metal cooling function for densities of 10−5 cm−3 and
1 cm−3 and at redshift z = 3, for the case with and without ra-
diation at a metallicity Z = 0.5 Z⊙. Those cooling functions are
comparable to the former work by Shen et al. (2010), where they
also included the contribution coming from H and He that we do
not show here.
krome includes the machinery to solve the linear system
for the individual metal excitation levels time-dependently for
temperatures below 104 K, and provides the non-equilibrium
metal cooling for the most important atoms/ions6. This method
has been tested in a recent study by Bovino et al. (2014a),
and includes the non-equilibrium cooling of C, C+, Si, Si+, O,
O+, Fe, and Fe+, as described in Grassi et al. (2014) based on
Glover & Jappsen (2007), and Maio et al. (2007). Richings et al.
(2014) have shown that under the presence of a strong photo-
ionising background as the one employed in this work, the most
important coolants at T < 104 K are C+, Si+, and Fe+, together
with hydrogen. In general at low-temperatures or higher densi-
ties the excess of electrons favours forbidden line transitions of
low-ionised metals such as C, C+, Si, Si+, and O, as also re-
ported by Shen et al. (2010) and Wolfire et al. (2003). Our non-
equilibrium approach below 104 K is able to capture the most
6 Note that the approach to evaluate the metal line cooling has general
validity but, due to the limited validity range of the collisional rates, we
can only apply it below 104 K.
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important metal contributions to the total cooling function in an
accurate way, i.e. solving the non-equilibrium system at run time
according to the network we employ in our simulations.
It is worth noting that this approach is different from the non-
equilibrium tables computed for example by Vasiliev (2011), and
Oppenheimer & Schaye (2013) (PINe approach), which depend
not only on the initial conditions (i.e. ionic composition and tem-
perature) employed to solve the system of ODEs (Vasiliev et al.
2010), but are also bound to a fixed chemical network which in
most cases does not include molecules. Our cooling is instead
accurately evaluated on the fly according to the evolution of the
given chemical network (that can change), and is fully consistent
with the conditions explored in the physical problem users want
to pursue.
The final metal cooling in the temperature range of 10–109 K
is then expressed as a combination of equilibrium and non-
equilibrium cooling,
Λmetal = f1Λeqmetal + f2Λnon−eqmetal , (7)
where f1 and f2 are two functions which allow a smooth tran-
sition between equilibrium and non-equilibrium cooling around
T = 104 K and are defined as
f1(T ) = 12 {tanh[csm (T − 10
4)] + 1.0}, (8)
f2(T ) = 12 {tanh[csm (−T + 10
4)] + 1.0}, (9)
with csm = 10−3 and f1(T )+ f2(T ) = 1, for every T . The smooth-
ing factor csm is necessary to help the solver in reaching the con-
vergence.
Given the temperature range of validity for the equilibrium
table one can choose between a simple approach (Eq. 6) over
the whole range or a more sophisticated treatment (Eq. 7). The
aim of this work is in fact to release a chemical model within the
publicly available package krome, which can be easily modified
by the users to allow a lower or higher degree of complexity in
large scale simulations.
2.3.4. Dust cooling
The dust cooling is calculated based on Hollenbach & McKee
(1979) who employ the following expression,
Λdust = 2kBπa2ntotndvg(T − Td) , (10)
where ntot and nd are the total gas number density and the
grain number density, respectively, πa2 is the dust grain effec-
tive cross-section, with a being the grain size, vg is the gas ve-
locity defined as vg =
√
8kBT/π/mp, with mp being the pro-
ton mass, and Td is the dust temperature. In the following,
we will for simplicity assume a constant dust temperature of
10 K, which is typical for molecular clouds. The user is however
free to adopt a different description, for instance calculating the
dust temperature from the heating-cooling balance of the grains
(Grassi et al. 2014). Note that when the dust is hotter than the
gas (i.e. Td > T ), equation (10) acts as a heating term for the
gas.
We tabulate the dust cooling similarly to the H2 formation
rate on dust as explained in Section 2.4, and we show in Section
3.1 that, under the conditions discussed here, its effect is negli-
gible.
2.3.5. H2 photo-heating
The most important contribution to the heating of the gas under
the conditions discussed in this paper is the photo-heating. We
include the photo-heating of atoms and molecules due to ionisa-
tions and photodissociations. The latter also includes the H2 UV
pumping and H2 direct photodissociation heating as explained
below.
The energy budget produced by the Solomon process is con-
verted into heating through two different paths, the direct dis-
sociation, which provides 0.4 eV as kinetic energy, and the en-
ergy released by collisional de-excitation of the excited vibra-
tional levels of the H2 electronic ground state, which is com-
monly called H2 UV pumping heating. The final heating is the
sum of the two contributions and is given by
Γtot(H2) = (Hdirpd + Hpumppd )nH2 , (11)
where
Hdirpd = 6.4 × 10−13kph(H2) (12)
Hpumppd = 3.5 × 10−12(8.5 × kph(H2))
[
1 + ncr
nHtot
]−1
. (13)
The total heating Γtot(H2) is expressed in terms of erg cm−3
s−1. We have followed Burton et al. (1990), Glover & Jappsen
(2007), and Draine & Bertoldi (1996), who assume that the
pumping rate is 8.5 times larger than the photodissociation rate
kph(H2). The critical density ncr is the density at which the col-
lisional de-excitations become comparable to the spontaneous
radiative processes, i.e. this process only becomes important for
nHtot ≥ ncr, which is ∼104 cm−3. For the definition of the ncr we
refer to Hollenbach & McKee (1979) (see also Omukai 2000).
2.3.6. Photoelectric heating by dust grains
UV radiation with photon energies of about 6 eV or more can re-
move electrons from interstellar dust grains (GR), that increase
the energy of the surrounding gas by subsequent Coulomb colli-
sions. This heating process is called dust photoelectric effect and
is due to the reactions
GR+(q) + γ → GR+(q+1) + e−, (14)
where q ≥ 0 is the charge number. The above process is often in
competition with its inverse, the recombination reaction
GR+(q) + e− → GR+(q−1), (15)
which removes energy from the gas producing cooling. The
net dust photoelectric heating has been parametrized by
Bakes & Tielens (1994) who introduced the charging parameter
ψ =
(
G0T 1/2
ne
)
, (16)
with G0 being the Habing flux and ne the electron number den-
sity in cm−3 . We obtain G0 by summing the flux over the photo-
bins which are in the range between 6–13.6 eV, normalized to
the average interstellar radiation field flux
G0 =
4π
h
∑
ν=6−13.6 J(E)∆E
1.6 × 10−3erg cm−2 s−1 , (17)
as reported by Omukai et al. (2008).
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The net photoelectric heating is defined as
Γnetpe = Γpe − Λrec, (18)
Γpe = 1.3 × 10−24ǫG0nHtot , (19)
Λrec = 4.65 × 10−30T 0.94ψ0.735T
−0.068
nenHtot , (20)
with the efficiency
ǫ =
4.87 × 10−2
1 + 4 × 10−3ψ0.73 +
3.65 × 10−2
(
T/104
)0.7
1 + 2 × 10−4ψ . (21)
2.3.7. Chemical heating
Chemical heating from exothermic reactions that form H2 both
in the gas phase and on dust is included following Grassi et al.
(2014), Hollenbach & McKee (1979), and Omukai (2000).
2.4. H2 formation on dust
The H2 formation on dust is particularly relevant, as it de-
termines the atomic-to-molecular transition in the gas phase,
being one of the most efficient formation paths for H2. In
previous work (Gnedin et al. 2009; Gnedin & Kravtsov 2011;
Christensen et al. 2012) a constant rate originally obtained by
Jura (1975) was employed, with the addition of a clumping fac-
tor (Cρ) aimed to address the subgrid nature of H2 formation in
unresolved high-density regions, namely
R f (H2) = 3 × 10−17nHtotntotZ/Z⊙Cρ cm−3s−1. (22)
The constant 3×10−17 has been motivated by observational mea-
surements. We note that other versions of this rate have been
proposed which include an explicit temperature dependency via
a sticking coefficient (Tomassetti et al. 2015).
krome allows the user to employ different types of dust with
a given Mathis, Rumpl, & Nordsieck (MRN)–like distribution
∼ a−α (Mathis et al. 1977) and to customize the range of sizes
that can also extend to the regime of the polycyclic aromatic
hydrocarbons (PAHs). We note here that there are different ways
to treat the PAHs (Li & Draine 2001; Tielens 2010), and that the
PAH distribution is usually different from a standard power-law
(Weingartner & Draine 2001a).
krome employs the H2 formation on dust based on
Cazaux & Spaans (2009). They provided the rates for carbon and
silicon-based grains as
R f (H2) = π2 nHvg
∑
j∈[C,Si]
∑
i
ni ja2i jǫ j(T, T id)S (T, T id) , (23)
where each ith bin of the two grain species (i.e. C and Si) con-
tributes to the total amount of molecular hydrogen formation. In
the above equation nH is the number density of atomic hydrogen
in the gas-phase, vg is the gas thermal velocity, ni j is the num-
ber density of the jth dust type in the ith bin, ai j is its size. T
and T id are the temperatures of the gas and of the dust in the ith
bin, respectively. The function ǫ j has two expressions depend-
ing on the type of grain considered and has been reported by
Cazaux & Spaans (2009). The sticking coefficient is given as
S =
1 + 0.4
√
T2 +
Td
100 + 0.2 T2 + 0.08 (T2)
2

−1
, (24)
with T2 ≡ T/(100 K), according to Hollenbach & McKee
(1979). We note that a clumping factor can also be applied to
this rate.
As we are not interested in following the dust evolution (i.e.
sputtering, growth, and shuttering processes are neglected), we
can tabulate the H2 formation on dust improving the perfor-
mances of the code without losing in accuracy.
The final rates are provided as tables using the following ex-
pression
R f (H2) = µ nH f(T, ntot) ntot, (25)
with µ being the mean molecular weight. The details of the dust
tabulation will be discussed in a forthcoming paper (Grassi et al.
2016) where we will show a series of 3D hydrodynamic applica-
tions.
For this work we have prepared tables at a constant dust
temperature Td = 10 K following the results discussed by
Richings et al. (2014), but a time-dependent Td table can also be
provided on request. We show in the Appendix that the on-the-fly
approach, in which Td is evaluated by solving the thermal bal-
ance equation (see Grassi et al. 2014), produces identical results
to the case when Td is kept constant. At the low densities consid-
ered in this work, Td is not strongly affected by the interaction
between dust and gas.
2.5. Adiabatic index and mean molecular weight
When coupling chemistry with hydrodynamics, different caveats
arise. Two of the prevailing problems are the correct treatment of
the adiabatic index (γ) and the mean molecular weight (µ). Both
quantities are strongly dependent on the chemical composition
of the gas and are used to convert for instance pressure→ energy
→ temperature through the ideal gas equation of state,
p = (γ − 1)e, (26)
e =
kBT
(γ − 1)µmH , (27)
where mH is the hydrogen mass, and e the specific energy per
unit mass.
krome is able to evaluate the adiabatic index in dif-
ferent ways, allowing a large flexibility to the users. A
simple temperature-independent approach has been presented
in Grassi et al. (2014) and a more detailed method em-
ploys the calculation of the roto-vibrational partition func-
tions, which provides a temperature-dependent adiabatic in-
dex (see https://bitbucket.org/tgrassi/krome/wiki).
As we work in a low-density regime and we want to keep the
approach simple, here we have decided to employ a constant
adiabatic index, namely γ = 5/3, typical of a monoatomic or
a collisionless gas.
We use the µ computed by krome based on the species abun-
dances to have a fully consistent model. Our final mean molecu-
lar weight is the summation of different contributions:
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µ =
1
µe
+
1
µH
+
1
µHe
+
1
µmetals
, (28)
µe =
xemH
me
, (29)
µH = xH + xH− + xH+
1
2
(xH2 + xH+2 ), (30)
µHe =
1
4
(xHe + xHe+ + xHe++ ), (31)
µmetals =
Z
17.6003 , (32)
where x j are the species mass fractions, Z is the metallicity in
mass fraction, and we have assumed a mean mass number (num-
ber of protons+neutrons) for metals 〈A〉metals = 17.6003. If other
He-based or H-based species are added to the chemical network
the above definitions of the individual mean molecular weight
should be updated. This is usually done automatically by krome
during the pre-processing stage.
3. Testing the models
In the following we show how the different ingredients of our
model affect the chemical and thermal evolution of the gas. We
distinguish between two classes of models (see Table 1): (i)
Model I and Model II, without any radiation background, and (ii)
Model III and Model IV, which include the radiation background
of Haardt & Madau (2012) and can be employed to study the
chemical evolution in galaxy simulations and follow the HII-HI-
H2 phase transitions. In the following tests we will use a simple
one-zone cloud collapse model (Omukai 2000), which evolves
the density ρ based on the free-fall time tff ,
dρ
dt =
ρ
tff
, (33)
with tff =
√
3π/32Gρ, where G is the gravitational constant. The
thermal evolution is solved together with Eq. (33) as
dT
dt =
(Γ − Λ)(γ − 1)
kBntot
. (34)
We have already shown (Grassi et al. 2014) that krome is able
to reproduce previous results obtained by employing the above
one-zone framework (Omukai 2000), hence we consider this
problem a reliable test to explore the physics discussed in this
work. The choice of performing one-zone cloud collapse tests
is also due to the possibility to dynamically explore the chemi-
cal/thermal evolution at different densities, to resemble the tran-
sition through the different gas phases. In Section 3.3 we addi-
tionally present tests at fixed densities, i.e. a time evolution of an
isochoric gas.
3.1. The neutral models
Model I and Model II in Table 1 are based on low-complexity
networks, and include approximate metal cooling, i.e. a network
composed of a mixture of H/He-based species, with the equi-
librium metal tables discussed in Section 2.3. The two models
employ different H2 formation rates on dust: (i) Model I employs
the approximated H2 formation rate on dust (Eq. 22), which does
1
2
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lo
g(T
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]
log(ntot) [cm-3]
Model I
Model II wo dust cooling
Model II w dust cooling
floor T = 10 K
Fig. 3: Thermal evolution versus the total number density for the
three models described in Section 3.1. The red curve refers to
Model I, which employs a simple prescription for the H2 for-
mation rate on dust. The black curve employs the more accurate
Cazaux & Spaans (2009) rate for H2 formation on dust, and the
blue curve is the same Model II but including also the dust cool-
ing as reported in Eq 10. The magenta line represents the CMB
floor at z = 3.
not depend on the dust composition or the dust size distribution
and is widely used in galaxy simulations, and (ii) Model II em-
ploys an improved dust treatment including dust tables evalu-
ated as discussed in Section 2.4. These tables assume 40 bins in
size of dust grains of mixed composition including carbonaceous
(20 bins) and silicates (20 bins) with a fixed dust temperature
Td = 10 K. The metallicity is kept constant as Z = 0.5 Z⊙, and we
will show how the metallicity affects the results in Section 3.2.1.
We evolve the one-zone collapse starting with the following ini-
tial conditions: T = 100 K, ntot = 1 cm−3, nH = 0.92 ntot,
nHe = 0.0755 ntot, nH+ = ne = 10−4ntot, nH2 = 10−6ntot, which we
evolve until a density of 106 cm−3 is reached. The other species
abundances are set to zero. For Model II we use a standard MRN
dust distribution (a−3.5) which scales as D = D⊙ × Z/Z⊙, where
D⊙ = 0.00934 is the dust-to-gas mass ratio at solar metallicity.
In addition to this we evolve the same Model II, but including
dust cooling (referred to as Model IIa) to assess the impact of
this contribution on the thermal evolution.
In Fig. 3 we report the thermal evolution of the gas as a
function of the total number density for the three models pre-
sented above. The H2 formation on dust computed with a proper
dust model produces a hotter gas around 101 - 102 cm−3. This
is mainly due to the fact that more heating is produced from the
formation of H2 caused by an increase in the formation efficiency
due to the rate by Cazaux & Spaans (2009). The increase is also
clear from Fig. 4, where the evolution of atomic and molecular
hydrogen (in terms of ni/nHtot) is shown for the two models. In
Fig. 5 we report the net H2 formation heating |Γ−Λ|. In the case
where a proper dust model is included the transition HI-H2 oc-
curs a bit earlier. The effect of dust cooling (Model IIa) at these
densities is in practice negligible (Fig. 3).
3.2. Models irradiated by UVB/X-ray photons
We now explore what happens to a gas of metallicity Z = 0.5 Z⊙
under a UVB/X-ray radiation background computed at redshift
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Fig. 4: H2 and H number fraction as a function of the total num-
ber density. Red curves refer to Model I, while black curves to
Model II. Note that Model II with dust cooling is not reported
here as it overlaps with the case without dust cooling.
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Fig. 5: H2 net chemical heating as a function of the total number
density. The red curve represents Model I, while the black curve
refers to Model II.
z = 3. In the first of these models (Model III in Table 1) we in-
clude the H/He photo-processes reported in Table 2 and photo-
heating, together with a proper treatment of the photoelectric
heating by dust. This model is compared to Model I discussed
in the previous Section, which includes the approximate H2 for-
mation rate on dust. Here we have added the photochemistry for
consistency and refer to it as Model Ia. An additional parameter
in Model Ia is the clumping factor Cρ, for which we explore the
results of Cρ = 1 and Cρ = 10, the latter enhancing the H2 forma-
tion on dust by an order of magnitude. We assume here a gas at
T = 2 × 104 K, with a slightly lower density compared to Mod-
els I and II (i.e. ntot = 0.1 cm−3), and a fully ionised chemical
composition. The results are reported in Fig. 6.
Two important pieces of information can be retrieved from
this test: (i) under the conditions considered in this simple test,
having an approximate H2 formation rate on dust or a more accu-
rate treatment does not affect the thermal evolution; (ii) changing
the clumping factor in Model Ia, i.e. increasing the H2 formation
rate on dust by an order of magnitude has also a negligible effect
on the final thermal evolution. For this reason we only report in
Fig. 6 a comparison between Model Ia (Cρ = 1) and Model III.
This behaviour can be better understood if we look at the differ-
ent heating/cooling contributions for the evolution of the gas ir-
radiated by a UVB/X-ray background (bottom panels of Fig. 6).
The thermal evolution in both models is dominated by photo-
heating and metal line cooling, which balance each other, while
the net chemical heating has no influence at all on the final evo-
lution. This is the effect of the ionising background which also
produces a warmer gas. Hence, the effect of having a different
H2 formation rate on dust is negligible for the thermal evolu-
tion. The atomic cooling controls the evolution together with the
photoelectric heating by dust.
However, when we look at the HII-HI-H2 transition (Fig. 7),
to change the H2 formation rate on dust produces a difference.
For instance, employing an accurate and appropriate grain size-
dependent approach (Model III) leads to the transition at lower
densities compared to the approximated rate (black curves in the
plot). The gas becomes fully molecular (nH2/nHtot = 0.5) earlier.
If we increase the clumping factor by an order of magnitude, then
also the density at which the gas becomes fully molecular is re-
duced by an order of magnitude. This holds both for the approx-
imate rate (Model Ia) and the rate provided by Cazaux & Spaans
(2009). We conclude that it is very important to include a proper
dust treatment (grain size-dependent) to accurately assess the
atomic-to-molecular transition in galaxy evolution simulations.
We also note that the clumping factor is making a large differ-
ence. It is quite common in hydrodynamic simulations of galaxy
evolution to set this parameter to Cρ=10 or even higher values
(Gnedin et al. 2009), inducing a faster HI-H2 transition to ac-
count for unresolved high-density gas. If the need for such a
clumping factor however prevails also in higher-resolution sim-
ulations, it may also point towards an underestimate of the H2
formation rates. At the same time, we note that the HII-HI tran-
sition is completely dominated by photo-chemistry and results
in an identical evolution for the three models discussed in this
Section.
3.2.1. Effects of the radiation background and metallicity
As already reported by Richings et al. (2014), the type of radi-
ation background, its strength and the metallicity can affect the
evolution of the gas (and, subsequently, the star formation) as
they change the ionisation processes and the dust/metal related
physics.
Here we present three models with different metallicities,
namely Z/Z⊙ = 0.1, 0.5, and 1 (i.e. solar metallicity). The metal-
licity both affects the metal cooling and the H2 formation on
dust, which have a linear dependence on it. In Fig. 8 we see
the boosting of metal cooling when going from lower to higher
metallicities. The effect of metallicity on H2 formation reported
in Fig. 9 plays a relevant role, being more evident when we
switch from 0.1 Z⊙ to solar metallicity with a difference of two
orders of magnitude in the density level at which the fully molec-
ular stage is reached. Changing the metallicity has then the same
effect as enhancing the rate of H2 formation on dust.
As we are employing a very strong photo-ionising radiation
background, it is important to assess the differences produced
once we change this radiation background. Taking ten per cent
of the extragalactic radiation background produces a significant
effect in the HII-HI-H2 transitions, as fewer ionisations occur
and the atomic phase is reached much earlier boosting the for-
mation of H2 at lower densities (Fig. 10). This can be consid-
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Fig. 6: Top: thermal evolution as a function of the total number
density for Model Ia (with a clumping factor Cρ = 1) and Model
III. Bottom: heating and cooling functions versus the total num-
ber density for Model Ia (left) and Model III (right). We omit
here the model with clumping factor Cρ =10, as this is identical
to Model Ia.
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Fig. 7: H2 and H number fraction as a function of the total num-
ber density. Black curves refer to Model Ia, red curves to Model
III, blue curves to Model Ia but with a clumping factor Cρ = 10,
and magenta curves to Model III but with the H2 formation rate
10 times larger.
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Fig. 8: Thermal evolution for Model III at three different metal-
licities, namely Z = 0.1 Z⊙, 0.5 Z⊙, and Z⊙ (solar metallicity).
The temperature floor is sketched by the magenta line.
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Fig. 9: Atomic and molecular hydrogen evolution for three dif-
ferent metallicities, Z = 0.1 Z⊙, 0.5 Z⊙, and Z⊙ (solar metallic-
ity), for Model III. The fully molecular stage is marked by the
horizontal dotted line.
ered as mimicking the effect of shielding produced by a radiative
transfer algorithm which indeed will tend to strongly reduce the
ionisation processes in dense regions.
We note here that the radiation background at redshift z = 3
is quite strong and comparable to the galactic radiation produced
by stellar sources. We report in Fig. 11 a comparison of different
radiation backgrounds for energies up to 13.6 eV: the extragalac-
tic radiation by Haardt & Madau (2012) at z = 3 and z = 0 (com-
monly employed in galaxy simulations), the interstellar radiation
field (ISRF) by Draine (1978), and a typical power-law radiation
background (E/E0)−1, with E0 = 13.6 eV. The ISRF by Draine
(1978) is comparable to the extragalactic radiation background
by Haardt & Madau (2012), which is even stronger at lower en-
ergies.
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Fig. 10: Ionised, atomic, and molecular hydrogen evolution as a
function of the density for two different radiation backgrounds,
the standard extragalactic background at redshift z = 3 (red
curves) by Haardt & Madau (2012), and 10 per cent of the latter
(black curves). The results come from the evolution of Model
III.
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Fig. 11: Different radiation backgrounds as a function of energy
up to 13.6 eV. Red solid curve and magenta curve: extragalactic
radiation background from Haardt & Madau (2012) at redshift
z = 3 and z = 0, respectively; green dotted curve: the standard
ISRF by Draine (1978); blue dashed curve: a simple power-law
spectrum. See text for details.
3.3. The effect of non-equilibrium metal cooling
As already discussed in Section 2.3, non-equilibrium metal line
cooling, i.e. solving at run time the linear system for the exci-
tation levels of every single metal, can have an impact on the
evolution of the gas at temperatures T < 104 K. In Model IV, we
evolve the H/He mixture network plus seven additional metal
species (C, C+, O, O+, Si, Si+, and Si++) and reactions involv-
ing these metals as listed in Table B. We have in the end a net-
work with 16 species and 74 reactions that we evolve with con-
ditions similar to the one employed in the previous tests, i.e. a
fully ionised gas at T = 2 × 104 K. Note that the metal num-
ber densities are initialised rescaling the solar abundances by the
metallicity Z/Z⊙. The main difference between Model III (dis-
cussed in the previous Section) and the current Model IV is the
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Fig. 12: Top: thermal evolution for Model III (red) and Model IV
(black) as a function of the total number density. Bottom: main
cooling/heating functions for the two models. Red curves refer
to Model III and black curves to Model IV. The different contri-
butions reported in the figure are the following: atomic cooling
(dotted lines), metal cooling (dashed lines), and photo-heating
(solid lines).
treatment of the metal cooling below 104 K, where we employ
Eq. (7) for the non-equilibrium treatment.
In the top panel of Fig. 12 we show the comparison between
Model III and Model IV, to see how much the thermal evolution
is affected by the different treatment of metal line cooling. When
we employ the non-equilibrium approach we have less net cool-
ing. If we look at the bottom panel of Fig. 12 we see a difference
in the two metal cooling functions of about 10 per cent, which
increases at higher densities (ntot = 1 − 102 cm−3), then the two
contributions equate each other as the collisions dominate over
the photo-ionisations, as already discussed in Section 2.3.
In Figs. 13 and 14 we report the evolution of the hydrogen
and metal species as a function of density, respectively. When we
employ the non-equilibrium cooling, the evolution of the hydro-
gen species (and in particular the HI-H2 transition) is not affected
at all, as the cooling is only changing the thermal evolution at
low densities. We argue that there is only a minor effect mainly
in the HII-HI transition. However, it could be important to as-
sess how much the dynamics and the structure of the galaxy are
affected in a realistic 3D simulation. Fig. 14 shows how quickly
the most relevant metal ions recombine. This occurs at high den-
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Fig. 13: Chemical evolution of H2, H+, and H, as a function
of the total number density for Model III, which employs the
equilibrium metal cooling at all temperatures (red curves), and
Model IV, which employs the non-equlibrium metal cooling for
temperature T < 104 K (black curves and crosses). The effect
of non-equilibrium cooling on the H2 evolution is negligible
and produces the same results as the equilibrium cooling model
(crosses). A horizontal line at ni/nHtot = 0.5 is sketched to repre-
sent the fully molecular stage.
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Fig. 14: Most relevant metal species number fraction evolution
(C, C+, O, and O+) as a function of the total number density.
sities when the temperature is lowered and recombinations be-
come faster.
For a self-consistent comparison between a non-equilibrium
and a photo-ionisation equilibrium approach we prepared a test
which evolves (below 104 K) the full system of ODEs for a long
enough time to reach the thermo-chemical equilibrium by em-
ploying our non-equilibrium metal cooling, i.e. the system is
evaluated on the fly. In this way we can provide important infor-
mation about the time scale to reach equilibrium and understand
when an equilibrium approach is correct and when it is leading
to an overestimate or underestimate of the cooling. For reference
we take a typical integration time-step for galaxy simulations
which can be estimated to be∼ 104 yr, even if we should consider
that a large change in the thermochemical conditions may reduce
the hydrodynamical time-step in order to take into account their
effect. We evolve the system for two different constant densities
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Fig. 15: Gas thermal evolution for two different densities,
0.1 cm−3 (top panel), and 100 cm−3 (bottom panel), and start-
ing from four different temperatures, namely 500, 1000, 5000,
and 9000 K. The system is evolved until it reaches the thermo-
chemical equilibrium.
(isochoric evolution) and four different initial temperatures and
show the results in Fig. 15. As this is a thermochemical equilib-
rium, the system will reach the same final equilibrium tempera-
ture Teq for the same gas density.
The equilibrium is reached at different times and this ob-
viously depends on the density: a higher density gas reaches
the equilibrium much earlier. If we consider a typical numerical
time-step of 104 yr, it is clear that assuming equilibrium for low-
density gas leads to a large error in the cooling as the equilibrium
needs at least 1 Myr to be reached. However, in situations where
the density is high, the time for the system to reach equilibrium
is comparable to 104 yr and then this assumption becomes valid
on small scales.
As a second test, we evolve the system with a cloudy-like
approach, i.e. not only keeping the density constant but also the
temperature and evolving the system until it reaches the chem-
ical equilibrium. The aim of this test is to quantify the differ-
ences between the non-equilibrium and the equilibrium cool-
ing, and in particular how far our approach is from the stan-
dard cloudy equilibrium tables (PIE). In Fig. 16 we show the
ratio Λnon−eq/Λeq for two different constant densities, 0.1 cm−3
(top panel), and 100 cm−3 (bottom panel), and four different ini-
tial temperatures, 500, 1000, 5000, and 9000 K, respectively. It
is worth noting that there are cases where assuming the equi-
librium might lead to a large overestimate/underestimate of the
final metal cooling. From this simple test we can infer that: (i)
the non-equilibrium cooling for temperatures below 5000 K is
larger than the equilibrium cooling by a factor of two and for
high densities by orders of magnitude. This can be due to the
fact that our approach includes collisions with neutral species
like H and H2, while the cloudy tables assume the collisions
to be dominated by electrons; (ii) when we compare the equilib-
rium reached with our approach versus cloudy, i.e. at the plateau
(for times larger than 1 Myr or less depending on the density
and temperature), we see that the differences are about a factor
of two. This behaviour may be due to the different number of
metals, transitions, and colliders between our approach and the
cloudy one. Note also that the chemical network is different. In
most cases, the time to reach equilibrium is larger than a typical
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Fig. 16: Time evolution of the non-equilibrium/equilibrium
metal cooling ratio for two different densities, namely 0.1 cm−3
(top panel), and 100 cm−3 (bottom panel), for four different tem-
peratures as reported in the legend.
hydrodynamical time-step for temperatures below 1000 K and a
non-equilibrium approach is then desirable. Our results are also
in agreement with recent similar tests reported by Richings et al.
(2014), who have shown that non-equilibrium cooling is usu-
ally enhanced compared to the equilibrium case. It is important
to note that we are not comparing the net cooling here, as we
are interested on the differences between the metal cooling only.
Obviously the photo-heating in the non-equilibrium and equi-
librium cases will be different, as well as other cooling/heating
contributions that can change the final real effect on the thermal
evolution of the gas, as for instance in the test reported in Sec-
tion 3.3, which provided less net cooling in the non-equilibrium
case.
3.4. Radiation attenuation and caveats
In the tests presented in the previous sections, we focussed on
the optically thin case employing only the extragalactic radiation
background by Haardt & Madau (2012). For a realistic study of
galaxy properties it is necessary to include a proper radiative
transfer module which follows the history of photons during the
simulation. A local UV radiation background produced by the
stars is also a desirable ingredient and can be much stronger than
the extragalactic background (see discussion in Section 3.2.1).
This piece of information should therefore come from a more
accurate radiative transfer treatment. The computational cost of
coupling radiative transfer with chemistry is not negligible and
over the years local approximations have been proposed.
As this problem does not concern the model presented here
and pursued with the package krome, we will now only perform
some simple tests to illustrate some of the results. For this pur-
pose, we will assume that the UV flux provided to krome has al-
ready been obtained from a radiative transfer calculation, so that
the UV radiation can be treated in the optically thin approxima-
tion. For the photodissociation of H2, self-shielding and shield-
ing by dust may however be relevant, and we explore here how
much it matters within the one-zone framework.
An optical depth is commonly applied to the optically thin
rates assuming τ =
∑
i σiNi, with σi being the photo cross-
section of the ith species and Ni the column density, which is
evaluated in different ways and in general depends on a charac-
teristic length,
Ni = niLi, (35)
where Li is often based on a velocity or density gradient (i.e. a
Sobolev-like length) or on the Jeans length, as in the tests re-
ported in this work.
We focus on H2 and dust shielding which provide an opti-
cally thick rate of
kph(H2)thick = kph(H2)thinS d(H2)S self(H2), (36)
where S self is adopted by Wolcott-Green et al. (2011), and S d is
defined following Richings et al. (2014) as
S d(H2) = exp(−σdγH2 NHtot Z/Z⊙), (37)
with γH2 = 3.74, NHtot = NHI + NHII + 2NH2 , and σd =
4.0 × 10−22 cm2. We note here that Gnedin et al. (2009) and
Gnedin & Kravtsov (2011) use different values for σd. We as-
sume here a column density based on the Jeans length λJ , which
is suitable for the one-zone collapse problem:
Ni =
1
2
niλJ . (38)
As we show in Fig. 17, the shielding is not relevant for our test-
case. This is mainly due to the fact that in the presence of a
fixed ionising background, photo-heating is very strong and the
high temperature delays the formation of molecular hydrogen, as
collisional dissociation is an efficient destruction channel above
2000 K.
It is important to note here that the above formulation of
the self-shielding comes from a static slab of gas and that
the Jeans length generally overestimates the column density
(Wolcott-Green et al. 2011). To properly evaluate the column
density and then the H2 shielding we would need to probe the
relative velocity between particles and compare it with the ther-
mal velocity. This can be assessed with algorithms like for ex-
ample TreeCol (Clark et al. 2012; Hartwig et al. 2015). How-
ever, this is again an issue of modelling radiation transfer that
does not concern the microphysics and the chemistry solved by
krome. Seifried & Walch (2015) recently reported 3D calcula-
tions of collapsing ISM filaments where the TreeCol algorithm
has been successfully coupled with krome and we refer inter-
ested readers to this paper.
Article number, page 14 of 23
Bovino et al.: A chemical model for the ISM in galaxies
-4
-3
-2
-1
0
-1 0 1 2 3 4 5 6
lo
g(n
i/n
H
to
t)
log(ntot) [cm-3]
H2I
HI
HII
fully molecular
Fig. 17: Chemical evolution of H2, H+, and H, as a function of
the total number density ntot, for Model III with and without self-
shielding as discussed in Section 3.4. A line at ni/nHtot = 0.5 is
sketched to represent the fully molecular stage.
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Fig. 18: Chemical evolution for H2 as a function of the total num-
ber density for different physical conditions, Cρ = 10, Z = Z⊙
and z = 0 without shielding (red curve), and with shielding (blue
curve), and our reference model with Cρ = 1, Z = 0.5 Z⊙, z = 3,
labelled as Model Ia (green curve).
Moreover, as pointed out by Richings et al. (2014), to apply
an optical depth to the optically thin atomic photo-rates within
the chemical solver is computationally unfeasible and it is rather
inaccurate, as it does not consider the geometry, the photon his-
tory, and the environment. It is then crucial to have a radia-
tion attenuation coming from the solution of the radiative trans-
fer equation. In addition, some colleagues pursue more simple
approaches, like the one presented by Christensen et al. (2012)
and Tomassetti et al. (2015), which provide reasonable results
for the average atomic-to-molecular transition in galaxy simu-
lations, while of course local variations exist and are expected
within real galaxies.
To provide a more reasonable test and to show the effect
of the shielding on H2, we perform runs resembling the con-
ditions often employed in galaxy simulations, i.e. solar metal-
licity, an extragalactic background corresponding to a redshift
z = 0, and a clumping factor of at least Cρ = 10, all pa-
rameters that boost the formation of H2 allowing its formation
at densities where the shielding becomes important (ntot ∼ 10
cm−3). In these tests we keep the approach simple and consis-
tent with previous models, employing the H2 formation rate on
dust used in Gnedin et al. (2009), Gnedin & Kravtsov (2011),
Christensen et al. (2012), and discussed in our Section 2.4. In
Fig. 18 we report the results with and without H2 shielding to-
gether with our reference case where we do not have any shield-
ing, and assume Cρ = 1, Z = 0.5 Z⊙, and z = 3 (Model Ia).
An increase in metallicity and a decrease in redshift boost the
formation of H2 as already discussed in Section 3.2.1, together
with a high clumping factor. Compared to our reference model
(Model Ia), the transition to a fully molecular phase is reached
around 103 cm−3, which shifts to 102 cm−3 once we also in-
clude the shielding. This is in agreement with previous 3D re-
sults (Gnedin et al. 2009) which showed a fully molecular stage
between 102–103 cm−3 depending on the parameters employed
(e.g. radiation strengths, dust-to-gas ratio, clumping factor etc.).
This test suggests that once we employ a weaker background,
it mimics the effect of radiation attenuation, and the shielding
has an impact on the final results, in this specific case shifting
the HI-H2 transition to lower densities by a factor of an order of
magnitude.
To summarize, the results obtained by the suite of tests we
performed in this work, based on the models reported in Table 1,
suggest that:
– the HI-H2 transition strongly depends on the metallicity, the
radiation background strength, and the clumping factor, three
parameters which affect the H2 formation rate on dust. How-
ever, in high-resolution studies, where the clumping factor is
not needed, it is very important to employ an accurate treat-
ment of the dust grains. We showed that employing a forma-
tion rate which depends on the grain size is more efficient in
forming H2.
– The non-equilibrium metal cooling is very important at low
density (ntot < 10 cm−3) and it is in general higher than what
the equilibrium tables provide. We showed that this also de-
pends on the physical conditions, i.e. density and tempera-
ture.
– The shielding is important, but it should be coupled with a
proper radiative transfer module, which can produce a rea-
sonably attenuated radiation background taking into account
the geometry and the photon history.
Overall, the models presented and tested in this work are ap-
propriate to study the different gas phase transitions in galaxy
simulations, and can follow the evolution of key observational
tracers, such as CII. This is the first chemical model for the ISM
of galaxies publicly released through the package krome, and
which can be employed in different hydrodynamical codes (e.g.
enzo, flash, ramses, and gasoline), providing a high degree of
flexibility. We discuss in the next Section some additional phys-
ical processes that could be added to the basic models we pre-
sented in the previous sections.
3.5. Additional ingredients and final remarks
To have a comprehensive chemical model for galaxies, addi-
tional ingredients can be considered besides the ones discussed
in the previous Sections. Cosmic rays and X-ray primary and
secondary ionisations can be included in the chemical network
presented here together with the resulting Coulomb heating.
While it has been shown by Richings et al. (2014) that secondary
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ionisation is not relevant, cosmic-ray ionisation becomes impor-
tant in shielded regions as typical of molecular clouds. A list of
important ionisation and dissociation reactions involving cosmic
rays is reported in Table B as taken from kida (Wakelam et al.
2012). The heating released into the gas by each of these reac-
tions is assumed to be 20 eV. We note that there are detailed
calculations on the heating released by cosmic-ray ionisation
and a density dependent function has been provided for exam-
ple in Glassgold et al. (2012). The X-ray physics, on the con-
trary, is beyond the scope of this work but, as it is already part of
the package krome, the users can incorporate it into the current
framework if relevant.
Both for comparison with observational data and for a higher
complexity the current network can be extended to include CO,
as in the network by Glover et al. (2010) released with krome.
However, we note that the aim of this work is to provide chem-
ical models which can be easily (and without too much compu-
tational demand) embedded in hydrodynamical simulations and
we therefore decided to present low complexity models which
are nevertheless able to capture the most important physics nec-
essary to follow the HII-HI-H2 transition. In addition, it was
shown by Glover & Clark (2012) that the SFR might be insensi-
tive to the molecular content, and that having H2 or CO cooling
is not a necessary condition to form stars. They showed that other
processes, like the fine-structure emission by C+ at low densities
and the gas-grain energy transfer at high densities, are in fact
very efficient coolants and that the shielding of the ISRF by dust
is the main parameter affecting the star formation process.
The models reported in this work not only include state-
of-the-art chemistry and microphysics, but should be consid-
ered as an update to previous models (e.g. Krumholz et al. 2008;
Gnedin et al. 2009; Gnedin & Kravtsov 2011) and also an exten-
sion and improvement, in particular for the accuracy of the dif-
ferent ingredients employed in krome. The present framework
is released with krome and it is publicly accessible. It repre-
sents one of the few attempts to share a common chemistry
module that can be employed to assess a quantitative compar-
ison between different hydrodynamical codes. We note that the
agora project (Kim et al. 2014), which aims to provide a robust
code comparison of galaxy simulations, is mainly oriented to the
study of the atomic phase, while here we present models which
can be used for different gas phase transitions and most impor-
tantly can be extended and customized by the users.
4. Conclusions
In this paper we have presented different chemical models (net-
works and microphysics) which can be employed in 3D simu-
lations of galaxy formation and evolution, as well as in similar
environments. We cover in fact a density range from 10−8 to 104
cm−3 and a large temperature range of 10–109 K. Note that the
upper limit in densities is mainly dictated by the limit in the equi-
librium cooling tables by Shen et al. (2010). Our chemical net-
work has been carefully checked to be valid in the whole range
of temperatures. We included the most important cooling func-
tions, heating processes, dust physics, and photochemical pro-
cesses suitable for this kind of studies. These models have been
presented within the framework of the astrochemistry package
krome. An interface to some of the most used hydrodynamic
codes is already released with the package (Flash, Enzo, and
Ramses), but these models can be employed in any hydrody-
namical code through an interface to krome, as we will show
in a forthcoming paper where we use the smoothed-particle-
hydrodynamic code gasoline to explore the gas phase transi-
tions in an isolated galaxy simulation. The aim of the paper is
to provide a flexible model where every single ingredient can be
added/removed based on the applications and the computational
demand of a given problem.
Different one-zone collapse tests have been presented to
study the effect of the most important ingredients on the ther-
mal evolution of the gas and on the transitions between different
phases. In particular, we have explored different prescriptions for
the H2 formation on dust with focus on an accurate treatment of
the dust physics. Employing a proper dust grain distribution and
the accurate rate by Cazaux & Spaans (2009) boosts the forma-
tion of H2, shifting the atomic-to-molecular transition to lower
densities. However, we also noticed that under the presence of a
strong ionising radiation background the gas remains ionised up
to densities of 10 cm−3 and the efficient photo-heating delays the
formation of H2. To elucidate this point we performed a series of
tests where we varied the clumping factor (which boosts the H2
formation rate on dust) and decreased the radiation background
by a factor of 10. In both cases we found that the transition shifts
to lower densities, an effect which is stronger in the case of a
lower radiation background. It is then necessary to include a
proper radiation attenuation in 3D simulations. We also tested
the effect of introducing a simple recipe for the H2 shielding, but
since the thermal evolution is driven here by the photo-ionisation
of hydrogen (and the consequent photo-heating), the effect of H2
self-shielding turned out to be negligible. A radiative transfer al-
gorithm is then more appropriate in order to accurately study the
transitions between the different gas phases.
In the end, the main parameters discussed in this work need
to be carefully checked based on the physical application and
possibly on observational data. For instance, a combination of
Cρ = 10, a higher rate for H2 formation on dust, low-radiation
background (e.g. at z = 0), and shielding, leads to reasonable
gas phase transitions, but this cannot be considered as the only
applicable case.
We also discussed the effect of employing the non-
equilibrium metal cooling below 104 K versus an equilibrium
treatment. This is in general computationally more expensive, as
we need to solve a linear system of equations “on the fly" and
add more species/reactions to our network, as we need to follow
the non-equilibrium abundances of the various metals coolants.
It turned out that by using the photo-ionisation equilibrium ta-
bles from cloudy below 104 K can lead to inaccurate results if,
depending on the density, the system is far from equilibrium.
We show that the non-equilibrium metal cooling is in gen-
eral higher than the photo-ionised equilibrium metal tables, and
our equilibrium produces results which differ by about a fac-
tor of 2 compared to cloudy. We attribute these differences
to the different metals, transitions, and chemical networks em-
ployed. A non-equilibrium approach is in any case preferable
for temperatures below 104 K, as also discussed, under different
conditions and approaches, in previous papers (Vasiliev 2011;
Oppenheimer & Schaye 2013; Richings et al. 2014). The metal
network is further important if we want to assess a comparison
between theory and observations, for instance on the 158 µm CII
emission band.
The chemical network and the krome options files are
publicly available at http://bitbucket/tgrassi/krome and
ready to be used with the codes which are already interfaced with
the package, but also via a custom interface to other framework
codes. In addition, we can provide on request dust tables for dif-
ferent conditions when needed.
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Fig. A.1: Thermal evolution for Model III and the dust temper-
ature for the largest and smallest dust grains. Both silicates (Si)
and carbonaceous (C) grains are reported. The dust temperature
is obtained solving the thermal balance between the emitted and
absorbed radiation and gas-grain thermal exchange (see Eq. A.1
in the text).
Appendix A: Dust temperature evolution
In this section we relax the assumption made on the dust tem-
perature and let it evolve over time. In this case we keep the
same grain distribution, i.e. 40 bins of carbonaceous and astro-
nomical silicates, with a typical power-law (dn/da ∝ a−3.5) and,
instead of employing the dust tables, we solve (by means of a
root-finding procedure) the following thermal balance equation
at run time:
Γem = Γabs + Λdust. (A.1)
The terms reported in the above equation depend on the grain
size a, the radiation frequency ν, and gas and dust temperatures,
T and Td. For details on Eq. A.1 and on how every single term is
defined see Grassi et al. (2014). In Fig. A.1 we report the thermal
evolution of the gas together with the dust temperature for the
different types of dust taking the largest and the smallest in size.
We also plot the results obtained keeping the dust temperature
constant at 10 K (same as in Fig. 6). As one can see from the
figure, the dust temperature for all the grains is almost constant.
It slightly increases only for the largest grains at high-density but
the differences are not appreciable. The thermal evolution of the
gas in the two cases is exactly the same. This confirms that the
assumption to keep the dust temperature constant over the range
of densities explored here is valid.
Appendix B: Reaction rates employed in the
present work
In the following tables we list the reaction rates employed in
the present work. These are publicly available with the krome
package under the folder krome/networks, named react_galaxy.
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Table B.1: List of reactions and rates included in our chemical network. Note that Te is the temperature in eV.
Reaction Rate coefficient (cm3 s−1) T range Ref.
1. . . . . . H + e− → H+ + 2e− k1 = exp[-32.71396786+13.5365560 ln Te 1
- 5.73932875 (ln Te)2+1.56315498 (ln Te)3
- 0.28770560 (ln Te)4+3.48255977 × 10−2(ln Te)5
- 2.63197617 × 10−3(ln Te)6+1.11954395 × 10−4(ln Te)7
- 2.03914985 × 10−6(ln Te)8]
2. . . . . . H+ + e− → H + γ k2 = 3.92 × 10−13 Te −0.6353 T ≤ 5500 K 2
= exp[-28.61303380689232 T > 5500 K
- 7.241 125 657 826 851 × 10−1 ln Te
- 2.026 044 731 984 691 × 10−2 (ln Te)2
- 2.380 861 877 349 834 × 10−3 (ln Te)3
- 3.212 605 213 188 796 × 10−4 (ln Te)4
- 1.421 502 914 054 107 × 10−5 (ln Te)5
+ 4.989 108 920 299 510 × 10−6 (ln Te)6
+ 5.755 614 137 575 750 × 10−7 (ln Te)7
- 1.856 767 039 775 260 × 10−8 (ln Te)8
- 3.071 135 243 196 590 × 10−9 (ln Te)9]
3. . . . . . He + e− → He+ + 2e− k3 = exp[-44.09864886+ 23.915 965 63 lnTe 1
- 10.753 230 2 (ln Te)2
+ 3.058 038 75 (ln Te)3
- 5.685 118 9 × 10−1 (ln Te)4
+ 6.795 391 23 × 10−2 (ln Te)5
- 5.009 056 10 × 10−3 (ln Te)6
+ 2.067 236 16 × 10−4 (lnTe)7
- 3.649 161 41 × 10−6 (ln Te)8]
4. . . . . . He+ + e− → He + γ k4 = 3.92 × 10−13 Te −0.6353 Te ≤ 0.8 eV 3
= 3.92 × 10−13 T−0.6353e Te > 0.8 eV
+ 1.54 × 10−9 T−1.5e [1.0 + 0.3 / exp(8.099 328 789 667/Te)]
/[exp(40.496 643 948 336 62/Te)]
5. . . . . . He+ + e− → He++ + 2e− k5 = exp[-68.710 409 902 120 01 + 43.933 476 326 35 lnTe 4
- 18.480 669 935 68 (ln Te)2
+ 4.701 626 486 759 002 (ln Te)3
- 7.692 466 334 492 × 10−1 (ln Te)4
+ 8.113 042 097 303 × 10−2 (ln Te)5
- 5.324 020 628 287 001 × 10−3 (ln Te)6
+ 1.975 705 312 221 × 10−4 (ln Te)7
- 3.165581065665× 10−6 (ln Te)8]
1: Janev et al. (1987), 2: Abel et al. (1997) fit by data from Ferland et al. (1992), 3: Cen (1992); Aldrovandi & Pequignot (1973)
4: Aladdin database https://www-amdis.iaea.org/ALADDIN/, see Abel et al. (1997) Article number, page 19 of 23
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Table B.1: List of reactions and rates included in our chemical network.
Reaction Rate coefficient (cm3 s−1) T range Ref.
6. . . . . . He++ + e− → He+ + γ k6 = 1.891 × 10−10(1.0+
√
T/9.37)0.2476 5
(1.0+
√
T/(2.774× 106))1.7524 /(√T/9.37)
7. . . . . . H + e− → H− + γ k7 = 1.4 × 10−18T 0.928 exp(−T/16200) 6
8. . . . . . H− + H → H2 + e− k8 = a1(T a2 + a3T a4 + a5T a6 )/(1.0 + a7T a8 + a9T a10 + a11T a12 ) 7
a1 = 10−10
a2 = 9.8493× 10−2
a3 = 3.2852× 10−1
a4 = 5.5610× 10−1
a5 = 2.7710× 10−7
a6 = 2.1826
a7 = 6.1910× 10−3
a8 = 1.0461
a9 = 8.9712× 10−11
a10 = 3.0424
a11 = 3.2576× 10−14
a12 = 3.7741
9. . . . . . H + H+ → H+2 + γ k9 = 2.10 × 10−20(T/30.)−0.15 T < 30 K 8
dex[−18.20− 3.194 log10 T + 1.786(log10 T )2 − 0.2072(log10 T )3] T ≥ 30 K
10. . . . . . H+2 + H → H2 + H+ k10 = 6.0 × 10−10 9
11. . . . . . H2 + H+ → H+2 + H k11= dex[
∑7
i=0 ai[log10(T )]i] 102 ≤ T ≤ 108 K 10
12. . . . . . H− + e− → H + 2e− k12 = exp[-18.018 493 342 73 1
+ 2.360 852 208 681 lnTe
- 2.827 443 061 704 × 10−1 (ln Te)2
+ 1.623 316 639 567 × 10−2 (ln Te)3
- 3.365 012 031 362 999 × 10−2 (ln Te)4
+ 1.178 329 782 711 × 10−2 (ln Te)5
- 1.656 194 699 504 × 10−3 (ln Te)6
+ 1.068 275 202 678 × 10−4 (ln Te)7
- 2.631 285 809 207 × 10−6 (ln Te)8]
5: Verner & Ferland (1996), 6: de Jong (1972), 7: Kreckel et al. (2010), 8: Coppola et al. (2011), 9 Karpas et al. (1979), 10:
Savin et al. (2004) and Grassi et al. (2011), see Table B for the coefficients.
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Table B.1: List of reactions and rates included in our chemical network.
Reaction Rate coefficient (cm3 s−1) T range Ref.
13. . . . . . H− + H → 2H + e− k13 = 2.56 × 10−9 T 1.78186e Te ≤ 0.04 eV 11
= exp[-20.372 608 965 333 24 Te > 0.04 eV
+ 1.139 449 335 841 631 ln Te
- 1.421 013 521 554 148 × 10−1 (ln Te)2
+ 8.464 455 386 63 × 10−3 (ln Te)3
- 1.432 764 121 299 2 × 10−3 (ln Te)4
+2.012 250 284 791 × 10−4 (ln Te)5
+ 8.663 963 243 09 × 10−5 (ln Te)6
- 2.585 009 680 264 × 10−5 (ln Te)7
+ 2.455 501 197 039 2 × 10−6 (ln Te)8
- 8.068 382 461 18 × 10−8 (ln Te)9]
14. . . . . . H− + H+ → 2H + γ k14 = 2.96 × 10−6/
√
T − 1.73 × 10−9 + 2.50 × 10−10
√
T − 7.77 × 10−13T 12
15. . . . . . H− + H+ → H+2 + e− k15 = 10−8 × T−0.4 13
16. . . . . . H+2 + e− → 2H + γ k16 = 1.0 × 10−8 T ≤ 617 K 14
= 1.32 × 10−6T−0.76 T > 617 K
17. . . . . . H+2 + H
− → H + H2 k17 = 5.0 × 10−7 (102 × T )−0.5 15
18. . . . . . H2 + H → 3H k18 = 6.67 × 10−12
√
T exp[−(1 + 63593/T )] 16
19. . . . . . H2 + H2 → H2 + H + H k19 = 5.996 × 10−30T 4.1881(1 + 6.761 × 10−6T )−5.6881 exp(−54657.4/T ) 16
20. . . . . . He+ + H → He + H+ k20 = 1.20 × 10−15(T/300)0.25 17
21. . . . . . He + H+ → He+ + H k21 = 1.26 × 10−9T−0.75 exp(−1.275 × 105/T ) T ≤ 104 K 18
= 4 × 10−37T 4.74 T > 104 K
22. . . . . . H2 + e− → H + H + e− k22 = 4.38 × 10−10T 0.35 exp(−102000/T ) 19
23. . . . . . H2 + e− → H + H− k23 = 35.5 × T−2.28 exp(−46707/T ) 20
24. . . . . . H2 + He → H + H + He k24 = dex[−27.029+ 3.801 log10(T ) − 29487/T ] 21
25. . . . . . H2 + He+ → He + H + H+ k25 = 3.7 × 10−14 exp(35.0/T ) 22
26. . . . . . H2 + He+ → H+2 + He k26 = 7.2 × 10−15 22
27. . . . . . H + H → H + H+ + e− k27 = 1.2 × 10−17T 1.2 exp(−157800/T ) 24
28. . . . . . H + He → He + H+ + e− k28 = 1.75 × 10−17T 1.3 exp(−157800/T ) 24
29. . . . . . H+ + e− dust−−→ H k29 = 1.225 × 10−13Z/Z⊙[1.0 + 8.074 × 10−6ψ1.378 25
(1 + 5.087 × 102T 0.01586ψ−0.4723−1.102×10−5 ln(T )]−1
30. . . . . . He+ + e− dust−−→ He k30 = 5.572 × 10−14Z/Z⊙[1.0 + 6.089 × 10−3ψ1.1728 25
(1 + 4.331 × 102T 0.04845ψ−0.8120−1.333×10−4 ln(T )]−1
31. . . . . . H + H dust−−→ H2 see text 26
11: Abel et al. (1997) based on Janev et al. (1987), 12: Stenrup et al. (2009), 13: Poulaert et al. (1978)
14: Abel et al. (1997), fit from data by Schneider et al. (1994) 15: Dalgarno & Lepp (1987), 16: Glover & Abel (2008),
17: Yoshida et al. (2006), 18: Kimura et al. (1993), 19: Mitchell & Deveau (1983) fit of data by Corrigan (1965)
20: Capitelli et al. (2007), 21: Dove et al. (1987), 22: Barlow (1984), 24: Lenzuni et al. (1991)
25: Weingartner & Draine (2001b), 26: Cazaux & Spaans (2009), see also Grassi et al. (2014)
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Table B.1: List of reactions and rates included in our chemical network. Note that Ψ has already been defined in Section 2.3.6.
Reaction Rate coefficient (cm3 s−1) T range Ref.
32. . . . . . C+ + e− → C + γ k32 = 4.67 × 10−12
(
T
300
)−0.6
T ≤ 7950 K 27
= 1.23 × 10−17
(
T
300
)2.49
exp
(
21845.6
T
)
7950 < T ≤ 21140 K
= 9.62 × 10−8
(
T
300
)−1.37
exp
(−115786.2
T
)
T > 21140 K
33. . . . . . Si+ + e− → Si + γ k33 = 7.5 × 10−12
(
T
300
)−0.55
T ≤ 2000 K 28
= 4.86 × 10−12
(
T
300
)−0.32
2000 < T ≤ 104 K
= 9.08 × 10−14
(
T
300
)0.818
T > 104 K
34. . . . . . O+ + e− → O + γ k34 = 1.30 × 10−10T−0.64 T ≤ 400 K 29
= 1.41 × 10−10T−0.66 + 7.4 × 10−4T−1.5
× exp
(
− 175000T
)
[1.0 + 0.062 × exp
(
− 145000T
)
] T > 400 K
35. . . . . . C + e → C+ + 2e− k35 = 6.85 × 10−8(0.193 + u)−1u0.25e−u u = 11.26/Te 30
36. . . . . . Si + e− → Si+ + 2e− k36 = 1.88 × 10−7(1.0 + u0.5)(0.376 + u)−1u0.25e−u u = 8.2/Te 30
37. . . . . . O + e− → O+ + 2e− k37 = 3.59 × 10−8(0.073 + u)−1u0.34e−u u = 13.6/Te 30
38. . . . . . O+ + H → O + H+ k38 = 4.99 × 10−11T 0.405 + 7.54 × 10−10T−0.458 31
39. . . . . . O + H+ → O+ + H k39 = [1.08 × 10−11T 0.517 + 4.00 × 10−10T 0.00669] exp
(
− 227T
)
32
40. . . . . . O + He+ → O+ + He k40 = 4.991 × 10−15
(
T
10000
)0.3794
exp
(
− T1121000
)
33
+ 2.780 × 10−15
(
T
10000
)−0.2163
exp
(
T
815800
)
41. . . . . . C + H+ → C+ + H k41 = 3.9 × 10−16T 0.213 32
42. . . . . . C+ + H → C + H+ k42 = 6.08 × 10−14
(
T
10000
)1.96
exp
(
− 170000T
)
32
43. . . . . . C + He+ → C+ + He k43 = 8.58 × 10−17T 0.757 T ≤ 200 K 34
= 3.25 × 10−17T 0.968 200 < T ≤ 2000 K
= 2.77 × 10−19T 1.597 T > 2000 K
44. . . . . . Si + H+ → Si+ + H k44 = 5.88 × 10−13T 0.848 T ≤ 104 K 35
= 1.45 × 10−13T T > 104 K
45. . . . . . Si + He+ → Si+ + He k45 = 3.3 × 10−9 36
46. . . . . . C+ + Si → C + Si+ k46 = 2.1 × 10−9 36
47. . . . . . Si+ + H+ → Si++ + H k47 = 4.10 × 10−10
(
T
10000
)0.24
35
×
[
1.0 + 3.17 exp
(
T
2.39×106
)]
exp
(
− 3.178Te
)
48. . . . . . Si++ + H → Si+ + H+ k48 = 1.23 × 10−9
(
T
10000
)0.24
35
×
[
1.0 + 3.17 exp
(
T
2.39×106
)]
49. . . . . . Si++ + e− → Si+ + γ k49 = 1.75 × 10−12
(
T
10000
)−0.6346
37
50. . . . . . C+ + e− dust−−→ C k50 = 4.558 × 10−13(Z/Z⊙)[1.0 + 6.089 × 10−3ψ1.128 25
(1.0 + 4.331 × 102T 0.04845ψ−0.8120−1.333×10−4 ln T )]−1
51. . . . . . O+ + e− dust−−→ O k51 = 14 k29 25,38
52. . . . . . Si+ + e− dust−−→ Si k52 = 2.166 × 10−14(Z/Z⊙)[1.0 + 5.678 × 10−8ψ1.874 25
(1.0 + 4.375 × 104T 1.635×10−6ψ−0.8964−7.538×10−5 ln T )]−1
27: Nahar & Pradhan (1997), 28: Nahar (2000), 29: Nahar (1999), 30: Voronov (1997), 31: Stancil et al. (1999), 32: Stancil et al.
(1998) 33: Zhao et al. (2004), 34: Kimura et al. (1993), 35: Kingdon & Ferland (1996), 36: Le Teuff et al. (2000) 37: Nahar (1995,
1996), 38: Glover & Jappsen (2007)Article number, page 22 of 23
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Table B.2: Cosmic rays related reactions
Reaction Rate coefficient (s−1)
53. . . . . . H + c.r.→ H+ + e− 4.6×10−1
54. . . . . . He + c.r. → He+ + e− 5.0×10−1
55. . . . . . C + c.r.→ C+ + e− 1.02×103
56. . . . . . O + c.r.→ O+ + e− 2.8
57. . . . . . Si + c.r.→ Si+ + e− 4.23×103
58. . . . . . H2 + c.r. → H + H 0.1
59. . . . . . H2 + c.r. → H+ + H− 3×10−4
60. . . . . . H2 + c.r. → H+2 + e− 9.3×10−1
61. . . . . . H2 + c.r. → H + H+ + e− 2.2×10−2
Note: all the rates are taken from the KIDA database (Wakelam et al. 2012), and are expressed in terms of the cosmic rays ionisation
of molecular hydrogen, ζH2 , which is an adjustable parameter and is approximately twice the value of ζH (Wakelam et al. 2012).
Table B.3: Fit coefficients for the charge transfer reaction H2 + H+ → H+2 + H. Coefficients are in the form a(b) = a × 10b.
ai 102 ≤ T < 105 K 105 ≤ T ≤ 108 K
a0 −1.9153214(+2) −8.8755774(+3)
a1 4.0129114(+2) 1.0081246(+4)
a2 −3.7446991(+2) −4.8606622(+3)
a3 1.9078410(+2) 1.2889659(+3)
a4 −5.7263467(+1) −2.0319575(+2)
a5 1.0133210(+1) 1.9057493(+1)
a6 −9.8012853(−1) −9.8530668(−1)
a7 4.0023414(−2) 2.1675387(−2)
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