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1. Introduction
The classical Schwarz-Pick estimate is the inequality
|ϕ′(z)| ≤ 1− |ϕ(z)|
2
1− |z|2 , |z| < 1,
for an analytic function ϕ(z) which is bounded by one on the unit disk of the
complex plane. Ruscheweyh [24] has obtained best-possible estimates of higher
order derivatives of bounded analytic functions on the disk. Similar estimates
were derived by other methods and for different classes of analytic functions in
one and several variables by Anderson and Rovnyak [5], Avkhadiev and Wirths
[7, 8, 9], Be´ne´teau, Dahlner, and Khavinson [13], and MacCluer, Stroethoff, and
Zhao [21, 22]. In this paper we derive estimates of derivatives of functions on
the polydisk and unit ball using realizations of functions as transfer functions of
systems or, equivalently, as characteristic functions of operator colligations.
The notion of a realization plays a key role in many areas of operator theory,
linear systems theory, and interpolation problems, where the class of analytic
functions which are bounded by one on the unit disk D = {z : |z| < 1} is often
called the Schur class. By a realization of an analytic function ϕ(z) in the
Schur class on D is meant a representation in the form
(1) ϕ(z) = D + zC(IH − zA)−1B, z ∈ D,
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where A,B,C,D are the entries of a block operator matrix
(2) U =
(
A B
C D
)
:
H
⊕
C
→
H
⊕
C
for some Hilbert space H. Such a representation always exists and can be chosen
such that U is a unitary operator on H ⊕ C (for example, see Brodski˘ı [15,
Theorem 5.1]). In this case (1) is called a unitary realization of ϕ(z). It turns
out that the estimates of Ruscheweyh [24] have straightforward proofs by means
of (1), and moreover this method extends to several variables.
The notion of a unitary realization can be introduced for a broad class of domains
Ω in Cd. The Schur class on Ω is the set of analytic functions which are defined
and bounded by one on Ω. A unitary realization of a function ϕ(z) in the
Schur class on Ω is a representation
(3) ϕ(z) = D + CZ(z)(IK − AZ(z))−1B, z ∈ Ω,
where
(4) U =
(
A B
C D
)
:
H
⊕
C
→
K
⊕
C
is a unitary operator for some Hilbert spaces H and K, and Z(z) is a function
of z = (z1, . . . , zd) in Ω with values in L(K,H) such that
(i) ‖Z(z)‖ < 1 for all z ∈ Ω.
For the domains that we consider, we also assume:
(ii) Z(z1, . . . , zd) = z1E1 + · · · + zdEd where Ej ∈ L(K,H) and ‖Ej‖ ≤ 1,
j = 1, . . . , d.
Condition (i) assures that the inverse in (3) exists for each z ∈ Ω. Condition (ii)
is assumed for convenience: it is satisfied in our applications, and it simplifies
differentiation formulas because higher order derivatives of the linear function
Z(z) vanish. The estimates that we derive below generalize to nonlinear functions
Z(z), but the nonlinear case is more complicated because the formulas for higher
order derivatives involve additional terms. As this generality is not needed here,
we only treat the linear case.
Unitary realizations of the form (3) include (1) as a special case when d = 1 and
Ω = D. We describe the situation for the polydisk Dd = D × · · · × D and unit
ball Bd = {(z1, . . . , zd) : |z1|2 + · · ·+ |zd|2 < 1} in greater detail.
1.1. The Schur-Agler class on the polydisk. Let Ω = Dd. A complex-
valued analytic function ϕ(z) on Dd is said to belong to the Schur-Agler class
on the polydisk if for every set T1, . . . , Td of commuting contractions on a
Hilbert space and every positive number r < 1, ‖ϕ(rT1, . . . , rTd)‖ ≤ 1. For
d = 1 and d = 2, the Schur-Agler class coincides with the Schur class on Dd.
For d > 2, the Schur-Agler class is a proper subset of the Schur class on Dd (for
example, see [20] and [26]). For any d ≥ 1, the class of functions which have a
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unitary realization (3) coincides with the Schur-Agler class on Dd when suitable
choices are made. Namely, in (3) and (4) we take K = H and assume that
(5) H = H1 ⊕ · · · ⊕ Hd
for some closed subspaces H1, . . . ,Hd of H. We also assume that
(6) Z(z1, . . . , zd) = z1E1 + · · ·+ zdEd,
where E1, . . . , Ed are the orthogonal projections of H onto H1, . . . ,Hd. Alterna-
tively, we can write the elements h of H in column form:
h =
h1...
hd
 .
Then A,B,C can correspondingly be written in block operator form, and in this
notation,
Z(z1, . . . , zd) =

z1IH1 0 · · · 0
0 z2IH2 · · · 0
· · ·
0 0 · · · zdIHd
 .
With these conventions, every function of the form (3) belongs to the Schur-Agler
class on Dd, and conversely every function in the Schur-Agler class on Dd has
this form. See Agler [1] and Ball and Trent [11].
Remark. The Schur-Agler class occurs naturally in the function theory of the
polydisk. It is known that for every function ϕ(z) in the Schur class on Dd,
(1− |z1|2)
∣∣∣∣ ∂ϕ∂z1
∣∣∣∣+ · · ·+ (1− |zd|2) ∣∣∣∣ ∂ϕ∂zd
∣∣∣∣ ≤ 1− |ϕ(z)|2
at every point z = (z1, . . . , zd) of D
d (see Rudin [23, p. 179] and Knese [18]). The
cases of equality are determined by Knese [18]. All extremal functions belong
to the Schur-Agler class. A Schur function ϕ(z) on Dd, which has no identically
vanishing first partials, satisfies
(1− |z1|2)
∣∣∣∣ ∂ϕ∂z1
∣∣∣∣ + · · ·+ (1− |zd|2) ∣∣∣∣ ∂ϕ∂zd
∣∣∣∣ = 1− |ϕ(z)|2
at every point of Dd if and only if it has the form (3), where U is given by (4)
with H = K = Cd and, in addition, U is symmetric, that is, U is equal to its
transpose.
1.2. The Schur-Agler class on the unit ball. Let Ω = Bd. Set 〈z, w〉 =
z1w¯1 + · · ·+ zdw¯d for any z = (z1, . . . , zd) and w = (w1, . . . , wd) in Cd, and write
k(w, z) =
1
1− 〈z, w〉 , z, w ∈ Bd.
The Arveson space is the Hilbert space H(k) of analytic functions on Bd with
reproducing kernel k(w, z) (for example, see Arveson [6] and Drury [16]). An
analytic function ϕ(z) on Bd is amultiplier of the Arveson space if multiplication
4 Anderson, Dritschel, and Rovnyak CMFT
by ϕ(z) is an everywhere defined and bounded operator on H(k). It is called a
contractive multiplier if this operator is a contraction, that is, it has norm
at most one. Equivalently, ϕ(z) is a contractive multiplier of the Arveson space
if and only if the kernel [1 − ϕ(z)ϕ(w)]/(1 − 〈z, w〉) is nonnegative, that is, the
inequality
n∑
j,k=1
1− ϕ(z(k))ϕ(z(j))
1− 〈z(k), z(j)〉 cj c¯k ≥ 0
holds for any points z(1), . . . , z(n) in Bd, any complex numbers c1, . . . , cn, and any
positive integer n. For d = 1, the class of contractive multipliers of the Arveson
space coincides with the Schur class on Bd. For d > 1, the set of contractive
multipliers of the Arveson space is a proper subset of the Schur class (see [2,
pp. 99–100] and [3, p. 6]). For any d ≥ 1, the set of contractive multipliers
of the Arveson space coincides with the class of functions which have a unitary
realization (3) when suitable choices are made. In (4) we choose K = H⊕· · ·⊕H
with d summands and take
(7) Z(z1, . . . , zd) = z1E1 + · · · zdEd,
where Ej(h1 ⊕ · · · ⊕ hd) = hj , j = 1, . . . , d. Alternatively, write the elements of
K in column form, and let
A =
A1...
Ad
 , B =
B1...
Bd
 .
Then (3) becomes
ϕ(z) = D + CZ(z)(IK −AZ(z))−1B = D + C(IH − Z(z)A)−1Z(z)B
= D + C
(
IH −
d∑
j=1
zjAj
)−1 d∑
j=1
zjBj .
With these choices, every function of the form (3) is a contractive multiplier of
the Arveson space, and every contractive multiplier of the Arveson space has this
form. For this reason, the class of contractive multipliers of the Arveson space
is also called the Schur-Agler class on the unit ball. See Ball, Trent, and
Vinnikov [12] and Eschmeier and Putinar [17].
In §2 of this paper, we show how to estimate the expression (3) for functions on
an arbitrary domain Ω in Cd. Since no extra labor is involved, the results in §2
are proved for operator-valued functions. Estimates for derivatives of complex-
valued functions in the Schur-Agler class on the polydisk and unit ball are then
deduced in §3 and §4 by interpreting the general results in §2 for these cases. In
§3 and §4 we also derive special results for the polydisk and unit ball with the aid
of new Hilbert space estimates, which appear in Lemmas 8 and 11. Extensions
to operator-valued functions and some open questions are discussed in § 5.
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2. Estimates of functions which admit a realization
Throughout this section we assume that ϕ(z) is a function of z = (z1, . . . , zd) on
a domain Ω in Cd with values in L(F ,G) for some Hilbert spaces F and G, and
that ϕ(z) admits a representation in the form
(8) ϕ(z) = D + CZ(z)(IK − AZ(z))−1B, z ∈ Ω,
where
(9) U =
(
A B
C D
)
:
H
⊕
F
→
K
⊕
G
is a unitary operator for some Hilbert spaces H and K, and Z(z) is a function
of z = (z1, . . . , zd) in Ω with values in L(K,H) such that
(10) ‖Z(z)‖ < 1, z ∈ Ω.
We also use the condition
(11) Z(z1, . . . , zd) = z1E1 + · · ·+ zdEd where Ej ∈ L(K,H), j = 1, . . . , d.
The symbol I always denotes an identity operator, and a subscript, when present,
indicates the underlying space.
Lemma 1. Let ϕ(z) have the form (8) where (9) is a unitary operator and Z(z)
satisfies (10). For all w, z ∈ Ω,
IF − ϕ(z)∗ϕ(w)(12)
= B∗(IK − Z(z)∗A∗)−1(IK − Z(z)∗Z(w))(IK − AZ(w))−1B,
IG − ϕ(w)ϕ(z)∗(13)
= C(IH − Z(w)A)−1(IH − Z(w)Z(z)∗)(IH −A∗Z(z)∗)−1C∗.
In particular, ‖ϕ(z)‖ ≤ 1 for each z ∈ Ω.
This result is well known, but we sketch a proof for completeness.
Proof. To prove (12), we use the identity(
A∗A+ C∗C A∗B + C∗D
B∗A +D∗C B∗B +D∗D
)
=
(
A∗ C∗
B∗ D∗
)(
A B
C D
)
=
(
I 0
0 I
)
.
Thus
I−ϕ(z)∗ϕ(w)
= I −
[
D∗ +B∗(I − Z(z)∗A∗)−1Z(z)∗C∗
][
D + CZ(w)(I −AZ(w))−1B
]
= I −D∗D −D∗CZ(w)(I −AZ(w))−1B − B∗(I − Z(z)∗A∗)−1Z(z)∗C∗D
− B∗(I − Z(z)∗A∗)−1Z(z)∗C∗CZ(w)(I −AZ(w))−1B
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= B∗B +B∗AZ(w)(I − AZ(w))−1B +B∗(I − Z(z)∗A∗)−1Z(z)∗A∗B
− B∗(I − Z(z)∗A∗)−1Z(z)∗(I − A∗A)Z(w)(I − AZ(w))−1B
= B∗(I − Z(z)∗A∗)−1
{
(I − Z(z)∗A∗)(I −AZ(w)) + (I − Z(z)∗A∗)AZ(w)
+ Z(z)∗A∗(I − AZ(w))− Z(z)∗(I −A∗A)Z(w)
}
(I − AZ(w))−1B
= B∗(I − Z(z)∗A∗)−1(I − Z(z)∗Z(w))(I − AZ(w))−1B,
proving (12). In a similar way, we have
ϕ(z) = D + C(IH − Z(z)A)−1Z(z)B
and (
AA∗ +BB∗ AC∗ +BD∗
CA∗ +DB∗ CC∗ +DD∗
)
=
(
A B
C D
)(
A∗ C∗
B∗ D∗
)
=
(
I 0
0 I
)
.
Parallel calculations using these identities yield (13).
The next lemma uses the differentiation rules
∂
∂zj
[
FG
]
=
∂F
∂zj
G+ F
∂G
∂zj
,
∂
∂zj
F−1 = −F−1 ∂F
∂zj
F−1,
which hold for any operator-valued functions for which the operations are defined.
Lemma 2. Let ϕ have the form (8) where (9) is a unitary operator and Z satisfies
(10) and (11). Set
L = A(IH − ZA)−1 = (IK − AZ)−1A.
Then for each j = 1, . . . , d,
(14)
∂ϕ
∂zj
= C(IH − ZA)−1Ej(IK − AZ)−1B.
For every n ≥ 2 and any k1, . . . , kn in {1, 2, . . . , d},
(15)
∂ nϕ
∂zkn · · ·∂zk1
= C(IH−ZA)−1
∑
σ
Ekσ(1)LEkσ(2)L · · ·LEkσ(n)(IK−AZ)−1B,
where the summation is over all permutations σ of {1, 2, . . . , n}.
Proof. Note that
∂
∂zj
(I − ZA)−1 = −(I − ZA)−1(−EjA)(I − ZA)−1 = (I − ZA)−1EjL,(16)
∂
∂zj
(I −AZ)−1 = −(I − AZ)−1(−AEj)(I − AZ)−1 = LEj(I − AZ)−1,(17)
and
∂L
∂zj
=
∂
∂zj
A(I − ZA)−1(18)
= −A(I − ZA)−1(−EjA)(I − ZA)−1 = LEjL .
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By (17),
∂ϕ
∂zj
= CEj(I −AZ)−1B + CZLEj(I −AZ)−1B
= C
[
I + Z(I − AZ)−1A]Ej(I −AZ)−1B
= C(I − ZA)−1Ej(I − AZ)−1B,
which is (14). Thus by (16) and (17),
∂ 2ϕ
∂zk2∂zk1
=
∂
∂zk2
C(I − ZA)−1Ek1(I − AZ)−1B
= C(I − ZA)−1Ek2LEk1(I −AZ)−1B
+ C(I − ZA)−1Ek1LEk2(I − AZ)−1B
= C(I − ZA)−1
∑
σ
Ekσ(1)LEkσ(2) (I − AZ)−1B,
where the summation is over all permutations σ of {1, 2}. This is (15) for n = 2.
Assume that (15) is true for some n ≥ 2. Writing σ for an arbitrary permutation
of {1, 2, . . . , n} and using (16), (17), and (18), we obtain
∂ n+1ϕ
∂zkn+1∂zkn · · ·∂zk1
=
∂
∂zkn+1
{
C(I − ZA)−1
∑
σ
Ekσ(1)LEkσ(2)L · · ·LEkσ(n)(I −AZ)−1B
}
= C(I − ZA)−1Ekn+1L
∑
σ
Ekσ(1)LEkσ(2)L · · ·LEkσ(n) (I − AZ)−1B
+ C(I − ZA)−1
{
∂
∂zkn+1
∑
σ
Ekσ(1)LEkσ(2)L · · ·LEkσ(n)
}
(I − AZ)−1B
+ C(I − ZA)−1
∑
σ
Ekσ(1)LEkσ(2)L · · ·LEkσ(n)LEkn+1(I −AZ)−1B
= C(I − ZA)−1
{[
Ekn+1L
]∑
σ
Ekσ(1)LEkσ(2)L · · ·LEkσ(n)
+
∑
σ
Ekσ(1)
[
LEkn+1L
]
Ekσ(2)L · · ·LEkσ(n)
+
∑
σ
Ekσ(1)LEkσ(2)
[
LEkn+1L
]
· · ·LEkσ(n)
+ · · ·+
∑
σ
Ekσ(1)LEkσ(2)L · · ·
[
LEkn+1L
]
Ekσ(n)
+
∑
σ
Ekσ(1)LEkσ(2)L · · ·LEkσ(n)
[
LEkn+1
]}
(I −AZ)−1B.
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This has the form (15) with n replaced by n + 1. By induction, (15) holds for
all n ≥ 2.
The norm estimates in Lemmas 3 and 4 are understood to be in the pointwise
sense.
Lemma 3. Let ϕ have the form (8) where (9) is a unitary operator and Z satisfies
(10) and (11). For each j = 1, . . . , d,
‖Ej(IK −AZ)−1B‖ ≤ ‖IF − ϕ∗ϕ‖ 12‖Ej(IK − Z∗Z)−1E∗j ‖
1
2 ,(19)
‖C(IH − ZA)−1Ej‖ ≤ ‖IG − ϕϕ∗‖ 12‖E∗j (IH − ZZ∗)−1Ej‖
1
2 .(20)
Moreover,
‖(IK − AZ)−1B‖ ≤
√
‖IF − ϕ∗ϕ‖
1− ‖Z‖2 ,(21)
‖C(IH − ZA)−1‖ ≤
√
‖IG − ϕϕ∗‖
1− ‖Z‖2 .(22)
Proof. By (12), ‖(I − ϕ∗ϕ) 12‖ = ‖(I − Z∗Z) 12 (I − AZ)−1B‖. Therefore
‖Ej(I − AZ)−1B‖ = ‖Ej
(
I − Z∗Z)− 12 (I − Z∗Z) 12 (I − AZ)−1B‖
≤ ‖Ej
(
I − Z∗Z)− 12‖ ‖I − ϕ∗ϕ‖ 12
= ‖I − ϕ∗ϕ‖ 12‖Ej(I − Z∗Z)−1E∗j ‖
1
2 ,
which is (19). Similarly, using (13) we obtain
‖C(I − ZA)−1Ej‖ = ‖E∗j (I − A∗Z∗)−1C∗‖
= ‖E∗j
(
I − ZZ∗)− 12 (I − ZZ∗) 12 (I − A∗Z∗)−1C∗‖
≤ ‖E∗j
(
I − ZZ∗)− 12‖ ‖(I − ϕϕ∗) 12‖
= ‖I − ϕϕ∗‖ 12‖E∗j (I − ZZ∗)−1Ej‖
1
2 ,
which is (20). To prove (21) and (22) we proceed in the same way without the
factors Ej and E
∗
j , and at the last stage we use the inequality
‖(I − Z∗Z)− 12‖2 = ‖(I − Z∗Z)−1‖ ≤ ∞∑
k=0
‖Z∗Z‖k = 1
1− ‖Z‖2
and its companion ‖(I − ZZ∗)− 12‖2 ≤ 1/(1− ‖Z‖2).
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Lemma 4. Let ϕ have the form (8) where (9) is a unitary operator and Z satisfies
(10) and (11).
(i) For each j = 1, . . . , d,∥∥∥∥ ∂ϕ∂zj
∥∥∥∥ ≤ ‖IF − ϕ∗ϕ‖ 12‖IG − ϕϕ∗‖ 12
(1− ‖Z‖2) 12 ·
·min
{
‖Ej(IK − Z∗Z)−1E∗j ‖
1
2 , ‖E∗j (IH − ZZ∗)−1Ej‖
1
2
}
.
(ii) For every n ≥ 2 and any k1, . . . , kn in {1, 2, . . . , d},∥∥∥∥ ∂ nϕ∂zkn · · ·∂zk1
∥∥∥∥ ≤ (n− 2)! ‖IF − ϕ∗ϕ‖ 12‖IG − ϕϕ∗‖ 12(1− ‖Z‖)n−1 ·
·
n∑
p,q=1
p 6=q
‖Ekp(IK − Z∗Z)−1E∗kp‖
1
2 ‖E∗kq(IH − ZZ∗)−1Ekq‖
1
2 .
Proof. (i) By (14), (19), and (22),∥∥∥∥ ∂ϕ∂zj
∥∥∥∥ ≤ ‖C(I − ZA)−1‖ ‖Ej(I −AZ)−1B‖
≤ ‖I − ϕ
∗ϕ‖ 12‖I − ϕϕ∗‖ 12
(1− ‖Z‖2) 12 ‖Ej(I − Z
∗Z)−1E∗j ‖
1
2 .
Using (20) and (21), we get∥∥∥∥ ∂ϕ∂zj
∥∥∥∥ ≤ ‖C(I − ZA)−1Ej‖ ‖(I −AZ)−1B‖
≤ ‖I − ϕ
∗ϕ‖ 12‖I − ϕϕ∗‖ 12
(1− ‖Z‖2) 12 ‖E
∗
j (I − ZZ∗)−1Ej‖
1
2 .
The inequality in (i) follows.
(ii) By (15), (19), and (20),∥∥∥∥ ∂ nϕ∂zkn · · ·∂zk1
∥∥∥∥
=
∥∥∑
σ
C(I − ZA)−1Ekσ(1)LEkσ(2)L · · ·Ekσ(n−1)LEkσ(n)(I − AZ)−1B
∥∥
≤
∑
σ
∥∥C(I − ZA)−1Ekσ(1)∥∥ ‖L‖n−1‖Ekσ(n)(I −AZ)−1B‖
≤ ‖L‖n−1
∑
σ
‖I − ϕϕ∗‖ 12‖E∗kσ(1)(I − ZZ∗)−1Ekσ(1)‖
1
2
· ‖I − ϕ∗ϕ‖ 12‖Ekσ(n)(I − Z∗Z)−1E∗kσ(n)‖
1
2 .
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Here the summations run over all permutations σ of {1, . . . , n}. Since
(23) ‖L‖ =
∥∥∥ ∞∑
k=0
A[ZA]k
∥∥∥ ≤ ∞∑
k=0
‖Z‖k = 1
1− ‖Z‖ ,
we obtain∥∥∥∥ ∂ nϕ∂zkn · · ·∂zk1
∥∥∥∥ ≤ ‖I − ϕ∗ϕ‖ 12‖I − ϕϕ∗‖ 12(1− ‖Z‖)n−1 ·
·
∑
σ
‖E∗kσ(1)(I − ZZ∗)−1Ekσ(1)‖
1
2‖Ekσ(n)(I − Z∗Z)−1E∗kσ(n)‖
1
2
= (n− 2)! ‖I − ϕ
∗ϕ‖ 12‖I − ϕϕ∗‖ 12
(1− ‖Z‖)n−1 ·
·
n∑
p,q=1
p 6=q
‖Ekp(I − Z∗Z)−1E∗kp‖
1
2 ‖E∗kq(I − ZZ∗)−1Ekq‖
1
2 .
This proves the inequality in (ii).
3. The Schur-Agler class on the polydisk
To begin, we apply the esimates derived in §2 to complex-valued functions on
the polydisk Dd. Set
‖z‖∞ = max
j=1,...,d
|zj| , z = (z1, . . . , zd) ∈ Cd .
Theorem 5. Let ϕ(z) be a complex-valued function in the Schur-Agler class on
the polydisk Dd. For each z ∈ Dd and j = 1, . . . , d,
(24)
∣∣∣∣ ∂ϕ∂zj
∣∣∣∣ ≤ 1− |ϕ(z)|2√1− |zj |2√1− ‖z‖2∞ .
For each z ∈ Dd, every n ≥ 2, and any k1, . . . , kn in {1, 2, . . . , d},
(25)
∣∣∣∣ ∂ nϕ∂zkn · · ·∂zk1
∣∣∣∣ ≤ (n− 2)! 1− |ϕ(z)|2(1− ‖z‖∞)n−1
n∑
p,q=1
p 6=q
1√
1− |zkp|2
√
1− |zkq |2
.
Proof. Represent ϕ(z) in the form (8) with F = G = C, the complex numbers
in the Euclidean metric, and choose Ω = Dd. Following §1.1, we assume that
the Hilbert spaces H and K satisfy K = H = H1 ⊕ · · · ⊕ Hd , and that Z(z) =
z1E1 + · · ·+ zdEd, where Ej is the orthogonal projection onto Hj, j = 1, . . . , d.
Then ‖Z(z)‖ ≤ ‖z‖∞. For any j = 1, . . . , d,
Ej(I − Z(z)Z(z)∗)−1E∗j = E∗j (I − Z(z)∗Z(z))−1Ej =
1
1− |zj|2 Ej ,
and therefore
‖Ej(I − Z(z)Z(z)∗)−1E∗j ‖
1
2 = ‖E∗j (I − Z(z)∗Z(z))−1Ej‖
1
2 ≤ 1√
1− |zj|2
.
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Now apply Lemma 4.
Recall that the Schur-Agler class on D2 is the full Schur class of analytic functions
which are defined and bounded by one on D2.
Corollary 6. Let ϕ(z) be any complex-valued function which is analytic and
bounded by one on D2. For each z ∈ D2 and j = 1, 2,
(26)
∣∣∣∣ ∂ϕ∂zj
∣∣∣∣ ≤ 1− |ϕ(z)|2√1− |zj |2√1− ‖z‖2∞ .
For each z ∈ D2 and any nonnegative integers n1, n2 with n = n1 + n2 ≥ 2,
(27)
∣∣∣∣ ∂ nϕ∂zn22 ∂zn11
∣∣∣∣ ≤ (n− 2)! 1− |ϕ(z)|2(1− ‖z‖∞)n−1 ·
·
[
n21 − n1
1− |z1|2 +
2n1n2√
1− |z1|2
√
1− |z2|2
+
n22 − n2
1− |z2|2
]
.
Proof. The inequality (26) is a repeat of (24). To deduce (27) from (25), write
(k1, . . . , kn) = (
n1︷ ︸︸ ︷
1, . . . , 1,
n2︷ ︸︸ ︷
2, . . . , 2) ,
and collect similar terms.
The next result takes advantage of the special form of the polydisk.
Theorem 7. Let ϕ(z) be a complex-valued function in the Schur-Agler class on
the polydisk Dd. Then for each z ∈ Dd and any nonnegative integers n1, . . . , nd
which are not all zero,
(28)
∣∣∣∣ ∂ nϕ∂zndd · · ·∂zn11
∣∣∣∣ ≤ n1! · · ·nd! 1− |ϕ(z)|2(1− ‖z‖2∞)(1− ‖z‖∞)n−1 ,
where n = n1 + · · ·+ nd.
The weaker inequality
(29)
∣∣∣∣ ∂ nϕ∂zndd · · ·∂zn11
∣∣∣∣ ≤ n! 1− |ϕ(z)|2(1− ‖z‖2∞)(1− ‖z‖∞)n−1 ,
follows from Theorem 5. In fact, when n = 1 this is immediate from (24).
Suppose n ≥ 2. Set
(30) (k1, . . . , kn) = (
n1︷ ︸︸ ︷
1, . . . , 1,
n2︷ ︸︸ ︷
2, . . . , 2, . . . ,
nd︷ ︸︸ ︷
d, . . . , d ) .
By (25),∣∣∣∣ ∂ nϕ∂zndd · · ·∂zn11
∣∣∣∣ = ∣∣∣∣ ∂ nϕ∂zkn · · ·∂zk1
∣∣∣∣ ≤ (n− 2)! 1− |ϕ(z)|2(1− ‖z‖∞)n−1
n∑
p,q=1
p 6=q
1
1− ‖z‖2∞
= (n−2)! 1− |ϕ(z)|
2
(1− ‖z‖2∞)(1− ‖z‖∞)n−1
(n2−n) = n! 1− |ϕ(z)|
2
(1− ‖z‖2∞)(1− ‖z‖∞)n−1
,
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yielding (29).
A variation on the method, which is valid for the polydisk case but not generally,
is needed to prove (28).
Lemma 8. Let L ∈ L(H), where H is a Hilbert space. Assume that H = H1 ⊕
· · · ⊕ Hd , and let E1, . . . , Ed be the orthogonal projections onto the summands.
Suppose that n = n1+ · · ·+nd for some nonnegative integers n1, . . . , nd. Assume
that n ≥ 2, and set
(31) K =
∑
Ej1LEj2L · · ·Ejn−1LEjn ,
where the summation is over all distinct arrangements (j1, j2, . . . , jn) of the tuple
(32) (
n1︷ ︸︸ ︷
1, . . . , 1,
n2︷ ︸︸ ︷
2, . . . , 2, . . . ,
nd︷ ︸︸ ︷
d, . . . , d ) .
Then
(33) ‖K‖ ≤ ‖L‖n−1 .
The number of terms in (31) is the multinomial coefficient
(n;n1, n2, . . . , nd) =
n!
n1!n2! · · ·nd! .
Lemma 8 is not stated in maximum generality, but it will suit our application.
Proof of Lemma 8. We first illustrate the method for the example n1 = 3,
n2 = 2, and d = 2. Write
(34) K = K[1, 1, 1, 2, 2] =
∑
Ej1LEj2LEj3LEj4LEj5 ,
where the summation is over all distinct arrangements of (1, 1, 1, 2, 2):
(1, 1, 1, 2, 2), (1, 1, 2, 1, 2), (1, 1, 2, 2, 1), (1, 2, 1, 1, 2), (1, 2, 1, 2, 1), (1, 2, 2, 1, 1),
(2, 1, 1, 1, 2), (2, 1, 1, 2, 1), (2, 1, 2, 1, 1), (2, 2, 1, 1, 1) .
Define K[1, 1, 2, 2], K[1, 2, 2], . . . in a similar way. For example, K[1, 1, 2, 2] is
the sum of all terms Ej1LEj2LEj3LEj4 over the set of distinct arrangements of
(1, 1, 2, 2). Now split the sum (34) into two parts, the first part consisting of all
terms with j1 = 1 and the second consisting of all terms with j1 = 2. The result
is
K = E1LK[1, 1, 2, 2] + E2LK[1, 1, 1, 2].
Since E1 and E2 have orthogonal ranges, for any f ∈ H,
‖Kf‖2 = ‖E1LK[1, 1, 2, 2]f‖2 + ‖E2LK[1, 1, 1, 2]f‖2
≤ ‖L‖2
{
‖K[1, 1, 2, 2]f‖2 + ‖K[1, 1, 1, 2]f‖2
}
.
Next decompose K[1, 1, 2, 2]f and K[1, 1, 1, 2]f in the same way:
‖Kf‖2 ≤ ‖L‖2
{
‖E1LK[1, 2, 2]f‖2 + ‖E2LK[1, 1, 2]f‖2
+ ‖E1LK[1, 1, 2]f‖2 + ‖E2LK[1, 1, 1]f‖2
}
.
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The two middle terms in the last expression combine and give
‖E2LK[1, 1, 2]f‖2 + ‖E1LK[1, 1, 2]f‖2 = ‖(E2 + E1)LK[1, 1, 2]f‖2
≤ ‖L‖2‖K[1, 1, 2]f‖2,
because E1 + E2 is also an orthogonal projection. Thus
‖Kf‖2 ≤ ‖L‖4
{
‖K[1, 2, 2]f‖2 + ‖K[1, 1, 2]f‖2 + ‖K[1, 1, 1]f‖2
}
.
Continuing in this way, we obtain
‖Kf‖2 ≤ ‖L‖4
{
‖E1LK[2, 2]f‖2 + ‖E2LK[1, 2]f‖2
+ ‖E1LK[1, 2]f‖2 + ‖E2LK[1, 1]f‖2 + ‖E1LK[1, 1]f‖2
}
≤ ‖L‖6
{
‖K[2, 2]f‖2 + ‖K[1, 2]f‖2 + ‖K[1, 1]f‖2
}
= ‖L‖6
{
‖E2LE2f‖2 +
(
‖E1LE2f‖2 + ‖E2LE1f‖2
)
+ ‖E1LE1f‖2
}
≤ ‖L‖8
{
‖E2f‖2 + ‖E1f‖2
}
= ‖L‖8 ‖f‖2.
Thus ‖K‖ ≤ ‖L‖4, which proves the lemma for the example.
In the general case, we consider any f ∈ H and write
Kf = E1LK[
n1−1︷ ︸︸ ︷
1, . . . , 1,
n2︷ ︸︸ ︷
2, . . . , 2, . . . ,
nd︷ ︸︸ ︷
d, . . . , d ]f
+ E2LK[
n1︷ ︸︸ ︷
1, . . . , 1,
n2−1︷ ︸︸ ︷
2, . . . , 2, . . . ,
nd︷ ︸︸ ︷
d, . . . , d ]f
+ · · ·+ EdLK[
n1︷ ︸︸ ︷
1, . . . , 1,
n2︷ ︸︸ ︷
2, . . . , 2, . . . ,
nd−1︷ ︸︸ ︷
d, . . . , d ]f .
As in the example, we use orthogonality and repeatedly break down all expres-
sions into smaller and smaller patterns which have the same length at each stage.
Whenever a pattern K[p1, . . . , pℓ] appears more than once, it is in a group
Eq1LK[p1, . . . , pℓ]f, Eq2LK[p1, . . . , pℓ]f, . . . , EqmLK[p1, . . . , pℓ]f
with distinct q1, q2, . . . , qm in {1, . . . , d}. Since these expressions are orthogonal,
the group can be collapsed. In the end, we obtain ‖Kf‖2 ≤ ‖L‖2(n−1) ‖f‖2. By
the arbitrariness of f , (33) follows.
Proof of Theorem 7. We use the representation (8) of ϕ(z) with the same
choices of Hilbert spaces and operators as in the proof of Theorem 5. When
n = 1, (28) is immediate from (14), (21), and (22). Suppose n ≥ 2. By (15)
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applied with (k1, k2, . . . , kn) as in (30),
∂ nϕ
∂zndd · · ·∂zn11
(35)
=
∂ nϕ
∂zkn · · ·∂zk1
= C(IH − Z(z)A)−1 ·
∑
σ
Ekσ(1)L(z)Ekσ(2)L(z) · · ·L(z)Ekσ(n) ·
· (IK − AZ(z))−1B
= n1!n2! · · ·nd! C(IH − Z(z)A)−1 ·
∑
Ej1L(z)Ej2L(z) · · ·L(z)Ejn ·
· (IK − AZ(z))−1B ,
where the last summation is over all distinct arrangements (j1, j2, . . . , jn) of the
tuple (32). The factorials n1!, n2!, . . . , nd! account for the permutations of the
groups in (30). By Lemma 8 applied with L = L(z),∣∣∣∣ ∂ nϕ∂zndd · · ·∂zn11
∣∣∣∣ ≤ ∥∥C(IH − Z(z)A)−1∥∥∥∥L(z)∥∥n−1∥∥(IK − AZ(z))−1B∥∥ .
Then (28) follows from (21), (22), and (23).
A theorem of F. Wiener [13, 14, 19] asserts that if ϕ(z) is a complex-valued
function which is analytic and bounded by one on D, and if ϕ(z) =
∑∞
k=0 ckz
k,
then |ck| ≤ 1 − |c0|2 for every k ≥ 1. An immediate consequence of Theorem 7
is an analog for the Schur-Agler class on the polydisk.
Corollary 9. Let ϕ(z) be a complex-valued function in the Schur-Agler class on
the polydisk Dd. If
ϕ(z) =
∞∑
k1,...,kd=0
ck1···kdz
k1
1 · · · zkdd ,
then |cn1···nd| ≤ 1 − |c0···0|2 for all nonnegative integers n1, . . . , nd which are not
all zero.
The question arises if one of the estimates (25) or (28) is always better than the
other. This is not the case. Take d = 2, n ≥ 2, and use the equivalent form (27)
for (25). For z = (0, 0), (28) is a better estimate than (27) except in trivial cases.
However, it is not hard to see that when |z2| > |z1| and n2 = 0, the reverse is
true.
4. The Schur-Agler class on the unit ball
In a similar way we can specialize the results of §2 to the Schur-Agler class on
the unit ball Bd. For any z = (z1, . . . , zd) in C
d, write
‖z‖2 = 〈z, z〉
1
2 =
√
|z1|2 + · · ·+ |zd|2
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and
zˆj = (z1, . . . , zj−1, 0, zj+1, . . . , zd).
Theorem 10. Let ϕ(z) be a complex-valued function in the Schur-Agler class
on the unit ball. For each z ∈ Bd and any nonnegative integers n1, . . . , nd which
are not all zero,
(36)
∣∣∣∣ ∂ nϕ∂zndd · · ·∂zn11
∣∣∣∣ ≤ (n− 1)! 1− |ϕ(z)|2(1− ‖z‖22)(1− ‖z‖2)n−1
d∑
j=1
nj
√
1− ‖zˆj‖22 ,
where n = n1 + · · ·+ nd.
Proof. Represent ϕ(z) in the form (8) with F = G = C, and let Ω = Bd. As in
§1.2, we take K = H⊕ · · · ⊕ H with d summands, and we write the elements of
K in column form. Then
Z(z) =
[
z1IH · · · zdIH
]
and Ej =
[
0 · · · 0 IH 0 · · · 0
]
,
where the identity operator appears in the j-th position in the formula for Ej ,
j = 1, . . . , d. Thus Z(z)Z(z)∗ = ‖z‖22 IH, and hence ‖Z(z)‖ = ‖Z(z)Z(z)∗‖
1
2 =
‖z‖2 and
(37) ‖E∗j (I − Z(z)Z(z)∗)−1Ej‖ =
1
1− ‖z‖22
.
Using EjZ(z)
∗ = z¯jIH and EjE
∗
j = IH, we get
Ej(IK − Z(z)∗Z(z))−1E∗j
= Ej
(
IK + Z(z)
∗Z(z) + Z(z)∗Z(z)Z(z)∗Z(z) + · · · )E∗j
= IH + z¯jIHzj + z¯jZ(z)Z(z)
∗zj + z¯jZ(z)Z(z)
∗Z(z)Z(z)∗zj + · · ·
= IH + |zj|2(IH − Z(z)Z(z)∗)−1
=
(
1 +
|zj|2
1− ‖z‖22
)
IH .
Therefore
(38) ‖Ej(IK − Z(z)∗Z(z))−1E∗j ‖ = 1 +
|zj|2
1− ‖z‖22
=
1− ‖zˆj‖22
1− ‖z‖22
.
By Lemma 4(i),∣∣∣∣ ∂ϕ∂zj
∣∣∣∣ ≤ 1− |ϕ(z)|2√1− ‖z‖22
√
1− ‖zˆj‖22
1− ‖z‖22
=
1− |ϕ(z)|2
1− ‖z‖22
√
1− ‖zˆj‖22 ,
which is (36) when n = 1.
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Consider n ≥ 2 and any k1, . . . , kn in {1, 2, . . . , d}. By Lemma 4(ii), (37), and
(38), ∣∣∣∣ ∂ nϕ∂zkn · · ·∂zk1
∣∣∣∣ ≤ (n− 2)! 1− |ϕ(z)|2(1− ‖z‖2)n−1
n∑
p,q=1
p 6=q
1√
1− ‖z‖22
√
1− ‖zˆkq‖22
1− ‖z‖22
= (n− 2)! 1− |ϕ(z)|
2
(1− ‖z‖22)(1− ‖z‖2)n−1
n∑
p,q=1
p 6=q
√
1− ‖zˆkq‖22
= (n− 1)! 1− |ϕ(z)|
2
(1− ‖z‖22)(1− ‖z‖2)n−1
n∑
j=1
√
1− ‖zˆkj‖22 .
The inequality (36) follows on choosing k1, . . . , kn as in (30).
Lemma 8 does not apply directly to the unit ball, but it has a counterpart which
is applicable to the unit ball.
Lemma 11. Let L ∈ L(H,K), where H and K are Hilbert spaces and K =
H ⊕ · · · ⊕ H with d summands. For each j = 1, . . . , d, let Ej ∈ L(K,H) be
the operator Ej(h1 ⊕ · · · ⊕ hd) = hj. Suppose that n = n1 + · · · + nd for some
nonnegative integers n1, . . . , nd. Assume that n ≥ 2, and set
(39) K =
∑
Ej1LEj2L · · ·Ejn−1LEjn ,
where the summation is over all distinct arrangements (j1, j2, . . . , jn) of the tuple
(40) (
n1︷ ︸︸ ︷
1, . . . , 1,
n2︷ ︸︸ ︷
2, . . . , 2, . . . ,
nd︷ ︸︸ ︷
d, . . . , d ) .
Then
(41) ‖K‖ ≤ d (n−1)/2 ‖L‖n−1 .
Proof of Lemma 11. The argument is similar to the proof of Lemma 8. We
show how it works when n1 = 3, n2 = 2, and d = 2. Write the adjoint of K as
K∗ = K˜[1, 1, 1, 2, 2] =
∑
E∗j5L
∗E∗j4L
∗E∗j3L
∗E∗j2L
∗E∗j1
=
∑
E∗j1L
∗E∗j2L
∗E∗j3L
∗E∗j4L
∗E∗j5 ,
where the summations are over all distinct arrangements of (1, 1, 1, 2, 2). De-
fine the expressions K˜[1, 1, 2, 2], K˜[1, 1, 2], . . . in a similar way for the tuples
(1, 1, 2, 2), (1, 1, 2), . . . . For any f ∈ H,
K∗f = E∗1L
∗K˜[1, 1, 2, 2]f + E∗2L
∗K˜[1, 1, 1, 2]f.
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Our assumptions imply that E∗1 and E
∗
2 have orthogonal ranges in K, and hence
‖K∗f‖2 = ‖E∗1L∗K˜[1, 1, 2, 2]f‖2 + ‖E∗2L∗K˜[1, 1, 1, 2]f‖2
≤ ‖L∗‖2
{
‖K˜[1, 1, 2, 2]f‖2 + ‖K˜[1, 1, 1, 2]f‖2
}
= ‖L∗‖2
{
‖E∗1L∗K˜[1, 2, 2]f‖2 + ‖E∗2L∗K˜[1, 1, 2]f‖2
+ ‖E∗1L∗K˜[1, 1, 2]f‖2 + ‖E∗2L∗K˜[1, 1, 1]f‖2
}
.
By obvious estimates of the separate terms and repetition of the process, we
obtain
‖K∗f‖2 ≤ 2 ‖L∗‖4
{
‖K˜[1, 2, 2]f‖2 + ‖K˜[1, 1, 2]f‖2 + ‖K˜[1, 1, 1]f‖2
}
= 2 ‖L∗‖4
{
‖E∗1L∗K˜[2, 2]f‖2 + ‖E∗2L∗K˜[1, 2]f‖2
+ ‖E∗1L∗K˜[1, 2]f‖2 + ‖E∗2L∗K˜[1, 1]f‖2 + ‖E∗1L∗K˜[1, 1]f‖2
}
≤ 22 ‖L∗‖6
{
‖K˜[2, 2]f‖2 + ‖K˜[1, 2]f‖2 + ‖K˜[1, 1]f‖2
}
= 22 ‖L∗‖6
{
‖E∗2L∗E∗2f‖2 + ‖E∗1L∗E∗2f‖2
+ ‖E∗2L∗E∗1f‖2 + ‖E∗1L∗E∗1f‖2
}
≤ 23 ‖L∗‖8
{
‖E∗2f‖2 + ‖E∗1f‖2
}
= 24 ‖L∗‖8‖f‖2.
Hence ‖K∗‖ ≤ 22‖L∗‖4, yielding (41) when n1 = 3, n2 = 2, and d = 2.
In the general case, we proceed in a similar way. At the last stage we shall have
‖K∗f‖2 ≤ dn−1‖L∗‖2(n−1)‖f‖2, which implies (41).
Theorem 12. Let ϕ(z) be a complex-valued function in the Schur-Agler class
on the unit ball. Then for each z ∈ Bd and any nonnegative integers n1, . . . , nd
which are not all zero,
(42)
∣∣∣∣ ∂ nϕ∂zndd · · ·∂zn11
∣∣∣∣ ≤ d (n−1)/2 n1!n2! · · ·nd! 1− |ϕ(z)|2(1− ‖z‖22)(1− ‖z‖2)n−1 ,
where n = n1 + · · ·+ nd .
This is an improvement on the inequality∣∣∣∣ ∂ nϕ∂zndd · · ·∂zn11
∣∣∣∣ ≤ n! 1− |ϕ(z)|2(1− ‖z‖22)(1− ‖z‖2)n−1 ,
which follows as a corollary of Theorem 10.
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Proof of Theorem 12. When n = 1, (42) is immediate from (36). Assume
n ≥ 2. Represent ϕ(z) as in (8) with the same choices of Hilbert spaces and
operators as in the proof of Theorem 10. Fix z ∈ Bd, and set L = L(z). By (35),∣∣∣∣ ∂ nϕ∂zndd · · ·∂zn11
∣∣∣∣ ≤ ‖C(IH − Z(z)A)−1‖ ‖K‖ ‖(IK − AZ(z))−1B‖,
where K is as in Lemma 11. By (21), (22), and Lemma 11,∣∣∣∣ ∂ nϕ∂zndd · · ·∂zn11
∣∣∣∣ ≤ 1− |ϕ(z)|21− ‖Z(z)‖2 d (n−1)/2 ‖L‖n−1.
Hence since ‖L‖ ≤ 1/(1 − ‖Z(z)‖) by (23) and ‖Z(z)‖ = ‖z‖2 by the proof of
Theorem 10, we obtain the inequality (42).
It is not hard to find cases where either one of the inequalities (10) and (42) is
better than the other.
5. Concluding remarks
Operator-valued functions. The results of §3 and §4 extend easily to norm
estimates of operator-valued functions which belong to the Schur-Agler class on
the polydisk or unit ball. For the definitions of these classes, see Agler [1] and
Ball and Trent [11] in the case of the polydisk, and Ball, Trent, and Vinnikov
[12] and Eschmeier and Putinar [17] for the unit ball. Operator-valued functions
in the Schur-Agler class on the polydisk or unit ball have unitary realizations
of the same form as described in §1.1 and §1.2 for the scalar case. Since such
realizations are all that is needed for our main estimates, the results of §3 and
§4 carry over without essential change to operator-valued functions.
Some open problems. Many questions remain open, for example:
1. The estimates in §3 and §4 are best possible in one variable [5, 24]. The
corresponding questions remain to be investigated in general. We note that
equality holds at the origin in (28) if ϕ(z) = zn11 · · · zndd for some nonnegative
integers n1, . . . , nd which are not all zero. This function belongs to the Schur-
Agler class on the polydisk by the definition of the class in §1.1.
2. Are there functions in the Schur class (but not, of course, in the Schur-Agler
class) on the polydisk or unit ball that do not satisfy the estimates in §3 and §4?
A well-known example of a function in the Schur class on D3 which is not in the
Schur-Agler class on the polydisk is the Kaijser-Varopoulos polynomial [20, 26],
ϕ(z) =
1
5
(
z21 + z
2
2 + z
2
3 − 2z1z2 − 2z1z3 − 2z2z3
)
.
We do not know if this function satisfies the inequalities in §3. Examples of
functions which belong to the Schur class on the unit ball B2 but are not in the
Schur-Agler class on the unit ball are given by Alpay and Kaptanog˘lu [3, p. 6].
They have the form
ϕ(z) = z1 + c1z
2
2 + c2z
4
2 + · · ·+ cmz2m2 ,
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where m is an arbitrary positive integer and c1, c2, . . . are the coefficients in the
expansion 1 − √1− t = c1t + c2t2 + · · · . For each j ≥ 1, cj > 0. We do not
know if these functions satisfy the inequalities in §4. Other simple examples for
the unit ball are given in [2, pp. 99–100].
3. The Schur-Agler class on the polydisk and unit ball are two concrete classes
of analytic functions which admit realizations (3) such that the functions (6)
and (7) are linear. Similar ingredients are available in Cartan domains, and
this environment may be amenable to analogous treatment. See Upmeier [25]
for information on Cartan domains. Realization formulas were first proved for
Cartan domains and their products by Ambrozie and Timotin in [4]. This was
generalized by Ball and Bolotnikov [10] to domains such that 1−Z(z)∗Z(z) > 0,
where Z(z) is a matrix polynomial.
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