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L’attenzione rivolta dalla ricerca scientifica verso la catalisi eterogenea è alimentata 
dalla grande importanza che questa ha nell’industria chimica. I metalli di transizione 
sono tra i principali elementi che compongono i catalizzatori commerciali grazie alle 
loro ben note proprietà di reattività, che dipendono dalla loro struttura morfologica ed 
elettronica. Le proprietà catalitiche dei metalli di transizione possono essere 
ulteriormente migliorate riducendo la dimensione delle particelle sotto il nanometro 
oppure realizzando delle leghe tra differenti metalli di transizione.  
Oggi è possibile prevedere la variazione delle proprietà chimiche superficiali in base 
alla posizione energetica del baricentro della banda d che è considerato uno dei più 
promettenti indicatori della reattività chimica. Questo parametro non è però 
facilmente accessibile sperimentalmente e viene tipicamente ricavato mediante 
simulazioni di calcolo. Un approccio promettente per stabilire una relazione tra le 
proprietà di struttura elettronica e la reattività chimica in modo sperimentale è basato  
sulla spettroscopia di fotoemissione a raggi X  mediante sorgenti di radiazione di 
sincrotrone di terza generazione. L’alta risoluzione raggiunta negli ultimi decenni ha 
permesso l’identificazione negli spettri di fotoemissione dai livelli di core, dei 
contributi di fotoemissione originati dagli atomi di bulk e dagli atomi di superficie 
permettendo così la determinazione di quello che è comunemente chiamato Surface 
Core Level Shift (SCLS). Inoltre è stato dimostrato che il SCLS è un’ottima sonda 
della struttura elettronica superficiale dal momento che l’energia di legame dei livelli 
di core di un atomo dipende fortemente dall’ambiente chimico e strutturale in cui è 
immerso. 
In questa tesi sono state investigate le variazioni indotte sulla struttura elettronica 
dalla riduzione di coordinazione, dalla compressione superficiale, dal diverso 
arrangiamento atomico e dall’interazione tra metalli differenti in una lega bimetallica 
per mezzo di esperimenti di spettroscopia di fotoemissione dai livelli di core ad alta 
risoluzione energetica e calcoli teorici basati sulla Density Functional Theory.  
Con questo approccio sono stati sondati atomi di superficie di rodio e platino a bassa 
coordinazione (adatomi e dimeri) sulle superfici omometalliche (ovvero Rh sulle 
superfici Rh(111) e Rh(100) e Pt sulla superficie Pt(111)). Sono state studiate anche le 
superfici bimetalliche di rodio e platino con l’obiettivo di testare come variano le 
proprietà catalitiche del rodio in seguito all’interazione con il substrato di platino. 
La coordinazione atomica superficiale può variare anche in seguito a processi di 
ricostruzione. La superficie (100) del platino rappresenta un formidabile esempio di 
come lo stesso substrato può esibire proprietà catalitiche completamente diverse 
variando la sua struttura superficiale dalla più aperta e quindi reattiva terminazione di 
bulk (1 × 1) alla più compressa e quindi meno reattiva superficie ricostruita quasi 
esagonale nota come HEX. In questa tesi è stata investigata la transizione di fase  (1 × 
1)→ (HEX) della superficie Pt(100). 
Un altro esempio è rappresentato dalla ricostruzione O(2 × 2)pg/Rh(100). In questo 
caso il diverso arrangiamento atomico superficiale è causato dalla presenza di 
adsorbate atomici. La comprensione di questo processo di ricostruzione è di 
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fondamentale importanza per la comprensione dei meccanismi microscopici che 
coinvolgono la migrazione sottosuperficiale dell’ossigeno durante la formazione di un 
ossido. 
Infine, è stata esaminata la struttura della superficie Ni3Al(111) tramite misure di  X-
ray Photoelectron Diffraction (XPD). Si tratta di un’indagine preliminare allo studio 
del processo di ossidazione che è responsabile della formazione, in condizione di ultra 








The importance of heterogeneous catalysis in chemical industry and its economic 
impact in today’s society motivate the continuous research effort in this field. 
Transition metals are among the main ingredients of commercial catalysts due to their 
chemical properties which depend on their surface morphological and electronic 
structure. It is well known that their catalytic properties can be further improved by 
tuning particle size in the nanometre range or by alloying different transition metals.  
Nowadays it is possible to predict the variation of surface chemical properties on the 
basis of the d-band centre energy position, which is actually considered as one of the 
most promising depicters of chemical reactivity. This physical quantity cannot be 
easily accessed in the experiment and is typically calculated using a theoretical 
approach. A promising approach to establish an experimental relationship between 
electronic structure and chemical reactivity relies on the use of  X-ray Photoelectron 
Spectroscopy with third generation synchrotron radiation sources. Indeed, the high 
resolution achieved in the recent years has allowed identification in the core level 
photoemission spectra, the photoemission contribution originated from bulk and 
surface atoms thus determining what is usually named Surface Core Level Shift 
(SCLS). It has been shown that SCLS is a valuable probe of surface electronic 
structure, since the core level binding energy of an atom depends strongly on the local 
structural and chemical environment. 
In this thesis, the electronic structure modification induced by reduced coordination, 
surface strain, atomic rearrangement and ligand effects are investigated in different 
systems by means of High Energy Resolution Core Level Spectroscopy experiments 
and Density Functional Theory calculations. 
With this approach, highly under-coordinated Rh and Pt atoms, namely adatoms and 
addimers, on homo-metallic surfaces (Rh(100), Rh(111) and Pt(111)) has been 
probed. Rh-Pt mixed systems are also investigated in order to test the changes in Rh 
catalytic properties induced by interaction with the underlying Pt substrate. 
Surface atomic coordination changes can be induced also by surface reconstruction 
processes. Pt(100) represents a formidable example of how the same substrate can 
exhibit completely different catalytic properties by changing its surface structure from 
the more open high-reactivity (1 × 1) bulk termination to the strained low-reactivity 
reconstructed quasi-hexagonal (HEX) surface. In this thesis the (1 × 1)→ (HEX) 
phase transition on a clean Pt(100) surface was investigated. 
Another example was the reconstruction of O(2 × 2)pg/Rh(100). In this case the 
surface atomic rearrangement is caused by the presence of an atomic adsorbate. The 
understanding of the reconstructed phase is a fundamental step towards the 
understanding of the microscopic mechanisms, which permits the subsurface oxygen 
penetration during oxide formation. 
Finally, the structure of the Ni3Al(111) surface is examined by means of X-ray 
Photoelectron Diffraction. This is a preliminary study towards the investigation of the 
oxidation process which is responsible for the formation of a thin well-ordered 
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The term catalysis was coined by the Swedish chemist Jöns Jakob Berzelius [1] 
around 1835 and is considered the acceleration of a chemical process induced by the 
presence of an additional substance. This is possible because a catalyst forms bonds 
with reactants, thus allowing these to react and give rise to products, which leaves the 
catalyst in its original form. In this way it is possible to offer a more complex but at 
the same time energetically favourable and more rapid path to final products, reducing 
the activation energy of the process, hence resulting in an increased reaction rate. The 
catalyst does not modify the thermodynamics of a system but acts on its kinetics. This 
field can normally be subdivided into bio, homogeneous and heterogeneous catalysis. 
The first is the study of enzymes, which can be considered to be catalysts of nature. In 
the second case, the catalyst and the reactants are in the same phase. In the last case, a 
solid surface accelerates the reactions of molecules which are in gas or liquid phase. 
In this thesis, our interest is focused on the latter field. 
The importance of heterogeneous catalysis in chemical and related industries is well 
known. Approximately 90% of all chemical industry products are made using 
catalytic processes [2-4]. One of the first applications dates back to 1913 when Haber 
and Bosch, later awarded the Nobel Prize, discovered the possibility of converting 
nitrogen into ammonia by using an iron-based catalyst. Ammonia is used mostly as a 
fertilizer in agriculture but also in nitrogen-containing polymers such as polyamides, 
nylons or explosives (nitroglycerin). Catalysts play a crucial role in the abatement of 
environmental pollution in automotive and industrial exhausts. In fact, they are 
fundamental in converting nitrogen oxides (NOx), carbon monoxide, sulphur oxides 
(SOx), and many different organic compounds into less harmful species. Nowadays 
catalysts are also employed in a wide range of processes. For example, they are used 
in charcoal broilers in restaurants to decompose aromatic molecules, in industry for 
the removal of volatile organic compounds (VOCs), or in waste water streams for the 
decomposition of ammonia. In addition, they are essential in the development of 
efficient fuel cells, where hydrogen has become a potentially ideal fuel for the future 
because of its minimal impact on the environment. Finally, they are used in all 
processes involved in the conversion of crude oil, which is a mixture of many 
different hydrocarbons, into transportation fuels like gasoline, kerosene or diesel.  
Although it is evident that in today’s society this field of research has enormous 
economic impact, a detailed understanding of the underlying mechanisms in catalytic 
processes is still lacking in many cases. This is due to the considerable chemical and 
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structural complexity of real catalysts, which are usually powders composed of 
transition metal (TM) nanoparticles supported by oxide layers. These nanoparticles 
expose different facets, as well as defects like steps, kinks or missing atoms, which 
are considered to be the most reactive sites.  
In order to overcome the difficulties arising from the complexity of real catalysts, 
model systems, in which only certain structural or chemical features of a real catalyst 
are present, were studied in a well-controlled manner. With a surface science 
approach, experiments were performed in ultra high vacuum (UHV) in order to isolate 
the basic physical and chemical processes that are inaccessible under the conditions 
which a chemical reactor usually works. Today, theoretical scientists use a similar 
approach, where computational simulations can be considered to be computer 
experiments [5]. Electronic structure calculations are mainly based on the Density 
Functional Theory (DFT) developed by Hohenberg, Kohn and Sham in 1960 [6,7]. 
Although some limitations still exist, these calculation methods are able to reproduce 
accurately experimental results for adsorption energies, adsorption geometries, 





Figure 1.1: Upper panel: schematic diagram of the density of states (DOS) projected onto the 
s and d states of a transition metal [8]. Bottom panel: the formation of a chemical bond in the 
interaction between an adsorbate state and the s and d band of a transition metal [9]. 
 
 
Over the last 15 years one of the main goals that theoretical scientists working in 
catalysis have been trying to achieve, was initiated by Hammer and Nørskov [8-14], 
who showed how the reactive properties of TMs depend mainly on surface electronic 
structure. TMs are characterized by a sp band similar to that of free-electron metals, 
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plus a partially filled d-band. The different properties that are present from one metal 
to the next in the periodic table are determined mostly by valence d-band structure. As 
a consequence of the highly localized d-states in the atomic configuration, the d-band 
width in a solid is very narrow, as predicted by Tight Binding theory and 
schematically displayed in the upper panel of Fig. 1.1. Therefore, the interaction 
between an adsorbate state and surface d-electrons can be described within a two-state 
problem. As displayed in Fig. 1.1 (b), coupling between the adsorbate state and the 
TM s-band takes place and produces a broadening and a displacement of the adsorbate 
states. The differences in this interaction from one metal to the next are expected to be 
negligible, since TMs have a similar half-filled broad s-band. The second step is the 
coupling to the sharper metal d-band, and leads to the formation of bonding and anti-
bonding states. Since the degree of filling in both determines the strength of the bond, 
an up shift of d states should increase the adsorbate-metal interaction (see Fig 1.2). 
 
 
Figure 1.2: The coupling between an adsorbed state and different d-band illustrating the 
transition from ‘weak’ to ‘strong’ chemisorption [8]. 
 
 
Hammer and Nørskov demonstrated how it is possible to predict the variation of 
surface chemical properties on the basis of the d-band energy position, which is 
therefore considered one of the most promising indicators of chemical reactivity. 
Figure 1.3 shows, for instance, the correlation between chemisorption energies and 
dissociation barriers for atomic and molecular species on a variety of TM surfaces and 
the clean metal d-band centre [10]. 
In summary, the extraordinary properties of TM originate from the presence of a 
narrow valence d-band, which induces an enhancement of electronic density of states 
around the Fermi level. In particular, the valence d-band centre is a good indicator of 
chemical reactivity. Consequently, investigations of electronic structure are well 
suited for the prediction of catalytic capabilities of materials. 
Available experimental and theoretical resources offer great potential for future 
development of newer and cheaper catalysts since a considerable amount of 
commercial catalysts are based on very expensive and rare metals like Pt and Rh. Two 
possible solutions can be suggested. One is to modify Pt and Rh properties to induce 
enhanced catalytic capabilities while sparing these precious metals. The second is to 
use less expensive metals to design materials with great activity and selectivity 
towards desired products by tuning composition, size and geometrical arrangement of 
the surface atoms of the catalyst. 
Chapter 1 - Introduction 
 6
 
Figure 1.3: Molecular and atomic binding energies (top and middle panel, respectively) and 
dissociation barrier (bottom) as a function of the d-band centre of the metal surface [10]. 
 
 
A first approach in improving metal catalytic properties is reduce particle size in the 
nanometre range. The most fascinating example can be seen in the case of gold. Due 
to its well-known inert nature in the bulk state, gold was considered poorly active as a 
heterogeneous catalyst for many years. However, in 1987 Haruta et al. [15] 
discovered that gold nanoparticles exhibit surprisingly high activity during several 
chemical reactions. In a recent review Hvolbæk et al. [16] pointed out one of the 
many effects, such as the coordination of Au atoms in nanoparticles, which 
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contributes to the unexpected reactivity properties of gold. It was reported that CO 
oxidation activity is a function of gold nanoparticle size on different supports and 
clearly shows the dependence on particle size. In particular, only particles with a 
critical size below 5 nm are active, and highest activity occurs for aggregates under 2 
nm (see Fig. 1.4). 
 
 




Moreover, the binding energy for some small molecules (O2, O, CO) on gold systems 
increases with reduction of Au coordination number (CN). In particular, corner atoms 
(CN=6) are able to bind CO and oxygen, a prerequisite for oxidation reactions. Since 
it is expected that activity is proportional to number of active sites, the number of 
atoms at corner, edge and crystal faces of the nanoparticles are calculated as a 
function of particle diameter. Hvolbæk et al. found that, in order to increase the 
fraction of atoms located at corner sites, the diameter must be lower than 4 nm, or 
even less than 2 nm (Fig. 1.5). This result coincides exactly with the observed 
dimension at which CO oxidation increases considerably. 
 
 
Figure 1.5: Fraction of atoms at corners (red), edge (blue), and crystal faces (green) of the 
truncated octahedron displayed in the insert versus the particle diameter [16]. 




Figure 1.6: Hydrogen binding energies (BEH) values on various close-packed surfaces. The 
reference energy corresponds to a gas-phase atomic hydrogen H(g) and a clean metal slab  at 
infinite separation from one another. Asterisks (∗) denote overlayer NSAs and all other NSAs 
are subsurface alloys. Lengths and signs of the bars are arbitrary and are varied only for 
clarity. The horizontal dashed line at -2.28 eV corresponds to thermoneutral dissociation of  
H2(g) (the gas-phase H2 bond energy of 4.57 eV)[18]. 
 
 
Gold represents a very intriguing example of nanoscale effects on catalytic behaviour 
because reduction of particle size completely changes its catalytic properties, from 
inert to very reactive. The same nanoscale effects act on other transition metals, such 
as Pt, Pd and Rh, which are still good catalysts so that reduced coordination can even 
induce stronger enhancement of catalytic performance. 
A way to further tailor the reactivity of a system can be obtained by alloying different 
transition metals. The scientific literature is full of interesting example of alloys and 
bimetallic systems that have superior performance compared to single constituents. 
For instance, Greely and Mavrikakis [17-19] used DFT calculations to develop new 
Near-Surface Alloys (NSAs) which can be defined as alloys wherein a solute is 
present near the surface of a host metal in a concentration different from the bulk 
composition. 
They focus for example on hydrogen-related reactions and found that it is possible to 
design NSAs which are simultaneously able to bind hydrogen weakly and to 
dissociate H2 with a low activation barrier.  
Figure 1.6 illustrates the hydrogen binding energies (BEH) on a broad variety of close 
packed surfaces and NSAs, showing how all pure metals generally bind hydrogen 
more strongly than do NSAs, except in the case of noble metals like Cu and Au. 
However, the latter are not suitable for hydrogen catalytic applications due to a high 
H2 dissociation barrier, as reported in Fig. 1.7. In this Figure the transition state 
energy (ETS) is plotted as a function of hydrogen binding energy for H2 dissociation 
on pure noble metals and NSAs and put into evidence how NSAs with BEH 
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comparable to those of Cu and Au are characterized by lower H2 ETS. As a 
consequence, these NSAs may permit the production of hydrogen at lower 





Figure 1.7: Transition state energy (ETS) as a function of the hydrogen binding energy for H2 
dissociation on pure noble metals and NSAs surfaces. The energy reference for both ETS and 
hydrogen binding energy is a clean metal slab and a gas-phase hydrogen H2(g), at infinite 
separation from one another [19]. 
 
 
As introduced above, electronic structure is a reliable source of information on the 
reactivity properties of a system and the valence d-band centre is a good descriptor of 
these properties. Unfortunately, this physical quantity is not easily measured and is 
usually only found through theoretical calculations. Consequentially, an analogous 
but measurable physical parameter is highly desirable. 
With the development of third generation synchrotron radiation sources, X-ray 
Photoelectron Spectroscopy has become one of the most suitable techniques in the 
analysis of electronic properties. In fact, the high resolution achieved in the last 
decade has allowed indentification in the core level photoemission spectra, the 
photoemission contribution originated from bulk and surface atoms thus determining 
what is usually called Surface Core Level Shift (SCLS). 
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It has been shown that CLS is a valuable probe of surface electronic structure, since 
the core level binding energy of an atom depends strongly on the local structural and 
chemical environment. 
My thesis was motivated by these considerations. The electronic structure 
modification induced by reduced coordination, strain, atomic rearrangement and 
ligand effects were investigated by means of High Resolution Core Level 
Spectroscopy (HR-CLS) experiments and DFT calculations in order to understand 
catalytic property changes. 
This thesis is organized as follows.  
Chapter 2 and 3 are dedicated to an overview of the experimental and theoretical 
background on which this work is based.  
Chapter 4 and 5 are devoted to exploring the effects of strain and coordination on the 
reactivity properties of transition metal surface atoms by studying electronic structure 
in the case of homo-metallic adsorption of highly under-coordinated Rh and Pt atoms, 
(adatoms and addimers).  
In Chapter 6 the same approach is adopted in the study of bimetallic systems where 
under-coordinated configurations of Rh atoms and Rh pseudomorphic overlayers on 
Pt(111) surface are investigated. In particular, interest is turned to the changes in Rh 
catalytic properties induced by interaction with the underlying Pt substrate (ligand 
effect). 
In Chapter 7, the (1 × 1)→ quasi-hexagonal (HEX) phase transition on a clean Pt(100) 
surface is investigated by monitoring the time evolution of the Pt4f7/2 core level 
photoemission spectra. Pt(100) represents a formidable example of how the same 
substrate can exhibit completely different catalytic properties by changing its surface 
structure from the more open high-reactivity (1 × 1) bulk termination to the strained 
low-reactivity reconstructed surface. 
In Chapter 8 the reconstruction of O(2 × 2)pg/Rh(100) is studied. In this case the 
surface atomic rearrangement was caused by the presence of an atomic adsorbate. The 
understanding of the reconstructed phase, which exhibits a distortion of 11% with 
respect to the nominal (100) bulk termination, could be of fundamental importance in 
the investigation of microscopic mechanisms, which allows for oxygen penetration in 
the subsurface during oxide formation. 
In Chapter 9 the structure of the Ni3Al(111) surface is examined by means of 
photoelectron diffraction. This is a preliminary study towards the investigation of the 
oxidation process which is responsible for the formation of a thin well-ordered 
alumina film in UHV conditions. The next step in this study will be the examination 
of under-coordinated TM atoms on alumina, obtained by evaporation from pure TM-
wire in UHV conditions at low temperature as performed in the case of the TM 
substrate in chapters 4, 5 and 6. Our aim in this case will also be to investigate the 
interplay between geometric and electronic structure in determining the reactivity 
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The origin of the photoemission spectroscopy technique dates back to the end of 
1800, precisely with Hertz’s discovery of photoelectric effects in 1887. At the 
beginning of 1900, Einstein explained this process in the framework of quantization, 
as introduced by Plank, and in 1922 he received the Nobel Prize for this work. In 
Hertz’s famous experiment a metal sample connected with an electric circuit is 
illuminated with visible or ultraviolet light and the absorption of electromagnetic 
radiation induces electron emission and a current in the circuit.  
Figure 2.1 demonstrates schematically the photoemission process. Following 
absorption of a photon hv, an electron initially bounded to a crystal with binding 
energy Eb will be ejected with a kinetic energy Ekin. According to energy 
conservation, the measured kinetic energy is given by: 
 
Ekin = hv – Eb- φ,     (2.1) 
 
where φ is the sample work function. By rearranging this equation, the core electron 




Figure 2.1: Schematic energy diagram of the photoemission process. 
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Eb = hv – Ekin - φ.     (2.2) 
 
The zero point for binding energy is the Fermi level EF, and this is used as a reference 
for measurements.  
Traditionally, the photoemission technique is subdivided into UPS (Ultraviolet 
Photoemission Spectroscopy) and XPS (X-ray Photoemission Spectroscopy) 
depending on the source of exciting radiation. UPS experiments are performed with 
photons in the low energy range (5-45 eV) in order to excite valence electrons, 
whereas in XPS experiments, photons utilized are characterized by higher energy 
(100-2000 eV) thereby allowing the study of core electrons. In this study, the focus of 
interest is turned to these strongly bounded electrons which are considered to be 
localized in the atomic orbital. Here it is possible to assume that the overlap between 
the core wave function of neighbouring atoms is negligible. This technique is called 
ESCA (Electron Spectroscopy for Chemical Analysis), or XPS, because the used 
photon energy is in the range of the soft X–ray [1]. 
One of the most useful properties of the XPS technique is its surface sensitivity. A 
photon in the 100-1000 eV energy range penetrates for some hundred nm into the 
sample and so most electrons created are from the bulk and not from the surface. 
However an electron emitted from deeper layers will undergo inelastic collisions that 
reduce its kinetic energy and change its direction of travel. This prevents its escape 
from the surface while the lost energy contributes to the creation of bulk or surface 
plasmons and the formation of electron-hole pairs. The mean distance that an electron 
can travel in a solid without inelastic scattering depends on material type and its 
kinetic energy, as shown in Fig. 2.2 [2], which illustrates the Inelastic Mean Free Path 
(IMFP) of electrons in matter as a function of photoelectron kinetic energy for 
different kinds of elemental solids. It can be observed that the points scatter around a 
calculated curve, normally called the universal curve. The maximum surface 
sensitivity corresponds to the minimum IMFP of ~5-10 Å, i.e. to electron in the 
kinetic energy range of 50-200 eV. For example, in order to measure with high 
surface sensitivity the photoemission spectrum relative to the Rh3d5/2 level with 
Eb=310 eV, a 400 eV photon is typically used so that created photoelectrons are in the 
minimum range of the universal curve. At the same time, within this energy range, it 
is possible to take advantage of the extraordinary properties of synchrotron radiation, 
as is described in section 2.4.1. 
 
Figure 2.2: Universal curve of the inelastic mean free path of electrons in matter as a 
function of the photoelectron kinetic energy [2]. 
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2.1 The photoemission process 
 
Peak photoemission intensity depends on the probability of the respective electron 
transition, i.e. on the photoelectron cross section associated with the process and 
defined as the probability of transition from an initial state Ψi(N) to a final state Ψf(N) 
per unit time by exciting a single atom, molecule or solid with a photon flux 
consisting of one photon per second per cm2 [3]. 
In an XPS experiment, photoemission intensity is the result of excitation of electrons 
from the initial state Ψi(N) to the final state Ψf(N), which is caused by the 
electromagnetic field. 
The interaction between radiation and matter will be discussed within a semi-classic 
framework and only the first will be dealt quantistically. A particle with charge e and 
velocity v in an electromagnetic field as defined by E and B, will be subject to the 
Lorentz force F=e (E +1/c v ∧ B). E and B can be written as a function of the scalar 




∂ AE ∇     (2.1.1) 
A×∇=B .     (2.1.2) 
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where m is electron mass, pi are the components of electron momentum, and U is the 
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where the second order term 22e A/ ˆ2 2mc  can be neglected. By working within the 
Coulomb gauge, (thus with the scalar potential V=0) and by considering the 






eUmH −+= .     (2.1.5) 
 
The first two terms represent the unperturbed Hamiltonian 0Hˆ , which describes a 
solid in its ground state, and the perturbation pA ˆˆˆ mc
eH −=′ , which is due to 
interaction with electromagnetic radiation. The latter can be described as the 
superposition of plane wave with frequency ω, wave vector k′, amplitude A0 and 
polarization vector ε: 
 
A (r,t)= ε A0 ei (k′ r-ωt).    (2.1.6) 
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By solving this problem within the time dependent perturbation theory, it can be 
determined that the transition rate between the initial state and the final state is given 
by the Fermi’s golden rule: 
 
   )νδω h−−Ψ′Ψ∝′ ifif EENNHNdt
d ()()(ˆ)(
2
  (2.1.7) 
 
or considering eq. 2.1.5 it is possible to derive: 
 
d ′ ω 
dt
∝ Ψ f (N) ˆ A (ri )
i=1
N∑ ˆ p i Ψi(N)
2
δ(E f − Ei − hν).  (2.1.8) 
 
The square in the eq. 2.1.8 defines the differential cross section dσ/dΩ and by 
inserting 2.1.6 we obtain: 
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Since an electron with kinetic energy of around 1 keV has a wavelength higher than 
the characteristic dimension of the studied system, it is possible to approximate 










f Ψ∇⋅Ψ=Ω ∑= εh
σ .  (2.1.10) 
 
The previous approximation is the so-called dipole-approximation [4]. In the study of 
a system characterized by a many body wave function, it is often assumed that it is 
possible to separate the two contributions, the first related to the electron that 
undergoes the photoemission process and the second given by the (N-1) electrons that 
do not participate in the process: 
 
)1()1()( −Ψ=Ψ NN Rki ψ ,    (2.1.11) 
 
)1()1()( , −Φ=Ψ NN jkff φ ,    (2.1.12) 
 
where ψk(1) is the single particle wave function of the electron to be removed from 
the orbital k, ΨR(N-1) is the properly anti-symmetrized determinant of the remaining 
(N-1) electrons in the initial state, φf(1) is the wave function of the free electron and 
Φk,j(N-1) are the possible states for the ionic system that has one electron missing 
from the orbital k and the ion is in the excited state j. Since the energy of the system 
before and after the interaction is conserved, it can be concluded that: 
 
Eitot(N) + hv =  Eftot(N-1) + Ekin,   (2.1.13) 
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where electron binding energy is the difference between the final state (the solid with 
N-1 electrons and a free photoelectron) and the initial state (the solid with N 
electrons): 
 
Eb = Eftot(N-1) - Eitot(N) = hv – Ekin .    (2.1.14) 
 
One of the possible theoretical approaches to the binding energy calculation is the 
Hartree-Fock framework and the so-called Koopman’s theorem [4], which assumes 
that during electron ejection the remaining N-1 electrons are frozen in their original 
orbital. Within this approximation Eb can be determined by the initial orbital energy 
εi, and all the relaxation processes are neglected resulting in Eb =-εi. The calculated 
Hartree-Fock eigenvalue εi differs from the measured Eb by 10-30 eV due to the 
electron correlation (∆εcorr), the relativistic effect (∆εrel), but mostly because of 
electron rearrangement which is dependent upon the kinetic energy of the outgoing 
electron. In the low kinetic energy limit it is also possible to take into account this last 
contribution using the adiabatic approximation. In this case the photoelectron is 
assumed to leave the system slowly so that at any instant the N-1 electron system is 
left fully relaxed in its ground state ionic configuration while the photoelectron gains 
the full relaxation energy εrelax thus increasing its kinetic energy. The electron binding 
energy Eb is given by the orbital energy as in the frozen approximation, corrected by 
this screening contribution: 
 
Eb = -εi +∆εcorr +∆εrel -εrelax.     (2.1.15) 
 
In the case of photoemission from transition metals, adiabatic energy is never 
observed because the atom does not have sufficient time to fully relax. 
If during photoemission process the velocity of the escaping electron is so high that 
the photoelectron does not interact with the surrounding electrons, such that the 
relaxation process is slower than the ionization process, it is possible to apply the 
sudden approximation and rewrite the differential cross section as follows: 
 
       
2
, )1()1()1()1( −Ψ−Φ∝Ω NNd
d
Rjkkf ψεφσ r .  (2.1.16) 
 
This indicates that there is a not zero probability that the (N-1) electron system will be 
left in some excited state thereby reducing photoelectron kinetic energy. This leads to 
the presence of new features in the photoemission spectrum at higher binding energy 
with respect to the adiabatic main line due to the excitation of electrons to a bound 
(shake-up satellite) and to an unbound (continuum) state (shake-off satellite). Within 
the sudden approximation it is possible to derive an important ‘sum rule’ [5,6]. In fact 
Koopmans’ energy corresponds to the centre of gravity of the intrinsic part of 







jEI )(ε  ,     (2.1.17) 
 
where EB(j) is the binding energy of the various peaks and Ij are the respective 
intensities. As described above, Figure 2.3 shows a schematic XPS spectrum, and the 
adiabatic peak main line, with shake-up and shake-off features, is indicated. 
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Figure 2.3: Schematic drawing of an XPS spectrum: the main line (adiabatic peak), and the 
shake-up and shake-off satellites are depicted [3]. 
 
 
2.2 The core level line shape 
 
Figure 2.4 illustrates the most important contributions to the observed core level line 
shape, i.e. the experimental resolution, core hole lifetime, shake-off and shake-up 




Figure 2.4: Comparison between the main contributions to the core level line shape for free 
molecules and solids [7]. 
Chapter 2 - Experimental approach 
 19
The core hole lifetime is determined by decay channels, which involve electrons that 
have lower binding energy than the core hole. These processes can be radiative or not. 
The possible decay mechanisms are as follows (see Fig. 2.5): 
1. The Auger process: an electron with a different principal quantum number 
than that of the photoelectron, decays after ionization and induces the emission  
of a second less bounded electron. This is a three-electron process that leaves 
the atom doubly-ionized. Here Auger electron kinetic energy is independent of 
the incident photon hv and so the apparent binding energy will change 
depending on the photon energy. 
2. The Coster-Kronig process: an electron decays from a level characterized by 
the same principal quantum number and occupies the created core hole. 
3. Fluorescence: decay of an electron to an excited core level causes the emission 
of a photon characterized by energy corresponding to the electron transition. 
 
 
Figure 2.5: Main decay channels: Auger process, Coster-Kronig process and fluorescence. 
 
 
The resulting core level width can be determined by all these contributions through 
the Heisenberg uncertainty principle: 
 
2h≥∆∆ tE      (2.2.1) 
 
with h =6.6×10-16 (eV s). 
Usually ∆t is in the 10-15-10-13 s range, where short core hole lifetime corresponds to a 
large energy uncertainty ∆E and hence a broad peak. This effect is always present in 
any photoemission spectrum and is represented by a Lorentzian distribution: 
 









π ,   (2.2.2) 
 
where Ekin is the photoelectron kinetic energy, E0 is the energy position for the 
maximum intensity I0 and Γ  is the Lorentzian full width at half maximum (FWHM). 
 
Figure 2.6: Effect of the electronic transition on the core level line shape [7]. 
 
 
Also the vibrational excitation can contribute to core level width in a photoemission 
spectrum. For simplicity, the atomic adsorbates case will be considered first. The core 
ionization can lead to a variation in the inter-atomic distance or in the potential energy 
curves, thus inducing the excitation of the vibrational modes in the final state. The 
ionization process can be described within the Born-Oppenheimer approximation such 
that nuclear motion is decoupled from the electrons and total wave function is 
factored into a nuclear and electronic contribution. Since the photoemission process is 
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faster than the nuclear geometrical rearrangement in its final state, bond length 
remains the same during the electronic transition (Franck-Condon principle). 
In three different cases, Figure 2.6 illustrates the potential energy curves for nuclear 
motion as a function of bond length. The lower curves represent the initial state while 
the upper curves show the final state with corresponding vibrational states 
characterized by quantum numbers ν and ν′. It is assumed that in the initial 
configuration only the vibrational state with ν=0 is populated. In order to explain 
what happens in the three examples shown in Fig. 2.6, the Franck-Condon principle is 
applied: the transition probability from an initial state ν and a final state ν′ is 
proportional to the square of the overlap between the nuclear wave functions: 
 
Pν→ν′ ∝ |<ν|ν′>|2.     (2.2.3) 
 
In the first case the two wave functions are almost the same therefore the only 
possible transition is that between ν=0 and ν′=0 which induces a very narrow profile. 
In the other two cases the potential curves are very different thus the initial wave 
function ν=0 will have non-zero overlap with higher vibrational levels. In case (b) the 
modification of bond length induces an excitation of different final modes ν′=1, 2, …, 
n and a symmetric peak broadening, while in case c) where system geometry changes 
less appreciably, the overlap between the two states ν=0 and ν′=0 is larger and the 
resulting broadening becomes asymmetric. Even if the system is at T=0 (i.e. in a not 
excited vibrational state ν=0) there could be considerable peak broadening due to the 
equilibrium distance variation or the modification of the inter-atomic force constant as 
a consequence of the photoionization. 
On the other hand, if the system temperature is different from zero, there will be a 
non-zero probability to occupy an initial state with ν≠0. Consequently, the projection 
on the final state should still induce an even larger profile width if the equilibrium 
geometry changes. 
The same phenomenon takes place in photoemission spectroscopy of core levels in 
solids and leads to the vibrational motion of the ions around their lattice points, i.e. 
phonon excitations. These excitations produce a core level binding energy shift and a 
line broadening as in the case of the adiabatic transition described above for 
adsorbates.  
Since the exchanged energy is of the order of meV, only for few systems, such in the 
case of Be(0001) [8] it is possible to resolve this effect. The convolution of this 
hidden component produces a profile that we assume to be Gaussian. 
In the case of Rh(100), it was observed that as a consequence of temperature increase, 
both the bulk and surface Rh3d5/2 components shifted toward lower binding energy 
(55 meV and 25 meV, respectively) when the temperature rises from 20 K to 970 K. 
As shown in Fig 2.7, the square of the Gaussian width increases linearly as a function 
of the temperature [9]. 
A further contribution, which is usually described with a Gaussian function, is 
originated by the inhomogeneity in the sample. In fact, the core level binding energy 
would be the same for each atom in the solid if the crystal being studied is perfect and 
has perfect periodicity. However, in a real sample atoms can be arranged in slightly 
different ways and with steps, kinks and vacancies. Assuming that the distribution of 
these defects is random, photoelectrons, originating from inequivalent atoms will 
produce a broadening typically reproduced by a Gaussian function. 
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The line profile caused by experimental resolution, mainly originating from the 
monochromator and analyzer, can be also described by a Gaussian distribution. For a 
more detailed description regarding the instrumental apparatus we refer to section 2.4. 
Therefore, the overall effects to the core level line shape due to the temperature, 
phonon, inhomogeneities and experimental resolution are taken into account by means 
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Figure 2.7: Behaviour of the square of the Gaussian width as a function of the temperature in 
the case of the core level 3d5/2 of Rh(100) [9]. 
 
 
In the high binding energy range of a photoemission spectrum, satellite features called 
shake-up and shake-off appear as a consequence of the ionization process. The 
photoemission process is faster than orbital relaxation (sudden approximation) thus it 
is possible that the outgoing electron gives energy to other valence electrons thus 
allowing transition to higher energy levels. In the case of molecules, the shake-up 
consists of a discrete series of transition peaks caused by excitation from an occupied 
to a free orbital state. In metals, since this electronic state forms a continuous band, 
with filled levels below the Fermi level and empty above, there could be infinite 
number of small excitations around the Fermi level and the formation of electron-hole 
pairs thus giving no discrete satellite features. 
Another possibility is the emission of further electrons as a consequence of core 
ionization and this process is called shake-off. In both situations (intrinsic losses) the 
photoelectron is detected at lower kinetic energy with respect to that emitted from the 
core, yielding an asymmetric tail at higher binding energy. 
The photo-emitted electron could also lose part of its energy during the escape path 
through the solid (extrinsic losses) creating: 
1. bulk or surface plasmons, i.e. collective charge oscillation; 
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2. electron-hole pairs with probability depending on the density of states at the 
Fermi level. 
The resulting effect is an asymmetric line shape [10-11]. It should be noted that due to 
the band gap, which prevents the creation of core-hole pairs at the Fermi level, this 
asymmetry is generally not present in an insulator or semiconductor. 
The separation between intrinsic and extrinsic losses is not so trivially identifiable in a 
photoemission spectrum because both contributions are present at similar energy and 
separation is based on the assumed possibility to treat the photoemission process as a 
sequence of single events [12]. 
Finally, as discussed at the beginning of this chapter, the scattering collisions 
experienced by the photoelectron produce a considerable number of low energy 
secondary electrons, Auger electrons and photons. The first are responsible for the 
characteristic background the shape of which changes as a function of the 
photoelectron kinetic energy. This makes it important to adequately choose the photon 
energy hv in such a way that the created electron will be characterized by a 
sufficiently high kinetic energy at which the secondary electron contribution is 
minimum or low enough to have a good signal-to-noise ratio. 
The most common parameterization for the core level line shape in photoemission 
spectra is due to Doniach and Sunjic and is expressed by [13]: 
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where Ekin is the kinetic energy of the electron, α is the asymmetric parameter, Γ is 
the intrinsic line width, E0  is the position of the maximum intensity I0 and ΓE is the 
mathematical function Γ as defined by: 
 
dtetx txE −
∞ −∫=Γ 0 1)( .    (2.2.7) 
 





Ef ,    (2.2.8) 
 
with the Lorentzian function reported in equation (2.2.2). 
The power law (2.2.8) describes the asymmetrical line shape caused by the creation of 
electron-hole pairs in metals with a core level characterized by an infinite life time 
and where α, the density of state at the Fermi level, is considered constant. The 
Lorentzian Γ, as shown above, describes the finite core hole life time. The (2.2.5) 
function is further convoluted with a Gaussian that takes into account all the 
symmetric broadening contributions described above (vibration, phonon, 
experimental resolution, etc). In the (a), (b), and (c) panel of Fig. 2.8, it is possible to 
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observe the line shape modification induced by the variation of Γ , α, and G 
respectively, by fixing two of these parameters. 
 
Figure 2.8: The effect of the variation of the FWHM of the Lorentzian Γ (a), the asymmetric 
parameter α (b), and the Gaussian broadening G (c) on the core line shape. 
 
 
2.3 The chemical shift 
 
This section focuses on core levels belonging to transition metal surface atoms and 
the importance of this type of investigation in the understanding of the electronic, 
chemical and structural properties of transition metals. 
For many years it was assumed that more localized atomic orbitals remain unchanged 
after inter-atomic interaction since they do not participate in bonding.  For this reason 
the scientific community previously dedicated more interest to the valence orbital 
when compared to the core states until 1960, when Siegbahn developed the ESCA 
(Electron Spectroscopy for Chemical Analysis) technique. In 1981 he was awarded 
the Nobel Prize for introducing this method. Siegbahn and his co-workers studied 
copper oxidation and found that the Cu 1s core level underwent a 4.4 eV shift toward 
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higher binding energy changing from metallic copper to copper oxide. For the first 
time, they demonstrate that high resolution core level spectroscopy is a powerful 
technique and of particular interest because of its sensitivity to chemical 
environments. A further example is illustrated in Fig. 2.9 where it is possible to note 
the shift of several eV of the 1s carbon core level as a function of the number of atoms 
and depending on the different atomic species to which it is bounded. In order to 
justify this behaviour, Siegbahn and his co-workers [14] predict that according to 
different electronegativities (H<O<F), the carbon valence charge would be transferred 
to the interacting species in different quantities.  
 
Figure 2.9: Photoemission spectrum of the ethyl trifluoroacetate (C4F3O2H5) molecule. The 
lower spectrum is recorded by means of X-ray monochromatization. The C1s binding energy 
undergoes a shift as a function of the number of atoms and the different atomic species to 
which is bounded [14]. 
 
 
The first uses of this technique were mostly for investigations of solid state physics 
and gas phase molecules. Only in the early 1970’s, after studies on electron mean free 
path in solids and development of UHV, the potential of XPS in the study of surface 
properties was recognized thereby introducing a new field of research of core level 
photoemission.  
One of the most important properties of the binding energy of an electronic state is its 
chemical specificity because each element has a unique set of core levels allowing the 
identification and monitoring of any contaminant on the surface. Moreover, different 
core level binding energy positions allow one to distinguish in-equivalent atoms of the 
same chemical species or to identify adsorption sites of atoms and molecules on the 
surface. 
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The core level peak intensity also gives quantitative information. Since that for a 
given element the photoelectron number is usually proportional to the number of 
ionized atoms and hence to its concentration, it is possible to obtain the amount of 
adsorbate on the surface by calculating the area within the peak and converting this 
quantity to Monolayer (ML) if the coverage of a reference structure is known. 
It is important to note that the outgoing photoelectron can undergo diffraction effects. 
This means that the core level intensity originating from atoms in different 
geometrical environment may not be comparable. A photoelectron with kinetic energy 
of around 100 eV exhibits a wavelength of 1 Å and is thus comparable with the 
characteristic lattice distances in solids. This causes interference effects between the 
directly emitted electron and that scattered from atoms nearby. In this way the peak 
intensity changes as a function of the detection angle (due to the different interference 
directions) as well as with the photon frequency v (since frequency implies a kinetic 
energy change and thus wave length variation). This effect is represented 
schematically in Fig. 2.10. A photon with energy hv excites a core electron belonging 
to an atom adsorbed on top on a crystal surface. The outgoing wave can either directly 
reach the detector (φ0) or be scattered by atoms around the emitter. This generates 
waves φ0, φk and φf,g that interfere with the primary wave and yield a characteristic 
diffraction pattern for each emitter. Therefore, in certain directions and with specific 
kinetic energies there is constructive interference, which enhances photoemission 
intensity. However, in other directions there is reduced intensity, resulting in intensity 
modulation as a function of detection angle and photon energy. This phenomenon is 
usually exploited in order to determine the geometry of the excited atom, i.e. bond 
lengths and bond angles: unlike the Low Energy Electron Diffraction (LEED) 
technique which requires a long range order, photoelectron diffraction is a local 
scattering phenomenon which depends only on the configuration of the atoms in the 
vicinity of the emitter. 
 
 
Figure 2.10: Schematic diagram of the photoelectron diffraction effect. The primary wave φ0 
is generated in the photoemission process relative an atom adsorbed on top on the crystal 
surface. The secondary wave φj, φk is created by atoms j and k of the first and second layers, 
respectively, while φf,g is originated by a double scattering effect. 
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2.3.1 Surface Core Level Shift for 4d and 5d transition metal atoms 
The binding energy difference between the same core level of a given atom present in 
two different chemical configurations is commonly called the Core Level Binding 
Energy Shift or Chemical Shift. In particular the Surface Core Level Shift (SCLS) is 
defined as: 
 
SCLS= EBs- EBb,     (2.3.1) 
 
where EBb/s is the core level binding energy belonging to the bulk/surface atom. In this 
case atoms of the same species are present but are inequivalent from the point of view 
of geometrical configuration. As a consequence of surface formation and bond 
breaking in one direction, the first layer atoms have a lower coordination with respect 
to those in the bulk, hence inducing a narrower valence band. In order to maintain a 
common Fermi level in the solid there is an electron displacement from the bulk 
(surface) to the surface (bulk) in the case of a band more (less) than half filled. This 
charge redistribution induces an electrostatic potential which is repulsive (attractive) 
at the surface for late (early) transition metals and is felt in the valence as well in the 
core region. Figure 2.11 displays this induced shift of the valence band and the core 
levels towards higher or lower binding energy according to the d-band filling. 
 
Figure 2.11: Surface Core Level Shift caused by d-band and an electrostatic shift for 
transition metals with less and more than half filling of the d shell [3]. 
 
 
In a first approximation, the SCLS depends on coordination and thus assumes 
different values according to the crystallographic plane. In the case of rhodium, for 
example, the bulk coordination is 12 while that relative to the (111), (100) and (110) 
surface plane is 9, 8 and 7, respectively: the more open surface (110) exhibits a shift 
equal to –675 meV [15], against only –459 meV for the (111) [16]. 
Figure 2.12 shows the calculated SCLS relative to the 1s states for the 4d metals [17]. 
Here the ab initio calculations were performed using the full-potential linear muffin-
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tin orbital (FP-LMTO) method and the SCLS were obtained from an initial-state 
description. It was possible to see that the SCLS increased with the roughness of the 
surface as well as across the series becoming zero when the d-band was half filled. 
Within the Tight Binding method a general expression can be derived for the SCLS 



















11 ,   (2.3.2) 
 
where Zsurface/bulk represents the surface/bulk coordination, while nd and Wd are the 
occupation number and d-band width, respectively [18]. The behaviour of the SCLS 
along the 4d transition metal series reported in Fig. 2.12 was qualitatively described 
by the precedent relation. 
 
Figure 2.12: Surface Core Level Shift relative to the 1s along the 4d transition metal series 
obtained by ab initio calculation [17]. 
 
 
2.4 Experimental apparatus 
 
2.4.1 Synchrotron radiation 
One of the most frequently used x-ray sources for photoemission spectroscopy is 
based on the creation of a hole in the core level of an atom in an anode by 
bombardment with high-energy electrons. This process creates holes that are filled up 
by electrons, thus inducing x-ray emission. In surface chemical analysis the anode of 
conventional x-ray sources is made up of Al or Mg and its most intense line called Kα 
which corresponds to a radiation energy of 1253.6 eV and 1486.6 eV respectively, is 
exploited. 
The total width for Al and Mg Kα emission is of the order of 1 eV because the Kα line 
consists more precisely of two unresolved emission lines as well as because of the 
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core-hole life time. In order to achieve a higher energy resolution it is possible to use 
a monochromator with the disadvantage of drastically reduced intensity. 
The high resolution required for this SCLS experiment makes inadequate the use of 
conventional sources and necessary the use of synchrotron radiation. For this reason 
most of the experiments reported in my PhD thesis were performed at Elettra, the 
synchrotron radiation facility located in Trieste, Italy [19]. 
Initially, synchrotron radiation production was considered a phenomenon of 
disturbance and thus an undesired mechanism of lost energy present in accelerator due 
to particle collision. These early accelerator were called of first generation. The search 
for how to eliminate this problem caused the idea of exploiting this light in studies of 
materials. This is how synchrotron radiation sources of second and third generation 
were born. Elettra is the first third generation synchrotron radiation facility in Europe, 
has been operative since 1993 and now has almost twentyfive beamlines. The light 
produced is in a broad continuous spectrum extending from less than an eV to tens of 
keV, from the infrared to the hard X-ray. This allows performing investigations in 
many scientific disciplines where material structure can be examined by means of its 
interaction with the electromagnetic radiation. 
The Elettra synchrotron radiation source is mainly composed of three sections: the 
linear accelerator (LINAC), the transfer line and the storage ring. The LINAC allows 
an electron to reach energy up to 1.2 GeV before being injected into the ring where 
radiofrequencies cavities allow energy enhancement up to 2.4 GeV, which is the 
regime nominal value. More precisely, the radiofrequency cavity, which also returns 
the lost (radiated) energy through its axial electric field to the electrons, forces 
electrons into axial bunches leading to a time structure in the emitted radiation. It is 
possible to fill the ring from one bunch to any combination, but the usual operation 
mode is multi-bunch so that roughly 95% of the ring circumference is filled with 
electron bunches. 
This ring is composed of 11 straight sections, a series of dipole bending magnets, 
which bend electron trajectory, quadrupoles which focus the electron beam, 
sextupoles which stabilize the particles characterized by energies different from the 
nominal ones, and finally steered magnets which adjust the electron trajectory when 
not perfectly circular. Nominal energy is the energy belonging to ideal particles, 
which move in a perfect circular trajectory that closes in on itself after each turn 
through the ring. 
It is well known that an accelerated charge produces electromagnetic radiation: when 
an electron travels through a bending magnet its velocity changes direction and causes 
light emission. This light is characterized by an intensity that drops to zero above the 
so-called critical energy, which depends on the kinetic energy of the electrons Ekin and 
the bending radius R in the ring, Ec ∝ E3kin/R. 
Figure 2.13 shows how radiation produced by a non-relativistic electron is distributed 
in a large solid angle, whereas a beam emitted from an electron with a velocity close 
to the speed of light, as that in the ring, is sharply peaked in the direction tangential to 
the trajectory. Thanks to the presence of the radiofrequency cavity the beam maintains 
its orbit within the ring because at each turn the electron receives energy equal to that 
lost. 
A third generation synchrotron radiation source differs from that of the previous 
generation because of the presence of undulators and wigglers which are devices 
formed by arrays of N magnets with alternate polarity periodically arranged. These 
produce a sinusoidal magnetic field, which causes the electron beam to oscillate and 
emit light impulses after each period. Firstly, it is possible to note that the reduced 
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local radius R of the trajectory enhances the critical energy thus making available 
higher photon energies.  
 
 
Figure 2.13: Radiation produced by a non-relativistic electron (a) and a relativistic electron 
(b) both in motion along a circular trajectory [20]. 
 
 
The number N of magnetic pole pieces in wigglers is not large enough to force 
electrons into a wide oscillation around the straight path. This permits light to be 
collected several times: the produced radiation distribution results in a shape similar 
to that of the bending magnetic radiation but increased by 2N in intensity. This is due 
to superimposition of the radiation emitted at each oscillation. Furthermore, the 
critical energy is also higher because of the higher strength of the characteristic 
magnetic field in comparison to the bending magnet. 
In the case of the undulator, the magnet number N is major and the electrons are 
forced to make much weaker oscillations. Consequently, during their motion the 
synchrotron light continues to illuminate the undulator and the interference between 
the contributions from all the period produces a light emission concentrated around 
few photon energies i.e. narrow spectral lines characterized by a line width 
proportional to 1/N and a spectral brightness increased by N2. The radiation emitted is 
subdivided into harmonics that permit it to cover an even wider spectral range by 
using the different harmonics but losing at the same time photon flux.  
In summary, undulator radiation is characterized by a higher brightness (proportional 
to N2) with respect to wiggler radiation (proportional to 2N); an the other hand, the 
latter has a higher photon flux and permits to reach higher photon energies (and a 
wider spectral range). 
In conclusion, synchrotron radiation has several advantages over conventional 
sources. Firstly, one of its most useful properties is not only the high photon flux but, 
moreover, the high brightness i.e. light is concentrated in a narrow beam and so it is 
possible to use monochromators in order to achieve high energy resolution, which is 
fundamental in SCLS measurements. Furthermore, its wide spectral range allows one 
to choose the most suitable photon energy according to experimental requirements 
permitting for example the enhancement of surface sensitivity. To the contrary, by 
using a Mg source characterized by a fixed emission line of around 1253 eV, the 
kinetic energy of the created photoelectron, as for example in the case of a rhodium 
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sample and the Rh3d core level, will be close to 950 eV, thus very far from the 
minimum of mean free path of the electron in matter. Moreover, tunability allows one 
to choose the photon wavelength in order to also maximize the photo-ionization 
probability which is a function of the photon energy. Table 2.1 shows the photo-
ionization cross section for most typically studied elements in surface science 
experiments and compares synchrotron radiation sources to conventional sources.  
 
 
Level σ (MB) at 1250 eV           σ (MB)    and     hv eV 
C 1s 0.025 0.6                    360  
N 1s 0.040 0.5                    470 
O 1s 0.065 0.3                    650 
Rh 3d5/2 0.32 4.2                    400 
Pt 4f7/2 0.38 5.7                    280 
 
Table 2.1: Comparison between the photo-ionization cross sections σ (MB) obtained by 
means of a conventional source characterized by hv=1253.6 eV and the synchrotron 
radiation taking advantage of its tunability. 
 
 
Figure 2.15 clearly illustrates the effect of photon energy hv on the Rh 3d5/2 core level 
photoemission spectrum relative to the (111) surface of rhodium. By changing photon 
energy it is possible to increase the intensity of the surface component located at 
lower binding energy with respect to the bulk peak, otherwise not distinguishable by 
use of the Mg source.  
 
Figure 2.15: Variation of the sensitivity to the surface Rh(111) as a function of the photon 
energy and the used source. The low energy photoemission component is originated by the 
surface. 
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The XPS experiments reported in this PhD thesis were carried out at the SuperESCA 
beamline. The undulator of this beamline is characterized by a 56 mm period and has 
a minimum gap of 19 mm. Furthermore it is divided into three section of 81 periods 
and covers a photon energy range of 85-1500 eV and 120-2100 eV when the ring is 
operated at 2 GeV or 2.4 GeV, respectively. 
The wavelength is tuneable by changing the magnetic field felt by the electron beam, 
i.e. by varying the distance between the top and the bottom magnet arrays. 
The beamline is equipped with a SX700 monochromator, which allows 
experimentation in the energy range of 85 eV to 1000 eV, with a flux ranging from 
109 to 1012 photons/s. The maximum resolving power (E/∆E) is of the order of 104 if 
the used radiation is up to 400 eV and the photon flux is of the order 1011 photons/s. 
 
 
2.4.2 The experimental chamber 
The experimental chamber of the SuperESCA beamline consists of two connected 
UHV-chambers, the preparation and main chamber. In the preparation chamber 
sputtering and cleaning is usually carried out, whereas in the main chamber, situated 
directly below and separated by a valve, the XPS or LEED measurements are 
performed. These have a typical based pressure in the low 10-10 mbar. The chamber is 
composed of stainless steel and µ-metal in order to screen off magnetic fields, which 
would deflect electron trajectory.  
The pumping system consists of two turbomolecular pumps, an ion pump, a liquid 
nitrogen trap and a getters pump. 
Two different manipulators are available: a five degrees of freedom manipulator, 
which is fully controlled by computer and permits to work in a temperature range of 
120 K-1500 K and a manual four degrees of freedom manipulator equipped with a 
He-refrigerator. 
It is possible to heat the sample with two tungsten filaments mounted behind the 
sample reaching up to 800 K with a maximum current of 5 A or by electron 
bombardment by keeping the sample at around 300 V in order to allow heating up to 
1500 K. Temperature can be measured via a thermocouple spot-welded on the back of 
the sample. 
The chamber is also equipped with a LEED apparatus, a sputter gun using noble gas 
ions for cleaning, a mass spectrometer and leak valves for gas dosing. 
  
 
2.4.3 The electron energy analyser 
The electron energy analyser allows for collection of the photoelectron energy 
spectrum emitted by the sample and is of great importance in photoemission 
experiments. The SuperESCA beamline is equipped with a double-pass hemispherical 
analyser with a multi-channel system for electron counting. 
A hemispherical analyser consists of two concentric hemispheres of radius R1 and R2 
to which different potentials V1 and V2 can be applied. The mean radius R0=(R1+R2)/2 
is 150 mm. A fundamental part of the spectrometer is the electrostatic lens-system 
placed in front of the hemispheres. The lenses are held at an appropriate potential 
firstly to focus the electrons in a small solid angle at the entrance slit and 
subsequently to retard the electrons up to the required kinetic energy E0 otherwise 
known as the Pass Energy. Electrons characterized by different energies follow 
different trajectories and are focused on the exit slit only if their energy is close to E0. 
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Electrons entering with the same kinetic energy but coming from different directions 
are focalized at a first order at the same point, i.e. they undergo a dispersion process 
only when characterized by different energy. 











wEE ,    (2.4.1) 
 
where 
1. R0 is the mean radius and ∆E is inversely proportional to this quantity; 
2. w is the mean entrance and exit slit width: resolution can be increased by 
reducing slit dimension but at the same time reducing the signal; 
3. α is the entrance angle of the photoelectron and gives a contribution at the 
second order. 
The analyser is equipped with a detector characterized by 96 discrete parallel anodes 
as shown in Fig. 2.16. In principle, it is possible to acquire a spectrum in one shot i.e. 
in the so-called snap shot mode because energy dispersion of electrons is almost linear 
with the position on the detector. In practice, the measurements were performed in 
scanning mode, i.e. by scanning the voltages of the lenses, which is slower but 
permits achievement of a higher energy resolution. 
The total resolution of the instrument is the convolution of the x-ray source width 
(monochromator or energy spread of the beam) and the analyser resolution. As 





Figure 2.16: (Left) Schematic representation of the double pass electron energy analyser 
composed by a lens system (1), two hemispheres (2) and (right) detection system 
characterized by 96 discrete parallel anodes (3). 
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In this chapter, a short overview of the theoretical tools I have used to calculate total 
energy is given. First principle calculations were performed based on the Density 
Functional Theory (DFT). This method has been developing over the last 50 years and 
has become one of the most powerful tools for theoretical prediction of electronic 
properties of condensed matter systems. Within the DFT framework the basic quantity 
is the electronic charge density. This is more advantageous than the many particle 
wave function, which depends on all coordinates of all particles (i.e. 4N variables if 
we account also the spin). The DFT is essentially based on the fact that the ground 
state properties of a system are a functional of electron density. 
An analytic solution of the Schrödinger equation is possible only for a small number 
of elementary systems and a numerically exact solution for some atoms and molecules 
[1]. In principle, in order to determine the ground state energy of a quantum 
mechanical system as that studied in the present thesis, it is necessary to solve the 
Schrödinger equation that describes the many-body interacting systems given by: 
 








































  (3.2) 
 
where Zν, Mν, Pν, and Rν are the atomic number, mass, momentum and position of the 
ν-th nucleus, respectively, N and n are the number of nuclei and electrons, ri and pi 
are the position and momentum of the i-th electron. 
By introducing the collective variable r, p, R and P which represent the coordinate 
ensembles {ri}, {pi}, {Rν} and {Pν}, respectively, we rewrite the equation 3.2 in a 
more compact way: 
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)(ˆ)(ˆ)(ˆ)(ˆ)(ˆˆ RrRPrp ,eNNNNeee VVKVKH ++++= ,   (3.3) 
 
where )(ˆ NeK is the electronic (nuclear) kinetic energy and eeVˆ , NNVˆ , and eNVˆ  are the 
electron-electron, nucleus-nucleus and electron-nucleus interaction potential. The first 
problem encountered by such an equation comes from the electron-nucleus coupling 
potential )(ˆ Rr,eNV . However, since nuclear mass is three orders of magnitude larger 
than electronic mass, and the period of the ion motion is longer than that of electrons, 
it is possible to assume that during an electronic transition the ion remains fixed at the 
same position. Here Rν becomes a constant of motion and the electronic state depends 
parametrically upon the eigenvalue R*. Neglecting nuclear kinetic energy, it is 



















H  (3.4) 
 
where the Rˆ  operator is replaced by the eigenvalue R*. For any instantaneous ion 
position ensemble {Rν}, it is possible to resolve this electronic problem (3.4) and 
obtain the adiabatic potential )( ∗Rlε , which becomes the effective potential and 
determines the ion dynamics as described by: 
 
              )()()()]()(ˆ[ RRRRp llll λλλ ϕϕε EKN =+ .   (3.5) 
 
The above-described equation, called the Born-Oppenheimer or Adiabatic 
approximation, allows nuclear degrees of freedom to be disentangled from electronic 
ones. But also the new equation 3.4 can not be solved easily due to the interaction 
term )(ˆ reeV . 
In order to describe the properties of a generic interacting system such as the 
electronic properties in an atom, molecule or solid, a more electron wave function is 
required Ψ=Ψ(r1,…, rn), where ri represents the spatial and spin coordinates relative 
to the i-th electron. In 1928, Hartree made one of the first attempts to approximate 
this electronic problem where the many-particle wave function is expressed as a 
product of single-particle spin orbital Ψ(ri): 
 
  Ψ(r1, …, rn)= Ψ(r1) ×…×Ψ(rn).    (3.6)   
 
Each Ψ(ri) satisfies the Schrödinger equation in the case of a single electron in the 
external potential generated by the nuclei v(r) and in the mean coulomb potential 
Φ
i













222 4 )(rπ .   (3.8) 
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Only two years later, spin orbital was replaced by a single Slater determinant in order 
to satisfy the Pauli principle, which requires an antisymmetric wave function with 
respect to an exchange of the coordinates of two electrons. This approximation, well 
known as Hartee-Fock, introduces a non-local exchange potential into the 
Schrödinger equation and is adequate for atoms with few electrons, but not for a 
system characterized by a large correlation contribution. Within this framework it is 
possible to include correlation effects by replacing the single determinant with a linear 
combination of determinants. This method, called Configure Interaction (CI), is not 
often used due to the considerable computational cost.  
During this same period Thomas (1927) and Fermi (1928) proposed a completely 
different approach based on electron density of the system n(r) instead of wave 
function. They described electron motion as not correlated and therefore their kinetic 
energy as proportional to that of free electron (n(r))5/3. Thomas and Fermi worked 
within two fundamental approximations: 
1. independent electrons, i.e. subjected only to the electrostatic potential: 
 
      ′
′′∫∫= r-rrr )()(][ rr nndd2enE
2
es ;   (3.9) 
 
2. an expression for the kinetic energy given by: 
 
)]([][ rr ntdnT ∫= ,    (3.10) 
 
where t[n(r))] is the kinetic energy density in a non-interacting system with 
density n, that is a reasonable approximation for systems characterized by 
slowly varying electron density. 
Although the Thomas and Fermi method was not able to describe the properties of a 
variety of complex systems (such as magnetic effect, bonds formations, etc…), they 
had great importance because for the first time they moved attention from the more 
particle wave function to electron density n(r). 
In 1964, Hohenberg and Kohn [2] demonstrated that an external potential v(r) is 
uniquely determined by (and uniquely yields) the ground-state density n(r) up to a 
constant. The density is defined as ∫ Ψ=ΨΨ= 2)...(...)(ˆ)( N2N2 , rrrrrrr ddnn , where 
Ψ is the ground state wave function and )(ˆ rn  is the density operator. Since the total 
number of electrons N and v(r) are completely determined by n(r), the hamiltonian 
and all the systems properties will also be completely determined. The total energy E 
and the internal energy F can therefore be expressed as functional of the ground state 
density: 
 
    ∫+= )()(][][ rrr vndnFnE     (3.11) 
 
    ][][][ nVTnnF ee Ψ+Ψ= .    (3.12) 
 
Hohenberg and Kohn also proved that E[n] satisfies a variational principle, i.e. the 
ground state density nGS minimizes E[n] and the minimum energy is the Ground State 
EGS. 
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In 1965, after demonstrating that it is possible to express ground state properties as a 
functional of ground state density, Hohenberg and Kohn [3] formalized a method to 
solve the problem and allow for practical application of the method. This energy 
functional is written as a sum of these contributions: 
 
       [ ] [ ]∫ Φ+++= )(21)()(][][ 0 rrrr vndnEnTnE XC ,  (3.13) 
 
where T0[n] is the kinetic energy in a non-interacting electron gas with density n, 
therefore exactly determinable, Φ(r) is the electrostatic Coulomb potential 
r-r)rrr ′′∫ ′=Φ ()( 2 nde  and EXC[n] is the exchange and correlation energy. By 

















nE XCv ,  (3.14) 
 
where µ is the Lagrange multipliers introduced in order to resolve the subsidiary 
condition of constant electron number N. 
By introducing the Kohn and Sham potential VKS(r) as 
 
      )(
][)()()( rrrr n
nEV XCKS δ
δ+Φ+= v    (3.15) 
 





nT .    (3.16) 
 
This is mathematically analogous to that of a non-interacting electron with kinetic 
energy T0 in an effective local potential VKS(r), whose solution is derivable from the 
single particle Schrödinger equation 
 
       )(=)()( rrr iiiKSV ΨΨ+∇− 
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)(rr ,   (3.18) 
 
where f is the Fermi-Dirac function. The system of equations 3.15, 3.17 and 3.18 are 
usually denoted as Kohn and Sham equations and can be solved self consistently since 
VKS(r) is a functional of the Ψi themselves and the Ψi are also determined by the Kohn 
and Sham potential. VKS(r) together with Ψi yields the ground state energy and 
density, and all the related quantities. This formalism is exact in principle, since the 
Kohn and Sham theorems prove the existence of the E[n] functional although they do 
not provide an explicit expression. Using this method, the N-body problem is 
simplified by DFT and becomes the evaluation of a three-dimensional function n(r). 
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By solving self consistently the Kohn and Sham equation, it is possible to obtain the 









εεε , (3.19) 
 
where Eion is the electrostatic repulsion ion-ion. This result would be mathematically 
exact if all terms are known, however this is not the case for the exchange and 
correlation contribution. Therefore the main problem becomes the search of the most 
favourable approach in the evaluation of that term, and one of the mostly used 
methods is the Local Density Approximation (LDA). For systems characterized by a 
slowly varying density, it is possible to approximate the energy as follows:  
 
[ ] ))(()( rrr nndnE xcLDAXC ε∫= .    (3.20) 
 
This approximation assumes that the exchange-correlation depends only on the local 
electron density at a given point r, and εxc(n(r)) is the exchange-correlation energy per 
particle of a homogeneous electron gas evaluated for the actual density n. 
The exact form of εxc(n(r)) is unknown, but it is possible to obtain numerical results 
with the quantum Monte-Carlo calculation, as reported by Ceperley and Alder [4] and 
parameterized by Perdew and Zunger [5]. 
Within the LDA computational scheme it is possible to obtain results that are 
considerably better than those estimable within the Thomas-Fermi method. In fact, the 
Kohn and Sham formalism determines exactly the kinetic and electrostatic energy 
which gives the largest energetic contribution, while the major approximations are 
transferred to the evaluation of the exchange and correlation potential that, on the 
other hand represent the minor contribution to the total energy. 
LDA is accurate with uniform systems, but also works surprisingly well for systems 
like atoms and solids even though they seem to be very different from homogeneous 
electron gases. LDA reproduces bond lengths and phonon frequencies within a few 
percent. In spite of this, LDA find some problems caused for instance by the self-
interaction term. This is a spurious interaction that cancels out by the exchange term 
within the HF method but not in the LDA approximation. Some other problems arise 
from the estimation of the band gaps in insulators and in the description of systems 
bound by van der Waals forces. In general LDA tends to overestimate systematically 
the cohesive energy of solids and underestimate the lattice constants, i.e. to over-bind 
a system. 
One method to give a better estimate of exchange-correlation energy is provided by 
the General Expansion Approximation (GEA). If we consider [ ]nE LDAXC  as the zero 
order term of a Taylor expansion in gradients of density, the GEA includes the next 
term of expansion and also takes into account non-local information about the charge 
density. A more important improvement can be found with the General Gradient 
Approximation (GGA). Within this method the exchange and correlation functional 
depend locally on the density and on the density gradient 
 
 [ ] ))(),(()( rrrr nnndnE xcGGAXC ∇= ∫ ε .   (3.21) 
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In comparison with LDA, GGA improves total energies, energy barriers and structural 
energy differences [6], i.e. in general the interatomic bond lengths are closer to the 
experimental values. 
In the past 20 years a large number of functionals have been proposed, but the most 
popular are those introduced by Perdew, Burke, and Ernzerhof (PBE)[6] and Perdew 
and Wang (PW91) [7]. However, in spite of this, the research for improved functional 
for the exchange-correlation contribution is still very active. 
The formalism described above is general and holds true for an atom, as well as for a 
molecular or solid system. In the case of condensed matter systems, it is possible to 
take advantage of the periodicity of a solid, the Kohn and Sham potential is a periodic 
function VKS(r+R)= VKS(r) where R is a vector of the Bravais reciprocal lattice. It is 
also possible to apply the Bloch theorem and rewrite the solution Ψi(r) of the Kohn 







⋅== ,    (3.22) 
 
where n is the band index, k belongs to the first Brillouin Zone (BZ) of the crystal and 
Unk(r) is a periodic function with the periodicity of the direct lattice, Unk(r+R) = 
Unk(r). From the 3.22 and 3.17 equations, we obtain: 
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 ,  (3.23) 
 
where we have introduced v(r,k)=e-ik⋅r v(r) eik⋅r. 
The practical implementation of the DFT theory in a periodic solid is attained by 
expanding the Kohn and Sham orbitals in a complete set of functions. 
In practice, it is now possible to implement the DFT theory in many different ways in 
order to describe the electronic structure and the total energy of the system. In this 
study, we chose to expand Unk(r) in plane waves (PW) 
 
    rGkk
⋅∑= inn e)(C)(U G Gr ,    (3.24) 
 
where G is a reciprocal lattice vector. The 3.23 equation becomes: 
 
)(C)(C),v()(V)(V XCH,
2 G kkkG GG GGkGkG-GG-GG  k nnn εδ =′∑ ′+++′+′++  ′ (3.25) 
 
where VH(G) Hartree potential is calculated from the Fourier transform of the valence 
charge density nv(G)= 1/Ω∫Ω dr nv(r)e-iG⋅r as VH(G) = 4πe2nv (G)/|G|2 where Ω is the 
volume of the unit cell. Vxc(G) is the Fourier transform of the exchange-correlation 
potential and for the external potential v we obtain a k dependence v(k+G,k+G′)= 
1/V∫V dr e-iG⋅r v(k,r) e-iG′⋅r, where V is the solid volume. 
The plane wave number that must be included in eq. 3.24 in order to obtain a 
satisfactory representation of the wave function and good accuracy depends on the 
shape of the atomic orbital itself. The major difficulty is found in the core state 
reproduction due to the high localization of these orbitals as well as in the description 
of the valence wave function in the neighbourhoods of the nuclei due to the rapid 
oscillations induced by the orthogonalization condition of the eigenfunctions to the 
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core ones. In this case the required number of plane waves may be considerable. 
Taking into account that chemical bonding and solid state properties are determined 
by valence electrons while core electrons could be considered frozen and inert near 
the nuclei, it is possible to neglect the core electrons and focus attention on the 
electrons actually involved in bonding. For this reason one of the most diffuse 
approaches consists of freezing the core electrons in the atomic configuration around 
the ions, considering only the valence electrons, and by replacing the nuclear potential 
–ze2/r with a pseudo potential (PP) that describes the interaction between the pseudo-
ions (ions+core electrons) and the valence. The resulting potential is softer and the 
valence wave functions are smoother in the core region. The PPs are constructed with 
this  requirements: 
1. the pseudo valence wave functions should be identical to the “true” All 
electron (AE) wave functions outside the core region defined by a cut-off 
radius rc; 
2. the pseudo eigenvalues have to coincide with All electron eigenvalues; 
3. the pseudo wave function can be made smoother inside the core region but 








AE )()( ∫∫ = ;   (3.26) 
 
this is known as norm-conservation, because it require that the true charge and 
the pseudo charge contained in the region r<rc have to be the same. 
In the subsequent years to the development of this kind of pseudo potential called 
Norm Conserving [8, 9], the progress in the study of pseudo potential  was aimed at 
improving the transferability of the PP, to reduce the number of plane waves needed 
for convergence and to decrease the computational cost. The norm conserving 
condition guarantees good transferability but could be limiting in the representation of 
valence wave functions in the core region for atoms like C, N, O and transition 
metals. In fact in these cases the high localization of the valence electronic orbital, 
forces the use of very large basis sets in order to reach an acceptable accuracy. In 
1990 Vanderbilt [10] proposed a new formalism in which the norm conserving 
condition has been relaxed, in order to obtain smoother pseudo potentials requiring 
lower energy cut-offs for the plane wave expansion and higher transferability. The 
cost for this is that: 
1. the charge density is no longer simply given by eq. 3.18, but contains an 
additional augmentation density of charge n~ , i.e. 
 
)(~)()(Ψ)( 2 rrr nEfn Fnnn +−∑= k kk ε ;  (3.27) 
 
2. a new non-local overlap operator Sˆ has to be introduced and the Kohn and 
Sham equation (3.17) becomes 
 
iiKS i Ψ
ˆΨH S= ε .   (3.28) 
 
For all the systems studied in my PhD thesis, I have used this kind of Ultrasoft (US) 
pseudo potential. In Figure 3.1 it can be observed how the substantial difference 
between the radial part of the pseudo and the All Electron wave function )(
42
rRr PS  and 




rRr AE , has no consequence on the pseudo density represented in Figure 3.2. In fact, 
the charge density is given not only by the square of the orbital 
2
42
2 )(rRr PS , but is 
renormalized with the addition of the augmentation charge. 
 
 
Figure 3.1: Upper panel: comparison between the radial part of the pseudo )(42 rrRPS and the 
All Electron wave function )(42 rrR AE . Bottom panel: comparison between the pseudo charge 
density and  the square of the orbital 
2
42




Figure 3.2: Comparison between the All Electron charge density and the pseudo density 
renormalized with the addition of the augmentation charge. 
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3.1 General description of the computational technique 
 
The main focus is normally concentrated on the calculation of quantities Q that 
involve integration over k vectors in the Brillouin zone: 
 




∫ −= BZ dEhεH kkk ))(()()( εδ .   (3.1.2) 
 
E(k) represents the energy band as a function of wave vector, while f(E(k)-EF) is the 
step function i.e. f(x)=1-θ(x)=1 for x≥0, otherwise 0. More precisely, f(E(k)-EF) would 
be the Fermi-Dirac function, but in lower temperature limits, it is indistinguishable 
from the step function. If H(ε) for example is the density of states g(ε), Q will be the 
total charge within the Fermi surface: 
 
εεερ ∫ −= ∞∞- )()( dgEf F .    (3.1.3) 
 
If H(ε)=ε g(ε), Q is the band energy E: 
 
εεεε∫ −= ∞∞- )()( dgEfE F .    (3.1.4) 
 
If we are interested in the charge density calculation, n(r) will be: 
 




2)(Ψ))(()( rr ε .   (3.1.5) 
 
The presence of energy bands that cross the Fermi energy make the integrand a 
discontinuous function that requires a considerable number of k points and 
consequently also a computational cost in order to achieve sufficient accuracy. For 
this reason the step function is replaced by a smoother function ))((
~
σ
ε Fn Ef −k , whose 
derivate gives an approximation, δ~ , of the δ Dirac-function and differs from zero in a 
range with σ width. δ~ is called the smearing function. 
As reported in [11] and in Fig. 3.3, the use of a smearing function like that of Fermi-
Dirac yields a certain error in the integration of the density of state g(ε), except in the 
case where g(ε) is a constant density near the Fermi level due to compensation reason. 
In order to find a convenient representation of the δ, Methfessel and Paxton proposed 
successive approximants to the step function SN(x) and to the δ-function DN as shown 
in Fig. 3.4, where N indicates the order of the approximant. The lower order is a 
Gaussian distribution, while the successive orders are a Gaussian combined with 
polynomials. Based on precedent studies on the σ dependence of the total energy ETOT 
reported in [12], for all the systems studied in this thesis we have used a Methfessel 
and Paxton smearing function of order 1. 
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Figure 3.3: Error introduced in the integration of the density of state g(ε) by using of a 
smearing function like that of Fermi-Dirac [11]. 
 
 
Figure 3.4: Approximant DN(x) and SN(x) of the δ-Dirac and the step function. N indicates the 
order of the approximant; the lower order is a Gaussian distribution, while the successive 
orders are a Gaussian combined with polynomials [11]. 
 
 
In order to give an idea of the method used to find a suitable smearing width σ, I 
report in the following the results for one of the systems investigated in my thesis. 
Figure 3.5 shows the rhodium crystal total energy ETOT as a function of σ, obtained 
with different k-point meshes. A σ value is chosen in the energy range with constant 
total energy where ETOT appears to be independent from the σ choice: with a 
compromise between physics of the problem (that would require a small σ) and 
simplification of the integration (that is possible to achieve with a big σ), we take 
σ=0.03 Ry.  
Problems that can result from the calculation of electronic properties of the system, 
such as those arising from the band total energy, 
 













εε  (3.1.6) 
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are not resolved when choosing a suitable smearing function. In order to compute the 
(3.1.6) integration we ideally need to know εn(k) for any k point in the Brillouin zone: 
the results will be more accurate if a large number of k points in the calculation are 
included. By studying the total energy ETOT dependence of σ for different k-points 
grids, as displayed in Fig. 3.5, we chose a 12×12×12 mesh for the bulk properties 
calculations. In fact, this grid is sufficiently dense in order to represent the variations 








As reported above, the crystal wave function is written as plane wave expansion as 
follows: 
 
                         rkGkk
⋅+∑= )(e)(C)(Ψ inn G Gr .    (3.1.7) 
 
The plane wave basis set is usually truncated by choosing a kinetic energy cut-off in 
order to accurately describe the wave function. The number of G vectors that must be 
included in the sum is determined by the condition: 
 
cut
2 E≤+G  k .     (3.1.8) 
 











Ω is the Brillouin zone volume. 
The charge density is given by: 
 











n,n GGr  (3.1.10) 
 
and the plane waves that have to be included are determined by 
 
cut
2 4)()( E≤′++ G  k-G  k .    (3.1.11) 
 
Since in this thesis we use a Vanderbilt pseudo potential, the charge density is 
determined not only from the wave function, but also from a more localized 
contribution n~ , and for the reproduction of which a cut off energy E′cut higher than 
4Ecut is needed. 
In order to find a good estimation for Ecut and E′cut, we study the bulk crystal total 
energy as a function of Ecut by taking E′cut fixed to different values starting from the 
default value of 4Ecut. Usually it is possible to observe that the total energy stabilizes 
to a constant value for Ecut higher than a critical value E*, which is even lower if the 
charge density threshold is fixed to a value higher than 4Ecut. For example the best 
values in the case of Rh crystal are: Ecut=30 Ry and E′cut= 240 Ry. 
After choosing the best condition for the bulk simulation, which are σ=0.03 Ry, 
12×12×12 k-space grid, Ecut= 30 Ry and E′cut= 240 Ry, in the case of rhodium crystal 
within the LDA, we study the total energy as a function of the lattice constant. In this 
way we find a lattice parameter of 3.78 Å in good agreement with the literature 
[13,14] and confirming the appropriate choice for the parameter and pseudo potential.  
With the creation of the surface the periodicity along the z-axis is lost, an important 
requirement for all the formalism described above. In order to restore the three 
dimensional periodicity, the surface is modelled using a slab approach with a certain 
number of atomic layers, so that the central layer resembled the bulk properties. In 
order to prevent interactions between neighbouring slabs, we adopt a vacuum region 
which for Rh(100) is 10Å, corresponding to five interlayer spacings [15]. 
For the systems investigated in this PhD thesis (Rh, Pt and Ni3Al surfaces) we have 
performed preliminary studies similar to that illustrated above in the rhodium case, in 
order to evaluate the most suitable smearing functions, k-point mesh, cut-off energies, 
in-plane supercell, slab etc... The obtained values, together with the used exchange 
and correlation functional, are specified in each case. 
All the total energy calculations in this thesis, are performed by using the Quantum-
ESPRESSO open source distribution [16]. 
 
 
3.2 SCLS calculation: initial and final state 
 
The SCLS is defined, including final state effect, as the difference between the 
binding energy (BE) of a core level electron in a bulk atom, BEbulk and the one in a 
surface atom BEsurf: 
 
surfbulk BEBESCLS −= ,    (3.2.1) 
 
where BE is the all-electron total energy EAE difference between final state (i.e. the 
system with (N-1) atoms in the ground state denoted with M and one excited atom 
M∗) and the initial state (i.e. the system with N atoms in the ground state): 
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( )( ) ( )∗∗ −−= 0M M, NE1M M,1NEBE AEAE .   (3.2.2) 
 
On the contrary in XPS experiments the SCLS is calculated as BEsurf-BEbulk because 
the binding energy is considered as a positive quantity. The final state core level BE 
can be computed accurately also in the pseudo potential formalism adopted here by 
describing the excited atom by a pseudo potential generated in the core-excited 
configuration. In this formulation the core-level BE is given by the pseudo potential 
total energy EPS difference supplemented by the additive constant within the squared 
brackets that can be determined for the isolated atom 
 






  (3.2.3) 
 
where EatAE(PS) (M*) and EatAE(PS) (M) are the total all-electron (pseudo) energy of the 
atoms in the ionized and ground state configuration, respectively. This atomic 
constant cancels out when comparing the different geometries in the SCLS calculation 
 
( )( ) ( )∗∗ −−= surfPSsurfbulkPSbulk 1M 1)M,-(NBE1M M,1NBESCLS ,  (3.2.4) 
 
where M*bulk(surf) indicates that the ionized atom is located in the bulk (surface). 
The latter is the quantity to be compared with the experimental shifts. Isolated M∗ 
excited atoms are simulated by supercells so as to minimize the interaction of the 
excited atom with its periodic replicas. 
Therefore, the SCLS is given by total-energy differences of crystals containing a core 
hole at different positions [17]. We generate norm-conserving pseudo potentials for 
Rh and Pt atoms with a screened 3d and 4f core hole, respectively, i.e. the occupation 
of the core hole is decreased by one, and an additional electron is added to the valence 
charge. In each case two total energy self-consistent calculations are performed, one 
for the system in its ground state configuration and a second for the same system with 
one core electron removed. 
The theoretical calculations allow decomposition of the full CLS in the initial and 
final state contributions thus providing information otherwise inaccessible with only 
the experimental approach. The initial state shift is defined as the energy difference 
between the core eigenvalues εc of bulk and surface atoms ∆cinit = εcbulk(nc)-εcsurf(nc), 
where nc denotes the core state occupation number. Although in a pseudo potential 
approach we do not have the core level one electron eigenvalue, this quantity can be 
estimated from the linear variation of the total energy when transforming a M atom 
into a M* one.  The final state (or screening) contribution originates from the different 
response of the bulk and surface valence electrons to the creation of the core hole and 
has been calculated as the difference between the calculated initial and full CLS.  
As introduced in the first chapter, during the last decade the relevance of the d-band 
centre (Bd) in the characterization of transition metal surface chemical properties has 
been demonstrated. For this reason our attention was turned to the evaluation of the d-
band position. The density of state (DOS) and its projection (PDOS) onto the atomic 
wave function atiφ , more precisely onto the atomic wave function orthonormalized 
was calculated. This quantity can be written as: 
 










2)()(~12 Ψ−Ω= ∑ ∫ 


 φσδσ    (3.2.5) 
 
where Ψn(k) is the crystal wave function and δ~ is the smearing function introduced in 
section 3.1. In this way it is possible to calculate the density of states relative to the 
bulk atoms and all the inequivalent first and second layer atoms and the position of 
the d-band centre with respect to the Fermi energy. 
The p-th moment of the density of states ni(E) is defined as 
 
µo = ∫εpni(ε) dε,    (3.2.6) 
 
where µo and µ1/µo give the total number of states in the band and the centre of 
gravity position Bd, respectively. In order to relate the d-band shift with the 
correspondingly shift in the core level region, the bulk d-band centre position is taken 
as reference, and the d-band displacement is defined as 
 
∆Bd=Bdbulk- Bdsurf.    (3.2.7) 
 
As we will see, an important part of my PhD thesis is focused on the investigation of 
the relationship between the theoretical calculated d-band shift ∆Bd and the 
measurable SCLS, in order to test the reliability of the latter as surface reactivity 
indicator. 
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Highly under-coordinated atoms 
at Rh surfaces: interplay of strain 
and coordination effects on the 




Atomic-level understanding of the physical properties of Transition Metal (TM) 
clusters and nanostructured surfaces outermost atomic layers, is a very important issue 
in condensed matter science. Both the reduced number of nearest neighbours and the 
interatomic distance modifications (with respect to bulk or flat-surface geometries) 
strongly affect magnetic [1] and chemical properties [2], in a way that may meet 
emerging needs in technological fields, such as magnetic data storage and 
heterogeneous catalysis. 
When TM atoms undergo reduced coordination and/or bond compressive or tensile 
strain, the overlap of d states at neighbouring sites changes, leading in turn, to 
changes in d to sp promotion or hybridization. While changing coordination numbers 
and lattice constants in a theoretical calculation is relatively simple, measuring 
electronic structure-related properties of under-coordinated monometallic structures, 
and making correlations with their atomic-level geometrical properties, is a much 
more demanding task, as experimental results are in general averaged over a large 
number of different local configurations [3-5].  
The problem of understanding local properties becomes especially important in 
systems with a large number of highly under-coordinated atoms like small atomic 
aggregates or nano-structured surfaces.  
The fundamental role of defect sites in determining the surface chemical reactivity [6-
17] is a well-established experimental and theoretical result of surface science with 
great relevance for the design of new catalysts. In the case of N2 dissociation on 
Ru(0001) it has been shown that the activation energy barrier is 1.5 eV higher on the 
flat surface than that at steps, yielding at 500 K an adsorption rate that is at least 9 
orders of magnitude lower on the terraces with respect to that at steps. For this reason 
the N2 dissociation on Ru(0001) is substantially influenced by the presence of steps 
[6]. Similar results have been found for NO decomposition on Ru(0001) [7,8] and  for 
H2 dissociation on Si(001)[18]. 
Chapter 4 - Highly under-coordinated atoms at Rh surfaces: interplay of strain and coordination effects on the core level shift 
 
 52
Industrial heterogeneous catalysts, which usually consist of highly dispersed transition 
metal nanoparticles exposing different facets and a large number of low coordinated 
atoms, may undergo, at the typical working temperatures, morphological changes that 
increase the number of surface defects. It has been found that for many surfaces in the 
400-1000 K temperature range the density of low coordinated atoms, like adatoms, is 
in the percent range and strongly depends on temperature. Indeed, on a surface in 
thermodynamic equilibrium the thermal adatoms ensemble can be considered as a 
two-dimensional lattice gas in equilibrium with the step edge [19]. The population of 
thermal adatoms on Si(001) has been estimated to be 0.01 and 0.03 ML at 920 K and 
1170 K, respectively, with an adatom formation energy of 0.35 eV [20]. In the case of  
Ag(110), steps are found to be an efficient adatom reservoir at room temperature and 
in ultra-high-vacuum conditions, with a single site detachment rate along the step of 3 
atoms/s [21]. It is important to notice that an adatom concentration of a few percent is 
sufficient to dominate the overall reaction rate in a catalytic process: the low adatom 
concentration can indeed be compensated by the higher reaction rate due to lower 
activation barriers. For instance, the first methane dehydrogenation process is highly 
favourable at the Rh-adatom site on Rh(111) with respect to step or terrace sites 
[22,23] and that single TM adatoms deposited on oxides can activate the C-H bond 
scission [24], the acetylene ciclomerization [25] and the CO oxidation [26]. 
Another relevant contribution determining the chemical reactivity is the surface strain, 
as nicely demonstrated by experiments and theory. Gsell et al. [27,28] found 
preferential oxygen and carbon monoxide adsorption on the stretched regions 
obtained through subsurface argon implantation on Ru(0001), while the strong 
correlation between calculated chemisorption/dissociation energies and surface strain 
firstly reported by Mavrikakis et al. [29] has been confirmed in more recent 
investigations [30-32]. The first microscopic evidence of the strain effect on the 
reaction kinetics has been reported by Wintterlin et al. [33] who measured an 
enhanced NO dissociation probability at the local expanded areas of the Ru(0001) 
dislocations.  In the case of a supported nanoparticle catalyst it has been observed that 
adsorption on small size clusters can induce a considerable stress in the surface region 
[5]. In any case, the existence of strain, originated by surface defects or by the 
interaction with the support, seems to be a general feature of surface catalysts.  
The possibility of obtaining direct experimental information about the local electronic 
structure of surface atomic configurations with low coordination numbers therefore 
would be crucial for improving our understanding of their physical properties at the 
atomic level. 
In this chapter I present high-energy resolution core level photoelectron spectroscopy 
results on Rh3d5/2 Core Level Shifts, induced by Rh adatoms and addimers, adsorbed 
on the (100) and (111) Rh surfaces. The spectral components originating from atoms 
with many different coordination numbers have been detected by measuring for the 
first time the electronic structure of highly under-coordinated atoms, i.e. atoms with 
nearest neighbour number n equal to 3, 4 and 5. CLSs Density Functional Theory 
calculations for atoms in different geometrical configurations have been carried out 
(tracking, in each case, both initial and final state contributions to the shifts). The 
agreement between calculations and experimental data supports the identification of 
different spectral components. Furthermore calculations indicate that for Rh final state 
effects give a minor contribution to CLSs. We find a linear relationship between 
CLSs, and the energy shifts of the atom projected d-band centre. The latter, in turn, 
are strongly correlated with atomic coordination numbers, and with interatomic 
distance changes (ensuing from structure relaxations). 
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4.1 Experimental methods and results 
 
The experiments were carried out at the SuperESCA beamline of ELETTRA. Clean 
Rh(100) and Rh(111) samples were prepared following well established procedures 
[34], consisting in repeated Ar+ sputtering cycles at room temperature, annealing to 
1300 K, oxygen treatments and a final hydrogen reduction. Rh atoms were deposited 
from the vapour phase via sublimation of a 99.95% purity Rh wire, which was 
cleaned in ultra-high-vacuum by oxygen and hydrogen treatments at 10-7 mbar, 
followed by annealing at about 1500 K. Surface cleanliness was checked before and 
after Rh deposition by measuring C1s, O1s, S2p and Si2p XPS signals. The presence 
of residual hydrogen, which is known to induce new core level components [35,36], 
was excluded on the basis of temperature programmed desorption experiments. On 
the basis of Rh adatom diffusion coefficients data [37] the sample temperature during 
deposition was maintained at 20 K, in order to exclude adatom surface diffusion and 
annihilation, by coalescence with steps and/or recombination. In order to minimize 
the phonon broadening the Rh3d5/2 photoemission measurements were also carried out 
at the same temperature. The overall experimental energy resolution was 60 meV. The 
spectra were fitted by using a sum of Doniach-Sunjic (DS) functions, as described in 
section 2.2. 
High-energy resolution Rh3d5/2 core-level spectra of the Rh(100) surface with 
different coverages of deposited Rh atoms are shown in Fig. 4.1. In the clean surface 
spectrum (a), the lower binding energy (BE) component Rhs originates from first-
layer surface atoms, while the higher BE peak is due to the superposition of bulk (at 
307.15 eV) and second-layer atoms' contributions (at +100 meV with respect to the 
bulk peak), as previously demonstrated [35]. Upon Rh deposition (b), the 3d5/2 
lineshape clearly changes, as shown by the difference spectrum d1 in Fig. 4.1. The 
growth of new core-level components, both at lower and higher BEs with respect to 
the Rhs peak, is compensated by a decrease of the surface component and a drop of 
the spectral weight at the second-layer peak position, as expected. Longer Rh 
deposition times (c and d) induce further lineshape modifications, with an enhanced 
shoulder at low BE and an increased spectral weight in between the bulk and surface 
peaks. 
Spectral multi-peak fitting is a delicate process, which requires extreme care for 
extracting accurate and meaningful quantitative information. For this reason we use a 
multi-dimensional least-square analysis of our data. This analysis is needed because 
of the number of independent components, each defined by different parameters, 
associated with a specific local atomic configuration. Since the peaks are close to each 
other, the lineshape parameters of these components can be correlated when 
performing the fit. 
In order to rationalize the data analysis procedure, we map the evolution of the chi-
square χ2 as a function of each of the parameters, following the procedure proposed in 
Ref. [38]. The only constraint is to force the lineshape parameters of the adatom- and 
addimers-induced core level shifts (α, Γ and the Gaussian width) to be equal to those 
of the surface component, while the energy position of each peak is allowed to vary, 
in order to obtain an estimate of the accuracy of the determined BE (±30 meV). For 
example, as shown in Fig. 4.2(a) for the Rh(100) spectrum corresponding to a Rh 
coverage of 0.095 ML, the two-dimensional χ2/χ2min contour plot (adatom-induced 
core level shift (CLS) vs addimer-induced CLS) shows a pronounced and localized 
minimum, contrary to what observed in the plot (Fig. 4.2(b)) relative to the correlation 
between Gaussian width of the surface peaks vs adatom-induced CLS. 




Figure 4.1: Rh3d5/2 core level spectra corresponding to clean (a) and different Rh covered 
Rh(100) surface (b-d). Dashed lines indicate bulk and second layer components, while 
coloured curves originate from Rh atoms in different local coordination. The spectra were 
acquired at 380 eV photon energy. Polar emission angles was 55° with respect to the normal. 
The curve d1, obtained as the difference between spectrum b and a, is also reported. 
 
 
This procedure is based on the analysis of a large set of spectra measured at different 
photon energies (325÷385 eV) and polar emission angles (20°÷55° out-of-normal). 
Different experimental conditions induce an intensity modulation of the different core 
level peaks, which facilitates the process of disentangling the different spectral 
components. The procedure allows to determine the number of core level components 
necessary to fit each spectrum, to extract reliable values of the different CLS 
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components, and to highlight existing correlations between different fitting 
parameters. It is important to note that, in general, the intensities of the different 
spectral components cannot be linked in a straightforward way to the number of 
emitting atoms, as photoelectron diffraction effects are known to play an important 
role [39]. This is particularly relevant at low photoelectron kinetic energies [40-42], 
e.g. the ones we use in the present study to achieve high-energy resolution and surface 
sensitivity. 
The low adatom coverage spectrum (Fig. 4.1, curve b) can be fitted only by using two 
extra components at -1030 meV and at -400 meV, with respect to the bulk peak. In the 
approximation that all the atoms are isolated, we assign these two components to 
adatoms (yellow atoms with coordination number n=4) and to surface atoms just 
below the adatoms (light-blue atoms with n=9). Accordingly, we label these spectral 
components Rh4 and Rh9 respectively; Rhn will be used in the following to indicate 




Figure 4.2: Two-dimensional χ2/χ2min contour plots referred to the fit of the Rh(100) 
spectrum corresponding to an Rh coverage of 0.095 ML. (a) Adatom-induced CLS vs 
addimer-induced CLS shows a pronounced and localized minimum. (b) On the contrary to the 
plot in (a) the Gaussian width of the surface peaks parameter does not depend strongly on the 
adatom-induced CLS. 





Figure 4.3: Clean surface atoms (grey), adatoms (yellow) and addimers (orange) coverage as 
a function of the total Rh adspecies coverage on Rh(100) surface. The data were computed  
assuming a random distribution model. 
 
 
The local configuration of atoms that gives rise to the Rh8 (=Rhs) component is the 
same as for the clean surface atoms; in this case we can therefore use the related 
intensities as a measure of the atomic densities, as previously successfully done [43]. 
The 13.8% decrease of the intensity of the Rh8 component with respect to the clean 
surface corresponds, in a random distribution model [44], to an overall Rh coverage of 
0.035 ML. We have run a simulation of the deposition process, which shows that, 
under these conditions, 90% of the deposited adatoms are indeed isolated as shown in 
Fig. 4.3. Using this method, we can evaluate the Rh coverage for longer deposition 
times. At 0.095 ML (Fig. 4.1, curve c), two additional peaks, Rh5 at -810 meV and 
Rh10 at -145 meV, are needed to obtain a fitting residual with negligible modulation. 
We interpret these additional components as due to the formation of addimers (orange 
atoms, n=5, and blue atoms, n=10). At this coverage, the Rh4 and Rh9 components are 
still present, albeit the Rh9 component is slightly shifted to lower binding energy. At 
0.25 ML (Fig. 4.1 curve d), the Rh3d5/2 spectrum can be satisfactorily fitted with the 
same components used for 0.095 ML, by allowing the intensities to vary. The analysis 
shows that the ratio of addimers (Rh5) to adatoms (Rh4) populations increases, as 
expected for higher Rh coverage. 
In order to extend our study to the case of very low atomic coordination, we also 
investigate the Rh(111) surface (Fig. 4.4). As previously determined [38] the clean 
surface (curve a) can be fitted with three components: a lower BE component Rhs, 
originating from first-layer surface atoms, and two higher BE components, 
corresponding to bulk and second-layer atoms' (+88 meV) contributions, similar to the 
(100) surface. 
At an adatom coverage of 0.040 ML (Fig. 4.4, curve b), we find two new core level 
shifted components: Rh3 at -1080 meV and Rh10 at -380 meV. Rh3 is assigned to 
single adatoms (red atoms) with coordination equal to 3, while Rh10 is tentatively 
interpreted as due to surface atoms (green atoms) nearest neighbours of the adatoms. 
The ratio between the Rh3 and Rh10 intensities does not seem to support this 
interpretation, as it is apparently smaller than the expected value of 1/3 (there are 3 
“green” atoms for each “red” atom). 





Figure 4.4: Rh3d5/2 core level spectra corresponding to clean (a) and Rh covered Rh(111) 
surface (b-c). Dashed lines indicate bulk and second layer components, while coloured curves 
originate from Rh atoms in different local coordination. The spectra were acquired at 380 eV 
photon energy. Polar emission angles were 35° (spectra a and b) and 20° (spectrum c), with 
respect to the surface normal. 
 
 
However, as stated above, it should be remembered that peak intensities in 
photoemission spectra are always affected by photoelectron diffraction effects. 
Therefore it is not possible to draw straightforward conclusions on simple coverage 
arguments for atoms in inequivalent structural configurations [39-42]. An example of 
this is shown in Fig. 4.4, spectrum c, which is measured from the same layer and at 
the same photon energy of spectrum b, simply changing the polar emission angle 
(Θ=20° instead of 35°). 
A further complication affecting the Rh10 peak is its precise BE position. Indeed, this 
peak is expected to originate from two different kind of “green” atoms that most 
likely exist on the surface at 20 K, when both fcc and hcp sites can be occupied, 
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giving rise to different core level shifted components. In order to exclude possible 
artefacts, we therefore excluded the Rh10 component from our further consideration 
and from the comparison with theoretical calculations. 
 
 
4.2 Theoretical results and discussion 
 
In order to obtain a more quantitative understanding of the CLSs stemming from the 
different atomic configurations, we have also performed in-depth DFT calculations. 
Surface atomic structures, electron densities of states and core-electron eigenvalues 
are obtained using ultrasoft pseudo potential calculations based on the local density 
approximation of the exchange and correlation functionals of Perdew et al.. The (100) 
and (111) Rh surfaces are represented by 7-layer repeated slabs with (4 × 4) in-plane 
periodicity, one adatom (or addimer) per unit cell (adsorbed on one side of the slab), 
and a vacuum region equal to 5 atomic layers. Full details of the method used for 
calculation of final and initial state core level binding Energy (BE) and partial density 
of states (PDOS) can be found in section 3.2 . 
In Fig. 4.5(a) we plot the experimentally determined CLSs (empty orange circles) 
together with the calculated ones (filled black circles), which include both initial and 
final state effects. Differences are always within error bars (which we estimate to be 
±30 meV for both experimental and calculated CLS values). For all the structures, 
core hole screening contributions are of the order of 60 meV (with a scatter of ±30 
meV), as listed in Table 4.1. Therefore, as previously reported for flat surfaces 
[45,46], we find that Rh CLSs are dominated by initial state effects. The behaviour of 
CLSs versus the atomic coordination number shown in Fig. 4.5(a) is intriguing. It is 
approximately linear, as previously observed by Gustafson et al. [47] for Rh atoms at 
stepped surface and for coordination n≥7. However, our low coordination data points 
(n≤5) are clearly positioned on a different line with respect to the higher coordination 
results (n≥8) and therefore the overall deviations are well outside the error bars. 
Besides, the different data corresponding to atoms at full (n=12) nominal coordination 
(bulk and second layer atoms of the (111) and (100) surfaces) differ by ∼200 meV. A 
simple electronic structure tight binding model (neglecting final state effects) would 
predict a linear dependence of CLSs from atomic coordination number.  
We conclude that other effects must be contributing to the overall CLSs. A strong 
interplay between coordination number and local bond strain can be anticipated. 
Atoms at low coordination sites are subject to large relaxations owing to the more 
open local structure and reduced symmetry. Indeed, our DFT calculations show that 
Rh atoms, at low coordination, undergo compressive deformation, relative to the ideal 
geometry, resulting in an interatomic distance decrease of -6 and -7% for adatoms and 
addimers, respectively. A similar decrease it has been found by Richter et al. for Rh 
clusters deposited on oxide substrates [5]. 
To take into account relaxation effects on the interatomic bond lengths, we introduce 
an effective coordination of the i site, borrowing ideas from the Embedded-Atom 
Method (EAM) approach [48-50] that successfully models the cohesive energy of 
metals by considering each atom as embedded in a host whose effect on it is 
determined by the charge density at the atomic site generated by the host atoms alone. 
In the practical implementation of EAM this charge density is then approximated by 
the superposition of atomic charge densities of the host atoms. This definition 
naturally assigns larger contributions to closer atoms and smoothly phases out farther 
ones. 





Figure 4.5: (a) Experimental and calculated CLSs versus nominal atomic coordination 
number. (b) Calculated CLSs versus effective coordination. 
 
 
We therefore define our effective coordination relative to the atom i ne(i) and to a bulk 



















,    (4.2.1) 
 
where the sum is calculated over all the nearest-neighbours j of atom i, ( )RatRhρ  is the 
computed spherical charge density distribution of an isolated Rh atom as function of 
the distance R from the nucleus, Rbulk is the bulk interatomic distance and Rij is the 
distance of the j nearest-neighbour from the i atom. At the relevant interatomic 
distance the isolated-atom charge density distribution can be described very well by a 
simple exponential of decaying constant b, 
 
( ) ( )∑ −= j ije RbAin exp .    (4.2.2) 
 
In this way it is possible to rewrite the (4.2.1) equation as: 
 






























If we consider the effective coordination of a bulk atom ne(bulk)  equal to the nominal 
coordination 12, the expression for the effective coordination further simplifies as 
 
( ) ( )[ ]ijbulkje RRbin −= ∑ exp .   (4.2.4) 
 
With this definition the effective coordination is normalized in such a way to agree 
with the nominal one for atoms in the bulk. 
In Fig. 4.5(b) we plot the calculated CLSs as a function of ne. The linear behaviour 
obtained in this way shows that CLSs strongly depend on both coordination and local 
interatomic distances, in a combined way which highlights the common origin of the 
two effects, from the changes in the interatomic matrix elements describing bonds 
between an atom and its nearest-neighbours. We note that, when plotted against 
effective coordination, also CLSs originating from bulk and second layer atoms of 
both (111) and (100) surfaces (all with nominal coordination n=12) fall on the same 
straight line. 
As introduced in the first chapter, recently it has been demonstrated that a number of 
basic local electronic structure indicators, such as the d-band centre and d-band width, 
depend on local coordination and strain [29].  In order to evaluate the relationship 
between CLSs and these relevant chemical and physical quantities, we have 
calculated the projected density of states (per Rh atom), onto the 4d orbital, for all the 
different atomic configurations considered in our study. As shown in Fig. 4.6(a), on 
increasing the coordination number, the projected density of states width increases 
considerably, while its centre of mass (tick marks) shifts to higher binding energy. 
In Fig. 4.6(b) we plot the shift of the projected d band centre versus the effective 
coordination number of Rh atoms in the different atomic configurations. The 
relationship is clearly linear. This implies that the effective coordination number ne 
should be considered as an indicator of local electronic structure properties and local 
chemical reactivity. Therefore our results show that a careful analysis of CLSs 
provides, for systems where final state effect contributions can be neglected, a 
spectroscopic measure of chemical reactivity changes, at the atomic level. 
 
Configuration nc Final state Initial state screening 
AD/Rh(111) 3 -1150 -1200 +50 
AD/Rh(100) 4 -950 -1040 +90 
DIM/Rh(100) 5 -780 -850 +70 
Rh(100) 8 -590 -650 +60 
AD/Rh(100) 9 -365 -390 +25 
DIM/Rh(100) 9 -355 -370 +15 
Rh(111) 9 -425 -390 -35 
DIM/Rh(111) 10 -180 -200 +20 
Rh(100) II-lay 12 +140 +80 +60 
Rh(111) II-lay 12 +80 +120 -40 
 
Table 4.1: Calculated full, initial and screening contributions to the Rh3d5/2 Core Level Shifts 
(meV) for the Rh atomic configurations listed in the first column and corresponding to 
different coordination numbers nc. 





Figure 4.6: (a) Projected density of states per Rh atom onto the 4d orbital for atoms in all the 
considered geometrical configurations. The index n indicates, in each case, the number of 
nearest neighbours and the tick lines indicate the d-band centre position Bd.(b) Calculated 
shift ∆Bd of the d-band centre versus the effective atomic coordination number ne. 
 
 
In summary, we have shown that High-Resolution Core Level Spectroscopy can be 
successfully used for investigating local chemical and physical properties of 
undercoordinated surface atoms.  In particular we have detected, for the first time, the 
spectral contribution of atoms at the lowest coordination numbers (n=3, 4 and 5) that 
we found to exhibit a CLS of -1080±30 meV, -1030±30 meV and -810±30 meV, 
respectively. We have also carried out in-depth DFT calculations, which fully confirm 
our interpretation of the experimental data: the corresponding induced CLS are -
1150±30 meV, -950±30 meV and -780±30 meV, respectively. Besides, the 
calculations have allowed us to introduce the effective coordination number ne, which 
has been shown to be a reliable descriptor of local electronic structure at the atomic 
level.
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Core level shifts of  
under-coordinated Pt atoms on 




As introduced in the first chapter, Pt is one of the main ingredients of several 
commercial catalysts, as in the case of the car catalyst, where it is employed its 
efficiency in the acceleration of the oxidation process of CO and hydrocarbons. 
In a recent work, Tian et al. [1] develop an efficient method to synthesize Pt 
nanoparticles of unusual tetrahexahedral (THH) shape. This crystal exhibits 24 high-
index facets such as {730}, {210} and /or {520} planes, which are characterized by a 
high density of atomic step edges (see Fig. 5.1). For example in a Pt(730) termination 
43% of the total number of atoms on the surface are located along steps, a remarkable 
percentage if we compare to 6%, 13% and 35% for 5-nm-diameter Pt cubes, spheres 






Figure 5.1: Platinum nanoparticles (left) investigated in [1], characterized by a high density 
of low-coordinated and thus high-reactivity atomic sites. The tetrahexahedral crystal exhibits 
(730) faces (right) which are made of (210) and (310) subfacets [2]. 
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This maximization of under-coordinated sites induces an increase in the reactivity 
capabilities of THH-Pt compared with spherical nanoparticles. 
The authors find an enhancement in the ability to oxidize small organic molecules, 
such as formic acid and ethanol. Defining the enhancement factor F as the ratio of fuel 
oxidation rates by Pt THH versus spheres, they report an F value of 400% in the case 
of formate and 200% for ethanol.  
The THH Pt crystals are chemically and thermally stable, i.e. preserve their shape 
during the reaction and do not undergo morphological changes even at temperatures 
of 800ºC. How it is possible to synthesize a particle with this unusual shape? It is well 
known that high-index facets are characterized by high surface energy, thus 
nanoparticles are preferentially bounded by more stable faces. In order to manipulate 
size and shape of nanoparticles it is possible to use molecules or polymers to mediate 
particle growth. Tian et al. produce these THH crystals with an electrochemical 
method. They electrodeposit Pt spheres onto a graphite electrode using a constant 
potential which yields Pt nanospheres. The addition of a square-wave potential 
generate particles with the desired THH shape (see Fig.5.2). This recent and 
successful work gives evidence of the importance to achieve a fundamental 




Figure 5.2: Schematic illustration of electrochemical preparation of tetrahexahedra Pt 
nanocrystals from nanospheres. Starting with Pt nanospheres which are agglomeration of Pt 
nanoparticles of irregular shapes, the square-wave potential induces the transformation into 
THH shapes [1]. 
 
 
In the previous chapter we have introduced a new surface structure parameter, the 
effective coordination that takes into account the effects on SCLS and the local 
electronic structure of both coordination and bond lengths. With the same aim and the 
same experimental (HRCLS) and theoretical (DFT) approach, we have extended our 
investigations to the properties of highly under-coordinated Pt atoms, such as adatoms 
and addimers, deposited on Pt(111). 
 
 
5.1 Experimental methods and results 
 
The photoemission experiments were performed at the SuperESCA beam line. The 
Pt(111) single crystal was cleaned by a sequence of Ar+ sputtering at 300 K, annealing 
to 1270 K, oxygen treatments in the range 470-970 K at pO2 =1×10-8 mbar in order to 
remove carbon and hydrogen reduction to remove residual oxygen traces ( pH2 =5×10-8 
mbar T=300-620 K). Pt4f7/2 core level spectra were acquired at three different photon 
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energies (125, 135 and 155 eV) and a sample temperature of 20 K, with a total energy 
resolution better than 60 meV. Core level spectra binding energies have been 
calibrated with respect to the Fermi energy. Pt was deposited on the clean surface 
using a 99.95% purity Pt filament source, previously cleaned with oxygen and 
hydrogen cycles. 
The photoemission spectra were fitted using a Doniach-Sunjic (DS) function, 
although it is known that, as for Pd [3], the DS lineshape does not describe the Pt4f7/2 
profile accurately, due to the rapid change of the density of states around the Fermi 
level [4]. The substantially good fit and the independence of the interesting quantities 
(intensity and binding energy) from the used line shape parameters, gives confidence 
that the DS function is a good choice. 





Figure 5.1: Pt4f7/2 core level spectra measured on the clean and differently Pt covered 
Pt(111) surface. The black dashed line and the grey line indicate the bulk and the clean 
surface components, respectively, while the blue, green and red curves correspond to 
adatoms or ad-dimer Pt3-4, larger cluster PtN and substrate atoms Pt10, respectively. The 
shown spectra were collected at 125 eV photon energy and at T=20 K. The spectra were 
measured at normal emission. 
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The high binding energy (BE) component at 70.92 eV, indicated with the dashed 
black line is originated from the bulk atoms, while the surface component (grey line) 
is shifted by 420 meV towards lower BE. The best set of lineshape parameters 
corresponding to bulk (B) and surface (S) components, ΓB(S)=0.42 (0.38) eV, 
αB(S)=0.215 (0.14), GB(S)=0.09 (0.075) eV, are kept fixed for all the series of spectra. 
In Fig. 5.1 I plot also the Pt4f7/2 core level spectra measured after Pt deposition 
exposures ranging from 20 to 60 s. The unambiguous clean surface component 
intensity drop and the corresponding intensity increase in the bulk BE region indicate 
that something is changing on the surface. At first sight new features at low BE are 
not evident, but an analysis with only two components clearly reveals a low BE 
shoulder which grows with the deposition time indicating the presence of a new peak 
at about 70 eV. After a careful analysis, four distinct components at -120, -420, -590 
and -970 meV from the bulk peak can be resolved at low Pt coverage, while at higher 
Pt coverage there is an up-shift of the lowest BE component with a resulting core 
level shift (CLS) of -895 meV. For high Pt coverage also the bulk peak shifts by about 
30 meV towards higher BE. During the fitting procedure only the intensity and BE 
position are allowed to vary. 
In order to estimate the Pt adspecies coverage, we have run a simulation of the 
deposition process assuming a random distribution model of the Pt atoms adsorbed on 
the surface, and a negligible diffusion process since the experiment was performed at 
20 K: a 20% drop in the Pt clean surface component intensity corresponds to an 
adspecies coverage of 0.07 ML. 
 
 
5.2 Theoretical results and discussion 
 
Theoretical calculations are performed within the DFT framework using the PBE 
generalized gradient approximation. The electron wave functions are expanded in a 
plane wave basis set up to a kinetic cut-off energy of 32 Ry. The (111) surface is 
simulated by repeating a slab of seven atomic layers and a vacuum region of 10 Å 
with the adatom or the addimer adsorbed on one side of the slab; in the lateral 
directions we take a (3 × 3) in-plane periodicity. 
Integration of the first Brillouin Zone is done over a 9 × 9 × 1 Monkhorst-Pack grid 
resulting in 12 special k-points in the irreducible wedge for the (1 × 1) surface unit 
cell and we use equivalent k point samplings when dealing with larger supercells; in 
order to deal with the metallic character of the system and to improve the convergence 
with respect to the number of k points of the BZ integration, the contribution from 
each k point is broadened by using a Methfessel and Paxton smearing function with a 
width σ=0.012 Ry. 
From bulk calculations we obtain an equilibrium lattice constant of 3.99 Å in very 
good agreement with previous first-principle GGA calculations [5-7] and consistent 
with the well known GGA bond length overestimation with respect to the 
experimental value 3.92 Å [8]. By relaxing the Pt(111) clean surface structure we find 
a first to second interlayer expansion of 0.9%, comparable with previous predictions 
[9]. 
Firstly, we have investigated the more favourable adsorption site for the adatom and 
addimer because of the two possible stacking in the [111] plane for a face centred 
cubic (FCC) crystal. 
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For the adatom adsorption the FCC site is 180 meV lower in energy than the HCP 
site, in very good agreement with the previously calculated values of 170 meV [9] and 
210 meV [10]. Also in the case of the addimer, the FCC configuration is more stable 
with an energy difference of 240 meV with respect to the HCP configuration (cfr. 300 
meV in Ref. 12). The Pt self-diffusion has been widely investigated in the last decade 
due to the interest in the Pt growth processes; the reported diffusion barrier for the 
adatom is in the range of 260-330 meV [9,10,12,13] while for the addimer is 370 meV 
[12,14]. Following the arguments reported in Ref. 15, it is possible to estimate the 
activation temperature T of the diffusion process as T= (Ei/kB)/ln(v/Γ), where Ei is the 
diffusion energy barrier, v is the attempt to diffuse frequency ~1012-1013 s-1 [13,14], 
kB is the Bolzmann’s constant and Γ≈ 1s-1 [15]: in this way it is possible to find that 
for adatoms and addimers on Pt(111), diffusion processes start to become relevant at 
temperatures above ~100 and ~150 K, respectively. For this reason the XPS 
experiments were performed at 20 K. 
For an unambiguous assignment of the experimental CLS components and for a deep 
understanding of the electronic properties of the investigated system, theoretical 
calculations can be of great relevance. The good agreement between the experimental 
(-420 meV) and theoretical (-410 meV) clean surface CLS values suggests that the 
unsatisfactory DS line shape description doesn’t compromise the accurate 
determination of CLS, in agreement with other high-energy resolution experiments on 
Pt [16]. The second layer contribution, that is found in the calculations at +80 meV 
with respect to the bulk component, seems not to affect in determinant way the SCLS 




Structure Pt atom Full 
calc. 
Experiment ∆Bd 
Pt9 -410 -420 -550 Clean 
II-layer -80  -30 
Pt3 -985 -970÷-895 -975 
Pt9 -400 -395 -515 
Adatom on (3x3) 
Pt10 0  -205 
Pt4 -870 -970÷-895 -800 
Pt9 -395 -395 -490 
Pt10 -170 -120 -295 
Pt10 +25  -155 
Addimer on (3x3) 
Pt11 +190  +75 
 
Table 5.1: Calculated and experimental Core Level Shifts (meV) relative to the Pt4f7/2 bulk 
core level energy position for the different Pt on Pt(111) atomic configurations. The 
inequivalent Pt atoms are illustrated in Fig. 5.2. The calculated d-band centre shifts ∆Bd are 
also reported in the last column. For the Pt9 configuration only the average CLS value among 
the inequivalent species are listed. 
 
 
In Tab. 5.1 I list the calculated Pt adspecies induced CLS together with the 
experimental CLS for all the Pti (i=3,4,9,10,11) configurations depicted in Fig. 5.2. 
From the calculated adatom and addimer CLS (-985 and -870 meV, respectively) we 
deduce that the experimentally determined shift of the lowest BE component of 
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around +70 meV from low to high Pt coverage originates from the superposition of 
the two low under-coordinated photoemission contributions; we suppose that, 
although the enhancement of the addimer population for longer deposition time 
produces the observed shift, the two peaks are too close in energy and with too low 
intensity to allow us a proper deconvolution in the data analysis. The experimentally 
resolved component between the surface and the bulk peak can be assigned to one of 
the two geometrically inequivalent Pt10 substrate atoms (see Fig. 5.2) bonded to the 
addimer: indeed, the theoretical calculation shows that these two atoms produce a 
shift of +25 meV and -170 meV respectively, the latter one being closer to the -120 
meV component found in the experiments. Although the addimer peak cannot be 
resolved, the presence of addimers on the surface already from the lowest Pt coverage 





Figure 5.2: Top view of the structural models for the Pt/Pt(111) surface for the adatom (a) 
and the addimer (b) configurations. All the inequivalent Pti atoms are denoted with different 
colours. The corresponding calculated CLS are reported on the right. Note that atoms in 
different local geometrical configuration can have same atomic coordination. 
 
 
The reasons for the experimentally unresolved Pt11 photoemission contribution, that 
the theory predicts at +190 meV, can be found in (i) difficulty to resolve components 
in the higher BE region due to the before mentioned not accurately line shape 
description of the DS fitting function, (ii) line shape and/or background modifications 
induced by the very close spin orbit splitted component Pt4f5/2 with a BE of 74.29 eV 
or (iii) in its very low intensity contribution: as reported in Fig. 5.2, the addition of an 
addimer yields four Pt10–type atoms but only to a single Pt11–type substrate atom. In 
any case we believe that the experimental +30 meV shift of the bulk component 
mentioned in previous section is just due to the increased Pt11 population. 
Finally, in the experimental spectra we resolve a further component in the BE range 
between the Pt9 and the Pt3,4 with an estimated shift of -590 meV, very different with 
respect to any of the calculated Pti shifts originated by single adatoms or addimers. 
From the plot of theoretical Pt-induced CLS versus coordination number, reported in 
Fig. 5.3(a), we tentatively assign this contribution to atoms with five or six nearest 
neighbours that could be obtained from Pt adatom attached to a step edge or from 
trimers, i.e. cluster of three atoms. Since our sample contains less than 1% of steps, 
we believe that the major part of that contribution arises from trimers. 
We observe that the linear behaviour of Fig. 5.3(a), predicted from fundamental 
arguments within the tight binding framework, holds only partially: more precisely, 
the data points relative to low and high coordination number do not follow a linear 
behaviour. For this reason, in analogy with the Rh case presented in the previous 
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chapter, we calculated the effective coordination of the i site. In Fig. 5.3 (b) the 
theoretical calculated CLS are plotted against the effective coordination ne, showing 




Figure 5.3: Calculated CLSs for the homometallic adsorption of Pt on Pt(111) plotted versus 
the atomic coordination number (a) and versus the effective coordination ne (b). 
 
 
We calculated also the d-band centre shift corresponding to each individual atomic 
configuration in order to evaluate its relation with the measured CLS. 
Figure 5.4(a) shows the local electronic density of states LDOS projected onto the Pt 
5d orbital of the Pti atoms. As expected, the d-band centre (thick marks) shifts towards 
the Fermi level when decreasing the coordination number from 12 (bulk) to 3 
(adatom): this is even more evident in Fig. 5.4(b) where we plot the d-band centre 
displacement ∆Bd as a function of the effective coordination ne. The overall linear 
behaviour suggests that, as for the Rh case [17], the effective coordination number can 
be considered a good indicator of the local chemical properties of Pt atoms, 
represented by the d-band shift ∆Bd. Indeed Fig. 5.5 illustrates the linear relationship 
between the CLS and ∆Bd. This result confirms that, for the systems where the core-
hole screening contributions are not important, the CLSs are good spectroscopic 
fingerprints of the local chemical reactivity changes [18,19]. 
In summary, in the previous chapter we have shown the correlation between the CLS 
and both the effective coordination ne and the d-band centre displacement in the case 
of Rh adsorption on Rh(100) and Rh(111). Here we adopted the same approach 
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extending our investigation to Pt(111). We found that the linear relationship between 
CLS and ne holds also for this system, preluding possible applications of these 
methods to the study of nanostructured surfaces as in the case of oxide-supported 
metal nanoclusters.  
The DFT-calculated adatom and addimer induced CLS are -985±30 meV and -870±30 
meV, respectively while with experimental approach we were able to determine a 
unique photoemission contribution located at -970±30 meV at low adspecies coverage 
and at -895±30 meV at longer deposition time. We concluded that the two under-
coordinated photoemission contributions are too close in energy and with too low 




Figure 5.4: (a) Projected density of states per Pt atom onto the 5d orbital for some of the 
inequivalent configurations displayed in Fig. 5.2. In each case the number of nearest 
neighbours and the d-band centre position Bd (tick marks) are specified. (b) Calculated shift 
of the d-band centre ∆Bd defined as Bdbulk-Bdsurf, versus the effective atomic coordination 
number ne. 





Figure 5.5: Calculated CLSs versus the calculated shift ∆Bd for the different Pt on Pt(111) 
atomic configurations. 
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Enhanced chemical reactivity of 
RhPt bimetallic systems probed by 





There have been extensive experimental and theoretical investigations of Pt-Rh 
systems due to their technical applications that take advantage of their catalytic 
properties, resistance to corrosion and thermal stability. In particular, Pt, Rh together 
with Pd are used “as three-way catalysts” in the removal of toxic gases (NOx, CO and 
hydrocarbons) from engine exhausts. Although improvements have been made in 
catalyst technology over the last decade, these precious metals remain the essential 
component of the catalyst, thus making an atomic level understanding of how such 
catalysts work highly desirable.  
Firstly, a brief review is given of the substantial research conducted over the last two 
decades [1-37] on the RhPt system as bulk alloy, surface alloy and bimetallic systems. 
Also put forward, are some questions which have remained unanswered.  
For a long time, the RhPt bulk system has been considered a random alloy at any 
concentration due to the experimental lack of any observed ordered bulk structure. 
Moreover, the phase diagram proposed by Raub [1] predicts a demixing behaviour at 
temperatures below 1030 K. At the moment, however, the existence of a miscibility 
gap is still a subject of debate [2-5]. The theoretically predicted ground state is an 
ordered system with a different structure depending on the composition (for example 
the “phase 40” for Pt50Rh50 and “phase D022” for Pt25Rh75) [6]. The corresponding 
order-disorder phase transition temperatures are approximately 120 K and 80 K [7], 
respectively, indicating that long-range order is difficult to reveal experimentally 
since the typical atomic diffusion process in this temperature range makes the 
reordering mechanism very slow. A recent diffuse x-ray and small angle neutron 
scattering study on a Pt-47 at. % Rh sample gives an experimental evidence of the 
“phase 40” with a transition temperature of 185 K.  
When a PtRh bulk alloy is cut along a well defined crystallographic direction forming 
a surface, the outermost layer atoms rearrange themselves in order to minimize the 
surface energy by changing surface composition and structure. The calculated [8] Pt 
surface segregation energy, defined as the energy cost of transferring one impurity 
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atom from the bulk of a host crystal to its surface, was estimated to be around –0.27 
eV/atom for the three low index surface planes [8]. It was found that for all the 
compositions and surface plane orientations, Pt strongly segregates in the top layer up 
to 80-85 at. % with a segregation profile for deeper layers that oscillates until return to 
the nominal composition in the bulk [9-11]. Low-Energy Ion Scattering (LEIS) 
experiments on Pt25Rh75 stepped surfaces reveal that less coordinated sites are richer 
in Pt [12]. The lower surface free energy of platinum compared to rhodium explains 
the first layer Pt enrichment, but is not enough to predict the large extend of 
segregation observed. Moreover, it is still unclear why the surface segregation energy 
mentioned above was independent from the surface orientation while it is expected a 
correlation with the number of breaking bonds like in the case of RhPd [13]. Since the 
catalyst is usually exposed to a gaseous environment, it is important to note that the 
presence of impurities like carbon, sulphur, phosphorous or oxygen tends to induce 
instead the segregation of Rh [14-18]. 
In the case of deposition of one metal on another, the entropy gain (roughly ∆S=k ln 
(NB/Ns)), is a driving force for dissolution into the substrate. In fact, many more 
configurations are available in the bulk than on the surface. Additionally, a positive 
segregation energy, as in the case of Rh, would suggest again that the adsorbed Rh 
would dissolve into the bulk. However, atomic diffusion into the bulk is very slow, 
therefore at the tipical working temperatures it is possible to assume that the surface 
region is in ‘quasi equilibrium’ due to this kinetic limit [19]. In this metastable 
condition, the formation of a surface alloy or alloys in the subsurface layers is 
possible, even if the two metals do not form usually bulk alloy.  
Otherwise, for coverage beyond a monolayer, three different types of growth 
mechanisms are possible [20]: the Frank van der Merwe (FM) mode where growth 
takes place layer by layer, the Volemer-Weber (VW) mode, which consists of a three 
dimensional island growth, and finally, the Stranski-Krastanov (SK) where, after 
formation of a first complete adlayer, the epitaxial growth proceeds by clustering. 
Rh grows pseudomorphically on a Pt substrate, and although their lattice parameters 
differ by 3%, the first Rh overlayer adsorbs with the same lattice constant as the Pt 
underlying substrate [21-22]. The adlayer experiences strain because it is forced to 
match the substrate and this tensile strain can perturb its electronic properties in a 
determinant way. Moreover, early theoretical calculations predicting VW epitaxial 
growth with a three-dimensional island [19,22] has also been confirmed recently with 
STM experiments by Gomez et al. [21]. 
In general, the catalytic properties of mixed metal systems can be superior when 
compared to those consisting of the individual components and these properties are 
strongly influenced by the systems exact structure and composition. Active PtRh 
metal particles are usually dispersed on oxide supports like ceria or alumina, 
involving a large amount of defects and exposing a lower coordination than that of a 
flat sample. Therefore, characterization of the electronic structure of PtRh mixed 
systems especially in under-coordinated atomic configuration is a fundamental step 
towards the understanding of a real catalyst and for the control and manipulation of its 
properties. Motivated by this growing interest in RhPt systems, in this chapter I 
present the results of Rh-induced Rh3d5/2 and Pt4f7/2 CLS for under-coordinated Rh 
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6.1 Experimental methods and results 
 
A clean and reproducible Pt(111) surface was obtained by following the procedures 
reported in chapter 5.1. Rh was evaporated from a Rh 99.95% purity wire resistively 
heated and previously cleaned as done in the case of Rh substrate described in chapter 
4. During Rh deposition, the Pt sample was kept at 20 K in order to avoid adatom 
diffusion on the surface. After each HRCLS measurement, the presence of surface 
contaminants was usually checked by photoemission and adsorbed rhodium atoms 
were removed by sputtering using the cleaning procedure described above. 
High-resolution Pt4f7/2 and Rh3d5/2 core level spectra were acquired with photon 
energy of 125 eV and 415 eV with a resulting total instrumental resolution better than 
60 meV and 80 meV, respectively. 
The investigated structural models are illustrated in Fig. 6.1. Rhn and Ptn denote the 
atomic configuration with n nearest neighbours. In the figure different shades of the 
same colour distinguish atoms with the same coordination number n but inequivalent 





Figure 6.1: Top view of the structural models for the Rh/Pt(111) surface for the adatom (a), 




The Pt4f7/2 spectrum of the clean Pt(111) is shown in the bottom panel of Fig. 6.2: the 
resolved component at 70.92 eV is associated with bulk atoms whereas the peak 
shifted –420 meV towards lower binding energy originated from the surface atoms, in 
good agreement with values reported in the literature [38]. The bulk (surface) line 
shape parameters were fixed to the best values of ΓB(S)=0.42 (0.38), αB(S)=0.215 
(0.14), GB(S)=0.09 (0.075) in the analysis. The upper part of the same figure shows 
Pt4f7/2 spectra following different Rh evaporation times from 20 to 60 seconds with a 
corresponding coverage from 0.02 ML to 0.12 ML. The most evident features are the 
intensity enhancement in the bulk BE region and the simultaneous surface intensity 
drop. Detailed analysis reveals that a new photoemission contribution grows up as a 
function of the Rh-coverage at –120 meV from the bulk peak. During the fitting 
procedure only the binding energies and peak intensities were considered as free 
parameters. The bulk BE changes to a larger amount (30 meV towards higher binding 
energy) at longer deposition time, while the other BE remained substantially constant. 
This bulk-shift together with the shoulder in the high BE range seems to be a 
consequence of the addimer population enhancement and also of the substrate atoms 
bonded to 11 nearest neighbours, as I will discuss in section 6.2. 





Figure 6.2: Pt4f7/2 core level spectra corresponding to clean and different Rh covered Pt(111) 
surface recorded for a photon energy of 125 eV, at T=20 K. The black dashed line, the grey 
line and the blue coloured curves indicate the bulk, the clean surface and the Pt10 
components, respectively. The assignment of the blue component is done on the basis of the 
DFT calculations. The Rh-coverages are also listed in the figure. 
 
 
The corresponding Rh3d5/2 spectra are reported in Fig. 6.3. All the sequence of spectra 
can be fitted with three components located at 305.82±0.06 eV, 306.16±0.06 eV and 
306.61±0.06 eV and with Γ=0.32 eV, α=0.23 and G=0.35 eV, whose intensity change 
with increasing the Rh deposition. It is important to note that the resulting Gaussian 
parameter is somewhat large when compared to the typical width of the Rh spectra 
from a single crystal. This fact can be indicative of inhomogeneities on the surface of 
sample and slightly inequivalent local configurations, as will be discussed in the next 
section. 
Rh coverage is estimated from a simulation of the deposition process assuming a 
random distribution model. In this way it is possible to deduce, using the same 
method adopted in chapter 4, the total adspecies coverage from the Pt surface 
intensity drop; as shown in Fig 6.4, a surface intensity decrease of 20% corresponds to 
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a total Rh coverage of about 0.07 ML. By calculating the area within the total fit of 
the Rh3d5/2, as well as within each resolved component, it is possible to extract an 
approximate evaluation of the partial adspecie coverage (adatoms, addimers, clusters), 




Figure 6.3: Rh3d5/2 core level spectra corresponding to different Rh coverage from 0.02 ML 
to 0.12 ML on Pt(111) surface recorded using photon energy of 415 eV. On the basis of DFT 
calculations, the yellow, red and orange coloured curves will be assigned to adatom Rh3, 
addimer Rh4, and cluster Rhn configurations, respectively. The corresponding Rh-coverage 
are also listed in the figure. 
  
 
Considering that the binding energy of a core electron in the bulk Rh crystal is at 
307.15±0.02 eV, it is possible to refer all the obtained Rh binding energies to this 
value, since all acquired spectra are calibrated with respect to the Fermi level. The 
resulting CLS are –1325 meV, -990 meV and –540 meV with an associated 
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uncertainty not less than 80 meV. This large error bar is most of all determined by the 
difficulties in the determination of the Fermi level. 
The assignment of the resolved photoemission intensity peaks will be discussed in 
section 6.2 on the basis of the DFT results. I can only anticipate that the highly shifted 
component located at -1325 meV from the bulk BE can be reasonably expected to 




Figure 6.4: Clean surface atoms (grey), adatoms (yellow) and addimers (red) coverage as a 
function of the total Rh adspecies coverage on Pt(111). The data are computed assuming a 





Figure 6.5: Partial single adspecie coverage versus total rhodium coverage, obtained 
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6.2 Theoretical results and comparison with experimental 
findings 
 
DFT total energy calculations are carried out within the generalized gradient 
approximation GGA of Perdew et al.. The pseudo wavefunctions are expanded in a 
plane wave basis set with a cut-off energy of 38 Ry. The Brillouin Zone is sampled at 
12 × 12 × 12 Monkhorst-Pack k-point grids for bulk calculations and a Methfessel and 
Paxton smearing function of order 1 with a width σ=0.015 Ry is used. 
In order to model the (111) surface, a slab of seven atomic layers, which have 10 Å of 
vacuum thickness is used. Rhodium adatom or addimer are adsorbed on one side of 
the slab, with nine atoms in each layer, corresponding to a (3 × 3) in-plane periodicity 
in the xy plane, and a coverage of around 0.11 ML and 0.22 ML, respectively. Initial 
and final state contributions, partial density of states (PDOS) and d–band shifts are 
calculated as described in chapter 3.2. 
In the case of Rh-induced Rh3d CLS for Rh-Pt mixed layers there is a further 
difficulty, because the bulk of the slab consists of the pure Pt component. Two total 
energy self-consistent calculations are performed for each Rh adsorption 
configuration: one for the system in its groud state configuration and a second for the 
same system with one removed core electron. Bulk-Rh ionization energy is adopted as 
the reference energy: this is calculated by simulating a slab with only Rh atoms with 
the same formalism and the same conditions concerning the cut-off energy, k-point 
sampling, smearing function described above. 
From pure Pt and Rh bulk calculations we estimate an equilibrium lattice parameter of 
3.99 Å and 3.87 Å respectively, according to several GGA results [39-41]. The clear 
overestimation compared to the experimental values of 3.92 Å [42,43] and 3.80 Å 
[44] is a well-known GGA feature. 
As reported in [45] and discussed in chapter 5, the activation temperatures at which 
the adatom and addimer diffusion process on the Pt(111) is not negligible are above 
100 K and 150 K, on the basis of the calculated energy barrier of 260 meV and 370 
meV, respectively. In the case of Rh on Pt(100) a diffusion energy barrier of 0.57 eV 
greater than the 0.47 eV obtained for the Pt on the same surface is found. To our 
knowledge, an estimation of the diffusion energy barrier for Rh on Pt(111) is still 
missing, but since the Rh-Pt interaction is found to be comparable or slightly more 
attractive than the Pt-Pt interaction, a slower diffusion and thus a higher activation 
temperature can be reasonably hypothesized. For this reason, the Rh evaporations and 
XPS measurements were performed with helium cooling equipment that maintain the 
sample at a temperature below the 50 K. 
Calculated and experimental resolved Rh-induced Pt4f7/2 and Rh3d5/2 core level shifts 
for all investigated Rh/Pt(111) configurations are listed in Table 6.1. Results for the 
single and double supported layer of Rh on Pt(111) and the case of an Rh impurity in 
the bulk or in the surface of the pure Pt crystal [46] are also included. In fact, these 
provide useful and complementary information for an overall interpretation of the 
photoemission results. 
The Rh3 and Rh4 calculated CLSs of –1370 meV and –1010 meV, differing by 360 
meV, suggest that the resolved photoemission components at –1325 meV and –990 
meV, which differ for a similar amount (-335 meV), can be assigned to those atoms 
coordinated with three and four atoms, respectively. The large associated Gaussian 
width in the photoemission spectra can be due to the existence on the surface of local 
inequivalent configurations of undercoordinated rhodium atoms. 
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Structure Atom Full calc. Experiment ∆Bd 
Rh9 -425  -395 Clean Rh(111) 
II-layer +80  +125 
Pt9 -410 -420 -550 Clean Pt(111) 
II-layer -80  -30 
Rh3 -1370 -1325 -1045 
Pt9 -390  -490 
Rh-Adatom on  
(3×3) 
Pt10 +40  -170 
Rh4 -1010 -990 -705 
Pt9 -360  -445 
Pt10 -130 -120 -245 
Pt10 +60  -110 
Rh-Addimer on 
(3×3) 
Pt11 +270  +140 
Rh9 -645  -545 1 ML Rh/Pt 
 Pt12 +135  +220 
Rh9 -455  -385 2 ML Rh/Pt 
 Rh12 -95  -50 
Rh bulk impurity Rh12 -370  -315 
Rh surf. impurity Rh9 -680  -670 
 
 
Table 6.1: Calculated and experimental resolved Surface Core Level Shifts (meV) relative to 
the Pt4f7/2 and Rh3d5/2 core level of the Rh/Pt(111) surface. The notation is the same as Fig. 
6.1; please refer to the text for more details. The calculated d-band centre shifts ∆Bd are also 
reported in the right column. 
 
 
The most probable candidates are adatom and addimers located in HCP sites. In fact, 
even if the experiments were performed at temperature lower than 50 K in order to 
limit the diffusion processes on the surface, we can not exclude the possibility to 
occupy also these adsorption sites which are energetically unfavourable when 
compared to FCC. In any case, we expect that the CLS induced by FCC and HCP 
configurations would differ not more than 100 meV, thus beyond our resolving 
power.  
The assignment of the third photoemission contribution found at –540 meV was not 
easily accomplished. By comparing this value with the shift of –645 meV induced by 
one ML of rhodium on platinum surface, it should be concluded that this 
photoemission component would originate from more coordinated atoms. Although 
the formation of one complete monolayer of Rh on Pt(111) can be excluded because 
Rh does not grow layer-by-layer on Pt but tends to follow the VW growth mode 
[19,21,22], this CLS calculation is an useful indication of the expected Rh3d5/2 shift 
for an Rh atom bonded to 6 Rh and three Pt atoms. The most probable candidates are 
thus clusters formed by Rh atoms with nominal coordination n≥5, such as trimers. 
This hypothesis implies the existence of unresolved components in the photoemission 
spectra which indeed explain the observed large Rh3d5/2 Gaussian width. From the 
calculated shift in the bulk and surface impurity the possible contribution from Rh 
atoms embedded in the host Pt metal can be excluded. We exclude also the possibility 
that this –540 meV contribution originated from Rh atoms attached to the Pt step 
Chapter 6 - Enhanced chemical reactivity of RhPt bimetallic systems probed by surface core level shift 
 
 83
because we are confident that the sample contains less than 1% of step. In conclusion, 
the resolved peak is tentatively attributed to cluster Rhn with n≥5. 
Regarding Pt9 substrate CLSs, only an average is listed in Table 6.1 because the 
inequivalent Pt9 configurations presented in the (3 × 3) cell and denoted with different 
colours in Fig. 6.1, exhibit very close shifts. The resulting values of –390 meV and –
360 meV for the cell with the adsorbed adatom and addimer, are slightly different 
among each other and compared to the value relative to the clean Pt(111) surface (–
410 meV), and these small differences are likely due to bond length modifications 
effects. The photoemission component resolved at –120 meV is comparable with the 
theoretical calculated shift for the Pt10 substrate atoms bonded with the addimer; on 
the contrary, the other two Pt10 inequivalent atoms are experimentally unresolved 
because of the superimposition with the bulk peak. 
Finally, the calculated Pt11 induced CLS at +270 meV, together with the Pt10 
contributions at +40 and +60 meV, explains the bulk BE shifts towards higher energy 
for longer Rh deposition times due to the growth in intensity of this new component.   
This contribution is not easily detected because of its expected very low intensity. It is 
also assumed that the existence of other high coordinated Pt components in this 
energy range are a consequence of the presence of other Rhn configurations different 
from adatom and addimer. For instance, from the single Rh layer on Pt simulations we 
estimate a Pt12 interface shift of +135 meV. These are expected to be similar to the 
substrate Pt12 induced CLS formed in a cluster configuration or other small islands. 
By analysing the spectral intensity variations of the resolved components it is possible 
to find information about the different adatoms species populations. Two aspects 
suggest that our deposition process is not completely random. Firstly, the presence of 
low addimer and cluster peaks already at very low coverage, even if the existence in 
particular of clusters in a low coverage random adsorption process is expected to be 
negligible. The second aspect regards the final addimer coverage which is higher than 
that of the adatoms (see Fig. 6.5), differently from the prediction in the random 
process where the theoretical density of addimers is always lower than that of adatoms 
(see Fig. 6.4). However, in a real process at not zero temperature the adatom have 
enough mobility in order to diffuse on the surface and to stabilize in the 
thermodynamically more stable 3-D cluster configuration. As mentioned in section 
6.1, Pt is characterized by a lower surface energy, thus, since it is more energetically 
convenient to have fewer Rh atom in the surface, Rh atoms prefer to cover pre-
existenting Rh cluster thereby leaving the Pt surface uncovered. Moreover Rh-Rh 
interaction is attractive, favouring the Rh-Rh agglomeration. Therefore, the real Rh 
coverage can be higher than predicted using an ideal random distribution model. 
Figure 6.5 illustrates the adspecies (adatoms, addimer and cluster) coverage as a 
function of the total Rh coverage evaluated on the basis of the intensity decrease of 
the Pt clean photoemission component and the integrated intensity corresponding to 
each resolved photoemission contributions, as explained in section 6.1. 
 
 
6.3 Discussion: Rh induced enhanced chemical reactivity 
 
In previous chapters regarding homo-metallic adsorption of Rh on Rh(100) and (111) 
and Pt on the Pt(111), I have reported the correlation between the CLS and the 
effective coordination. 
All results are summarized in Fig. 6.6, where the resulting correlation suggests a 
possible generalization to other transition metal surfaces. The study of homo-metallic 
Chapter 6 - Enhanced chemical reactivity of RhPt bimetallic systems probed by surface core level shift 
 
 84
configurations is an interesting and stimulating field because it allows isolation of the 
strain contribution. In contrast, in hetero-metallic systems, this information is not 
easily accessible. In the case of a homo-metallic configuration, effective coordination 
is a useful parameter because includes information about coordination and strain. In 
multicomponent systems it is not possible to calculate this parameter because ligand 




Figure 6.6: Calculated CLSs versus effective coordination [45] for the homo-metalic 
adsorption of Pt on Pt(111) (blue circles) and Rh on Rh(100) and (111) (red circles). 
 
 
From a first comparison of Rh on Pt with the homo-metallic deposition of Rh on Rh 
as well as Pt on Pt, the larger induced CLS is evident. For instance, in the case of Rh 
adatom on Pt(111) a shift of –1370 meV is obtained against the –1145 meV for Rh on 
Rh(111) and –985 for Pt on Pt(111). Moreover, the single layer of Rh placed on top of 
Pt(111) shows a –645 meV shift, more than 200 meV from the –425 meV observed 
for the clean Rh(111). Furthermore, the calculated CLS for surface and bulk impurity 
of –680 meV and –370 meV, respectively are substantially large. 
Although there are various contributions that affect core level binding energy [47], I 
will now focus on charge transfer and environmental contributions. First, in the case 
of Rh adsorption on Pt substrate a charge transfer from the Rh admetal to the substrate 
is observed, originated mainly from the s Rh band. This electron loss leads to a more 
attractive potential experienced by the core and induces a core level binding energy 
shift toward higher binding energy. Secondly, an environmental contribution occurs. 
The lattice mismatch in the Rh overlayer leads to a tensile strain which causes a 
smoother d orbital overlap and a narrower d-band. The consequent d-band centre shift 
towards the Fermi energy is reflected by an analogous shift in the core level region. 
In order to determine the dominant effects among the two contributions, the CLS 
induced in single Rh overlayer is compared to that induced in a double Rh layer on 
Pt(111). The most interesting result is that the electron displacement in both situations 
take place only in the Rh-Pt interface layer. The topmost layer of the 2 ML Rh on Pt 
is not affected by such charge redistribution, suggesting a clear electronic perturbation 
as a consequence of the Rh-Pt contact (ligand effect). In a recent work, Gomez et al. 
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[21] found an analogous charge transfer of electron density from the Rh adlayer to the 
Pt substrate exactly in the case of 1 ML of coverage, while for thicker Rh films the 
first Rh layer is not affected by this redistribution. 
The CLS induced by the first layer of the double ML is –450 meV, which is very 
close to the clean single crystal expected value of –426 meV. On the contrary, in the 
single layer Rh on Pt, the CLS is considerably larger (–645 meV). Since the strain 
contribution is not modified, we conclude that the ligand is the dominant effect. 
The same effect produces the large Rh adatom and impurity induced shift reported 
above, as well as the Rh12 and Pt12 interface CLSs of –95 meV and +135 meV, 
respectively, where the second layer shift in the clean Rh(111) surface is in the 
opposite direction (+80 meV). 
We calculated the density of states projected onto the Pt 5d orbital of the Ptn atoms 
and onto the Rh 4d orbital of the Rhn atoms. These results are plotted in Fig. 6.7. The 
tick marks denote the d-band centre position while the zero energy (dashed line) 
indicates the Fermi energy position. At a first glance, the d-band narrowing at the Rh 
under-coordinated configurations and the consequent d-band centre shift towards the 
Fermi level is evident. On the contrary, the Rh interaction induce a broadening of the 






Figure 6.7: The local density of states LDOS projected onto the Pt5d (a) and Rh4d (b) 
orbitals is plotted as a function of the energy (relative to the Fermi level shown with the 
dashed line). The d-band centre position Bd is indicated with the tick marks.  
 
 
Figure 6.8 displays the CLS versus the d-band shift ∆Bd for all the inequivalent Rhn 
and Ptn configurations in the bimetallic Rh/Pt(111) systems shown in Fig. 6.1. The 
results obtained on the homometallic Rh/Rh and Pt/Pt systems are also included in 
Fig. 6.9. It is possible to note the overall linear behaviour which extends the 
correlation between the d-band centre displacement and the CLS also to bimetallic 
systems. 
 





Figure 6.8: Calculated CLSs as a function of the calculated d-band centre displacement ∆Bd 
for all the inequivalent configurations of atoms displayed in Fig.s 6.1 (a) and (b). 
 
 
The small deviation from the main trend can be ascribed to the different weight of 
electronic and environmental contributions to the shifts: as reported in [47], the 
electronic structure changes influence the shift in the core region more than in the 
valence region, while, on the contrary, the environmental contribution become more 
important in the determination of the d-band displacement. 
On the basis of the above discussed large Rh-CLS and analogously ∆Bd values caused 
by electronic effects in the RhPt system, it is possible to predict higher reactivity 
properties at Rh sites. This is confirmed by Trout et al. [23], who find that the 
chemisorption energy increases when one or more Pt atoms of the Pt(111) surface are 
replaced with Rh atoms. Moreover, in [24] Gomez et al. find that 1 ML of Rh 
prepared by electrodeposition on Pt(100) surface can adsorb both hydrogen and 
oxygenated species more strongly than the second ML. Analogously, the same 
authors reports similar results [21] in the case of Rh/Pt(111) surface, where the 
enhanced reactivity capabilities of the Rh overlayer is demonstrated in CO oxidation 
and N2O reduction experiments. 
In summary, the present study, which was motivated by the continuous growth of 
interest in RhPt based catalysts, HR-CLS in conjunction with DFT is used to 
investigate Rh-Pt mixed systems. Rh adspecies coverage in the submonolayer range 
are prepared by vapour-deposition of Rh onto a Pt(111) single crystal at 20 K. High-
resolution core-level spectroscopy results show at least three Rh inequivalent 
adspecies on the Pt(111) surface that we assign to adatom Rh3 (-1325±80 meV), 
addimer Rh4 (-990±80 meV) and cluster RhN with N≥5 (-540±80 meV). The DFT- 
calculated shifts for the adatom and addimer configuration -1370±30 meV and -
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1010±30 meV, respectively are in agreement with the experimental values within the 
error bars. 
We have seen that lower coordination, tensile strain, and electronic interaction with 
the underlying Pt substrate induce greater reactivity properties to adatom Rh3, 
addimer Rh4 and cluster Rhn deposited on Pt(111). Taking advantage of the support of 
DFT calculations, the changes in core level binding energy are discussed in light of 
two well-know and investigated effects: the strain caused by the lattice mismatch 
between two metals and the ligand effect due to electronic interactions between the 
different components in the bimetallic system. 
The resulting almost linear correlation between CLS and ∆Bd confirms CLS as a 
measurable indicator of local surface catalytic properties. The Rh3d5/2 CLS variation 
induced by the interaction with the Pt substrate as well as by tensile strain is an 
indicator of the electronic modified properties of the Rh admetal with respect to the 
pure Rh bulk. An enhancement in the bonding ability of Rh atoms in the Rh-Pt mixed 




Figure 6.9: CLSs versus ∆Bd for the heterometalic adsorption of Rh on Pt(111) (light blue 
circles) compared to the results for homometallic deposition of Pt on Pt(111) (blue circles) 
and Rh on Rh(100) and (111) (red circles). 
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The (1 × 1) → hexagonal 
structural transition on Pt(100) 
studied by high-energy resolution 




Among the transition metals surfaces, Pt(100) represents an intriguing case for the 
remarkable differences in chemical reactivity between the (1 × 1) unreconstructed 
phase and the reconstructed high-temperature quasi-hexagonal phase (HEX). A vast 
literature has therefore been dedicated to the structural determination of the different 
phases [1-3], the mechanism of reconstruction [4,5] (also in the presence of 
adsorbates) and the understanding of chemical properties, related in particular to the 
oscillatory behaviour of a large number of surface chemical reactions [6]. 
Similar to other (100) 5d transition  and nobel metal surfaces such as Ir and Au, Pt 
exhibits a quasi-hexagonal reconstructed stable phase (HEX), periodically matching 
the (100) substrate. Different symmetries of the first and the subsurface layers result 
in a large (5 × 25) unit cell. Scanning Tunnelling Microscopy clearly revealed that the 
topmost layer has a hexagonal structure, characterized however by a large-scale 
height modulation. Due to a contraction of the Pt-Pt distance, the topmost layer 
accommodates about 25% more atoms than the bulk-terminated ideal (100) layer. 
Density Functional Theory calculations [4] have identified the tensile excess stress of 
the unreconstructed (1 × 1) phase, originating from a d charge depletion in the surface 
layer, as the driving mechanism for the formation of the reconstructed phase. The 
HEX reconstruction can be lifted by adsorbates like CO [7-14], NO [15-19] and O 
[20-27], as the gain in adsorption energy overcompensates the loss in reconstruction 
energy. The transition from the (1 × 1) to HEX phase has also been invoked to 
interpret the oscillatory kinetics of a large number of chemical reactions on Pt, as due 
to periodical switching between two states of different catalytic activity. In these 
studies, CO+O2, NO+CO, NO+H2, NO+NH3 chemical reactions have been widely 
studied [6] in the attempt to develop a mathematical model describing the oscillatory 
chemical reactivity. In general this involves the definition of a set of coupled 
differential equations, describing the variation of the adsorbate coverage on the HEX 
and (1 × 1) phases and the phase transition between the two. In this context, one of the 
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most important parameters is the activation energy of the  (1 × 1) → HEX structural 
transition, which quantifies also the thermal stability of the (1 × 1) phase. 
While for the Au(100) surface a mechanism was proposed based on atomic migration 
from steps or islands (which act as sources of the 25% excess HEX surface atoms), a 
different mechanism has recently been suggested for the Pt(100) (1 × 1) → HEX 
phase transition, based on the presence of an intermediate phase [5]. This process 
involves the extraction of extra atoms from the second layer, forming subsurface 
vacancies. The effective activation energy Ea for the subsurface vacancy creation has 
been estimated to be 1.2 eV, slightly larger than the only experimental value so far 
reported, obtained by Rutherford backscattering (RBS) measurements which is 0.91 
eV [28]. 
In the present chapter, we investigate the transition from the (1 × 1) to the HEX phase 
on Pt(100) by means of high-energy resolution core level photoemission. The time 
evolution of Pt4f7/2 spectra measured at different temperatures allows us to determine 
the activation energy of the process. Differences between our experimental findings 
and previously reported activation energies for the same process are discussed. 
Finally, we investigate the relationship between the surface structure and the chemical 
reactivity properties of these two phases within the model presented in chapters 4-6. 
 
 
7.1 Experimental method 
 
The photoemission studies were performed at the I311 beamline of the third 
generation synchrotron radiation source MAX II, Lund, Sweden [29]. The background 
pressure in the main chamber was always better than 1×10-10 mbar.  The Pt(100) 
single crystal was cleaned by Ar ion sputtering at room temperature (E=1.2 keV), 
annealing to 1250 K, oxygen cycles in order to remove residual carbon (in the 
temperature range 570-1070 K at pO2=1×10-7 mbar) and finally, hydrogen reduction to 
remove residual oxygen traces (pH2=1×10-7 mbar, T=470-770 K). The overall energy 
resolution (beamline+spectrometer) of the Pt4f7/2 spectra was 50 meV at the photon 
energies we used, ranging from 120 to 150 eV. Core level binding energies (BE) have 
always been calibrated with respect to the Fermi level. 
The metastable (1 × 1) clean layer is prepared with a procedure similar to the one 
developed by Kuhnke et al. [30] using He diffraction. NO is dosed at 300 K 
(pNO=2×10-8 mbar) for about 600 s, monitoring in real time the N1s signal evolution. 
It is well known that in the saturated NO layer the reconstruction is completely lifted. 
The surface is then annealed to 420 K in an oxygen atmosphere (p=1×10-7 mbar) in 
order to desorb part of the NO layer and allow the residual NO to dissociate, thus 
forming a chemisorbed oxygen layer on a (1 × 1) substrate (N immediately leaves the 
surface as N2 after NO dissociation). The resulting surface is completely covered by 
chemisorbed oxygen as evidenced by the O1s signal and the absence of a  N1s signal. 
After cooling to 340 K the oxygen is removed by low pressure hydrogen reduction at 
2×10-9 mbar, monitoring the O1s signal and stopping the hydrogen flux as soon as all 
oxygen has been reacted off, in order to minimize residual hydrogen on the surface. 
The high-photon flux of the beamline allows measuring the O1s intensity evolution 
with high surface sensitivity (better than 0.1 % of MonoLayer-ML) and time 
resolution (10s/spectrum). Small traces of residual hydrogen (less than 1 %) can be 
easily desorbed by 2-3 flashing cycles below 420 K (~10 K/s), a temperature at which 
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HEX-induced diffraction spots start to be observed in a slow heating process (0.06 
K/s) [30]. 
LEEM and micro-LEED were used to provide a local characterization of the surface 
structure. These microscopic investigations were done using the SPLEEM microscope 
available at the NanoSpectroscopy beamline at ELETTRA [31].  
Also in this case, the core-level photoemission spectra were fitted with a Doniach-




7.2 Surface characterization 
 
The deconstructed surface displays a good (1 × 1) LEED pattern (Fig. 7.1a). LEEM 
(Fig. 7.1b) shows no structural contrast, which is direct evidence for the laterally 
homogenous distribution of the (1 × 1) phase. Phase contrast in the images reveals 
instead a complex surface morphology. Typically, large flat areas with densely spaced 
single steps (average terrace width of 40 nm) and a few step bunches are observed. 
LEEM is ideally suited to follow the dynamics of the phase transition occurring 
during annealing of the (1 × 1) metastable structure. At an electron energy of 6 eV it 
is possible to obtain structural contrast between the (1 × 1) and HEX phases, the latter 
appearing brighter than the (1 × 1) as seen in Figure 7.1c. Typically, the HEX phase 
grows in needle-like domains which are preferentially aligned along the main 
crystallographic directions and can extend up to ~300×50 nm2. With increasing time 




Figure 7.1: (a) (1 × 1) LEED of the deconstructed surface (E=70 eV). The corresponding 
LEEM image (E=16 eV) (b) demonstrates the homogeneous lateral development of the (1 × 1) 
phase; step and step bunches appear darker than the terraces. (c) Development of needle-like 
HEX domains during annealing of the (1 × 1) phase (T = 420 K, E=6 eV); main 
crystallographic axes are indicated by the white arrows. (d) LEED of the HEX reconstructed 
surface (E=55 eV) and (e) corresponding LEEM image (E=16 eV). In all LEEM images the 
white bar indicates a length of 1 µm. 
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The growth mode of the HEX phase during annealing of the (1 × 1) phase mirrors that 
observed during the inverse process. In fact, when the HEX reconstruction is lifted by 
NO adsorption, the (1 × 1) domains have similar asymmetric shape and orientation. 
This is in agreement with previous STM experiments and simulations for the CO-
induced lifting of the HEX [7], which demonstrated that the surface restructures via 




Figure 7.2: Pt4f7/2 core-level spectra corresponding to (1 × 1) and HEX phases measured at 
90 K and 120 eV photon energy (spectra are plotted on a different scale-see inset). The (1 × 
1) spectrum can be fitted by two components corresponding to bulk (A) and first-layer (B) 
atoms with a surface core level shift of -570 meV. For simplicity, also the HEX phase has 




Prior to the phase transition measurements, we independently characterized the (1 × 
1) and HEX phases. In Fig. 7.2 the Pt4f7/2 spectrum of the clean (1 × 1) structure 
measured at 90 K and 120 eV photon energy is shown, together with the individual 
components resulting from the data analysis. Only two peaks (A and B) are used to fit 
the spectrum, at 71.02 eV and 70.45 eV, respectively i.e. with a core level shift of 
570±20 meV. Best fits are obtained with two DS function with different values of the 
Chapter 7 - The (1 × 1) → hexagonal structural transition on Pt(100) studied by high-energy resolution core level photoemission  
 
 95
fitting parameters (ΓA= 480 meV, ΓB= 310 meV, αA= 0.14, αB= 0.13, GA= 100 meV 
and GB= 240 meV). In order to determine the origin of these components we first 
acquired Pt4f7/2 spectra at high photoelectron kinetic energies (above 300 eV). The 
low binding energy component B presents a reduced intensity, as expected for a 
surface component, due to the increased inelastic electron mean free path. 
In addition, the lower binding energy component is strongly modified by small traces 
of adsorbates such as oxygen and hydrogen, deliberately dosed on the clean surface at 
room temperature. Finally, for a 5d transition metal surface with a d-band more than 
half occupied, the surface peak is expected to have a smaller binding energy with 
respect to the bulk peak, with a shift that, in absolute value, should be even larger than 
the one found for the close-packed Pt(111) surface, i.e. -400 meV [32-34].  
In order to simplify the fitting procedure, the spectrum corresponding to the HEX 
phase has also been fitted with a single surface component, whose line shape 
parameters were fixed to the values of the (1 × 1) surface component. Although this 
clearly represents a strong approximation, as first-layer atoms involved in the (5 × 25) 
structure are geometrically slightly inequivalent, the alternative solution would 
require that an unreasonable number of components was included in the fitting 
procedure. 
It should be noted that the overall integrated intensity of the HEX peak is about 32% 
larger than (1 × 1)-related peak, as clearly visible in the inset of Fig. 7.2. This can be 
ascribed to the higher surface atomic density, even though photoelectron diffraction 
effects at these photoelectron kinetic energies can be relevant. For the same reason we 
could also explain the decreased intensity of the bulk component in the HEX 
spectrum. On the basis of all the above considerations, we assign the lower BE 
component to first layer Pt atoms.  
In order to support these conclusions by means of a quantitative comparison with the 
experimental findings, we performed DFT calculations of the Pt(100) surface core 
level shift for the unreconstructed structure, within the same approach and 
approximations (regarding  cut-off  energy, smearing function and slab) used in 
chapter 5 in the case of Pt(111). 
For the (1 × 1) cell of Pt(100) a sampling with a (10 × 10 × 2) Monkhorst-Pack grid is 
adopted, resulting in 15 special k-points in the irreducible wedge . Also in this case 
the estimated absolute error in the surface core level shift is ± 30 meV. 
The fully relaxed (1 × 1) surface shows a first to second layer distance which is 
contracted by 2.4 % with respect to the calculated bulk interlayer spacing, 1.99 Å. The 
equilibrium geometry is in very good agreement with previous theoretical results 
which yielded a surface relaxation of -2.6 % [35]. Furthermore, our DFT calculations 
confirm the experimental assignment of the lower BE component, since the calculated 
surface core level shift is -510±30 meV. 
There is still a small discrepancy between theoretical and measured value. As second-
layer contributions have been found [36] to be important in Rh(100) and Rh(111) 
surfaces for a detailed comparison between experimental an theoretical spectra, in 
order to asses the impact of such effect in the present case, we calculated also the 
second layer subsurface core level shift. Indeed we find a small positive shift (+22 
meV) in the second-layer contribution with respect to the bulk peak, consistent with 
the fact that second-layer atoms have a somewhat higher coordination than bulk one, 
due to the reduced first-to-second layer distance [36]. 
Accounting for this minor shift in the experiment would bring experimental and 
theoretical results in even closer agreement. We do not, however, add a new core level 
component so close to the bulk peak in the data analysis for two reasons: i) it is 
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known that, as for Pd [37], the DS line shape does not describe the Pt 4f profile 
accurately, due to the rapid change of the density of states around the Fermi level, and 
ii) the LEEM images show the presence of step bunches, and thus not only first layer 
but also second layer atoms with coordination n≠12 are expected, resulting in other 
low intensity core level components hidden underneath the bulk peak.  
On Pt(100), the Pt4f7/2 surface core level shift appears to be dominated mainly by 
initial state effects due to the reduced coordination of surface atoms, as the calculated 
contribution from the electronic core hole screening is about +70 meV for both first 
and second layer atoms. This is clearly visible in Fig. 7.3, where the calculated partial 
density of states of first-, second-layer and bulk atoms is plotted. The displacement of 
the d-band centre of the surface atoms with respect to the bulk ones, ∆Bd = Bdbulk- 
Bdsurf, goes for the clean (1 × 1) structure from -540 meV in the case of the first-layer 




Figure 7.3: Density of states projected onto the 5d orbitals of the Pt atoms in the inequivalent 
configurations of the (1 × 1) unreconstructed phase (see insert): bulk (black), second-layer 




7.3 Kinetics of phase transformation 
 
The identification of the surface core level shifted components permits studying the 
kinetics of the (1 × 1) structural transformation to the HEX phase. The time evolution 
of the intensity of the (1 × 1)-related component as a function of time at different 
temperatures ranging from 393 K to 475 K, is a measure of the changes in the 
population of (1 × 1)-type atoms. The same approach has been previously applied to 
study the thermal stability of the Rh(110) (1 × n) missing-row reconstruction [40]. 
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Figure 7.4(a) shows a typical sequence of Pt4f7/2 spectra acquired at 414 K 
(acquisition time ~14s/spectrum). Already a qualitative inspection of the evolution of 
the raw data reveals that the high binding energy component at 70.80 eV, ascribed to 
atoms in the HEX configuration, grows with time, while the (1 × 1) related surface 
component gradually disappears. 
The intensity vs. time curves are plotted in Fig. 7.4(b): initially the intensity of the (1 
× 1)- surface component decays exponentially, while the HEX surface component 
grows with time. Also the bulk peak intensity diminishes, as expected by comparing 




Figure 7.4: (a) Time evolution of the Pt 4f7/2 core level spectra measured at T=414 K and 
hν=120 eV. Each spectrum was measured in 14 s. The yellow line indicates the position of the 
(1 × 1)-related surface core level component, while the green line indicates the binding 
energy of the HEX-induced surface core level shifted peak. (b) Intensity evolution of the three 
peaks' integrated areas (black=bulk, green=HEX, yellow=1 × 1) versus time, obtained by 
fitting the sequence of about 130 spectra, recorded at constant temperature. 
 
 
The results for the time evolution of the (1 × 1) related peak at different temperatures 
are summarized in Fig. 7.5. The curves seem to follow an exponential decay with a 
decay constant τ that decreases with increasing temperature. However, in the whole 
temperature range spanned by our experiment, this behaviour applies only at the early 
stages of the transition and it is important to note that a complete transition to the 
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HEX phase takes place only at very high temperatures. Indeed, even at 475 K, i.e. the 
highest temperature studied, the (1 × 1)-induced component does not disappear 
completely. Since the (1 × 1)→HEX transition is an activated process, assuming that 
the rate follows an Arrhenius equation, we fitted the initial time evolution with the 
Aexp(-tτ) function, where the rate τ is νexp(-EA/kBT), EA is the energy barrier of the 




Figure 7.5: Time evolution of the integrated intensity of the (1 × 1)-related Pt4f7/2 surface 
core level component measured in the 393-475 K temperature range. All the intensities have 
been normalized to the surface component intensity measured at room temperature. 
Continuous lines represent the fit with the function Aexp(-tτ). 
 
 
Each series of spectra measured at a different temperature is fitted using three 
components, with DS line shape, repeating the analysis several times with the 
Gaussian line shape parameters and the BE positions of the different core level 
components fixed at several values, until the minimal chi-square for the whole series 
is found. This procedure was adopted in order to take into account the possible 
contribution of first-to-second layer expansion and phonon-induced broadening 
effects, yielding a reliable estimate of the τ error bars parameter in the Arrhenius plot 
reported in Fig. 7.6. The activation energy value derived is 0.76±0.04 eV. 
Even if the results are not in disagreement considering the error bars, the activation 
energy we find is considerably lower than the value of 0.91±0.17 eV previously 
reported by means of low energy electron diffraction [28]. This would imply a 
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transition rate difference at the lower temperature (T=373 K) of about 2 orders of 
magnitude.  
However, as suggested by He diffraction measurements [30], the preparation method 
of the metastable (1 × 1) reported in Ref. 28 and used in other experimental 
investigations to prepare the metastable (1x1) phase [41,42] results in small traces of 
atomic hydrogen in the sample (around 5 % of ML), which can influence the phase 
transition. For instance, these He diffraction measurements [30] demonstrated that a 
small residual H coverage (below 10 %) stabilizes the (1 × 1) phase up to more than 
400 K. 
Indeed it is well known that adsorbates can promote or inhibit atomic surface 
diffusion. Using STM Horch et al. [40] studied the hydrogen-promoted self-diffusion 
process of platinum adatoms deposited on the (1 × 2) missing-row reconstructed 





Figure 7.6: Arrhenius plot of the rate of the restructuring process obtained from the data in 
Fig. 7.5. Inset shows a schematic energy diagram illustrating the clean (1 × 1) → HEX 
structural transition, with initial and final states energy values obtained by the calorimetric 
measurements of Yeo et al.  [39] and with the energy barrier determined in this work. 
 
 
In that case, DFT calculations showed that the Pt-H complex consisted of a hydrogen 
atom trapped on-top of a platinum atom, placed in the through along the [1 1 0] 
direction, resulted in a 0.09 eV reduction of the diffusion barrier, in good agreement 
with the experimental finding of 0.16 eV. On the contrary, for a (1 × 1)-Pt(100) 
surface prepared by the field evaporation technique, Kellogg showed that 
chemisorbed hydrogen inhibits the exchange displacements diffusion mechanism of 
Pt adatoms [43]. Mobile hydrogen atoms, sitting next to the Pt adatom, increase the 
diffusion barrier by enhancing the energy required to remove a surface atom from the 
substrate. In recent theoretical investigations, based on DFT and molecular dynamics 
simulations [5,35], the mechanism of atom extraction from the second layer creating 
subsurface vacancies is the process proposed as the first step for the formation of the 
HEX phase starting from the metastable (1 × 1) structure. We therefore conclude that 
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the higher activation energy value previously obtained using RBS, can be ascribed to 
the presence of residual traces of atomic hydrogen left by a non-optimized preparation 
procedure.  
As mentioned above, the intensity evolution is exponential only initially, most 
probably a sign of the existence of a different, competing mechanism for the 
transformation of the (1 × 1) towards the HEX phase. As found by van Beurden et al. 
in MD simulations [5], besides the homogeneous vacancy formation process, two 
other heterogeneous processes are expected. The first one involves a reconstruction 
process, which initiates at step edges, where each second atomic row on the surface, 
shifts half an atomic distance along the [011] direction. In the second one, step edges 
and island corners get dissolved by absorption into surface layers. Both mechanisms, 
which would require a large mass transport from the steps over the surface, are 
associated with defects and are expected to proceed at a lower rate than the subsurface 
vacancies mechanism.  
 
 
7.4 Surface structure and catalytic activity 
 
In chapter 4 I introduced the effective coordination ne as a new indicator of the 
chemical reactivity, which includes both coordination and strain effects. The Pt(100) 
represents a formidable example of how the same substrate can exhibit completely 
different reactivity properties by changing its surface structure; for that reason we 
investigated if also this case can be rationalized within the picture presented in chapter 
4. With this aim, we would like to simulate the (5 × 25) phase, but this is very difficult 
because of the considerable computational cost. However, we model the HEX 
structure using a (5 × 1) unit cell on top of a (1 × 1) substrate, as previously done 
[5,7,35], since we expect that the (5 × 1) structure can give qualitative indications 
about the differences in reactivity properties of the HEX phase when compared with 
the (1 × 1). The top and side view of the (5 × 1) unit cell is shown in Fig. 7.7 and 
consists of six surfaces atoms on top of five second layer atoms. The calculated 
relaxation distances are tabulated in Table 7.1 and compared with the DFT values 
obtained by Deskins et al. [27]. 
The outermost Pt atoms are over-coordinated because of the higher atomic density in 
the first layer in comparison with the (1 × 1) termination as well as with the regular 
hexagonal (111) surface; this characteristic is present also in the reconstructed (5 × 
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164709, (2005) 
Present work 
d12-avg 2.38 2.37 
d12-min 2.13 2.19 
d13 0.13 0.23 
d23 0.38 0.37 
d34 0.12 0.11 
 
Table 7.1: Calculated vertical distances for the Pt(100)-HEX(5 × 1) obtained in the present 
work (third column) and compared with Ref. 27 (second column). Distances are defined in 
Fig. 7.7. d12-avg is the average distance, and d12-min is the minimum distance between atoms in 
the respective planes. 





Figure 7.7: (a) Top view of the Pt(100)-HEX(5 × 1) unit cell: the six surface atoms and the 
five second-layer atoms are labelled with different number and all the equivalent atoms are 
displayed with same colours. (b) Side view of the relaxed Pt(100)-HEX(5 × 1) slab; in order 
to compare with the results reported in [27], we have used the same notation: d12 indicates 
the vertical distance between the first and second layer, and d23 denotes the vertical distance 
between atoms two and three. 
 
 
For each inequivalent first and second layer atom in the unreconstructed (1 × 1) and 
quasi-hexagonal (1 × 5) surface we calculated the d-band shift ∆Bd, initial state shift 
∆cinit and effective coordination ne. 
The initial-state of any atom in a system can be easily calculated from the ground state 
self-consistent overall electronic structure solution; final-state SCLS contributions 
require, instead, a separate calculation for each atom of interest, and is therefore a 
much more demanding task. For this reason, only initial-state SCLS are computed. In 
Figure 7.8 I report the density of states projected onto the 5d orbitals for Pt atoms in 
the bulk (black), first (red, orange and yellow) and second layer (grey)  of the (5 × 1) 
phase. The tick line indicates the calculated atom-projected d-band centre position. 
Figure 7.9 displays ∆Bd (upper panel) and ∆cinit (bottom panel) as a function of ne and 
the good linear behaviour confirms the reliability of the effective coordination in 
taking into account in satisfactory way both strain and coordination effects. As 
expected from tight-binding theory, higher coordinated Pt atoms are characterized by 
larger d-band width, which causes a downshift of the whole d-band and, according to 
the Hammer and Nørskov model, a drop in the chemical reactivity.  
DFT calculations show that CO chemisorption energy in on-top sites is ~0.5 eV lower 
when the molecule is sitting onto HEX-(1 × 5) with respect to the (1 × 1) termination 
[44]. 
Similarly, experimental results report that the adsorption energy [8] for the (1 × 1) and 
HEX(5 × 25) phase are 1.6 eV and 1.2 eV, respectively and for this reason the 
adsorption of small amount of CO can lift the reconstruction. Furthermore, the oxygen 
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sticking probability [25], 
2
SO is found to be very different between the two phases, 
11
2
S ×O ≈0.3 and hexO2S ≈10-4-10-3. Consequentially, in the catalytic CO oxidation where the 
oxygen adsorption is rate limiting, it has been observed oscillatory behaviour in the 
chemical reaction: in fact, the initial CO-covered surface is (1 × 1) and is 
characterized by an high oxygen adsorption rate, which causes an high catalytic 
activity toward the CO oxidation; the CO coverage decreases because of the reaction 
with oxygen and when is lower than a certain critical value Θcrit, the surface will 
reconstruct to the more stable HEX phase. 
The oxygen sticking on this surface is lower, thus the CO coverage increases again; 
when the coverage exceeds another critical value, the reconstruction is lifted and the 
surface returns in the initial CO covered (1 × 1) structure. In conclusion, the system 
described above represents an extraordinary example of how the surface structure 
determines the catalytic activity: the difference in reactivity between the two phases 
manifests themselves in the oscillatory reactions extensively studied by Ertl [6], 




Figure 7.8: Density of states projected onto the 5d orbitals of the Pt atoms in the inequivalent 
configurations of the (5 × 1) phase: bulk (black), second-layer (grey) and first-layer surface 
atoms (red, orange and yellow). The tick line indicates the calculated atom-projected d-band 
centre. Inequivalent atoms are labelled with different numbers as shown in Fig. 7.7. 
 





Figure 7.9: Calculated d-band centre shift ∆Bd defined as Bdbulk-Bdsurf (upper panel) and 
initial state ∆cinit contribution to the CLS (bottom panel) versus the effective atomic 
coordination number ne. Inequivalent atoms are labelled with different numbers as reported 
in Fig. 7.7. 
 
 
In summary, in this chapter we have seen that the time evolution of the Pt4f7/2 core 
level photoemission spectra can be used to study the  (1 × 1)→ quasi-hexagonal 
(HEX) phase transformation on Pt(100). We have shown that, the (1 × 1) phase, 
showing a surface core level shifted component at –570 meV, irreversibly reverts to 
the HEX phase, characterized by a component at -185 meV, at temperatures above 
370 K.  
The analysis of the intensity evolution of the core level components, measured in the 
range 393-475 K, allowed us to determine the activation energy of the phase 
transformation, E=0.76±0.04 eV, which is considerably lower than the one previously 
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determined by means of RBS. The difference is explained as due to residual hydrogen 
in the (1 × 1) surface preparation. Finally, we have briefly investigated the relation 
between surface structure and catalytic activity by studying the difference in effective 
coordination between the more open (1 × 1) bulk termination and the strained quasi-
hexagonal reconstructed surface, within the model presented in previous chapters. The 
difference in effective coordination causes a difference in reactivity and it is held 
responsible for reaction oscillations, which in fact reflects the periodic switching 
between the high-reactivity (1 × 1) phase and the low-reactivity HEX phase. 
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Oxygen plays a key role in various chemical processes also of technological interest 
such as oxidation, corrosion and catalytic reactions. For instance, in the three-way 
catalyst, oxygen concentration is of fundamental importance for catalytic performance 
because simultaneous oxidation of hydrocarbon (HC) and carbon monoxide (CO) 
along with reduction of nitrogen oxides (NOx) take place only in a very narrow 
operating window of air-to-fuel ratios. Since Rh is also one of the principal 
components of a car catalyst, because of its high selectivity in NO reduction, oxygen-
rhodium interactions have been the subject of a considerable number of scientific 
investigations [1-16]. The well-recognized importance of rhodium in catalysis has 
long been a motivator in the effort to study the physical and chemical properties of 
this transition metal. 
Recently, it has been proved that, for some transition metal such as Ru, under real 
catalyst working conditions, such as, high pressure and high temperature, the most 
active phase for CO oxidation is the transition metal oxide and not the bare metal 
surface [15]. For instance, Ru at low oxygen partial pressure conditions is not active 
in CO oxidation, but at high oxygen partial pressure it is superior to Pt and Pd. It has 
been demonstrated [17] that this enhanced activity is caused by the formation of a thin 
film of RuO2(110). In fact, surface oxide is characterized by coordinatively unsatured 
sites onto which CO can adsorb and react with neighbouring lattice-oxygen, which is 
continuously restored from the gas phase. In the case of Rh(100), the oxygen induced 
c(8 × 2) structure at oxygen pressure of 10-5 mbar and temperature above 700 K has 
been recently investigated [16]. Experimental and theoretical results show that the 
observed structure is caused by the formation of a thin surface oxide (1.75 ML) with a 
slightly distorted hexagonal trilayer of RhO2. In order to achieve an understanding of 
this process which leads to oxygen penetration at atomic level, it is fundamental to 
firstly understand the different adsorption phases at increasing oxygen coverage 
before the formation of oxide. In UHV conditions, oxygen-induced structures on 
Rh(100) are the p(2 × 2) at 0.25 ML, c(2 × 2) at 0.25<Θ<0.5 ML and (2 × 2)pg at the 
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saturation coverage of 0.5 ML (see Fig. 8.1). The O/Rh(100) structure at saturation 
has been the subject of debate for a long time.  
This structure, initially assigned to a (2 × 2)p4g, could be ascribed in the same manner 
to a clock black-reconstruction (similar to that found for C and N on Ni(100) surface), 
or to an anti-clock white reconstruction. In the first model the adsorbate is located in 
the fourfold hollow site, like in a c(2 × 2) geometry, and induces the four substrate Rh 




Figure 8.1: Top and side view of the structural models for the O/Rh(100) surface: (a) p(2 × 
2), (b) c(2 × 2), and (c) asym(2 × 2)pg. Oxygen and bulk rhodium atoms are represented with 
small blue and large grey circles, respectively. Inequivalent Rh surface atoms are displayed 
with different colours. Second layer inequivalent atoms are denoted by different numbers. 
Oxygen (δO) and rhodium (δxy) in-plane radial displacements and second layer relaxations 
(∆di) are also reported, where arrows specify displacements direction. 




Figure 8.2: Top and side view of two possible structural models for the reconstructed 
O/Rh(100) surface at 0.5 ML: (a) sym(2 × 2)pg, and (b) (2 × 2)p4g. Oxygen and bulk rhodium 
atoms are represented with small blue and large grey circles, respectively. We refer to Fig. 
8.1 for the used notation. 
 
 
This rotation causes the distortion of the empty site to rhombi, but at the same time 
preserves the square shape of the empty site as shown in Fig. 8.2 (b). Otherwise, in 
the latter case the rotation of the square empty site causes distortion of the adsorption 
site to a rhomboidal configuration and determines two possible adsorption geometries: 
a pseudo bridge, with O in the centre of the rhombus (Fig. 8.2 (a)) and a threefold 
coordinated geometry, with O out of the centre (Fig. 8.1 (c)). It has been established 
[6-8] that the latter is the energetically favoured configuration, while the apparent 
symmetry observed in STM pictures is the result of the average position of the O 
atom, which jumps between the two equivalent threefold sites because of the low 
energy barrier [6-8]. The understanding of the reconstructed phase, which exhibits a 
distortion of 11% with respect to the nominal (100) bulk termination, can be of 
fundamental importance in the investigation of microscopic mechanisms, which allow 
the oxygen penetration in the subsurface during oxide formation. 
Despite the efforts made to reach a complete picture of this adsorption system, a 
detailed core level investigation is still missing from both experimental and 
theoretical point of view. It has been recently [18,19] shown that measurements of 
adsorbate induced core level shifts (CLS) at substrate atoms are a very useful tool in 
predicting adsorption sites. With the same aim, our interest was also extended to this 
system in order to examine the different possible adsorption geometries and confirm 
the reliability of our approach. At the same time, by combing high-resolution core-
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level spectroscopy experiments and theoretical calculations based on DFT, useful 
information were added in the characterization of electronic structure and chemical 
properties of this adsorption system. 
 
 
8.1 Experimental methods and results 
 
For the present experiment the Rh3d5/2 core level spectra were acquired at three 
different photon energies 365, 375 and 400 eV at a sample temperature of 100 K, with 
a total energy resolution of 60 meV. Also in this case, the recorded photoemission 
spectra are analyzed by fitting with a Doniach-Sunjic function.  
As it is well known, at room temperature and under UHV conditions, molecular 
oxygen dissociates on Rh(100) and leads to atomic oxygen on the surface with a 
saturation coverage of 0.5 ML. The three ordered structure observed are the p(2 × 2), 
c(2 × 2) and the reconstructed (2 × 2)pg phase illustrated in Fig. 8.1. Our interest is 
focused mostly on the latter structure which is usually prepared by exposing the clean 
surface to a background dose of O2 at room temperature and until the monitored 
Rh3d5/2 spectrum stopped changing thus indicating saturation of the surface. The 
acquired Rh3d5/2 spectra in real time during oxygen uptake are shown in Fig. 8.3. 
Initially in the photoemission spectra are clearly visible two main components 
originated from bulk (~307.2 eV) and clean surface atoms Rh0 (~306.5 eV). 
Increasing the oxygen coverage, it is possible to see a drop in the Rh0 intensity and 
simultaneously the growth up of a new peak at around -400 meV from the bulk, which 
also disappears at longer deposition time corresponding to higher oxygen coverage. 
At oxygen saturation, new photoemission intensity contributions are clearly located 
very close in energy to the bulk component: for this reason we acquired HR spectra at 
different photon energy and low temperature (~100K). 
Figures 8.4 and 8.5 show the HR Rh3d5/2 spectra corresponding to a clean and 
saturated surface, respectively and acquired at three different photon energies (365 
eV, 375 eV and 400 eV). Experimental data (points) are presented together with the 
final fit (superimposed line), and resolved components (full coloured peaks). The bulk 




Line shape  
parameters 
365 eV 375 eV 400 eV 
ΓB 0.22 0.23 0.22 
αB 0.17 0.13 0.16 
GB 0.13 0.12 0.12 
ΓS 0.27 0.26 0.27 
αS 0.17 0.19 0.2 
GS 0.12 0.11 0.10 
 
 
Table 8.1: Lorentian width (Γ), asymmetry (α), and gaussian width (G) for bulk (B) and 
surface (S) component of the spectra recorded at three different photon energies 365 eV, 375 
eV and 400 eV. 





Figure 8.3: Time resolved Rh3d5/2 core level spectra acquired during the oxygen uptake at 
T=300 K and 385 eV photon energy. 
 
 
Clean surface spectra are fitted by using only two components corresponding to bulk 
and surface atoms. The resulting SCLS is -680±20 meV, in agreement with previous 
studies [13,20,21]. In the fitting strategy of the saturated spectra both structural 
models are considered, i.e. the sym(2 × 2)pg (Fig 8.2 (a)) and asym(2 × 2)pg (Fig. 8.1 
(c)). In cases where the former model was assumed, the spectra were analyzed by 
using only a bulk and a surface Rh2 component. The resulting residual curve was 
extremely structured and it was possible to improve it only by allowing free line shape 
parameters and a very large, unphysical Gaussian width. On the contrary, assuming a 
asym(2 × 2)pg structure, the spectra were analyzed with three components because 
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this geometry involves two inequivalent Rh surface atoms denoted Rh1-fold and Rh2-fold 
in Fig. 8.1. At variance with the prior model, it was possible to fit all spectra at the 
three different photon energies by holding line shape parameters to the values found 
for the clean surface component (Table 8.1). This argument together with the best fit 
suggests that on the basis of XPS measurements, asymmetric reconstruction is the 
favoured structure. More precisely, because of the shoulder present in the residual 
curve at low binding energy, a further peak was included. We assume that this 
resolved small photoemission intensity contribution of about –390 meV originated 
from Rh atoms bounded to one oxygen adsorbed in fourfold site, as will be discussed 




Figure 8.4: HR Rh3d5/2 core level spectra from the clean Rh(100) surface, recorded at T=100 
K at the three different photon energies indicated on each panel. Dots are experimental data, 
the superimposed solid lines are the final total fitted spectrum and the full coloured grey and 
black peaks are the surface and bulk resolved component, respectively. 




Figure 8.5: HR Rh3d5/2 core level spectra from the saturated reconstructed (2 × 2)pg-
O/Rh(100) surface, recorded at T=100K at the three different photon energies indicated on 
each panel. Points are experimental data, superimposed solid lines are the final total fitted 
spectrum and the full coloured blue, light blue, green and black peaks are the Rh2-fold, Rh1-fold, 
Rh1, and bulk resolved component, respectively. 
 
 
In order to take into account possible deeper layer contributions [22,23], the bulk 
energy position was allowed to vary freely with oxygen coverage: we find that the 
resolved bulk peak moved toward lower binding energy at saturation in comparison 
with the clean case and the displacement is around -80, -50 and -60 meV at the three 
different photon energy 365, 375 and 400 eV, respectively.We assume that these 
varying amounts of shift originated from the different second layer intensity 
contribution caused by the variation of the surface sensitivity with photon energy. The 
CLSs estimated from the analysis are listed in Table 8.2. The average values for the 
Chapter 8- Oxygen-induced Rh(100)-(2×2)pg reconstruction:  a core-level shift study 
 
 114
three resolved components are –390 meV, -195 meV and +115 meV. From 
coordinations arguments and in analogy with other well known similar adsorptions 
systems [18,19,24], we assign the last two additional components to Rh1-fold and Rh2-
fold surface atom contributions, respectively. This interpretation is confirmed by 




365 eV 375 eV 400 eV average values 
Rh0 -675 -675 -680 -675 
Rh1 -370 -390 -415 -390 
Rh1-fold -175 -200 -205 -195 
Rh2-fold +135 +110 +105 +115 
 
 
Table 8.2: Resulting experimental CLS for the resolved surface component Rhi at three 
different photon energies 365 eV, 375 eV and 400 eV. Rh0 indicates clean surface atom. For 
the other Rhi atoms, see models in  Fig.s 8.1 and 8.2. 
 
8.2 Theoretical results 
 
Density functional theory calculations are performed within the local density 
approximation. Details regarding kinetic energy cut-off, smearing function, k-points 
grid used for Rh(100) modelling can be found in chapter 3.2. Oxygen atoms are 
adsorbed on one of the two slabs surface, allowing full relaxation until the total force 
on each atom is less than 0.001 Ry/bohr. We find a bulk equilibrium lattice constant 
of 3.78 Å. For the clean Rh(100) surface we find that the first to second layer distance 
∆12 contracts by ∆12/d0=-3.7% when compared to the bulk interlayer distance d0. 
We investigate the O-structures illustrated in Fig.s 8.1 and 8.2, i.e. the p(2 × 2), c(2 × 
2), and three possible structures at oxygen saturation: the first is the (2 × 2)pg 
asymmetric white reconstruction, with oxygen in the three-fold hollow rhomboidal 
site (Fig. 8.1(c)); the second is the (2 × 2)pg symmetric white reconstruction, with 
oxygen in the centre of the rhomboidal hollow site (Fig. 8.2(a)); finally, the (2 × 
2)p4g black reconstruction with oxygen in the square fourfold hollow site (Fig. 
8.2(b)). Surface atomic structures, electron densities of states, and initial and full CLS 
were only calculated for the first four structures. In fact, the geometry of the last 
structure ends up being unstable. The atoms starting with this configuration prefer to 
relax towards a c(2 × 2) structure as was also found in [8]. 
In Figures 8.1 and 8.2, the inequivalent surface atoms are indicated with different 
labels Rh1, Rh2 in order to distinguish surface atoms having one or two bonds with O 
atoms in the unreconstructed geometries and similarly, Rh1-fold or Rh2-fold in the 
reconstructed geometries. The inequivalent second layer atoms are labelled with 
different numbers from 1 to 3. 
The equilibrium geometries are also summarized in Table 8.3. The oxygen adsorption 
height is always around 1 Å while the O-Rh bond length goes from 2.12 Å in the p(2 
× 2) phase to 2 Å in the asym(2 × 2)pg geometry. These values are comparable to 
typical bond lengths calculated for the other two low index rhodium surfaces at the 
same coverage [26,27]. 




I layer Structure hO-Rh dO-Rh 
Buckling δxy 
II layer 
p(2×2) 0.98 Å 2.12 Å 0 Å 0.01 Å ∆d1=1.90 Å 
∆d2=1.87 Å 
∆d3=1.79 Å 
c(2×2) 0.99 Å 2.13 Å 0 Å 0 Å ∆d1=1.88 Å 
∆d2=1.93 Å 
sym(2×2)pg  1 Å dshort= 2.07 Å 
dlong= 2.20 Å 
0 Å 0.07 Å ∆d1=1.89 Å 
∆d2=1.93 Å 
asym(2×2)pg 1.08 Å 
0.99 Å 
dshort = 2 Å 
dlong = 2.71 Å 
0.09 Å 0.21 Å ∆d1-fold-II=1.90 Å 
∆d2-fold-II=1.99 Å 
 
Table 8.3: Summary of the calculated structural parameters for the investigated O/Rh(100) 
phases also displayed in Fig.s 8.1 and  8.2. Oxygen adsorption height hO-Rh, oxygen-rhodium 
bond length dO-Rh, first layer buckling, in-plane rhodium radial displacement δxy and first to 
second layer distance ∆di are listed, where i=1, 2, 3 denotes the inequivalent second layer 
atoms. In the asym (2 × 2)pg structure the second layer atoms are substantially coplanar. 
Therefore the different first to second layer distance is a consequence of first layer buckling. 
In the reconstructed geometry both the O-Rh bond length along the short dshort and long dlong 
rhombus diagonal are reported. 
 
 
In the p(2 × 2) phase the first layer atoms are coplanar and exhibit a radial 
displacement from oxygen atom of 0.01 Å. In contrast, there is a buckling of 0.11 Å 
in the second layer. 
In the c(2 × 2) structure the top layer atoms are also coplanar and the buckling in the 
second layer reduced to 0.05 Å. The average interlayer spacing is 1.91 Å in good 
agreement with the +0.5% relaxation found by Alfe’ et al. [6-8]. 
In the asymmetric reconstructed (2 × 2)pg phase the rotation (~13°) of the empty 
squares sites (δRh=0.21 Å) induces a distortion of the surface structure and the 
formation of rhomboidal sites. Oxygen atoms are adsorbed in one of the two three-
fold sites of the rhombus with a in-plane displacement δO=0.38 Å from the rhombus 
centre, in agreement with the previous theoretical value [6-8], 0.35 Å, and with LEED 
I-V [1] results, 0.29±0.15 Å. As a consequence of this asymmetric displacement, the 
outermost layer atoms become inequivalent: Rh1-fold and Rh2-fold, i.e. coordinated with 
one or two oxygen atoms. The oxygen adsorption height are 0.99 Å or 1.08 Å with 
respect to the Rh1-fold and Rh2-fold atoms, respectively, comparable with the 0.98 Å and 
1.06 Å values reported in [6-8]. Therefore, in the uppermost layer there is a buckling 
of 0.09 Å with an outward displacement of the Rh2-fold. 
In the less stable symmetric clock reconstruction, the oxygen adsorbs in bridge sites in 
the centre of the rhombus, 1 Å above the surface layer. The rhodium radial 
displacement is 0.07 Å corresponding to a 4% relaxation as confirmed in [6-8]. This 
value is considerably lower than the 11% distortion in the asymmetric (and more 
favourable) configuration. 
Figure 8.6 shows the local electronic density of states (LDOS) projected onto the px, 
py and pz oxygen orbital and onto 223d rz − , dxz, dzy, 22d yx −  and dxy rhodium orbital for the 
p(2 × 2), c(2 × 2) and asymmetric (2 × 2)pg structures. 





Figure 8.6: Local densities of states projected on to the (a) px, (b) py and (c) pz oxygen 
orbitals (left), and onto the (a) 223d rz − , (b) dxz, (c) dzy, (d) 22d yx −  and (e) dxy Rh orbitals 
(right) of the Rh atoms for all inequivalent surface atoms present in the adsorption structure 
represented in Fig. 8.1 i.e. the p(2 × 2) (full colour), c(2 × 2) (dashed line) and asymmetric (2 
× 2)pg-O/Rh(100) (solid line and thick dashed line). 
 
 
The LDOS obtained for the symmetric reconstruction and the c(2 × 2) phase are very 
similar and for this reason the former is not included in the figure. In the p(2 × 2) and 
c(2 × 2) structure, the px and py orbital are equivalent for symmetry reasons, while 
reconstruction remove this degeneration. 
Comparing p and d-projected LDOS for each structure, resonant peaks are identified 
between interacting orbital forming bonding and antibonding states at lower and 
higher BE from the Fermi level, respectively. 
In the p(2 × 2) structure the most important features, indicated with a grey dashed line 
in the figure, are observed at –6.5 and –6.1 eV in the px-O and in correspondence also 
in the dxz- and dxy-Rh surface atoms projections, indicative of the dxz-px and dxy-px 
interactions. In contrast, the dyz component does not present any resonance, thus 
suggesting a no participation in the bond. When the nearest equivalent Rh surface 
atom of the same square site is considered, the reversed situation is found with dyz-py 
and dxy-py interacting while the dxz orbital does not participate to the bond because it 
points towards the empty site. The same considerations held for the c(2x2) structure, 
with the bonding state located at around –6.7 and –5.9 eV and the anti-bonding state 
at +1.2 eV indicated with small black arrows in the figure. In the reconstructed phase 
the visible PDOS features evidence a dxz-px and dxy-px interaction for Rh2-fold atom and 
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the dyz-py and dxy-py interaction for Rh1-fold atom; the reverse situation takes place for 
the other two equivalent atoms of the rhombus site. 
In summary, the oxygen atom on Rh surface finds its optimal geometry by shortening 
and strengthening the O-Rh bond. This causes a lower coordinated adsorption site 
toward which a considerable amount of negative charge are carried and oxygen is 
located higher above the metal surface with respect to the case of N/ and C/Ni(100) 
reconstruction. Consequently, the resulting bond is covalent but with a high 
percentage of ionicity due to of the surface to adsorbate charge transfer because of the 
electronegativity [28] difference between Rh (µ=2.28) and O (µ=3.44). 
The formalism adopted for the O-induced Rh3d5/2 CLS calculation has been described 
in chapter 3.2. The full CLS value results are listed in the third column of Table 8.4. 
 
 
Structure Rh atom Full calc. Initial 
state 
Screening ∆Bd 
Rh0 -580 -650 +70 -580 Clean 
II-layer +140 +80 +60 +100 
Rh1 -385 -420 +35 -390 
II-layer(1) +55 +40 +15 +90 
II-layer(2) +115 +115 0 +90 
(2×2) 
II-layer(3) +35 -25 +60 -5 
Rh2 -135 -120 -20 -165 
II-layer(1) -65 -95 +30 -35 
c(2×2) 
II-layer(2) +25 +85 -65 +45 
Rh2 -120 -125 +5 -155 
II-layer(1) -60 -105 +45 -35 
sym(2×2)pg 
II-layer(2) +15 +60 -45 +40 
Rh1-fold -185 -235 +50 -245 
Rh2-fold +140 +140 0 +10 
II-layer(1) -85 -110 +25 -50 
asym(2×2)pg 
II-layer(2) -65 -10 -50 -40 
 
Table 8.4: Calculated Surface Core Level Shifts, initial state core level shift (meV) and 
screening contribution relative to the Rh3d5/2 core level of the Rh(100) O-covered surface. 
Inequivalent Rh first- and second-layer atoms are indicated as reported in Fig. 8.2. The 
calculated d-band centre shifts ∆Bd are also reported in the last column. 
 
 
The apparent discrepancy between experimental (-680 meV) and theoretical (-580 
meV) SCLS found for the clean surface has been extensively explained by early 
studies [18,19] to be a consequence of the second layer contribution located at +140 
meV from the bulk and neglected in the curve fitting procedure. 
Otherwise, the inclusion of a photoemission intensity component describing deeper 
layer contribution produces a SCLS of 600 meV that comes to closer agreement with 
the theoretical value [18]. The calculated Rh1 induced CLS is –385 meV, thus 
supporting the hypothesis presented in the experimental analysis that the intensity 
component found at –390 meV originates from atoms coordinated with one oxygen 
adsorbed in fourfold geometry. CLS values for Rh2 atoms in c(2 × 2) structure (-136 
mev) and in sym(2 × 2)pg geometry (-119 meV) are comparable in size. These values 
are appreciably lower than those obtained by means of HR-XPS measurements in [13] 
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(–210 meV). In fact, the exclusion of second layer components in the analysis leads to 
overestimate the shifts in a similar way to the case of a clean surface discussed above. 
The correspondence in the features observed in the projected density of states relative 
to the two different structures are interpreted as a consequence of their very similar 
geometry. Namely, the symmetric reconstructed surface presents a distortion of only 
4% with respect to the regular square c(2 × 2) phase, and evidently does not widely 
modify its electronic structure. It was found [6] that the two structures have the same 
energy within the accuracy of the calculation. More precisely the sym(2 × 2)pg is 
favoured by only 3 meV with respect to the c(2 × 2), while in the case of the 
asymmetric reconstruction the surface undergoes a more substantial distortion (around 
11%) that definitively stabilizes the system. 
Finally, in the asymmetrical reconstructed (2 × 2)pg phase, the values for the two 
kinds of surface atoms Rh1-fold and Rh2-fold are –185 and +140 meV, respectively and 
are compatible within the uncertainties with the measured –195 and +115 meV shifts. 
Although the  CLS induced by the Rh1-fold atoms of the asym(2 × 2)pg and by the Rh2 
of the sym(2 × 2)pg (or in the c(2 × 2) phase) are very close, it is possible to 
distinguish between the two structures on the basis of XPS measurements. In fact, the 
analyzed spectra require an additional component located at higher BE with respect to 
the bulk peak, and this new contribution could not be explained by any of the other 
symmetric geometries. Comparison with the theoretical calculation also explains the 
bulk shift found in the experimental analysis. Indeed, while the exclusion of a second 
layer component (otherwise located at +140 meV) produces a bulk peak position 
artificially positioned at higher BE in the case of the clean surface, in the oxygen 
saturated surface the two inequivalent second layer atoms induces a CLS of –86 and –
64 meV. Thus, it is expected that the centre of gravity of the deeper layer contribution 
would shift towards lower BE with respect to the clean surface case. This negative 
second layer induced CLS could be explained to be a consequence of the second to 
first layer expansion resulting in a slightly lower effective coordination [19].  
Even if the Rh1 and Rh1-fold surface atoms in the p(2 × 2) and asym(2 × 2)pg structure, 
respectively are both bonded with only one oxygen atom, the corresponding CLSs are 
very different. In fact in the reconstructed geometry we find that the surface Rh atoms 
loose approximately twice the amount of electron charge (0.07 e-). Moreover, in this 
geometry the Rh1-fold-O bond length is slightly shorter. Both effects produce a positive 
contribution to the overall shift. With the same arguments the different Rh2 and Rh2-
fold induced CLS can be explained. 
In the asym(2 × 2)pg phase the Rh2-fold surface atom loose 0.17 e- versus 0.11 e- for 
the c(2 × 2). Additionally, in the reconstructed surface the Rh2-fold bond length is only 





In Figure 8.7 the LDOS projected onto the d orbital of bulk and surface atoms is 
plotted for p(2 × 2), c(2 × 2) and asym(2 × 2)pg phase and the thick vertical line 
indicates the d-band energy centre position Bd. 
Within the initial state picture, i.e. neglecting screening effects, SCLS can be 
explained as a consequence of surface d-band narrowing induced by the coordination 
reduction at the surface, as explained in section 2.3.1. This is clearly seen in Fig. 8.7 
(bottom panel), where the DOS projected onto Rh0 surface atoms is compared with 
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the DOS projected onto bulk atoms. In contrast, because of oxygen adsorption, the d-
band undergoes a broadening and consequently a d-band centre downward shift is 
obtained. 
 
Figure 8.7: Calculated densities of states (states/eV) projected onto the 4d orbital of the Rh 
atoms for all inequivalent surface atoms present in the three adsorption structure represented 
in Fig. 8.1,  i.e. the p(2 × 2), c(2 × 2) and asymmetric (2 × 2)pg-O/Rh(100). The projections 
onto the 4d orbitals relative to surface and bulk atoms are also plotted. Thicker lines indicate 




Figure 8.8 shows the initial state ∆cinit contribution as a function of the d-band shift 
∆Bd for all the inequivalent surface and second layer atoms in the three different 
structures. As explained in previous studies for different adsorption systems 
[18,19,24,29], this qualitative linear trend shows the correlation existing between 
these two quantities, each one having a common origin i.e. the change of the surface 
potential, but experienced in the core and the valence region. 
The same trend holds for the full shift versus ∆Bd (Fig. 8.9), because the screening 
contribution (absolute value) is always less than 70 meV (see Table 8.4). The 
relationship visible in Fig. 8.9 confirms the SCLS as a measure of surface chemical 
reactivity changes, also in the case of a reconstructed surface induced by adsorption of 
oxygen atoms. 
In conclusion, we have demonstrated that the oxygen induced Rh3d5/2 CLSs are very 
sensitive to the local geometrical and chemical environment changes. The adsorption 
geometry drastically changes with increasing the oxygen coverage until inducing 
surface reconstruction at 0.5 ML. 
Even though the (100) surface already offers a highly coordinated adsorption site 
(four-fold hollow), the system prefers to reconstruct towards the (2 × 2)pg structure, 
which involves a considerable surface distortion. This atomic rearrangement requires 
a certain energy cost, but the energy gained in the optimization of the oxygen-
rhodium bond lowers the total surface energy and compensate largely the initial cost. 
In the reconstructed asym(2× 2)pg structure, oxygen adsorbs out of the centre of the 
rhombus thus involving two inequivalent surface atoms denoted Rh1-fold and Rh2-fold 
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which are characterized by considerably different CLS (-185 meV and +140 meV, 
respectively) and thus also different reactivity properties. 
 
 
Figure 8.8: The calculated initial state core level shifts as a function of the d-band centre 
displacement for all the inequivalent first and second layers atoms of the adsorptions 




Figure 8.9: The calculated full surface core level shifts as a function of the d-band centre 
displacement for all the inequivalent first and second layers atoms of the adsorptions 
structures represented in Fig.s 8.1 and 8.2. Different colours correspond to inequivalent 
atoms. 
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The Ni3Al(111) surface structure: 




Most bimetallic alloy surfaces display a significant deviation from the bulk 
composition in the first three or four atomic layers due to thermodynamic effects. An 
example is the case of the PtRu and PtRh alloy surfaces [1,2], where segregation of Pt 
into the first atomic layer takes place, while substitutional disorder exists in the bulk. 
On the contrary, some of the bimetallic alloys of A3B type with the L12 structure, 
typically referred to as directly ordered alloys, present a bulk like stoichiometric 
composition for selected low index crystallographic terminations like the (111) 
surface, since the mixed terminal layers are energetically favoured with respect to 
pure surfaces. Among them, Ni3Al, which crystallizes in a face-centred cubic lattice, 
represents an interesting case because of its applications in electronics, coating 
technology and for structural elements in engineering systems exposed to high 
temperatures [3,4]. Beyond that, NiAl and Ni3Al surfaces attract remarkable interest 
as templates for the growth under ultra-high vacuum conditions of thin alumina 
ordered films [5-8]. Both the structure and the reactivity of these Al-oxide layers are 
widely studied as UHV model systems of supported catalysts. A first step towards a 
deep comprehension of the structure and the growth mechanisms of such additional 
layers is a detailed description of both the structural and the chemical properties of the 
substrate alloy. 
The first structural investigation of the Ni3Al(111) surface, based on low electron 
energy diffraction [9], reported a bulk-like termination with a small rippled relaxation 
of the aluminium atoms, each one surrounded by six Ni nearest neighbours in a (2 × 
2) configuration. Al atoms are displaced outwards by 0.06 Å from the Ni plane. 
Stimulated by theoretical calculations, predicting that a small increase in the 
stoichiometric 3:1 compositional ratio would result in a pure Ni first-layer [10], a 
recent Surface X-Ray Diffraction (SXRD) study reported an unexpected chemical 
disorder on the clean surface [11]. The long-range disorder decreases for increasing 
depth, while the atomic geometrical arrangement is in fair agreement with previous 
LEED results. This behaviour has been explained in terms of chemical disorder at the 
surface, although the surface is overall stoichiometric. Different conclusions about 
surface order have been reported after Scanning Tunnelling Microscopy 
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measurements [12], revealing an hexagonal array with interatomic distances of 4.9 Å, 
in excellent agreement with the distance between two aluminium nearest neighbours 
in the (2 × 2) unit cell. In agreement with previous experimental findings, very recent 
ab initio calculations [13] reported an outward shift of the surface Al plane and an 
inward shift of the Ni plane, resulting in an overall difference of 0.10 Å between the 
vertical positions of the Al and Ni atoms. 
Since the accurate determination of surface lattice relaxation effects is important for a 
quantitative description of the alloy energetics, we have performed a X-Ray 
Photoelectron Diffraction investigation of the Ni3Al(111) system. A significant 
advantage of using XPD with respect to LEED and SXRD techniques is that is highly 
sensitive to the local environment of the investigated atom, and does not require a 
long-range order. Moreover, the forward focusing effect, achieved at high 
photoelectron kinetic energy, yields a direct identification of the inter-atomic bond 
directions [14]. The experimental results are complemented by structural calculations 
based on Density Functional Theory. My contribution to this study has regarded anly 





Photoelectron diffraction experiments were carried out in a multi-purpose UHV 
chamber with a base pressure of 5×10-11 mbar. The apparatus is equipped with LEED 
and Spot Profile Analysis-LEED optics, residual gas analyser for temperature 
programmed desorption measurements, a Mg Kα X-ray source (hν = 1253.6 eV - ∆E 
= 0.9 eV), a monochromatic Al Kα source (hν = 1486.6 eV - ∆E = 0.4 eV) and a VG 
MKII hemispherical electron energy analyzer. A five degrees of freedom VG Omniax 
manipulator (three translational axes, polar and azimuthal rotations) is mounted 
eccentrically on a large differentially pumped rotary flange, so that different 
instruments, mounted on the radially distributed flanges along the circular chamber 
perimeter, can be reached. The movement system, the instrument controls and the data 
acquisition are fully computer driven by custom Labview software. The manipulator 
allows electron bombardment sample heating by up to 1400 K and liquid nitrogen 
cooling down to 140 K. The Ni3Al(111) oriented single crystal, was carefully cleaned 
by repeated cycles of Ar+ ion bombardment (2.5 keV) at room temperature and 
subsequent annealing up to 1175 K. Heating leads to surface ordering as well as to Al 
segregation to the outermost layers, which compensates the higher sputtering 
efficiency for Al vs Ni atoms [11]. Using this procedure a sharp p(2 × 2) LEED 
pattern, related to the chemical order of the first surface layer Ni and Al atoms, was 
obtained. Surface contaminants such as carbon and sulphur were below the XPS 
detection limits (< 0.01 ML). 
The sample crystallographic directions were aligned by means of LEED with respect 
to the manipulator axis. In Fig. 9.1(a) we show the model of the clean surface and 
define the polar (Θ) and azimuthal (φ) angle scales used throughout the work. 
XPD measurements are acquired using the monochromatic Al Kα radiation, with the 
sample kept at room temperature. Due to the long measuring time required to collect 
azimuthal and polar scans needed to yield the full hemispheric mapping, cleaning 
cycles are regularly alternated to data collection. At each angular position, the Ni 2p3/2  
peak at 852.3 eV binding energy is measured. The photoelectron intensities are 
obtained by fitting the data with a Doniach-Sunijch function, convoluted with a 
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Gaussian. For each angular scan, the Ni 2p3/2 intensity is used to calculate the 
modulation function [13], which is defined as χ=(I-I0)/I0. For the azimuthal scans, I0 is 
a constant equal to the average intensity. In the case of polar scans, I0 is instead 
calculated by data interpolation with a proper cosine function, which accounts for the 
sampling depth and for the intensity attenuation as a function of the emission angle. 
For the two-dimensional (2D) stereographic projection of the XPD data, the 





Figure 9.1: Scheme of the clean Ni3Al(111) surface structure from top (a) and side (b) view. 
Al atoms (yellow-orange scale) form a p(2 × 2) arrangement in each of the a-b-c stacked 
layers. Ni atoms are represented in grayscale. Arrows indicate the main crystallographic 
directions as well as the polar and azimuthal reference angles for the XPD scans. 
 
 
The XPD simulations have been performed using the MSCD package developed by 
Chen and Van Hove [15] The simulation slab is formed by three Ni3Al(111) planes 
and a semielliptical cluster of about 270 atoms centred around the chosen emitter. 
Non-structural parameters such as the Debye temperature and the inner potential are 
obtained from the literature [9,16], while the scattering order, cluster size, maximum 
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angular momentum, pathcut, Rehr Alberts approximation order [17] and finite 
analyzer acceptance angle were brought to convergence. The inelastic mean free path 
inside the Ni3Al alloy was obtained with the TPP-2M formula implemented in the 
code. All phase shifts and radial matrix elements are calculated by using the PSRM 
utility program [15]. 
The overall agreement between simulated and experimental modulation functions is 
quantified by a multispectral reliability factor (R). We adopted the form defined as a 
normalized summation of the square deviations between the calculated and the 
experimental χ functions [15]:  
 ( ) ( )∑ ∑ +−=
i i
isimiisimiR 2 ,2exp,2,exp, / χχχχ .    (9.1) 
 
An important point to be discussed is the R-factor analysis, which has been performed 
in order to obtain the best values of the structural parameters. In particular, it is well 
known that the variability of the R-factor is related to the calculation accuracy and to 
the possible existence of different relative minima in the R-factor multi-dimensional 
surface, as a function of both the structural and non-structural parameters. Therefore, 
a reliability test has been introduced in order to evaluate the accuracy in the results 
obtained by the comparison between simulation and experiment. To this purpose, we 
used the quantity var(R) recently introduced [14]. The variance for the minimum 
value of the R-factor is defined as var(R)=Rmin× N/2 , where N is the number of 
independent features of structural information present in the data. For example, in an 
angular scan N is given by the ratio of the complete angular range divided by the 
characteristic width of the diffraction modulations [14]. On the basis of this 
assumption, any structure which is found to have an associated R-factor less than 
Rmin+var(Rmin) is regarded as falling within the simulation error bar. On the basis of 
the above considerations we determined the reliability of our results. 
 
 
9.2 DFT calculations 
 
The calculations are based on first-principles density functional theory within the 
generalized gradient approximation for the exchange and correlation (XC) energy 
functional. In order to take into account the effect of magnetism, we performed spin-
polarized calculations. The Kohn-Sham one-electron orbitals are expanded using 
plane waves up to a 34 Ry cut-off energy. The k-space integrations over the Brillouin 
Zone are performed using a 12 × 12 × 12 Monkhorst-Pack mesh, where each k-point 
contribution is broadened by a Methfessel and Paxton smearing function of order 1 
with a width of 0.012 Ry. 
Ni3Al crystallizes in the cubic L12-type structure with Al atoms at the cubic corners 
and Ni atoms at the face centre positions [18]. From bulk calculations we obtain an 
equilibrium lattice constant of 3.57 Å, which is equal to the experimental value [19]. 
We model the surface with a (2 × 2) unit cell and 7-layer repeated slabs with a 
vacuum region of 10 Å in order to make the inter-slab interactions negligible. Both 
sides and all layers are relaxed except the central layer in the centre of the slab. 
Ionic forces are the energy derivative with respect to the ions displacement. On the 
basis of this, the geometry was optimized until all components of ionic forces on each 
atom were smaller than 0.001 Ry/bohr and the total energy variation less than 10-6 Ry. 
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The numerical accuracy of the structural parameters thus obtained can be estimated to 
be less than 0.005 bohr from the residual forces and bond-stiffness, as estimated from 
vibrational frequencies. The inaccuracy associated to the approximate treatment of 
exchange and correlation is difficult to quantify but since structural properties are 
usually rather insensitive to details in the XC functional we estimate that the overall 
uncertainty of the theoretical structural parameters is below 0.01 Å . 
 
 
Figure 9.2: Plots of modulation function of selected experimental (black) and calculated 
(orange) azimuthal scans. A structural model is also shown in order to define the scanning 




9.3 Results and discussion 
 
In order to obtain the structural parameters of the Ni3Al(111) surface, we initially 
performed azimuthal and polar scans along selected directions. In Fig.s 9.2 and 9.3, 
the experimental χ functions are plotted together with the corresponding best R-factor 
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multiple scattering simulation results. The best structural parameters have been 
obtained by comparing experimental and computed χ functions according to the 
following procedure. As a first step we set the structural parameters to the bulk Ni3Al 
values and optimized the non-structural degrees of freedom. Consequently, we let to 
vary also the structure of the slab. On the basis of previous findings [11,20], the 
nearest-neighbour distance within a single (111) plane was assumed to be 2.52 Å, then 
the distances between the outermost three atomic layers were varied minimizing the 
R-factor. Finally, the first layer Al atoms were allowed to move outwards. In our 
calculations we did not consider antisite substitutional defect configurations (Ni or Al) 
and we always used a nominally 3Ni:1Al stoichiometric structure. Since the 
displacement of the Al atoms in the second and deeper layers with respect to Ni atoms 
in the same planes did not yield appreciable variation of the R-factor, we did not 




Figure 9.3: Plots of modulation function of selected experimental (black) and calculated 
(orange) polar scans. A structural model is also shown in order to define the scanning angles. 
 
 
In Figure 9.4 I plot the results of this optimization. In the upper panel (Fig. 9.4a), the 
R-factor behaviour as a function of the distance between the first Al and Ni layers is 
depicted. In the bottom panel (b), the 2D contour plot describes the R-factor 
behaviour as a function of the relaxation/contraction of the first two inter-layer 
distances with respect to the bulk value. From this analysis, we get a minimum R-
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factor of 0.2275, which is obtained upon grid sampling of the three-dimensional space 
(d12;d23;dAl) after optimization of the non-structural parameters. The structure with 
this best R-factor exhibits an extrusion of the surface Al atoms (dAl) of 0.15±0.10 Å, 
while the two terminal planes are slightly contracted with respect to the bulk value of 
2.055 Å [9]. Indeed, we find d12 = 1.99±0.02 Å and d23 = 2.01±0.02 Å, corresponding 




Figure 9.4:  Plots of the R-factor as a function of the examined structural parameters: (a) R-
factor vs first layer Al atoms extrusion, (b) R-factor versus d12 and d23 distances. The d12 
distance is calculated with respect to the first layer Ni plane. See text for further details. 
 
 
The upper panel of Fig. 9.5 shows the stereographic projection of the experimental 
mapping of the Ni 2p3/2 photoemission intensity. Due to mechanical constraints, the 
experimental data were limited to the angular range 0°- 80° for θ, and 12°-132° for ϕ 
and then replicated to plot the full projection. We have simulated with the MSCD 
package the intensity in the full hemisphere, using the structural parameters 
previously determined with the R-factor minimization. The result of this calculation, 
displayed in Fig. 9.5(b) as stereographic projection, shows a remarkable agreement 
with the experimental data of Fig. 9.5(a). 
The structural parameters that we obtain from our DFT calculations are in very good 
agreement with the experimental findings as shown in Table 9.1. We obtain a first 
layer buckling with Al atoms displaced by 0.08 Å over the plane of Ni atoms. The Ni-
Ni first to second layer distance results to be 2.00 Å, i.e. 2.9% contracted with respect 
to the bulk value of 2.06 Å; the second layer Al atoms are 0.02 Å inward displaced 
with respect to the Ni atoms of the same layer, resulting in Al-Al first to second layer 
distance of 2.11 Å (+2.4%). In the third layer the Al atoms are coplanar with the Ni 
atoms and the second to third interlayer spacing  (Ni-Ni distance of 2.05 Å) is 
contracted by only 0.4%. 
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Our experimental and theoretical results are in good agreement with previous studies 
that find an outward displacement of the terminal layer Al atoms with respect to the 
first layer Ni atoms, which are on the contrary inward contracted with respect to the 
bulk interlayer distance (see Table 9.1). However, we get a larger contraction of the 
first-to-second layer distance with respect to the previously published, LEED and 
SXRD results [9,11], while our estimate is in agreement with the most recent DFT 
calculations [13]. 
For the experimental techniques, the origin of this discrepancy could be due to the fact 
that both LEED and SXRD yield information which is obtained by diffraction 
processes in long-range ordered structures. On the contrary in XPD the diffraction 
process is local, being the reference wave generated by an emitter atom in the sample. 
Due to this reason, the chemical disorder present on the alloy termination, which has 
been evidenced both by XRD and STM [11,12], clearly affects in a different way the 






Figure 9.5: Experimental (top) and calculated (bottom) 2D stereographic plots of the Ni 2p3/2 
intensity as a function of the polar (0-80°) and azimuthal (0-360°) coordinates. The main 
crystallographic directions are also shown. 
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 XPD (present work) 
DFT 
(present work) Literature Ref. 
dAl 


















Table 9.1: Comparison of our results (experimental and theoretical) with the literature data 
for the structural relaxations of the Ni3Al(111) surface layers. (*) Values indicated by an 
asterisk refer to the mean positions of the Al and Ni atoms within a given layer, as reported in 




The agreement between simulated and experimental structures is good and the best R-
factor obtained is quite low; nevertheless, a better R-factor might have been obtained 
by using a cluster of larger size, in order to allow for more than three Ni3Al layers in 
the trial structures. This goes beyond the MSCD code capabilities due to the 
exceedingly large number of inequivalent atoms required. Due to the absence of a 
repetition of equivalent layers in the simulation (since a single a-b-c stacking has been 
introduced) the forward scattering peak at (θ=0), present in the experimental results of 
Fig. 9.5(a), has a very low intensity in the simulated 2D stereographic plot data. 
By comparing the experimental and simulated χ functions reported in Fig.s 9.2 and 
9.3, it can be observed that the positions of the diffraction peaks are well reproduced 
by the calculation, while the modulation intensities are slightly amplified with respect 
to the measured data. In the azimuthal scan plots we have shown the normalized χ 
function, in which the simulated diffraction modulation amplitudes are scaled to fit 
the experimental data, so that the agreement in the angular position of the structures is 
highlighted. On the contrary, in Fig. 9.3 we have plotted the absolute χ function for 
the polar scans, so that the discrepancy between the amplitude of the modulations is 
apparent. 
The above considerations about the reliability of the R-factor analysis (see section 
9.1) are essential in the case of the buckling effect of the Al atoms, where the poor 
sensitivity of the high kinetic energy photo-emitted electrons to the low Al scattering 
cross section yields only minor changes in the modulation functions when the Al 
atomic positions are changed. 
Despite this poor sensitivity, our experimental finding combines with our DFT 
calculations, which unambiguously show the outward Al displacement in the first-
layer, in agreement with analogous results obtained by DFT calculations of the same 
system recently appeared in the literature [13]. 
This seems to be a general rule for L12-A3B(111) surfaces. Indeed it has been 
suggested [21] that the L12-A3B alloy lattice constant should be comparable to the 
weighted average of pure A and B single crystal bulk lattice parameters. Moreover, if 
the higher concentration A element is characterized in the pure substance by a smaller 
lattice constant with respect to the pure B single crystal, the mismatch in the alloy is 
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expected to generate a surface strain inducing an outward displacement of the B 
element. In the case of Ni3Al, the pure Al lattice parameter (4.049 Å) [22] is about 
15% larger than that of the pure Ni crystal (3.524 Å) [22] and, indeed we find an Al 
outward buckling in the relaxed structure. That same behaviour characterizes also 
other L12-A3B(111) surfaces like Cu3Pd and Cu3Au [23] where the outward buckling 
results to be 0.1 Å and 0.17 Å, respectively. LEED experiments have shown that also 
for the Pt3Sn(111) surface [24] Sn atoms are outward relaxed by 0.21 Å, even though 
the comparison with the previous systems is not immediate because the pure Sn does 
not crystallize in face centred cubic but in a tetragonal geometry. 
This work has represented a preliminary study towards the investigation of oxidation 
process in UHV conditions, which produces the formation of a thin well-ordered 
alumina film. The investigation of the oxidation process and the oxide layer structure 
by means of XPD and HR-XPS is actually under progress. Heterogeneous catalysts 
consist of highly dispersed transition metal nanoparticles, which usually represent the 
catalytic active component, over a support material like alumina oxide. In this way it 
is possible firstly to maximize the surface area of the active phase and secondly to 
exploit the structural and electronic effect caused by metal-support interaction, which 
can furthermore improve the catalytic activity or selectivity of the system. Since it is 
impossible to control a catalyst working in real conditions, model systems represented 
by supported metal particles are studied in order to achieve a deep understanding of 
the role of support as well as the role of the different types of sites which characterize 
the nanoparticles. Thus the next step of our work will be the study of under-
coordinated TM atoms on alumina, obtained by evaporation from pure TM-wire in 
UHV condition at low temperature (below 50 K) as described in the case of TM 
substrate in chapters 4-6. Our aim will be in this case the investigation of the interplay 
between geometric and electronic structure in determining the reactivity properties of 
the deposited under-coordinated atoms. 
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The electronic structure of highly under-coordinated Rh and Pt atoms, namely 
adatoms and addimers, on homo-metallic surfaces was probed by combining high 
energy resolution core level photoelectron spectroscopy and density functional theory 
calculations. Of particular interest is that for the first time the spectral contribution of 
atoms at the lowest coordination numbers (n=3, 4 and 5) was detected. Rh3d5/2 and 
Pt4f7/2 core level binding energies corresponding to atoms in different configurations 
were shown to be highly sensitive not only to the local atomic coordination number 
but also to the interatomic bond lengths. These results have been rationalized by 
introducing a new indicator, the effective coordination ne, which includes both 
contributions. The calculated energy centre of the valence d-band density of states, a 
well known descriptor of the surface chemical reactivity, shows a remarkable 
correlation with core level shifts and effective coordination. With the same 
experimental and theoretical approach, Rh under-coordinated atoms and Rh 
pseudomorphic adlayers on Pt(111) surfaces were investigated. Beyond the 
coordination and strain effect, electronic structure modifications in the RhPt 
bimetallic surfaces were explained by introducing the additional effect caused by the 
hetero-metallic bond interaction. CLSs results suggest an enhancement in the Rh 
reactivity properties when compared to a pure Rh metal. Commercial catalysts usually 
contain complex multicomponent systems consisting of highly dispersed transition 
metal nanoparticles supported on an oxide material like alumina. In order to 
incorporate this aspect into a model catalyst with the surface science technique, 
transition metal under-coordinated atoms deposited on the alumina surface were also 
investigated. 
In this step, the structure and growth process of well ordered thin aluminium oxide 
films starting from a Ni3Al(111) surface were examined by means of  X-Ray 
Photoelectron Diffraction and HRCLS. Since this process strongly depends on the 
electronic structure of the substrate, an important starting point is having accurate 
knowledge of the underlying surfaces geometric and electronic structure. This thesis 
also reports studies on the geometric structure of the Ni3Al(111) terminal layers 
performed using XPD technique and DFT calculations. The analysis of the diffraction 
patterns, combined with multiple-scattering simulations, yielded structural 
parameters, which are in good agreement with the ab initio theoretical results. We find 
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a contraction of the terminal inter-layer distances, accompanied by an outward 
relaxation of the first layer Al atoms with respect to the Ni atoms. 
Moreover, under reaction conditions, it can be expected that a nanoparticle will 
undergo restructuring processes induced by the reactant, with a consequent impact on 
the reaction kinetics. Thus, two cases of surface reconstructions, where under-
coordinated atoms are involved, were also studied. 
Firstly, the (1 × 1)→ quasi-hexagonal (HEX) phase transition on a clean Pt(100) 
surface was investigated by monitoring the time evolution of the Pt4f7/2 core level 
photoemission spectra. The spectral component originating from the atoms forming 
the (1 × 1) metastable unreconstructed surface was found to be –570±20 meV with 
respect to the bulk peak. Our ab initio calculations confirmed the experimental 
assignment. At temperatures above 370 K, the (1 × 1) phase irreversibly reverted to 
the more stable HEX phase, characterized by a surface core level shifted component 
at -185±40 meV. By analyzing the intensity evolution of the core level components, 
measured at different temperatures, the activation energy of the phase transformation 
was determined. The (100) surface of Pt represents a formidable example of how the 
same substrate can exhibit completely different reactivity properties with changes in 
surface atomic arrangement: from the more open squared (1 × 1) phase to the 
compressive strained HEX reconstructed phase characterized by lower catalytic 
capabilities.  
Secondly, the oxygen induced reconstruction of the Rh(100) surface resulting in a (2 
× 2)pg geometry at a coverage of 0.5 ML was investigated. The oxygen induced 
Rh3d5/2 CLSs were found to be very sensitive to the local geometrical and chemical 
environment changes. The adsorption geometry changed considerable increasing 
oxygen coverage until inducing surface reconstruction at 0.5 ML. 
In this case, the driving force for reconstruction originates from the strong adsorbate-
substrate interaction. In fact, in order to maximize bond strength, oxygen causes the 
rotation of the squared four-fold adsorption sites and further distortion towards 
rhombus sites. In the final configuration the adspecies is located outside the rhombus 
centre in a quasi three-fold geometry, which allows a reinforcement of the bond with 
Rh substrate atoms. This asymmetric structure involves two inequivalent surface 
atoms denoted Rh1-fold and Rh2-fold which are characterized by considerably different 
CLSs (-185 meV and +140 meV, respectively) and thus also different reactivity 
properties. This considerable surface deformation is highly interesting in the 
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