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1 Vorwort
Die Skalenkopplung via Homogenisierung und Lokalisierung ist ein umfangreiches
Forschungsgebiet, nicht nur aus Sicht der Mechanik. Man denke allein an die mil-
liardenschweren Forschungsvorhaben zum menschlichen Gehirn, die 2013 von der
Europa¨ischen Kommission beschlossen worden (www.humanbrainproject.eu). Hier
werden ca. 100 Milliarden verschaltete Neuronen simuliert, in der Hoffnung, dass
auf der Makro-Ebene Pha¨nomene wie Intelligenz erscheinen. Derartige Emergenzen
treten in Physik, Chemie, und Biologie auf. Daher werden Methoden zur Ska-
lenu¨berbru¨ckung in vielen Bereichen beno¨tigt.
Die Skalenkopplung ist aber auch aus ganz praktischer Sicht ein aktuelles For-
schungsgebiet. In der Industrie werden zur Optimierung von Prozessen und Produkten
mo¨glichst genaue Materialgesetze beno¨tigt. Diese ko¨nnen nur unter Beru¨cksichtigung
der auf Mikroebene ablaufenden physikalischen Vorga¨ngen formuliert werden. Da
industrielle Anwendungen allerdings auf einer wesentlich gro¨ßeren La¨ngenskala ablau-
fen, gehen in diese jedoch nur die gemittelten, effektiven Materialeigenschaften ein.
Somit ist eine Skalenkopplung zwischen Makro- und Mikroebene auch im allgemeinen
Maschinenbau von Relevanz. Allein an der Universita¨t Magdeburg wurden mehrere
Graduiertenkollegs in Folge zum Thema Micro-Macro-Interactions in Structured
Media and Particle Systems realisiert (Bertram und Tomas, 2008).
Die vorliegende Arbeit gibt einen groben U¨berblick u¨ber unterschiedliche Homo-
genisierungsmethoden, wobei vereinfachend zwischen numerischen und analytischen
Methoden unterschieden wurde. Es werden jeweils die Beitra¨ge des Autors zu beiden
Teilgebieten vergleichend eingeflochten.
2 Einleitung
Fast alle Materialien, die in technischen Strukturen oder Prozessen zum Einsatz
kommen, weisen eine Mikrostruktur auf. So besitzen beispielsweise metallische
Werkstoffe eine Kornstruktur, Holz eine Faserstruktur, und Beton eine Zement-
Matrix mit Zuschlags-Einschlu¨ssen.
Fu¨r die genaue Vorhersage des Verhaltens eines Bauteils unter Belastung oder bei
einem Umformprozess ist die Beru¨cksichtigung der Mikrostruktur von großer Bedeu-
tung. Im Gegensatz zu rein pha¨nomenologischen Materialmodellen erlaubt die Einbe-
ziehung der Mikrostruktur eine physikalisch motivierte, genauere Beru¨cksichtigung
der auf Mikroebene stattfinden Prozesse.
Allerdings ist dies aufgrund des Skalenunterschiedes nicht ohne weiteres mo¨glich.
In aller Regel sind die Bauteilabmessungen deutlich gro¨ßer als die Heterogenita¨ten
in der Mikrostruktur. Die numerischen Methoden, die zur Lo¨sung eines Randwert-
problems eine Diskretisierung des Bauteils verwenden, wu¨rden bei Beru¨cksichtigung
der Mikrostruktur eine allzu feine Diskretisierung erfordern, was zu inakzeptablen
numerischen Kosten fu¨hrt.
Hier schafft die Homogenisierung Abhilfe. Ihre Aufgabe ist es, fu¨r eine Mikrostruk-
tur und die auf der Mikroebene verwendeten Materialmodelle ein effektives Mate-
rialmodell fu¨r die Makroebene zu ermitteln, auf welcher dieses dann verwendet werden
kann. Außerdem kann eine Umkehrung der Homogenisierung, was als Lokalisierung
bezeichnet wird, erfolgen. Diese erlaubt es, die Entwicklung der Mikrostruktur bei
auf der Makroebene vorgegebenen Prozessen zu verfolgen, was beispielsweise fu¨r die
Vorhersage von Rissinitiierung beno¨tigt wird. Insgesamt ergibt sich eine Interaktion
zwischen Makro- und Mikroebene, welche nur mit Hilfe entsprechender Werkzeuge
rechnerisch zuga¨nglich ist, na¨mlich der Homogenisierung und der Lokalisierung.
Die Methoden der Homogenisierung lassen sich grob in analytisch und numerisch
einteilen. Vor dem massenhaften Aufkommen von leistungsfa¨higen Rechnern in den
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Abbildung 1: Ja¨hrliche Anzahl an Publikationen mit representative volume ele-
ment und analytical homogenization in Titel, Zusammenfassung
oder Schlu¨sselwo¨rtern bezogen auf die (ungefa¨hre) Gesamtanzahl an
ja¨hrlichen Publikationen. (Daten von Scopus.com).
1980er Jahren waren analytische Methoden praktisch die einzigen Werkzeuge, die
zum Abscha¨tzen des effektiven Materialverhaltens zur Verfu¨gung standen. Bevor
Na¨herungslo¨sungen von komplexen Randwertproblemen allgemein verfu¨gbar wurden,
wurden Homogenisierungsaufgaben durch restriktive Annahmen, wie z. B. einem
homogenen Verzerrungsfeld (Taylor, 1938; Voigt, 1889) oder einem homogenen
Spannungsfeld (Sachs, 1928; Reuss, 1929) in Kombination mit einfachen Mate-
rialmodellen soweit vereinfacht, bis geschlossene Ausdru¨cke als Abscha¨tzungen der
effektiven Materialeigenschaften angegeben werden konnten. Analytische Methoden
stoßen jedoch sehr schnell an ihre Grenzen. Mo¨chte man die spezifische Anordnun-
gen der Heterogenita¨ten oder komplexeres Materialverhalten einbeziehen, ko¨nnen
in aller Regel keine geschlossenen effektiven Materialgesetze angegeben werden.
Daher erfreut sich die numerische Homogenisierung mittels der Methode des re-
pra¨sentativen Volumenelementes (RVE) großer Beliebtheit (Hill, 1952; Hashin, 1983;
Suquet, 1987; Nemat-Nasser, 1999; Miehe, 2002; Schro¨der, Balzani und Brands,
2011). Hier wird durch geeignete Randbedingungen eine mittlere Deformation auf
einen repra¨sentativen Materialausschnitt aufgebracht, siehe Abb. 3. Die Lo¨sung
des Randwertproblems mit anschließender Mittelung liefert dann einen Zusam-
menhang zwischen effektiven Spannungen und effektiven Dehnungen. Inzwischen
werden ja¨hrlich mehr als doppelt so viele Vero¨ffentlichungen zu und mit numerischer
Homogenisierung wie zu analytischer Homogenisierung publiziert, siehe Abb. 1.
Im Gegensatz zur analytischen Homogenisierung liefert die RVE-Methode kein
effektives Materialgesetz in Form von Gleichungen, sondern einen Satz diskreter
Werte, z. B. tabellarisch effektive Spannungen und Dehnungen fu¨r verschiedene
Versuche. Die Destillation eines effektiven Materialgesetzes aus diesen ist wiederum
mit einigem Aufwand verbunden.
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Im Allgemeinen werden jedoch pha¨nomenologische Materialmodelle an die RVE-
Rechnungen angepasst. Auch dieser Modellierungsaufwand kann numerisch umgan-
gen werden, na¨mlich durch eine parallele Diskretisierung auf beiden Skalen. Dies
wird als FE2-Methode, Mehrgittermethode oder simultane Mehrskalensimulation
bezeichnet, Feyel (1999) und O¨zdemir, Brekelmans und Geers (2008). Sie ist mit
erheblichem numerischen Aufwand verbunden.
Daher gehen seit einiger Zeit die Bemu¨hungen dahin, den numerischen Aufwand
mo¨glichst klein zu halten. Hierfu¨r gibt es zahlreiche Ansatzpunkte, wie die Opti-
mierung der zugrundeliegenden RVE (z. B. Huet (1990), Hazanov und Huet (1994),
Fritzen und Bo¨hlke (2010a), Schro¨der, Balzani und Brands (2011), Glu¨ge, Weber
und Bertram (2012) und Glu¨ge (2013)
Ein weiterer Ansatzpunkt ist, die beno¨tigte Anzahl der RVE-Rechnungen zu redu-
zieren. Dies ist mo¨glich, indem z. B. der Raum aller RVE-Zusta¨nde (Phasenraum)
diskretisiert wird, und die Ergebnisse der RVE-Rechnungen in einer Datenbasis
abgelegt werden. Fu¨r Simulationen auf Makroebene braucht dann nur zwischen den
Datenpunkten interpoliert zu werden (Dolzmann, 1999; Ghosh, Lee und Raghavan,
2001). Allerdings steigt der a priori Aufwand bei großen Zustandsra¨umen dramatisch,
wenn z. B. die Materialantwort vom Deformationspfad abha¨ngig ist. Daher wird ver-
mehrt daran gearbeitet, bei einer gleichzeitigen Mehrskalensimulation nur relevante
Ausschnitte des Zustandsraumes zu diskretisieren, was als adaptive Tabellierung
bezeichnet wird (Pope, 1997; Arsenlis, Barton, Becker und Rudd, 2006; Klusemann
und Ortiz, 2015). Hierfu¨r werden vorrangig effiziente numerische Methoden beno¨tigt,
z. B. zum schnellen Finden von Daten in einer sehr großen Datenbasis, zur effizienten
Diskretisierung des Zustandsraumes oder zur mo¨glichst effizienten Interpolation.
Aus Sicht der Materialmodellierung gibt es hier wenig zu tun.
Weiterhin gibt es gemischte Methoden, bei welchen effektive Materialgleichungen
z. B. in Form von Entwicklungsgleichungen fu¨r effektive innere Variablen analytisch
hergeleitet, aber numerisch ausgewertet werden. Als Beispiel seien hier die tensori-
ellen Fourier-Koeffizienten einer Kristallorientierungs-Verteilungsfunktion genannt
(Bo¨hlke, 2001; Kalisch und Bertram, 2013).
3 Grundlagen der Homogenisierung
3.1 Skalenabstand
Jeder Homogenisierungsbemu¨hung geht eine Identifikation der Skalen voraus, zwi-
schen denen vermittelt werden soll. Damit eine Homogenisierung sinnvoll ist, muss
ein ausreichender Skalenabstand zwischen den Ebenen vorliegen (Hill, 1952; Hashin,
1983). Die Ebene großer La¨ngen wird im folgenden als Makroebene, die Ebene kleiner
La¨ngen als Mikroebene bezeichnet. Sa¨mtliche Fluktuationen auf der Makroebene
in den Belastungen, geometrischen Sto¨rungen und Randbedingungen mu¨ssen von
deutlich gro¨ßerer Abmessung sein als die Inhomogenita¨ten auf der Mikroebene. Als
Beispiel kann wieder ein Polykristall verwendet werden. So sind normale Korngro¨ßen
um 100 µm angesiedelt, wa¨hrend die Bauteilabmessungen in der Regel im cm oder
m-Bereich liegen.
In aller Regel wird aufgrund von Hashins Mikro-Mini-Makro-Prinzip (Hashin, 1983)
ein großer Skalenabstand beno¨tigt. Das Prinzip besagt, dass die Heterogenita¨ten
bereits auf einer Mesoebene (Mini) nur noch durch ihre statistischen Eigenschaften
wirken. Dann kann auf der Mesoebene das effektive Materialgesetz verwendet werden.
Dieses soll an jedem materiellen Punkt auf der Makroebene angewendet werden
ko¨nnen. Daher muss zwischen der Makroebene und der Mesoebene ebenfalls ein
ausreichender Skalenabstand liegen. Insbesondere bei der RVE-Methode ist dieses
Prinzip wichtig, da das RVE auf der Mesoebene angesiedelt ist. Allerdings kann
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auch bei einem geringen Skalenabstand durch Homogenisierung zumindest der
Erwartungswert und die Standardabweichung des effektiven Verhaltens ermittelt
werden (Jo¨chen und Bo¨hlke, 2009).
3.2 Lokale Beschreibung der Mikrostruktur
Fluktuation eines Feldes. Die Heterogenita¨t einer Mikrostruktur wird durch die
Abha¨ngigkeit eines Materialparameters vom betrachteten materiellen Punkt be-
schrieben. Zusa¨tzlich ko¨nnen die Materialeigenschaften lokal von einer zeit- oder
prozessabha¨ngige Zustandsvariable abha¨ngen. Beispielsweise ha¨ngt die elastisch
anisotrope Steifigkeit eines Kristalls von der Kristallorientierung ab. In einem Po-
lykristall aus isomorphen Kristalliten wu¨rde man dann die lokale Schwankung der
Steifigkeit auf eine Zustandsvariable, na¨mlich die Kristallorientierung, zuru¨ckfu¨hren.
Stu¨ckweise homogene Felder. Viele Mikrostrukturen sind bereichsweise homogen.
Dementsprechend sind die Materialparameter bereichsweise homogen, und es gibt
scharfe Grenzfla¨chen im Material. Dann kann die Mikrostruktur gut mit der Indi-
katorfunktion beschrieben werden (Dvorak, 2013). Man hat dann eine begrenzte
Anzahl von Phasen, fu¨r die jeweils eine Indikatorfunktion die am Punkt vorliegende
Phase anzeigt. Ein Beispiel hierfu¨r ist die Elastizita¨t eines plastisch undeformierten
Polykristalls.
Eine Besonderheit bei stu¨ckweise homogenen Feldern ist, dass die Mikrostruk-
tur vollsta¨ndig durch die Lage der Grenzfla¨che und der Information u¨ber die an
der Grenzfla¨che benachbarten Phasen gegeben ist. Dies kann bei der analytischen
Homogenisierung ausgenutzt werden, siehe Abschnitt 6.3.
Kontinuierlich schwankende Felder. Im Gegensatz dazu steht das kontinuierliche
Variieren eines Feldes, bei welchem ein Zuru¨ckfu¨hren auf Indikatorfunktionen nicht
praktikabel ist. Als Beispiel dient hier die Plastizita¨t eines Polykristalls. Kann man
nach dem Erstarren der Schmelze sicher problemlos von homogenen Orientierungen
in den Ko¨rnern ausgehen, so ist dies nach einer plastischen Deformation nicht mehr
der Fall.
Dimensionsreduktion durch Diskretisierung. Man kann durch Dimensionsreduk-
tion numerisch Na¨herungslo¨sungen mit hinreichender Genauigkeit ermitteln. Hier
gibt es verschiedene Methoden:
• Diskretisierung des Raumes und der Zeit und numerisches Lo¨sen des Rand-
wertproblems mittels geeigneter numerischer Methoden fu¨r ein RVE, wobei die
Entwicklung der Zustandsvariablen an jedem Kollokationspunkt (Integrations-
punkte in der FEM) mit einem numerischen Zeitintegrationsverfahren verfolgt
wird (Vollfeldsimulation). Dies ist sehr rechenaufwendig.
• Eine ra¨umliche Diskretisierung der Mikrostruktur in verschiedene Zellen. In
jeder Zelle wird eine homogene Zustandsvariable angenommen, deren Entwick-
lung verfolgt wird (Transformation Field Analysis (TFA), Dvorak (1992)).
• Eine Diskretisierung des Zustandsraumes, wie sie z. B. in Kalidindi (1998)
fu¨r den Orientierungsraum vorgeschlagen wurde. A¨hnlich der TFA-Methode
wird der Zustandsraum in eine endliche Anzahl von Zellen geteilt, denen
Volumenfraktionen zugeordnet werden.
• Eine Verfeinerung der beiden letztgenannten Methoden ist die Darstellung
mit Moden. Diese dienen als Basen, die linear kombiniert werden, wobei der
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Faktor vor dem Modus als Komponente bezeichnet wird. Dies ist eine Verallge-
meinerung der TFA-Methode (Nonuniform TFA (NTFA), Michel und Suquet
(2003) und Fritzen und Bo¨hlke (2010b)). Einerseits kann die Ortsabha¨ngigkeit
der Zustandsvariable durch geeignete Moden besser wiedergegeben werden als
durch stu¨ckweise homogenen Gebiete. Andererseits ko¨nnen Zusta¨nde durch
eine geeignete Linearkombination von ausgewa¨hlten Basiszusta¨nden oft hinrei-
chend gut approximiert werden. Ein Beispiel hierfu¨r ist die Superposition von
Texturkoeffizienten (Bo¨hlke, Risy und Bertram, 2006).
Leider sind die Methoden der Dimensionsreduktion nicht unproblematisch. Bei
der NTFA wird durch die Linearkombination von Moden eine Linearita¨t in den Ma-
terialgleichungen vorausgesetzt, wodurch diese nur auf einfache Materialgleichungen
anwendbar ist. Außerdem ist die Identifikation geeigneter Moden recht schwierig,
und nicht ohne Vollfeldsimulationen mo¨glich. Es ko¨nnen auch nicht beliebig viele
Moden zur Genauigkeitssteigerung verwendet werden, da sonst die Umkehrung der
Homogenisierung (die Lokalisierung) nicht eindeutig ist, und somit auch nicht die
Entwicklung der einzelnen Komponenten verfolgt werden kann.
Bei der Diskretisierung des Zustandsraumes gibt es a¨hnliche Probleme. So ist nicht
a priori klar, welche Moden den Verlauf der Entwicklung am besten beschreiben
ko¨nnen, und wieviele Moden u¨berhaupt dafu¨r beno¨tigt werden. Beispielsweise kann
eine scharfe initiale Textur mo¨glicherweise mit wenigen Texturkomponenten genau be-
schrieben werden, fu¨r die Verfolgung der Texturentwicklung sind diese mo¨glicherweise
aber nicht ausreichend. Weitere Probleme ergeben sich beim U¨bergang vom vollen
auf den diskreten Zustandsraum, bei dem ein beliebiger Zustand optimal durch
die U¨berlagerung von Moden approximiert werden soll. Hierfu¨r wurden z. B. von
Bo¨hlke (2005) spezielle Methoden fu¨r die Orientierungsverteilungsfunktion entwickelt.
Letztere Methode zielt auf eine optimale Repra¨sentation des Zustandsraumes durch
eine endliche Anzahl von Texturkoeffizienten ab. A¨hnliche Optimierungen lassen
sich auch auf die ra¨umliche Verteilung der Inhomogenita¨ten anwenden. So schlagen
z. B. Schro¨der, Balzani und Brands (2011) eine Maximierung der Repra¨sentativita¨t
eines RVE u¨ber der ra¨umlichen Anordnung der Phasen vor.
3.3 Statistische Beschreibung der Mikrostruktur
Aufgrund des großen Skalenabstandes sind nicht einzelne Heterogenita¨ten fu¨r das
effektive Materialverhalten verantwortlich, sondern deren statistische Eigenschaften.
Diese werden durch Wahrscheinlichkeitsdichtefunktionen ermittelt. Letztere sind
ein Standardwerkzeug zur Beschreibung statistischer Eigenschaften. Hierbei wird
bereits eine klare Abgrenzung von diskreten Phasen impliziert, da als Voraussetzung
eine klare Einteilung der Mikrostruktur in endlich viele Phasen beno¨tigt wird. Die
Korrelationsfunktionen erlauben es, die statistischen Eigenschaften verschiedener
Mikrostrukturen zu vergleichen.
Die 1-Punkt-Korrelation pn1(x) gibt die Wahrscheinlichkeit an, mit welcher die
Phase n an einem beliebigen Punkt x im Material vorgefunden wird. Die 2-Punkt-
Korrelation pn2(x1,x2) gibt die Wahrscheinlichkeit an, mit welcher die Phase n
simultan an den beliebigen Punkten x1 und x2 vorgefunden wird, und so weiter. Die 1-
Punkt-Korrelation entspricht also der Volumenfraktion, bei der 2-Punkt-Korrelation
ist durch die relative Lage der Punkte x1 und x2 zueinander schon eine Information
u¨ber die Morphologie der Mikrostruktur enthalten.
Die statistische Homogenita¨t der Mikrostruktur ist gegeben wenn eine Trans-
lationsinvarianz der Korrelationsfunktionen vorliegt, wenn also pni(x1 + c,x2 +
c...xi + c) = pni(x1,x2...xi) ∀ c ∈ V gilt. Dies wird in aller Regel angenommen.
Statistische Isotropie liegt vor, wenn die Korrelationsfunktionen invariant unter An-
wendung aller orthogonalen Transformationen Q auf die Argumente sind, wenn also
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pni(Qx1,Qx2...Qxi) = pni(x1,x2...xi) gilt (Dvorak, 2013). Weitere Eigenschaften
von Korrelationsfunktionen und deren Zusammenhang mit der Mikrostruktur sind
in Milton (2002) zu finden.
Im Allgemeinen sind die ho¨heren Korrelationsfunktionen analytisch schwierig zu
bestimmen, und man beschra¨nkt sich auf die ersten beiden Korrelationsfunktio-
nen und stark idealisierte Mikrostrukturen, siehe z. B. Torquato und Stell (1985)
und Lu und Torquato (1990). Auch experimentell lassen sich die ho¨heren Wahr-
scheinlichkeitsdichten schwer ermitteln, da hierfu¨r eine große 3D-Aufnahme der
Mikrostruktur erstellt und numerisch analysiert werden muss. Lediglich 1, 2 und
3-Punkt-Korrelationsfunktionen lassen sich bei Annahme statistischer Isotropie noch
durch Oberfla¨chenaufnahmen gewinnen (Berryman, 1988).
Der experimentelle und analytische Aufwand ist also beachtlich (Tewari, Gokhale,
Spowart und Miracle, 2004; Gokhale, 2004). Hinzu kommt noch, dass die Wahrschein-
lichkeitsdichten zwar rein konzeptionell ein vollsta¨ndiges Erfassen der statistischen
Eigenschaften einer Mikrostruktur gewa¨hrleisten, sie jedoch recht unpraktisch bei der
Kopplung mit Material- oder Bilanzgleichungen sind. In Milton (2002), Kapitel 15,
ist ausgefu¨hrt, wie die Korrelationsfunktionen ho¨herer Ordnung in die Terme einer
Reihenentwicklung eines effektiven Materialmoduls (Steifigkeit oder Leitfa¨higkeit)
eingehen. Trotz des einfachen Settings (lineares Materialgesetz, kleine Dehnungen)
ergeben sich sehr komplexe Ausdru¨cke, die sich nur fu¨r idealisierte Mikrostrukturen
oder reduzierte Korrelationsfunktionen auswerten lassen. Daher wird bei der analyti-
schen Homogenisierung oft ein anderer Weg eingeschlagen, na¨mlich die Verwendung
von Grundlo¨sungen (siehe Abschnitt 6.2)
3.4 Skalenkopplung
In der geometrisch nichtlinearen Kontinuumsmechanik steht eine Vielzahl an Span-
nungs- und Verzerrungsmaßen zur Verfu¨gung. Bei der Homogenisierung muss an-
gegeben werden, welches Maß auf der Makroebene durch eine Volumenmittelung
auf der Mikroebene gegeben ist. Nemat-Nasser (1999) hat eindru¨cklich dargestellt,
dass die Wahl der Variablen fu¨r die Mikro-Makro-Kopplung prinzipiell beliebig ist,
aber aus praktischen Gru¨nden bestimmte Kombinationen verschiedene Vor- und
Nachteile haben. So sind die ersten Piola-Kirchhoff-Spannungen P und die materielle
Zeitableitung des Deformationsgradienten F˙ bei weitem die gu¨nstigste Wahl. Die
Gru¨nde hierfu¨r sind in Glu¨ge, Weber und Bertram (2012) Abschnitt 2.3 zusam-
mengefasst. Andere Variablen ko¨nnen prinzipiell auch fu¨r die Kopplung verwendet
werden, was allerdings erhebliche Konsequenzen fu¨r die Auswertung der Hill-Mandel-
Bedingung hat, die die zula¨ssigen Randbedingungen fu¨r RVE einschra¨nkt (siehe
Abschnitt 5.3). Hill selbst schlug anfa¨nglich die Verwendung der Cauchy-Spannungen
σ und des ra¨umlichen Geschwindigkeitsgradienten L vor und erst spa¨ter die ersten
Piola-Kirchhoff-Spannungen und die materielle Rate des Deformationsgradienten
(Hill, 1967; Hill, 1984).
4 Homogenisierung und Konvexifizierung
Dieser Abschnitt ist mit dem Zusammenhang der Homogenisierung zu anderen, auf
den ersten Blick nicht verwandten Problemen der Materialmodellierung befasst.
Die Lo¨sung eines ratenunabha¨ngigen mechanischen Randwertproblems entspricht
in aller Regel der Lo¨sung u(x) eines Systems von partiellen Differentialgleichungen
im Ort x mit spezifischen Randwerten. Es wird verlangt, dass das inkrementelle
Randwertproblem zu jedem Zeitpunkt von genau einem Geschwindigkeitsfeld gelo¨st
wird Bigoni (2000). Existieren mehrere Lo¨sungen zum sogenannten Geschwindig-
keitsproblem, liegt ein Bifurkation vor, und die Lo¨sung des Randwertproblems ist
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uneindeutig. In aller Regel wird dieses Problem auf hinreichende lokale, vom spe-
zifischen Randwertproblem unabha¨ngige Kriterien zuru¨ckgefu¨hrt. Dabei handelt
es sich um verschiedene Elliptizita¨tsbegriffe (Gilbarg und Trudinger, 2001), welche
spezifische mathematische Eigenschaften partieller Differentialgleichungen sind.
Fu¨r gewo¨hnlich werden allerdings nicht die Differentialgleichungen selbst, sondern
den Differentialgleichungen zugeordnete Variationsaufgaben numerisch gelo¨st. Hier
wird ein Funktional W =
∫
Ω
w(u(x),u(x)⊗∇, . . .)dV u¨ber der unbekannten Funk-
tion u(x) minimiert. Kern dieser Variationsformulierungen ist das (mo¨glicherweise
inkrementelle) Material-Potenzial w(. . .), dessen Existenz in aller Regel aus thermo-
dynamischen Gru¨nden vorausgesetzt wird (Hackl, 1997; Celigoj, 1998). In diesem
Fall ist eine Lo¨sung gegeben, wenn das Funktional unterhalbstetig ist. Dies wur-
de von Morrey (1952) auf den Begriff der Quasikonvexita¨t des Materialpotenzials
zuru¨ckgefu¨hrt.
Da das Materialpotenzial im Zentrum der Materialmodellierungs-Bemu¨hungen
steht, wird die Existenz einer Lo¨sung fu¨r beliebige Randwertprobleme an der Quasi-
konvexita¨t des Materialpotenzials festgemacht. Quasikonvexita¨t ist im Allgemeinen
schwer zu beweisen oder zu widerlegen. Grund hierfu¨r ist, dass sie nichtlokale,
integrale Eigenschaft, ist (siehe z. B. Schro¨der (2010b)).
Daher wird Sie meist durch lokale Konvexita¨tsforderungen, na¨mlich durch die
Untermenge der polykonvexen und die U¨bermenge der Rank-1-konvexen Funktio-
nen approximiert. Die Entwicklung verschiedener Konvexita¨tsforderungen wurde
hauptsa¨chlich von Ball (1977) initiiert, und stellt ein komplexes und aktuelles For-
schungsgebiet dar, siehe z. B. Schro¨der (2010a) fu¨r eine detailliertere Darstellung.
Wa¨hrend Polykonvexita¨t Quasikonvexita¨t impliziert, impliziert Rank-1-Konvexita¨t
Quasikonvexita¨t nicht. Das prominente Gegenbeispiel wurde von Sˇvera´k (1992) ge-
geben. Es erfu¨llt allerdings nicht das Prinzip der materiellen Objektivita¨t (Bertram
und Svendsen, 2001), und ist daher fu¨r die Materialmodellierung wenig relevant. Ob
objektive Materialpotenziale existieren, die Rank-1-konvex, aber nicht quasikonvex
sind, ist unbekannt. Trotz intensiver Suche (Aubert, 1995) wurde bisher keines gefun-
den, weswegen Rank-1-Konvexita¨t aus Ingenieurssicht hinreichen du¨rfte. Allerdings
kann man Rank-1-Konvexita¨t selbst bei etablierten elastischen Gesetzen nicht als
gegeben annehmen. Beispielsweise zeigen Bertram, Bo¨hlke und Sˇilhavy´ (2007), dass
isotrope elastische Energien, die quadratisch in den verallgemeinerten Dehnungen
sind (Seth, 1964), nicht Rank-1-konvex sein ko¨nnen. Deren Rank-1-konvexe Bereiche
wurden in Glu¨ge und Kalisch (2012) diskutiert.
Ein Mangel an Quasikonvexita¨t macht sich durch das Auftreten vieler lokaler
Minima von W , oder W minimierende Familien von Verschiebungsfeldern u(x)
bemerkbar. All diesen ist gemein, dass die Lo¨sungen u(x) nur C0-stetig sind (Cars-
tensen, 2005). Es stellen sich Grenzfla¨chen ein, an welchen der Gradient von u einen
Sprung in Richtung der Grenzfla¨chennormalen aufweist. Die abgegrenzten Gebiete
werden als Phasen bezeichnet. Die Lage der Phasen im Gebiet ist im Allgemeinen
nicht eindeutig. So gibt es anstatt eines eindeutigen Feldes u(x) als Lo¨sung des
Randwertproblems eine Familie von Lo¨sungen, die nur die Volumenanteile der Phasen
gemeinsam haben, nicht aber deren ra¨umliche Anordnung.
Die Rank-1-Konvexita¨t ist eng an die Mo¨glichkeit einer sprunghaften Dehnungslo-
kalisierung gekoppelt. Sie schließt genau diejenigen Lokalisierungsmoden aus, die
kinematisch zula¨ssig sind, na¨mlich Rank-1-Spru¨nge des Deformationsgradienten.
Daher reduziert Sie aus Sicht des Ingenieurs die Menge zula¨ssiger Materialpoten-
ziale genau um diejenigen, die im Rahmen der kinematischen Kompatibilita¨t des
Verschiebungsfeldes Dehnungslokalisierungen als Lo¨sungen des Variationsproblems
zeigen ko¨nnten.
Nun ist ein Phasenzerfall genau das, was man in vielen Materialien beobachtet.
Beispiele sind martensitische Umwandlungen, Zwillingsbildung, aber auch Dehnungs-
lokalisierungen in der Metall- und Polymerplastizita¨t.
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Die Frage nach einer Eindeutigkeit der Lo¨sung ist also keine rein mathematische,
sondern auch eine physikalische. Ein nicht-quasikonvexes Materialpotenzial kann
durchaus der Ausgangspunkt einer mikromechanischen Modellierung sein (Glu¨ge,
2010). Die Frage ist vielmehr, wie man das schlecht gestellte Randwertproblem
umgeht. Hierfu¨r gibt es mindestens zwei Mo¨glichkeiten:
• Reduktion der gesuchten Lo¨sung um die lokale Auflo¨sung des Phasenzerfalls:
– Das Ersetzen des Materialpotenzials durch dessen Poly-, Quasi- oder
Rank-1-konvexe Hu¨lle.
• Einbeziehen weiterer physikalischer Informationen:
– Das Erweitern des Problems um Tra¨gheitsterme (dynamische Regularisie-
rung).
– Das Erweitern des Materialverhaltens um eine Ratenabha¨ngigkeit (viskose
Regularisierung).
– Das Erweitern des Materialpotenzials um einen Gradiententerm (kapilare
Regularisierung).
In erstem Fall werden weniger, im zweiten Fall mehr physikalische Informationen
verwendet.
Aus Sicht der Homogenisierung sind beide Methoden interessant, wobei erstere
sicher die direktere ist: Das Bestimmen einer Poly- Quasi oder Rank-1-konvexen
Hu¨lle entspricht der analytischen Homogenisierung eines Materials, welches durch
Phasenzerfall Mikrostrukturen ausbilden kann1. Dementsprechend ko¨nnen alle Konve-
xifizierungsmethoden, ob numerisch oder analytisch (siehe z. B. Aranda und Pedregal
(2001), Bartels, Carstensen, Hackl und Hoppe (2004), Hackl und Kochmann (2008),
Bartel und Hackl (2009) und Roub´ıcˇek (2011) und viele andere) als Homogeni-
sierungsmethoden fu¨r eine spezielle Materialklasse aufgefasst werden. Umgekehrt
ko¨nnen numerische Homogenisierungen, die aufgrund eines Mangels an Konvexita¨t
mit Hilfe einer der genannten Regularisierungen (siehe Abschnitt 4.2) erfolgen, als
Algorithmen zur Iteration einer konvexen Hu¨lle angesehen werden. Beispiele fu¨r
den direkten Zusammenhang zwischen Homogenisierung und Konvexifizierung sind
Bartel und Hackl (2010) und Bartel, Kiefer, Buckmann und Menzel (2015).
Quasikonvexe Hu¨llen ko¨nnen nur in den seltensten Fa¨llen angegeben werden (ein
Beispiel fu¨r kleine Deformationen ist Khan und Hackl (2012)), weswegen eher Poly-
oder Rank-1-Konvexita¨t gefordert wird. Die Schwierigkeiten bei der Bestimmung
einer Rank-1-konvexen Hu¨lle kann man erahnen, wenn man sich die aus der Forde-
rung nach Rank-1-Konvexita¨t resultierenden Ungleichungen fu¨r isotrope, elastische
Materialien anschaut. Deren kompakteste Form kann in Dacorogna (2005) gefunden
werden. Auch fu¨r inkompressible isotrope elastische Materialien lassen sich (gerade)
noch geschlossene Ungleichungen angeben (Zee und Sternberg, 1983). Fu¨r anisotrope
elastische Materialien sind hingegen keine geschlossenen Ungleichungen bekannt, die
exakt Rank-1-Konvexita¨t sichern. Stattdessen ist es in diesem Fall sinnvoller, sich
auf polykonvexe Materialpotenziale zu beschra¨nken, fu¨r welche von Schro¨der und
Neff (2003) und Schro¨der (2010a) Konstruktionsregeln angegeben sind.
4.1 Informationsreduktion durch Konvexifizierung
Bei ersterer Maßnahme handelt es sich also grob gesagt um ein Vereindeutigen der
Lo¨sung durch Mittelung u¨ber denjenigen Parameter, der die Lo¨sungsfamilie des
Originalproblems beschreibt, na¨mlich die Ortsabha¨ngigkeit des Phasenzerfalls. Sie
wird durch die Volumenintegration in der Definition der Quasikonvexita¨t eliminiert,
1Die Konvexifizierung eines nichtkonvexen Materialpotenzials wird auch als Relaxierung bezeichnet.
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Abbildung 2: Die elastische Energie w(u′(x)) = u′(x)2(u′(x)− 1)2 (Gleichung 1 mit
E = 2) und deren konvexe Hu¨lle.
so wie sie bei einer Homogenisierung durch Volumenmittelung eliminiert wird. Man
bezeichnet den kleinstmo¨glichen Wert des Funktionals W fu¨r die Lo¨sungsfamilie als
den Gamma-Grenzwert Γ. Die Theorie der Gamma-Konvergenz fu¨r Funktionale ist
eng mit der Quasikonvexifizierung des Materialpotenzials verwandt, allerdings ist
sie von großer mathematischer Abstraktheit (Braides, 2002).
Beispiel. Gegeben sei ein Zugstab der La¨nge l0 mit der elastischen Energie
w(u′(x)) =
E
2
u′(x)2(u′(x)− 1)2, (1)
siehe Abbildung 2. Die Randbedingungen seien u(0) = 0 und u(l0) = ∆l. Die Lo¨sung
des elastostatischen Randwertproblems (ohne Neumann-Randbedingungen) ist durch
Minimieren des Funktionals
W =
∫ l0
0
E
2
u′(x)2(u′(x)− 1)2dx. (2)
u¨ber u(x) gegeben.
Man erkennt leicht, dass u′ = 0 und u′ = 1 die lokalen Minima der Funktion
w(u′) sind, und w an ihnen den Wert Null annimmt. Erlaubt man C0-stetige
Lo¨sungen fu¨r u(x), so kann man fu¨r Werte von ∆l zwischen 0 und l0 beliebige
Zusammenstu¨ckelungen linearer Segmente mit den Anstiegen 0 und 1 konstruieren,
so dass W = 0 gilt. Es muss lediglich sichergestellt werden, dass∫ l0
0
u′(x)dx = ∆l (3)
gilt, also dass ein Anteil von ∆l/l0 den Anstieg 1, und der Rest (1 −∆l/l0) den
Anstieg 0 hat. Wo genau im Stab die Segmente liegen ist unerheblich. Damit ist das
Variationsproblem nicht eindeutig lo¨sbar.
Weiterhin ist es nicht mo¨glich, im Intervall 0 ≤ ∆l ≤ l0 kleinere Werte als
W = 0 zu erzielen. Somit ist der Wert 0 fu¨r W der Γ-Grenzwert. Ersetzt man die
Ausgangsenergie durch die konvexe Hu¨lle
w(u′) =
{
u′2(1− u′2) wenn u′ < 0 oder u′ > 1
0 anderenfalls
(4)
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erha¨lt man diesen automatisch, ohne u¨ber eine lokale Verteilung des Phasenzerfalls
nachdenken zu mu¨ssen. Somit entspricht w der elastischen Energie des effektiven
Materials. Die lineare Verbindung der beiden Minima wird in der Thermodynamik
treffend als Koexistenzlinie bezeichnet (Ortin, 1997), da hier beide Phasen gleichzeitig
vorliegen. Aufgrund der Einfachheit des Problems ist W (∆l) durch l0w(∆l/l0)
gegeben.
Was im Eindimensionalen recht einfach ist, wird im Dreidimensionalen und fu¨r rea-
listische Materialpotenziale sehr kompliziert, siehe die oben genannten Publikationen
zur Konvexifizierung.
4.2 Informationszuwachs durch genauere physikalische
Betrachtung
Im Gegensatz dazu stellen die weiteren Maßnahmen eine Modifikation des Problems
durch genauere physikalische Betrachtungen dar, man hat also anstatt eines Infor-
mationsverlustes eine Informationszuwachs in Form einer ra¨umlichen Auflo¨sung des
Phasenzerfalls. Die physikalischen Zusatzinformationen helfen bei der Auswahl einer
Lo¨sung des ansonsten schlecht gestellten Problems, wobei streng betrachtet natu¨rlich
nicht das Ausgangsproblem gelo¨st wird. Da die Phasenanordnung a priori unbekannt
ist, werden spezielle numerische Methoden beno¨tigt, welche die sich einstellenden und
eventuell beweglichen Diskontinuita¨ten beru¨cksichtigen. Bei der FEM ist z. B. eine
Neuvernetzung (Miehe und Schro¨der, 1994), Netzanpassung (Kaczmarczyk, Nezhad
und Pearce, 2014) oder die Aufnahme von Diskontinuita¨ten in die Formfunktionen
(erweiterte FEM, siehe z. B. Melenk und Babuska (1996) und Schro¨der und Lo¨blien
(2005)) mo¨glich.
Die Erga¨nzung des Ausgangsproblems um physikalische Zusatzinformationen wird
am besten an einem Beispiel von Abeyaratne und Knowles (2006) deutlich, welche
einen Zugstab mit nichtkonvexer eindimensionaler elastischer Energie betrachten,
a¨hnlich dem obigen Beispiel. Als Lo¨sung sind prinzipiell auch beliebige Zusam-
menstu¨ckelungen der Phasen mo¨glich. Abeyaratne und Knowles (2006) wa¨hlen durch
Erheben weiterer physikalischer Randbedingungen eine Lo¨sung aus: Ein Stabende
wird als als Sto¨rstelle identifiziert, an welchem daher die Phasenumwandlung startet.
Weiterhin ist es energetisch nicht sinnvoll, mehr Grenzfla¨chen als no¨tig (also eine)
einzubauen, womit eine Lo¨sung festgelegt ist. Deren Bewegung ist durch die Dynamik
(siehe na¨chster Abschnitt) festgelegt.
Im Allgemeinen mo¨chte man jedoch nicht durch Diskussion des spezifischen
Randwertproblems eine Lo¨sung suchen. Im folgenden werden allgemein anwendbare
Regularisierungsmethoden andiskutiert.
4.2.1 Erga¨nzung um eine Zeitabha¨ngigkeit
Dynamische Regularisierung. Das Erweitern des Problems um eine Zeita˜bha¨ngigk˜eit
ist physikalisch sinnvoll. Allein das Hinzunehmen der Massentra¨gheit verwandelt
das schlecht gestellte globale Minimierungsproblem in eine Sequenz gut gestellter
globaler inkrementeller Minimierungsprobleme, deren Zeitintegration die gewu¨nschte
Auswahl einer Lo¨sung des Ausgangsproblems liefert. Man spricht in diesem Fall von
der dynamischen Regularisierung, siehe z. B. Needleman (1989). Allerdings verleidet
im allgemeinen die kleine Zeitschrittweite, die wegen der in Festko¨rpern meist hohen
Schallgeschwindigkeit recht niedrig ist, eine effiziente numerische Behandlung.
Viskose Regularisierung. Popula¨rer ist daher das Einbeziehen einer Viskosita¨t. Sie
liefert entweder analytisch via eines Grenzu¨berganges zu Null (Bianchini und Bressan,
2005; Knees, Rossi und Zanini, 2013) oder numerisch als Sequenz inkrementeller
Probleme die Auswahl einer Lo¨sung des Ausgangsproblems. Insbesondere letztere
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Variante wird zur Simulation vieler Pha¨nomene mit Entfestigung, Risswachstum,
Dehnraten-Entfestigung, Scha¨digung oder Phasenumwandlungen verwendet, siehe
jeweils Dias da Silva (2004), Knees, Mielke und Zanini (2007), Bo¨hlke, Bonda´r,
Estrin und Lebyodkin (2009), Chaboche, Feyel und Monerie (2001), Glu¨ge, Bert-
ram, Bo¨hlke und Specht (2010) und Wang und Khachaturyan (1997). Das wohl
bekannteste Beispiel ist die ratenabha¨ngige Fließregel von Hutchinson (1976). Einer-
seits verwandelt sie das Algebro-Differenzialgleichungssystem idealer Plastizita¨t in
ein leichter handhabbares System gewo¨hnlicher Differenzialgleichungen (Simo und
Hughes, 1998), andererseits wird durch die Viskosita¨t eine vom Randwertproblem
abha¨ngige minimale Dicke fu¨r Lokalisierungen induziert, welche die Netzabha¨ngigkeit
von FE-Lo¨sungen reduziert (Needleman, 1988). Daher ist es nicht verwunderlich,
dass sich viskose Fließregeln wie die von Hutchinson fu¨r die Simulation der Ein-
kristallplastizita¨t mit der Finiten Elemente Methode (CPFEM– crystal plasticity
finite element method) durchgesetzt haben. Einige solcher Fließregeln sind in Roters
(2011) aufgefu¨hrt.
4.2.2 Erga¨nzung um einen Gradiententerm
Dehnungsgradienten. Die Einschra¨nkung des Lo¨sungsraums auf C1-stetige Ver-
schiebungsfelder entfernt die Mo¨glichkeit des Phasenzerfalls mit scharfen Grenz-
fla¨chen. Sie ist nur sinnvoll, wenn gleichzeitig eine energetische Beru¨cksichtigung des
Dehnungsgradienten, da anderenfalls die gegla¨tteten Spru¨nge nur durch unendlich
scharfe glatte U¨berga¨nge ersetzt werden, was eher einer mathematischen Umfor-
mulierung entspricht. Genu¨gt diese Erweiterung des Materialpotenzials wiederum
bestimmten mathematischen Forderungen, ist das gradientenerweiterte Randwert-
problem gut gestellt. Physikalisch kann der Gradientenbeitrag zum Materialpotenzial
als Grenzfla¨chenenergie (Carstensen, 2005) gedeutet werden. Durch diese werden
unendlich feine Phasenmischungen energetisch unattraktiv. Man spricht in diesem
Fall von einer kapilaren Regularisierung, siehe z. B. Zimmer (2006). Die Wirkung
einer derartige Gradientenerweiterung zu einer nichtkonvexen elastischer Energie ist
beispielsweise in Rudraraju, Van der Ven und Garikipati (2014) illustriert.
Phasenfeldmethode. Anstatt den Gradienten des Verschiebungsfeldes als Indikator
fu¨r einen Phasenu¨bergang zu verwenden, werden oft Phasenfelder eingefu¨hrt (Ides-
man, Levitas und Stein, 2000; Lapczyk, Rajagopal und Srinivasa, 2000; Provatas und
Elder, 2010). Dabei handelt es sich um Indikatorfunktionen, die die an einem materi-
ellen Punkt vorherrschende Phase anzeigen. Allerdings werden nur glatte U¨berga¨nge
zwischen den Phasen zugelassen. Die Gradienten der Phasenfelder leisten dabei
einen Beitrag zur freien Energie, was die Scha¨rfe des Phasenu¨berganges und letztlich
auch die Feinheit des Phasenzerfalls begrenzt. Letzterer kann physikalisch wieder
als Grenzfla¨chenenergie interpretiert werden. Gleichzeitig kann u¨ber die Entwick-
lungsgleichung fu¨r die Phasenfelder eine Grenzfla¨chenkinetik implementiert werden,
siehe hierzu z. B. Hildebrand und Miehe (2010). Die Phasenfeldmethode hat ihren
Ursprung in der Modellierung freier Oberfla¨chen (Fix, 1983; Langer, 1986) bei Erstar-
rungsvorga¨ngen, und damit verbundenem Dendritenwachstum (Emmerich, Kassner,
Ihle und Weiss, 2000). Diese Ansa¨tze sind meist auf zwei Phasen beschra¨nkt, weshalb
nur eine Art von Grenzfla¨che mit einer kinetischen Beziehung und einer Energie
ausgestattet werden muss. Bei Zwillingsbildung oder martensitischen Umwand-
lungen mu¨ssen allerdings erstmal zwischen allen mo¨glichen Phasenkombinationen
unabha¨ngig solche Beziehungen eingefu¨hrt werden, was den Modellierungsaufwand
und den numerischen Aufwand erho¨ht. Oft sind solche Untersuchungen daher auf
wenige Phasen und zweidimensionale Gebiete beschra¨nkt (z. B. Schmitt, Kuhn,
Mu¨ller und Bhattacharya (2014)).
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In jedem Fall entha¨lt die mit Hilfe einer der Regularisierungen ermittelte Lo¨sung
Detailinformationen zur Phasenverteilung. Aus dieser ko¨nnen leicht via Volumen-
mittelung effektive Gro¨ßen ermittelt werden, weswegen die aufgefu¨hrten Methoden
ha¨ufig zusammen mit der RVE-Methode verwendet werden. Beispielsweise wurde
aus dem in Glu¨ge, Bertram, Bo¨hlke und Specht (2010) entwickelte Mikromodell
fu¨r Zwillingsbildung in Einkristallen mit Hilfe von RVE-Rechnungen ein effektives
Materialverhalten ermittelt (Glu¨ge, 2011). Als Regularisierung wurde die ha¨ufig ver-
wendete Viskosita¨t gewa¨hlt (siehe Abschnitt 4.2.1). Andere Autoren wie z. B. Wang,
Jin und Khachaturyan (2004) und Apel, Laschet, Bo¨ttger und Berger (2014) haben
gezeigt, dass ebenso die Erga¨nzung um einen Gradientenbeitrag in Zusammenhang
mit einem repra¨sentativen Materialausschnitt verwendet werden kann.
5 Numerische Homogenisierung mit der
RVE-Methode
Das Verfolgen der Entwicklung eines repra¨sentativen Materialausschnittes ist ein
pragmatischer Ansatz. In aller Regel ist dies nur mit einer geeigneten Diskretisierung
und numerischen Methoden mo¨glich. Je gro¨ßer der repra¨sentative Materialausschnitt
gewa¨hlt wird, umso besser wird das effektive Materialverhalten approximiert.
5.1 Skalenabstand bei RVE: Hashins Prinzip
Wie bereits geschrieben ist die RVE-Methode nur bei großen Skalenabsta¨nden
zwischen Mikro und Makro anwendbar, da das RVE auf der Zwischenebene (meso)
angesiedelt ist, und sowohl zur Mikro- als auch zur Makroebene ein ausreichender
Skalenabstand vorhanden sein muss.
5.1.1 Skalenabstand Mikro zu Meso
Zur Quantifizierung des notwendigen Skalenabstandes gibt es zahlreiche Studien, bei-
spielsweise Drugan und Willis (1996), Elvin (1996), Gusev (1997), Ostoja-Starzewski
(1998), Ren und Zheng (2002), Nygards (2003), Kanit, Forest, Galliet, Mounou-
ry und Jeulin (2003), Ren und Zheng (2004), Houdaigui, Forest, Gourgues und
Jeulin (2007), Glu¨ge, Weber und Bertram (2012), Glu¨ge (2013) und Dirrenberger,
Forest und Jeulin (2014). Die notwendige Gro¨ße des RVE im Verha¨ltnis zu den
Inhomogenita¨ten ha¨ngt stark von der Mikrostrukturmorphologie, den Materialei-
genschaften, dem akzeptierbaren Fehler, der Art des Materialverhaltens um das es
geht (z. B. elastisch oder plastisch, siehe z. B. Gitman, Askes und Sluys (2007))
und den verwendeten RVE-Randbedingungen ab (siehe Abschnitt 5.4). Fu¨r einfache
Homogenisierungsaufgaben, z. B. die Ermittlung der elastischen Eigenschaften eines
isotrop partikelversta¨rkten Materials, kann das Verha¨ltnis von RVE-Volumen zu
Partikelvolumen so kleine Werte wie 8 annehmen (Drugan und Willis, 1996). Bei
anisotropen elastischen Homogenisierungsaufgaben steigt die beno¨tigte RVE-Gro¨ße
ungefa¨hr linear mit dem Anisotropiegrad und invers quadratisch mit dem akzep-
tierbaren Fehler (Nygards, 2003). Houdaigui, Forest, Gourgues und Jeulin (2007)
ermittelte zum Beispiel eine beno¨tigte Anzahl von 445 Ko¨rnern pro RVE fu¨r die
Bestimmung der elastischen Eigenschaften von polykristallinem Kupfer mit einem
zula¨ssigen Fehler von 1%, wobei bereits von optimalen Randbedingungen und der
na¨herungsweise gu¨ltigen Ergodizita¨tshypothese (siehe Abschnitt 5.5) Gebrauch ge-
macht wurde. Werden zusa¨tzlich die plastischen Eigenschaften betrachtet, steigt der
Aufwand nochmal erheblich. Beispielhaft sei wieder ein isotrop partikelversta¨rktes
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Material genannt. Reicht bei kubischen RVE fu¨r die elastischen Eigenschaften ein
Verha¨ltnis zwischen RVE- und Partikelvolumen von ca. 16 aus, beno¨tigt man bei den
plastischen Rechnungen mindestens einen Wert von 64 (Glu¨ge, Weber und Bertram,
2012).
5.1.2 Skalenabstand Meso zu Makro
Detaillierte Untersuchungen hierzu sind in Jo¨chen und Bo¨hlke (2009) und Bo¨hlke,
Jo¨chen, Kraft, Lo¨he und Schulze (2010) am Beispiel von Mikrobauteilen zu finden.
Bei diesen ist kein ausreichender Skalenabstand zwischen Korngro¨ße und Bauteilab-
messung gegeben, was sich in statistischen Schwankungen der Bauteileigenschaf-
ten widerspiegelt. Deren Erwartungswert kann via Homogenisierung zumindest
abgescha¨tzt werden.
5.2 Tra¨gheits- und Massenkra¨fte
Die lokale Impulsbilanz fu¨r einfache Materialien entha¨lt drei Summanden, na¨mlich
die Divergenz des Spannungstensors, eine eingepra¨gte Massenkraftdichte und die
Tra¨gheitskraftdichte,
div (T(E)) = ρu¨− ρb. (5)
Die statische Materialmodellierung ist allein mit der Funktion T(E) befasst, wobei E
ein dem Verschiebungsfeld zugeordnetes Verzerrungsmaß ist. Daher mu¨ssen Massen-
und Tra¨gheitskra¨fte bei der Ermittlung effektiver Materialgesetze durch Homogeni-
sierung ausgeschlossen werden. Anderenfalls erha¨lt man effektive Materialgesetze, in
welchen die Gro¨ße des RVE und dem RVE u¨berlagerte Starrko¨rperbewegungen auftre-
ten. Man findet hierzu auch Argumentationen der Art, dass das RVE klein ist (La¨nge
l), und somit Volumenkra¨fte (von der Ordnung l3) gegenu¨ber Oberfla¨chenkra¨ften
(von der Ordnung l2) vernachla¨ssigbar sind. Dies steht im Widerspruch zum Wunsch
nach einem mo¨glichst großen Skalenabstand zwischen Meso- und Mikroebene, also
einem mo¨glichst großen, repra¨sentativem RVE.
Eine andere Perspektive ergibt sich, wenn man an den dynamischen Materia-
leigenschaften eines Komposites interessiert ist, wie zum Beispiel der Dispersion
von elastodynamischen Wellen. In diesem Fall wird die Massentra¨gheit als Mate-
rialeigenschaft aufgefasst. Die Unterschiede zur statischen Materialmodellierung
sind erheblich. Bei der dynamischen Homogenisierung werden in aller Regel lineares
Materialverhalten und kleine Deformationen vorausgesetzt. Anstatt eines effektiven
Materialgesetzes wird ein effektiver Differential-Operator als Funktion der Pha-
senanordnung gesucht (Willis, 2011; Willis, 2012), der Orts- und Zeitableitungen
entha¨lt. Die Entwicklung eines mathematischen Rahmens zur Homogenisierung
elastodynamischer/elektromagnetischer Wellen wurde von (Willis, 1980b; Willis,
1980a) initiert. Zur Zeit hat die dynamische Homogenisierung nicht die Reife der
statischen Homogenisierung, und bedarf der mathematischen und physikalischen
Weiterentwicklung (Nassar, He und Auffray, 2015).
In diesem Zusammenhang sind zwei Sonderfa¨lle zu nennen, na¨mlich die Ausbrei-
tung von Wellen in Laminaten und in periodischen Mikrostrukturen. Die Elasto-
dynamik von Laminaten ist besser erforscht als der allgemeine dreidimensionale
Fall, da sie mathematisch einfacher und technologisch von großer Relevanz ist, sie-
he z. B. Nayfeh (1995). Fu¨r periodische Mikrostrukturen und Wellenla¨ngen weit
gro¨ßer als die Inhomogenita¨ten la¨sst sich ein quasistatischer Grenzwert angeben,
bei welchem die Struktur des Hookeschen Gesetzes erhalten bleibt, allerdings mit
komplexen Steifigkeiten (Milton, 2002).
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5.3 Hill-Mandel-Bedingung
Die Hill-Mandel-Bedingung sagt, dass die Spannungsleistung der effektiven Gro¨ßen
gleich dem Volumenintegral der Spannungsleistung u¨ber dem RVE entsprechen muss
(Hill, 1963). Sie ist somit nichts anderes als die Forderung nach Energieerhaltung
beim Skalenu¨bergang. Ihre Einhaltung ist notwendig, aber nicht hinreichend dafu¨r,
dass das RVE bei Vergro¨ßerung gegen das effektive Materialverhalten konvergiert.
Ein Beleg hierfu¨r ist, dass homogene Randspannungen die Hill-Mandel-Bedingung
erfu¨llen, RVE dieser Art aber zu unrealistischen, nadelfo¨rmigen Lokalisierungen
neigen, bei deren Auftreten die gemittelten Gro¨ßen keine Aussagekraft u¨ber das
wahre effektive Materialverhalten haben (Inglis, Geubelle und Matous, 2008; Fritzen,
Forest, Bo¨hlke, Kondo und Kanit, 2012).
Die Hill-Mandel-Bedingung kann nicht losgelo¨st von der Skalenkopplung (Abschnitt
3.4) betrachtet werden. Je nach Wahl der kinematischen und dynamischen Gro¨ßen, die
sich auf Makroebene durch ungewichtete Volumenintegrale ergeben sollen, ergeben
sich unterschiedliche Schlussfolgerungen.
5.3.1 Interpretation der Hill-Mandel-Bedingung als notwendige Bedingung an
die Randbedingungen
Fu¨r jede Wahl der Gro¨ßen fu¨r die dynamische und kinematische Kopplung lassen
sich Randbedingungen angeben, bei welchen die Hill-Mandel-Bedingung unabha¨ngig
von der RVE-Gro¨ße, also der Repra¨sentativita¨t, erfu¨llt ist (Suquet, 1987; Hazanov,
1998).
Dies ist mo¨glich, da die im RVE umgesetzte Spannungsleistung aufgrund der
Abwesenheit von Massen- und Tra¨gheitskra¨ften identisch zur Leistung der Rand-
spannung ist. Man kann die reduzierte Gleichgewichtsbedingung P · ∇0 = o (ers-
te Piola-Kirchhoff-Spannungen P) und die Deformations-Verschiebungs-Beziehung
F˙ = x˙⊗∇0 verwenden, um das Volumenintegral u¨ber die Spannungsleistung mit dem
Gaußschen Integralsatz in ein Integral u¨ber die Randspannungen und Randgeschwin-
digkeiten umzuschreiben. Gleichzeitig lassen sich die effektiven Spannungen und
Dehnungen ebenfalls durch Oberfla¨chenintegrale angeben, so dass letztlich sowohl die
Makro-Spannungsleistung als auch das Integral u¨ber die Mikro-Spannungsleistung
durch die Randbedingungen ausgedru¨ckt werden ko¨nnen. Hier ist die Wahl der
Gro¨ßen fu¨r die Skalenkopplung von entscheidender Bedeutung. Nur fu¨r die ersten
Piola-Kirchhoff-Spannungen und den Deformationsgradienten ergeben sich einfach
auswertbare Integrale. Das Skalarprodukt der effektiven Spannung und der effektiven
Dehnrate muss laut der Hill-Mandel-Bedingung fu¨r alle mo¨glichen Zusta¨nde der
Leistung der a¨ußeren Kra¨fte entsprechen. Hieraus lassen sich Forderungen an die
Randbedingungen auf einem RVE ableiten.
In Glu¨ge (2013) wird gezeigt, dass die Gleichheit bei der Wahl der ersten Piola-
Kirchhoff-Spannungen und der materiellen Rate des Deformationsgradienten fu¨r die
dynamische und kinematische Kopplung fu¨r eine bestimmte Klasse von Randbedin-
gungen gewa¨hrleistet ist, in welcher auch die gebra¨uchlichen klassischen Randbedin-
gungen (iso-strain, iso-stress und periodisch, siehe Abschnitt 5.4) liegen.
5.3.2 Interpretation der Hill-Mandel-Bedingung als Konvergenzkriterium fu¨r
RVE
Geht man davon aus, dass die Randbedingungen am RVE nicht von vornherein die
Gleichheit der volumengemittelten Spannungsleistung und der Spannungsleistung
aus der effektiven Spannung und der effektiven Dehnrate sicherstellt, kann man die
na¨herungsweise Erfu¨llung der Hill-Mandel-Bedingung als Qualita¨tsmerkmal fu¨r das
RVE deuten. Je gro¨ßer das RVE ist, umso besser gleichen sich statistische Schwankun-
gen aus, und umso geringer ist der Unterschied zwischen Makro-Spannungsleistung
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und dem Volumenmittel der Mikro-Spannungsleistung. Dies ist in der Tat Hills
urspru¨ngliche Interpretation (Hill, 1952). Sie findet in statistischen Theorien als
Ergodizita¨tsannahme Anwendung (Kro¨ner, 1972; Arminjon, 1991).
Es sei angemerkt, dass beide Interpretationen der Hill-Mandel-Bedingung mo¨glich
sind, und lediglich die Wahl der Variablen fu¨r die Skalenkopplung zusammen mit der
Wahl der Randbedingungen daru¨ber entscheidet, welche Interpretation angewendet
werden muss. In aller Regel muss von der ersten Deutung ausgegangen werden, da
meist klassische Randbedingungen, zusammen mit kleinen Deformationen oder der
Skalenkopplung via P und F˙ bei großen Deformationen verwendet werden.
5.4 Randbedingungen
Die Randbedingungen sind bei RVE u¨ber nichtperiodische Mikrostrukturen artifiziell.
Sie stellen dann eine Sto¨rung dar, die nur durch große RVE reduziert werden kann,
da das Volumen kubisch und der Rand nur quadratisch mit der charakteristischen
La¨nge des RVE wa¨chst.
Die klassischen, mit der Hill-Mandel-Bedingung vertra¨glichen Randbedingungen
auf RVE sind:
• Randverschiebungen aus global vorgeschriebenen effektiven Verzerrungen (iso-
strain), u = H · x0,
• Randspannungen aus global vorgeschriebenen effektiven Spannungen (iso-
stress), t = P · n0,
• periodische Randbedingungen u+ − u− = H · (x+0 − x−0 ), t+ + t− = o fu¨r
gekoppelte Randpunkte + und −, mit n+0 − n−0 = o.
Es sei angemerkt, das letztere Forderung t++t− = o oft nicht extra genannt wird, da
sie durch die Tatsache impliziert wird, dass sich bei den periodischen Verschiebungs-
randbedingungen um Zwangsbedingungen handelt, die keinen Beitrag zur Arbeit der
a¨ußeren Kra¨fte leisten. Aus dieser Forderung la¨sst sich die Antiperiodizita¨t von t±
ableiten (Glu¨ge und Weber, 2013).
Von diesen Randbedingungen sind die periodischen Randbedingungen bei weitem
am popula¨rsten, da sie einen guten Kompromiss zwischen den steifen iso-strain
und den nachgiebigen iso-stress Randbedingungen bilden (Huet, 1990; Hazanov und
Huet, 1994). Somit ist der Randeinfluss bei den periodischen Randbedingungen von
vornherein moderat, und das RVE konvergiert bei Vergro¨ßerung schneller gegen das
effektive Materialgesetz.
Am wenigsten gebra¨uchlich sind die iso-stress-Randbedingungen. Sie sind nicht nur
zu nachgiebig. Das Vorschreiben einer mittleren Spannung erfordert einen Wechsel
der unabha¨ngigen Variablen, da Materialgesetze normalerweise die Dehnungen als
unabha¨ngige Variable haben. Der Wechsel der unabha¨ngigen Variablen fu¨hrt auf
die unpraktischen kinematisch minimalen Randbedingungen, bei welchen nur die
mittlere Dehnung vorgeschrieben wird. Dies bereitet einige Probleme bei der Imple-
mentierung (Glu¨ge, 2010). Dazu kommt noch, das die iso-stress Randbedingungen
eine beliebige Lokalisierung des RVE gestatten, bei welcher die Repra¨sentativita¨t
des RVE verlorengeht (Inglis, Geubelle und Matous (2008) und Gitman, Askes und
Sluys (2007), Abschnitt 5.6)
Weniger popula¨r ist eine Unterraum-Aufteilung der Randbedingungen, bei welchen
in einer Richtung iso-stress Randbedingungen, und in der Ebene senkrecht dazu
iso-strain-Randbedingungen vorgeschrieben werden, oder umgekehrt. Auch diese Art
der Randbedingungen stellt einen Kompromiss zwischen den beiden Extremen reiner
iso-stress- und reiner iso-strain Randbedingungen dar. Sie findet allerdings kaum bei
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der RVE-Methode Anwendung, da die Wahl der besagten Richtung eine artifizielle
Anisotropie induziert. Derartige Annahmen sind nur im Zusammenhang mit spezi-
fischen Umformprozessen sinnvoll. So sind zum Beispiel relaxierte Taylor-Modelle,
bei welchen die iso-strain-Bedingung in einer Richtung und die iso-stress-Bedingung
senkrecht dazu angenommen wird, fu¨r die Texturvorhersage bei Walzprozesse geeig-
net (Houtte, 1982; Houtte, Delannay und Samajdar, 1999; Van Houtte, Li, Seefeldt
und Delannay, 2005).
5.5 Ergodizita¨t
Im Zusammenhang mit der RVE-Methode spricht man von Ergodizita¨t, wenn gilt,
dass die Mittelung u¨ber sehr viele verschiedene Realisierungen kleinerer RVE gegen
den gleichen Mittelwert strebt wie die Mittelung u¨ber ein sehr großes RVE. Aufgrund
des Randeinflusses, der bei kleinen RVE systematisch gro¨ßer ist als bei großen RVE,
gilt diese Annahme nicht. Toleriert man jedoch eine gewisse Abweichung, kann durch
die Realisierung mehrerer kleiner RVE anstatt eines großen RVE der numerische
Aufwand reduziert werden (Kanit, Forest, Galliet, Mounoury und Jeulin, 2003), da
dieser bei ersterer Methode proportional mit der Anzahl der Realisierungen, bei
zweiterer Methode aber u¨berproportional mit der Gro¨ße n des linearen Systems, also
des RVE-Volumens steigt. Der Aufwand ist bei direkten Lo¨sern wie der Cholesky-
Zerlegung von der Ordnung O(n3) und, im gu¨nstigsten Fall, KO(n) bei modernen
iterativen Lo¨sern wie dem Krylow-Unterraum-Verfahren, mit einer sehr großen
Konstanten K.
5.6 Lokalisierung
Bei Lokalisierung des RVE geht die Repra¨sentativita¨t verloren, da die Lokalisierung
auf der RVE-Ebene stattfindet (Gitman, Askes und Sluys, 2007; Glu¨ge, 2013).
Demzufolge sind zum Beispiel Simulationen mit Rissausbreitung in RVE, welche
vollsta¨ndig versagen, oder Scherba¨nder, die sich durch das gesamte RVE ziehen,
a¨ußerst kritisch zu betrachten. In diesem Zusammenhang sind die Arbeiten von
Kadowaki und Liu (2004), Pelissou, Baccou, Monrie und Perales (2009) und Coenen,
Kouznetsova und Geers (2012) zu kritisieren, da diese auch nach einer Lokalisierung
von einer Verwertbarkeit der gemittelten Gro¨ßen ausgehen. Leider kann nicht einmal
der Zeitpunkt der Lokalisierung selbst als Eigenschaft des effektiven Materials
angesehen werden.
Die Fa¨higkeit zur RVE-Lokalisierung ha¨ngt entscheidend von den Randbedin-
gungen ab. So unterbinden iso-strain Randbedingungen RVE-weite Lokalisierungen,
wa¨hrend iso-stress Randbedingungen beliebige Lokalisierungsmoden zulassen. Dieses
Verhalten ha¨ngt nicht von der RVE-Gro¨ße ab. Daher ist keine Konvergenz gegen
ein wahres, effektives Materialverhalten bei Vergro¨ßerung des RVE zu erwarten.
Da die Randbedingungen artifiziell sind, ist somit auch jede Lokalisierung eine
RVE-Eigenschaft, nicht jedoch eine effektive Materialeigenschaft.
Zur Kla¨rung wird vorgeschlagen, strikt zwischen Lokalisierung auf Mikroebene
und Makroebene zu unterscheiden.
• Bei Ersterer wa¨chst eine Inhomogenita¨t im RVE. Wird diese zu groß, geht die
Repra¨sentativita¨t des RVE verloren, da der Skalenabstand zur Mikroebene
nicht mehr gegeben ist. Man hat beim Wachstum einer Inhomogenita¨t durch
die Skalen einen Reduktion und schließlich den Verlust des Skalenabstandes
zwischen Mikro- und Makroebene (Gitman, Askes und Sluys, 2007). Somit ist
der Homogenisierung mit der RVE-Methode der Boden entzogen. Es existieren
fu¨r derartige Materialien keine RVE, und die Homogenisierung mittels der
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RVE-Methode ist nicht mo¨glich (Gitman, Askes und Sluys, 2007). Im folgenden
werden solche Lokalisierungen als skalenu¨bergreifend bezeichnet.
• Bei Letzterer findet die Lokalisierung auf der Makroebene statt, zum Beispiel
durch ein entfestigendes effektives Materialgesetz. Ein Beispiel hierfu¨r ist die
Einschnu¨rung einer polykristallinen Zugprobe (ohne Reißen), wobei die Zone
der Einschnu¨rung wesentlich gro¨ßer ist als die einzelnen Ko¨rner. Bei dieser Art
der Lokalisierung bleibt der Skalenabstand zwischen Mikro- und Makroebene
erhalten, und die RVE-Methode kann angewendet werden.
Bei periodischen Mikrostrukturen sind die periodischen Randbedingungen nicht
a priori artifiziell. Allerdings mu¨ssen Lokalisierungen nicht zwangsweise innerhalb
des Periodizita¨tsrahmens auftreten. Wendet man periodische Randbedingungen an,
erfasst man nur periodische Lokalisierungsmoden, die in den Periodizita¨tsrahmen
des RVE passen. Durch Zusammenfassen mehrerer Einheitszellen im RVE ko¨nnen
dementsprechend mehr Lokalisierungsmoden, aber niemals alle, erfasst werden, siehe
hierzu z. B. Miehe, Schro¨der und Becker (2002) und Coenen, Kouznetsova und Geers
(2012).
5.6.1 Lo¨sungsansa¨tze fu¨r Materialien mit skalenu¨bergreifender Lokalisierung
Im Folgenden werden einige Methoden zur Handhabung skalenu¨bergreifender Inho-
mogenita¨ten dargestellt, wobei die Methoden teilweise ineinander u¨bergehen.
• Methode der gekoppelten Volumina. Gitman, Askes und Sluys (2008)
erkennen korrekt den Verlust des Skalenabstandes zwischen Meso- und Makro-
ebene, und diskutieren das Problem am Beispiel des Spro¨dbruchs. Sie schlagen
vor, die Volumina kleiner virtueller Materialproben an die Volumina der Gebiete
zu koppeln, in denen man das mikrostrukturierte Material durch ein effektives
Material ersetzen mo¨chte. Der Ansatz wird als Coupled-volume approach
bezeichnet. Hintergedanke ist die Verwendung der Mehrskalen-Finite-Elemente
Methode. Dabei wird jedem Integrationspunkt auf der Makroebene eine virtu-
elle Materialprobe zugeordnet. Gitmans Vorschlag ist, dass Materialproben-
Volumen an das dem Integrationspunkt zugeordnete Volumen zu koppeln. Auf
diese Weise wird das RVE-Volumen als Maß fu¨r die RVE-Qualita¨t eliminiert,
und man muss keinen Grenzu¨bergang zu unendlich großen RVE durchfu¨hren
um das effektive Materialverhalten zu bestimmen.
Bei diesem Ansatz ko¨nnte es problematisch sein, dass die Netzfeinheit auf
Makroebene die Gro¨ße der virtuellen Materialprobe bedingt. Dies wurde von
Gitman, Askes und Sluys (2008) untersucht, wobei festgestellt wurde, dass
die Netzdichten auf beiden Ebenen aufeinander abgestimmt werden mu¨ssen.
Ist dies erfolgt, kann die Abha¨ngigkeit der Lo¨sung des Randwertproblems auf
Makroebene vom Volumen der virtuellen Materialprobe weitgehend reduziert
werden.
Bei dieser Vorgehensweise handelt es sich eher um eine geschickte Methode, eine
Vollfeldsimulation mit Mikrostruktur zu implementieren. Die RVE-Methode
dient als Werkzeug, mit dessen Hilfe das große Randwertproblem zerlegt wird.
• FE2/Mehrgitter-Methoden. Die Methode ist dem coupled-volume ap-
proach recht a¨hnlich. Auch hier wird anerkannt, dass die Heterogenita¨ten
und deren mo¨gliches skalenu¨bergreifendes Anwachsen nicht durch ein ideali-
siertes effektives Materialgesetz dargestellt werden ko¨nnen. Stattdessen wird
parallel auf beiden Skalen gerechnet, wobei die Mehrgitter-Methoden ein geeig-
netes Werkzeug fu¨r die Kopplung der Mikro- und Makroebene darstellen. So
kann das skalenu¨bergreifende Anwachsen, z. B. eines Risses, von der Keimung
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bis zum Bauteilversagen, durch die Skalen verfolgt werden. Arbeiten auf diesem
Gebiet konzentrieren sich im wesentlichen auf die effiziente Implementierung
dieses numerischen Mehrskalenansatzes (siehe z. B. Miehe und Bayreuther
(2007), Loehnert und Belytschko (2007), Kaczmarczyk, Pearce, Bicanic und
Souza Neto (2010), Geers, Kouznetsova und Brekelmans (2010) und Bosco,
Kouznetsova, Coenen, Geers und Salvadori (2014)). Dabei sind
– das Auffinden einer geeigneten Projektion der Felder von der an Freiheits-
graden wesentlich reicheren Mikroebene auf die Makroebene (Homogeni-
sierung) sowie
– die auf Mikroebene anzuwendenden Randbedingungen (Lokalisierung)
die Hauptprobleme. Insbesondere letzterer Punkt entha¨lt eine gewisse Belie-
bigkeit, da prinzipiell Annahmen getroffen werden mu¨ssen, um die makrosko-
pischen Felder auf die Mikroebene zu extrapolieren. Dies a¨ußert sich in der
Tatsache, dass verschiedene Randbedingungen auf die Mikro-Volumenelemente
verwendet werden ko¨nnen (meist iso-stress, iso-strain oder periodisch).
• Skalenu¨bergang mit Gradientenerweiterung. Kouznetsova, Geers und
Brekelmans (2002) sehen im stark inhomogenen Verzerrungsfeld lokalisieren-
der RVE das Hauptproblem. Es wird vorgeschlagen, dieses auf Makroebe-
ne nicht nur durch eine mittlere Dehnung, sondern zusa¨tzlich durch einen
mittleren Dehnungsgradienten zu beschreiben. Daher ergibt sich auf Makro-
ebene ein Gradienten-Materialgesetz, wa¨hrend auf der Mikroebene klassi-
sche Materialmodellierung betrieben wird (Kaczmarczyk, Pearce und Bic´anic´,
2008; Feyel, 2003). Leider lo¨st diese Vorgehensweise das Problem des Re-
pra¨sentativita¨tsverlustes nicht. Sie muss vielmehr als spezielle Mehrgitterme-
thode (siehe oben) angesehen werden.
In diesem Zusammenhang ist erwa¨hnenswert, dass bereits Gabrio Piola im
Jahr 1848 ein um Dehnungsgradienten erweitertes Prinzip der virtuellen Leis-
tung vorschlug, wie es in der aktuellen Forschung vermehrt verwendet wird
(Bertram und Forest, 2014; Bertram, 2014). Er sah in diesem die einzige
Mo¨glichkeit, interne Wechselwirkungen zu beschreiben, die nicht durch ein
Cauchy-Kontinuum beschrieben werden ko¨nnen (dell’Isola, Maier, Perego, An-
dreaus, Esposito und Forest (2014), Kapitel 5, Abschnitt 3.1). Dies wird durch
aktuelle Arbeiten untermauert. Beispielsweise passen Shodja und Tehranchi
(2010), Shodja, Zaheri und Tehranchi (2013), Po, Lazar, Seif und Ghoniem
(2014) und Seif, Po, Mrovec, Lazar, Elsa¨sser und Gumbsch (2015) die zum
Gradiententerm geho¨renden Materialparameter an Ergebnisse der Moleku-
larstatik an, und gelangen so zu einer Kontinuumstheorie fu¨r Versetzungen.
Mu¨ller, Scardia und Zeppieri (2015) setzten eine Ebene ho¨her an, hier wird
via Homogenisierung eine Gradienten-Kontinuumstheorie ohne Versetzungen
aus einer Theorie diskreter Versetzungen ermittelt.
• Materialklassenabha¨ngige Gu¨ltigkeit eines RVE. In Glu¨ge (2013) wird
vorgeschlagen, dass RVE (einschließlich spezifischer Randbedingungen) einem
Plausibilita¨tstest zu unterwerfen. Wird dieser fu¨r eine bestimmte Material-
klasse bestanden, wird von der Gu¨ltigkeit der RVE-Methode ausgegangen.
Diese Verallgemeinerung ist nicht weiter problematisch, da man im Falle des
Versagens der Methode dies sofort an der RVE-weiten Lokalisierung erkennt.
Als Test wird vorgeschlagen, dass RVE auf ein homogenes Material mit be-
kanntem Materialgesetz anzuwenden. Wird das Materialverhalten vom RVE
direkt auf die Makroebene weitergeleitet, kann von der Anwendbarkeit der
RVE-Methode ausgegangen werden.
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Abbildung 3: Ein wu¨rfel- und ein kugelfo¨rmiges RVE, aus welchen jeweils ein Viertel
rausgeschnitten wurde. Die Farbgebung entspricht der plastischen
Deformation eines elasto-plastischen Matrixmaterials, siehe Glu¨ge,
Weber und Bertram (2012) fu¨r Details.
Auf diese Weise wurde festgestellt, dass z. B. entfestigende Materialien durchaus
mit der RVE Methode homogenisiert werden ko¨nnen, wenn die Lokalisierung
durch die Randbedingungen unterdru¨ckt wird. Hierfu¨r sind z. B. die iso-strain
Randbedingungen und die stochastischen Randbedingungen (siehe Abschnitt
5.7.2) geeignet, als ungeeignet erweisen sich die periodischen und die iso-stress
Randbedingungen.
• Lokalisierungsangepasste Randbedingungen. Schließlich sei noch die Ar-
beit von Coenen, Kouznetsova und Geers (2011) und Coenen, Kouznetsova
und Geers (2012) erwa¨hnt, welche zur Kopplung der moderat steifen peri-
odischen Randbedingungen mit beliebigen Lokalisierungsmoden sogenannte
,,percolation path” Randbedingungen vorschla¨gt. Dabei handelt es sich um
verschobene periodische Randbedingungen, wobei die Verschiebung der Rand-
punktkopplungen dynamisch an eine sich entwickelnde Lokalisierung angepasst
wird. So wird lediglich der RVE-induzierte Periodizita¨tsrahmen eliminiert, das
eigentliche Problem des Repra¨sentativita¨tsverlustes bei Lokalisierung besteht
nach wie vor.
5.7 Diskussion eigener Arbeiten
5.7.1 Formoptimierung
Die Form des RVE hat einen wesentlichen Einfluss auf die Qualita¨t der Ergebnisse und
die Konvergenz gegen das effektive Materialverhalten. Meist werden wu¨rfelfo¨rmige
RVE verwendet, was unter anderem durch die vorteilhaften periodischen Randbe-
dingungen gerechtfertigt wird. Diese werden aufgrund ihrer positiven Eigenschaften
auch bei nichtperiodischen Mikrostrukturen angewendet.
In Glu¨ge, Weber und Bertram (2012) wird gezeigt, dass:
• kugelfo¨rmige RVE aufgrund des kleineren Oberfla¨che/Volumen-Verha¨ltnisses
bei Vergro¨ßerung des RVE schneller gegen das effektive Materialverhalten
streben,
• kugelfo¨rmige RVE im Gegensatz zu wu¨rfelfo¨rmigen RVE keine artifizielle
elastische oder plastische Anisotropie induzieren. Gleichwohl ko¨nnen die zu
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den periodischen Randbedingungen bei Wu¨rfel-RVE analogen antipodischen
Randbedingungen angewendet werden, wodurch die moderate Steifigkeit des
Randes erhalten bleibt.
Es scheint eine allgemeine Abneigung gegen RVE zu geben, welche nicht lu¨ckenlos
den Raum ausfu¨llen ko¨nnen. Rein formal findet dieses Argument bei der Homogeni-
sierung jedoch keine Anwendung. Konsequenterweise mu¨ssten auch alle effektiven
Spannungs-Dehnungskurven, die mit Zugproben mit kreisfo¨rmigen Querschnitten
ermittelt werden, verworfen werden. In der analytischen Homogenisierung werden
hingegen kugelfo¨rmige RVE verwendet, z. B. das Hollow-Sphere Modell von Gurson
(1977).
In einem weiteren Artikel (Glu¨ge und Weber, 2013) wurde gezeigt, dass die Ver-
kleinerung des Randes bezogen auf das Volumen des RVE durch die Kugelform sich
unmittelbar positiv auf die numerischen Eigenschaften des resultierenden Randwert-
problems auswirkt, da bei antipodischen Randbedingungen eine Verkleinerung der
Oberfla¨che gleichzeitig eine Reduktion numerisch ungu¨nstiger Knotenkopplungen
darstellt (siehe auch Fritzen und Bo¨hlke (2010a)).
Allerdings muss eingera¨umt werden, dass die Periodizita¨t der Mikrostruktur auch
Vorteile bietet. So lassen sich Funktionen in einem periodischem Ausschnitt gut
durch periodische Fourier-Reihen approximieren. Dies wird z.B. bei der Analyse
statistischer Eigenschaften (Balzani, Brands, Schro¨der und Carstensen, 2010) oder
bei der effizienten Lo¨sung des RVE-Randwertproblems mit Hilfe der Spektralmethode
(z.B. in Eisenlohr, Diehl, Lebensohn und Roters (2013)) genutzt.
5.7.2 Verallgemeinerte Randbedingungen
In Glu¨ge (2013) wurde die bisher allgemeinste Klasse von Randbedingungen dar-
gestellt, die mit der Hill-Mandel-Bedingung kompatibel sind. Grob gesagt wird
dabei die RVE-Oberfla¨che in beliebig viele Gebiete unterteilt, und auf jedes einzelne
dieser Gebiete werden die iso-stress-Randbedingungen aufgebracht. Die klassischen
Randbedingungen ergeben sich durch eine entsprechende Aufteilung der Gebiete,
also
• keine Aufteilung → iso-stress Randbedingungen
• Gebiete werden zu Punkten zusammengezogen → iso-strain Randbedingungen
• Gebiete werden zu paarweise gegenu¨berliegenden Punkten zusammengezogen
→ periodische oder antipodische Randbedingungen, je nach RVE-Form
Im Gegensatz zum vorher bekannten, diskreten Satz klassischer Randbedingungen
erlaubt die gefundene Verallgemeinerung eine
• kontinuierliche Skalierung der Randsteifigkeit zwischen den beiden extremen
iso-stress- und iso-strain Randbedingungen, indem die RVE-Oberfla¨che mehr
oder weniger fein partitioniert wird, und
• ein in bestimmten Grenzen unabha¨ngiges Einstellen des Widerstandes gegen
homogene und gegen inhomogene Deformationen des RVE.
Insbesondere letzterer Punkt erlaubt eine gewisse Optimierung der Randbedingungen.
Durch eine stochastische Aufteilung der Gebiete kann die moderate elastische Steifig-
keit der periodischen Randbedingungen beibehalten werden, der Widerstand gegen
Lokalisierung allerdings vergro¨ßert werden. Auf diese Weise werden die Vorteile
der iso-strain-Randbedingungen und der periodischen Randbedingungen kombi-
niert, allerdings ohne einen artifiziellen Periodizita¨tsrahmen einschließlich artifizieller
Anisotropie zu induzieren.
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Abbildung 4: Wendet man periodische Randbedingungen auf ein homogenes RVE
mit homogenem, entfestigendem Material an, verursacht eine durch
Rundungsfehler oder andere minimale Sto¨rungen initiierte Lokalisie-
rung eine erhebliche Abweichung vom effektiven Materialverhalten
(blaue Kurven). Bei iso-strain Randbedingungen und stochastischen
Randbedingungen liegt das vom RVE vorhergesagte Materialverhalten
sehr nah am effektiven Materialverhalten.
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6 Analytische Homogenisierung
Obwohl numerische Homogenisierung mit der RVE-Methode recht vielseitig ein-
setzbar ist, sind analytische Lo¨sungen und Abscha¨tzungen nach wie von großer
Bedeutung. Die Gru¨nde hierfu¨r sind vielfa¨ltig. Einerseits lassen sich an ihnen die ma-
thematischen Eigenschaften der effektiven Materialgesetze besser untersuchen als an
diskreten Na¨herungslo¨sungen, andererseits ist die Auswertung analytischer Lo¨sungen
oder Abscha¨tzungen nicht so rechenintensiv wie numerische RVE-Simulationen.
Die Entwicklung analytischer Homogenisierungsmethoden geht bis in das 19. Jahr-
hundert zuru¨ck, und bescha¨ftigte bereits Poisson, Faraday, Maxwell, Rayleigh, und
Einstein (Milton, 2002). Dementsprechend existiert eine große Menge an Verzwei-
gungen innerhalb der analytischen Homogenisierungsmethoden, und eine nahezu
unu¨berschaubare Anzahl and Vero¨ffentlichungen zu diesem Thema. Daher werden
lediglich einige fu¨r die hier vorgestellten Beitra¨ge des Autors relevanten Vorarbeiten
angesprochen. Als Einstieg eignen sich die Bu¨cher von Milton (2002), welches einen
relativ umfassenden und allgemeinen Zugang bereitstellt, und Gross und Seelig
(2011), bei welchem der Fokus bereits auf den mechanischen Eigenschaften wie
effektiver Elastizita¨t und Scha¨digung liegt.
Ein Großteil der Literatur zur analytischen Homogenisierung ist der Ermittlung
der elastischen Felder fu¨r gegebene Eigendehnungsverteilungen εeigenkl gewidmet,
Cijkluk,lj = Cijklε
eigen
kl,j (6)
mit den Komponenten der Steifigkeitstetrade Cijkl = Cijlk = Cklij bezu¨glich ei-
ner Orthonormalbasis. Sowohl Cijkl als auch ε
eigen
kl sind im Allgemeinen vom Ort
abha¨ngig. Als Randbedingungen werden periodische oder im unendlichen abklingen-
de Verschiebungsfelder uk verwendet. Diese Problemstellung umfasst interessante
Pha¨nomene wie elastische Felder um Versetzungen, Risse, Poren, die Dispersion
von Wellen in elastischen Medien und vieles mehr, siehe Mura (1987) und Milton
(2002). Entwickelt man das Eigendehnungsfeld in eine Fourierreihe, ko¨nnen auf-
grund des Superpositionsprinzip in der linearen Elastizita¨t geschlossene Lo¨sungen in
Form von Reihen fu¨r beliebige Eigendehnungsfelder angegeben werden. Allerdings
ist man doch immer auf lineare Elastizita¨t und kleine Deformationen beschra¨nkt.
Trotzdem ist der Aufwand betra¨chtlich, weshalb oft auf Fundamentallo¨sungen be-
ruhende Abscha¨tzungen verwendet werden. Solche ko¨nnen eventuell fu¨r einfache
Mikrostruktur-Konfigurationen angegeben werden. Beispiele sind die elastischen Fel-
der um einen ellipsoiden Einschluss in einer unendlichen homogenen Matrix (Eshelby,
1957), die effektive kritische Fließspannung fu¨r Materialien mit kugelfo¨rmige Poren
(Gurson, 1977), die effektiven elastischen Eigenschaften eines Laminates (Francfort
und Murat, 1986) oder die elastischen Felder um einen wu¨rfelfo¨rmigen Einschluss
(Mura, 1987).
6.1 Effektive elastische Eigenschaften aus den Volumenfraktionen
Insbesondere die Ermittlung der effektiven elastischen Eigenschaften von Kompositen
hat sehr die Entwicklung von Abscha¨tzungen und analytischen Lo¨sungen stimuliert.
6.1.1 Voigt, Reuss, Aleksandrov
Die klassischen Abscha¨tzungen von Voigt (1889) und Reuss (1929) erfordern lediglich
die Kenntnis der Volumenanteile (1-Punkt-Verteilungsfunktion, siehe Abschnitt
3.3), mit welchen jeweils die Steifigkeiten und die Nachgiebigkeiten der Phasen
gewichtet gemittelt werden. In diesem Zusammenhang werden oft die Parallel- und
Reihenschaltung von Federn herangezogen, und Zugversuche parallel oder senkrecht
in einem Laminat diskutiert (Chen und Lakes, 1993).
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Abbildung 5: Verallgemeinerte Mittelung E zweier E-Moduli (E1 = 1, E2 = 5 u¨ber
dem Exponenten n. Fu¨r n→ ±∞ erha¨lt man jeweils max(E1, E2) und
min(E1, E2), unabha¨ngig von den Volumenfraktionen (gestrichelte
Linien). Fu¨r n = ±1 erha¨lt man die Voigt- und Reussmittelung. Fu¨r
n = 0 ergibt sich als Grenzwert das geometrische Mittel.
Im Sinne einer verallgemeinerten Mittelung spricht man auch vom arithmeti-
schen (Voigt) und harmonischen (Reuss) Mittelwert der Steifigkeit, bei welchen
jeweils direkt die Steifigkeit oder deren Inverse gemittelt wird. Am Beispiel des
Elastizita¨tsmoduls E kann dies
E = ginvers(
∑
vig(Ei)) (7)
geschrieben werden, mit g als der Identita¨t x1 (Voigt) oder Inversion x−1 (Reuss),
sowie den Volumenanteilen vi. ginvers ist die Umkehrfunktion von g, so dass
ginvers(g(x)) = x (8)
ist, im Gegensatz zum Kehrwert x−1. Daher ist fu¨r die Voigt- und Reussmittelung
g = ginvers. Da das Ergebnis der Mittelung nicht von der Wahl der Maßeinheit
der Steifigkeit abha¨ngen darf, muss die Mittelung homogen vom Grad 1 in der
Steifigkeit sein. Dies ist nur erfu¨llt fu¨r g homogen vom Grad n, also Funktionen
{g(x) = xn, ginvers = x1/n} mit n ∈ R \ 0 und {g(x) = lnx, ginvers(x) = expx}.
Letzteres ergibt sich als Grenzwert fu¨r n→ 0. Da n = ±1 als Extreme ausgezeichnet
sind, ist die Wahl g(x) = lnx natu¨rlich. Man spricht vom geometrischen Mittelwert,
siehe Aleksandrov und Aisenberg (1966), Matthies und Humbert (1995) und Bo¨hlke
(2001).
6.1.2 Hashin-Shtrikman-Grenzen
Wie bereits diskutiert sind Voigt/Reuss-Abscha¨tzungen extremal in dem Sinne, dass
entweder die Verzerrungen oder Spannungen als homogen angenommen werden.
Somit stellen sie Grenzen dar, innerhalb welcher das reale effektive Materialver-
halten angetroffen wird. Allerdings schließen sie ein recht großes Gebiet ein. Zu
engeren Grenzen gelangt man durch die Verwendung von Variationsprinzipien,
welche fu¨r 1-Punkt-Verteilungen auf die Hashin-Shtrikman-Grenzen (Hashin und
Shtrikman, 1963) fu¨hren. Fu¨r ein zweiphasiges isotropes Material entsprechen diese
den exakten Steifigkeiten einer speziellen isotropen Verteilung von kugelfo¨rmigen
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Einschlu¨ssen in einer Matrix, auf englisch pra¨gnant als coated sphere assamblage
bezeichnet. Die Grenzen ergeben sich durch Vertauschung der Zuordnung von Matrix-
und Einschlussphase. Man kann diese (Hashin-)Struktur als das 3D-Pendant der
(Voigt-Reuss-)Laminatstruktur auffassen. Das Laminat kann im Zugversuch so ange-
ordnet sein, dass die steifere Phase in Zugrichtung ununterbrochen tra¨gt (maximale
Steifigkeit), oder maximal von der weicheren Phase durchsetzt ist (maximale Nach-
giebigkeit). Im Dreidimensionalen entspricht dies der Zuordnung der steiferen oder
der weicheren Phase als Matrixmaterial im coated sphere assamblage.
6.2 Analytische Abscha¨tzungen aus Grundlo¨sungen
Wie bereits geschrieben ist die Verwendung von ho¨heren Korrelationsfunktionen
zur Ermittelung des effektiven Materialverhaltens eine schwierige Aufgabe von ho-
her mathematischer Abstraktheit. Wesentlich beliebter ist die Verwendung von
Grundlo¨sungen. Hiervon stehen fu¨r die lineare Elastizita¨t einige zur Verfu¨gung, wie
zum Beispiel die elastischen Felder um Rissspitzen (Griffith, 1920; Irwin, 1957; Guide-
ra und Lardner, 1975), Poren oder Einschlu¨ssen (Eshelby, 1957), Fasern und Lamellen
(Hill, 1964; Hashin, 1965; Tartar, 1985; Francfort und Murat, 1986) unter einem
entfernten Spannungsfeld. Beispiele fu¨r die Abscha¨tzung effektiver Eigenschaften
aus der U¨berlagerung von Grundlo¨sungen sind Li (1994) oder die in Klusemann und
Svendsen (2010) und Christensen (1990) kompilierten Ansa¨tze. Im folgenden sollen
nur die fu¨r die Beitra¨ge des Autors relevanten Aspekte herausgearbeitet werden.
6.2.1 Matrix-Einschluss-basierte selbstkonsistente Abscha¨tzung
Eshelby (1957) gelang erstmals die Berechnung der elastischen Felder um einen
elliptischen Einschluss in einer unendlich ausgedehnten Matrix. Bis zu diesem Zeit-
punkt konnte lediglich die Homogenita¨t der elastischen Felder innerhalb des El-
lipsoides gezeigt werden (Poisson (1826) und Maxwell (1873), formal zwar fu¨r
Elektromagnetismus, aber die partiellen Differenzialgleichungen entsprechen de-
nen der Elastizita¨tstheorie). Diese Grundlo¨sung o¨ffnete die Tu¨r fu¨r verschiedene
Abscha¨tzungen, wie der Abscha¨tzung fu¨r schwach konzentrierte (dilute) Einschluss-
verteilungen und der Matrix-Einschluss-basierten selbstkonsistenten Abscha¨tzung.
Der Begriff selbstkonsistent wird innerhalb der analytischen Homogenisierung fu¨r
durchaus unterschiedliche Konzepte verwendet. Hier ist damit der im folgenden be-
schriebene Ansatz gemeint. Wa¨hrend bei der Abscha¨tzung fu¨r schwach konzentrierte
Einschlussverteilungen eine Interaktion zwischen den Einschlu¨ssen vernachla¨ssigt
wird, wird bei den selbstkonsistenten Methoden fu¨r die Matrix das eigentlich zu
ermittelnde effektive Materialverhalten eingesetzt. Dies fu¨hrt in aller Regel dazu,
dass die selbstkonsistenten Abscha¨tzungen implizit gegeben sind (Willis, 1977; Chris-
tensen, 1990). Es gibt zahllose Variationen dieser Grundidee, einige davon wurden
in Klusemann und Svendsen (2010) kompiliert. Eine bemerkenswerte Variante ist
der interaction direct derivative (IDD) Ansatz (Zheng und Du, 2001; Du und Zheng,
2002), welcher gleichzeitig eine explizite Abscha¨tzung liefert und qualitativ gute
Ergebnisse produziert.
Aus diesen Betrachtungen kann man bereits einige Eigenschaften der selbstkon-
sistenten Abscha¨tzungen folgern. So u¨berrascht es nicht, dass die selbstkonsisten-
ten Abscha¨tzungen bei extremen Volumenfraktionen bis zum Grad 1 mit derjeni-
gen Hashin-Shtrikman-Grenze zusammenfallen, welche die schwa¨chere Auswirkung
der Einschlussphase vorhersagt, da die Hashin-Struktur bei extremalen Volumen-
fraktionen der Pra¨misse nicht-interagierender Einschlu¨sse entspricht. Dies wurde
ausfu¨hrlicher in Kalisch und Glu¨ge (2015) besprochen. Man kann ebenfalls erwarten,
dass die selbstkonsistenten Abscha¨tzungen nur bei kleinen Volumenfraktionen und
bei Matrix-Einschluss-Strukturen gute Ergebnisse liefern.
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6.2.2 Laminate
Eine weitere wichtige Grundlo¨sung ist diejenige fu¨r die effektiven elastischen Ei-
genschaften eines Laminates. Obwohl sie deutlich einfacher als die Eshelby-Lo¨sung
ist, wurde sie erst von Tartar (1985) und Francfort und Murat (1986) angegeben.
Als wesentliche Zutaten beno¨tigt man die Sprungbilanzen fu¨r Spannungen und
Dehnungen, die Homogenita¨t der elastischen Felder innerhalb der Phasen und die
lineare Elastizita¨t der Einzelphasen. Diese Lo¨sung wurde von Glu¨ge und Kalisch
(2014) fu¨r beliebig viele anisotrope Einzelphasen verallgemeinert.
Auch die Laminat-Grundlo¨sung wurde bereits als Ausgangspunkt fu¨r Abscha¨tz-
ungen ho¨herer Ordnung verwendet. Man spricht von Abscha¨tzungen ho¨herer Ord-
nung, da die Laminatlo¨sung bereits das Ergebnis einer Homogenisierung ist. Solche
Methoden werden auch als sequenzielle oder iterierte Abscha¨tzungen bezeichnet,
siehe z. B. Braides und Lukkassen (2000), deBotton und Hariton (2002), deBotton
(2005), Idiart (2008), Lopez-Pamies und Idiart (2010), Agoras und Ponte-Castan˜eda
(2011), Ponte-Castan˜eda (2012), Agoras und Ponte-Castan˜eda (2012) und Idiart und
Ponte-Castan˜eda (2013). Der mehrfachen Homogenisierung liegen notwendigerweise
Mikrostrukturen auf mehreren Ebenen zugrunde, wie z. B. eine Kornstruktur im
mm-Bereich, deren Ko¨rner selbst im µm-Bereich laminiert sind, oder sich durchdrin-
gende, u¨berlagerte Laminate mit sehr unterschiedlichen Lamellendicken. Letztere
Mikrostrukturen sind eher selten in der Realita¨t anzutreffen. In Kalisch und Glu¨ge
(2015) wurde der Versuch unternommen, die Laminat-Grundlo¨sung auf allgemeinere
Mikrostrukturen zu erweitern.
6.3 Diskussion eigener Arbeiten
Insgesamt wurden 2 Beitra¨ge zur analytischen Homogenisierung geleistet. In Glu¨ge
und Kalisch (2014) wurden
• ein kompakter Ausdruck fu¨r die effektive Laminatsteifigkeit mit beliebig vielen
anisotropen Konstituenten hergeleitet,
• kompakte Ausdru¨cke fu¨r die Spannungs- und Dehnungskonzentrationstensoren
hergeleitet,
• ein ausfu¨hrlicher Vergleich zu isotropen und anisotropen Lo¨sungen der klassi-
schen Laminattheorie und zu isotropen dreidimensionalen Lo¨sungen vollzogen.
Ersteres Ergebnis ist der Ausgangspunkt fu¨r den im zweiten Beitrag (Kalisch und
Glu¨ge, 2015) vorgeschlagenen Grenzfla¨chen-Orientierungsverteilungs-Ansatz. Zwar
waren schon dreidimensionale Lo¨sungen vorhanden, allerdings waren diese entwe-
der auf zwei Phasen oder Isotropie beschra¨nkt, oder in einer nicht verwertbaren
Weise dargestellt. Weiterhin waren die Ergebnisse der klassischen Laminattheorie
als Grundlo¨sungen fu¨r die Abscha¨tzung eines dreidimensionalen effektiven Materi-
algesetzes ungeeignet, da diese nur zweiachsige Spannungszusta¨nde einschließt. Es
konnte gezeigt werden, dass sich die Lo¨sungen der klassischen Laminattheorie als
Spezialfa¨lle der dreidimensionalen Lo¨sung ergeben. Weiterhin erlaubt die kompakte
und gleichzeitig allgemeine Notation der Konzentrationstensoren die Berechnung
der im Laminat wirkenden Spannungen aus den effektiven Spannungen oder den
effektiven Dehnungen. Dies kann beispielsweise zur analytischen Homogenisierung
der Fließbedingung verwendet werden (in Bearbeitung).
In Kalisch und Glu¨ge (2015) wurde ein analytischer Homogenisierungsansatz
vorgeschlagen, der im Kern aus einer Orientierungsmittelung der Laminatlo¨sung
u¨ber eine Grenzfla¨chenorientierungsverteilung besteht, im folgenden IOD-Ansatz
genannt (fu¨r interface orientation distribution). Letztere ist der Deskriptor der
Mikrostruktur, wobei die elastischen Eigenschaften nahe einer Grenzfla¨che durch die
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Laminatlo¨sung approximiert werden. Einen a¨hnlichen Ansatz verfolgte Richeton und
Berbenni (2014). Die Interpretation der Laminatsteifigkeit als Grenzfla¨chensteifigkeit
entspricht der Aufweichung der Forderung nach einem Skalenabstand, wie er bei der
oben genannten sequenziellen oder iterativen Homogenisierung Voraussetzung ist.
Die Motivation fu¨r dieses Vorgehen ist, dass Mikrostrukturen mit gebietsweise
homogenen Materialparametern eindeutig durch die Lage der Grenzfla¨che charakte-
risiert sind. Gleichzeitig treten an der Grenzfla¨che die Spannungs- und Dehnungsgra-
dienten auf. Zusa¨tzlich ko¨nnen an der Grenzfla¨che die Sprungbilanzen ausgewertet,
und direkt mit den Materialgesetzen verknu¨pft werden.
Die Orientierungsmittelung der bei isotropen Phasen transversalisotropen Lami-
natsteifigkeit kann sowohl analytisch als auch numerisch erfolgen. Dabei wird, bei
isotropen Phasen, allein die Anisotropie der Grenzfla¨chenorientierungsverteilung
auf die effektive Elastizita¨t u¨bertragen. Somit steht ein analytisches Verfahren zur
Abscha¨tzung der Morphologie-induzierten Anisotropie fu¨r beliebige Phasenvertei-
lungen zur Verfu¨gung. Allerdings lassen sich auch Mikrostrukturen konstruieren,
deren Grenzfla¨chenorientierungsverteilung nichts mit der Morphologie-induzierten
Anisotropie zu tun hat, beispielsweise eine anisotrope Anordnung kugelfo¨rmiger
Einschlu¨sse. Hier wird deutlich, das es sich nur um eine Abscha¨tzung handelt, die
nur fu¨r bestimmte Mikrostrukturen gut funktioniert.
Zur Spezifizierung geeigneter Anwendungsfa¨lle wurde die IOD-Mittelung ande-
ren analytischen Abscha¨tzungen sowie den praktisch exakten Lo¨sungen aus RVE-
Rechnungen gegenu¨bergestellt. Beim Vergleich zu den analytischen Abscha¨tzungen
stellte sich heraus, dass
• die IOD-Abscha¨tzung zwischen den Hashin-Shtrikman-Grenzen liegt,
• zu den selbstkonsistenten Abscha¨tzungen komplementa¨r ist,
• und am besten bei gleichartig verteilten Phasen funktioniert.
Ersteres Ergebnis ist eine typische Eigenschaft von Abscha¨tzungen ho¨herer Ordnung.
Interessanter ist die zweite Eigenschaft. Man kann zeigen, dass die selbstkonsistenen
Ansa¨tze sich bei extremen Volumenfraktionen an die Hashin-Shtrikman-Grenzen mit
dem betragsma¨ßig kleineren Anstieg anschmiegen, wa¨hrend die IOD-Abscha¨tzungen
sich jeweils an die entgegengesetzte Hashin-Shtrikman-Grenze anschmiegen. Dieses
Verhalten kann dadurch erkla¨rt werden, dass beim IOD-Ansatz beide Phasen gleich
behandelt werden, wa¨hrend die selbstkonsistenten Ansa¨tze grundsa¨tzlich zwischen
Matrix- und Einschlussphase unterscheiden. In diesem Sinne implizieren IOD- und
selbstkonsistente Ansa¨tze kontra¨re Annahmen, was sich im Rahmen der Hashin-
Shtrikman-Grenzen in kontra¨ren Ergebnissen zeigt. Beim IOD-Ansatz durchdringen
also beide Phasen das Material, wodurch das Einbringen einer Phase einen maximalen
Effekt hat, im Gegensatz zu den nicht- oder schwach interagierenden Einschlu¨sse bei
den selbstkonsistenen Ansa¨tzen. Somit stellt der IOD-Ansatz aufgrund der kontra¨ren
Annahmen u¨ber die Phasenverteilung eine komplementa¨re Erga¨nzung der Familie
der selbstkonsistenten Ansa¨tze dar.
6.3.1 Mo¨gliche Anwendungen des IOD-Ansatzes
Diese Betrachtungen konnten beim Vergleich mit den praktisch exakten Lo¨sungen aus
RVE-Rechnungen besta¨tigt werden. Es wurden kubische RVE mit periodischen Mi-
krostrukturen mit kubischer und oktaedrischer Grenzfla¨chenorientierungsverteilung
untersucht, na¨mlich sich durchdringende Gitter und verschiedene Anordnungen
kubischer und oktaedrischer Einschlu¨sse. Die beste U¨bereinstimmung mit dem IOD-
Ansatz besteht fu¨r Mikrostrukturen, die reich an Grenzfla¨che sind, und bei welchen
beide Phasen das Material durchdringen, z. B. sich durchdringende Gitter. Eine
Analytische und numerische Homogenisierung in der Materialmodellierung 28
Rainer Glu¨ge 9. Februar 2016
weitere Anwendungsmo¨glichkeit sind Matrix-Einschluss-Strukturen, bei welchen die
Phase mit der kleineren Volumenfraktion die Matrixphase ist. Zwar entspricht die
strukturell eher den Annahmen der selbstkonsistenten Ansatzes, allerdings impli-
ziert dieser, dass die Phase mit der kleineren Volumenfraktion der Einschlussphase
entspricht, also das genaue Gegenteil der zu homogenisierenden Mikrostruktur. Da
der IOD-Ansatz sich dual zum selbstkonsistenten Ansatz verha¨lt, ist er fu¨r solche
Strukturen besser geeignet. Dies konnte ebenfalls anhand von RVE-Rechnungen
besta¨tigt werden.
7 Fazit
Homogenisierungsmethoden sind zu wichtigen Werkzeugen der pra¨zisen Vorhersa-
ge von Materialeigenschaften geworden. Es ist nicht davon auszugehen, dass die
Homogenisierung durch skalenu¨bergreifende Simulationen entbehrlich wird, da der
Rechenaufwand hierfu¨r absurd hoch ist. Vielmehr ist eine Weiterentwicklung sowohl
der analytischen als auch der numerischen Methoden erstrebenswert und offenbar
auch mo¨glich.
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Reproduktionen der wichtigsten eigenen Beitra¨ge
In R. Glu¨ge, M. Weber und A. Bertram (2012). Comparison of spherical and
cubical statistical volume elements with respect to convergence, anisotro-
py, and localization behavior. In: Computational Material Science 63, S. 91–104
wurde der Einfluss der geometrischen Form repra¨sentativer Volumenelemente (RVE)
auf die Konvergenzgeschwindigkeit und die Anisotropie untersucht. Hierfu¨r wurden
wu¨rfel- und kugelfo¨rmige RVE bei Anwendung der verschiedenen klassischen Rand-
bedingungen (iso-stress, iso-strain und periodisch) verglichen. Es wurde festgestellt,
dass
• die klassischen, periodische Randbedingungen auf wu¨rfelfo¨rmigen RVE auf
nichtperiodische RVE rein mathematisch u¨bertragen werden ko¨nnen, was die
antipodischen Randbedingungen auf kugelfo¨rmigen RVE liefert,
• kugelfo¨rmige RVE aufgrund des besseren Oberfla¨che-Volumen-Verha¨ltnisses
bei Vergro¨ßerung schneller gegen das effektive Materialverhalten konvergieren
als wu¨rfelfo¨rmige RVE,
• kugelfo¨rmige RVE mit antipodischen Randbedingungen bei statistisch isotro-
pen, nichtperiodischen Mikrostrukturen keine ku¨nstliche Anisotropie induzieren,
welche bei wu¨rfelfo¨rmigen RVE mit periodischen Randbedingungen aufgrund
induzierten Periodizita¨tsrahmens zwangsweise auftritt,
• sich bei kugelfo¨rmigen RVE mit antipodischen Randbedingungen aus denselben
Gru¨nden Scherba¨nder frei einstellen ko¨nnen, wa¨hrend diese bei wu¨rfelfo¨rmigen
RVE an den Periodizita¨tsrahmen gebunden sind.
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a b s t r a c t
The statistical volume element (SVE) technique is commonly used for the estimation of the effective
properties of a micro-structured material. Mostly, cubical SVEs with periodic boundary conditions are
employed, which result in a better convergence, compared to the uniform boundary conditions. In this
work, the possibility of using spherical SVEs is discussed, since their use promises a reduction of the inﬂu-
ence of the boundary, and thus a more efﬁcient estimation of the effective material properties. We dis-
cuss the applicability of boundary conditions which are similar to the periodic boundary conditions to
spherical SVEs. Then we assess the convergence (subject 1) of spherical and cubical SVEs to the effective
material behavior for the uniform and periodic boundary conditions, focusing on the elastic and plastic
properties of a macroscopically isotropic matrix-inclusion material. It is shown that the spherical SVEs
perform indeed better than the cubical SVEs. Also, unlike the spherical SVEs, the cubical SVEs with peri-
odic boundary conditions induce a spurious anisotropy (subject 2), which is quantiﬁed for the effective
elastic properties. Finally, we examine the effect of the periodicity frame on the localization behavior
(subject 3) of cubical SVE, since cubical SVE with periodic boundary conditions are commonly used to
estimate macroscale material failure. It is demonstrated that the orientation of the periodicity frame
affects the overall SVE response signiﬁcantly. The latter is not observed for spherical SVE.
 2012 Elsevier B.V. All rights reserved.
1. Introduction
The microscale structure of a material can have a considerable
effect on the material properties as perceived on the macroscale.
Common examples are polycrystals, which may exhibit a crystallo-
graphic (crystal orientation) and morphological (grain shape)
texture, ﬁber or particle reinforced composites, foams and lami-
nates. The process of calculating the effective material properties
from the arrangement and the properties of the constituents on a
smaller scale is termed as homogenization.
For speciﬁc material properties, efﬁcient homogenization meth-
ods are at hand, see for example Klusemann and Svendsen [26] for
the elastic properties, or Fritzen et al. [13] for the yield limit of por-
ous materials. However, in many cases the analytical homogeniza-
tion is limited, e.g. for the prediction of the crystallographic texture
evolution [5]. Then, one follows commonly the pragmatic approach
of the RVE or SVE method, which consists of considering a repre-
sentative section of the material, deﬁne appropriate boundary con-
ditions, and solve the initial- and boundary-value problem, usually
with the help of numerical methods such as the ﬁnite element
method. Then, one is able to extract the volume average of the var-
iable of interest, or examine the effect of different microstructures
on the overall material behavior. For an account on numerical
homogenization by the SVE/RVE method see, e.g., Zohdi and
Wriggers [49]. In this work, we will not distinguish strictly be-
tween RVE and SVE, which capture the microstructure identically
(RVE) or in an approximate sense (SVE). Here, the two terms are
used like synonyms.
When focusing on macroscale stress–strain relations, in
contrast to analytical techniques, one does not arrive at a closed-
form, but obtains an approximation for a speciﬁc deformation path.
For a coupling with a large-scale FE application, one may use the
FE2 method [44,9,30,38]. However, this is computationally very
expensive, and one is interested in a reduction of the numerical
costs. A relatively new approach to this problem is the coupling
of the RVE-method with the nonuniform transformation ﬁeld anal-
ysis (NTFA [29,12]). Roughly speaking, the RVE method is used to
build a database for different deformation modes, from which
the actual stress–strain-relations needed in the macroscale calcu-
lation are estimated. However, the NTFA is restricted to the small
strain setting.
A more direct reduction of the numerical costs of the FE2 meth-
od is the optimization of the RVE, and to apply it simultaneously to
a large-scale constitutive law. Then, the RVE calculations are
carried out only when and where it is necessary, e.g., when the
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straining is large. Also, the RVE itself should be as representative as
possible, but still require an acceptable numerical effort. The prob-
lem of determining a RVE with a good balance between represen-
tativity and numerical expense, arises. It depends on the material
under consideration, and has been subject of many studies, e.g., Ka-
nit et al. [23], Xu and Chen [47], Pelissou et al. [39], Salahouelhadj
and Haddadi [41]. Another possibility to increase the ratio repre-
sentativity/numerical effort is to optimize the material section un-
der consideration [42].
Here, we examine the inﬂuence of the shape of the RVE. Usually,
cubical RVEs are used. We demonstrate that the use of spherical
RVEs is advantageous for two reasons. Firstly, the bias due to spe-
ciﬁc boundary conditions is weaker, since the surface-to-volume
ratio is smaller than for cubical RVEs. Secondly, spherical RVEs
do not induce a material-independent anisotropy, unlike cubical
RVEs with periodic boundary conditions. The reduction of the
shape-induced anisotropy has been discussed by Grasset-Bourdel
et al. [16], who considered RVEs with shapes that allow for a com-
plete ﬁlling of the space. It was found that a hexagonal arrange-
ment is advantageous, compared to a cubic shape. However, the
restriction to shapes that allow for a complete ﬁlling of the space
appears to be unnecessary, since spherical RVE are used routinely
for analytical methods [17,43,8], while in numerical calculations
the cubical RVEs predominate. Only few exceptions can be found,
e.g., Kim et al. [25] and the authors referred to in this work used
non-periodic RVEs.
The outline of this work is as follows: We ﬁrstly reproduce the
fundamentals of the RVE method (Section 2), followed by a discus-
sion of the possible boundary conditions (Section 3) that may be
applied to spherical and cubical RVEs (Section 4). In Section 5 the
setup for the numerical experiments is described. In Section 6 we
examine the convergence while increasing the RVE size for the
elastic and plastic properties of a matrix–inclusion-material, and
compare different shapes and boundary conditions. In Section 7
we assess the shape-induced anisotropy of the spherical and cubi-
cal RVE with periodic boundary conditions by applying them to an
effectively isotropic material. Finally we focus on the peculiarities
of the localization behavior of the spherical and cubical RVE
(Section 8).
1.1. Notation
Throughout the work a direct tensor notation is preferred. If an
expression cannot be represented in the direct notation without
introducing new conventions, its components are given with re-
spect to orthonormal base vectors ei, using the summation conven-
tion. Vectors are symbolized by lowercase bold letters v = viei,
second-order tensors by uppercase bold letters T = Tijei  ej or bold
Greek letters. The second-order identity tensor is denoted by I.
Fourth-order tensors are symbolized like C. The dyadic product is
deﬁned as (a  b)  c = (b  c)a. A dot represents a scalar contrac-
tion. If more than one scalar contraction is carried out, the number
of dots corresponds to the number of contractions, thus
(a  b  c)   (d  e) = (b  d)(c  e)a, a = A   B and r ¼ C   e. If only
one scalar contraction is carried out, the scalar dot is frequently
omitted, e.g., v = Fw, A = BC. kxk denotes the Frobenius norm.
The position vector of a material point is denoted by x(x0, t),
where x0 indicates the position vector of the same material point
in the reference placement. At t = 0, x = x0 holds. The partial deriv-
ative of a function with respect to t with x0 kept constant is the
material time derivative, indicated by a superimposed dot. The in-
dex ’’0’’ indicates that a function or derivative is to be evaluated in
the reference placement or with respect to x0. X denotes the do-
main of the RVE under consideration. All unweighted volume aver-
ages over this domain are evaluated in the reference placement,
denoted as hi :¼ 1V0
R
X0
 dV . A superimposed bar indicates a macro-
scale-quantity.
1.2. List of symbols
Cijkl components of the stiffness tetrad with respect to an
orthonormal basis
J detF
q mass density
X domain of the RVE
r nabla operator
b mass-speciﬁc force density
n surface normal vector
t traction vector t = r  n
u displacement vector, u = x  x0
x position vector
r Cauchy stress tensor
e linear strain tensor, e ¼ 12 ðH þHTÞ
s Kirchhoff stress tensor, s = Jr
D rate of deformation tensor, symmetric part of
L; D ¼ 12 ðLþ LTÞ
F deformation gradient, F = x r0
H displacement gradient, H = F  I = u r0
L velocity gradient, L ¼ _xr ¼ _FF1
T ﬁrst Piola–Kirchhoff stress tensor, T = det (F)rFT
I fourth order identity on symmetric second order
tensors
P1 ﬁrst isotropic projector, P1 ¼ 13 I  I
P2 second isotropic projector, P2 ¼ I P1
Pc2 second cubic projector
Pc3 third cubic projector
HTBC homogeneous traction boundary conditions
LDBC linear displacement boundary conditions
PBC periodic boundary conditions
2. Basic considerations
2.1. Scale separation
The scale separation requires that lmicro lmini lmacro [18],
where lmicro refers to the characteristic size of the heterogeneities,
lmini to the RVE size and lmacro to the dimensions of the body.
lmicro lmini ensures the representativity of the RVE, while
lmini lmacro is necessary if one wants to consider the RVE as a
material point on the macroscale.
2.2. Equilibrium equations
The local balances of linear and angular momentum require
r  r ¼ qð€x bÞ; r ¼ rT ; ð1Þ
where b is a mass-speciﬁc force density. They must hold globally for
an RVE X,Z
X
r  rdV ¼
Z
X
qð€x bÞ dV ;
Z
X
ðr rTÞ dV ¼ 0; ð2Þ
where the global balance of linear momentum may be transformed
by Gauss’ theorem and Cauchy’s theorem t = r  n,Z
@X
tdA
Z
X
qð€x bÞ dV ¼ 0: ð3Þ
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However, the incorporation of inertia and body forces leads to
material laws which depend on superimposed rigid body motions.1
Thus, we may consider only the static balance of linear momentum
without body forces when using the RVE method.2
2.3. Micro–Macro-coupling
The micro–macro-coupling is obtained by assigning macroscale
quantities to unweighted volume averages of the corresponding
microscale quantities, where the integral is carried out over the do-
main occupied by the material. Thus, porous materials require
either a treatment of pores by some material law, or need to be ex-
cluded from the volume integral. In the latter case, care must be ta-
ken when Gauss’s theorem is applied. Here we exclude this
peculiarities, assuming a space-ﬁlling arrangement of micro-
constituents. Following Nemat-Nasser [33], ’’there is an inherent
arbitrariness in the selection of suitable kinematic and dynamical
quantities whose overall measures are deﬁned in terms of unweighted
volume averages of the corresponding micromeasure’’. To avoid ambi-
guities, it must be clariﬁed which quantities are used. For several
reasons it is advantageous to use the deformation gradient and
the ﬁrst Piola–Kirchhoff stresses,
F :¼ hFi; T :¼ hTi: ð4Þ
Firstly, F and T can be deﬁned in terms of surface integrals in the
reference placement,
hFi ¼ 1
V0
Z
X0
xr0dV ¼ 1V0
Z
@X0
x n0dA; ð5Þ
hTi ¼ 1
V0
Z
@X0
t  x0dA: ð6Þ
Relation (5) involves merely Gauss’ theorem, while the latter rela-
tion is conﬁrmed by reformulating with Cauchy theorem t = T  n0,
Gauss’ theorem, and the static equilibrium condition without body
forces T  r0 = 0 (see Section 2.2),
hTi ¼ 1
V0
Z
@X0
t  x0 dA ¼ 1V0
Z
@X0
n0  ðTT  x0Þ dA ð7Þ
¼ 1
V0
Z
X0
r  ðTT  x0Þ dV ¼ 1V0
Z
X0
ððT  rÞ  x0 þ TÞ dV
¼ 1
V0
Z
X0
T dV : ð8Þ
Secondly, since the reference placement is time-independent,
one can interchange the unweighted volume averaging and the
material time derivative, i.e. _F ¼ h _Fi ¼ hFi ¼ _F and
_T ¼ h _Ti ¼ hTi ¼ _T .
Thirdly, T and _F are power-conjugate, which allows for a com-
pact expression of the Hill–Mandel condition (Section 2.4). For
the foregoing reasons, in this work T and F are taken for the
micro–macro-coupling. Then, the macroscopic Cauchy stresses
are obtained from r ¼ J1TFT ; J ¼ det F , which is not necessarily
equivalent to hri. However, for the special case of the
micro–macro-coupling in the ﬁrst Piola–Kirchhoff stresses and
the deformation gradient, it follows that s ¼ hsi [33].
2.4. The Hill–Mandel condition
The Hill–Mandel condition, demands the equivalence of the
stress power as perceived on the macroscale and on the microscale.
For the small strain setting it is sufﬁcient to consider
hr   _ei ¼ hri  h _ei: ð9Þ
The latter equation is trivially satisﬁed if r and _e are homogeneous,
from which the ﬁrst interpretation of the Hill–Mandel-condition is
derived: The larger the RVE is, the more homogeneous appears the
material, i.e. the smaller are the ﬂuctuations, leading to the conclu-
sion that the Hill–Mandel-condition poses requirements on the RVE
size [20].
However, the RVE is subjected to some boundary conditions. It
was found that the Hill–Mandel-condition is satisﬁed for speciﬁc
boundary data a priori [45], independent of the size of the RVE.
From this, the second interpretation of the Hill–Mandel-condition
arises: The boundary conditions should comply the Hill–Mandel-
condition a priori to assure convergence to the effective material
law with increasing RVE size. The latter interpretation appears to
be widely accepted, since all commonly used boundary conditions
a priori fulﬁll the Hill–Mandel-condition.
Before examining speciﬁc boundary conditions, the derivation
of Suquet [45], which was originally given in the small strain set-
ting, is reproduced here for the ﬁnite strain form of the Hill–
Mandel-condition (see also Bertram [2]). The volume average of
the volume-speciﬁc stress power of the RVE (left handside) must
be equivalent to the volume-speciﬁc stress power on the
macroscale,
hT  Fi ¼ T  F: ð10Þ
Taking F and T for the micro–macro-coupling, the latter equation
becomes
hT   _Fi ¼ hTi  h _Fi: ð11Þ
The latter equation can be recast with surface integrals, involving
the boundary conditions. Up to Eq. (17), the dependency on x0
and t is written out, since the dependence is of importance for the
argumentation. Firstly, the ﬂuctuation part of _F is deﬁned as
_eF ðx0; tÞ :¼ _Fðx0; tÞ  _FðtÞ; _FðtÞ :¼ h _Fðx0; tÞi: ð12Þ
Note that _Fðx0; tÞ ¼ _Hðx0; tÞ, and consequently _FðtÞ ¼ _HðtÞ and
_eF ðx0; tÞ ¼ _eHðx0; tÞ hold. For the velocity ﬁeld, one can deﬁne the
decomposition
_~uðx0; tÞ :¼ _uðx0; tÞ  _HðtÞ  x0; _uðx0; tÞ  _uðx0; tÞ: ð13Þ
Since x0 is not a function of t, the material time derivative and the
material gradient r0 may be interchanged. Applying r0 to
_~uðx0; tÞ yields
_~uðx0; tÞ  r0 ¼ _uðx0; tÞ  r0  _HðtÞ ¼ _Hðx0; tÞ  _HðtÞ
¼ _eHðx0; tÞ; ð14Þ
i.e. _~uðx0; tÞ and _eF ðx0; tÞ are related by
_eF ðx0; tÞ ¼ _~uðx0; tÞ  r0: ð15Þ
Note that, unlike _FðtÞ, _uðx0; tÞ does depend on x0. The displacement
uðx0; tÞ can be viewed as the part of the local displacement that
stems from the homogeneous part H of the displacement gradient.
Although it depends linearly on x0 it is often referred to as the
homogeneous part of the local displacement. Inserting the decom-
position of _Fðx0; tÞ into Eq. (11) yields
hTðx0; tÞ  FðtÞi þ hTðx0; tÞ  eF ðx0; tÞi ¼ hTðx0; tÞi  FðtÞ; ð16Þ
1 One can easily ﬁnd examples which give an effective material behavior that
violates the principle of invariance under superimposed rigid body motions [46].
Subject the RVE boundary to an accelerated rigid body motion and take F :¼ hFi and
r :¼ hri for the micro–macro-coupling to ﬁnd that F ¼ I holds constantly while T
depends on the motion.
2 At this point, it is often argued that the volume integral O l3mini
  
is small
compared to the surface integral O l2mini
  
due to the small size of the RVE, in order
legitimate the disregard of inertia and body forces. This argument is conﬂicting with
the idea of a possibly large RVE for a better representativity.
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where _FðtÞ can be pulled out of the volume averaging, since it is
independent on x0. Then one ﬁnds
hTðx0; tÞ  eF ðx0; tÞi ¼ 0: ð17Þ
One proceeds by using Eq. (15), and considering T  ð _~ur0Þ as one
summand of a product rule,
T  ~ur0 þ ðT  r0Þ  _~u ¼ ð _~u  TÞ  r0; ð18Þ
which allows to write
0 ¼ hð _~u  TÞ  r0  ðT  r0Þ  _~ui: ð19Þ
Here one identiﬁes T  r0 = 0 in the second summand as the local
balance of linear momentum without inertia and body forces in
the reference placement. Therefore, by considering only equilibrium
states, this summand is dropped. The remaining summand is trans-
formed by Gauss’ theorem and Cauchy’s theorem to
0 ¼ 1
V0
Z
@X0
_~u  T  n0 dA ¼ 1V0
Z
@X0
_~u  t dA: ð20Þ
By this, the Hill–Mandel-condition is expressed as a surface integral
in terms of the traction and displacement, which allows to examine
speciﬁc boundary conditions with respect to the Hill–Mandel-
condition.
3. Boundary conditions on the RVE
The boundary value problem is complete when at each surface
point, with respect to a suitable orthogonal basis bi, either ui, ti or a
mixture of both is prescribed. More general, the boundary condi-
tions may be given implicitly in form of constraints, as it is the case
for the periodic boundary conditions.
The boundary conditions to which an RVE may be subjected
have been exhaustively discussed, see e.g. Suquet [45]. There are
no natural or self-evident boundary conditions for the RVE, except
for microstructures with a periodicity, where periodic boundary
conditions are reasonable [31]. The most common boundary condi-
tions are the homogeneous traction, linear displacement and peri-
odic boundary conditions. Recent advances focus on the deﬁnition
of boundary conditions which allow for an arbitrary localization of
a RVE [7,36] (percolation path boundary conditions), where the
periodic boundary conditions on a cubic RVE serve as the starting
point. In this regard, a consideration of spherical RVEs with peri-
odic boundary conditions is helpful. This topic is addressed in
Section 8.
3.1. Uniform boundary data
The assumption of homogeneous tractions or linear displace-
ments on the boundary are related to the Sachs/Reuss or Taylor/
Voigt estimates, which assume a homogeneous stress or strain
ﬁeld not only on the boundary but in the entire volume. Thus,
restricting this extreme assumptions to the RVE boundary gives
estimates between these bounds. However, out of the commonly
applied boundary conditions, homogeneous traction or linear dis-
placement boundary conditions give bounds for the effective mate-
rial law that may be obtained from a speciﬁc RVE [27,24]. While
homogeneous traction boundary conditions give a softer effective
material response, the linear displacement boundary conditions
overestimate the stresses. In both cases, the Hill–Mandel-condition
holds a priori, irrespective of the material law and the RVE size. The
uniform boundary conditions have the advantage of an easy
implementation.
3.1.1. Linear displacement boundary conditions
These are also termed as uniform strain boundary conditions
[45], homogeneous displacement boundary conditions [11], kine-
matic uniform boundary conditions [23]. Given the average dis-
placement gradient Himpose at each instant t, the velocity of the
boundary points is given by
_u ¼ _Himposex0 on @X: ð21Þ
One notes that due to the decomposition (13), _~u ¼ 0 at the bound-
ary, which renders the Hill–Mandel-condition (Eq. (20)) satisﬁed.
The linear displacement boundary conditions correspond to the
extremal Taylor and Voigt assumptions.
3.1.2. Homogeneous traction boundary conditions
Given the average stress tensor T impose, the surface tractions are
prescribed by
t ¼ T imposen0 on @X: ð22Þ
If this is inserted into the Hill–Mandel-condition (Eq. (20)), one
notes that T impose can be pulled out of the integral, which leaves
0 ¼ 1
V0
T impose  
Z
@X0
_~u n0dA ¼ 1V0 T impose  h
_eF i: ð23Þ
With h _eF i ¼ 0 (Eq. (12)) one notes that the Hill–Mandel-condition is
satisﬁed. The homogeneous traction boundary conditions corre-
spond to the extremal Sachs and Reuss assumptions.
Commonly, material laws are formulated such that the stresses
are a function of the motion of the body, although an inversion or
even an implicit form is possible [40]. In case of the homogeneous
traction boundary conditions, one prescribes the average stress
state and obtains the average straining, i.e. it is the other way
around. Miehe [31] used Lagrangian multipliers for changing the
independent variable from T to H. One ﬁnds that
_Himpose ¼ 1V0
Z
@X0
_u n0 dA; ð24Þ
needs to be enforced, instead of Eq. (22). The latter is often termed
as kinematic minimal boundary conditions [28], natural boundary
conditions [10], weakly enforced kinematic boundary conditions
[11] or static uniform boundary conditions [23]. The equivalence
of the kinematic minimal boundary conditions to the homogeneous
traction boundary conditions can be seen by considering perturba-
tions of a solution of a boundary value problem with kinematic
minimal boundary conditions. Suppose that we have imposed
_Himpose by Eq. (24), and found a global velocity ﬁeld _uwhich we con-
sider the solution. According to the incremental work minimization
principle [37], the stress power attains a minimum state in equilib-
rium, thus any deviation from this solution must result in an in-
crease of the incremental condensed potential. We denote an
inﬁnitesimal deviation from _u by d _u. d _u must be compatible to
the boundary conditions, i.e.,Z
@X0
d _u n0 dA ¼ 0: ð25Þ
The stress power change due to d _u is denoted as
d _w ¼
Z
@X0
t  d _u dA: ð26Þ
The tractions t can be decomposed into a homogeneous and a ﬂuc-
tuation part,
t ¼ T  n0 þ ~t;
Z
@X0
~t  n0 dA ¼ 0: ð27Þ
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We insert this decomposition into the variation of the stress power,
d _w ¼
Z
@X0
ðT  n0 þ ~tÞ  d _u dA ð28Þ
¼
Z
@X0
ðT  d _u n0 þ ~t  d _uÞ dA: ð29Þ
The ﬁrst summand is zero by deﬁnition: We can pull out T , and the
remaining integral is equal to Eq. (25). It remains
d _w ¼
Z
@X0
~t  du dA: ð30Þ
One can see that ~t ¼ 0must hold if _u is a minimizer of _w. Otherwise
it is possible to reduce the stress power by choosing d _u ¼ a~t, with
a < 0 (and the corresponding physical unit). This is admissible be-
cause of Eq. (27) being in accordance with Eq. (25). Thus, d _w can
only be zero for all admissible perturbations of _u if ~t ¼ 0, i.e. the
solution in case of kinematic minimal boundary conditions must
correspond to a state of homogeneous tractions, as prescribed by
the homogeneous traction boundary conditions.
3.2. Mixing of homogeneous traction and linear displacement
boundary conditions
Since the linear displacement boundary conditions and homo-
geneous traction boundary conditions pose bounds, these bound-
ary conditions are sometimes mixed on one RVE, in order to get
a better approximation of the real material behavior [25,14]. Two
different approaches are possible.
3.2.1. Globally mixed boundary conditions
One may prescribe on all surface points mixed boundary con-
ditions, where with respect to a suitable orthogonal basis a mix-
ture of the components ui and ti is prescribed, which are obtained
from uniform Himposex0 and T imposex0. For this case the Hill–Man-
del-condition holds a priori [19]. This can be seen by
decomposing
_u ¼ _uimpose þ _ureaction ð31Þ
t ¼ timpose þ treaction; ð32Þ
where the relations
0 ¼ _uimpose  timpose ð33Þ
0 ¼ _ureaction  treaction ð34Þ
0 ¼ _ureaction  _uimpose ð35Þ
0 ¼ treaction  timpose ð36Þ
must hold. With _uimpose ¼ _Himposex0 it is clear that _uimpose does not
contribute to _~u, i.e.,
_~u  _uimpose ¼ 0; ð37Þ
which leads to the conclusion that _~u must be parallel to _ureaction.
Examining the Hill–Mandel-condition leads to
0 ¼ 1
V0
Z
@X0
_~u  t dA ¼ 1
V0
Z
@X0
ð _~u  timpose þ _~u  treactionÞ dA: ð38Þ
Since _~u is parallel to _ureaction and due to Eq. (34) the second sum-
mand vanishes, and the remainder corresponds to Eq. (23), i.e.,
the Hill–Mandel-condition is met a priori.
3.2.2. Locally pure homogeneous tractions and linear displacements
Another possibility is to divide the surface into the parts oXu
and oXt where _u ¼ _Himposex0 and t ¼ T imposen0 are prescribed,
respectively. Then the Hill–Mandel-condition gives (Eq. (20))
0 ¼ 1
V0
Z
@X0u
½ð _Himpose  _HÞx0  ½Tn0 dA
þ 1
V0
Z
@X0t
½ð _H  _HÞx0  ½T imposen0 dA: ð39Þ
with _~u ¼ _u _Hx0. Unfortunately, it appears that no constraints can
be given that ensure the Hill–Mandel-condition a priori.
3.3. Periodic boundary conditions
The periodic boundary conditions are a compromise between
the homogeneous traction boundary conditions and linear dis-
placement boundary conditions in the sense that they distribute
the constraints that are needed to complete the boundary value
problem equally on t and u. The periodic boundary conditions also
result in a better convergence to the effective material behavior as
the RVE size is increased, which is why they are mostly preferred to
the homogeneous traction boundary conditions and the linear dis-
placement boundary conditions. In order to apply the periodic
boundary conditions, one needs to form pairs xþ0 and x

0 of all
boundary points, where
nþ0 ¼ n0 ð40Þ
must hold. This can be done in a reasonable fashion if the
RVE-shape allows to ﬁll the space without gaps by a periodic
arrangement of equal RVEs. For 3D problems, mostly cuboid-shaped
RVE are used. Regarding the FE method, this is mostly done by a
similar node arrangement on opposing surfaces of the RVE,
although this restriction can be surmounted [34]. Then, by assign-
ing opposing boundary points to pairs, and enforcing periodic
boundary conditions, the principle of sections holds for the oppos-
ing RVE surfaces. For homogeneous traction boundary conditions
and linear displacement boundary conditions, opposing surfaces
are in force equilibrium or kinematically compatible, respectively.
This renders the periodic boundary conditions most suitable for
periodic microstructures, where it may be sufﬁcient to consider
only the smallest possible repeatable unit cell. Given the pairs x0
with nþ0 ¼ n0 and an imposed average displacement gradient
_Himpose, the periodic boundary conditions are
_uþ  _u ¼ _Himpose xþ0  x0
  ð41Þ
tþ  t ¼ 0; ð42Þ
which are six implicit equations for six degrees of freedom (three on
the two surface points x±), necessary to complete the mixed bound-
ary value problem. Only if nþ0 ¼ n0 we ﬁnd that _Himpose ¼ _H, which
is needed for the veriﬁcation of the Hill–Mandel-condition. _H is gi-
ven by Eq. (24). Splitting the surface integral into the minus- and
plus-part and using nþ0 ¼ n0 gives
_H ¼ 1
V0
Z
@Xþ0
_uþ  nþ0 dAþ
1
V0
Z
@X0
_u  n0 dA ð43Þ
¼ 1
V0
Z
@Xþ0
ð _uþ  _uÞ  nþ0 dA ð44Þ
¼ 1
V0
Z
@Xþ0
_Himpose xþ0  x0
  nþ0 dA ð45Þ
¼ 1
V0
_Himpose
Z
@X0
x0  n0 dA ¼ _Himpose: ð46Þ
For the periodic boundary conditions, the Hill–Mandel-condition
holds as well a priori: By subtracting Eq. (13) for the minus-side
from the plus-side we obtain
_uþ  _u ¼ _H  xþ0  x0
 þ _~uþ  _~u: ð47Þ
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Given that _Himpose ¼ _H, we can use Eq. (41) to summarize to
_~uþ ¼ _~u: ð48Þ
Then, together with Eq. (42), the Hill–Mandel-condition (Eq. (20))
must hold, since opposing surface points mutually cancel out their
contribution to the surface integral.
4. The shape of the RVE
4.1. Non-periodic microstructures
In the case of non-periodic microstructures, the homogenized
material response must be approximated by considering possibly
large RVE. As the size of the RVE increases, the representativity gets
better, and the surface-to-volume ratio tends to zero. Presuming
that there is no softening or fracture or other localization-inducing
material behavior, the inﬂuence of the boundary conditions van-
ishes (see Section 8).
Considering that the boundary inﬂuence is artiﬁcial, and there-
fore preferably small right from the start, spherical RVE appear
advantageous. Compared to a cubical RVE of the same volume,
one has 19.4% less surface. It is therefore to expect that the spher-
ical RVEs perform better than cubical RVEs.
While one might accept the use of spherical RVE with uniform
boundary conditions, the use of periodic boundary conditions on
spherical RVE appears prohibitive at ﬁrst glance. However, the
application of periodic boundary conditions is advantageous due
to the better convergence. Thus, the periodic boundary conditions
are also applied in case of non-periodic microstructures, mostly
with cuboid-shaped RVE and periodicmicrostructures, whichmoti-
vates their name. However, this periodicity is artiﬁcial. It is in fact
not necessary to insist on periodically repeatable unit cells. The
periodic boundary conditions require merely that the paired sur-
face points have opposing surface normals in the reference place-
ment. The argument that the RVE must have a shape that allows
for a complete ﬁlling of the space does not enter as an equation. It
is merely used to facilitate the assignment of pairs of surface points
with opposing surface normals. It is therefore possible to use the
periodic boundary conditions with non-periodic volume cells like
spheres or ellipsoids, as long as the assignment of pairs of surface
points complies with nþ0 ¼ n0 . Of course, the term ’’periodic’’ is
misleading when the periodic boundary conditions are applied to
non-periodic shapes. In that case, it might be better to speak of cou-
pled boundary conditions, although not the boundary conditions it-
self but the shape of the RVE differs. Thus, we continue to refer to
periodic boundary conditions, even if applied to a sphere.
It is worth noting that this assignment of pairs is, in contrast to
cubical RVEs, unique for spherical RVEs. However, in contrast to
the periodically repeatable unit cells, the opposing surface normals
n± of arbitrarily shaped RVEs need not remain parallel during the
deformation. This has, nonetheless, no effect at all for the argu-
mentation, which is based entirely on n0.
4.2. Periodic microstructures
If the microstructure under consideration is periodic, one can
construct arbitrary large material samples from an irreducible unit
cell. For many cases, it is sufﬁcient to consider a periodically
repeatable unit cell with periodic boundary conditions. Only for
some cases this is not sufﬁcient, e.g., if one wants to associate
structural instabilities of the RVE with material instabilities of
the effective material [32]. Then, one takes a larger, periodically
repeatable material section as RVE. In summary, the use of non-
periodic RVE shapes is reasonable only in case of non-periodic
microstructures.
5. Material and simulation setup
5.1. Material behavior of the matrix and inclusions
The material under consideration is a matrix–inclusion mate-
rial. The matrix is an isotropic, linearly elastic, perfect plastic von
Mises material without hardening. The inclusions with a total vol-
ume fraction of 0.3 are spherical, isotropic, linearly elastic particles
of equal diameter, distributed uniformly without preferred align-
ment or pattern. They are considerably stiffer than the matrix
material. The material parameters are collected in Table 1.
5.2. Deﬁnition of the RVE
The calculations have been carried out using the FE system
ABAQUS, which has a Python interface. We created a Python script
that reads an input ﬁle, from which the FE-model of the RVE is cre-
ated. The input ﬁle contains information regarding the desired
shape of the RVE, the material properties, the inclusion volume
fraction, the boundary conditions, the element type and the aver-
age displacement gradient. The mesh has been generated such that
each surface node had an antipode, in order to allow for an easy
application of periodic boundary conditions. The meshing has not
been adapted to the matrix-inclusion interfaces, i.e., the material
assignment is not element-wise, but on the integration point level.
The material assignment has been obtained by generating a large
cubic sample of the material with randomly located spherical
inclusions, with a total volume fraction of 0.3. The inclusions have
been generated without intersections. Out of this material section
we generated many RVE by randomly assigning the RVE mid-point.
Consequently, no periodicity has been introduced by the inclusion
distribution. From these RVE we selected the ones which best
recovered the inclusion volume fraction, with a maximum absolute
deviation of 0.005 from the desired 0.3. The RVE-sizes have been
scaled by setting the RVE diameter (spherical RVE) or edge length
(cubical RVE) to integer multiples (namely 1, 2, 3, 4, 5) of the inclu-
sion diameter, resulting in the RVE sizes given in Table 2. Wemain-
tained a minimum elements-per-inclusion ratio of 270 for the
purely elastic and of 900 for the elastoplastic simulations, using
8-node hexahedral elements with linear shape functions (C3D8)
(Fig. 1). No special treatment, like the generation of a periodic
microstructure, has been employed for the cubical RVE with peri-
odic boundary conditions.
Table 1
Material parameter for the matrix and the inclusion material.
Parameter Matrix Inclusion
Young’s modulus E in MPa 5000 50,000
Poisson’s ratio m 0.4 0.3
Flow stress rf in MPa 10 –
Volume fraction 0.7 0.3
Table 2
Number of conﬁgurations for the different combinations of shape, boundary
conditions and size. The volumes of the cubical RVEs differ by a factor of 6/p from
the corresponding spherical RVEs.
VRVE/Vinc PBC LDBC HTBC VRVE/Vinc PBC LDBC HTBC
1.91 10 10 10 1 10 10 10
15.28 10 10 10 8 10 10 10
51.57 10 10 – 27 10 10 10
122.23 10 10 – 64 10 10 –
238.73 10 10 – 125 10 10 –
Cubical RVE Spherical RVE
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5.3. Incorporation of boundary conditions
For the application of the boundary conditions, three nodes that
are not attached to the FE mesh have been created. The nine addi-
tional displacement degrees of freedom have been assigned to the
components of the average displacement gradient. Then, the
boundary conditions have been incorporated by constraint equa-
tions, by which the displacement degrees of freedom of the surface
nodes are coupled by the discrete versions of Eqs. (21), linear dis-
placement boundary conditions), ((24), homogeneous traction
boundary conditions) and ((41) and (42), periodic boundary condi-
tions) to the three additional nodes.
While the linear displacement boundary conditions and the
periodic boundary conditions are incorporated relatively simple,
the homogeneous traction boundary conditions posed some prob-
lems. These have been implemented via the kinematic minimal
boundary conditions by constraining the displacements according
to the discrete version of Eq. (24). The latter equation involves
weight factors that assign an area fraction to the surface nodes,
which needed to be determined. This problem has been solved
by carrying out a FE simulation of the homogeneous, isotropic
elastic RVE, where a small volume change was imposed. The
weight factors have been calculated from the absolute values of
the resulting surface nodal forces. Secondly, the constraint equa-
tions require a careful implementation, due to the appearance of
the same degree of freedom in more than one equation and the
way that ABAQUS handles constraint equations. The ﬁrst degree
of freedom of an equation cannot appear in a following equation,
i.e. an according ordering is necessary. Finally, the resulting con-
straint equations (involving all surface nodes) are very long,
which results in a drastic decrease of the performance of ABAQUS.
This issue is discussed elsewhere [15]. For these reasons, one
might consider the implementation of homogeneous tractions
via the kinematic minimal boundary conditions as unnecessary
complicated. However, it is problematic to study the effect of dif-
ferent boundary conditions without expressing them with respect
to the same independent variable, in our case H. Otherwise, one
needs to identify iteratively a loading T that yields the desired
average deformation for every single boundary value problem,
which results also in a drastic increase of computational effort.
It should be noted that the troubles with long constraint equa-
tions are ABAQUS-speciﬁc, and efﬁcient treatments for such spe-
cial linear systems are at hand.3
5.4. Extraction of the average stresses
Depending on whether one prescribes the displacements or the
forces on the nine additional degrees of freedom, one can prescribe
H; T or a mixture of both, and extract the other one. For the extrac-
tion or prescription of the stresses, the reference volume of the RVE
enters as a factor of proportionality.
6. Rate of convergence for spherical and cubical RVE
6.1. Simulation setup
For the study of convergence, we carried out uniaxial tension
tests, in which the nominal strain e is increased to 10%. The latter
is accomplished by imposing
HðuaxÞij ¼
e 0 0
0  0
0 0 
2
64
3
75: ð49Þ
Not prescribing HðuaxÞ22 and HðuaxÞ33 results in zero stress compo-
nents T22 and T33. As characteristic quantities for the statistical
evaluation, Young’s modulus E ¼ r11=H11 at the onset of the
deformation and the Cauchy stress r11 at 10% of nominal strain
have been extracted. Six combinations of RVE shapes and bound-
ary conditions have been considered (cube and sphere with
homogeneous traction boundary conditions, linear displacement
boundary conditions and periodic boundary conditions). For any
of these, at most ﬁve different RVE sizes have been taken into
account. Then, 10 realizations with different inclusion distribu-
tions have been carried out for each of these combinations (see
Table 2).
The homogeneous traction boundary conditions did not allow
for large RVE sizes due to the inappropriate way that ABAQUS han-
dles long constraint equations. This problem is mostly overcome
by applying the homogeneous traction boundary conditions di-
rectly in terms of traction vectors, which, however, has the disad-
vantage that only T can be prescribed. Also, the homogeneous
traction boundary conditions allow for needle-like localizations
[22], which renders them improper for simulations involving large
plastic deformations. Thus, for the homogeneous traction bound-
ary conditions, we considered only Young’s modulus for small
RVE sizes.
6.2. Results
In Fig. 1, a typical stress–strain curve of the macroscale material
is depicted, in Fig. 2 the deformed shape with a color map of the
equivalent plastic strain is depicted. One can see the onset of
Fig. 1. Deformed spherical RVE with periodic boundary conditions (left), typical effective stress-strain curve (right).
3 For example, the conjugate gradients method, in conjunction with a sparse matrix
storage scheme that does not rely on a small bandwidth, or the substructure
technique can be employed. Fritzen and Böhlke (2010), Technische Mechanik 30 (4),
to be found at http://www.uni-magdeburg.de/ifme/zeitschrift_tm/2010_Heft4/
05_Fritzen.html.
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plastic ﬂow4 at r11  12 MPa, followed by a short stage of effective
hardening, before a value of approximately r11 ¼ 20 MPa is ap-
proached asymptotically. Unlike the individual microscale materials,
the effective material does not exhibit a sharp, but a rather smooth
transition from the elastic to the plastic behavior. This is due to the
inhomogeneous formation (ﬁrst deviation from the linear elastic
behavior) and growth (stage of effective hardening) of the plastic
zones displayed in Fig. 2. The qualitative distinct behavior of the
effective material is a result of the microscale-constituents interac-
tion, see e.g. Chawla and Shen [6], who refer to the described behav-
ior as ’’apparent work hardening’’.
The results for Young’s modulus at e = 0 and r11 at e = 10% for
the different RVE sizes and boundary conditions is depicted in
Figs. 3 and 4. Young’s modulus tends to approximately 10 GPa,
which is well inside the Reuss-Voigt (6849.3 – 18674.4 MPa) and
Hashin–Shtrikman (8484.9 – 13912.1 MPa) bounds.
As these ﬁgures indicate, the convergence behavior is similar
both for the elastic and the plastic properties. In both cases, the re-
sults with periodic boundary conditions converge fastest, while the
linear displacement boundary conditions predict a stiffer and the
homogeneous traction boundary conditions a softer material
behavior. Also, there is a gain in the rate of convergence for the
spherical RVEs over the cubical RVEs, most notable for the linear
displacement boundary conditions: to obtain similar results, one
needs cubical RVEs with a volume approximately two to three
times that of the corresponding spherical RVEs. This tendency is
also observed for the periodic boundary conditions, though less
pronounced. Interestingly, the effective Young’s modulus displays
no systematic difference between spherical and cubical RVE with
homogeneous traction boundary conditions.
The graph given by Kanit et al. [23] (Fig. 7) displays a wider
scattering compared to our ﬁndings. This is due to considering only
Fig. 2. Deformed cubical and spherical RVE with periodic boundary conditions (14 cut out). The coloring indicates the equivalent plastic strain from 0 (blue) to 0.2 (red). (For
interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 3. Convergence of Young’s modulus, ensemble min, max and average.
Fig. 4. Convergence of r11 at 10% of nominal strain, ensemble min, max, and
average.
4 Here, we locate the onset of effective plastic ﬂow at @r11@e11 ¼ 0:5E, with E being
Youngs modulus.
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RVEs with inclusion volume fractions close to the macroscopic one
in this work (see Section 5.2). Therefore, we have a reduced scat-
tering in general. From that it became apparent that the homoge-
neous traction boundary conditions display a considerably
weaker scattering for small RVE sizes than the periodic boundary
conditions and linear displacement boundary conditions, indepen-
dently of the shape of the RVE. For the smallest sphere we have a
relative difference (xmax  xmin)/xmin that is approximately three
to four times smaller than for the periodic boundary conditions
and linear displacement boundary conditions (0.101 (HTBC) vs
0.311 (LDBC) and 0.378 (PBC)), while for the smallest cube this dif-
ference is slightly less pronounced (0.106 (HTBC) vs 0.28 (LDBC)
and 0.26 (PBC)), due to the smaller volume of the sphere.
7. Quantiﬁcation of the shape-induced anisotropy
The shape-induced elastic anisotropy is determined by impos-
ing mutually orthogonal small strains,
Hð1Þij ¼
d 0 0
0 0 0
0 0 0
2
64
3
75; Hð2Þij ¼
0 0 0
0 d 0
0 0 0
2
64
3
75; Hð3Þij ¼
0 0 0
0 0 0
0 0 d
2
64
3
75;
ð50Þ
Hð4Þij ¼
0 d 0
d 0 0
0 0 0
2
64
3
75; Hð5Þij ¼
0 0 d
0 0 0
d 0 0
2
64
3
75; Hð6Þij ¼
0 0 0
0 0 d
0 d 0
2
64
3
75:
ð51Þ
where d is small enough to guarantee a purely elastic material re-
sponse. The components of the stiffness tetrad are then obtained by
Cij11 ¼ rij=d imposing Hð1Þ; ð52Þ
Cij22 ¼ rij=d imposing Hð2Þ; ð53Þ
Cij33 ¼ rij=d imposing Hð3Þ; ð54Þ
Cij12 ¼ Cij21 ¼ rij=d imposing Hð4Þ; ð55Þ
Cij13 ¼ Cij31 ¼ rij=d imposing Hð5Þ; ð56Þ
Cij23 ¼ Cij32 ¼ rij=d imposing Hð6Þ: ð57Þ
Any deviation from elastic isotropy must stem from the RVE itself,
since the effective material under consideration is isotropic. We
examined ﬁve RVE sizes (see Table 2), where the periodic boundary
conditions have been used on spherical and cubical RVE. For each
model we examined 100 different conﬁgurations of the microstruc-
ture, of which we extracted the average stiffness tetrad. The latter is
weakly anisotropic. The overall anisotropy is quantiﬁed by the
anisotropy measure a, given by
a ¼ kD ðP1    DÞP1  15 ðP2    DÞP2k ð58Þ
D ¼ lnðdetðCÞ
16CÞ
k lnðdetðCÞ16CÞk
; ð59Þ
with the ﬁrst and second isotropic projectors P1 ¼ 13 I  I and
P2 ¼ I P1. The factor 1/5 must be introduced to normalize P2. In
the following, we restrict to symmetric fourth order tensors that
map symmetric second order tensors into symmetric second order
tensors. By this, we can extend the eigenvalue problem to this ten-
sor space and deﬁne the inverse of C by restricting to positive def-
inite tensors C. The function aðCÞ is constructed such that
aðCÞ ¼ aðaCÞ; a 2 R; a > 0 ð60Þ
aðCÞ ¼ aðC1Þ ð61Þ
hold, in order to make a independent of whether the anisotropy of
the stiffness C or the compliance C1 is evaluated, and to make a
independent on the absolute values of the stiffness or compliance.
The properties of aðCÞ are examined in the Appendix. Likewise,
we can ﬁlter out the cubic anisotropy by
ac ¼ kD ðP1    DÞP1  12 ðPc2    DÞPc2 
1
3
ðPc3    DÞPc3k; ð62Þ
with the cubic eigenprojectors Pc2 ¼ I P1  Pc3 and
Pc3 ¼
P3
i¼1di  di  di  di, where di is an orthonormal basis that
coincides with the cubic anisotropy axes. Here, we presumed that
di coincides with the edges of the cubical RVEs. Note that ac 6 a
holds. Commonly, the cubic anisotropy is quantiﬁed by the Zener
ratio [48],
Z ¼ 2CijijðCiiii  CiijjÞ ; ð63Þ
presuming that the components of C are given with respect to di.
Then, the eigenvalues of a cubic stiffness tetrad are given by
k1 = C1111 + 2C1122, k2 = C1111  C1122 and k3 = 2C1212 [3]. Thus, one
can identify Z = k3/k2.
Comparing a and ac, which differ only by the cubic part of the
anisotropy that has been removed in ac, shows that the anisotropy
of the cubical RVE is indeed mostly cubic (Fig. 5), with a/
ac  5  10. The largest anisotropy is encountered for the smallest
cubical RVE with periodic boundary conditions, with a = 0.198,
ac = 0.019 and Z = 0.765. For the spherical RVE with periodic
boundary conditions, a and ac do not differ signiﬁcantly. Compar-
ing a and ac between cube and sphere, we ﬁnd ac in both cases fall-
Fig. 5. Anisotropy measures a (ﬁltering out isotropy) and ac (ﬁltering out cubic
anisotropy) for the cubical (upper ﬁgure) and the spherical RVE (lower ﬁgure).
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ing from approximately 0.02 for the smallest RVE to approximately
0.005 for the largest RVE. For a, we observe basically the same in
case of the sphere, while a starts of at approximately 0.2 for the
cubical RVE.
We assessed the inﬂuence of the shape functions on the results
by repeating the largest RVE calculation with a quadratic
hexahedral mesh (Figs. 5 and 6). A slight improvement with re-
spect to the anisotropy has been observed. However, the smallness
of the change indicates that the discretization that has been used is
sufﬁcient, i.e., the main result is unaffected.
8. Localization behavior
In case of non-quasi-convex incremental stress potentials,
structural failure of the RVE may occur. For periodic microstruc-
tures, a framework for relating the structural failure of an RVE to
a material instability on the macroscale is at hand [32]. For non-
periodic microstructures, this issue is still not clear. The reason
therefor is twofold:
	 While linear displacement boundary conditions prevent local-
izations to reach the boundary, homogeneous traction bound-
ary conditions allow for an arbitrary deformation of the
boundary of the RVE. The periodic boundary conditions, applied
to periodically repeatable unit cells, allow for a localization pat-
tern that ﬁts the periodicity frame. Thus, the RVE localization
depends on the arbitrary orientation of the periodicity frame.
The apparent material should, however, be attained indepen-
dently on these choices as the size of the RVE is increased.
	 As a RVE-wide localization takes place, the representativity of
the RVE is lost.
Despite this problems, predictions of macroscopic fracture
[1,39], macroscale traction separation laws [35] and forming limit
diagrams [21] are obtained by the RVE method, mostly by using
cubical RVE with periodic boundary conditions. While most
authors demonstrate convergence by considering larger RVE, it is
not shown whether the results are sensitive to changes of the
RVE shape, the boundary conditions and, in case of periodic bound-
ary conditions, the orientation of the periodicity frame. Just re-
cently, the development of numerical homogenization schemes
that overcome the dependence on the orientation of the periodicity
frame is approached by Coenen et al. [7], Nguyen et al. [36], who
adapt the boundary conditions during the simulation to the spe-
ciﬁc localization pattern that is encountered. These are termed
by Coenen et al. [7] as percolation path boundary conditions.
Since the periodic boundary conditions enjoy some popularity
for the prediction of macroscale material failure, this section is
dedicated to the study of the localization behavior of spherical
and cubical RVE with periodic boundary conditions.
8.1. Simulation setup and material parameters
We start by considering a simple shear deformation with a
shear number c ¼ 1,
H ¼ d n; ð64Þ
d ¼ cosae1 þ sinae2; ð65Þ
n ¼  sinae1 þ cosae2: ð66Þ
We applied H with c growing time-proportional from 0 to 1, with a
between 0 and 45, in steps of 5, to cubical and spherical RVE with
periodic boundary conditions. The material under consideration
was the ABAQUS internal, elastic isotropic (E = 5000 MPa, m = 0.3),
von Mises plastic material with rﬂow initially at 10 MPa, decaying
linearly to 5 MPa at 100% of plastic strain. Beyond 100% of plastic
strain, rﬂow is constant. The mesh resolution was 20 elements along
Fig. 7. Von Mises equivalent stress for the shear test in the cubical (left) and spherical (right) RVE with periodic boundary conditions. In the left ﬁgure, the dashed lines
correspond to the shear directions 0 and 45. In the right ﬁgure, the solid and dashed lines correspond to the cases where the lamination is parallel (eight curves) and
perpendicular (six curves) to the effective shear direction, respectively. The dotted lines correspond to the homogeneous deformation of the RVE, enforced by linear
displacement boundary conditions.
Fig. 6. Zener ratio for spherical and cubical RVE with periodic boundary conditions.
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one edge for the cubical and 20 elements along the diameter for the
spherical RVE. We used hexahedral elements with quadratic shape
functions (element type C3D20), in order to reduce tendency of a
mesh-conform alignment of the shear bands. For a controlled initi-
ation of the localization, in one element the ﬂow stress has been re-
duced 9 MPa, which has been selected randomly from the list of
elements. If the simulations are carried out without perturbing
the homogeneous material, the localization is initiated by unavoid-
able numerical errors.
8.2. Results
The resulting effective equivalent von Mises stress is given in
Fig. 7. While the spherical RVEs display only a slight variation, in
case of the cubical RVEs a wide variation of the stress–strain curve
is observed. The reason therefor is that the localization behavior
differs markedly for cubical and spherical RVE.
8.2.1. Behavior of the spherical RVEs
We observed two distinct deformation patterns. These have in
common that the sphere is divided into an even number of layers
(mostly four layers, at most we observed eight layers). From the
resulting odd number of parallel interfaces, one coincides with
an equatorial plane, dividing the sphere into two hemispheres.
The remaining interfaces are placed symmetrically in the two
hemispheres. The layer decomposition takes place either parallel
or perpendicular to the effective shear plane n. In both cases, the
layers alternate between almost undeformed and strongly
deformed.
8.2.1.1. Lamination parallel to the effective shear plane. In case of a
lamination parallel to the effective shear direction, the deforming
layers display an almost homogeneous shearing near the layer
interface and the RVE surface, with H ¼ 2cd n. In the bulk of
the layers, a further layer decomposition is observed, see Fig. 9. A
sketch with four layers is given in Fig. 8, with the layer thicknesses
dþ2 ¼ d2 and dþ1 ¼ d1 and the shear deformation in the ﬁrst layer on
the plus and the second layer on the minus side. One can easily see,
by picking two opposing surface points x0 and calculating the dis-
placements u±, that this results in the imposed average deforma-
tion and compliance with the periodic boundary conditions,
uþ  u ¼ fþ2cd n  xþ0  f2cd n  x0 : ð67Þ
The factors f± give fractions of the projected length (n  x0)n that
passes layers that are subjected to the displacement gradient
2cd n. Due to the described arrangement of the layers we have
f = 1  f+. Summarizing with x0 ¼ xþ0 gives
uþ  u ¼ fþ2cd n  xþ0 þ ð1 fþÞ2cd n  xþ0 ð68Þ
¼ 2cd n  xþ0 ð69Þ
¼ cd n  xþ0  x0
  ¼ H xþ0  x0 : ð70Þ
8.2.1.2. Lamination perpendicular to the effective shear plane. The
overall behavior is quite similar compared to the ﬁrst case.
However, the deformation near the layer interfaces and the RVE
surface is less homogeneous. Also, the interfaces undergo a more
pronounced bending. Fig. 11 allows for a direct comparison of
the two deformation patterns. We did not observe any localization
that does not ﬁt into one of these schemes. A variation of the
magnitude and the location of the perturbation did not have any
notable effect on the effective material behavior. Also, no regularity
could be found in which of the two described localization schemes
is activated.
8.2.2. Behavior of the cubical RVEs
One can ﬁnd a large number of cubical RVE with periodic
boundary conditions undergoing localization in the literature,
e.g., Miehe [30], Böhlke et al. [4], Nguyen et al. [35]. At the onset
of localization, we observed the formation of a single shear band
of constant thickness, the deformation of which growing time-pro-
portional. However, the shear band has to ﬁt the periodicity frame,
and is therefore not necessarily parallel to the imposed effective
shear direction. Thus, the effective shear strain is approximated
by a shifting between differently oriented shear bands (Fig. 10).
The change of the active shear band is accompanied by a stiffening
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Fig. 9. Localization of the spherical RVE with lamination parallel to the effective shear direction (a = 0) at c ¼ 1. The color map indicates the equivalent plastic strain between
0 and 1.5 on the left (surface) and 0 and 6 on the right (cut). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this
article.)
Fig. 8. Schematic ﬁgure of a layer decomposition of a spherical RVE, with
homogeneously deformed layers.
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Fig. 10. Localization of the cubical RVE. The color map indicates the equivalent plastic strain. Left: c ¼ 1; a ¼ 45
; 0 < ePEEQ < 3. Right: c ¼ 0:216; a ¼ 25
; 0 < ePEEQ < 0:5.
(For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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Fig. 11. Cut through localization of the spherical RVE for a = 30 and c ¼ 1. The color map indicates the equivalent plastic strain, 0 < ePEEQ < 2.3 on the left and 0 < ePEEQ < 1.8
on the right. On the left, the lamination is parallel to the effective shear plane, on the right lamination started perpendicular to the effective shear plane, but during the
deformation the shear direction changes locally. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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effect, which induced the spikes in the stress–strain curves (Fig. 7).
The stiffening due to the successive shearing in two different direc-
tions exceeds even the response of the homogeneous material.
Only in the cases a = 0 and a = 45, a single shear band persisted.
Accordingly, the stress–strain curves indicate the softest effective
material for this two cases. This is most pronounced for the case
a = 0, where the shear band alignment parallel to the mesh inter-
face results in a concentration of the shear band in a single element
layer. A variation of the position of the perturbation does not have
any effect in case of the cubical RVE, it corresponds to a mere shift
of the periodicity frame. Likewise, the magnitude of the perturba-
tion has no notable inﬂuence.
8.2.3. Discussion of the localization behavior
It is evident that the orientation of the periodicity frame
strongly affects the results in case of the cubical RVE, inducing a
scattering of the effective stress strain curve. This is not observed
in case of spherical RVE. However, the applicability of the periodic
boundary conditions is disputable in both cases. In both cases, even
if the perturbation is left out, localization is observed, triggered by
numerical round off errors, i.e., stability of the effective material
response with respect to small perturbations is not attained. Thus,
with the dictum that an RVE should conduct the microscale mate-
rial behavior ‘‘as is’’ to the macroscale when the material is homo-
geneous, neither the cubic nor the spherical RVE with periodic
boundary conditions give satisfactory results for the softening
material. Only the linear displacement boundary conditions satisfy
the latter requirement. Then, no difference between cubical and
spherical RVE is observed.
9. Summary
We compared the performance of spherical and cubical RVE
with different boundary conditions, applied to a macroscopically
isotropic matrix–inclusion material with hard elastic inclusions
and a soft elastoplastic matrix. It is argued that the periodic bound-
ary conditions are not restricted to periodically repeatable unit
cells, although the denomination ‘‘periodic’’ is misleading when
applied to non-periodic shapes. Then one should speak more gen-
erally of coupled boundary conditions.
We could identify basically two features that distinguish the
spherical and the cubical RVE, namely different surface to volume
ratio and, in case of periodic boundary conditions, the presence or
absence of a periodicity frame. The smaller surface to volume ratio
of the spheres result in a smaller inﬂuence of the boundary, leading
to a better convergence to the effective material behavior. The
presence of a periodicity frame in case of the cubical RVE results
in a bias of the material anisotropy, which affects the elastic and
plastic material properties. To study the convergence and RVE in-
duced anisotropy, we considered macroscopically isotropic ma-
trix-inclusion material.
Considering the rate of convergence to the effective material
behavior, for linear displacement boundary conditions, results of
similar quality require the cubical RVE to have a volume approxi-
mately two to three times that the corresponding spherical RVE.
This applies to the elastic and the plastic properties, over the entire
range of sizes that has been considered. This behavior is less pro-
nounced for the periodic boundary conditions. It is a result of the
smaller surface-to-volume ratio of a sphere compared to a cube
of equal volume. For the homogeneous traction boundary condi-
tions, only the elastic properties have been considered, which dis-
play almost no difference between spherical and cubical RVE. A
comprehensive analysis of the scattering in case of spherical and
cubical RVE cannot be delivered, since this requires a much larger
amount of data. It is only noted that no clear tendency in favor or
against one of the RVE shapes is observed, and that the homoge-
neous traction boundary conditions appear to result in a reduced
scattering of the elastic properties.
Examining the elastic properties of the isotropic macroscale
material allows to quantify the spurious cubic anisotropy induced
by cubical RVE with periodic boundary conditions. This artiﬁcial
anisotropy vanishes as the size of the RVE tends to inﬁnity. How-
ever, we found that the convergence is quite slow, requiring large
RVE. Thus, the cubical shape affects the smallest RVE size which
one may consider as sufﬁciently large to perform sample averag-
ing. If the RVE size is to small, a systematic bias of the anisotropy
is induced, which cannot be separated from the effective material
properties. This issue can be avoided a priori by using spherical
RVE. Other strategies to reduce this effect could be the examination
of randomly oriented cubical RVE, where the cubic anisotropy
should cancel out in the average, or the application of uniform
boundary conditions, which converge slower to the effective mate-
rial behavior.
Since cubical RVE with periodic boundary conditions that un-
dergo structural failure are commonly used for the prediction of
effective material failure and softening, we studied the localization
behavior of spherical and cubical RVE with periodic (resp. coupled)
boundary conditions. We employed these on a homogeneous, iso-
tropic, softening, elastoplastic material with a small perturbation.
It is found that the response of the cubical RVEs depends strongly
on the orientation of the periodicity frame. The dependence on the
magnitude and position of the perturbation is rather weak. This
speciﬁc bias is not observed for the spherical RVE, due to the miss-
ing periodicity frame. However, the applicability of periodic
boundary conditions appears problematic in both cases, since only
for linear displacement boundary conditions the material behavior
of the quasi homogeneous RVE is conducted ‘‘as is’’ to the
macroscale.
In conclusion, the use of spherical RVE is advantageous in case
of a randommicrostructure. For regular microstructures, RVEs that
account for the periodicity of the microstructure suit better. In case
of localization, the use of spherical instead of cubical RVEs with
periodic boundary conditions eliminates the periodicity frame that
restricts the localization mode, similarly to the technique proposed
by Coenen et al. [7]. However, the use of RVEs that undergo local-
ization for the prediction of effective material failure remains
doubtful.
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Appendix A
The requirements (60) and (61) are basically taken care of by
mapping C to D (Eq. (59)), where only DðCÞ ¼ DðC1Þ prevents
the fulﬁllment of Eq. (61). However, the minus is taken care of
by aðDÞ ¼ aðDÞ (Eq. (58)).
Speciﬁcally, the ﬁrst mapping to the unimodular part
C
 ¼ detðCÞ16C ensures the invariance aðCÞ ¼ aðaCÞ. The logarithm
C ¼ lnC
 ensures that inverting C results merely in a change of
sign of the eigenvalues of C. Then normalizing C gives D. Due
to this normalization, the measure a has the nice property of rang-
ing from 0 (isotropy) to 1 (most anisotropic). This can be seen by
noting that
kD ðP1    DÞP1  15 ðP2    DÞP2k < 1; ð71Þ
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since subtracting a projection of a tensor from the tensor itself must
result in a tensor with equal or lower norm. One can see that the
isotropic part ðP1    DÞP1 þ 15 ðP2    DÞP2 can indeed be zero:
D ¼PdiEi is traceless due to the logarithm on the unimodular C
,
i.e. the eigenvalues di sum up to zero. Thus, with the abbreviations
a1 ¼ P1    D ¼
X
dipi; pi ¼ Ei     P1 ð72Þ
a2 ¼ P2    D ¼
X
dið1 piÞ ð73Þ
we have a1 þ a2 ¼
P
di ¼ 0, i.e. if a1 vanishes the isotropic part ofD
is zero. With the restrictions I     P1 ¼ 1 ¼
P
pi and all pi > 0 one
can ﬁnd arbitrary many eigenprojectors Ei such that a1 vanishes,
for example all pi = 1/6.
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In R. Glu¨ge und M. Weber (2013). Numerical properties of spherical and
cubical representative volume elements with different boundary conditi-
ons. In: Technische Mechanik, S. 97–103 wurde der Einfluss der geometrischen Form
von RVE in Kombination mit verschiedenen Randbedingungen auf die numerischen
Eigenschaften des mit der Finite-Elemente-Methode gelo¨sten Randwertproblems
untersucht. Es wurde festgestellt, dass
• die kugelfo¨rmigen RVE nicht nur bezogen auf das RVE-Volumen schneller
gegen das effektive Materialverhalten konvergieren, sondern auch aufgrund
der Reduktion numerisch ungu¨nstiger Knotenkopplungen bessere numerische
Eigenschaften, na¨mlich eine kleinere Bandweite der globalen Steifigkeitsmatrix,
aufweisen,
• dieser Vorteil allerdings durch die im Gegensatz zum wu¨rfelfo¨rmigen RVE
irregula¨ren Vernetzung des kugelfo¨rmigen RVE teilweise aufgehoben wird.
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Numerical Properties of Spherical and Cubical Representative Volume
Elements with Different Boundary Conditions
R. Glu¨ge, M. Weber
It has been found that, due to the smaller surface to volume ratio, the spherical representative volume elements
(RVE) converge faster to the effective properties than cubical RVEs, in terms of the RVE volume (Glu¨ge et al.,
2012). It remains to discuss whether one can actually draw a numerical advantage from this in the finite element
calculations, since there are also some drawbacks, for example the necessarily irregular meshing. It has been
demonstrated that the boundary conditions, in conjunction with different solution strategies for the linear system
that emerges in the FEM, can significantly influence the numerical expense (Fritzen and Bo¨hlke, 2010a). In the
light of these results, we examine the numerical properties of spherical and cubical RVEs with linear displacement
and periodic (resp. antipodic) boundary conditions.
1 Introduction
The industry requires an ever increasing quality and precision of forming process simulations, while keeping
expenses preferably low. This has lead to the incorporation of the microstructural properties like texture and grain
structure into material models. Unfortunately, the analytical determination of effective properties from the lower-
scale structure (homogenization) is restricted to quite elementary problems. Thus, there is a demand for efficient
numerical schemes for the determination of effective properties from representative material samples. In many
cases, the representative volume element (RVE) method is used, where a (nearly) representative volume element
is subjected to some process, and effective material properties are extracted by averaging. The resulting boundary
value problem is mostly tackled by the finite element method (FEM). Then, one can use a set of RVE-results as
input for the adaption of an effective material law, e.g., with the nonuniform transformation field analysis (Fritzen
and Bo¨hlke, 2010b), or even consider the RVEs as material points in large-scale FE simulations (e.g., Feyel (1999);
Ilic and Hackl (2009)). Especially for the multiscale FEM approach, the RVE simulations need to be very efficient
from a numerical point of view. The question for an numerically optimized RVE is raised, where one may consider
different boundary conditions, RVE sizes, RVE shapes and numerical solution strategies. The answer is not as
straight forward as one might think. It is for example well known that periodic boundary conditions (PBC) result
in a faster convergence in terms of the RVE size, compared to linear displacement boundary conditions (Kanit
et al., 2003; Glu¨ge et al., 2012). However, the node coupling in case of PBC increases the bandwidth of the
matrix that appears in the linear system in the FEM, which results in higher numerical costs (Fritzen and Bo¨hlke,
2010a). In this work, we address the questions how the RVE-shape affects the numerical properties, specifically
the difference between cube and sphere, and discuss different combinations of RVE shapes, boundary conditions
and solution techniques exemplarily for a simple homogenization task. Due to the smaller surface to volume ratio,
the boundary influence in spherical RVE is smaller than in cubical RVE, which results in a better convergence to
the effective material properties in terms of the RVE volume. However, the reduced RVE volume does not result
directly in a numerical advantage. Clearly, since the convergence depends on the material and microstructure
under consideration, these issues depend on the materials, the microstructure, and the specific FE implementation.
However, the case examined in this work may serve as a representative example.
2 Problem Setup
The benchmark problem is the same that has been used for the analysis of convergence in terms of RVE volume in
Glu¨ge et al. (2012), briefly summarized in the following sections.
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Parameter Matrix Inclusion
Young’s modulus E in MPa 5000 50000
Poisson’s ratio ν 0.4 0.3
Volume fraction 0.7 0.3
Table 1: Material parameters for the matrix and the inclusion material
2.1 RVE and Boundary Conditions
We consider four RVE setups, namely cubical RVEs with periodic boundary conditions, spherical RVEs with
antipodic boundary conditions (ABC), and linear displacement boundary conditions on both types. The latter are
u = H ∙ x0 on ∂Ω (1)
where the displacement gradient H is prescribed on the entire boundary of the domain Ω that is occupied by the
RVE. The periodic/antipodic boundary conditions require
u+ − u− =H ∙ (x+0 − x−0 ) (2)
t+ + t− =0 (3)
on ∂Ω. The points on the surface are coupled in pairs, where the reference surface normals must satisfy
n+0 + n
−
0 =o. (4)
One might consider Eq. (3) basically independent of Eq. (2), since 6 independent equations are needed to complete
the boundary value information for two boundary points. However, practically no other choice than Eq. (3) is
reasonable. Firstly, static equilibrium requires
∫
∂Ω
tdA = o and
∫
∂Ω
(x × t − t × x)dA = o, and an equal
treatment of all boundary points allows only for the application of Eq. (3). Secondly, Eq. (3) is generally adopted
automatically in any FE system when imposing Eq. (2), since the node coupling should not contribute to the
internal power. The contribution to the stress power p from the coupled points is
p = u˙+ ∙ t+ + u˙− ∙ t−, (5)
which becomes with Eq. (2)
p = u˙+ ∙ (t+ + t−)︸ ︷︷ ︸
pcoupling
− t− ∙ H˙ ∙ (x+0 − x−0 )︸ ︷︷ ︸
pexternal
, (6)
where the first term does not involve the external loading. Since the coupling, as a constraint, should not contribute
to the stress power, Eq. (3) follows from pcoupling = 0 for all possible deformations. Last but not least, only this
choice guarantees compliance with the Hill-Mandel-condition (Glu¨ge et al., 2012).
Applied to a cube, one mostly couples opposing surface points such that a periodicity frame emerges, thus the
denomination as periodic boundary conditions. However, the periodic coupling may also be shifted in order to
rotate the periodicity frame (Coenen et al., 2012) or such that no periodicity frame is induced. On the sphere, the
coupling is unique: only antipodic points have opposing surface normals. Interestingly, the coupling equations are
the same in all cases. The (non)-periodicity depends on the assignment of pairs of surface points. Therefore, it
might be clearer to speak of coupled boundary conditions when one refers to the Eqs. (2) and (3) alone.
2.2 Materials and Microstructure
We used the same material and RVE description as published in Glu¨ge et al. (2012), in order to take advantage
of a large set of existing RVE results. The material under consideration is a matrix-inclusion material. The
matrix is isotropic and linearly elastic. The inclusions, with a total volume fraction of 0.3 are spherical, isotropic,
linearly elastic particles of equal diameter, distributed uniformly without preferred alignment or pattern. They are
considerably stiffer than the matrix material. The material parameters are collected in Table 1.
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approx. total No. approx. No. of No. of surface No. of DOF for No. of DOF for
No. of incl. of nodes nodes per incl. nodes linear disp. BC periodic/antipodic BC
2.4 4462 1858 962 10500 11943
4.7 7992 1704 1538 19362 21669
spherical 11.1 17832 1604 2562 45810 49653
RVE 19.2 31478 1639 3650 83484 88959
28.2 45794 1625 4930 122592 129987
37.5 59926 1598 5642 162852 171315
4.6 4916 1072 1538 10134 12441
9.0 9264 1034 2402 20586 24189
cubical 21.2 21171 998 4268 50709 52656
RVE 36.7 35940 980 6146 89382 98601
53.8 50656 941 7778 128634 140301
71.62 68924 962 9602 177966 192369
Table 2: RVE and mesh sizes that have been tested.
2.3 Test Setup
We carried out uniaxial tension tests, in which the effective Young’s modulus is to be determined. The latter is
accomplished by imposing most components of the average displacement gradient,
H(uax)ij =
ε 0 00 − 0
0 0 −
 . (7)
Not prescribing H(uax)22 and H(uax)33 results in zero stress components T 22 and T 33 of the effective first Piola-
Kirchhoff-stresses, which are stress-power-conjugate to H˙ . Young’s modulus is given by
E = T 11/ε, (8)
where ε needs to be small.
2.4 Numerical Setup
For the FE simulations, we employed hexahedral eight-node bricks with linear shape functions for the meshing,
which is regular in case of the cubical RVE (see Fig. 1. The microstructure has been accounted for by the
Gauss-point-method (Kreikemeier, 2012), where the largest element size has been constrained to one eighth of
the inclusion diameter. The inclusions have been dispersed randomly in the RVE, where intersections with the
RVE boundary have been allowed, disregarding the periodicity frame. The volume fractions have been ensured
by trial and error distributions. To impose an average displacement gradient H , three additional nodes have been
used, the three degrees of freedom (DOF) of which appear in the constraint equations. These equations allow for
a linear coupling of arbitrary DOF, which serve for the implementation of the displacement boundary conditions
(Eqs. (1) and (2)). The simulations have been conducted on an eight-core Intel I7-950 CPU1, using the FE system
ABAQUS 6.10-2 and its iterative and direct solver. Different RVE-sizes have been examined, the parameters of
which are collected in Table 2. One can already notice that the number of nodes per inclusion is approximately 1.7
times larger for the spherical RVE. This is due to the common element size limit. The cube is meshed regularly
with cubical elements, while the meshing of the sphere requires smaller and distorted elements. For numerical
parameters like tolerances and precisions, ABAQUS default values have been used.
2.4.1 Influence of the Type of Boundary Condition on the Numerical Problem
Firstly, the linear displacement boundary conditions require twice the number of constraint equations, compared to
the periodic/antipodic boundary conditions. Presuming that each constraint equation is used to eliminate a DOF,
1Linux 3.2.0-33-generic x86-64 GNU/Linux with Intel Fortran 12.0.4
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Figure 1: Deformed cubical and spherical RVE with periodic and antipodic boundary conditions, one fourth is cut
out. The color map indicates the accumulated plastic strain from 0 (blue) to 0.2 (red).
one has a slightly reduced number of DOF in case of the linear displacement boundary conditions. Secondly, the
node coupling for the periodic/antipodic boundary conditions induces an increase of the system matrix bandwidth,
see Fritzen and Bo¨hlke (2010a). For some matrix storage schemes and solvers, this can result in a severe decrease
of performance.
2.4.2 Influence of the RVE Shape on the Numerical Problem
Taking the cubical RVE as reference, there are two competing effects when going to spherical RVE. Capturing the
same volume requires approximately 19% less surface, hence one may expect a corresponding reduction of the
number of surface nodes. However, this holds only when both types of RVE are meshed the same way, i.e. both
regularly or irregularly. In the present example, the cube is meshed regularly. With hexahedral elements, this is
not possible on spherical RVE. With a common maximum permitted element length, one has a higher density of
surface points on the sphere. Thus, the overall reduction of surface points is only approximately 8% (see Table 2,
largest spherical and third-largest cubical RVE).
3 Results
For most calculations, the iterative solver performes better than the direct solver, regarding the time per iteration
as well as memory requirements. Only in case of relatively small FE models the direct solver is slightly faster. The
largest ratio tΔdirect/tΔiterative (timer per iteration using the direct solver over timer per iteration using the iterative
solver) is obtained as approximately 7.5 for the largest cubical RVE with periodic boundary conditions.
3.1 Effect of the Type of Boundary Condition and RVE Shape on the the Solver Performance
Time per iteration Regarding the time per equilibrium iteration, there is no notable difference between spherical
and cubical RVE in case of linear displacement boundary conditions. Only the total number of DOF is relevant.
Going from linear displacement boundary conditions to periodic/antipodic boundary conditions, a slight decrease
of performance is observed for the iterative solver, while the direct solver displays a more pronounced decrease of
performance. The results are depicted in Fig. 2. The leading coefficients of the quadratic and linear regressions
on the data points (time per iteration in seconds over the number of DOF) are summarized in Table 3. For the
direct solver, the leading coefficients in the quadratic regressions differ by a factor of approximately 2.97 for the
spherical and by approximately 4.9 for the cubical RVE when going from linear displacement to periodic/antipodic
boundary conditions, while for the iterative solver these ratios are with 1.19 for the sphere and 1.09 for the cube
close to one.
Memory usage ABAQUS estimates a minimum and an optimum amount of required memory, where for the
latter the read and write activity from and to the hard disk is minimized. The memory usage is plotted in Fig. 3
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RVE setup direct iterative
spherical, LDBC 0.007199 10−6 0.78682 10−3
spherical, PBC 0.021426 10−6 0.93816 10−3
cubical, LDBC 0.006468 10−6 0.83013 10−3
cubical, PBC 0.031925 10−6 0.90690 10−3
Table 3: Leading coefficients in the quadratic (direct solver) and linear (iterative solver) regression functions for
the CPU time per iteration in seconds over number of DOF for the different RVE setups.
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Figure 2: Time per equilibrium iteration over the number of degrees of freedom needed by the direct (left) and
iterative (right) solver for the different RVE setups. In the legend, S and C stand for sphere and cube, while L, P
and A stand for linear displacement, periodic and antipodic boundary conditions.
for different RVE setups and solvers. The minimum memory requirements are similar for both solver types, and
relatively insensitive to the RVE shape.
Iterative solver: It turns out that the memory requirements of the iterative solver are insensitive both to the kind of
boundary condition and the shape of the RVE. The ratio of the optimum to the minimum memory usage is rather
small, and lies mostly below 1.4.
Direct solver: While insensitive to the RVE shape, the minimum memory requirement is approximately doubled
when going from linear displacement to periodic/antipodic boundary conditions. The optimal memory usage
depends highly on the boundary conditions and the RVE shape: it is insensitive to the shape of the RVE in case
of linear displacement boundary conditions, but sensitive to the RVE shape when periodic/antipodic boundary
conditions are used. Similarly to the increase of time per iteration, the node coupling due to periodic/antipodic
boundary conditions increases the memory usage. This behaviour is more pronounced for the cubical RVE, since
the ratio of coupled DOF to the overall number of DOF is, due to the greater surface to volume ratio, larger than for
the spherical RVE. In any case, the optimum memory required is considerably higher than the minimum memory
requirement, at least by a factor of 3.5.
3.2 RVE Quality
One can estimate the overall RVE quality by relating the precision of the effective material to the numerical
expense. Here, we use the absolute value of the relative deviation of ERVE from the asymptotic Young’s modulus
E∞, |(E∞ − ERV E)|/E∞, as the error estimate. Plotting this measure over the time per iteration gives a clear
picture of which RVE/boundary condition/solution technique is most advantageous, see Fig. 4. Each data point is
the result of an averaging over 100 RVE simulations with different inclusion distributions. E∞ has been taken as
the average of the results of the largest spherical and cubical RVE.
One sees immediately that the numerical extra-costs of periodic/antipodic boundary conditions instead of linear
displacement boundary conditions pay off, regardless of solver type and RVE shape. The convergence is quite
fast when PBC/ABC are applied. The advantage of the spherical RVE over the cubical RVE observed in Glu¨ge
et al. (2012) is almost cancelled out by the higher munber of nodes per volume, due to the irregular meshing of the
sphere. Still, especially for small RVE, the effective properties are estimated more efficiently for spherical RVE.
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Figure 3: Memory usage over the number of degrees of freedom for different RVE setups for the direct (left)
and iterative (right) solver. In the legend, S and C stand for sphere and cube, while L, P and A stand for linear
displacement, periodic and antipodic boundary conditions, and M and O stand for the minimum and optimum
performance memory requirement.
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Figure 4: Absolute value of the realtive deviation of the RVE Young’s modulus from the asymptotic Young’s
modulus over the numerical expense. In the legend, S and C stand for sphere and cube, while L, P and A stand for
linear displacement, periodic and antipodic boundary conditions.
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4 Summary
When addressing the question whether the advantage of spherical RVE in terms of surface to volume ratio results
in a reduction of computational time, two specific conclusions can be drawn:
In case of periodic/antipodic boundary conditions and the direct solver, the reduced number of surface points leads
to a better performance of spherical RVE compared to cubical RVE with a similar number of DOF, since there are
less numerically disadvantageous node adjacencies. This advantage is partially cancelled out due to a necessarily
irregular meshing of the sphere, when hexahedral elements are used. With a common maximum element size, the
spherical RVE require more nodes per volume (namely by a factor of approximately 1.7).
In most situations, one will use the iterative solver and a microstructure-conform meshing, for which none of
these two issues plays a role. However, for the multiscale FEM, one is usually restricted to relatively small RVE,
where the direct solver is to prefer, and periodic/antipodic boundary conditions, for obtaining reasonable effective
properties at small RVE sizes. Then, it seems appropriate to use spherical RVE with antipodic boundary conditions,
both due to better convergence in terms of RVE size and a better performance of the direct solver.
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In R. Glu¨ge (2013). Generalized boundary conditions on representati-
ve volume elements and their use in determining the effective material
properties. In: Computational Materials Science 79, S. 408–416 wurde eine Klas-
se von Randbedingungen vorgestellt, welche die Hill-Mandel-Bedingung a priori
unabha¨ngig, von der RVE-Gro¨ße erfu¨llen. Dabei wird die die RVE-Oberfla¨che in
beliebig viele Gebiete unterteilt, und auf jedes einzelne dieser Gebiete werden die
iso-stress-Randbedingungen aufgebracht. Es wurde festgestellt, dass
• sich die klassischen iso-stress, iso-strain und periodischen Randbedingungen
als Spezialfa¨lle ergeben,
• durch eine mehr oder weniger feine Teilung der Oberfla¨che kontinuierlich die
ku¨nstliche Randsteifigkeit zwischen den extrem steifen iso-strain Randbedin-
gungen und den extrem nachgiebigen iso-stress Randbedingungen skaliert
werden kann,
• durch die Art der Oberfla¨chenpartitionierung der Widerstand gegen homogene
und inhomogene Deformationen des RVE in gewissen Grenzen unabha¨ngig
voneinander eingestellt werden kann.
In der Arbeit wird die RVE-weite Lokalisierung als Verlust der Repra¨sentativita¨t
des RVE interpretiert. Es wird vorgeschlagen,
• die Gu¨ltigkeit einer RVE-Konfiguration fu¨r eine bestimmte Materialklasse zu
u¨berpru¨fen, indem das RVE auf ein homogenes Material angewendet wird,
dessen effektive Materialantwort man daher kennt,
• sowie zwischen skalenu¨bergreifender Lokalisierung und Lokalisierung auf Ma-
kroebene zu unterscheiden.
Dabei zeigt sich, dass bei skalenu¨bergreifender Lokalisierung eine Abweichung vom
erwarteten Materialverhalten auftritt. Aus diesem Grund wird die oben letztge-
nannte Eigenschaft dazu verwendet, um die Lokalisierung von RVE mo¨glichst weit
hinauszuzo¨gern oder sogar zu unterdru¨cken, ohne dabei die elastische Steifigkeit des
effektiven Materials zu u¨berscha¨tzen. So werden die Vorteile der periodischen und
der iso-strain-Randbedingungen kombiniert. Die neu entwickelten Randbedingungen
werden als stochastische Randbedingungen bezeichnet, da sie auf der stochastischen
Kopplung der Oberfla¨chenpartitionen beruht.
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When determining an effective stress–strain law by means of the representative volume element (RVE)
method, one needs to subject the RVE to the effective strains by appropriate boundary conditions (BC).
Usually, classical BC that prescribe a homogeneous stress or strain ﬁeld at the boundary or a periodic unit
cell are used. In this work, we discuss generalized BC, which involve the partitioning of the RVE boundary
into n parts. It is demonstrated that the classical BC are contained as special cases, and that the Hill–Man-
del-condition holds for all partitionings.
By a more or less ﬁne surface partitioning, the generalized BC allow for a smooth scaling between the
extremal cases of homogeneous stress or homogeneous strain BC. Further, by an irregular surface parti-
tioning, one can obtain stochastic BC with an elastic stiffness close to the periodic/antipodal BC, but with
a higher resistance against localization. This has been demonstrated by examining a softening example
material. A test of plausibility for a RVE is to apply it to a homogeneous microstructure. Then, the micro-
scale material law should be conducted directly to the macroscale. In case of softening microscale mate-
rials, this test works only for homogeneous strain BC. For homogeneous stress- and periodic/antipodal BC,
localization occurs, accompanied by a drastic deviation from the expected stress–strain curve. From the
generalization, one can derive stochastic BC that combine the moderate elastic stiffness of periodic BC
with the high resistance against localization of homogeneous strain BC.
 2013 Elsevier B.V. All rights reserved.
1. Introduction
The micro-scale structure of a material can have a considerable
effect on the material properties as perceived on the macroscale. It
may be the byproduct of a forming or solidiﬁcation process, be an
inseparable part of the material (e.g., ﬁbers of wood), or it may be
the result of a material design process (micro-structural reinforced
or micro-architectured materials). In order to efﬁciently examine
the micro–macro interaction, one needs fast, reliable and robust
homogenization methods. These demands can be accounted for
by the representative volume element method. The method con-
sists basically in choosing a representative material sample (step
1), enforcing the average (macro) ﬁelds of the independent variable
(e.g., the strains, step 2), solving the boundary value problem (step
3), and averaging the ﬁelds of the resulting dependent variable
(e.g., the stresses, step 4). The method allows to obtain estimates
of effective material properties when analytical homogenization
is due to the geometric nonlinear setting or complicated interac-
tions between the constituents hardly possible (e.g. [1]). Here,
the term ‘‘representative’’ is used in an approximate sense as sug-
gested in [15–17], compared to the strict interpretation of [18].
The present work is concerned with step 2, namely how the
average macro-scale ﬁeld may be imposed most efﬁciently. Since
RVE are something artiﬁcial, there are no natural boundary condi-
tions (BC), except for periodic microstructures. Then, the periodic-
ity prescribes a speciﬁc self-interaction of the boundaries. Another
possibility is to prescribe homogeneous ﬁelds on the boundary.
Regarding the mechanical material behavior, one may prescribe
either homogeneous deformations ðu ¼ H  x0Þ or homogeneous
stresses ðt ¼ T  n0Þ, see [14]. The latter BC are extremal in the
sense that they result in the stiffest (homogeneous deformations)
or softest (homogeneous stresses) possible RVE, while periodic
BC lie between these extremes. Although the homogeneous defor-
mation BC require, strictly speaking, a prescribed displacement
gradient, we will refer to them in the remainder as homogeneous
strain BC to emphasis the dual character of the pair stresses/strains
and the resulting extremal BC.
Mostly, one of these three classical BC is employed. Due to a
more complicated implementation and problems with RVE locali-
zation, the homogeneous stress BC are much less popular than
the homogeneous strain BC and the periodic BC. Especially the
periodic BC are commonly used, even for non-periodic structures,
due to the absence of other popular BC that lie between the extre-
mal BC. The reason is that it is not easy to give BC of moderate stiff-
ness that comply with the Hill–Mandel-condition [5], which is a
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necessary condition for theRVE to converge to amacroscalematerial
law as the RVE size is increased [14]. To the best knowledge of the
author, only two other BC of non-extremal stiffness are known,
namely the subspace decomposition of the boundary data, which
consists of enforcing homogeneous displacements in one direction
and homogeneous tractions perpendicular to this direction (or the
other way around, [4]), and the gradual penalization of a deviation
from the homogeneously deformed RVE by spring elements [3].
The aim of the present work is to give generalized BC that comply
with the Hill–Mandel-condition, and enclose the classical BC (Sec-
tion 2). From this generalization, one can construct BC that have
yet unseen properties. The applicability of the generalized BC is
examined for an elasto-plasticmatrix inclusionmaterial (Section 3).
We demonstrate that elasto-plastic material homogenization can
beneﬁt from the properties of the generalization, especially when
softening microscale materials are considered (Sections 4 and 5).
1.1. Notation
Throughout the work a direct tensor notation is preferred. Vec-
tors are symbolized by lowercase bold letters, and second-order
tensors by uppercase bold letters. The second-order identity tensor
is denoted by I. A dot represents a scalar contraction. If more than
one scalar contraction is carried out, the number of dots corre-
sponds to the number of contractions, e.g., (a  b  c)   (d  e) =
(b  d)(c  e)a, a = A   B.
The position vector of a material point is denoted by x(x0, t),
where x0 indicates the position vector of the same material point
in the reference placement. At t = 0, x = x0 holds. The partial deriv-
ative of a function with respect to t with x0 kept constant is the
material time derivative, indicated by a superimposed dot. The in-
dex ‘‘0’’ indicates that a function or derivative is to be evaluated in
the reference placement or with respect to x0. X denotes the do-
main of the RVE under consideration. A bar denotes the un-
weighted volume average over X.
1.2. List of symbols
X domain of the RVE
@X RVE boundary
@Xi part of @X
k number of surface partitions
n number of discrete points contained in @Xi, referred to
as group size
nmax number of discrete points contained in @X
uabs absolute under-determinacy, uabs = No. of vars.  No. of.
eqs.
urel relative under-determinacy, urel = uabs/No. of vars.
n0 surface normal vector in the reference placement
t traction vector t = T  n0
u displacement vector, u = x  x0
x position vector
H displacement gradient
T ﬁrst Piola–Kirchhoff stress tensor
2. Generalized boundary conditions
The generalized BC are given by.
 dividing the surface @X of the RVE into k parts @Xi,
 and constraining u on each @Xi by
H 
Z
@Xi
x0  dA0|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Hi
¼
Z
@Xi
u dA0: ð1Þ
In the latter equation, one can consider the left handside as the
displacement gradient Hi that is imposed on the surface part @Xi.
After ﬁxing an average deformation H and a surface partitioning,
it can be calculated for each part @Xi of the surface.
One can show that the well known homogeneous strain-,
homogeneous stress- and periodic BC are contained special cases,
resulting from different surface partitionings:
 The homogeneous strain BC require an inﬁnitely ﬁne partition-
ing of the surface, i.e., Eq. (1) must hold pointwise on @X instead
on average. Thus, we drop the integral,
ðH  x0Þ  dA0 ¼ u dA0: ð2Þ
Comparing coefﬁcients gives
u ¼ H  x0; ð3Þ
which must hold everywhere on @X. This corresponds to the well
known homogeneous strain BC.
 For periodic BC, the partitioning is inﬁnitely ﬁne, but points are
coupled pairwise such that
dAþ0 ¼ dA0 ; ð4Þ
holds, where the + and  sign index the two coupled points. Again,
the integral is contracted at the two points,
ðH  xþ0 Þ  dAþ0 þ ðH  x0 Þ  dA0
¼ ðuþ  dAþ0 Þ þ ðu  dA0 Þ: ð5Þ
With Eq. (4) one can write
H  ðxþ0  x0 Þ  dAþ0 ¼ ðuþ  uÞ  dAþ0 ; ð6Þ
where a comparison of coefﬁcients gives thewell known periodic BC,
H  ðxþ0  x0 Þ ¼ uþ  _u: ð7Þ
Further, periodicity requires an RVE shape that allows to ﬁll the
space entirely with instances of the RVE, and a corresponding cou-
pling. However, one may as well apply Eqs. (6) and (4) to RVE that
do not have such a shape, or employ a non-periodic node coupling.
 Homogeneous stress BC are obtained when there is no surface
partitioning at all. Then Eq. (1) becomes with Gauss’s theorem
H ¼ 1
V0
Z
@X
u dA0: ð8Þ
These, sometimes termed as kinematic minimal BC, correspond to
the homogeneous stress BC. This has been demonstrated by Miehe
[8] (Section 2.4.2), using Lagrangian multipliers to enforce the latter
equation as a weak constraint. A proof of this statement that relies
on the macroscopic stress power is contained in the Appendix.
It is noteworthy that Eq. (8) should always hold, since it is nothing
else but the kinematic coupling between the micro- and macroscale
[10]. One can see in fact that it holds independently of the surface
partitioning. However, if Eq. (8) is the only constraint that is im-
posed on @X, the resulting stresses on the RVE boundary are
homogeneous.
2.1. The Hill–Mandel-condition
The Hill–Mandel condition demands the equivalence of the
stress power as perceived on the macroscale to the integral of
the stress-power over the RVE. For the large strain setting, it can
be written asZ
@X
_~u  tdA0 ¼ 0; ð9Þ
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[14,4], where
_~u ¼ _u _H  x0 ð10Þ
is denominated as the ﬂuctuation part of _u.
The Hill–Mandel condition is necessary for the validity of the
RVE. Only if the BC satisfy it a priori, the RVE can, but must not,
converge to the true effective material behavior when its size is in-
creased. A proof for the generalized BC is given in the Appendix.
2.2. Discrete version of the generalized boundary conditions
When implementing the generalized BC into a ﬁnite element
system, surface areas are represented by discrete points, each of
which is equiped with a normal vector, where the absolute length
of the latter corresponds to the area associated to the surface point.
The discrete version of Eq. (1) isX
j¼1;n
uij  ni0j ¼
X
j¼1;n
uij  ni0j; uij ¼ H  xi0j; ð11Þ
with the number of surface points n belonging to @Xi. In the
remainder, n is referred to as the group size. Depending on the group
size and the normal vectors ni0j, the system may or may not be un-
der-determined for the degrees of freedom uij. One can see that the
system is always kinematically under-determined for n > 3. For
n = 2 or n = 3, kinematic under-determinacy may occur if the corre-
sponding ni0 are linearly dependent, as it is the case for the periodic/
antipodal BC. When the system is not kinematically under-deter-
mined, it results in the homogeneous strain BC uij ¼ uij. The absolute
kinematic under-determinacy is equal to the number of DOF minus
the number of linearly independent equations. The number of line-
arly independent equations is equal to the dimension of span
(n01, . . . , n0n) times 3. The relative kinematic under-determinacy
urel is the absolute kinematic under-determinacy over the number
of degrees of freedom. Scaling urel between 0 and 1 corresponds
to a smooth transitions between homogeneous strain- and homoge-
neous stress BC, respectively, see Fig. 1 for an illustration.
3. Examination of the generalized boundary conditions for a
speciﬁc material
In order to test the generalized BC, we determine the effective
Young’s modulus of a matrix-inclusion material. Both constituents
are linearly elastic and isotropic. The inclusions, with a total vol-
ume fraction of 30%, are spherical, of equal diameter, and distrib-
uted uniformly without preferred alignment or pattern. They are
considerably stiffer than the matrix material (see Table 1).
3.1. Deﬁnition of the RVE
The calculations have been carried out using the ﬁnite element
system ABAQUS. We considered spherical and cubical RVE, the
meshes of which have been generated such that each surface node
has an antipode, in order to allow for an easy application of the peri-
odic/antipodal BC. Although geometrically not interpretable as a
self-interacting, embedded unit cell, the spherical RVE with antipo-
dal BC servewell for homogenization [4], since theydonot induce an
artiﬁcial anisotropy, andhave thehighest possible volume to surface
ratio, minimizing the effect of the boundary a priori. The meshing
has not been adapted to the matrix-inclusion interfaces, i.e., the
material assignment is not element-wise, but on the integration
point level. Following [7], the results obtainedwith a conformmesh-
ingof themicrostructure are better, but require amoreefforts for the
mesh generation. In our case, the meshing is relatively coarse, espe-
cially the regular meshing of the cubical RVE. There, the maximum
allowed element length is encountered everywhere, while this is
the case for the spherical RVE only at three perpendicular great cir-
cles. This results in a slightly stiffer behavior of the cubical RVE.
However, the focus is on the properties of different BC and the qual-
itative RVE-behavior, which is whywe regard a non-conformmesh-
ing of the particles as sufﬁcient.
The material assignment has been obtained by generating a
large cubic sample of the material with randomly located spherical
inclusions. The inclusions have been generated without intersec-
tions. Out of this material section, we generated many RVE by ran-
domly assigning the RVE mid-point. From these RVE, we selected
the ones which best recovered the inclusion volume fraction, with
a maximum deviation of 0.5% from the desired volume fraction of
30%. We maintained a minimum elements-per-inclusion ratio of
approximately 270, using 8-node hexahedral elements with linear
shape functions (C3D8).
3.2. Incorporation of boundary conditions
For the application of the BC, three nodes that are not attached to
the FE mesh have been created. The nine additional displacement
degrees of freedom have been assigned to the components of the
averagedisplacement gradient. Then, theBChavebeen incorporated
by linear constraint equations, bywhich thedisplacementdegreesof
freedom of the surface nodes are coupled by the discrete versions of
Eqs. (3), (7), (8) and (11) to the three additional nodes.
3.3. Distribution of the coupled points
For the classical BC, the treatment is well known. For homoge-
neous strain- and stress BC all boundary points are treated equally,
Fig. 1. Scaling between homogeneous stress- and homogeneous strain BC by
adjusting urel. For urel = 0 we have homogeneous strain BC, resulting in a surface free
of displacement ﬂuctuations but large ﬂuctuations in the tractions. For urel = 1 we
have homogeneous stress BC, resulting in a large displacement– and no traction
ﬂuctuations. In order to minimize the boundary inﬂuence, a choice 0 < urel < 1 is
more reasonable, involving moderate ﬂuctuations of the displacements and
tractions on the surface. The value nmax corresponds to the overall number of
surface points of the discretized domain.
Table 1
Material parameters for the matrix and the inclusion materials.
Parameter Matrix Inclusion
Young’s modulus E in MPa 5000 50,000
Poisson’s ratio m 0.4 0.3
Volume fraction 0.7 0.3
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and the antipodal and periodic node coupling is unique. Other spe-
cial cases can be derived from the generalized BC by specifying dif-
ferent surface partitionings. In general, the surface parts are not
simply connected. Simply connected surface partitions that are
represented in a FE mesh by a ﬁxed number of points contract to
points as the mesh discretization becomes ﬁner. Then, the general-
ized BC convert into the homogeneous strain BC, similar to the case
n = 1. Thus, we regard only simply non-connected surface areas
@Xi. For a given ﬁnite element mesh, all surface points have been
assigned to groups of sizes n = {2,3,4,5,6,7,8,9,12,16,24,32,
48,64,96}. The points have been selected randomly. When the
division into groups was not possible without a remainder, the
remaining points have been added to the last group. The bias due
to this larger group of at most 2n  1 members is quite small.
Due to the random grouping, we refer to this special case as sto-
chastic BCn (SBCn), where the group size is indexed. Considering
cubical RVE, a special stochastic node coupling has been consid-
ered: we shufﬂed the node coupling of the usual periodic BC such
that n+ = n is maintained, but the periodicity is lost. Here, these
BC are referred to as shufﬂed periodic BC.
For the random assignment of surface points to groups of n
members, we can give the relative kinematic under-determinacies
(see Section 2.2) for spherical and cubical RVE as a function of the
group size:
3.3.1. Spherical RVE
In general1
spanðn01; . . . ;n0nÞ ¼
n; if n ¼ f1;2;3g:
3; if n > 3:

ð12Þ
Thus, we have as many equations as degrees of freedom for
n = {1,2,3}, i.e., no kinematic under-determinacy, resulting in
homogeneous strain BC. For n > 3 we have uabs = 3n 9 and urel = -
uabs/(3n) = 1 3/n. By setting the group size n between 3 and 1,
one can scale urel between 0 and 1. In practice, urel = 1 requires an
inﬁnitely ﬁne discretization, so this value is approached
asymptotically.
3.3.2. Cubical RVE
Determining the kinematic under-determinacy in this case is
more involved. We can only give an average, expected value. We
ﬁrstly need to presume a homogeneous mesh density with a dis-
cretization such that the node number is much larger than n. The
ﬁrst assumption is needed to make each of the three surface orien-
tations equally likely, the second assumption allows to neglect
ordering-effects, e.g., assigning n nodes from one face to the ﬁrst
group does not affect signiﬁcantly the probability of picking nodes
from this face for the following groups. The probabilities of picking
all n0j such that span (n01, . . . , n0n) = {1,2,3} are
p1D ¼
1
3n1
; ð13Þ
p2D ¼ 3
2
3
 n
 6
3n
; ð14Þ
p3D ¼ 1 p1D  p2D: ð15Þ
The expected absolute kinematic under-determinacy is then
uabs ¼ 3n 3p1D  6p2D  9p3D: ð16Þ
Dividing by 3n gives the expected relative kinematic under-
determinacy
urel ¼ 1þ 3n 1þ
2
3
 n 
: ð17Þ
In this case, urel scales between 0 and 1 for group sizes between 1
and 1, respectively.
3.4. Extraction of the average stresses
Depending on whether one prescribes the displacements or the
forces on the nine additional degrees of freedom, one can prescribe
H; T or a mixture of both, and extract the other one. For the extrac-
tion or prescription of the stresses, the reference volume of the RVE
enters as a factor of proportionality. For the study of convergence,
we carried out uniaxial tension tests by prescribing a small nomi-
nal strain e in direction of e1, zero shear strains with respect to the
global coordinate frame, and free lateral straining:
HðuaxÞij ¼
e 0 0
0  0
0 0 
264
375: ð18Þ
4. Scaling between homogeneous stress and homogeneous
strain boundary conditions
In order to examine the apparent Young’s modulus for different
RVE setups, simulations with different RVE sizes, shapes and BC
have been carried out. Each RVE setup has been examined with
10 inclusion distributions, from which the average Young’s modu-
lus has been calculated. By varying n, one can adjust the stiffness of
the BC smoothly. For the relative kinematic under-determinacy
urel = 0 (n = 1 for cubical and n = 3 for spherical RVE), the homoge-
neous strain BC are obtained, while for urel? 1 (n = nmax), the
homogeneous stress BC are obtained, see Figs. 2–5. Several inter-
esting observations can be made:
 One can scale the elastic stiffness of the stochastic BC almost
linearly with the relative kinematic under-determinacy, inde-
pendently whether spherical or cubical RVE are considered.
Thus, for the stochastic BC, urel appears to be a good measure
for the elastic compliance of the BC.
 The apparent Young’s modulus determined with periodic BC is
quite close to the intersection point of the curves that result
from varying the stochastic BC stiffness for different RVE sizes
(Figs. 2 and 3).
 For spherical RVE, the effective Young’s modulus obtained with
antipodal BC practically coincides with the results of the sto-
chastic BC of group size n = 9, although the relative kinematic
under-determinacy urel is equal to 1/2 for antipodal BC and
equal to 2/3 for the stochastic BC9. This indicates that not only
the kinematic under-determinacy, but also the whether the
coupling is regular or stochastic is of importance. This optimal
group size of n = 9 has been found also for cubical RVE, although
slightly more scattered (see Fig. 5). The coincidence is most
likely due to the fact that for n = 9, cubical and spherical RVE
have very similar relative kinematic under-determinacies,
namely 0.675337 and 2/3, respectively.
 The latter point is underlinedby comparing the shufﬂed-periodic
BC to the periodic BC on the cubical RVE. Although having the
same relative kinematic under-determinacy of urel = 0.5, the
shufﬂed periodic BC give a stiffer RVE, see Fig. 5. Thus, for the
present RVE, the stochastic coupling induces a stiffening effect.
 As already discussed in [4], the spherical RVE converge faster to
the true effective material behavior. This is noticed by consider-
ing the range of the effective Young’s modulus that is bracketed
by the extremal BC, which is approximately 1925 MPa for
1 Picking by chance three points on a great circle or two opposing points involves
sets with zero area measures, which is why the propability also vanishes.
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spherical RVE at a volume of 125 times a single inclusion vol-
ume, and approximately 1944 MPa for cubical RVE at a volume
of approximately 238.7 times a single inclusion volume.
5. Resistance against homogeneous and inhomogeneous
deformations
The homogeneous stress BC and periodic BC allow for the local-
ization of the deformation in shear bands (periodic BC) or even
needle-like pop-out (homogeneous stress BC, see, e.g., [6], Sec-
tion 6, last paragraph). This holds also for the antipodal BC [4].
Localization of RVE is sometimes interpreted as an indicator for
macroscopic material failure [13,2].
A simple criterion for the validity of an RVE is to apply it to a
homogeneous material. Then, the microscale material law should
be conducted directly to the macroscale. Unfortunately, due to
the localization, the periodic/antipodal and homogeneous stress
BC fail this test when softening materials are considered [4]. Local-
ization is accompanied by a drastic deviation from the expected
stress–strain curve, which is why the extraction of results beyond
localization is arguable. Even the onset of localization depends on
the RVE setup, and is hence not a material property. Thus, it is
questionable whether it can be interpreted as an indicator of mac-
roscale material failure.
In this section, we examine the stochastic BC with respect to
this issue. Speciﬁcally, since the stochastic BC9 perform well in
the elastic calculations, they are subjected to the test mentioned
above. For this purpose, an elastoplastic material with linear soft-
ening has been subjected to a shear test by imposing
H ¼ cd n; d  n ¼ 0; jdj ¼ jnj ¼ 1: ð19Þ
We applied H with c, growing time-proportional from 0 to 1. The
shear direction d and shear plane normal n have been varied inside
the e3-plane. The material under consideration was the ABAQUS
internal, elastically isotropic (E = 5000 MPa, m = 0.3), von Mises plas-
tic material with rﬂow initially at 10 MPa, decaying linearly to
5 MPa at 100% of plastic strain. Beyond 100% of plastic strain, rﬂow
is constant.
We used hexahedral elements with quadratic shape functions
(element type C3D20), in order to reduce the tendency of a
mesh-conform alignment of the shear bands. For a controlled initi-
ation of the localization, in one element the ﬂow stress has been
reduced 9 MPa, which has been selected randomly from the list
of elements, but not from the surface, in order to avoid problems
with the implementation of the boundary conditions. If the simu-
lations are carried out without perturbing the homogeneous mate-
rial, the localization is initiated by a deviation from the
Fig. 2. Variation of the stochastic BC stiffness for four different spherical RVE of
different volumes, given in multiples of a single inclusion volume. The dashed
horizontal lines represent the results for the homogeneous strain BC (upper),
antipodal BC (center) and homogeneous stress BC (lower).
Fig. 3. Variation of the stochastic BC stiffness for four different cubical RVE of
different volumes, given in multiples of a single inclusion volume. The dashed
horizontal lines represent the results for the homogeneous strain BC (upper),
periodic BC (center) and homogeneous stress BC (lower).
Fig. 4. Variation of the size of the spherical RVE for BC of different stiffnesses. The
homogeneous strain BC coincide with the stochastic BC of group size n = 3. The
periodic BC and the stochastic BC with n = 9 practically coincide.
Fig. 5. Variation of the size of the cubical RVE for BC of different stiffnesses. The
stiffness of the periodic BC lies between the stiffness of the stochastic BCs with
group sizes 8 and 9. The shufﬂed periodic BC lie between the stochastic BC with
group sizes 5 and 6.
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Fig. 6. Equivalent von Mises stress ranging from 5 MPa (blue) to 10 MPa (red) in a center cut through the spherical RVE parallel to the plane spanned by d and n, at c ¼ 1. The
shear direction is 25 inclined with respect to the x-direction. On the left ﬁgure, antipodal BC are applied, on the right ﬁgure, the stochastic BC9 are applied. (For interpretation
of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 7. Equivalent vonMises stress ranging from 5 MPa (blue) to 10 MPa (red) in a center cut through the cubical RVE parallel to the plane spanned by d and n, at c ¼ 1. Except
for the lower right ﬁgure, the shear direction is 35 inclined with respect to the e1-direction. On the upper left ﬁgure, periodic BC are applied, on the upper right ﬁgure, the
shufﬂed periodic BC are applied, on the lower left ﬁgure, stochastic BC9 are applied. In the lower right ﬁgure, the stochastic BC9 are applied, but the shear plane is parallel to
the surface normal to e3. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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homogeneous state through unavoidable numerical errors, e.g.,
due to an iterative solution method or by round-off errors.
5.1. Results
5.1.1. Spherical RVE
It turns out that the stochastic BC9 with random grouping
suppress the localization that is observedwhen antipodal BC are ap-
plied, see Fig. 6. Since the RVE then deforms almost homogeneously,
the microscale material law is practically conducted to the macro-
scale, see Fig. 8. The shear direction has only aweak inﬂuence,which
is due to regularities in themeshing. For a discussion of the localiza-
tion behavior of spherical RVE with antipodal BC, see [4].
5.1.2. Cubical RVE
The capability of the stochastic BC to suppress the localization is
strongly affected by the meshing. Due to the regular meshing, shear
bands align easily when the cube is sheared parallel to its faces. For
sufﬁciently inclined shear directions, the behavior is similar to the
spherical RVE: localization could be suppressed by the stochastic
BC9 and the shufﬂed periodic BC (Fig. 7), leading to a better predic-
tion compared to the results obtained with periodic BC (Fig. 8).
The results depend slightly on the location of the perturbation,
but these variations appear neither signiﬁcant nor systematic. The
depicted curves and ﬁgures are obtained with a central
perturbation.
Apparently, one needs to distinguish a homogeneous and an
inhomogeneous deformation resistance: Both, the antipodal/peri-
odic BC and the stochastic BC9 are equally stiff in the elastic range
(see Section 4). However, in case of localization, the stochastic BC9
practically suppress the localization of the deformation, while with
the antipodal/periodic BC localization takes place. This is due to the
fact that shear bands are diffused by the stochastic coupling when
they reach the boundary. The effect is similar to the blocking of
shear bands at the boundary when homogeneous strain BC are ap-
plied. It has been demonstrated that the functionality of the RVE is
lost at the moment of localization. In this regard, the ability of BC
to supress localization is a useful property. However, one may ar-
gue that non–quasiconvex incremental potentials should result in
strain localization. The discussion eventually leads to the question
on which scale localization takes place. To answer this question,
one has to look at the speciﬁc material.
5.1.3. Localization on the microscale
Considering, for example, crack propagation, localization starts
on the microscale and expands continuously into the macroscale.
Such phenomena pose conceptual problems regarding the scale
separation that is required for the RVE method [19], since inhomo-
geneities grow through different scales. It appears that for such
problems, new homogenization techniques are required, if homog-
enization is possible at all.
5.1.4. Localization on the macroscale
If the localization zone covers a representative number of
microscale-inhomogeneities, one may consider localization as a
macroscale phenomenon, as, for example, the necking (but not
rupture) of a bar in a tension test. It appears that in this case, the
RVE method may be applied. As demonstrated in this work, the
inhibition of RVE-localization ensures that even microscale mate-
rial laws with non-quasiconvex incremental potential are con-
ducted to the macroscale, where they will lead to localization.
Still, it is open where a minimum localization size on the macro-
scale should come from when such a methodology is applied.
6. Summary
We proposed a generalization of the classical BC that involves a
partitioning of the RVE surface. This allows to derive BC of
smoothly adjustable stiffness, where a ﬁner surface partitioning
leads to elastically stiffer RVE. At the same time, the resistance
against localization depends on the distribution of the surface
parts. Thus, one can adjust the stiffness with respect to homoge-
neous and inhomogeneous deformations to a certain extend inde-
pendently. In our FE simulations, we employed a stochastic
coupling of surface nodes, varying the ﬁneness of the surface par-
titioning. This allows us to combine the best properties of different
BC: in the elastic range, the stiffness is moderate, which implies a
good convergence to the effective elastic properties as the RVE vol-
ume is increased. This is as well the case for the classical periodic
or antipodal BC. However, due to the avoidance of a regular frame
for the RVE, be it periodic or central-symmetric, localization is sup-
pressed quite effectively. Due to the stochastic coupling, shear
bands are diffused at the boundary, which has a similar blocking
effect like the homogeneous strain BC. As a result, the material
law of a homogeneous RVE is conducted directly to the macroscale,
even when a softening microscale law is employed. This is clearly
an advantage over the regular coupling of surface points. It also
shows that one should distinguish between the resistance of the
BC against homogeneous and inhomogeneous deformations. The
best results have been obtained for the coupling 9 randomly dis-
tributed surface points on spherical RVE, although the effect is sim-
ilar for cubical RVE. However, the regular meshing that was
employed in this work basically cancels out the diffusing effect
when shearing is parallel to the cube’s faces.
Fig. 8. Effective stress–strain curves from simulations with different BC compared to the microscale material law (solid line), left for the spherical and right for the cubical
RVE. One notes that the simulations with antipodal and periodic BC are due to an early localization far off the expected material law, while the simulations with a stochastic
node coupling are close to the true effective material law, except for regularly meshed cubical RVE that is sheared parallel to one of the cube’s faces.
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A special case are the BC obtained from shufﬂing randomly the
initially periodic coupling of opposing faces. They are also able to
suppress shear bands. However, the resistance against homoge-
neous deformations (elastic stiffness) is slightly higher than for
the periodic BC. They are a cheap alternative to the periodic BC,
which may be especially interesting for non-periodic microstruc-
tures. They allow, for example, for RVEs of moderate stiffness,
but without inducing an artiﬁcial periodicity. A potential applica-
tion are hexahedral RVE that are generated from micrographs of
non-periodic microstructures.
The shufﬂed periodic BC are easily obtained from the usual peri-
odic BC. The implementation of the more general stochastic BC is
easier for the spherical RVE, since less exception handling is re-
quired, compared to cubical RVE.
Appendix A
In this Section, the conformance of the generalized BC with the
Hill–Mandel-condition and the equivalence of the kinematic min-
imal BC to the homogeneous stress BC are demonstrated. The
dependence of a ﬁeld on the position vector x0 is written out. Also,
ﬁelds that are deﬁned on @X are nevertheless indexed by i when
attention is restricted to the sub-domains @Xi.
With a surface partitioning of @X into k parts @Xi, Cauchys the-
orem t(x0) = T(x0)  n0(x0) and the split of the displacement ﬁeld
into a ﬂuctuation and a homogeneous part (Eq. (10)), the Hill–Man-
del-condition (Eq. (9)) becomes
0 ¼
X
i¼1;n
Z
@Xi
T iðx0iÞ  ð _uiðx0iÞ  dA0Þ
"

Z
@Xi
T iðx0iÞ  ð _Hi  x0i  dA0Þ
#
; ð20Þ
_Hi ¼ _H 
Z
@Xi
x0i  dA0: ð21Þ
Proving that the latter holds for the generalized BC is achieved by
demonstrating that the application of the generalized BC (Eq. (1))
on each @Xi results in homogeneous stresses on each @Xi, i.e.,
T i ¼ T iðx0i Þ. Then, one can pull T i out of each integral, and the
remaining equation is just Eq. (1). The equivalence of kinematic
minimal BC (no surface partitioning) to homogeneous stress BC is
contained as the special case k = 1.
Ortiz and Repetto [11] (Section 2.2, Eq. (13)) showed that
boundary value problems with generalized standard materials
(GSM) can be rewritten as incremental variational problems. The
solution of an incremental boundary value problem is found by
minimizing the time integral of the stress power in each time
increment. They showed that the resulting variational problem is
similar to the variational problems in the elastostatic setting. Its
usefulness for homogenization has been demonstrated success-
fully by Miehe et al. [9]. The restriction to GSMs is a rather weak,
since most established material models can be recast in this setting
(see [12] for some examples).
Thus, the solution of a boundary value problemminimizes the glo-
bal stress power _W at each instant. Its variation with respect to _uðx0Þ
must vanish.Wedenote a variation of _uðx0Þ from the equilibriumstate
_ueqðx0Þ by d _uðx0Þ. The solution, as well as the variation, must be com-
patible to the BC (Eq. (1)), i.e., on each @Xi, the prescribed average rate
of deformation (Eq. (21)) must remain unaffected:
_Hi ¼
Z
@Xi
_ueqiðx0iÞ  dA0 ð22Þ
¼
Z
@Xi
ð _ueqiðx0iÞ þ d _uiðx0iÞÞ  dA0: ð23Þ
Hence,
O ¼
Z
@Xi
d _uiðx0iÞ  dA0; ð24Þ
must hold for the variation from _ueqðx0iÞ. It is assumed that the
overall velocity ﬁeld _uðx0Þ and its variation is C1-continuous. With
the surface partitioning, the stress power change due to d _u is de-
noted as
d _W ¼
X
i¼1;n
Z
@Xi
tiðx0iÞ  d _uiðx0iÞdA0: ð25Þ
The stress tensor on @Xi can be decomposed into a homogeneous
and a ﬂuctuation part,
T iðx0iÞ ¼ T i þ eT iðx0iÞ; T i ¼ 1A0i
Z
@Xi
T iðx0iÞdA0; ð26Þ
similar to the decomposition of the displacement gradient (Eq.
(10)). It follows that
O ¼
Z
@Xi
eT iðx0iÞdA0 ð27Þ
holds. Also, the homogeneous part T i does not depend on x0i. With
this decomposition, the tractions become
tiðx0iÞ ¼ T i  n0ðx0iÞ þ ~tiðx0iÞ:: ð28Þ
The variation of the stress power is then
d _W ¼
X
i¼1;n
Z
@Xi
ðT i  n0ðx0iÞ þ ~tiðx0iÞÞ  d _uiðx0iÞdA0 ð29Þ
¼
X
i¼1;n
Z
@X0
ðT i  d _uiðx0iÞ  n0ðx0iÞ þ ~tiðx0iÞ  d _uiðx0iÞÞdA0: ð30Þ
The ﬁrst summand of the latter integral vanishes: Due to its inde-
pendence of x0i, we can pull out T i, and the remainder is due to
Eq. (24) equal to zero. It remains
d _W ¼
X
i¼1;n
Z
@Xi
~tiðx0iÞ  d _uiðx0iÞdA0: ð31Þ
We can vary the d _uiðx0iÞ independently, thus each summand must
vanish independently. Choosing
d _uiðx0iÞ ¼ a~tiðx0iÞ; ð32Þ
with a real number a– 0, shows that we can make d _W nonzero for
any ~tiðx0iÞ– o. Thus, for d _W ¼ 0; ~ti must vanish on all @Xi indepen-
dently. A peculiar detail of the proof is to show that the choice Eq.
(32) is always admissible, since @ _u must comply with Eq. (24). One
can see that this requirement does not affect the possibility to
choose d _uiðx0iÞ ¼ a~tiðx0iÞ by recognizing thatZ
@Xi
~ti  dA0 ¼
Z
@Xi
eT iðx0iÞ  ðn0ðx0iÞ  n0ðx0iÞÞdA0 ¼ O; ð33Þ
holds always, analogous to the required Eq. (24). Writing the last
integral component-wise over two surface coordinates, say s1 and
s2, followed by an integration by parts of the inner and the outer
integral, converts the latter integral into 4 summands,
ðei  ekÞ  
Z
@X
~t  dA0 ¼ njnk
ZZ eT ijds1ds2 ð34Þ

Z
dðnjnkÞ
ds2
ZZ eT ijds1ds2ds2 ð35Þ

Z
dðnjnkÞ
ds1
ZZ eT ijds1ds2ds1 ð36Þ
þ
ZZ
d2ðnjnkÞ
ds1ds2
ZZ eT ijds1ds2ds1ds2: ð37Þ
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To keep the expression readable, the dependence of eT and n0 on s1
and s2 has been omitted, as well as the index 0 and the partition
number index. One can see that each summand containsR
@Xi
eT idA0 as a factor. This factor is because of Eq. (27) equal to zero,
making the whole expression Eq. (33) vanish. Thus, the choice
d _uiðx0iÞ ¼ a~tiðx0iÞ is always in accordance with Eq. (24).
In conclusion, we must have ~ti ¼ o on @Xi. Then, using three lin-
ear independent surface normals on @Xi in Eq. (28) and comparing
coefﬁcients shows that
T iðx0iÞ ¼ T i; ð38Þ
holds on @Xi. When taking k = 1, i.e., no surface partitioning at all,
the equivalence of homogeneous stress BC to the kinematic mini-
mal BC is implied. If @Xi does not contain three linear independent
surface normals, we are restricted to the part of Ti that is projected
from the right handside into the subspace spanned by the linear
independent surface orientations. However, only surface normals
from @Xi are multiplied from the right to Ti, i.e., the missing part
does not enter the argumentation.
Because of Eq. (38), one can pull T i out of the integral in Eq. (20),
and it remains
0 ¼
X
i¼1;n
T i  
Z
@Xi
_uiðx0iÞ  dA0  _Hi
Z
@Xi
x0  dA0
" #
: ð39Þ
We notice that the expression in the squared brackets is zero due to
the premise that Eq. (1) holds on all @Xi, which means that the Hill–
Mandel-condition is fulﬁlled.
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In R. Glu¨ge und J. Kalisch (2014). The effective stiffness and stress con-
centrations of a multi-layer laminate. In: Composite Structures 111, S. 580–
586
• wurde ein kompakter Ausdruck fu¨r die effektive Laminatsteifigkeit mit beliebig
vielen anisotropen Konstituenten hergeleitet,
• wurden kompakte Ausdru¨cke fu¨r die Spannungs- und Dehnungskonzentrati-
onstensoren hergeleitet,
• wurde ein ausfu¨hrlicher Vergleich zu isotropen und anisotropen Lo¨sungen
der klassischen Laminattheorie und zu isotropen dreidimensionalen Lo¨sungen
vollzogen,
• wurde festgestellt, dass die klassische Laminattheorie vollsta¨ndig als Spezialfall
in der 3D Homogenisierung enthalten ist.
The effective stiffness and stress concentrations of a multi-layer
laminate
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a b s t r a c t
Using the jump conditions for the geometrically linearized strains and the Cauchy stresses and assuming
homogeneous strain and stress ﬁelds inside the layers, we determine the effective stiffness tetrad of a
laminate consisting of linearly elastic layers. From a two-layer reference solution, an explicit solution
for the multi-layer case is derived. Unlike classical methods, the present approach applies to any loading
case and an arbitrary number of layers with arbitrary stiffness tetrads, and can be considered as the expli-
cit analytical solution of the multi-layer homogenization in linear elasticity.
 2014 Elsevier Ltd. All rights reserved.
1. Introduction
Laminates are widely used in industrial applications and aero-
nautics (see, e.g., [18]), because their properties can be controlled
by choosing different material combinations, volume fractions, ﬁ-
ber orientations, etc. Thus, one can design laminates adjusted to
ones needs, e.g., a high mass-speciﬁc strength in aeronautics, low
cost plates in mass productions, and ﬁber reinforcement that is
optimized for speciﬁc loading cases.
In order to accelerate simulations for composite materials, a
reliable prediction of its effective elastic properties is required.
Also, for the design of laminates with speciﬁc elastic properties,
analytical estimates are needed. The optimization problems that
arise in this context are still subject to performance improvement
(e.g. [11]). A recent comparison of different analytical models for
estimating the effective stiffness due to a wavy ﬁber alignment
can be found in Nik et al. [17]. A comparison of an analytical,
semi-analytical and numerical estimates can be found in Rodrí-
guez-Ramos [20].
In the present paper, we present the analytical effective stiff-
ness of a multi-layer laminate with arbitrary anisotropic stiffness
tetrads and volume fractions. The concentration tensors for calcu-
lating the partial stresses and strains from the effective stresses
and strains and are obtained as well. The partial stresses are usu-
ally needed for predicting failure of the laminate (e.g. [12]). The
result is obtained by considering the jump balances of stresses and
strains and presuming piecewise homogeneous stress and strain ﬁelds
in the individual layers. A similar proceeding has been employed
by Martínez et al. [16], who considered the isostrain condition
parallel and the isostress condition perpendicular to the interface
to estimate the delamination resistance. Likewise, the jump condi-
tions have been used by Idiart [10] to give expressions for the
effective stress and strain potentials of inﬁnite-rank laminates of
two phases, where the laminates at the different scales have
different orientations. Here we are concerned with arbitrary many
layers, but only one interface orientation. However, the rank-1 case
in Idiart [10] corresponds to the double-layer laminate in this
work.
The engineers approach is to consider speciﬁc loading cases, like
tension/compression parallel and perpendicular to the laminate
normal, shearing parallel and perpendicular to the laminate, with
speciﬁc material symmetries and a symmetric alignment of the
anisotropy axes. For each of theses loading cases, speciﬁc rules of
mixture apply to speciﬁc elastic constants. For example, in a ten-
sion test parallel to an interface of a laminate of isotropic constit-
uents, the effective Young’s modulus is given by the Voigt average,
i.e. the arithmetic mean of the Young’s moduli. However, this ap-
proach works only for special layer arrangements [5], for which
the notion of the effective laminate behavior is obvious.
The analytical effective stiffness of a double layer composite
with arbitrary layer stiffnesses has been given already by Francfort
and Murat [6] (see Section 4.1). This work is, however, mainly con-
cerned with bounds, and extremely mathematical, so it is hard to
extract explicit results for engineering applications.1 The present
http://dx.doi.org/10.1016/j.compstruct.2014.01.027
0263-8223/ 2014 Elsevier Ltd. All rights reserved.
⇑ Corresponding author. Tel.: +49 391 67 52592; fax: +49 391 67 12863.
E-mail addresses: gluege@ovgu.de (R. Glüge), jan.kalisch@ovgu.de (J. Kalisch).
1 For example, the restriction to the three-dimensional space comes after the
analytical homogenization of the double layer laminate.
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article lays out a more conventional proceeding, with nevertheless
quite general but also practical results. We ﬁnd explicit symbolic
expressions for the effective stiffness of a m-layer laminate. The ex-
plicit expression for a two-layer composite can already be extracted
from Francfort and Murat [6], while the explicit expression for the
multi-layer case appears to be new.
1.1. Jump balances
In the context of linear elasticity, the jump balances have been
exploited by, e.g., Laws [13], Gemperlová et al. [7], and Dvorak [5].
The principle result is that the jump of the stresses and strains can
be calculated using only the stiffness tetrads on both sides and the
stresses and strains on one side of the interface. However, the focus
is on stress concentration factors rather than effective stiffness
tetrads. The jump balances have ﬁrstly been used by Francfort
and Murat [6] to determine the effective laminate stiffness, but
the method remained somewhat unnoticed.
1.2. Piecewise homogeneous stress and strain ﬁelds
The assumption of homogeneous stresses and strains inside the
lamellae is quite common [2]. Here, it is tacitly implied by the rule
of mixture for the stresses and strains. The assumption is particu-
larly reasonable for thin layers: ﬂuctuations are energetically unfa-
vorable, i.e., in the absence of microscopic perturbations (other
than the interfaces), the stress and strain ﬁelds are homogeneous
in each layer. If the lamellae thickness is similar to that of the
whole laminate, the homogeneity is rendered unrealistic by bend-
ing moments. This corresponds to the well-known loss of scale
separation between the microscale and the macroscale [8]. In this
case, the layers need to be considered explicitly in the engineering
problem. Particular methods have been developed to this end, see,
e.g., Makeev and Armanios [15].
1.3. Outline
First, we give the general solution for the effective stiffness tet-
rad, the stress concentrations, and the strain concentrations in the
two-layer case. Then, we investigate two examples in more detail:
(a) two isotropic layers and (b) two transversely isotropic layers of
equal stiffness and volume fraction but different ﬁber direction.
Next, we consider the multi-layer case. Based on the two-layer-
solution, we derive an explicit expression for the effective stiffness
tetrad. Finally, we compare our result to other approaches.
1.4. Notation
A direct notation is preferred. Vectors are denoted as bold
minuscules (like a), second-order tensors as bold majuscules or
bold greek letters (like A; e;r), and fourth-order tensors as super
bold majuscules (like A). The dyadic product and single scalar con-
tractions are denoted like ða b cÞ   ðd eÞ ¼ ðb  dÞ ðc  eÞa,
with  being the usual scalar product between vectors. The upper
index T denotes the transpose of a second-order tensor,
ða bÞT :¼ b a. The upper index S is used to deﬁne symmetric
parts for second- and fourth-order tensors,
AS :¼ 1
2
ðAþ ATÞ; ð1Þ
AS :¼ 1
4
ðAijkl þ Ajikl þ Aijlk þ AjilkÞei  ej  ek  el: ð2Þ
Components are given w.r.t. orthonormalized bases feig or fEIg,
where
E1 :¼ e1  e1; E4 :¼
ﬃﬃﬃ
2
p
ðe2  e3ÞS;
E2 :¼ e2  e2; E5 :¼
ﬃﬃﬃ
2
p
ðe3  e1ÞS;
E3 :¼ e3  e3; E6 :¼
ﬃﬃﬃ
2
p
ðe1  e2ÞS:
We make use of Einstein’s summation convention with implicit
summation from 1 to 3 and 1 to 6 for minuscule and majuscule
indices that appear pairwise in a product, e.g., the second order
identity tensor is given by
I ¼ ei  ei ¼ E1 þ E2 þ E3: ð3Þ
Within this paper, all relevant fourth-order tensors possess the
left and right subsymmetry, i.e., Aijkl ¼ Ajikl ¼ Aijlk ¼ Ajilk. The inverse
of such fourth-order tensors satisﬁes A   A1 ¼ IS, where
IS ¼ 1
2
ðei  ej  ei  ej þ ei  ej  ej  eiÞ ¼ EI  EI ð4Þ
denotes the fourth order identity tensor on symmetric second-order
tensors.
2. Solution for a two-layer laminate
For a two-layer laminate, we have to consider only one interface
with normal n. The quantities on different sides of the interface are
distinguished by upper indices þ and . The jump balances for the
Cauchy stresses (r) and the strains (e) and the volume average of
these quantities are given by
eþ  e ¼ ða nÞS; ð5Þ
ðrþ  rÞ  n ¼ o; ð6Þ
V :¼ Vþ þ V; ð7Þ
V P 0; ð8Þ
e :¼ 1
V
ðVþeþ þ VeÞ; ð9Þ
r :¼ 1
V
ðVþrþ þ VrÞ; ð10Þ
where a n is the jump of the deformation gradient at the inter-
face. Inside the layers we assume Hooke’s law,
r ¼ C   e; ð11Þ
with the stiffness tetrads C. Subsequently, we will use abbrevia-
tions to denote volume fractions, the difference of stiffness tetrads
and the Voigt average
v :¼ V

V
; ð12Þ
DC :¼ Cþ  C; ð13Þ
CV :¼ vþCþ þ vC: ð14Þ
Next, we seek an explicit expression for C in r ¼ C   e. Inserting
the constitutive equations (Eq. 11) into the jump balance of the
stresses (Eq. 6) gives
ðCþ   eþ  C   eÞ  n ¼ o: ð15Þ
Using the jump balance for the strains (Eq. 5), we can eliminate
either eþ or e, thus
ðCþ   ða nÞS þ DC   eÞ  n ¼ o; ð16Þ
ðC   ða nÞS þ DC   eþÞ  n ¼ o: ð17Þ
Since the stiffness tetrads possess the sub-symmetries, we can
drop the symmetrization of a n and rewrite these equations
Aþ  a ¼ ðDC   eÞ  n; ð18Þ
A  a ¼ ðDC   eþÞ  n: ð19Þ
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The so-called acoustic tensors A are associated to the stiffness
tetrads where Aik :¼ Cijklnjnl are the components w.r.t. an orthonor-
mal basis. Multiplying the latter equations with the volume frac-
tions v and vþ, respectively, their sum becomes
ðvAþ þ vþAÞ  a ¼ ðDC   eÞ  n; ð20Þ
where the rule of mixture for the strains (Eq. 9) has been used. This
equation can be used to determine a. For convenience, we deﬁne
the tensors Z and Z via
Z :¼ ðvAþ þ vþAÞ1; ð21Þ
Z :¼ n Z  n; ð22Þ
which renders a compact expression for n a
n a ¼ Z   DC   e: ð23Þ
With the stiffness tetrads being positive deﬁnite, the acoustic
tensors are positive deﬁnite, too, and so is their weighted sum.
Thus Z exists and is positive deﬁnite. The intermediate fourth-or-
der tensor Z possesses neither the major symmetry nor one of
the subsymmetries. With the subsymmetries of C and the sym-
metrization of n a we can impose the subsymmetries without
loss of generality, thus replacing Z by ZS. Then, due to the symme-
try of Z;ZS also possesses the major symmetry. The strain jump is
conveniently rewritten as
ða nÞS ¼ ZS   DC   e: ð24Þ
On the other hand, combining the constitutive equations (Eq.
11) and the rule of mixture for the stresses (Eq. 10), we ﬁnd the
effective stresses,
r ¼ vþCþ   eþ þ vC   e: ð25Þ
By means of the jump balance of the strains (Eq. 5), we can re-
move either e or eþ,
r ¼ ðvþCþ þ vCÞ   eþ þ vC   ða nÞS; ð26Þ
r ¼ ðvþCþ þ vCÞ   e  vþCþ   ða nÞS: ð27Þ
The ﬁrst term on either right hand side contains the Voigt aver-
age. Again, multiplying the latter equations by vþ and v, their
sum provides the effective stiffness C
r ¼ C   e; ð28Þ
C :¼ CV  vþvDC   ZS   DC; ð29Þ
where Eqs. (9) and (24) have been used. The result is reasonable: As
expected, C is invariant under a change of the phase indices þ $ 
and inherits the major symmetry and both subsymmetries from C.
It is also invariant under a scaling or a change of sign of n. For the
extremal cases Cþ ¼ C;vþ ¼ 0 or v ¼ 0, we obtain the stiffness
tetrad of a homogeneous medium. The second summand in Eq.
(29) is negative semi-deﬁnite, thus the Voigt bound cannot be ex-
ceeded. Further plausibility tests are postponed to Section 2.2,
where isotropic phases are considered.
2.1. Concentration tensors
Using Eqs. (9), (5), and (24) deﬁning the K- and L-tensors by
K :¼ IS  vZS   DC; ð30Þ
L :¼ C   K   C1; ð31Þ
we can express the partial strains and stresses in terms of the effec-
tive strains and stresses, respectively,
e ¼ K   e; ð32Þ
r ¼ L   r: ð33Þ
This concept is due to Hill [9]. The non-dimensional concentra-
tion tensors fulﬁll
IS ¼ vþKþ þ vK; ð34Þ
IS ¼ vþLþ þ vL: ð35Þ
In like vein, we can relate the partial stresses and the effective
strains via M-tensors
M :¼ C   K; ð36Þ
r ¼M   e; ð37Þ
C ¼ vþMþ þ vM; ð38Þ
as has been done ﬁrst by Laws [13] (Eqs. (28) and (29) there). All
concentration tensors exhibit both subsymmetries but not the
major symmetry, in general. The partial stresses are required for
estimating the strength of a laminate. With the partial stresses at
hand, one can evaluate a ﬂow or failure criterion inside the layers,
or calculate the normal traction and shear stresses at the interface.
The latter is needed to predict the delamination resistance, see, e.g.,
Zou et al. [21] and Diaz Diaz and Caron [4].
2.2. Example 1: isotropic layers
Let us consider two isotropic stiffness tetrads, given in terms of
the fourth-order isotropic projectors P1 and P2,
C ¼ 3KP1 þ 2GP2; ð39Þ
P1 :¼ 13 I  I; ð40Þ
P2 :¼ IS  13 I  I: ð41Þ
For the subsequent sections, the following abbreviations come
in handy,
A :¼ C11 ¼ K þ
4
3
G; 3K ¼ A þ 2B; ð42Þ
B :¼ C12 ¼ K 
2
3
G; 2G ¼ A  B: ð43Þ
A and B correspond to kþm and km, with the moduli k and m as
used by Hill [9].
Furthermore, the following combinations (difference, Voigt
average, mixed average, Reuss average) will appear frequently in
subsequent sections,
DX :¼ Xþ  X; ð44Þ
XV :¼ vþXþ þ vX; ð45Þ
XM :¼ vþX þ vXþ; ð46Þ
XR :¼ vþðXþÞ1 þ vðXÞ1
 1
; ð47Þ
¼ XV  vþv DX
2
XM
; ð48Þ
¼ X
þX
XM
; ð49Þ
where X 2 fA;B;G;K;A;Cg. W.r.t. the basis fEI  EJg, the compo-
nents are
C ¼
C11 C

12 C

12
C12 C

11 C

12
C12 C

12 C

11
C11  C12
C11  C12
C11  C12
2
6666666664
3
7777777775
: ð50Þ
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The effective stiffness tetrad becomes transversely isotropic
w.r.t. the interface normal n. For n ¼ e3, the non-zero components
of C w.r.t. fEI  EJg are given by
C ¼
C11 C12 C13
C12 C11 C13
C13 C13 C33
C44
C44
C11  C12
2
666666664
3
777777775
; ð51Þ
where
C11 ¼ AV  vvþ DB
2
AM
; ð52Þ
C12 ¼ BV  vvþ DB
2
AM
; ð53Þ
C13 ¼ BV  vvþ DADB
AM
; ð54Þ
C33 ¼ AR; ð55Þ
C44 ¼ 2GR; ð56Þ
C66 ¼ C11  C12 ¼ 2GV : ð57Þ
2GV and 2GR are double eigenvalues of C. The corresponding eig-
endeformations eV=R are given by arbitrary linear combinations
(with coefﬁcients lV=Ri )
eV ¼ lV1E6 þ lV2
1ﬃﬃﬃ
2
p ðE1  E2Þ; ð58Þ
eR ¼ lR1E4 þ lR2E5: ð59Þ
Thus, depending on whether a shear deformation F ¼ I þ cd s has
either d or s parallel and the other one perpendicular to the
interface (Reuss case) or both d and s parallel to the interface (Voigt
case), one obtains the correct shear modulus, i.e., the lamellae
appear in sequence or parallel w.r.t. the shear deformation. These
eigendeformations are independent on K and G.
The remaining two eigendeformations depend on K and G,
ea5 ¼
cosaﬃﬃﬃ
2
p ðE1 þ E2Þ þ sinaE3; ð60Þ
ea6 ¼ 
sinaﬃﬃﬃ
2
p ðE1 þ E2Þ þ cosaE3; ð61Þ
where the parameter a is determined by
cot2a¼ðv
þÞ2BþAþðvÞ2BAþþvþvðDA22DB2þAþBþþABÞ
2
ﬃﬃﬃ
2
p
ðvþBþAþvBAþÞ :
ð62Þ
In the event of Gþ ¼ G, the laminate stiffness becomes isotro-
pic. This is an example for the fundamental result of Hill [9], who
found that any microstructure of two isotropic materials with
equal shear rigidity is isotropic, irrespective of the geometry of
the microstructure.
For the concentration tensors Kþ and Lþ, we ﬁnd the following
components w.r.t. EI  EJ ,
K ¼
1 0 0
0 1 0
K31 K

31 K

33
K44
K44
1
2
666666664
3
777777775
; ð63Þ
L ¼
L11 L

12 L

13
L12 L

11 L

13
0 0 1
1
1
L11  L12
2
66666666666664
3
77777777777775
; ð64Þ
where
Kþ31 ¼ v
DB
AM
; Lþ11 ¼
Gþ
GV
1þ v
GðABþ  AþBÞ
3ðvGKAþ þ vþGþKþAÞ
 
; ð65Þ
Kþ33 ¼
A
AM
; Lþ12 ¼
Gþ
GV
vGðABþ  AþBÞ
3ðvGKAþ þ vþGþKþAÞ ; ð66Þ
Kþ44 ¼
G
GM
; Lþ13 ¼ v
ðAþÞ2B  ðAÞ2Bþ þ BþBðDA 2DBÞ
6ðvGKAþ þ vþGþKþAÞ ; ð67Þ
and Lþ66 ¼ Lþ11  Lþ12 ¼
Gþ
GV
: ð68Þ
The counterparts K and L are easily determined by virtue of Eqs.
(34) and (35), respectively.
2.2.1. Comparison to other results
2.2.1.1. Classical laminate theory. In the classical laminate theory
(CLT), a plane stress state is usually presumed, i.e. there are only
three non-zero in-plane stress components (r11;r22 and r12 when
e3 is the laminate normal), coupled by a Qij-matrix to the three
independent strain components e11; e22 and e12 [3]. Thus, Hooke’s
matrix is reduced to an effective 3  3 matrix Qij for a plane stress
state, which is obtained by adding the individual plane-stress
Hooke matrices Qij of the individual materials, weighted by the
layer thickness fraction. Considering this special case, we found full
agreement with the CLT approach by applying a plane stress state
to the inverse of C (given in Section 2.2, Eq. 51), inverting the rela-
tions of the independent strain components and extracting the
reduced plane strain stiffness.
2.2.1.2. Liu et al. [14]. The work of Liu et al. [14] follows the pro-
ceeding outlined in the introduction: for isotropic phases, the
effective transversally isotropic laminate stiffness is presumed,
and for some characteristic in-plane and normal-to-plane tests
the corresponding kinematic and dynamic equivalences are
exploited to derive the compliance constants. We found all given
effective compliances (Eqs. (21), (22), (29), (30), (35), and (36) in
Liu et al. [14]) in agreement with our results.
2.3. Example 2: two transversely isotropic layers, orthotropic laminate
Another important case is the stacking of unidirectionally rein-
forced layers. These layers exhibit a transversely isotropic stiffness
tetrad with the ﬁber direction and symmetry axis d,
CtðdÞ : ¼ Ct12I  I þ ðCt11  Ct12ÞIS
þ 2ðCt12  Ct11 þ Ct44Þðd I  dÞS ð69Þ
þ ðCt13  Ct12ÞðI  d dþ d d IÞ
þ ðCt11 þ Ct33  2Ct13  2Ct44Þd d d d: ð70Þ
For d ¼ e3, the components w.r.t. the basis fEI  EJg are given by
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Ctðe3Þ ¼
Ct11 C
t
12 C
t
13
Ct12 C
t
11 C
t
13
Ct13 C
t
13 C
t
33
Ct44
Ct44
Ct11  Ct12
2
666666666664
3
777777777775
EI  EJ: ð71Þ
The components after a change of the symmetry axis from e3 to e1
are obtained by interchanging the ﬁrst with the third and the fourth
with the sixth rows and columns.
We consider the most common case: both layers consist of the
same material but differ by the ﬁber direction. For both layers the
ﬁber direction is parallel to the interface, i.e., d  n ¼ 0. Both layers
have a volume fraction of 50%. In order not to conceal the symme-
tries of the effective stiffness tetrad, we choose an orthonormalized
basis feig w.r.t. which
d ¼ cos/e1  sin/e2; ð72Þ
n ¼ e3: ð73Þ
Thus, the directions enclose an angle of 2/, see Fig. 1. The effective
stiffness tetrad is orthotropic w.r.t. the basis feig, and w.r.t. the basis
fEI  EJg, its components are given by
C ¼
C11 C12 C13
C12 C22 C23
C13 C23 C33
C44
C55
C66
2
666666664
3
777777775
; ð74Þ
where
C11 ¼ Ct11 sin2 /þ Ct33 cos2 / x cos2 / sin2 /; ð75Þ
C22 ¼ Ct11 cos2 /þ Ct33 sin2 / x cos2 / sin2 /; ð76Þ
C33 ¼ Ct11; ð77Þ
C12 ¼ Ct13 þ x cos2 / sin2 /; ð78Þ
C13 ¼ Ct12 sin2 /þ Ct13 cos2 /; ð79Þ
C23 ¼ Ct12 cos2 /þ Ct13 sin2 /; ð80Þ
C44 ¼ ðC
t
11  Ct12ÞCt44
ðCt11  Ct12Þ sin2 / Ct44 cos2 /
; ð81Þ
C55 ¼ ðC
t
11  Ct12ÞCt44
ðCt11  Ct12Þ cos2 / Ct44 sin2 /
; ð82Þ
C66 ¼ Ct44 þ 2 x
ðCt13  Ct12Þ
2
Ct11
 !
cos2 / sin2 /; ð83Þ
x :¼ Ct11 þ Ct33  2ðCt13 þ Ct44Þ: ð84Þ
If the angle is an integer multiple of p2, the ﬁber directions coincide
(up to the sign), and the original stiffness tetrad is recovered, albeit
with a different axis of transversal isotropy.
2.3.1. Comparison to other results
Similar to the proceeding in Section 2.2.1.1, the CLT-estimate is
given by averaging the plane-stress stiffnesses of the individual
layers. We found complete agreement, independent on the angle
/ and the volume fractions. The plane-stress elastic law is then gi-
ven by the matrix–vector product
r11
r22
r12
2
64
3
75 ¼ 1
8Ct11
Q11 Q12 Q13
Q22 Q23
sym Q33
2
64
3
75 
e11
e22
e12
2
64
3
75; ð85Þ
with
Q11 ¼ 3Ct211  3Ct212 þ 2Ct11Ct13  2Ct12Ct13  3Ct213 þ 3Ct11Ct33
þ 2Ct11Ct44  4ðCt211  Ct212 þ Ct213  Ct11Ct33Þ cos 2/þ ðCt211
 ðCt12  Ct13Þ
2 þ Ct11ðCt33  2Ct13  2Ct44ÞÞ cos 4/; ð86Þ
Q12 ¼ Ct211  Ct212  Ct13ð6Ct12 þ Ct13Þ þ Ct11ð6Ct13 þ Ct33  2Ct44Þ
þ ððCt12  Ct13Þ
2  Ct211 þ Ct11ð2Ct13  Ct33 þ 2Ct44ÞÞ
 cos 4/; ð87Þ
Q22 ¼ 3Ct211  3Ct212 þ 2Ct11Ct13  2Ct12Ct13  3Ct213 þ 3Ct11Ct33
þ 2Ct11Ct44 þ 4ðCt211  Ct212 þ Ct213  Ct11Ct33Þ cos 2/þ ðCt211
 ðCt12  Ct13Þ
2 þ Ct11ðCt33  2Ct13  2Ct44ÞÞ cos 4/; ð88Þ
Q33 ¼ 2½Ct211  ðCt12  Ct13Þ
2 þ Ct11ðCt33  2Ct13 þ 2Ct44Þ
þ ððCt12  Ct13Þ
2  Ct211 þ Ct11ð2Ct13  Ct33 þ 2Ct44ÞÞ
 cos 4/; ð89Þ
independent of the volume fractions and
Q13 ¼ 4DvðCt212  Ct211  Ct213 þ Ct11Ct33 þ ðCt211  ðCt12  Ct13Þ
2
þ Ct11ðCt33  2Ct13  2Ct44ÞÞ cos 2/Þ sin 2/; ð90Þ
Q23 ¼ 4DvðCt212  Ct211  Ct213 þ Ct11Ct33  ðCt211  ðCt12  Ct13Þ
2
þ Ct11ðCt33  2Ct13  2Ct44ÞÞ cos 2/Þ sin 2/; ð91Þ
where v are the volume fractions of the layers that are rotated by
/ around the e3-axis.
3. Arbitrary many layers
Subsequently, we encounter only double contractions among
fourth and second order tensors. For the sake of simplicity, we drop
the respective symbol  in the remainder.
In the two-layer case, there is only one interface, i.e. one can as-
sign all quantities from the two-layer case to the interface. In order
to extend the two-layer solution to the multi-layer solution, we
supplement all quantities by an interface index i and can apply
the two-layer solution to any two layers that are adjoint to the
same interface. For an m-layer composite, the indexing fulﬁlls
Xþi ¼ Xiþ1 modulo m; X 2 fV ; e;r;A;Cg: ð92Þ
Fig. 1. Two transversely isotropic layers with equal stiffness tetrads and volume
fractions.
584 R. Glüge, J. Kalisch / Composite Structures 111 (2014) 580–586
For an illustration of the indexing, see Fig. 2. The effective stiff-
ness of the multi-layer laminate is constructed by means of the
stiffness tetrads and concentration tensors (which themselves are
deﬁned in terms of stiffness tetrads, volume fractions and the
interface normal). Using these, we deﬁne A- and B-tensors
Ai :¼ Kþi ðKi Þ1; ð93Þ
Bi :¼ Ciþ1Ai Ci 1; ð94Þ
and ﬁnd the recurrence relations for the partial strains
eiþ1 ¼ eþi ð95Þ
¼ Kþi ei ð96Þ
¼ Kþi ðKi Þ1 ei ð97Þ
¼ Ai ei ; ð98Þ
and the partial stresses
riþ1 ¼ Ciþ1eiþ1 ð99Þ
¼ Ciþ1Ai ei ð100Þ
¼ Ciþ1Ai ðCi Þ1ri ð101Þ
¼ Bi ri : ð102Þ
The inverse of Ki exists in general. Otherwise we would have a
decoupling of the strains of adjoint layers, i.e., we would not con-
sider a proper laminate.
With the conventions A0 :¼ IS and B0 :¼ IS, any partial strain or
stress is easily rewritten as a function of only one partial strain or
stress (here: e1 or r1 , respectively)
eiþ1 ¼
Yi
k¼0
Ak
 !
e1 ; ð103Þ
riþ1 ¼
Yi
k¼0
Bi
 !
r1 : ð104Þ
where the product consists of double contractions. Thus, the effec-
tive strains and stresses are recast as a function of only e1 and r1 ,
respectively. The effective strains and stresses are given by
V :¼
Xm
i¼1
Vi ; ð105Þ
e :¼ 1
V
Xm
i¼1
Vi e

i ; ð106Þ
r :¼ 1
V
Xm
i¼1
Vi r

i : ð107Þ
Considering the -part of these deﬁnitions and using Eqs. (103) and
(104), the effective stresses are compactly rewritten as
e ¼ 1
V
E1 e

1 ; ð108Þ
r ¼ 1
V
S1r

1 : ð109Þ
where
E1 :¼
Xm
k¼1
Vk
Yk1
n¼0
An ; ð110Þ
S1 :¼
Xm
k¼1
Vk
Yk1
n¼0
Bn : ð111Þ
Finally, invoking Hooke’s law for the -phase of interface 1, we
ﬁnd
r ¼ 1
V
S1r

1 ð112Þ
¼ 1
V
S1C

1 e

1 ð113Þ
¼ S1C1 ðE1 Þ1e; ð114Þ
which renders the effective stiffness tetrad
C ¼ S1C1 ðE1 Þ1: ð115Þ
The explicit expression for C is quite lengthy when all interme-
diate quantities are inserted. However, it is easily calculated step
by step from the stiffness tetrads C1...m, volume fractions v1...m
and the interface normal n. Again, the Voigt and Reuss averaging
of the shear moduli of isotropic layers are recovered for shears par-
allel or perpendicular to the interfaces.
A Mathematica notebook that performs this task is provided in
the articles supplementary material. To obtain C, one could also
use the two-layer solution to summarize successively all layers
of a multi-layer. One may also feed the linear system for a1...m1 di-
rectly to a computer algebra system. However, for an algorithmic
implementation, the explicit expression (115) may prove useful.
For the sake of completeness, we also note that the same proce-
dure can be started from any interface other than 1, as well as
from the plus side of any interface.
It is noteworthy that an interchanging of two layers of a multi-
layer does not affect the effective stiffness. This is clear because of
the invariance of the effective stiffness of the two-layer solution
under interchanging the indices. Interchanging any two layers in
the multi-layer case can be regarded as a sequence of interchanges
of two adjoint layers.
The closure that comes through considering the periodic
arrangement does not affect the solution. Adding the jump
e1  em ¼ ðam  nÞS allows to sum up all strain jumps from e1 to
e1, which gives
Pm
i¼1ðai  nÞS ¼ O. This implies
Pm
i¼1an ¼ o, which
allows to remove one of the ai immediately. In terms of A- and
B-tensors, this closure corresponds to
Ym
k¼1
Ak ¼ IS; ð116Þ
Ym
k¼1
Bk ¼ IS: ð117Þ
4. Summary and outlook
Using the jump balances for the stresses and strains, Hooke’s
law for each layer and the assumption of homogeneity inside
each layer, we derived the effective elastic stiffness of a laminate
with m layers. An explicit expression for the elastic stiffness tetrad
is provided. For the two-layer case, two typical examples are
given, namely isotropic layers of different volume fractions and
Fig. 2. Indexing of the multi-layer.
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transversely isotropic layers of equal volume fractions and stiffness
tetrads but different orientations. The result passes different tests
of plausibility, most importantly, the compliance with the classical
laminate theory is given. It turns out that the classical laminate
theory provides identically the plane-stress part of the analytical
effective stiffness.
However, the analysis of the jump balances provides the full
effective stiffness tetrad in a straightforward manner, using the
volume fractions, the individual stiffness tetrads and the interface
orientation. No restrictions regarding the stress or strain state, the
symmetry class or the alignment of anisotropy axes are necessary.
Nevertheless, for the sake of scale separation, the approach is only
applicable when the individual layers are much thinner than the
overall laminate.
The given methodology allows to easily extract all partial stres-
ses for a given effective strain or stress. This is an important infor-
mation for an estimation of the laminate strength. It may also serve
for the modeling of the effective plastic behavior of laminates,
since one can check the ﬂow condition layer-wise. Further, since
the full effective stiffness is given, this analytical homogenization
result may serve for higher order estimates by sequential homog-
enization [1]. One could regard the effective stiffness of a double
layer laminate as an interface stiffness, and estimate effective
properties of a heterogeneous two-phase material by an interface
orientation average, in the sense of Richeton and Berbenni [19].
A somewhat similar proceeding has been presented by Idiart
[10], who superimposed laminates with different orientations at
different scales to obtain an explicit expression for the effective
strain potential of a two-phase composite, where also an interface
orientation distribution is used.
Appendix A. Supplementary data
Supplementary data associated with this article can be found,
in the online version, at http://dx.doi.org/10.1016/j.compstruct.
2014.01.027.
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In J. Kalisch und R. Glu¨ge (2015). Analytical homogenization of linear
elasticity based on the interface orientation distribution – a complement
to the self-consistent approach. In: Composite Structures 126, S. 398–416 wurde
ein analytischer Ansatz zur Approximation der elastischen Steifigkeit von Kompositen
vorgeschlagen. Dieser beruht auf der Reduktion der statistischen Eigenschaften des
Komposits auf die Grenzfla¨chenorientierungsverteilung. Der Ansatz erlaubt
• die analytische Abscha¨tzung der effektiven elastischen Steifigkeit
• einschließlich der morphologieinduzierten Anisotropie.
Weiterhin hat die vorgeschlagene Abscha¨tzung folgende Eigenschaften:
• Die Abscha¨tzung liegt fu¨r isotrope Materialien und beliebige Grenzfla¨chenori-
entierungsverteilungen innerhalb der Hashin-Shtrikman-Grenzen.
• Die Abscha¨tzung ist komplementa¨r zum selbstkonsistenten Ansatz.
Letztere Eigenschaft zeigt sich bei extremen Volumenfraktionen, bei welchen der
Grenzfla¨chenansatz und der selbstkonsistente Ansatz jeweils an die Hashin-Shtrikman-
Grenze mit dem gro¨ßeren und dem kleineren Anstieg anschmiegt. Dies ist eine
Konsequenz der kontra¨ren Annahmen u¨ber die Phasenverteilung in beiden Fa¨llen.
Die selbstkonsistenten Ansa¨tze gehen von einer Matrix-Einschluss-Struktur aus, der
Grenzfla¨chenansatz nimmt beide Phasen als gleichberechtigt an. Daher eignet sich
der Grenzfla¨chenansatz fu¨r Mikrostrukturen die
• reich an Grenzfla¨chen sind,
• eine Matrix-Einschluss-Struktur aufweisen, bei welcher die Matrixphase die
kleinere Volumenfraktion hat oder
• eine gleichartige Verteilung beider Phasen aufweisen (also sich durchdringende
Phasen).
Dies konnte anhand eines Vergleichs des Grenzfla¨chenansatzes zu RVE-Rechnungen
besta¨tigt werden.
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a b s t r a c t
We combine a laminate-based approach and an interface orientation average. For linear elasticity, we
obtain analytical expressions for the effective stiffness of mixtures of two isotropic phases with isotropic,
transversely isotropic, hexahedral and octahedral interface orientation distributions (IOD). The estimates
are in accordance with well-established analytical results such as the Hashin–Shtrikman bounds and
Hill’s ﬁndings for phases with equal shear moduli.
For isotropic and transversely isotropic IODs, this approach is compared to the Hashin–Shtrikman
bounds and the inclusion-based self-consistent approach. At extremal volume fractions, both approaches
coincide up to ﬁrst order with complementary and mixed Hashin–Shtrikman-bounds. Thus, our approach
provides an alternative to the self-consistent approach.
Moreover, the effective stiffness inherits any symmetry of the IOD. Therefore, it captures basic features
of the morphology-induced anisotropy.
For the hexahedral and octahedral IOD, the approach is compared to RVE simulations. To assess the
impact of morphological features beyond the IOD, we consider RVEs with different microstructures but
equal IOD. Comparing similar microstructures, the error attains a local minimum close to the point of
equal arrangement of phases. Further, we ﬁnd a reasonable agreement if the shear moduli are of the same
order of magnitude or if both phases percolate the material.
 2015 Elsevier Ltd. All rights reserved.
1. Introduction
Context. Determining the effective macro-scale constitutive
equations for microstructured materials is a challenge for both
engineers and material scientists and there is a persistent demand
for accurate and efﬁcient homogenization methods.
Many authors are concerned with accelerating the numerical
homogenization by the representative volume element (RVE)
method (e. g., [37]), which allows for the incorporation of more
complex microstructures or a macro–micro-coupling by the FE2
method [15]. In addition, analytical methods are developed and
reﬁned. While nonlinear micro-scale material laws and compli-
cated microstructures still require a (semi-) numerical approach,
quite efﬁcient methods have been developed for the linearly
elastic setting when only volume fractions are taken into
account, and for some idealized microstructures. A survey is
given by, e. g., [13].
However, the main issues of the analytical homogenization are
large strains, complex material behavior and complex morpholo-
gies, which render analytical estimates or even closed-form solu-
tions to the homogenization problem complex if not impossible.
First, the large strain setting and complex material behavior induce
a nonlinearity that hampers analytical approaches and, second,
complex microstructures induce local ﬂuctuations of the stress
and strain ﬁeld that are difﬁcult to account for. Analytical results
thus are available only for idealized structures like laminates
[16], ellipsoidal inclusions [14] or a unidirectional ﬁber alignment
[27] (see [36] for more examples), whereas real microstructures
are often more complex (e. g., [32]). From the results for idealized
microstructures, semi-empirical models like the Halpin–Tsai
model [22] have been developed.
However, we aim for an approach that is applicable to arbitrary
microstructures of piecewise homogeneous phase mixtures. This
approach is based on two observations:
 Most microstructures consist of piecewise homogeneous phase
mixtures. The morphology is then completely described by the
interface arrangement between the phases.
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 At the interface, the effective material behavior can be esti-
mated. For example, [21] gives an interface stiffness that
depends on the curvature. Also, the jump balances for stresses
and strains allow for a connection of the interface orientation
with the constitutive equations.
The second point is a considerable advantage over the descrip-
tion of the microstructure by n-point correlation functions. There
are only few higher-order bounds and estimates that include
higher-order correlation functions, e. g., [12,31,46,42], which are
also restricted to speciﬁc morphologies (e. g., perfectly disordered,
[31]). Thus, it may pay off to consider alternative microstructure
descriptors that are more easily connected to material properties.
For example, estimates that involve the jump balances have been
used already by [34,33,38,44]. The present approach consists of
an interface reference solution of a two-phase laminate depending
on the interface normal and an orientation average w. r. t. the
interface normal. The latter involves the concept of an interface
orientation distribution (IOD), hence the name of the approach. A
similar approach is employed by [40].
As a ﬁrst step, the methodology is examined for the effective
elastic material behavior. The most interesting features of this
approach become apparent already in the small strain and linearly
elastic setting, where competing theories are abundant. Our
approach is similar to the sequential/iterated homogenization
approach by [5,11,10,30,1,39,2,29], which takes advantage of the
simple homogenization of lamellar microstructures.
In the context of this work, the laminate stiffness is an auxiliary
quantity within the homogenization procedure, a tool by means of
which the stresses and strains in the vicinity of an interface are
approximated. Clearly, this corresponds to a violation of the scale
separation in the aforementioned interpretations. Therefore, the
IOD approach is necessarily an approximation. Nevertheless, it is
a step that goes beyond pure volume fractions, and it can be easily
applied to any two-phase microstructure with sharp interfaces. To
assess the quality of this approach, we compute estimates for dif-
ferent IODs and compare these to other analytical estimates and
numerical results.
 Comparison to other analytical estimates. In the IOD
approach, both phases are treated equally – in contrast to the
ellipsoidal-inclusion based self-consistent (SC) approach1 [8],
which implies that the phase with the smaller volume fraction
is the inclusion phase. Consequently, the IOD approach may serve
in case of more equitable microstructures than a matrix-inclusion
morphology. A thorough comparison to the SC approach shows in
fact that the IOD estimates are, within the Hashin–Shtrikman
bounds, opposite to the SC approach. In effect, we obtain esti-
mates that are suitable for microstructures in which both phases
percolate the material. These estimates thus complement the
well-known self-consistent estimates.
 Comparison to numerically obtained effective elasticities.
The reduction of the microstructure to the IOD involves a severe
loss of information of the microstructures morphology.
Speciﬁcally, the spatial arrangement of the interfaces in a repre-
sentative volume of the microstructure is lost. Thus, to quantify
this loss of information in terms of a deviation from the true
effective material law, we consider different microstructures
with equal IOD and volume fraction. For hexahedral microstruc-
tures, a reasonable agreement is found for equitable
microstructures.
Outline. We collect the ingredients for the IOD approach,
namely the effective stiffness of a two-layer laminate
(Section 1.1), the IOD itself (Section 1.2) and the orientation
averages (Section 1.3). Focussing on the morphological aspects,
we consider a mixture of two isotropic phases and apply the IOD
approach to isotropic (Section 2), transversely isotropic
(Section 3), and hexahedral IODs (Section 4). In Section 2 and
Section 3, the IOD approach is compared to well-established ana-
lytical estimates, while in Section 4, it is compared to RVE sim-
ulations with different microstructures. In Section 5, we highlight
the most important qualitative ﬁndings.
Notation. A direct notation is preferred. If the index notation is
required, we will make use of Einstein’s summation convention
with implicit summation over pairs of indices from 1 to 3.
Vectors are denoted as bold minuscules (like a), second-order ten-
sors as bold majuscules or bold Greek letters (like A; e;r), and
fourth-order tensors as double-stroke majuscules (like A).
Groups are denoted by italic letters, such as, e. g., SO3, the group
of proper rotations in three-dimensional space. The dyadic product
and single scalar contractions are denoted like
ða b cÞ   ðd eÞ ¼ ðb  dÞðc  eÞa, with  and  being the usual
scalar and dyadic product between vectors, respectively. The upper
index T denotes the transpose of a second-order tensor,
ða bÞT :¼ b a. Components are given w. r. t. orthonormal bases
feig. The symmetric parts of second and fourth order tensors are
denoted as
AS :¼ 12 ðAþ A
TÞ; ð1Þ
AS :¼ IS  A  IS; ð2Þ
IS :¼ 12 ðei  ej  ei  ej þ ei  ej  ej  eiÞ; ð3Þ
for second- and fourth-order tensors, respectively, where IS denotes
the identity on symmetric second-order tensors. Within this paper,
all relevant fourth-order tensors possess the left and right sub-
symmetry, i. e. Aijkl ¼ Ajikl ¼ Aijlk ¼ Ajilk. The inverse of such fourth-
order tensors satisﬁes A  A1 ¼ IS.
Two phases are distinguished by the upper index + or . The
interface orientation is denoted by n, pointing into the + phase.
In order to distinguish the various approaches to homogenization
– Voigt, Reuss, Aleksandrov, self-consistent, Hashin–Shtrikman,
Walpole -, we use lower capital indices V, R, A, SC, HS, and W
respectively. Moreover, the following abbreviations for the differ-
ence, the Voigt, Reuss, Aleksandrov and mixed mean of a generic
quantity Z come in handy,
DZ :¼ Zþ  Z; ð4Þ
ZV :¼ vþ Zþ þ v Z; ð5Þ
ZR :¼ vþ ðZþÞ1 þ v ðZÞ1
 1
; ð6Þ
ZA :¼ exp vþ ln Zþ þ v ln Z
 
; ð7Þ
ZM :¼ v Zþ þ vþ Z; ð8Þ
where the volume fractions v and vþ are constrained by
v þ vþ ¼ 1 and v P 0. Among these expressions, the following
relations hold for scalar quantities Z,
ZV  ZM ¼ Dv DZ; ð9Þ
ZV þ ZM ¼ Z þ Zþ; ð10Þ
ZR ZM ¼ Z Zþ; ð11Þ
ðZR þ ZV ÞZM ¼ 2Z Zþ þ v vþDZ2; ð12Þ
ðZR  ZV ÞZM ¼ v vþDZ2: ð13Þ
For quick reference, all variables and their ﬁrst appearance are col-
lected in the following list.
1 We shall use the term self-consistent only with reference to this approach.
Elsewhere, it is also used for homogenization approaches such as the Aleksandrov or
geometric mean, see Appendix E.
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a interface area per unit volume (Eq. (160))
a part of the jump of the strains at an interface (Eq.
(15))
A;B; E;H auxiliary quantities, combinations of K and G (Eqs.
(49)–(51), (101))
~BI;BI (non-) orthogonal basis for transversely isotropic
tetrads (Eqs. (181) and (186))
CI component of a transversely isotropic stiffness
tetrad w. r. t. BI . (Eq. (192))
Cr=s=t combinations of C1; . . . ;C5 (Eqs. (57)–(59))
C auxiliary quantity, effective stiffness of the two-
phase laminate (Eq. (20))
C stiffness tetrads of the phases + and  (Eq. (16))
CV=R=A effective stiffness tetrads according to the
elementary Voigt, Reuss, and Aleksandrov mean
(Eqs. (32)–(34)), where interface effects are not
taken into account
C xX effective stiffness tetrads, the upper index refers
to the IOD,
the lower index to the type of mean value (Eq.
(44))
d axis of transversal isotropy (Eq. (119))
f ðnÞ interface orientation distribution (IOD), assigns to
each interface normal n its fraction
of the total interface
F auxiliary quantity, orientation average of gðCðnÞÞ
supplemented by the IOD f ðnÞ (Eq. (213))
gðÞ generalized mean (Eq. (29)–(31))
G;K isotropic shear and compression moduli (Eq. (35))
k; l;m;n; p Hill moduli for transversely isotropic stiffness
tetrads (Eqs. (111)–(115))
n normal vector of the interface between the + and
 phase (Eq. (15))
Pa ath projector, the upper index refers to the
symmetry (Eq. (35))
R orthogonal tensor (Eq. (41))
v volume fraction (Eq. (5))
x characteristic length of microstructure (Eq. (160))
Z generic quantity (Eqs. (4)–(8))
Z auxiliary quantity (Eq. (21))
x=i=t=h=o indicates generic, isotropic, transversely isotropic,
hexahedral, or octahedral symmetry (or IOD)
X=V=R=A indicates generic, Voigt, Reuss, or Aleksandrov
mean
c;j non-dimensional combinations of A;B; E;G;K (Eqs.
(53) and (52))
dkðÞ Dirac distribution (Eq. (148))
d?ðÞ conﬁned Dirac distribution (Eq. (119))
D error (difference of IOD approach to RVE
simulation, Eq. (167)) or difference (Eq. (4))
e effective strain tensor of the two-phase laminate
(Eq. (17))
e strains in the laminate layers (Eq. (15))
/; h spherical coordinates (Eq. (120))
ka ath eigenvalue of a stiffness tetrad (Eq. (61))
q non-dimensional combination of C5 and Cr (Eq.
(60))
r effective stess tensor of the two-phase laminate
(Eq. (18))
r stresses in the laminate layers (Eq. (14))
X unit sphere in a three-dimensional space (Eq.
(23))
f parameter in the spectral decomposition of a
transversely isotropic tetrad (Eq. (194))
1.1. Effective stiffness of a two-layer laminate
The analytical effective stiffness of a two-layer laminate with
arbitrary layer stiffnesses is well-known and can be found, e. g.,
in [16] (Section 4.1), [4,36,7] (Eqs. (24) and (25)). It has been
generalized from Tartar’s approach [43] to the homogenization of
the thermal conductivity of two-phase laminates [36]. In [18], we
have reproduced this result for the multi-layer case with anisotro-
pic constituents. We recall the solution here in due brevity.
We obtain the solution by invoking the jump balances of stres-
ses and strains at an interface and by presuming homogeneous
stress and strain ﬁelds on either side. The latter assumption can
only be justiﬁed for very ﬁne laminates. Thus, the resulting stiff-
ness corresponds to that of a ﬁne two-phase laminate.
The jump balance for the Cauchy stresses r and the strains, e,
the elastic laws on both sides of the interface and the volume
averages of the stresses and the strains are given by
ðrþ  rÞ  n ¼ o; ð14Þ
eþ  e ¼ ða nÞS; ð15Þ
r ¼ C  e; ð16Þ
e :¼ vþ eþ þ v e; ð17Þ
r :¼ vþrþ þ vr; ð18Þ
respectively. Across an interface with orientation n, the displace-
ment ﬁeld u is in general only C0-continuous. Thus, its gradient
generally has a jump in direction of n which, by virtue of the
strain displacement relation e ¼ ður0ÞS, induces the jump
balance Eq. (15). The vector a is the jump of the directional deriva-
tive of u in direction of n. The jump balance for the stresses is
given by the principle of sections tþ þ t ¼ o where, according to
Cauchy’s theorem, t ¼ r  n and n ¼ nþ. This linear system
(Eqs. (14)–(18)) gives rise to the laminate stiffness tetrad C, which
satisﬁes
r ¼ C  e; ð19Þ
C :¼ CV  v vþDC  Z
With C positive deﬁnite, CV and CM (see Eqs. (5) and (8)) are posi-
tive deﬁnite, too, and so is n CM  n. The intermediate fourth-order
tensor Z possesses neither major symmetry nor subsymmetries.
However, we can impose the subsymmetries without loss of
generality, since on both sides of Z in Eq. (20), the double contrac-
tions involve the subsymmetric tensor DC. Upon imposing both
subsymmetries, Z! ZS, we ﬁnd that ZS also possesses the major
symmetry.
For the extremal cases corresponding in effect to a single phase
composite, i. e. Cþ ¼ C;vþ ¼ 0 or v ¼ 0, the laminate stiffness
equals that of the corresponding homogeneous medium. Also, scal-
ing n does not affect the result. In particular, the laminate stiffness
displays a head–tail symmetry,
CðnÞ ¼ CðnÞ; ð22Þ
Due to this symmetry, neither phase is a priori distinguished in the
IOD approach.
1.2. Interface orientation distributions
The set of all possible interface normals n is the unit sphere X
(surface of a ball) in a three-dimensional space. We introduce the
surface element dX of normalized integration such thatZ
X
dX ¼ 1: ð23Þ
The interface orientation distribution f (IOD) is non-negative and
normalized,
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f ðnÞ P 0; ð24ÞZ
X
f ðnÞdX ¼ 1: ð25Þ
1.3. Generalized mean
1.3.1. Properties
The IOD approach is given by a combination of the laminate
stiffness (Eqs. (20) and (21)) and the distribution of the interface
normal. Choosing v :¼ vþ as the independent volume fraction
(and then v ¼ 1 v), the laminate stiffness tetrad becomes a
function of n and v, while C and Cþ are considered as parameters
for the time being. The effective stiffness estimate is a functional
depending on the IOD f and the type of mean value, indicated by
the function g. It is deﬁned via
C½f ; gðvÞ :¼ g1
Z
X
f ðnÞgðCðv ;nÞÞdX
 
; ð26Þ
where g1 denotes the inverse function of g (not its reciprocal).
1.3.2. Homogeneity
A common feature of any homogenization approach discussed
hereafter is the homogeneity of the effective stiffness tetrad w. r.
t. the individual tetrads (which are otherwise considered as mere
parameters and thus suppressed in the list of arguments)
8a 2 R : CðaC;aCþÞ ¼ aCðC;CþÞ ð27Þ
This requirement is due to the fact that the estimate should not
depend on the physical units of C. It imposes a constraint on the
choice of g which is met by, e. g., gðxÞ ¼ xp for p 2 R and
gðxÞ ¼ ln x (thus in particular for the Voigt, Reuss and Aleksandrov
mean, see [3]).
1.3.3. Derivative
Interestingly, the derivative of the effective stiffness w. r. t. the
volume fraction v is at extremal volume fractions independent of g
(proven in Appendix D), and given by
dC½f ; g
dv

1
212
¼
Z
X
@C
@v

1
212
f ðnÞdX: ð28Þ
1.4. Voigt, Reuss, and Aleksandrov mean
Subsequently, we shall investigate the Voigt (V, arithmetic),
Reuss (R, harmonic) and Aleksandrov (A, geometric) mean in more
detail. These are deﬁned, respectively, via
gV ðxÞ :¼ x; ð29Þ
gRðxÞ :¼ x1; ð30Þ
gAðxÞ :¼ ln x: ð31Þ
Using these functions, we can deﬁne well-known elementary esti-
mates without considering the IOD
CV :¼ vC þ vþCþ; ð32Þ
CR :¼ v ðCÞ1 þ vþ ðCþÞ1
 1
; ð33Þ
CA :¼ exp v lnC þ vþ lnCþð Þ: ð34Þ
1.5. Isotropic phases
Since our focus is on the effect of the interface arrangement
(morphology of the microstructure) rather than on the anisotropy
of the phases, we consider two isotropic phases with stiffness tet-
rads C given in terms of the fourth-order isotropic projectors (see
Appendix B) and the compression and shear modulus
C ¼ 3KPi1 þ 2GPi2: ð35Þ
The essential parts of the laminate stiffness C (Eq. (20)) are thus
given by
CV ¼ 3KVPi1 þ 2GVPi2; ð36Þ
DC ¼ 3DKPi1 þ 2DGPi2; ð37Þ
ZS ¼ Z1 ðn I nÞS þ Z2n n n n; ð38Þ
Z1 :¼ ðGMÞ1; ð39Þ
Z2 :¼ KM þ 43 GM
 1
 ðGMÞ1: ð40Þ
This reference solution, which is fundamental to the following con-
siderations, is transversely isotropic w. r. t. the interface normal n.
1.5.1. Microstructural symmetries
For isotropic phases (see Eq. (35) or (41)), the only source of ani-
sotropy of the effective stiffness that remains is the IOD. Then the
rotational symmetries of the IOD, forming the symmetry group
G x#SO3, also apply to the effective stiffness (see Appendix C),
R 	C ¼ C 8R 2 SO3; ð41Þ
^f ðR xnÞ ¼ f ðnÞ 8R x 2 G x 8n 2 X; ð42Þ
)R x 	C ¼ C 8R x 2 G x: ð43Þ
By the latter, one can conclude that the IOD approach predicts
for any arrangement of isotropic phases with isotropic IOD an iso-
tropic effective stiffness. For example, this holds for any arrange-
ment of spherical inclusions, although their arrangement may be
anisotropic. Clearly, this indicates the approximate sense and the
loss of information due to the IOD approach. For brevity, we keep
the indices for any combination of IOD f x and type of mean gX , thus
C xX :¼ C½f x; gX : ð44Þ
The bar is used to distinguish these tetrads from the respective ele-
mentary mean values (Eqs. (32)–(34)).
1.5.2. A note on material directions
From the previous considerations, we can deduce that for iso-
tropic phases the effective stiffness tetrads are determined by the
tensors (see Eqs. (38))Z
X
f ðnÞn ndX; ð45Þ
Z
X
f ðnÞn n n ndX: ð46Þ
As a byproduct, we may identify material directions as eigenvectors
or eigentensors of this second- or fourth-order tensor, respectively.
However, these contain only a very small part of the information
that is condensed in the IOD.
1.5.3. Exact solution for equal shear moduli
We note that only for DG ¼ 0, thus G :¼ Gþ ¼ G ¼ GV ¼
GR ¼ GM , the resulting laminate stiffness tetrad is isotropic and
the IOD contribution to Voigt’s approach is purely volumetric
CH :¼ CjGþ¼G ¼ KV  v vþ
DK2
KM þ 43 G
 !
3Pi1 þ 2GPi2: ð47Þ
The stiffness tetrad has been given ﬁrst by [25]. He has shown that
it is the exact solution for any microstructure of isotropic phases
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with equal shear moduli.CH is isotropic, i. e. independent of n. From
Eq. (26) we conclude that for any type of mean value and any IOD
(thus any microstructure), CH is at the same time the effective stiff-
ness according to the IOD approach
G ¼ Gþ ) C xX ¼ CH: ð48Þ
Thus, the IOD approach provides the exact solution for this particu-
lar case.
1.5.4. Useful abbreviations
For the subsequent sections, the following moduli-like
abbreviations (capital Latin letters) come in handy,
AX :¼ KX þ 43 GX ; ð49Þ
BX :¼ KX  23 GX ; ð50Þ
EX :¼ KX þ 2GX ; ð51Þ
where X 2 fV ;R;A;Mg. In like vein, the respective individual
moduli and differences are deﬁned, e. g., E :¼ K þ 2G and
DE :¼ DK þ 2DG etc. Further, the following non-dimensional
abbreviations (minuscule Greek letters) will be used
jX :¼ DKAX ; ð52Þ
cX :¼
2DGEX
5AX GX
; ð53Þ
where X 2 fV ;R;A;Mg. W. r. t. the basis given in Appendix A (Eqs.
(186)–(190)), fC1; . . . ;C5g represent the components of the trans-
versely isotropic laminate stiffness tetrad (Eqs. (20), (35)–(40))
C1=2 ¼ 2GV=R; ð54Þ
C3=4 ¼ 12 AV  AR þ BV  v
 vþ 2DB
2
AM
 !
; ð55Þ
C5 ¼ 
ﬃﬃﬃ
2
p
BV  v vþ DADBAM
 
: ð56Þ
The following combinations of these will appear frequently
Cr :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
C23 þ C24
q
; ð57Þ
Cs :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
C25  C2r
q
; ð58Þ
Ct :¼ 13 ð2
ﬃﬃﬃ
2
p
C3  C4Þ; ð59Þ
q :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
C5 þ Cr
C5  Cr
s
: ð60Þ
The eigenvalues of C are given by
kt1=2 ¼ C1=2; ð61Þ
kt3=4 ¼ C5  Cr : ð62Þ
Since C is positive deﬁnite, we conclude that 0 6 Cr < C5, thus Cs is
real and q is positive.
1.6. Content of subsequent sections
Using the results of previous sections, we will evaluate the IOD
approach for the Voigt, Reuss and Aleksandrov mean and for iso-
tropic, transversely isotropic, and hexahedral IODs in Section 2–4.
For the isotropic and transversely isotropic IOD, isotropic and
transversely isotropic stiffnesses (similar to [23]) are obtained,
and we can compare the IOD approach to well-established
approaches, such as the self-consistent approach and the Hashin–
Shtrikman bounds. In particular, we consider the elastic moduli
and their derivatives w. r. t. the volume fraction at extremal vol-
ume fractions.
For the hexahedral IOD, we compare the predictions of the IOD
approach to numerical results from RVE simulations. In particular,
we consider the elastic moduli of different microstructures, many
of which have the same volume fractions and IOD. Thus, we deter-
mine for which types of microstructure (morphology) the IOD
approach is most suitable.
2. Comparison for isotropic IOD
Well-ordered materials. Subsequently, we consider well-
ordered materials (where Kþ > K and Gþ > G), because this
restriction is used in many theories that feature in the comparison.
However, the IOD approach itself is not restricted to well-ordered
materials.
2.1. Interface approach
2.1.1. Isotropic IOD
We consider the isotropic IOD (upper index i), which is simply
given by
f iðnÞ :¼ 1: ð63Þ
According to Eq. (43), the respective effective stiffness is isotropic.
2.1.2. Elastic moduli
2.1.2.1. Voigt mean. For the isotropic IOD, the shear and bulk mod-
uli of the Voigt mean of the laminate stiffness are given by
CiV ¼ 3KV Pi1 þ 2GV Pi2; ð64Þ
KV ¼ KV  v vþDKjM; ð65Þ
GV ¼ GV  v vþDGcM; ð66Þ
or, equivalently,
3KV ¼ C5  Ct; ð67Þ
2GV ¼ 15 ð2 ðC1 þ C2Þ þ C5 þ CtÞ ð68Þ
2.1.2.2. Reuss mean. For the isotropic IOD, the shear and bulk mod-
uli of the Reuss mean of the laminate stiffness are given by
CiR ¼ 3KRPi1 þ 2GRPi2; ð69Þ
KR ¼ v
GKAþ þ vþGþKþA
GVKM þ 4GþG=3
; ð70Þ
GR ¼ GV 1þ v vþ 2DG
2
5GGþ
vGK Eþ þ vþGþKþ E
vGKAþ þ vþGþKþA
 !1
; ð71Þ
or, equivalently,
3KR ¼ C
2
s
C5 þ Ct ; ð72Þ
2GR ¼ 5C1 C2 C
2
s
2 ðC1 þ C2ÞC2s þ C1 C2 ðC5  CtÞ
: ð73Þ
2.1.2.3. Aleksandrov mean. For the Aleksandrov mean, the expres-
sions for the shear and bulk moduli become quite lengthy.
Therefore, we only the give their compact form in terms of the
components of the laminate stiffness (see Eqs. (54)–(60)),
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CiA ¼ 3KAPi1 þ 2GAPi2; ð74Þ
3KA ¼ CsqCt=Cr ; ð75Þ
2GA ¼ ðC21 C22 CsÞ
1=5
qCt=ð5CrÞ: ð76Þ
2.1.3. Derivatives at extremal volume fractions
The remainder of this section is dedicated to calculating and
comparing the derivatives of effective quantities with respect to
the volume fractions at extremal volume fractions. For the IOD
approach, we have shown the derivatives to be independent of
the type of mean g (see Eqs. (29)–(31) and Appendix D). To deter-
mine the derivatives, the volume fractions are replaced by vþ ¼ v
and thus v ¼ 1 v . Note that at extremal volume fractions we
have for a generic quantity Z (see Eqs. (4)–(8))
ZV
1
2
 1
2
 
¼ ZR 12
1
2
 
¼ ZA 12
1
2
 
¼ Z; ð77Þ
ZM
1
2
 1
2
 
¼ Z; ð78Þ
dZV
dv ¼ DZ; ð79Þ
d
dv v ð1 vÞZðvÞð Þ1212 ¼ Z
1
2
 1
2
 
; ð80Þ
These relations simplify the calculation considerably. Evaluating the
derivatives at v ¼ 0 and v ¼ 1 provides
dKX
dv

1
212
¼ DK 1 j ; ð81Þ
dGX
dv

1
212
¼ DG 1 c ; ð82Þ
where X 2 fV ;R;Ag.
2.2. Inclusion-based self-consistent approach
2.2.1. Elastic moduli
For two isotropic phases, the effective shear and bulk moduli
KSC and GSC of the self-consistent approach result from solving
(see [20])
ðKSC  KþÞðKSC  KÞ ¼ KSC þ 43 GSC
 
ðKSC  KVÞ; ð83Þ
2 ðKSC þ 2GSCÞ ðGSC  GþÞ ðGSC  GÞ ¼ KSC þ 43 GSC
 

 ðGSC  GVÞ5GSC: ð84Þ
These equations have an explicit solution for KSC and GSC, which
involves the root of a fourth-order polynomial. However, we can
determine the derivatives without reference to this root.
2.2.2. Derivatives at extremal volume fractions
Upon differentiating Eqs. (83) and (84) w. r. t. v, we use
KSC
1
2
 1
2
 
¼ KV 12
1
2
 
¼ K; ð85Þ
GSC
1
2
 1
2
 
¼ GV 12
1
2
 
¼ G; ð86Þ
and Eq. (79). This provides the decoupled linear system
 DK dKSC
dv

1
212
¼ K þ 4
3
G
 
dKSC
dv

1
212
 DK
 !
; ð87Þ
 2DGEdGSC
dv

1
212
¼ K þ 4
3
G
 
dGSC
dv

1
212
 DG
 !
5G; ð88Þ
which is easily solved for the slopes
dKSC
dv

1
212
¼ DK 1 jð Þ1; ð89Þ
dGSC
dv

1
212
¼ DG 1 cð Þ1: ð90Þ
2.3. Hashin–Shtrikman bounds
2.3.1. Elastic moduli
If our knowledge of the microstructure is restricted to the vol-
ume fractions, the Hashin–Shtrikman bounds (HSBs) are the nar-
rowest possible bounds [20] and given by
KHS ¼ K  vDK 1 vj
 1
; ð91Þ
¼ KV  v vþDK j

1 vj ; ð92Þ
GHS ¼ G  vDG 1 v c
 1
; ð93Þ
¼ GV  v vþDG c

1 v c : ð94Þ
2.3.2. Derivatives at extremal volume fractions
These derivatives can be calculated directly
dKþHS
dv

1
212
¼ DK ð1 jþÞ1; ð95Þ
dKHS
dv

1
212
¼ DK ð1þ jÞ1; ð96Þ
dGþHS
dv

1
212
¼ DG ð1 cþÞ1; ð97Þ
dGHS
dv

1
212
¼ DG ð1þ cÞ1: ð98Þ
2.4. Walpole bounds
2.4.1. Elastic moduli
The bounds suggested by [45] are given by
KW :¼ KV  v vþDK2 KM þ
4
3
G
 1
; ð99Þ
GW :¼ GV  v vþDG2 GM þ H
 1
; ð100Þ
H :¼ 3
2
1
G
þ 10
9K þ 8G
 1
¼ G
 ð9K þ 8GÞ
6E
; ð101Þ
thus
G þ H ¼ 5G
A
2E
¼ DG
c
: ð102Þ
In fact, upon replacing G ! GM and H ! HM , these bounds coin-
cide with the IOD approach for the Voigt mean, i. e. KV and GV
(see Eqs. (65) and (66)).
2.4.2. Derivatives at extremal volume fractions
The derivatives are easily calculated. Rearranging these by
means of the previous abbreviations, we ﬁnd
dKþW
dv

1
212
¼ DK ð1 jþÞ1; ð103Þ
dKW
dv

1
212
¼ DK ð1þ jÞ1; ð104Þ
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dGþW
dv

1
212
¼ DG ð1 cþÞ1; ð105Þ
dGW
dv

1
212
¼ DG ð1þ cÞ1; ð106Þ
all of which coincide with the slopes of the Hashin–Shtrikman
bounds.
2.5. Summary
The previous results (Eqs. (81), (82), (89), (90), (95) to (98))
imply
dKX
dv

0
¼ dK
þ
HS
dv

0
dKSC
dv

1
¼ dK
þ
HS
dv

1
; ð107Þ
dKSC
dv

0
¼ dK

HS
dv

0
dKX
dv

1
¼ dK

HS
dv

1
; ð108Þ
and likewise
dGSC
dv

0
¼ dG

HS
dv

0
dGX
dv

1
¼ dG

HS
dv

1
; ð109Þ
dGX
dv

0
¼ dG
þ
HS
dv

0
dGSC
dv

1
¼ dG
þ
HS
dv

1
; ð110Þ
i. e. the elastic moduli, as predicted by the IOD and SC approach,
coincide with mixed and complementary pairs of the HSBs at extre-
mal volume fractions, see Fig. 1. The IOD approach tends to the stee-
per of the Hashin–Shtrikman bounds at extremal volume fractions
(Eq. (81) and 82), opposite to the self-consistent scheme (Eqs.
(89) and (90)).
3. Comparison for transversely isotropic IOD
Again, theories for well-ordered materials are used for compari-
son. Also note that for v ¼ 0 and v ¼ 1, the composite becomes a
single phase material. Since either phase is assumed isotropic (in
this paper), these limits are isotropic, too.
According to [26], this implies universal relations among the
ﬁve components, reducing the number of independent compo-
nents to three. Consequently, we restrict our considerations to
Hill’s modulim; k; p and skip the remaining moduli l;n. For the pure
- isotropic - phases, Hill’s moduli are related to shear and bulk
modulus via
k ¼ K þ 1
3
G; ð111Þ
l ¼ K  2
3
G; ð112Þ
m ¼ G; ð113Þ
n ¼ K þ 4
3
G; ð114Þ
p ¼ G: ð115Þ
We give preference to the symbols m; k;p subsequently in order to
reduce the number of different symbols in the equations.
Hill’s parameters.With d ¼ e3 being the axis of transversal iso-
tropy, Hill’s parametersm, k; p are related to the components of the
transversely isotropic effective stiffness via
m ¼ 1
2
C1; ð116Þ
k ¼ 1
2
ðC4 þ C5Þ; ð117Þ
p ¼ 1
2
C2: ð118Þ
3.1. Interface approach
3.1.1. Transversely isotropic IOD
We consider a transversely isotropic IOD (upper index t)
f tðnÞ :¼ d?ðn;dÞ; ð119Þ
where d? denotes the Dirac distribution conﬁned to the equatorial
plane perpendicular to d, the axis of transversal isotropy. Given a
generic function h, the distribution d? acts as followsZ
X
d?ðn; e3ÞhðnÞdX ¼ 12p
Z 2p
0
hðcos/e1 þ sin/e2Þd/: ð120Þ
3.1.2. Elastic moduli
3.1.2.1. Voigt mean. The elastic moduli are given by
mV ¼ mV  v vþ Dm
2
mM
kM þ 2mM
2 ðkM þmMÞ ; ð121Þ
kV ¼ kV  v vþ Dk
2
kM þmM ; ð122Þ
pV ¼ 12 ðpR þ pV Þ: ð123Þ
3.1.2.2. Reuss and Aleksandrov mean. The expressions become quite
lengthy but details of the calculations are given in Appendix B.
0.2 0.4 0.6 0.8 1.0
2
4
6
8
10
0.2 0.4 0.6 0.8 1.0
0.5
1.0
1.5
2.0
Fig. 1. Effective compression moduli K (top) and bulk moduli G (bottom) over vþ
for different estimates, with the phase moduli satisfying
Gþ=G ¼ Kþ=K ¼ 10;K ¼ 5G and normalized to K ¼ 1. The HS bounds are
depicted as solid lines, the self-consistent approach is depicted as dotted line, the
Voigt (arithmetic), Aleksandrov (geometric) and Reuss (harmonic) isotropic
orientation-averages are drawn as dashed lines, where KV P KA P KR and
GV P GA P GR hold. For the bulk moduli, the approximation
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
GRGV
p
has been
added (dashed-dotted), which is close to the Aleksandrov mean, but much simpler
to calculate.
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3.1.3. Derivatives at extremal volume fractions
Again, the derivatives at extremal volume fractions are the
same for Voigt, Reuss and Aleksandrov mean. Thus, we can use
the comparatively simple formulae for the Voigt mean to obtain
the derivatives. Thus, for X 2 fV ;R;Ag we ﬁnd
dmX
dv

1
212
¼ 2m
mþ þ k ðm þmþÞ
2m ðk þmÞ Dm; ð124Þ
dkX
dv

1
212
¼ k
 þm
k þm Dk; ð125Þ
dpX
dv

1
212
¼ p
 þ pþ
2p
Dp: ð126Þ
3.2. Self-consistent approach
The self-consistent approach for long ﬁber–matrix composites
is summarized in Section 7.1.2 of [13].
3.2.1. Elastic moduli
The elastic modulus mSC is given implicitly,
v k
k þmSC þ
vþ kþ
kþ þmSC
¼ 2 v
mþ
mþ mSC þ
vþm
m mSC
 
: ð127Þ
Next, knowing mSC; kSC is determined from
1
kSC þmSC ¼
v
k þmSC þ
vþ
kþ þmSC
; ð128Þ
and pSC is the positive root of
v
pSC  pþ
þ v
þ
pSC  p
¼ 1
2pSC
: ð129Þ
3.2.2. Derivatives at extremal volume fractions
As for the isotropic case, upon differentiating we obtain linear
equations in the derivatives. Using
mSC
1
2
 1
2
 
¼ m; ð130Þ
kSC
1
2
 1
2
 
¼ k; ð131Þ
pSC
1
2
 1
2
 
¼ p; ð132Þ
we ﬁnd
dmSC
dv

1
212
¼ 2m
 ðk þmÞ
2mmþ þ k ðm þmþÞ Dm; ð133Þ
dkSC
dv

1
212
¼ k
 þm
kþ þm Dk; ð134Þ
dpSC
dv

1
212
¼ 2p

p þ pþ Dp ð135Þ
3.3. Hashin–Shtrikman bounds
For the long-ﬁber microstructure, the second-order bounds for
Hill’s moduli m; k, and p are summarized in [24] (Eqs. 4.25–4.28,
5.12, 5.13) and [13] (Section 6.4.1).
3.3.1. Elastic moduli
The elastic moduli are given by
mHS ¼ m þ
v
ðm mÞ1 þ v kþ2m
2m ðkþmÞ
; ð136Þ
kHS ¼ k þ
v
ðk  kÞ1 þ v ðk þmÞ1
; ð137Þ
pHS ¼ p þ
v
ðp  pÞ1 þ v ð2pÞ1
; ð138Þ
where
mHS
1
2
 1
2
 
¼ mþHS
1
2
 1
2
 
¼ m; ð139Þ
kHS
1
2
 1
2
 
¼ kþHS
1
2
 1
2
 
¼ k; ð140Þ
pHS
1
2
 1
2
 
¼ pþHS
1
2
 1
2
 
¼ p: ð141Þ
3.3.2. Derivatives at extremal volume fractions
The twelve derivatives of the six Hashin–Shtrikman bounds for
m, k, and p correspond to the six derivatives of the self-consistent
estimate and the six derivatives of the IOD approach, again in a
complementary fashion. Thus, the same discussion as for the iso-
tropic interface distribution applies.
dkHS
dv

1
212
¼ k
 þm
kþ þm
 1
Dk; ð142Þ
dkþHS
dv

1
212
¼ k
 þmþ
kþ þmþ
 1
Dk; ð143Þ
dmHS
dv

1
212
¼ 2m
 ðk þmÞ
2mmþ þ k ðm þmþÞ
 1
Dm; ð144Þ
dmþHS
dv

1
212
¼ 2m
mþ þ kþ ðm þmþÞ
2mþ ðkþ þmþÞ
 !1
Dm; ð145Þ
dpHS
dv

1
212
¼ 2p

p þ pþ
 1
Dp; ð146Þ
dpþHS
dv

1
212
¼ p
 þ pþ
2pþ
 1
Dp: ð147Þ
3.4. Summary
The very same conclusions as in the isotropic case apply. Hill’s
moduli as predicted by the IOD and SC estimate, approach comple-
mentary and mixed Hashin–Shtrikman bounds at extremal volume
fractions. Again, the IOD approach coincides always with the
bound that has the steeper slope. The effective moduli are plotted
for an example material combination in Fig. 2.
4. Comparison for hexahedral and octahedral IODs
In this chapter we compare the predictions by the IOD approach
to numerical results obtained from RVE simulations. To assess the
signiﬁcance of the IOD for the effective stiffness and the quality of
the IOD approach, we have designed different microstructures, all
of which exhibit cubic symmetry and the hexahedral IOD.
4.1. Interface approach
4.1.1. Hexahedral IOD
The aforementioned microstructures correspond to an IOD with
cubic symmetry which in turn relates to the six faces of a regular
hexahedron or cube (upper index h) with normals fnhi g and is
therefore called hexahedral IOD,
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f hðnÞ :¼ 1
6
X6
i¼1
dk n;nhi
 
; ð148Þ
where dkðn;n0Þ is a distribution centered at n0 which acts as follows
on a generic function h,Z
X
dkðn;n0ÞhðnÞdX ¼ hðn0Þ: ð149Þ
According to Eq. (43), both IODs yield effective stiffness tetrads with
cubic symmetry. These are conveniently described by three eigen-
values fkhX;ag and projectors fPhag given in full detail in Appendix B,
ChX ¼
X3
a¼1
khX;aP
h
a: ð150Þ
4.1.2. Elastic moduli
4.1.2.1. Voigt mean. Recalling the abbreviations introduced in (54)–
(60), the elastic moduli for f h are given by
khV ;1 ¼ C5  Ct ; ð151Þ
khV ;2 ¼
1
2
C1 þ C5 þ Ctð Þ; ð152Þ
khV ;3 ¼
1
3
ðC1 þ 2C2Þ: ð153Þ
4.1.2.2. Reuss mean. The elastic moduli for f h are given by
khR;1 ¼
C2s
C5 þ Ct ; ð154Þ
khR;2 ¼
2C1 C
2
s
C1 ðC5  CtÞ þ C2s
; ð155Þ
khR;3 ¼
3C1 C2
2C1 þ C2 : ð156Þ
4.1.2.3. Aleksandrov mean. The elastic moduli for f h are given by
khA;1 ¼ CsqCt=Cr ; ð157Þ
khA;2 ¼ ðC1 CsÞ1=2qCt=ð2CrÞ; ð158Þ
khA;3 ¼ C1 C22
 1=3
: ð159Þ
The details of the calculation are given in Appendix B.
4.2. RVE simulations
Averaging the results of full ﬁeld simulations of the loaded
microstructure [48] provides a versatile tool to assess the quality
of the estimate. Since we consider different microstructures with
equal cubic IOD, our microstructure as well as the external loading
is well represented by a single cubical unit cell and periodic bound-
ary conditions.
4.2.1. Hexahedral microstructures
In accordance with the IOD described above, we consider the
following hexahedral microstructures, where a and v denote the
interface area (per unit volume) and the volume fraction in terms
of a parameter x describing the microstructure.
4.2.1.1. Cubic inclusions (CI). The RVE consists of a cube (material
‘’) within which another cube (material ‘+’) is centered (see
Fig. 3). This is a matrix-inclusion microstructure. While increasing
the edge length x of the inner cube, we also increase the volume
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Fig. 2. Effective Hill moduli k (top),m (middle) and p (bottom) over vþ for different
estimates, with the phase moduli satisfying Gþ=G ¼ Kþ=K ¼ 10, K ¼ 5G and
normalized to K ¼ 1. The HS bounds are depicted as solid lines, the self-consistent
approach is depicted as dotted line, the Voigt (arithmetic), Aleksandrov (geometric)
and Reuss (harmonic) transversely isotropic orientation-averages are drawn as
dashed lines, where fk;m;pgV P fk;m; pgA P fk;m; pgR hold.
Fig. 3. Cubic inclusion in a cubic RVE.
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fraction v. We also consider the inverse arrangement, since, accord-
ing to the IOD approach, the effective stiffness should be the same
for either arrangement provided the volume fraction is the same.
aCI ¼ 6x2 for x 2 ½0;1½ ð160Þ
vþCI ¼ x3 for x 2 ½0;1 ð161Þ
vCI ¼ 1 x3 for x 2 ½0;1 ð162Þ
Here, the upper indices + and  denote the inclusion phase.
4.2.1.2. Mutually penetrating lattices (MPL). The RVE consists of a
cube, with one material (+) located at its edges and vertices,
the other () ﬁlling the remaining inner part of the cube (see
Fig. 4). By extending this microstructure periodically in all direc-
tions, it becomes apparent that it consists of two mutually pene-
trating lattices. Here, x denotes the lattice thickness of the +
material. This is not a matrix-inclusion microstructure, but rather
an equitable one.
aMPL ¼ 12x ð1 xÞ for x 2 ½0;1 ð163Þ
vMPL ¼ x2 ð3 2xÞ for x 2 ½0;1 ð164Þ
4.2.1.3. Alternating cubic inclusions (ACI). Placing a cube with edge
length 0 6 x 6 1 on each of the six face centers of the unit cell
(with edge length 2) deﬁnes the alternating cubic inclusion
microstructure (see Fig. 5). This arrangement allows to consider
volume fractions 0 6 v 6 12. To consider 12 6 v 6 1, we swap the
±-assignment. In general, this is a matrix-inclusion microstructure,
however, for v ¼ 12, it is similar to the MPL in that it is an equitable
arrangement of phases.
aACI ¼
9
2 x
2 if 0 6 x < 1
9
2 ð2 xÞ2 if 1 6 x 6 2
8<
: ð165Þ
vACI ¼
1
2 x
3 if 0 6 x < 1
1 12 ð2 xÞ3 if 1 6 x 6 2:
8<
: ð166Þ
4.2.2. Details of the RVE implementation
The simulations have been carried out using the ﬁnite element
system Abaqus. Upon generating a single cubical unit cell, we have
applied an average strain by periodic boundary conditions, and
then have extracted the average stresses. Details of the imple-
mentation can be found in [19,17]. We have used a regular mesh-
ing, with 403 hexahedral elements with quadratic shape functions
(element type C3D20 in Abaqus), resulting in approximately
800,000 degrees of freedom in the ﬁnite element model. The
microstructures’ interfaces are easily accounted for by a regular,
microstructure-conformal meshing.
Since the effective stiffness tetrad is cubic, and the orientation
of the axes of anisotropy is known a priori, the three independent
eigenvalues can be determined in two tests with very small strains,
e. g., an elongation test in direction of e1 with conﬁned lateral
straining, extracting r11 and r22ð¼ r33Þ, and a shear test with the
shear direction e1 and the shear plane normal e2, extracting r12.
The tests can actually be carried out superimposed in only one sim-
ulation, due to the fact that their stress–strain responses are
decoupled.
4.2.3. Deﬁnition of the error
In order to quantify the deviation of the IOD approach from the
reference stiffness (provided by the RVE), we maximize the relative
error in terms of the Cauchy stress over the domain of all strains
DX :¼max
e
rX  rRVEk k
rRVEk k ; ð167Þ
where X 2 fV ;R;Ag. As shown in Appendix F, for the microstruc-
tures considered here this deﬁnition is equivalent to
DX ¼max
a
jkha;X  kha;RVEj
kha;RVE
: ð168Þ
Since we consider different mean values (Voigt, Reuss,
Aleksandrov), there are in fact three different errors for any
microstructure. However, we have found their qualitative behavior
to be very similar.
4.3. Comparison
4.3.1. Survey of numerical results
First, let us give an impression of the effect of morphology.
There are four microstructures with the same – hexahedral –
IOD, namely the two variants of CI and the ACI and MPL. We ﬁnd
that, given the same parameters, the same volume fraction and
Fig. 4. Mutually penetrating lattices with one lattice thickness being 1/4 (left), 1/2 (center), and 3/4 (right) of the RVE size.
Fig. 5. Alternating cubic inclusions with the inclusion thickness being 1/3 of the
RVE size.
J. Kalisch, R. Glüge / Composite Structures 126 (2015) 398–416 407
the same IOD, the minimum and maximum eigenvalues are always
attained by the ACI and at least one variant of the CI microstruc-
tures, while the MPL is usually in between. This holds for all of
the qualitatively different parameter sets involved in Fig. 6.
4.3.2. Effect of the parameters
Knowing that the IOD approach is correct for any microstruc-
ture of isotropic phases with equal shear moduli (see Section 1.5
and Eq. (47)), we have investigated various combinations of shear
moduli with G – Gþ. For the sake of simplicity, we consider the
special case of equal bulk moduli, K ¼ Kþ, ﬁrst. Then, the error
depends on the ratio Gþ=G. Depending on the microstructure,
we ﬁnd a reasonable agreement (DK0:1) with the IOD approach
for 1=4KGþ=GK4. Considering a ﬁxed ratio Gþ ¼ 4G, the effect
of varying the common K on any type of error (V ;R;A which are
collected in columns of ﬁgures) is quantitatively insigniﬁcant
(compare curves within one and the same diagram) and depends
qualitatively on the type of microstructure (compare diagrams in
the same row in Fig. 7). Thus, for K – Kþ, the error is still com-
parable to that for the case K ¼ K.
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Fig. 6. The effect of morphology: The three eigenvalues of the effective stiffness tetrad for different hexahedral microstructures (same IOD): MPL (dot-dashed), CI (dotted,
dashed), ACI (continuous) and elementary mean values (gray), IOD (black). Qualitatively different sets of parameters (from top to bottom):
ð3K;2G;3Kþ;2GþÞ 2 fð0:1;1;0:1;10Þ; ð1;1;1;10Þ; ð10;1;10;10Þ; ð1;10;10;1Þ; ð1;1;10;10Þg.
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4.3.3. Effect of the morphology
In terms of morphology, there are two fundamentally different
classes of microstructures, namely the matrix-inclusion
microstructures and those microstructures in which the phases
are arranged in a more equitable manner. The matrix-inclusion
microstructures include both variants of CIs and the ACI for
v – 12. The equitable microstructures are represented by the MPL,
and the ACI for v ¼ 12.
For a phase contrast of factor 2 in G and of factor 10 in K, we
have found that the error is least for the MPL structure (well below
8%). Further, for the equitable microstructures (MPL, ACI at
v ¼ 1=2) we have found a local minimum of the error D close to
v ¼ 12, i. e. close to that volume fraction, where the arrangement
of phases is symmetric and thus most equitable. Since the IOD
approach does not distinguish any phase a priori - recall the
head–tail symmetry of the stiffness tetrad (Eq. (22)), – this mini-
mum is in accordance with our expectations.
For the equitable microstructures, the point v ¼ 12 also maxi-
mizes the interface area a (per unit volume), and we could be
tempted to attribute the local minimum of error to this fact, stating
that in this case much of the material is close to some interface.
However, comparing MPL and ACI for v ¼ 12, we ﬁnd
DACI > DMPL; ð169Þ
aACI > aMPL; ð170Þ
which contradicts this conjecture. However, in the ACI microstruc-
ture, the domains of the same phase are in contact only by the edges
of the cubes. The edges form a set of measure zero in terms of area,
i. e. the ACI is equitable but still close to a matrix inclusion
microstructure – unlike the MPL.
In contrast, the error for the CI microstructure has no local mini-
mum. The maximum is drawn to one side of the diagram (see Fig. 7
middle columns). This is due to the fact that small cubical inclu-
sions are badly represented by the IOD approach, while large cubi-
cal inclusions result in a microstructure similar to three orthogonal
laminates, which complies well with the presumptions of the IOD
approach.
4.3.4. Conclusion
Combining the concepts underlying the IOD approach and the
numerical results of RVE simulations, we expect that the IOD
approach gives reasonable predictions whenever.
1. the microstructure is close to a single phase
2. the shear moduli are of the same magnitude
K± = K.
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Fig. 7. The effect of varying the common K ¼ Kþ ¼ K for Gþ ¼ 4G (and 2G ¼ 1) on the error: error for different 3K 2 f0:1;1;10g (dashed, dot-dashed, dotted) w. r. t. the
Voigt-IOD approach (top), Reuss-IOD approach (middle), Aleksandrov-IOD approach (bottom) and different microstructures (MPL - left, two CIs - center, ACI - right).
Fig. 8. (Truncated) octahedral inclusion with a distance of opposite vertices of the octahedron being 3/4 (left), 3/2 (center), 9/4 (right) of the RVE size.
J. Kalisch, R. Glüge / Composite Structures 126 (2015) 398–416 409
3. both phases form the microstructure in an equitable manner –
in contrast to matrix-inclusion microstructures.
4.3.5. Further validation by means of octahedral inclusions
In order to validate our conjectures, we have designed an addi-
tional type of microstructure which combines all previously dis-
cussed types.
The respective RVE consists of a cube (material ‘’) within
which an octahedral inclusion (material ‘+’) is centered (see
Fig. 8(a)). Upon increasing the size of the inclusion, the tips of
the octahedron penetrate the cube’s faces. We proceed with cut-
ting these tips, which yields a microstructure that resembles the
MPL to some extent, however now consisting of truncated octahe-
dra (see Fig. 8(b)). Upon further enlarging the inclusion, we ﬁnd a
microstructure similar to the initial one–but with swapped phases
and one eighth of an octahedron located at each vertex of the cube
(see Fig. 8(c)). Thus, there is transition from a matrix-inclusion
microstructure (at v ¼ 16) to an equitable arrangement of phases
(with a substantial contact zone) and then back to a matrix-inclu-
sion microstructure at v ¼ 56
 
.
The respective octahedral IOD f o is given by
f oðnÞ :¼ 1
8
X8
i¼1
dkðn;noi Þ; ð171Þ
where fnoi g denote the normals of the octahedral faces. Again, the
IOD yields an effective stiffness tetrad with cubic symmetry, and
we refer to the same projectors, Poa ¼ Pha, and to Appendix B for
details of the calculation. Interestingly, for all mean values certain
eigenvalues coincide with those from the hexahedral IOD.
4.3.5.1. Voigt mean. The elastic moduli for f o are given by
koV ;1 ¼ khV ;1; ð172Þ
koV ;2 ¼ khV ;3; ð173Þ
koV ;3 ¼
1
9
4C1 þ 2C2 þ 3 ðC5 þ CtÞð Þ: ð174Þ
4.3.5.2. Reuss mean. The elastic moduli for f o are given by
koR;1 ¼ khR;1; ð175Þ
koR;2 ¼ khR;3; ð176Þ
koR;3 ¼
9C1 C2 C
2
s
ð2C1 þ 4C2ÞC2s þ 3C1 C2 ðC5  CtÞ
: ð177Þ
4.3.5.3. Aleksandrov mean. The elastic moduli for f o are given by
koA;1 ¼ khA;1; ð178Þ
koA;2 ¼ khA;3; ð179Þ
koA;3 ¼ C41 C22 C3s
 1=9
qCt=ð3CrÞ: ð180Þ
Though quantitatively the error of the octahedral inclusions, by and
large, exceeds that of the MPL, we ﬁnd the same qualitative behav-
ior, i. e. a reasonable agreement for shear moduli of the same mag-
nitude and a local minimum of the error close to the most equitable
microstructure at v ¼ 12, see Fig. 9.
5. Summary, discussion, and outlook
5.1. Summary
We have used the well-known effective stiffness for an inﬁ-
nitely ﬁne two-layer composite as a reference solution for averag-
ing over (a) an isotropic, (b) a transversely isotropic, and (c)
hexahedral interface orientation distribution (IOD). In either case,
isotropic constituents have been assumed. The results are explicit
relations for (a) the effective bulk and shear modulus in the isotro-
pic and (b) effective Hill’s moduli in the transversely isotropic case,
as well as for the three eigenvalues in (c).
For (a) and (b), a comparison to the existing self-consistent esti-
mate shows the opposite behavior. Both approximations tend to
opposing Hashin–Shtrikman bounds when extremal volume frac-
tions are considered.
For (c), the emphasis has been on the comparison of different
microstructures with the same IOD (and volume fraction). Since
the IOD approach provides the same predictions for these
microstructures, the comparison to RVE simulations allows us to
determine its range of applicability. In doing so, we ﬁnd a signiﬁ-
cant reduction in the error (difference between IOD approach
and RVE simulations), whenever the microstructure is close to an
equitable one. We also ﬁnd, that the IOD approach provides rea-
sonable estimates whenever the shear moduli are of the same
magnitude.
5.2. Discussion
The matrix inclusion-based self-consistent approach relies on
the ellipsoidal inclusion solution by Eshelby [8]. The notion of
self-consistency is due to the assumption that the elastic moduli
of the aggregate remain equal, to the ﬁrst order, to those of the sur-
rounding effective medium, when the perturbation between the
embedded element and the effective medium is minimized [13].
As a result, the curves KSCðvÞ and GSCðvÞ exhibit the smallest pos-
sible absolute slope at the extremal volume fractions. Thus, the
stiffening or softening effect of the smaller volume fraction is
underestimated for extremal volume fractions. This behavior is
well-known, see, e. g., [20,13].
The IOD approach behaves conversely to the self-consistent
approach. For extremal volume fractions, the elastic moduli take
the largest possible absolute slope, i. e. they approach the HSB with
the larger absolute slope. We have shown this result to be indepen-
dent of the particular mean value. Thus, the IOD approach over-
estimates the stiffening or softening effect of the smaller volume
fraction.
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Fig. 9. The effect of varying the common K ¼ Kþ ¼ K for Gþ ¼ 4G on the error for the octahedral inclusion microstructure: Error for different 3K 2 f0:1;1;10g (dashed, dot-
dashed, dotted) w. r. t. the Voigt-IOD approach (left), Reuss-IOD approach (center), Aleksandrov-IOD approach (right). Similar to ACI and MPL, there is always a local
minimum of the error close to v ¼ 12.
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Apparently, the SC and IOD approach encompass converse
assumptions regarding the microstructure. The SC approach
necessarily considers the phase with the smaller volume fraction
as the inclusion phase. Consequently, the phase with the larger vol-
ume fraction percolates through the material and carries the load-
ing, and therefore controls the change of stiffness when the volume
fractions change. Therefore, a change of the volume fraction has
the lowest possible effect at extremal volume fractions. In the
IOD approach, both phases are treated equal. The latter implies
that both phases percolate the material. Therefore the stiffer mate-
rial carries the loading. Consequently, replacing one material by
the other has the largest possible effect at extremal volume
fractions.
We can decide which of the two approaches suits better
by considering the microstructure’s morphology. For example,
in closed-cell foams, or for polycrystals with a precipitation
phase at the grain boundaries, the smaller phase is not the
matrix phase, but percolates through the material (see
Fig. 10). Thus, we would rather use the IOD approach in such
a case. Other potential applications are microstructures with-
out matrix inclusion structure, i. e. structures in which both
phases percolate through the sample. For example, an irregu-
lar long ﬁber reinforcement, or an amorphous polymer mix-
ture come close to such a structure. Consequently, we may
consider the IOD approach as a reasonable complement to
the SC approach for those microstructures where the latter
fails to give appropriate predictions. This ﬁnding is supported
by further evidence from the RVE simulations. Designing
sequences of different anisotropic microstructures with equal
IOD, we ﬁnd that within a sequence of similar microstruc-
tures, the difference between the IOD approach and RVE
results attains a local minimum close to those volume fraction
which corresponds to the most equitable microstructure. This
is also in accordance with the head–tail symmetry of the
laminate stiffness which in turn arises from the equitable
treatment of both phases. Comparing different microstructures
with the same volume fraction and IOD also provides an esti-
mate of the inﬂuence of morphological characteristics beyond
volume fractions and IOD.
In addition, as the IOD approach includes Hill’s special case of
equal shear moduli, the error of the IOD approach is generally
acceptable whenever the shear moduli are of the same
magnitude.
Other potential applications of the approach are materials with
ﬁne-scaled microstructures, for which the interface properties are
more important than the bulk properties [41].
Most importantly, the IOD approach includes the morphology-
induced anisotropy in an approximate sense, while the (possibly
numerical) evaluation of the weighted orientation integral remains
relatively simple.
5.3. Outlook
The interface orientation distribution provides only a ﬁrst
approximation to the morphology of the microstructure. Future
work on more sophisticated approaches should address the follow-
ing problems:
 Consider an RVE with a matrix material and some non-overlap-
ping inclusions. For any other non-overlapping conﬁguration of
these inclusions, the IOD approach predicts the same effective
stiffness.
 For equal volume fractions, v ¼ vþ ¼ 12, switching the phases in
the microstructure does not affect the predictions by the IOD
approach, but most certainly the results of the respective RVE
simulations.
 Similar to the cubic microstructures that have been considered
here, isotropic distributions of ﬁbers or platelets both exhibit
isotropic IOD but different effective elasticities [22,47].
 The orientation averaging of a reference solution could be
extended to other problems, e. g., closed-cell foams.
Apart from the cubic microstructures considered in this work,
we can construct other microstructures with equal IOD but other-
wise different morphology. For either microstructure the effective
stiffness as determined from RVE simulations will fall within the
Hashin–Shtrikman bounds, as does the prediction by the IOD
approach.
Yet, since two-phase microstructures are completely deter-
mined by the interface alignment, it may be possible to improve
upon the present results by virtue of additional geometrical infor-
mation of the microstructure morphology, e. g., a distribution of
the two principal curvatures of the interface.
The key problem is to connect the geometrical information to
material laws. We would need, for example, higher-order jump
balances. Higher-order estimates might be constructed using the
work on the stiffness of curved interfaces [21].
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Appendix A. Transversely isotropic tetrads
A.1. Base tensors
Any fourth-order transversely isotropic tensor Ct with major
and left and right minor symmetries can be written in terms of
the following basis
Fig. 10. Examples for matrix-inclusion microstructures with a stiffer matrix phase that has a lower volume fraction and for an interface-rich microstructure. Left: an open-cell
foam [9]. Center: micrograph of a hypereutectic steel with perlite grains and cementite surrounding [6]. Right: an amorphous polymer structure with no speciﬁc matrix-
inclusion assignment of the phases. Courtesy of Frans Holthuysen [28].
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~B1 :¼ I I; ð181Þ
~B2 :¼ IS; ð182Þ
~B3 :¼ ðn I nÞS; ð183Þ
~B4 :¼ n n Iþ I n n; ð184Þ
~B5 :¼ n n n n: ð185Þ
However, for the subsequent calculations, the following choice pro-
vides a more suitable base,
B1 :¼ ~B2  2 ~B3  12 ð
~B1  ~B4  ~B5Þ; ð186Þ
B2 :¼ 2 ð~B3  ~B5Þ; ð187Þ
B3 :¼ 1ﬃﬃﬃ
2
p ð2 ~B5  ~B4Þ; ð188Þ
B4 :¼ 12 ð
~B1  ~B4  ~B5Þ; ð189Þ
B5 :¼ 12 ð
~B1  ~B4 þ 3 ~B5Þ: ð190Þ
This base is orthogonal and normalized to length
ﬃﬃﬃ
2
p
, thus the com-
ponents fC1; . . . ; C5g of Ct are easily obtained
BI    BJ ¼ 2dIJ ; ð191Þ
CI ¼ 12 C
t    BI: ð192Þ
A.2. Eigenvalues and projectors
Depending on the circumstances, we need to know the tetrad in
terms of components fC1; . . . ;C5g and base tensors fB1; . . . ;B5g or
eigenvalues fkt1; . . . ; kt4g and projectors fPt1; . . . ;Pt4g
Ct ¼
X5
I¼1
CIBI ð193Þ
¼
X4
a¼1
ktaP
t
aðfÞ: ð194Þ
The four (different) eigenvalues of Ct are related to its ﬁve compo-
nents via
kt1=2 ¼ C1=2; ð195Þ
kt3=4 ¼ C5  Cr ; ð196Þ
Cr :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
C3ð Þ2 þ C4ð Þ2
q
: ð197Þ
The relation between the four projectors and ﬁve base tensors
involves the parameter f as the ﬁfth degree of freedom in the pro-
jector decomposition
Pt1=2 :¼ B1=2; ð198Þ
Pt3=4 :¼
1
2
B5  ðcos fB3 þ sin fB4Þð Þ ð199Þ
¼ 1
2
B5  1Cr ðC3B3 þ C4B4Þ
 
; ð200Þ
cos f ¼ C3
Cr
; ð201Þ
sin f ¼ C4
Cr
: ð202Þ
For the sake of completeness, we note that
IS ¼
X4
a¼1
Pta ð203Þ
¼ B1 þB2 þB5: ð204Þ
A.3. Functions
Applying a function g to a tetrad C
C ¼
X
a
kaPa; ð205Þ
is deﬁned in terms of the eigenvalues and projectors of C,
gðCÞ :¼
X
a
gðkaÞPa: ð206Þ
For a transversely isotropic tetrad, the function is rewritten in terms
of components and base tensors by virtue of Eqs. (195)–(202)
gðCtðnÞÞ ¼
X4
a¼1
gðktaÞPtaðf;nÞ ð207Þ
¼
X5
I¼1
gtIðC1; . . . ;C5ÞBIðnÞ ð208Þ
where the auxiliary functions fgt1; . . . ; gt5g are deﬁned via
gt1=2 :¼ gðC1=2Þ; ð209Þ
gt3=4 :¼
gðC5 þ CrÞ  gðC5  CrÞ
2
C3=4
Cr
; ð210Þ
gt5 :¼
gðC5 þ CrÞ þ gðC5  CrÞ
2
: ð211Þ
Appendix B. Computing the effective stiffness tetrad
For the examples considered here, the effective stiffness tetrads
can be computed analytically. To start with, we recall the deﬁnition
of the effective stiffness tetrad
C½f ; g :¼ g1
Z
X
f ðnÞgðCðnÞÞdX
 
: ð212Þ
For a microstructure consisting of two isotropic phases, the lami-
nate stiffness is transversely isotropic, C ¼ Ct . Thus, in order to
compute gðCÞ, we can make use of Eq. (208). In the next step, we
perform the integration
F½f ; g :¼
Z
X
f ðnÞgðCtðnÞÞdX ð213Þ
¼
Z
X
f ðnÞ
X5
I¼1
gtIðC1; . . . ;C5ÞBIðnÞdX ð214Þ
¼
X5
I¼1
gtI ðC1; . . . ;C5ÞFI½f ; ð215Þ
FI½f  :¼
Z
X
f ðnÞBIðnÞdX: ð216Þ
In Appendix C, we prove that FI½f  inherits the rotational symme-
tries of f (see Eq. (261)). W. r. t. the aforementioned base, the com-
ponents of the laminate stiffness are given by
C1=2 ¼ 2GV=R; ð217Þ
C3=4 ¼ 12 AV  AR þ BV  v
 vþ 2DB
2
AM
 !
; ð218Þ
C5 ¼ 
ﬃﬃﬃ
2
p
BV  v vþ DADBAM
 
: ð219Þ
The auxiliary tetrads fF1; . . . ;F5g inherit the rotational symmetries
of f. This is due to the rotational symmetries of f and the fact that
the base tensorsBIðnÞ are isotropic tensor functions in n. For a proof
see Appendix C, Eq. (261). For the isotropic, hexahedral and
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octahedral IOD, all auxiliary tetrads can be given in terms of isotro-
pic and cubic projectors, respectively,
FI½f i=h=o ¼
X2=3=3
a¼1
Fi=h=oIa P
i=h=o
a ; ð220Þ
while for the transversely isotropic IOD (with d as axis of transver-
sal isotropy), they are given in terms of the transversely isotropic
base tensors
FI½f t  ¼
X5
J¼1
FtIJBJðdÞ: ð221Þ
Combining these decompositions with Eq. (215), we ﬁnd
F½f i=h=o; g ¼
X5
I¼1
gtI ðC1; . . . ;C5ÞFI½f i=h=o ð222Þ
¼
X5
I¼1
gtI ðC1; . . . ;C5Þ
X2=3=3
a¼1
Fi=h=oIa P
i=h=o
a ð223Þ
¼
X2=3=3
a¼1
Fi=h=oa P
i=h=o
a ; ð224Þ
Fi=h=oa :¼
X5
I¼1
gtIðC1; . . . ;C5ÞFi=h=oIa ; ð225Þ
F½f t ; g ¼
X5
I¼1
gtI ðC1; . . . ;C5ÞFI½f t  ð226Þ
¼
X5
I¼1
gtI ðC1; . . . ;C5Þ
X5
J¼1
FtIJBJðdÞ ð227Þ
¼
X5
J¼1
FtJ BJðdÞ; ð228Þ
FtJ :¼
X5
I¼1
gtIðC1; . . . ;C5ÞFtIJ: ð229Þ
The ﬁnal step in either case consists of applying the inverse function
to F
C½f ; g ¼ g1 F½f ; gð Þ: ð230Þ
For the isotropic and hexahedral IODs we recall the deﬁnition of a
function of a tetrad (Eq. (206)) and obtain
C½f i=h=o; g ¼ g1 F½f i=h=o; g
 
ð231Þ
¼ g1
X2=3=3
a¼1
Fi=h=oa P
i=h=o
a
 !
ð232Þ
¼
X2=3=3
a¼1
g1 Fi=h=oa
 
Pi=h=oa ; ð233Þ
while for the transversely isotropic IOD, we employ Eq. (208) once
more, however substituting g ! g1
C½f t; g ¼ g1 F½f t ; g
 
ð234Þ
¼
X5
I¼1
g1
 t
IðFt1; . . . ; Ft5ÞBIðdÞ: ð235Þ
For the sake of completeness, we provide the F-matrices ﬁrst used
in Eq. (220) and (221)
Fi ¼
0 25
0 25
 2
ﬃﬃ
2
p
3
2
ﬃﬃ
2
p
15
1
3  115
1 15
0
BBBBBBBB@
1
CCCCCCCCA
; Fh ¼
0 12
1
3
0 0 23
 2
ﬃﬃ
2
p
3
ﬃﬃ
2
p
3 0
1
3  16 0
1 12 0
0
BBBBBBBB@
1
CCCCCCCCA
;
Fo ¼
0 13
4
9
0 23
2
9
 2
ﬃﬃ
2
p
3 0
2
ﬃﬃ
2
p
9
1
3 0  19
1 0 13
0
BBBBBBBB@
1
CCCCCCCCA
; ð236Þ
Ft ¼
1
8
1
2
1
2
ﬃﬃ
2
p  18 38
1
2
1
2 0 0 0
1
2
ﬃﬃ
2
p 0 12  12 ﬃﬃ2p  12 ﬃﬃ2p
 18 0  12 ﬃﬃ2p  38 18
3
8 0  12 ﬃﬃ2p 18 58
0
BBBBBBBBB@
1
CCCCCCCCCA
: ð237Þ
To determine these matrices, we need the isotropic and cubic
projectors,
Pi1 :¼
1
3
I I; ð238Þ
Pi2 :¼ IS 
1
3
I I; ð239Þ
and
Ph=o1 :¼
1
3
I I; ð240Þ
Ph=o2 :¼
X3
i¼1
ei  ei  ei  ei  13 I I; ð241Þ
Ph=o3 :¼ IS 
X3
i¼1
ei  ei  ei  ei; ð242Þ
respectively, and the following elementary integralsZ
X
n ndX ¼ 1
3
I; ð243ÞZ
X
n n n ndX ¼ 1
15
ðI Iþ 2ISÞ; ð244ÞZ
X
d?ðn;dÞn ndX ¼ 12 ðI d dÞ; ð245ÞZ
X
d?ðn;dÞn n n ndX
¼ 1
8
I Iþ 2IS þ 3d d d dð
 4 ðd I dÞS þ d d Iþ I d dÞ
 
: ð246Þ
The latter are determined easily by parametrizing n with spherical
coordinates,
nðh;/Þ ¼ sin h cos/e1 þ sin h sin/e2 þ cos he3; ð247Þ
ðh;/Þ 2 ½0;p 
 ½0;2p½; ð248Þ
with the element dX of normalized integration
dX ¼ 1
4p sin hdhd/ ð249Þ
such that for any function hZ
X
hðnÞdX ¼ 1
4p
Z 2p
0
Z p
0
hðnðh;/ÞÞ sin hdhd/: ð250Þ
J. Kalisch, R. Glüge / Composite Structures 126 (2015) 398–416 413
Appendix C. Inheritance of symmetries
Subsequently we give the proof for the implication Eq. (43). To
begin with, we note that CðnÞ for isotropic phases (Eqs. (35)–(41))
and gðCÞ and g1ðFÞ in general are isotropic tensor functions in
their respective argument, i. e.
CðR  nÞ ¼ R 	CðnÞ 8R 2 SO3; ð251Þ
gðR 	CÞ ¼ R 	 gðCÞ 8R 2 SO3; ð252Þ
g1ðR 	FÞ ¼ R 	 g1ðFÞ 8R 2 SO3; ð253Þ
where SO3 is the group of proper orthogonal second-order tensors
and 	 denotes the Rayleigh product,
R 	C :¼ Cijkl ðR  eiÞ  ðR  ejÞ  ðR  ekÞ  ðR  elÞ: ð254Þ
For the latter two functions this is an immediate consequence of
their deﬁnition in terms of eigenvalues and projectors which we
have used extensively in Appendix B. By virtue of Eqs. (251) and
(252) and the symmetry of the IOD R x (recall Eq. (42)), we ﬁnd
R x 	F ¼ R x 	
Z
X
gðCðnÞÞ f ðnÞdX ð255Þ
¼
Z
X
R x 	 gðCðnÞÞ f ðnÞdX ð256Þ
¼
Z
X
gðR x 	CðnÞÞ f ðnÞdX ð257Þ
¼
Z
X
gðCðR x  nÞÞ f ðnÞdX ð258Þ
¼
Z
X
gðCðR x  nÞÞ f ðR x  nÞdX ð259Þ
¼
Z
X
gðCðnÞÞ f ðnÞdX ð260Þ
¼ F; ð261Þ
where, from Eq. (259) to (260), we have made use of the invariance
of the domain of integration under arbitrary rotations. Using Eq.
(261), the remainder of the proof becomes straightforward,
R x 	C ¼ R x 	 g1ðFÞ  ð262Þ
¼ g1ðR x 	FÞ ð263Þ
¼ g1ðFÞ ð264Þ
¼ C: ð265Þ
Appendix D. Derivative of the generalized mean at extremal
volume fractions
We seek to prove Eq. (28). Again, we use vþ ¼ v and v ¼ 1 v .
For convenience, we rewrite the essential parts of C,
DC ¼ Cþ C; ð266Þ
CV ðvÞ ¼ C þ vDC; ð267Þ
CMðvÞ ¼ Cþ  vDC; ð268Þ
ZSðv;nÞ ¼ ðn ðn CMðvÞ  nÞ1  nÞS; ð269Þ
Cðv;nÞ ¼ CV ðvÞ  v ð1 vÞDC  ZSðv ;nÞ  DC: ð270Þ
Thus
C
1
2
 1
2
;n
 
¼ C: ð271Þ
and
@C
@v

1
212
¼ DC DC  ZS 12
1
2
;n
 
 DC: ð272Þ
Next, we consider the orientation average of a generic function g
of C
FðvÞ :¼
Z
X
gðCðv;nÞÞ f ðnÞdX: ð273Þ
At extremal volume fractions, this average and its derivative w. r. t.
the volume fraction are given by
F
1
2
 1
2
 
¼
Z
X
g C
1
2
 1
2
;n
  
f ðnÞdX ð274Þ
¼
Z
X
gðCÞ f ðnÞdX ð275Þ
¼ gðCÞ; ð276Þ
and
dF
dv

1
212
¼ d
dv
Z
X
gðCðv;nÞÞ f ðnÞdX

1
212
ð277Þ
¼
Z
X
@gðCðv ;nÞÞ
@v

1
212
f ðnÞdX ð278Þ
¼
Z
X
dgðCÞ
dC

C
   @Cðv ;nÞ
@v

1
212
f ðnÞdX ð279Þ
¼ dgðCÞ
dC

C
   
Z
X
@Cðv;nÞ
@v

1
212
f ðnÞdX; ð280Þ
respectively. Recalling the deﬁnition of the generalized mean of C,
CðvÞ :¼ g1
Z
X
gðCðv ;nÞÞ f ðnÞdX
 
ð281Þ
¼ g1 FðvÞð Þ ð282Þ
we further deduce
dC
dv

1
212
¼dg
1ðFÞ
dF

Fð1212Þ
   dF
dv

1
212
ð283Þ
¼dg
1ðFÞ
dF

gðCÞ
    dgðCÞ
dC

C
   
Z
X
@C
@v

1
212
f ðnÞdX
 !
ð284Þ
¼ dg
1ðFÞ
dF

gðCÞ
   dgðCÞ
dC

C
 !
   
Z
X
@C
@v

1
212
f ðnÞdX ð285Þ
¼
Z
X
@C
@v

1
212
f ðnÞdX ð286Þ
In the last step we have made use of the multidimensional general-
ization of dydx
dx
dy ¼ 1. The ﬁnal expression is independent of g which
concludes the proof.
Appendix E. Consistency of the geometric mean
The geometric mean has been suggested ﬁrst by [3], but actu-
ally used by [35]. It is distinguished in that it preserves the relation
of stiffness and compliance, S ¼ C1, along the process of
homogenization
SA½f  :¼ exp
Z
X
f ðnÞ lnSðnÞdX
 
ð287Þ
¼ exp
Z
X
f ðnÞ lnC1ðnÞdX
 
ð288Þ
¼ exp 
Z
X
f ðnÞ lnCðnÞdX
 
ð289Þ
¼ exp
Z
X
f ðnÞ lnCðnÞdX
  1
ð290Þ
¼ CA½f ð Þ1 ð291Þ
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In that sense it can be considered as self-consistent, and the result is
known to lie between the Voigt and Reuss estimate. The latter are
associated with the extremal assumption of homogeneous strains
(and non-equilibrated stresses) and homogeneous stresses (and
incompatible strains), respectively.
Appendix F. Equivalence of different errors
To begin with, we maximize the relative error in terms of the
Cauchy stress over the domain of all strains
DX :¼max
e
rX  rRVEk k
rRVEk k ; ð292Þ
where X 2 fV ;R;Ag. Upon introducing
rX ¼ CX  e; ð293Þ
rRVE ¼ CRVE  e ð294Þ
and expanding the Euclidean norm, we obtain
DX ¼ max
e e¼1
e   ðCX CRVEÞ2  e
e   CRVE
 2  e
 !1=2
: ð295Þ
The restriction to e  e ¼ 1 is justiﬁed by the homogeneity of degree
zero of the – therefore relative – error in the norm of e.
In our examples, all stiffness tetrads can be represented in
terms of the same projectors. Using this representation,
CX ¼
XA
a¼1
ka;XPa; ð296Þ
CRVE ¼
XA
a¼1
ka;RVEPa; ð297Þ
we ﬁnd numerator and denominator to be linear combinations of
non-negative expressions
e  Pa  e P 0; ð298Þ
the sum of which is
1 ¼ e  e ð299Þ
¼ e  IS  e ð300Þ
¼ e  
XA
a¼1
Pa  e ð301Þ
¼
XA
a¼1
e  Pa  e: ð302Þ
The non-negative expressions can be substituted by squares of real
expressions ea
e2a ¼ e  Pa  e ð303Þ
Then, the problem is reduced to maximizing a function on the unit-
sphere in the A-dimensional space of feag.
In both numerator and denominator, the coefﬁcients of the lin-
ear combination are non-negative and positive, respectively,
kh=oa;X  kh=oa;RVE
 2
P 0 ð304Þ
kh=oa;RVE
 2
> 0 ð305Þ
Let us restate the problem with less indices
D2 ¼ maxP
a
e2a¼1
P
ae2a naP
ae2a da
; ð306Þ
na :¼ kh=oa;X  kh=oa;RVE
 2
P 0; ð307Þ
da :¼ kh=oa;RVE
 2
> 0: ð308Þ
This expression is maximized for any pure strain state with compo-
nents f0; . . . ; ea	 ; 0; . . . ;0g, where
na	
da	
¼ max
a
na
da
: ð309Þ
There can be more than one a	 maximizing this expression. In this
case, any (normalized) linear combination of the respective strains
maximizes D, but the actual value of the maximum is the same as
for any of the pure maximizing states, thus
D2 ¼max
a
na
da
; ð310Þ
and ﬁnally
DX ¼max
a
kh=oa;X  kh=oa;RVE
 
kh=oa;RVE
: ð311Þ
References
[1] Agoras M, Ponte-Castañeda P. Homogenization estimates for multi-scale
nonlinear composites. Eur J Mech A/Solids 2011;30(6):828–43.
[2] Agoras M, Ponte-Castañeda P. Multi-scale homogenization-based modeling of
semi-crystalline polymers. Philos Mag 2012;92(8):925–58.
[3] Aleksandrov KS, Aisenberg L. Method of calculating physical constants of
polycrystalline metals. Sov Phys Dokl 1966;11(3):323–5.
[4] Allaire G. Shape optimization by the homogenization method. Applied
mathematical sciences, vol. 146. Springer; 2002.
[5] Braides A, Lukkassen D. Reiterated homogenization of integral functionals.
Math Models Methods Appl Sci 2000;10(1):47–71.
[6] Callister W, Rethwisch D. Materialwissenschaften und Werkstofftechnik.
Wiley-VCH Verlag; 2012.
[7] Cherkaev A. Approaches to nonconvex variational problems of mechanics. In:
Ponte-Castañeda P, Telega J, Gambin B, editors. Nonlinear homogenization and
its applications to composites. Polycrystals and smart materials, NATO science
series II: mathematics, physics and chemistry, vol. 170. Springer; 2005. p.
65–105.
[8] Christensen R. A critical evaluation for a class of micro-mechanics models. J
Mech Phys Solids 1990;38(3):379–404.
[9] Dannemann K, Lankford JJ. High strain rate compression of closed-cell
aluminium foams. Mater Sci Eng A 2000;293(1-2):157–64.
[10] deBotton G. Transversely isotropic sequentially laminated composites in ﬁnite
elasticity. J Mech Phys Solids 2005;53(6):1334–61.
[11] deBotton G, Hariton I. High-rank nonlinear sequentially laminated composites
and their possible tendency towards isotropic behavior. J Mech Phys Solids
2002;50:2577–95.
[12] Dederichs P, Zeller R. Variational treatment of the elastic constants of
disordered materials. Z Phys 1973;259:103–16.
[13] Dvorak G. Micromechanics of composite materials. Springer; 2013.
[14] Eshelby J. The determination of the elastic ﬁeld of an ellipsoidal inclusion, and
related problems. Proc R Soc London Ser A: Math Phys Eng Sci 1957;241:
376–96.
[15] Feyel F, Chaboche J-L. FE2 multiscale approach for modelling the
elastoviscoplastic behaviour of long ﬁbre SiC/Ti composite materials.
Comput Methods Appl Mech Eng 2000;183:309–30.
[16] Francfort G, Murat F. Homogenization and optimal bounds in linear elasticity.
Arch Ration Mech Anal 1986;94(4):307–34.
[17] Glüge R. Generalized boundary conditions on representative volume elements
and their use in determining the effective material properties. Comput Mater
Sci 2013;79:408–16.
[18] Glüge R, Kalisch J. The effective stiffness and stress concentrations of a multi-
layer laminate. Compos Struct 2014;111(0):580–6.
[19] Glüge R, Weber M, Bertram A. Comparison of spherical and cubical statistical
volume elements with respect to convergence, anisotropy, and localization
behavior. Comput Mater Sci 2012;63:91–104.
[20] Gross D, Seelig T. Fracture mechanics with an introduction to micromechanics.
2nd ed. Springer; 2011.
[21] Gurtin M, Murdoch I. Surface stress in solids. Int J Solids Struct 1978;14(6):
431–40.
[22] Halpin J, Kardos J. Halpin-Tsai equations: a review. Polym Eng Sci 1976;16(5):
344–52.
[23] Harrison I, deBotton G. The nearly isotropic behaviour of high-rank nonlinear
sequentially laminated composites. Proc R Soc London Ser A: Math Phys Eng
Sci 2003;459(2029):157–74.
[24] Hashin Z. On elastic behaviour of ﬁbre reinforced materials of arbitrary
transverse phase geometry. J Mech Phys Solids 1965;13(3):119–34.
[25] Hill R. Elastic properties of reinforced solids: some theoretical principles. J
Mech Phys Solids 1963;11(5):357–72.
J. Kalisch, R. Glüge / Composite Structures 126 (2015) 398–416 415
[26] Hill R. Theory of mechanical properties of ﬁbre-strengthened materials: I.
Elastic behaviour. J Mech Phys Solids 1964;12(4):199–212.
[27] Hill R. Theory of mechanical properties of ﬁbre-strengthened materials: III.
Self-consistent model. J Mech Phys Solids 1965;13(4):189–98.
[28] Holthuysen F. Zebra’s eye, The 46th international conference on electron, ion
and photon beam technology and nanofabrication: bizarre/beautiful
micrograph contest; 2002.
[29] Idiart M, Ponte-Castañeda P. Estimates for two-phase nonlinear conductors via
iterated homogenization. Proc R Soc London Ser A: Math Phys Eng Sci
2013;469(2153):1583–604.
[30] Idiart MI. Modeling the macroscopic behavior of two-phase nonlinear
composites by inﬁnite-rank laminates. J Mech Phys Solids 2008;56(8):
2599–617.
[31] Kröner E. Bounds for the effective elastic moduli of disordered materials. J
Mech Phys Solids 1977;25:137–55.
[32] Lapeyronnie P, Le Grognec P, Binétruy C, Boussu F. Homogenization of the
elastic behavior of a layer-to-layer angle-interlock composite. Compos Struct
2011;93(11):2795–807.
[33] Lee B, Argon A, Parks D, Ahzi S, Bartczak Z. Simulation of large strain plastic
deformation and texture evolution in high density polyethylene. Polymer
1993;34(17):3555–75.
[34] Lee B, Parks D, Ahzi S. Micromechanical modeling of large plastic deformation
and texture evolution in semi-crystalline polymers. J Mech Phys Solids
1993;41(10):1651–87.
[35] Matthies S, Humbert M. On the principle of a geometric mean of even-rank
symmetric tensors for textured polycrystals. J Appl Crystal 1995;28(3):
254–66.
[36] Milton G. The theory of composites. Cambridge University Press; 2002.
[37] Orlik J. Asymptotic homogenization algorithm for reinforced metal-matrix
elasto-plastic composites. Compos Struct 2010;92(7):1581–90.
[38] Ortiz M, Repetto E, Stainier L. A theory of subgrain dislocation structures. J
Mech Phys Solids 2000;48(10):2077–114.
[39] Ponte-Castañeda P. Bounds for nonlinear composites via iterated
homogenization. J Mech Phys Solids 2012;60:1583–604.
[40] Richeton T, Berbenni S. From bicrystals to spherical inclusions: a superposition
method to derive analytical expressions of stress ﬁelds in presence of plastic
strain gradients. Int J Solids Struct 2014;51(3–4):794–807.
[41] Shen L, Li J. Homogenization of a ﬁbre/sphere with an inhomogeneous
interphase for the effective elastic moduli of composites. Proc R Soc London
Ser A: Math Phys Eng Sci 2005;461(2057):1475–504.
[42] Talbot D. Bounds which incorporate morphological information for a nonlinear
composite dielectric. Proc R Soc London Ser A: Math Phys Eng Sci
1999;455(1990):3617–28.
[43] Tartar L. Estimations ﬁnes des coefﬁcients homogénéisés. In: Krée P, editor.
Ennio di Giorgi Colloquium: Papers presented at a colloquium held at the H.
Poincaré institute in Nov. 1983. Pitman Publishing Ltd; 1985. p. 168–87.
[44] van Dommelen J, Parks D, Boyce M, Brekelmans W, Baaijens F.
Micromechanical modeling of the elasto-viscoplastic behavior of semi-
crystalline polymers. J Mech Phys Solids 2003;51(3):519–41.
[45] Walpole L. The analysis of the overall elastic properties of composite
materials. Cambridge: Cambridge University Press; 1985.
[46] Willis J. Advances in applied mechanics, vol. 21. New York: Academic Press;
1981. Ch. Variational and related methods for the overall properties of
composites, pp. 1–78.
[47] Zahr Viñuela J, Pérez-Castellanos J. A particular implementation of the
modiﬁed secant homogenization method for particle reinforced metal
matrix composites. Compos Struct 2014;109(0):260–7.
[48] Zhang X, Xiao B, Andrä H, Ma Z. Homogenization of the average thermo-
elastoplastic properties of particle reinforced metal matrix; 2014.
416 J. Kalisch, R. Glüge / Composite Structures 126 (2015) 398–416
