Abstract-Wireless sensor networks (WSN) covers many kinds of technologies, such as technology of sensor, embedded system, wireless communication, etc. WSN is different from the traditional networks in size, communication distance and energy-constrained so as to develop new topology, protocol, quality of service (QoS), and so on. In order to solve the problem of self-organizing in the topology, this paper proposes a novel strategy which is based on communication delay between sensors. Firstly, the gateway selects some boundary nodes to connect. Secondly, the boundary nodes choose inner nodes. The rest may be deduced by analogy. Finally, a net-tree topology with multipath routing is developed. The analyses of the topology show that net-tree has strong ability in self-organizing and extensible.
I. INTRODUCTION
A wireless sensor network (WSN) [1, 2] is composed of sensors and aggregate nodes (e.g., gateway and wireless router). The sensors are responsible for collecting data, and they are transferred to external networks or hosts by the aggregate nodes. In the military fields, WSN can undertake monitoring, searching and defending, etc. In the civil fields, it can be used to monitor and operate in dangerous environment, to supervise in production process, or to track and sense objects. So WSN is becoming increasingly hot topic, especially with developing of the Internet of things [3, 4] .
If the sensors are treated as nodes, and wireless links as edges, then the graph which is constituted by them is regarded as topology of the WSN.
When the sensor network nodes are failed [5] , it is hard to find the failed nodes since the system generally is a large scale. The fault tree analysis (FTA) [6] [7] [8] is an important method to deal with this problem. Fault tree analysis, which is suitable for large and complex network or system reliability analysis, is a method with graphical interpretation. It was first conceived in 1961 by H.A. Watson of the American Bell Telephone Laboratories. The various factors that may cause a system failure are decomposed and analyzed layer by layer. All factors which are possible lead to faults are analyzed, and to compute their logical relationship between each other until the basic reason of the accident will be found out. Based on these various combinations, one can to determine the causes of system failure and the probability of occurrence. Then one can take corresponding measures to improve the reliability of the system. FTA is now widely used in many areas, such as Electrical System [9] , Chemical Processing System [10, 11] , Nuclear Reactor Safety Study [12, 13] , product safety, and so on.
With the increasing of system functionality, system performance also be enhanced on a single platform. A comprehensive variety of automated information processing system is more and more commonly. Fault tree analysis is often used to analyze the large and complex systems. With the increase in the number of system components, the minimal cut sets will be increasing with exponential because the large scale prone to the "combinatorial explosion" or "state space explosion" problem, and these problems make that these systems is difficult to be analysis by synthesis [14, 15] .
In this paper, we propose a Net-Tree structure for sensor network to solve the layout and interconnection problem. Base on the communication delay, the strategy iterative choose downstream nodes to construct interconnection path. Its basic structure is a tree with multi-path that a gateway node is regarded as the tree root. From the formal point of view, a net-tree topology is similar to a fat-tree which is used to the high performance computing network. To solve the fault diagnosis problem in sensor network, we also design a parallel algorithm based on fault tree analysis. The algorithm divides the whole logical expression of fault nodes into multiply subsets which are assigned to every subroutine. Then, the subroutines are responsible for computing the local truth table. As a result, the local truth tables can be computed, respectively. Lastly, the main subroutine gathers the local results which are merged into the global result. Generally, the system maybe contains a large number of basic events even if the expression can be simplified. As a result, a large number of independent variables need to be defined. Hence, in the concrete computing proceeds, the algorithm adopts the string matching method to compute the single item. The string matching method can effectively reduce the number of independent variables. In summary, the contributions of this paper are as follows:
1) We propose a Net-Tree structure for sensor network to solve the layout and interconnection problem. 2) We present a parallel algorithm based on faulttree analysis to solve the fault diagnosis problem in sensor network. The rest of the paper is organized as follows. In the section II, we describe the related works about the topology structure of sensor network. Section III and section IV represent our scheme which includes a novel topology structure and a parallel computing algorithm based on fault-tree analysis to solve the fault diagnosis problem in sensor network. Performance evaluation and conclusions are presented in section V and section VI, respectively.
II. RELATED WORKS

A. Wireless Sensors Network
With the limitations of energy, communication and layout [16] , etc., the WSN usually cannot form irregular topology. According to its network structure [17] , there are flat, hierarchic and mixed. In the flat topology, all nodes have equivalent functions. As shown in the Fig.1a and Fig.1b , the topology can be divided into mesh [18] and chain. All adjacent nodes are connected together in the mesh network. While the chain network's nodes are string-shaped connection in many chains, and the chain tail is connected with aggregate node. Hierarchic topologies [19] in general are consisted of backbones and nodes. The backbones which generally have strong ability in communication are in the upper for transforming data to aggregate nodes, and the nodes which are in the lower have weakly communication ability to responsible for collecting data. Each node in the backbones connects each node in the lower to compose a subnet which usually called as cluster. A hybrid networks are combined by the above two, as shown Fig.1d . In addition, a clustertree [20, 21] topology is presented to improve the hierarchic. In the lower, the nodes are connected with each other to construct a tree, and the backbones still is same structure with a hierarchic. With the PulsAR radios from AFAR Communications Inc, WSN can be deployed a wireless mesh network in a "tree topology" where any radio in the mesh network can serve as an access point to other radios. In the wireless mesh tree topology, there are three node types: one root node, multiple branch and leaf nodes.
B. Parallel Computing
Parallel program is a parallel algorithm or concurrent algorithm, which can be executed on many different processing units at the same time. The most common method of parallel computing is PCAM (partitioning, communication, agglomeration and mapping) [22, 23] . Partitioning is to divide the problem into some independent sub-problems as far as possible, and then the sub-problems are solved respectively on multiple computing units at the same time. Lastly, the main program gather these results to form the finally answer. In this procedure, each subtasks need to exchange data and results so that the communication also is a key step. The agglomeration means to combine multiply smaller subtasks so as to increase the performance and reduce the system overhead. Obviously the advantage of parallel computing is to divide a large problem into multiply smaller problems and to perform at the same time. However, how to map these sub-problems to different computing units is a very important task. This task is written as mapping. As opposed to the serial computing, the parallel computing can be divided into two parallel models, which are space model and time model. The parallel time model refers to pipeline technology but the parallel space model adopts multiple computing units. Furthermore, the parallel space model can be divided into data parallelization and task parallelization.
With the development of Very Large Scale Integration (VLSI), the processors with multi-cores, which denote to integrate multiply complete calculation engine in a processor, are becoming the mainstream architecture of the compute architecture. Furthermore, if there are multiply processors, which can be heterogeneous or isomorphic architecture, are deployed on the same motherboard, then the architecture is named as multiprocessor. The Fig. 2 shows the typical multi-cores multiply processor architecture [24] .
In the architecture described above, the program can be performed based on the "divide and conquer strategy". The subtasks are assigned to two processors or four cores so that multiply tasks can be executed at the same time. The programming model is named as multi-processors or multi-threading, where the programs is performed at the thread-level parallel or at the task-level parallel. In this paper, the follow-up experimental works are based on a dual-core compute node.
III. THE PROPOSED SCHEME Base on the communication delay, the strategy iterative choose downstream nodes to construct interconnection path. Its basic structure is a tree with multi-path that a gateway node is regarded as the tree root. From the formal point of view, a net-tree topology is similar to a fat-tree which is used to the high performance computing network.
A. Topology of Net-Tree
This paper strategy oriented the application environment of sensor networks as follows:
1) Sensor nodes are densely and random deployed; 2) Sensor nodes are prone to failures; 3) Sensor nodes mainly use a broadcast shortdistance communication; 4) Sensor nodes are limited in power, computational capacities, and memory; 5) No centre nodes. Define of net-tree topology as below. Let Γ denote the set of sensors, and Φ denote the set of gateway or router. ( , ) F x y denotes the function of communication ability. x is capable to send data to y when ( , ) F x y is bigger than 0 . The define shows that a net-tree is a hierarchic mesh tree with multi-path, no center nodes, no interconnect path in the nodes which are at the same level different nodes, but they may have some public child nodes. The Fig.3 is a typical net-tree topology.
In Fig.3 and Fig.4 , there are two node types: one root node and multiple inner nodes. The root node is a gateway or router, and other nodes are sensor nodes which undertake both collecting data and routing at the same time. If there are many roots, then the topology looks more like fat-tree than mesh as shown below. When the sensors in the net-tree network are failure, it needs to deal with it by fault tree analysis method.
B. Self-organizing Strategy
According to the above define, the self-organizing process is consists of two steps: the first step is to connect gateways to sensors, and the second step is to interconnect every sensor by layers. To any node, the number of downstream nodes is depends on its communication capability. The pseudo-code of the algorithm is shown in the Algorithm.1. The algorithm is divided into three processes. First, waiting for father nodes, and establish interconnection. Then, search child nodes, and connect with each other. At last, the node notifies its children that the path has already been established. If no new nodes send package to the node, then the WaitingParent function will return NULL so as to terminate the while loop. The same is true about the waitingChildren function.
C. Dynamic Adjustment
When failures occur or the battery is depleted, the node had to withdraw from the net-tree. As a result, its children will also be disconnected from the net-tree so as to rebuild the net-tree. On the other hand, when a new node need to be inserted into the net-tree, the same is true. Both cases can be handled by inserting new nodes. In both cases, the child broadcast a call and then waiting for feedback. When receive a message from parent nodes, the routing table need to be clean to remove useless information before register the parent nodes. The adjustment process is shown in the Algorithm.2. 
IV. PARALLEL PROCESSING MODEL OF FAULT-TREE ANALYSIS
A. Fault-tree Analysis
Fault tree analysis contains qualitative analysis and quantitative analysis. Qualitative analysis is to calculate the combination of basic minimum incident which may lead to the top of events, which is the fault tree (minimum) cut sets; quantitative analysis is to be used the known basic event probability to calculate the probability of occurrence of the top-level event. Qualitative analysis of the fault tree is mainly based on the theory of Boolean algebra and the theory of structure function. In particular, the computation and analysis of fault tree requires the structure function searches the whole expression but the expression is generally very complex. Usually, a large number of simplification operations need to be executed. Therefore, the analysis work is lower efficiency generally. As a result, the main work of qualitative analysis is to study how to minimize the cut sets. The single point refers failure is a single failure point. One of the main tasks of fault tree analysis is to find all the failure modes that are composed by all single point failures. Every mode is a cut set of the system expression. The maximum probability of failure modes for the system is the probability of minimal cut set, that's to say it is the most weaknesses point of the system. The top event is the sumof-product form of all basic events. Therefore, the works that search the failure mode is very important to take effective measures to reduce systemic risk and to improve the reliability of the system. Definition 1. Cut sets are a collection of basic events in fault tree tops event.
Formal description of cut sets is shown below: then Q is not a minimal cut set. Otherwise, Q is the minimal cut set of T .
B. Modular-based Parallel Processing
Let T be a fault tree, its recursive division shown below:
T is a fault tree; 2) 
cut-set Q is divided into r subsets where the value of T can be determined independently. Therefore, the parallel process in subsets can be performed to accelerate computing. The division algorithm of cut sets can be shown in Algorithm.5. . Therefore, the processing time
. The parallel processing of Q is to assign r subsets to r subroutines, respectively. When the result of th i subroutine will have been calculated, the subroutine will notify the main program and be terminated by the main program's notification. In the subsequent chapters, the paper will show the specific implementation details and analyze its performance through experiments.
D. Cut Sets Calculations based on String Matching
In the section IV-B, the paper discusses two parallel processing mode of large-scale fault tree, this section will design the parallel processing algorithm based on the fault tree cut sets. Generally, there are two method, which are the logical expression and the structure function, can be used to compute the fault tree. However, the system still contains a large number of basic events even if the expression can be simplified. As a result, a large number of independent variables need to be defined. Therefore, the paper adopts the string matching algorithm to solve the result based on logical expression and the specific matching algorithm is shown in Algorithm.6.
E. Speedup
The speedup ratio, which indicates the rate of the parallel processing time relative to the time of the serial processing, is one of the key indexes of parallel programs. It used to measure the performance of parallel computing. The speedup ratio can be defined as the following formula. , truth value items, and then the first i K is just be found since the logical expression is the sum of products. Therefore, the speedup ratio satisfy Theorem 1. The speedup ratio can be described as
(3) And the value scope of the speedup ratio is 
V. EXPERIMENTAL ANALYSIS
The proposed scheme will be analyzed by two experiments in this section.
A. The Procedure of Topology Constructing
Net-Tree is a mixture topology of mesh and tree. It is somewhat similar to the wireless mesh network, but the topology is with multi-path, and no special center nodes. The interconnection relations among nodes are stored in a routing table.
The main features of net-tree as described below:
1) It is a tree with multi-branch; 2) No path among those nodes which locate in the same level, but different nodes can have public child nodes;
3) The minimum degree of a node is one, while the maximum degree is determined by the communication capability of nodes and the layout; 4) The diameter of net -tree is the distance from the root to the farthest node.
In the subsequent part, an example, which includes one gateway and fifteen sensors, is given to analyze the constructing procedure of net-tree.
In the Fig. 5 , this paper presents the processes to construct net-tree network. The Fig.5a is the initial state of net-tree. In the Fig.5b , the gateway search downstream nodes, but all sensor nodes keep silent until they receive a call from the gateway. Then, those nodes which are at the first level start to search their downstream nodes. As a result, two nodes establish interconnection with three downstream nodes which there is a public node among, but another has no the second layer node. From the 
B. Fault Tree Analysis on The net-Tree Network
The experiments are performed on a multi-core computer and the multi-threading library adopts Pthread. The samples are divided into three groups and execute many times. The Tab.I shows the experimental results in the different experiment design. The average values are plotted in the Fig.6 and Fig.7 .
In the Fig.6 , the running time in the different size of cut sets is plotted based on the different number of threads. The horizontal axis denotes the size of cut sets and the vertical axis indicates the running time. It can be seen that the computing time of single threading is growing with the scale of cut sets. When two threads are adopted, the curve is coincided with the curve of single threading at the early stage. The phenomenon shows that the parallel computing cannot shows his advantages for the small scale cut sets because the time consumed at the data allocating and the thread switching cannot be ignored. However, in the Fig.7 , with the increasing in the scale of cut sets, the computing time of multi-threading is significantly better than the single threading. That's to demonstrate the parallel algorithm is more suitable to deal with large scale data. When the number of threads is more than the number of processor cores, threads must be switched for performing so that the computing time of four threading is coincided with the time of two threading. In addition, the paper also find that the different location of true value item also affects the computing time when the truth value table is different. 
VI. CONCLUSIONS
Aiming at the shortages of the existing sensor networks topology structure, this paper presents a novel structure: net-tree topology with multi-path. It is composed of mesh and tree, and layout nodes by layer, but no center nodes. The purpose of this topology is to support self-organizing layout and multi-path routing. To solve the problem which is to detect the fault nodes in a large scale sensor network, the paper also propose a parallel algorithm based on fault tree analysis. The parallel algorithm is to divide a large logical expression into multiply subsets and compute based on string matching. Through the experiment analysis, we can see that the method in this paper can effectively shorten computing time. Furthermore, we also deduce the upper and lower limit value of the speedup.
However, the shortage of this topology structure is no interconnection between those nodes which locate in the same layer. Therefore, it is not suitable to the situations in which many nodes collaborate to do a task. The followup work is to analysis its topology properties in depth to optimize the self-organizing strategy. Then, design a communication protocol base on TCP/IP to evaluate its routing performance. In additional, we also will continue to study the modular-based parallel processing, and focus on how to quick divide a large task into many modules. In addition, a message passing mechanism among modules is need to be designed.
