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Abstract
We consider a non-self-adjoint h-pseudodifferential operator P in
the semi-classical limit (h → 0). If p is the leading symbol, then
under suitable assumptions about the behaviour of p at infinity, we
know that the resolvent (z − P )−1 is uniformly bounded for z in any
compact set not intersecting the closure of the range of p. Under a
subellipticity condition, we show that the resolvent extends locally
inside the range up to a distance O(1)((h ln 1h)k/(k+1)) from certain
boundary points, where k ∈ {2, 4, ...}. This is a slight improvement
of a result by Dencker, Zworski and the author, and it has recently
been obtained by W. Bordeaux Montrieux in a model situation where
k = 2. The method of proof is different from the one of Dencker et al,
and is based on estimates of an associated semi-group.
Re´sume´
Nous conside´rons un ope´rateur h-pseudodiffe´rentiel non-autoadjoint
P dans la limite semi-classique (h→ 0). Si p de´signe le symbole prin-
cipal, alors sous des hypothe`ses convenables sur le comportment de p
a` l’infini nous savons que la re´solvante (z − P )−1 est uniforme´ment
borne´e pour z dans un compact qui ne rencontre pas l’adhe´rence
∗Ce travail a be´ne´ficie´ d’une aide de l’Agence Nationale de la Recherche portant la
re´fe´rence ANR-08-BLAN-0228-01
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de l’image de p. Sous une hypothe`se des sous-ellipticite´, nous mon-
trons que la re´solvante s’e´tend vers l’inte´rieur de cet image jusqu’a`
une distance O(1)((h ln 1h)k/(k+1)) de certains points du bord, ou` k ∈
{2, 4, ...}. Ceci est une le´ge`re ame´lioration d’un re´sultat de Dencker,
Zworski et l’auteur. Cette ame´lioration a e´te´ obtenue re´cemment par
W. Bordeaux Montrieux dans une situation mode`le ou` k = 2. La
me´thode de preuve, qui est diffe´rente de celle de Dencker et al, est
base´e sur des estimations sur un semi-groupe microlocal associe´.
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1 Introduction
In this paper, we are interested in bounds on the resolvent (z − P )−1 of a
non-self-adjoint h-pseudodifferential operator with leading symbol p when
h → 0, for z in a neighborhood of certain points on the boundary of the
range of p. The interest in such questions arouse with that in pseudospectra
of non-self-adjoint operators, see [22, 23]. Under reasonable hypothesies we
know that (z − P )−1 is uniformly bounded for h > 0 small enough and for z
in any fixed compact set in C, disjoint from the closure of the range of p. On
the other hand, by a quasi-mode construction of E.B. Davies [5], that was
generalized by Zworski [24] by reduction to an old quasi-mode construction
of Ho¨rmander (see also [7] for a more direct approach), we also know that
if C ∋ z = p(ρ), where ρ is a point in phase space where i−1{p, p} > 0 and
{·, ··} denotes the Poisson bracket, then we have quasimodes for P − z in the
sense that there exist u = uh ∈ C∞0 , normalized in L2, such that the L2 norm
of (P − z)uh is O(h∞), implying, somewhat roughly, that the norm of the
resolvent (whenever it is defined) cannot be bounded by a negative power of
h.
A natural question is then what happens when z is close to the boundary
of the range of p. L. Boulton [1] and Davies [6] obtained some results about
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this in the case of the non-self-adjoint harmonic operator on the real line. As
with the quasi-mode construction this question is closely related to classical
results in the general theory of linear PDE, and with N. Dencker and Zworski
([7]) we were able to find quite general results closely related to the classical
topic of subellipticity for pseudodifferential operators of principal type, stud-
ied by Egorov, Ho¨rmander and others. See [12]. This topic in turn is closely
related to the oblique derivate problem and degenerate elliptic operators,
where V.G. Maz’ya has made important contributions. See [16, 17].
In [7] we obtained resolvent estimates at certain boundary points,
(A) under a non-trapping condition,
and
(B) under a stronger “subellipticity condition”.
In case (A) we could apply quite general and simple arguments related
to the propagation of regularity and in case (B) we were able to adapt gen-
eral Weyl-Ho¨rmander calculus and Ho¨rmander’s treatment of subellipticity
for operators of principal type ([12]). In the first case we obtained that
the resolvent extends and has temperate growth in 1/h in discs of radius
O(h ln 1/h) centered at the appropriate boundary points, while in case (B)
we got the corresponding extension up to distance O(hk/(k+1)), where the
integer k ≥ 2 is determined by a condition of “subellipticity type”.
However, the situation near boundary points of the type (B) is more
special than the general subellipticity situations considered by Egorov and
Ho¨rmander, and the purpose of the present paper is to develop such an
approach by studying an associated semi-group basically as a Fourier inte-
gral operator with complex phase in the spirit of Maslov [14], Kucherenko
[13], Melin-Sjo¨strand [18]. (See also the more recent works by A. Menikoff-
Sjo¨strand [20], O. Matte [15], extending the approach of [18] to non-homogeneous
cases.) Finally it turned out to be more convenient to use Bargmann-FBI
transforms in the spirit of [21] and [9]. The semigroup method led to a
strengthened result in case (B): The resolvent can be extended to a disc of
radius O((h ln 1/h)k/(k+1)) around the appropriate boundary points. This
improvement has been obtained recently by W. Bordeaux Montrieux [1] for
the model operator hDx + g(x), when g ∈ C∞(S1) and the points of maxi-
mum or minimum are all nondegenerate. In that case k = 2 and Bordeaux
Montrieux also constructed quasi-modes for values of the spectral parameter
that are close to the boundary points.
We next state the results and outline the proof in case (B).
LetX be equal toRn or equal to a compact smooth manifold of dimension
n.
In the first case, let m ∈ C∞(R2n; [1,+∞[) be an order function (see [8]
for more details about the pseudodifferential calculus) in the sense that for
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some C0, N0 > 0,
m(ρ) ≤ C0〈ρ− µ〉N0m(µ), ρ, µ ∈ R2n, (1.1)
where 〈ρ− µ〉 = (1 + |ρ− µ|2)1/2. Let P = P (x, ξ; h) ∈ S(m), meaning that
P is smooth in x, ξ and satisfies
|∂αx,ξP (x, ξ; h)| ≤ Cαm(x, ξ), (x, ξ) ∈ R2n, α ∈ N2n, (1.2)
where Cα is independent of h. We also assume that
P (x, ξ; h) ∼ p0(x, ξ) + hp1(x, ξ) + ..., in S(m), (1.3)
and write p = p0 for the principal symbol. We impose the ellipticity assump-
tion
∃w ∈ C, C > 0, such that |p(ρ)− w| ≥ m(ρ)/C, ∀ρ ∈ R2n. (1.4)
In this case we let
P = Pw(x, hDx; h) = Op(P (x, hξ; h)) (1.5)
be the Weyl quantization of the symbol P (x, hξ; h) that we can view as a
closed unbounded operator on L2(Rn).
In the second case when X is compact manifold, we let P ∈ Sm1,0(T ∗X)
(the classical Ho¨rmander symbol space ) of order m > 0, meaning that
|∂αx∂βξ P (x, ξ; h)| ≤ Cα,β〈ξ〉m−|β|, (x, ξ) ∈ T ∗X, (1.6)
where Cα,β are independent of h. We also assume that we have an expansion
as in (1.3), now in the sense that
P (x, ξ; h)−
N−1∑
0
hjpj(x, ξ) ∈ hNSm−N1,0 (T ∗X), N = 1, 2, ... (1.7)
and we quantize the symbol P (x, hξ; h) in the standard (non-unique) way,
by doing it for various local coordinates and paste the quantizations together
by means of a partition of unity. In the case m > 0 we impose the ellipticity
condition
∃C > 0, such that |p(x, ξ)| ≥ 〈ξ〉
m
C
, |ξ| ≥ C. (1.8)
Let Σ(p) = p∗(T ∗X) and let Σ∞(p) be the set of accumulation points of
p(ρj) for all sequences ρj ∈ T ∗X , j = 1, 2, 3, .. that tend to infinity. The
following theorem is a partial improvement of corresponding results in [7].
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Theorem 1.1 We adopt the general assumptions above. Let z0 ∈ ∂Σ(p) \
Σ∞(p) and assume that dp 6= 0 at every point of p−1(z0). Then for every
such point ρ there exists θ ∈ R (unique up to a multiple of pi) such that
d(e−iθ(p − z0)) is real at ρ. We write θ = θ(ρ). Consider the following two
cases:
• (A) For every ρ ∈ p−1(z0), the maximal integral curve of Hℜ(e−iθ(ρ)p)
through the point ρ is not contained in p−1(z0).
• (B) There exists an integer k ≥ 1 such that for every ρ ∈ p−1(z0), there
exists j ∈ {1, 2, .., k} such that
p∗(exp tHp(ρ)) = at
j +O(tj+1), t→ 0,
where a = a(ρ) 6= 0. Here p also denotes an almost holomorphic extes-
nion to a complex neighborhood of ρ and we put p∗(µ) = p(µ). Equiva-
lently, Hjp(p)(ρ)/(j!) = a 6= 0.
Then, in case (A), there exists a constant C0 > 0 such that for every
constant C1 > 0 there is a constant C2 > 0 such that the resolvent (z−P )−1
is well-defined for |z − z0| < C1h ln 1h , h < 1C2 , and satisfies the estimate
‖(z − P )−1‖ ≤ C0
h
exp(
C0
h
|z − z0|). (1.9)
In case (B), there exists a constant C0 > 0 such that for every constant
C1 > 0 there is a constant C2 > 0 such that the resolvent (z − P )−1 is
well-defined for |z− z0| < C1(h ln 1h)k/(k+1), h < 1C2 and satisfies the estimate
‖(z − P )−1‖ ≤ C0
h
k
k+1
exp(
C0
h
|z − z0| k+1k ). (1.10)
In [7] we obtained (1.9), (1.10) for z = z0, implying that the resolvent
exists and satisfies the same bound for |z − z0| ≤ hk/(k+1)/O(1) in case (B)
and with k/(k + 1) replaced by 1 in case (A). In case (A) we also showed
that the resolvent exists with norm bounded by a negative power of h in any
disc D(z0, C1h ln(1/h)). (The condition in case (B) was formulated a little
differently in [7], but as we shall see later on the two conditions leed to the
same microlocal models and hence they are equivalent.) Actually the proof
in [7] also gives (1.9), so even if the methods of the present paper also most
likely lead to that bound, we shall not not elaborate the details in that case.
Let us now consider the special situation of potential interest for evolution
equations, namely the case when
z0 ∈ iR, (1.11)
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ℜp(ρ) ≥ 0 in neigh (p−1(z0), T ∗X). (1.12)
Theorem 1.2 We adopt the general assumptions above. Let z0 ∈ ∂Σ(p) \
Σ∞(p) and assume (1.11), (1.12). Also assume that dp 6= 0 on p−1(z0), so
that dℑp 6= 0, dℜp = 0 on that set. Consider the two cases of Theorem 1.1:
• (A) For every ρ ∈ p−1(z0), the maximal integral curve of Hℑp through
the point ρ contains a point where ℜp > 0.
• (B) There exists an integer k ≥ 1 such that for every ρ ∈ p−1(z0), we
have Hjℑpℜp(ρ) 6= 0 for some j ∈ {1, 2, ..., k}.
Then, in case (A), there exists a constant C0 > 0 such that for every
constant C1 > 0 there is a constant C2 > 0 such that the resolvent (z−P )−1
is well-defined for
|ℑ(z − z0)| < 1
C0
,
−1
C0
< ℜz < C1h ln 1
h
, h <
1
C2
,
and satisfies the estimate
‖(z − P )−1‖ ≤
{ C0
|ℜz|
, ℜz ≤ −h,
C0
h
exp(C0
h
ℜz),ℜz ≥ −h. (1.13)
In case (B), there exists a constant C0 > 0 such that for every constant
C1 > 0 there is a constant C2 > 0 such that the resolvent (z − P )−1 is
well-defined for
|ℑ(z − z0)| < 1
C0
,
−1
C0
< ℜz < C1(h ln 1
h
)
k
k+1 , h <
1
C2
, (1.14)
and satisfies the estimate
‖(z − P )−1‖ ≤

C0
|ℜz|
, ℜz ≤ −h kk+1 ,
C0
h
k
k+1
exp(C0
h
(ℜz)
k
k+1
+ ),ℜz ≥ −h
k
k+1 .
(1.15)
The case (A) in the theorems is practically identical with the correspond-
ing results in [7] and can be obtained by inspection of the proof there, and
from now on we concentrate on the case (B). Away from the set p−1(z0) we
can use ellipticity, so the problem is to obtain microlocal estimates near a
point ρ ∈ p−1(z0). After a standard factorization of P − z in such a region,
we can further reduce the proof of the first theorem to that of the second
one.
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The main (quite standard) idea of the proof of Theorem 1.2 is to study
exp(−tP/h) (microlocally) for 0 ≤ t≪ 1 and to show that in this case
‖ exp−tP
h
‖ ≤ C exp(−t
k+1
Ch
), (1.16)
for some constant C > 0. Noting that that implies that ‖ exp− tP
h
‖ = O(h∞)
for t ≥ hδ when δ(k + 1) < 1, and using the formula
(z − P )−1 = −1
h
∫ ∞
0
exp(
t(z − P )
h
)dt, (1.17)
leads to (1.15). (This has some relation to the works of A. Cialdea and Maz’ya
[3, 4] where the Lp dissipativity of second order operators is characterized.)
The most direct way of studying exp(−tP/h), or rather a microlocal
version of that operator, is to view it as a Fourier integral operator with
complex phase ([14, 13, 18, 15]) of the form
U(t)u(x) =
1
(2pih)n
∫∫
e
i
h
(φ(t,x,η)−y·η)a(t, x, η; h)u(y)dydη, (1.18)
where the phase φ should have a non-negative imaginary part and satisfy the
Hamilton-Jacobi equation:
i∂tφ+ p(x, ∂xφ) = O((ℑφ)∞), locally uniformly, (1.19)
with the initial condition
φ(0, x, η) = x · η. (1.20)
The amplitude a will be bounded with all its derivatives and has an asymp-
totic expansion where the terms are determined by transport equations. This
can indeed be carried out in a classical manner for instance by adapting the
method of [18] to the case of non-homogeneous symbols following a reduction
used in [20, 15]. It is based on making estimates on the fonction
Sγ(t) = ℑ(
∫ t
0
ξ(s) · dx(s))−ℜξ(t) · ℑx(t) + ℜξ(0) · ℑx(0)
along the complex integral curves γ : [0, T ] ∋ s 7→ (x(s), ξ(s)) of the Hamil-
ton field of p. Notice that here and already in (1.19), we need to take an
almost holomorphic extension of p. Using the property (B) one can show
that ℑφ(t, x, η) ≥ C−1tk+1 and from that we can obtain (a microlocalized
version of) (1.16) quite easily.
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Finally, we prefered a variant that we shall now outline: Let
Tu(x) = Ch−
3n
4
∫
e
i
h
φ(x,y)u(y)dy,
be an FBI – or (generalized) Bargmann-Segal transform that we treat in the
spirit of Fourier integral operators with complex phase as in [21]. Here φ is
holomorphic in a neighborhood of (x0, y0) ∈ Cn×Rn, and −φ′y(x0, y0) = η0 ∈
Rn, ℑφ′′y,y(x0, y0) > 0, detφ′′x,y(x0, y0) 6= 0. Let κt be the associated canonical
transformation. Then microlocally, T is bounded L2 → HΦ0 := Hol (Ω) ∩
L2(Ω, e−2Φ0/hL(dx)) and has (microlocally) a bounded inverse, where Ω is a
small complex neighborhood of x0 in C
n. Here the weight Φ0 is smooth and
strictly pluri-subharmonic. If ΛΦ0 := {(x, 2i ∂Φ0∂x ); x ∈ neigh (x0)}, then (in the
sense of germs) ΛΦ0 = κT (T
∗X). The conjugated operator P˜ = TPT−1 can
be defined locally modulo O(h∞) (see also [11]) as a bounded operator from
HΦ → HΦ provided that the weight Φ is smooth and satisfies Φ′−Φ′0 = O(hδ)
for some δ > 0. (In the analytic frame work this condition can be relaxed.)
Egorov’s theorem applies in this situation, so the leading symbol p˜ of P˜ is
given by p˜ ◦ κT = p. Thus (under the assumptions of Theorem 1.2) we
have ℜp˜|ΛΦ0 ≥ 0, which in turn can be used to see that for 0 ≤ t ≤ h
δ, we
have e−t
eP/h = O(1): HΦ0 → HΦt , where Φt ≤ Φ0 is determined by the real
Hamilton-Jacobi problem
∂Φt
∂t
+ ℜp˜(x, 2
i
∂Φt
∂x
) = 0, Φt=0 = Φ0. (1.21)
Now the bound (1.16) follows from the estimate
Φt ≤ Φ0 − t
k+1
C
(1.22)
where C > 0. An easy proof of (1.22) is to represent the I-Lagrangian
manifold ΛΦt as the image under κT of the I-Lagrangian manifold ΛGt =
{ρ+ iHGt(ρ); ρ ∈ neigh (ρ0, T ∗X)}, where HGt denotes the Hamilton field of
Gt. It turns out that the Gt are given by the real Hamilton-Jacobi problem
∂Gt
∂t
+ ℜ(p(ρ+ iHGt(ρ))) = 0, G0 = 0, (1.23)
and there is a simple minimax type formula expressing Φt in terms of Gt, so
it suffices to show that
Gt ≤ −tk+1/C. (1.24)
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This estimate is quite simple to obtain: (1.23) first implies that Gt ≤ 0,
so (∇Gt)2 = O(Gt). Then if we Taylor expand (1.23), we get
∂Gt
∂t
+Hℑp(Gt) +O(Gt) + ℜp(ρ) = 0
and we obtain (1.24) from a simple differential inequality and an estimate
for certain integrals of ℜp.
The use of the representation with Gt is here very much taken from the
joint work [9] with B. Helffer.
In Section 5 we discuss some examples.
2 IR-manifolds close to R2n and their FBI-
representations
Much of this section is just an adaptation of the discussion in [9] with the dif-
ference that we here use the simple FBI-transforms of generalized Bargmann
type from [21], rather than the more complicated variant that was necessary
to treat a neighborhood of infinity in the resonance theory of [9].
We shall work locally. Let G(y, η) ∈ C∞(neigh ((y0, η0),R2n)) be real-
valued and small in the C∞ topology. Then
ΛG = {(y, η) + iHG(y, η); (y, η) ∈ neigh ((y0, η0))}, HG = ∂G
∂η
∂
∂y
− ∂G
∂y
∂
∂η
is an I-Lagrangian manifold, i.e. a Lagrangian manifold for the real symplec-
tic form ℑσ, where σ denotes the complex symplectic form ∑n1 dη˜j ∧ dy˜j.
Here, for notational reasons we reserve the notation (y, η) for the real cotan-
gent variables and let the tilde indicate that we take the corresponding com-
plexified variables.
We may also represent ΛG by means of a nondegenerate phase function
in the sense of Ho¨rmander in the following way:
Consider
ψ(y˜, η) = −η · ℑy˜ +G(ℜy˜, η)
where y˜ is complex and η real according to the convention above. Then
∇ηψ(y˜, η) = −ℑy˜ +∇ηG(ℜy˜, η),
and since G is small, we see that d ∂ψ
∂η1
, ..., d ∂ψ
∂ηn
are linearly independent. So ψ
is indeed a nondegenerate phase function if we drop the classical requirement
of homogeneity in the η variables.
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Let
Cψ = {(y˜, η) ∈ neigh ((y0, η0),Cn ×Rn); ∇ηψ = 0}
and consider the corresponding I-Lagrangian manifold
Λψ = {(y˜, 2
i
∂ψ
∂y˜
(y˜, η)); (y˜, η) ∈ Cψ}.
Here we adopt the convention that ∂
∂ey
denotes the holomorphic derivative,
since y˜ are complex variables:
∂
∂y˜
=
1
2
(
∂
ℜy˜ +
1
i
∂
∂ℑy˜ ).
Let us first check that that Λψ is I-Lagrangian, using only that ψ is a non-
degenerate phase function: That Λψ is a submanifold with the correct real
dimension = 2n is classical since we can identify 2
i
∂ψ
∂ey
with ∇ℜey,ℑeyψ. Further,
−ℑ(η˜ · dy˜)|Λψ ≃ −ℑ(
2
i
∂ψ
∂y˜
· dy˜)
|Cψ
=
− 1
2i
(
2
i
∂ψ
∂y˜
dy˜ +
2
i
∂ψ
∂y˜
dy˜)
|Cψ
= (
∂ψ
∂y˜
dy˜ +
∂ψ
∂y˜
dy˜)
|Cψ
= dψ|Cψ
which is a closed form and using that ℑσ = dℑ(η˜ · dy˜), we get
−ℑσ|Λψ = 0.
We next check for our specific phase ψ that Λψ = ΛG: If (y˜,
2
i
∂ψ
∂ey
(y˜, η)) is
a general point on Λψ, then ℑy˜ = ∇ηG(ℜy˜, η) and
2
i
∂ψ
∂y˜
(y˜, η) =
2
i
1
2
(
∂
∂ℜy˜ +
1
i
∂
∂ℑy˜ )(−η · ℑy˜ +G(ℜy˜, η))
= −( ∂
∂ℑy˜ + i
∂
∂ℜy˜ )(−η · ℑy˜ +G(ℜy˜, η))
= η − i∇yG(ℜy˜, η).
Hence
(y˜,
2
i
∂ψ
∂η˜
) = (y, η) + iHG(y, η),
if we choose y = ℜy˜. ✷
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Now consider an FBI (or generalized Bargmann-Segal) transform
Tu(x; h) = h−
3n
4
∫
eiφ(x,y)/ha(x, y; h)u(y)u(y)dy,
where φ is holomorphic near (x0, y0) ∈ Cn × Rn, ℑφ′′y,y > 0, detφ′′x,y 6= 0,
−∂φ
∂y
= η0 ∈ Rn, and a is holomorphic in the same neighborhood with a ∼
a0(x, y) + ha1(x, y) + ... in the space of such functions with a0 6= 0. We can
view T as a Fourier integral operator with complex phase and the associated
canonical transformation is
κ = κT : (y,−∂φ
∂y
(x, y)) 7→ (x, ∂φ
∂x
(x, y))
from a complex neighborhood of (y0, η0) to a complex neighborhood of (x0, ξ0),
where ξ0 =
∂φ
∂x
(x0, y0). Complex canonical transformations preserve the class
of I-Lagrangian manifolds and (locally),
κ(R2n) = ΛΦ0 = {(x,
2
i
∂Φ0
∂x
(x)); x ∈ neigh (x0,Cn)},
where Φ0 is smooth and strictly plurisubharmonic. Actually,
Φ0(x) = sup
y∈Rn
−ℑφ(x, y), (2.1)
where the supremum is attained at the nondegenerate point of maximum
yc(x) ([21]).
Proposition 2.1 We have κ(ΛG) = ΛΦG, where
ΦG(x) = v.c.ey,η − ℑφ(x, y˜)− η · ℑy˜ +G(ℜy˜, η), (2.2)
and the critical value is attained at a nondegenerate critical point. Here
v.c.ey,η(...) means “critical value with respect to y˜, η of ...”.
Proof. At a critical point we have
ℑy˜ = ∇ηG(ℜy˜, η),
∂
∂ℑey
ℑφ(x, y˜) + η = 0,
− ∂
∂ℜey
ℑφ(x, y˜) + (∇yG)(ℜy˜, η) = 0.
If f(z) is a holomorphic function, then
∂
∂ℑzℑf = ℜ
∂f
∂z
,
∂
∂ℜzℑf = ℑ
∂f
∂z
, (2.3)
11
so the equations for our critical point become
ℑy˜ = ∇ηG(ℜy˜, η),
η = −ℜ∂φ
∂y˜
(x, y˜),
−∇yG(ℜy˜, η) = −ℑ∂φ
∂y˜
,
or equivalently,
(y˜,−∂φ
∂y˜
(x, y˜)) = (ℜy˜, η) + iHG(ℜy˜, η),
which says that the critical point (y˜, η) is determined by the condition that
κT maps the point (y˜, η˜) ∈ ΛG to a point (x, ξ), situated over x. Clearly
the critical point is nondegenerate. We check it when G = 0: The Hessian
matrix with respect to the variables ℜy,ℑy, η becomes −ℑφ′′y,y B 0tB C −1
0 −1 0

which is nondegenerate independently of B,C.
If Φ(x) denotes the critical value in (2.2), it remains to check that 2
i
∂Φ
∂x
= ξ
where ξ = ∂φ
∂x
(x, y˜), (y˜, η) denoting the critical point. However, since Φ is a
critical value, we get
2
i
∂Φ
∂x
=
2
i
∂
∂x
(−ℑφ(x, y˜)) = ∂φ
∂x
(x, y˜).
✷
Also notice that when G = 0, the formula (2.2) produces the same func-
tion as (2.1).
Write y˜ = y + iθ and consider the function
f(x; y, η; θ) = −ℑφ(x, y + iθ)− η · θ, (2.4)
which appears in (2.2).
Proposition 2.2 f is a nondegenerate phase function with θ as fiber vari-
ables which generates a canonical transformation which can be identified with
κT .
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Proof.
∂
∂θ
f = −ℜ∂φ
∂y˜
(x, y + iθ)− η,
so f is nondegenerate. The canonical relation has the graph
{(x, ∂φ
∂x
; y, η, ∂
∂y
ℑφ(x, y + iθ), θ); η = −ℜ∂φ
∂ey
(x, y + iθ)}
= {(x, ∂φ
∂x
(x, y + iθ); y,−ℜ∂φ
∂ey
(x, y + iθ),ℑ∂φ
∂ey
(x, y + iθ), θ)} ,
and up to reshuffling of the components on the preimage side and changes of
signe, we recognize the graph of κT . ✷
Now we have the following easily verified fact:
Proposition 2.3 Let f(x, y, θ) ∈ C∞(neigh (x0, y0, θ0),Rn×Rn×RN) be a
nondegenerate phase function with (x0, y0, θ0) ∈ Cφ, generating a canonical
transformation which maps (y0, η0) = (y0,−∇yf(x0, y0, θ0)) to (x0,∇xf(x0, y0, θ0)).
If g(y) is smooth near y0 with ∇g(y0) = η0 and
h(x) = v.c.y,θf(x, y, θ) + g(y)
is well-defined with a nondegenerate critical point close to (y0, θ0) for x close
to x0, then we have the inversion formula,
g(y) = v.c.x,θ − f(x, y, θ) + h(x),
for y ∈ neigh (y0), where the critical point is nondegenerate and close to
(x0, θ0).
Combining the three propositions, we get
Proposition 2.4
G(y, η) = v.c.x,θℑφ(x, y + iθ) + η · θ + ΦG(x). (2.5)
If (Φ˜, G˜) is a second pair of functions close to Φ0, 0 and related through
(2.2), (2.5), then
G ≤ G˜ iff Φ ≤ Φ˜. (2.6)
Indeed, if for instance Φ ≤ Φ˜, introduce Φt = tΦ˜+(1− t)Φ, so that ∂tΦt ≥ 0.
If Gt is the corresponding critical value as in (2.5), then ∂tGt = (∂tΦt)(xt) ≥
0, where (xt, θt) is the critical point.
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3 Evolution equations on the transform side
Let P˜ (x, ξ; h) be a smooth symbol defined in neigh ((x0, ξ0); ΛΦ0), with an
asymptotic expansion
P˜ (x, ξ; h) ∼ p˜(x, ξ) + hp˜1(x, ξ) + ... in C∞(neigh ((x0, ξ0),ΛΦ0)).
By the same letter, we denote an almost holomorphic extension to a complex
neighborhood of (x0, ξ0):
P˜ (x, ξ; h) ∼ p˜(x, ξ) + hp˜1(x, ξ) + ... in C∞(neigh ((x0, ξ0),C2n),
where p˜, p˜j are smooth extensions such that
∂p˜, ∂p˜j = O(dist ((x, ξ),ΛΦ0)∞).
Then, as developed in [11] and later in [19], if u = uh is holomorphic
in a neighborhood V of x0 and belonging to HΦ0(V ) in the sense that
‖u‖L2(V,e−2Φ0/hL(dx)) is finite and of temperate growth in 1/h when h tends
to zero, then we can define P˜ u = P˜ (x, hDx; h)u in any smaller neighborhood
W ⋐ V by the formula,
P˜ u(x) =
1
(2pih)n
∫∫
Γ(x)
e
i
h
(x−y)·θP˜ (
x+ y
2
, θ; h)u(y)dydθ, (3.1)
where Γ(x) is a good contour (in the sense of [21]) of the form θ = 2
i
∂Φ0
∂x
(x+y
2
)+
i
C1
(x− y), |x − y| ≤ 1/C2, C1, C2 > 0. Then ∂P˜ is negligible HΦ0(V ) →
L2Φ0(W ), i.e. of norm O(h∞) and modulo such negligible operators, P˜ is in-
dependent of the choice of good contour. By solving a ∂-problem (assuming,
as we may, that our neighborhoods are pseudoconvex) we can always correct
P˜ with a negligible operator such that (after an arbitrarily small decrease
of W ) P˜ = O(1) : HΦ0(V ) → HΦ0(W ). Also, if Φ = Φ0 + O(h ln 1h) in
C2, then clearly P˜ = O(h−N0) : HΦ(V ) → HΦ(W ), for some N0. Using
Stokes’ formula, we can show that P˜ will change only by a negligible term
if we replace Φ0 by Φ in the definition of Γ(x), and then it follows that
P˜ = O(1) : HΦ(V )→ HΦ(W ).
Before discussing evolution equations, let us recall ([19]) that the identity
operator HΦ0(V )→ HΦ0(W ) is up to a negligible operator of the form
Iu(x) = h−n
∫∫
e
2
h
Ψ0(x,y)a(x, y; h)u(y)e−
2
h
Φ0(y)dydy, (3.2)
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where Ψ0(x, y), a(x, y; h) are almost holomorphic on the antidiagonal y = x
with Ψ0(x, x) = Φ0(x), a(x, y; h) ∼ a0(x, y) + ha1(x, y) + ..., a0(x, x) 6= 0.
More generally a pseudodifferential operator like P˜ takes the form
P˜ u(x) = h−n
∫∫
e
2
h
Ψ0(x,y)q(x, y; h)u(y)e−
2
h
Φ0(y)dydy (3.3)
q0(x, x) = p˜(x,
2
i
∂Φ0
∂x
(x))a0(x, x),
and where q0 denotes the first term in the asymptotic expansion of the symbol
q. In this discussion, Φ0 can be replaced by any other smooth exponent Φ
which isO(hδ) close to Φ0 in C∞ and we make the corresponding replacement
of Ψ0. Also recall that because of the strict pluri-subharmonicity of Φ, we
have
2ℜΨ(x, y)− Φ(x)− Φ(y) ≍ −|x− y|2, (3.4)
so the uniform boundedness HΦ → HΦ follows from the domination of the
modulus of the effective kernel by a Gaussian convolution kernel.
Next, consider the evolution problem
(h∂t + P˜ )U˜(t) = 0, U˜(0) = 1, (3.5)
where t is restricted to the interval [0, hδ] for some arbitrarily small but fixed
δ > 0. We review how to solve this problem approximately by a geometrical
optics construction: Look for U˜(t) of the form
U˜(t)u(x) = h−n
∫∫
e
2
h
Ψt(x,y)at(x, y; h)u(y)e
−2Φ0(y)/hdydy, (3.6)
where Ψt, at depend smoothly on all the variables and Ψt=0 = Ψ0, at=0 = a0
in (3.3), so that U˜(0) = 1 up to a negligible operator.
Notice that formally U˜(t) is the Fourier integral operator
U˜(t)u(x) = h−n
∫∫
e
2
h
(Ψt(x,θ)−Ψ0(y,θ))at(x, θ; h)u(y)dydθ, (3.7)
where we choose the integration contour θ = y. Writing 2Ψt(x, θ) = iφt(x, θ)
leads to more customary notation and we impose the eiconal equation
i∂tφ+ p˜(x, φ
′
x(x, θ)) = 0. (3.8)
Of course, we are manipulating C∞ functions in the complex domain, so we
cannot hope to solve the eiconal equation exactly, but we can do so to infinite
order at t = 0, x = y = θ. If we put
Λφt(·,θ) = {(x, φ′x(t, x, θ))}, (3.9)
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we have to ∞ order at t = 0, θ = x:
Λφt(·,θ) = exp(tĤ 1
i
ep)(Λφ0(·,θ)). (3.10)
with Ĥep = Hep+Hep denoting the real vector field associated to the (1,0)-field
Hp, and similarly for Ĥ 1
i
ep. (We sometimes neglect the hat when integrating
the Hamilton flows.) At a point where ∂p˜ = 0, we have
Ĥep = H
ℜσ
ℜep = H
ℑσ
ℑep , Ĥiep = −Hℜσℑep = Hℑσℜep , (3.11)
where the other fields are the Hamilton fields of ℜp˜, ℑp˜ with respect to the
real symplectic forms ℜσ and ℑσ respectively. See [21, 19]. Thus (3.10) can
be written
Λφt(·,θ) = exp(tH
−ℑσ
ℜep )(Λφ0(·,θ)). (3.12)
A complex Lagrangian manifold is also an I-Lagrangian manifold (i.e. a
Lagrangian manifold for ℑσ) so (3.12) can be viewed as a relation between
I-Lagrangian manifolds and it defines the I-Lagrangian manifold Λφt(·,θ) in an
unambigious way, once we have fixed an almost holomorphic extension of p˜
and especially the real part of that function. The general form of a smooth I-
Lagrangian manifold Λ, for which the x-space projection Λ ∋ (x, ξ) 7→ x ∈ Cn
is a local diffeomorphism, is locally Λ = ΛΦ where Φ is real and smooth and
we define
ΛΦ = {(x, 2
i
∂Φ
∂x
); x ∈ Ω}, Ω ⊂ Cn open.
With a slight abuse of notation, we can therefore identify the C-Lagrangian
manifold Λφ0 with the I-Lagrangian manifold Λ−ℑφ0, since for holomorphic
functions (or more generally where ∂xφ0 = 0, we have
∂φ0
∂x
= 2
i
∂−ℑφ0
∂x
.
(3.4) shows that
Φ0(x) + Φ0(θ)− (−ℑφ0(·, θ)) ≍ |x− θ|2.
Thus, if we define
ΛΦt = exp(tH
−ℑσ
ℜep )(ΛΦ0), (3.13)
and fix the t-dependent constant in this defintition of Φt by imposing the
real Hamilton-Jacobi equation,
∂tΦt + ℜp˜(x, 2
i
∂Φt
∂x
) = 0, Φt=0 = Φ0, (3.14)
and noticing that the real part of (3.8) is a similar equation for −ℑφt,
∂t(−ℑφ) + ℜp˜(x, 2
i
∂
∂x
(−ℑφ)) = 0, (3.15)
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we get
Φt(x) + Φ0(θ)− (−ℑφt(x, θ)) ≍ |x− xt(θ)|2, (3.16)
where (xt(θ), ξt(θ)) := exp(tH
−ℑσ
ℜep )(θ,
2
i
∂Φ0
∂x
(θ)).
Determining at by solving a sequence of transport equations, we arrive at
the following result:
Proposition 3.1 The operator U˜(t) constructed above is O(1) : HΦ0(V ) →
HΦt(W ), (W ⋐ V being small pseudoconvex neighborhoods of a fixed point
x0) uniformly for 0 ≤ t ≤ hδ and it solves the problem (3.5) up to negligible
terms. This local statement makes sense, since by (3.16) we have
2ℜΨt(x, y)− Φt(x)− Φ0(y) ≍ −|x− xt(y)|2. (3.17)
Using standard arguments, we also obtain up to negligible errors
h∂tU˜(t) + U˜(t)P˜ = 0, 0 ≤ t ≤ hδ. (3.18)
Let us quickly outline an alternative approach leading to the same weights
Φt (cf [19]):
Consider formally:
(e−t
eP/hu|e−t eP/hu)HΦt = (ut|ut)HΦt , u ∈ HΦ0,
and try to choose Φt so that the time derivative of this expression vanishes
to leading order. We get
0 ≈ h∂t
∫
utute
−2Φt/hL(dx)
= −
(
(P˜ ut|ut)HΦt + (ut|P˜ ut)HΦt +
∫
2
∂Φt
∂t
(x)|u|2e−2Φt/hL(dx)
)
.
Here
(P˜ ut|ut)HΦt =
∫
(p˜|ΛΦt
+O(h))|ut|2e−2Φt/hL(dx),
and similarly for (ut|P˜ ut)HΦt , so we would like to have
0 ≈
∫
(2
∂Φt
∂t
+ 2ℜp˜|ΛΦt +O(h))|ut|
2e−2Φt/hL(dx).
We choose Φt to be the solution of (3.14). Then the preceding discussion
again shows that e−t
eP/h = O(1) : HΦ0 → HΦt .
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Since ℜp˜ is constant along the integral curves ofH−ℑσℜep , we see from (3.14),
that the second term in (3.14) is ≥ 0, so
Φt ≤ Φ0, t ≥ 0, (3.19)
when
ℜp˜|ΛΦ0 ≥ 0. (3.20)
Recall that we limit our discussion to the interval 0 ≤ t ≤ hδ.
The author found it simpler to get a detailed understanding by working
with the corresponding functions Gt in the following way:
Let p be defined by p = p˜◦κT and define Gt up to a t-dependent constant
by
ΛΦt = κT (ΛGt).
Then we also have ΛGt = exp tHp(Λ0), where Λ0 = R
2n. In order to fix the
t-dependent constant we use one of the equivalent formulae (cf (2.2), (2.5)):
Φt(x) = v.c.ey,η(−ℑφ(x, y˜)− η · ℑy˜ +Gt(ℜy˜, η)), (3.21)
Gt(y, η) = v.c.x,θ(ℑφ(x, y + iθ) + η · θ + Φt(x)). (3.22)
If (x(t, y, η), θ(t, y, η)) is the critical point in the last formula, we get
∂Gt
∂t
(y, η) =
∂Φt
∂t
(x(t, y, η)) = −ℜp˜(x, 2
i
∂Φt
∂x
)
|x=x(t,y,η)
. (3.23)
As we have seen, the critical points in (3.21), (3.22) are directly related to
κT , so (3.23) leads to
∂Gt
∂t
(y, η) + ℜp((y, η) + iHGt(y, η)) = 0. (3.24)
Notice that Gt ≤ 0 by (2.6), (3.19).
Since we consider (3.24) only when Gt and its gradient are small, we can
Taylor expand (3.24) and get
∂Gt
∂t
(y, η) + ℜp(y, η) + ℜ(iHGtp(y, η)) +O((∇Gt)2) = 0, (3.25)
which simplifies to
∂Gt
∂t
(y, η) +HℑpGt +O((∇Gt)2) = −ℜp(y, η). (3.26)
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Now, Gt ≤ 0, so (∇Gt)2 = O(Gt) and we obtain
(
∂
∂t
+Hℑp)Gt +O(Gt) = −ℜp, G0 = 0. (3.27)
Viewing this as a differential inequality along the integral curves of Hℑp, we
obtain
−Gt(exp(tHℑp)(ρ)) ≍
∫ t
0
ℜp(exp sHℑp(ρ))ds, (3.28)
for all ρ = (y, η) ∈ neigh (ρ0,R2n), ρ0 = (y0, η0).
Now, introduce the following assumption corresponding to the case (B)
in Theorem 1.2,
Hjℑp(ℜp)(ρ0)
{
= 0, j ≤ k − 1
> 0, j = k
, (3.29)
where k necessarily is even (since ℜp ≥ 0). We will work in a sufficiently
small neighborhood of ρ0. Put
J(t, ρ) =
∫ t
0
ℜp(exp sHℑp(ρ))ds, (3.30)
so that 0 ≤ J(t, ρ) ∈ C∞(neigh (0, ρ0), [0,+∞[×R2n), and
∂j+1t J(0, ρ0) = H
j
ℑp(ℜp)(ρ0)
{
= 0, j ≤ k − 1
> 0, j = k
. (3.31)
Proposition 3.2 Under the above assumptions, there is a constant C > 0
such that
J(t, ρ) ≥ t
k+1
C
, (t, ρ) ∈ neigh ((0, ρ0), ]0,+∞[×R2n). (3.32)
Proof. Assume that (3.32) does not hold. Then there is a sequence (tν , ρν) ∈
[0,+∞[×R2n converging to (0, ρ0) such that
J(tν , ρν)
tk+1ν
→ 0,
and since J(t, ρ) is an increasing function of t , we get
sup
0≤t≤tν
J(t, ρν)
tk+1ν
→ 0.
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Introduce the Taylor expansion,
J(t, ρν) = a
(0)
ν + a
(1)
ν t+ ... + a
(k+1)
ν t
k+1 +O(tk+2),
and define
uν(s) =
J(tνs, ρν)
tk+1ν
, 0 ≤ s ≤ 1.
Then, on the one hand,
sup
0≤s≤1
uν(s)→ 0, ν →∞,
and on the other hand,
uν(s) =
a
(0)
ν
tk+1ν
+
a
(1)
ν
tkν
s+ ... + a(k+1)ν s
k+1︸ ︷︷ ︸
=:pν(s)
+O(tνsk+2),
so
sup
0≤s≤1
pν(s)→ 0, ν →∞.
The corresponding coefficients of pν have to tend to 0, and in particular,
a(k+1)ν =
1
(k + 1)!
(∂k+1t J(0, ρν)→ 0
which is in contradiction with (3.31). ✷
Combining (3.28) and Proposition 3.2, we get
Proposition 3.3 Under the assumption (3.29) there exists C > 0 such that
Gt(ρ) ≤ −t
k+1
C
, (t, ρ) ∈ neigh ((0, ρ0), [0,∞[×R2n). (3.33)
We can now return to the evolution equation for P˜ and the t-dependent
weight Φt in (3.14). From (3.33), (3.21), we get
Proposition 3.4 Under the assumption (3.29), we have
Φt(x) ≤ Φ0(x)− t
k+1
C
, (t, x) ∈ neigh ((0, x0), [0,∞[×R2n). (3.34)
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4 The resolvent estimates
Let P be an h-pseudodifferential operator satisfying the general assumptions
of the introduction.
Let z0 ∈ (∂Σ(p)) \Σ∞(p). We first treat the case of Theorem 1.2 so that,
z0 ∈ iR, (4.1)
ℜp(ρ) ≥ 0 in neigh (p−1(z0), T ∗X), (4.2)
∀ρ ∈ p−1(z0), ∃j ≤ k, such that Hjℑpℜp(ρ) > 0. (4.3)
Proposition 4.1 ∃C0 > 0 such that ∀C1 > 0, ∃C2 > 0 such that we have
for z, h as in (1.14), h < 1/C2, u ∈ C∞0 (X):
|ℜz|‖u‖ ≤ C0‖(z − P )u‖, when ℜz ≤ −h kk+1 , (4.4)
h
k
k+1‖u‖ ≤ C0 exp(C0
h
(ℜz)
k+1
k
+ )‖(z − P )u‖, when ℜz ≥ −h
k
k+1 .
Proof. The required estimate is easy to obtain microlocally in the region
where P − z0 is elliptic, so we see that it suffices to show the following
statement:
For every ρ0 ∈ p−1(z0), there exists χ ∈ C∞0 (T ∗X), equal to 1 near ρ0,
such that for z, h as in (1.14) and letting χ also denote a corresponding
h-pseudodifferential operator, we have
|ℜz|‖χu‖ ≤ C0‖(z − P )u‖+ CNhN‖u‖, when ℜz ≤ −h
k
k+1 , (4.5)
h
k
k+1‖χu‖ ≤ C0 exp(C0
h
(ℜz)
k+1
k
+ )‖(z − P )u‖+ CNhN‖u‖, when ℜz ≥ −h
k
k+1 ,
where N ∈ N can be chosen arbitrarily.
When ℜz ≤ −hk/(k+1) this is an easy consequence of the semi-classical
sharp G˚arding inequality (see for instance [8]), so from now on we assume
that ℜz ≥ −hk/(k+1) .
If T is an FBI transform and P˜ denotes the conjugated operator TPT−1,
it suffices to show that
‖u‖HΦ0 (V1) ≤ h−
k
k+1C0 exp(
C0
h
(ℜz)
k+1
k
+ )‖(P˜ − z)u‖HΦ0 (V2)+O(h∞)‖u‖HΦ0(V3),
(4.6)
u ∈ HΦ0(V3), where V1 ⋐ V2 ⋐ V3 are neighborhoods of x0, given by (x0, ξ0) =
κT (ρ0) ∈ ΛΦ0.
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From Proposition 3.4 and the fact that U˜(t) : HΦ0(V2)→ HΦt(V1), we see
that
‖U˜(t)u‖HΦ0(V1) ≤ Ce−t
k+1/C‖u‖HΦ0(V2). (4.7)
Choose δ > 0 small enough so that δ(k + 1) < 1 and put
R˜(z) =
1
h
∫ hδ
0
e
tz
h U˜(t)dt. (4.8)
We shall verify that R˜ is an approximate left inverse to P˜ − z, but first
we study the norm of this operator in HΦ0 , starting with the estimate in
L(HHΦ0 (V2), HHΦ0(V1)):
‖e tzh U˜(t)‖ ≤ C exp 1
h
(tℜz − t
k+1
C
) (4.9)
and notice that the right hand side is O(h∞) for t = hδ, since δ(k + 1) < 1
and h−1ℜz ≤ O(1) ln 1
h
.
We get
‖R˜(z)‖ ≤ C
h
∫ +∞
0
exp
1
h
(tℜz − t
k+1
C
)dt =
C
k+2
k+1
h
k
k+1
I(
C
1
k+1
h
k
k+1
ℜz), (4.10)
where
I(s) =
∫ ∞
0
est−t
k+1
dt. (4.11)
Lemma 4.2 We have
I(s) = O(1), when |s| ≤ 1, (4.12)
I(s) =
O(1)
|s| , when s ≤ −1, (4.13)
I(s) ≤ O(1)s− k−12k exp
(
k
(k + 1)
k+1
k
s
k+1
k
)
, when s ≥ 1. (4.14)
Proof. The first two estimates are straight forward and we concentrate on
the last one, where we may also assume that s ≫ 1. A computation shows
that the exponent fs(t) = st − tk+1 on [0,+∞[ has a unique critical point
t = t(s) = (s/(k + 1))1/k which is a nondegenerate maximum,
f ′′s (t(s)) = −k(k + 1)
1
k s
k−1
k ,
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with critical value
fs(t(s)) =
k
(k + 1)
k+1
k
s
k+1
k .
It follows that the upper bound in (4.14) is the one we would get by applying
the formal stationary phase formula.
Now
f ′′s (t) = −(k + 1)ktk−1 . f ′′s (t(s)), for
t(s)
2
≤ t < +∞,
so
∫∞
t(s)/2
est−t
k+1
dt satisfies the required upper bound.
On the other hand we have
fs(t(s))− fs(t) ≥ s
k+1
k
C
, for 0 ≤ t ≤ t(s)
2
, s≫ 1,
so ∫ t(s)
2
0
est−t
k+1
dt ≤ O(1)s 1k exp(fs(t(s))− s
k+1
k
C
),
and (4.14) follows. ✷
Applying this to (4.10), we get
Proposition 4.3 We have
‖R˜(z)‖ ≤ C
h
k
k+1
, |ℜz| ≤ O(1)h kk+1 , (4.15)
‖R˜(z)‖ ≤ C|ℜz| , −1≪ ℜz ≤ −h
k
k+1 , (4.16)
‖R˜(z)‖ ≤ C
h
k
k+1
exp(Ck
(ℜz) k+1k
h
), h
k
k+1 ≤ ℜz ≪ 1. (4.17)
From the beginning of the proof of Lemma 4.2, or more directly from
(4.9), we see that
‖e tzh U˜(t)‖ ≤ C exp Ck
h
(ℜz)
k+1
k
+ ,
which is bounded by some negative power of h, since we have imposed the
restriction ℜz ≤ O(1)(h ln 1
h
)
k
k+1 . Working locally, we then see that modulo
a negligible operator,
R˜(z)(P˜ − z) ≡ 1
h
∫ hδ
0
e
tz
h (−h∂t − z)U˜ (t)dt ≡ 1,
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where the last equivalence follows from an integration by parts and the fact
that the integrand is negligible for t = hδ. Combining this with Proposition
4.3, we get (4.6), and this completes the proof of Proposition 4.1. ✷
We can now finish the
Proof of Theorem 1.2. Using standard pseudodifferential machinery (see for
instance [8]) we first notice that P has discrete spectrum in a neighborhood
of z0 and that P −z is a Fredholm operator of index 0 from D(P ) to L2 when
z varies in a small neighborhood of z0. On the other hand, Proposition 4.1
implies that P − z is injective and hence bijective for ℜz ≤ O(kk/(k+1)) and
we also get the corresponding bounds on the resolvent. ✷
Proof of Theorem 1.1: We may asume for simplicity that z0 = 0 and
consider a point ρ0 ∈ p−1(0). After conjugation with a microlocally defined
unitary Fourier integral operator, we may assume that ρ0 = (0, 0) and that
dp(ρ0) = dξn. Then from Malgrange’s preparation theorem we get near
ρ = (0, 0), z = 0
p(ρ)− z = q(x, ξ, z)(ξn + r(x, ξ′, z)), ξ′ = (ξ1, ..., ξn−1), (4.18)
where q, r are smooth and q(0, 0, 0) 6= 0, and as in [7], we notice that ei-
ther ℑr(x, ξ′, 0) ≥ 0 in a neighborhood of (0, 0) or ℑr(x, ξ′, 0) ≤ 0 in a
neighborhood of (0, 0). Indeed, otherwise there would exist sequences ρ+j ,
ρ−j in R
n × Rn−1, converging to (0, 0) such that ±ℑr(ρ±j ) > 0. It is then
easy to construct a simple closed curve γj in a small neighborhood of ρ0,
passing through the points (ρ±j , 0), such that the image of γj under the map
(x, ξ) 7→ ξn+r(x, ξ′, 0) is a simple closed curve in C\{0}, with winding num-
ber 6= 0. Then the same holds for the image of γj under p, and we see that
R(p) contains a full neighborhood of 0, in contradiction with the assumption
that 0 = z0 ∈ ∂Σ(p).
In order to fix the ideas, let us assume that ℑr ≤ 0 near ρ0 when z = 0,
so that ℜ(i(ξn + r(x, ξ′, 0))) ≥ 0. From (4.18), we get the pseudodifferential
factorization
P (x, hDx; h)− z = 1
i
Q(x, hDx, z; h)P̂ (x, hDx, z; h), (4.19)
microlocally near ρ0 when z is close to 0. Here Q and P̂ have the leading
symbols q(x, ξ, z) and i(ξn + r(x, ξ
′, z)) respectively.
We can now obtain a microlocal apriori estimate for P̂ as before. Let
us first check that the assumption in (B) of Theorem 1.1 amounts to the
statement that for z = z0 = 0:
Hjℜbpℑp̂(ρ0) > 0 (4.20)
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for some j ∈ {1, 2, ..., k}. In fact, the assumption in Theorem 1.1 (B) is ob-
viously invariant under multiplication of p by non-vanishing smooth factors,
so we drop the hats and assume from the start that p = p̂ and ℑp ≥ 0.
Put ρ(t) = exp tHp(ρ0), r(t) = exp tHℜp(ρ0) and let j ≥ 0 be the order of
vanishing of ℑp(r(t) at t = 0. From ρ˙(t) = Hp(ρ(t)), r˙(t) = Hℜp(r(t)), we
get
d
dt
(ρ− r) = iHℑp(r) +O(ρ− r),
so
ρ(t)− r(t) =
∫ t
0
O(∇ℑp(r(s)))ds.
Here, if p2 =
1
2i
(p− p∗) is the almost holomorphic extension of ℑp, we get
p∗(ρ(t)) = ip2(ρ(t)) =
ip2(r(t)) + i∇p2(r(t)) · (ρ(t)− r(t)) +O((ρ(t)− r(t))2) =
ip2(r(t)) + i∇p2(r(t)) ·
∫ t
0
O(∇p2(r(s)))ds+O(1)(
∫ t
0
O(∇p2(r(s)))ds)2.
Here, ∇p2(r(t)) = O(p2(r(t))1/2) = O(tj/2), so p∗(ρ(t)) = ia(ρ0)tj +O(tj+1).
Then, if we conjugate with an FBI-Bargmann transform as above, we can
construct an approximation U˜(t) of exp(−t ˜̂P/h), such that
‖U˜(t)‖ ≤ C0e(C0t|z−z0|−tk+1/C0)/h,
when |z − z0| = O((h ln 1h)k/(k+1)).
From this we obtain a microlocal apriori estimate for P̂ analogous to the
one for P −z in Proposition 4.1, and the proof can be completed in the same
way as for Theorem 1.2. ✷
5 Examples
Consider
P = −h2∆+ iV (x), V ∈ C∞(X ;R), (5.1)
where either X is a smooth compact manifold of dimension n or X = Rn.
In the second case we assume that p = ξ2 + iV (x) belongs to a symbol
space S(m) where m ≥ 1 is an order function. It is easy to give quite general
sufficient condition for this to happen, let us just mention that if V ∈ C∞b (R2)
then we can take m = 1 + ξ2 and if ∂αV (x) = O((1 + |x|)2) for all α ∈ Nn
and satisfies the ellipticity condition |V (x)| ≥ C−1|x|2 for |x| ≥ C, for some
constant C > 0, then we can take m = 1 + ξ2 + x2.
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We have Σ(p) = [0,∞[+iV (X). When X is compact then Σ∞(p) is empty
and when X = Rn, we have Σ∞(p) = [0,∞[+iΣ∞(V ), where Σ∞(V ) is the
set of accumulation points at infinity of V .
Let z0 = x0 + iy0 ∈ ∂Σ(p) \ Σ∞(p).
• In the case x0 = 0 we see that Theorem 1.2 (B) is applicable with
k = 2, provided that y0 is not a critical value of V .
• Now assume that x0 > 0 and that y0 is either the maximum or the min-
imum of V . In both cases, assume that V −1(y0) is finite and that each
element of that set is a non-degenerate maximum or minimum. Then
Theorem 1.2 (B) is applicable to ±iP . By allowing a more complicated
behaviour of V near its extreme points, we can produce examples where
1.2 (B) applies with k > 2.
Now, consider the non-self-adjoint harmonic oscillator
Q = − d
2
dy2
+ iy2 (5.2)
on the real line, studied by Boulton [2] and Davies [6]. Consider a large
spectral parameter E = iλ + µ where λ ≫ 1 and |µ| ≪ λ. The change
of variables y =
√
λx permits us to identify Q with Q = λP , where P =
−h2 d2
dx2
+ ix2 and h = 1/λ → 0. Hence Q − E = λ(P − (1 + iµ
λ
)) and
Theorem 1.2 (B) is applicable with k = 2. We conclude that (Q − E)−1 is
well-defined and of polynomial growth in λ (which can be specified further)
respectively O(λ−1) when
µ
λ
≤ C1(λ−1 lnλ) 23 and µ
λ
≤ C1 respectively,
for any fixed C1 > 0, i.e. when
µ ≤ C1λ 13 (lnλ) 23 and µ ≤ C1λ 13 respectively. (5.3)
We end by making a comment about the Kramers–Fokker–Planck oper-
ator
P = hy · ∂x − V ′(x) · h∂y + 1
2
(y − h∂y) · (y + h∂y) (5.4)
on R2n = Rnx × Rny , where V is smooth and real-valued. The associated
semi-classical symbol is
p(x, y; ξ, η) = i(y · ξ − V ′(x) · η) + 1
2
(y2 + η2)
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on R4n, and we notice that ℜp1 ≥ 0. Under the assumption that the Hessian
V ′′(x) is bounded with all its derivatives, |V ′(x)| ≥ C−1 when |x| ≥ C for
some C > 0, and that V is a Morse function, F. He´rau, C. Stolk and the
author [10] showed among other things that the spectrum in any given strip
i[ 1
C1
, C1] +R is contained in a half strip
i[
1
C1
, C1] + [
h2/3
C2
,∞[ (5.5)
for some C2 = C2(C1) > 0 and that the resolvent is O(h−2/3) in the com-
plementary halfstrip. (We refrain from recalling more detailed statements
about spectrum and absence of spectrum in the regions where |ℑz| is large
and small respectively.)
The proof of this result employed exponentially weighted estimates based
on the fact that H2p2p1 > 0 when p2 ≍ 1, p1 ≪ 1. This is of course reminiscent
of Theorem 1.2 (B) with k = 2 or rather the corresponding result in [7], but
actually more complicated since our operator is not elliptic near ∞ and we
even have that iR \ {0} is not in the range of p but only in Σ∞(p). It seems
likely that the estimates on the spectrum of the KFP-operator above can be
improved so that we can replace h by h ln(1/h) in the confinement (3.23)
of the spectrum of P in the strip i[1/C1, C1] +R and that there are similar
improvements for large and small values of |ℑz|. This would be obtained
either by a closer look at the proof in [10] or by an adaptation of the proof
above when k = 2.
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