We prove the Ramanujan-Petersson conjecture for Maass forms of the group SL(2, Z), with the help of automorphic distribution theory: this is an alternative to classical automorphic function theory, in which the plane takes the place usually ascribed to the hyperbolic half-plane.
Introduction
Initially introduced for the purpose of making a cooperation between modular form theory and pseudodifferential analysis possible, automorphic distribution theory presents a number of other advantages: we regard it as a good approach for analysts to a fascinating domain, generally far from their (mostly P.D.E.) preoccupations. Automorphic distributions are tempered distributions in R 2 , invariant under the action of the group Γ = SL(2, Z) by linear transformations: they are called modular if they are moreover homogeneous of some degree.
The link with the classical theory of automorphic functions in the hyperbolic half-plane Π, and that of modular forms of the non-holomorphic type (Maass forms) is provided by a pair Θ 0 , Θ 1 of transforms from distributions in R 2 to functions in Π. A variant of the Radon transformation, Θ 0 , as well as Θ 1 , actually originated from pseudodifferential analysis. It 1 commutes with the two actions of SL(2, R), by linear or by fractionallinear transformations, hence transforms automorphic distributions into automorphic fumctions. Besides, if one denotes as 2iπE the Euler operator x ∂ ∂x + ξ ∂ ∂ξ + 1, the operator π 2 E 2 transfers under Θ 0 to ∆ − 1 4 , where ∆ is the Laplacian of Π. As a consequence, the image under Θ 0 of a modular distribution, homogeneous of degree −1−ν, is a Maass form, corresponding to the (generalized) eigenvalue 1−ν 2 4 . Note that two modular distributions, the image of each other under the symplectic Fourier transformation (hence homogeneous of degrees −1 ± ν), have the same image under Θ 0 : for this reason, it is necessary to introduce Θ 1 = Θ 0 (2iπE) as well, so as to get a one-to-one map.
It is not necessary to rely on the existing theory in Π to define a complete list of modular distributions: a quick direct definition is possible. Given a character χ of Q × and λ ∈ R, the distribution T χ,iλ such that, for h ∈ S(R 2 ),
is homogeneous of degree −1 − iλ. While generally not modular, it is so for special values of the pair χ, iλ: which ones can be characterized by means of a "converse theorem". When such is the case, we call it a Hecke distribution because its image under Θ 0 is a Hecke eigenform. There is a similar definition, involving the trivial character χ 0 , leading to Eisenstein distributions: two extra terms are in this case needed in (1.1). The Eisenstein distribution E ν exists for ν ∈ C, ν = ±1.
Hecke operators tranfer to a version available in the modular distribution environment. In particular, if p is prime and T χ,iλ is a Hecke distribution, the operator T p , in this version, acts on T χ,iλ as the multiplication by the sum p − iλ 2 χ(p) + p iλ 2 (χ(p)) −1 . The Ramanujan-Petersson conjecture is the fact that this number has absolute value ≤ 2 or, which is equivalent, that the character χ is unitary. The basic remark at the origin of this paper is that T p has the same effect as the operator p − 1 2 +iπE ♮ + p
After that, the Ramanujan-Petersson conjecture becomes a problem for analysts.
One first builds a generating object for all Hecke distributions and Eisenstein distributions E iλ . Such an object is provided by the series B 1 =
Indeeed, one has an identity
2) better explained in detail in Section 4: let us just observe here that no modular distribution is missing. The series relates under Θ 0 to a series introduced by Selberg.
At this point, the program is clear. We shall show that, with an integer N going to infinity, and given a prime p, the operator T 2N p , or
, does not increase the coefficients by a factor larger than (2δ) 2N , where δ is an arbitrary number > 1. To do so, we first establish the analogue for the full distribution B 1 : this, based on the series that defined B 1 in the first place, is the object of Section 3. What remains to be done is some localizing, performed by the insertion under the integral or summation sign in (1.2) of some operator Φ N (2iπE) concentrating the resulting distribution, in some sense, near any given discrete eigenvalue 1+λ 2 r 4 of ∆.
Automorphic distribution theory
The present section is a summary, brought down to a minimum, of developments made over a number of years [12, 13, 14, 15, 16] . Chapter 1 in [15] gives complete proofs of the facts recalled in this section and a summary, somewhat more detailed than the present one, is given in [16, Section 6.3] .
Decomposing distributions in R 2 as sums, discrete and continuous, of such objects, leads to a sharp-composition formula (in the sense of pseudodifferential analysis: the one corresponding to the composition of operators) with surprising properties [16, Section 6.2] . This was successfully applied [16, Section 6.4 ] to the sharp composition of modular distributions, the definition of which we recall now.
Let χ be a tempered character on Q × , i.e., a character such that χ m n ≤ C |mn| C for some C > 0. Consider the series
We do not prevent χ to be the trivial character χ 0 = 1, but in that case, we sum for all values of m, n with |m| + |n| = 0. The (tempered) distribution T χ decomposes as ∞ −∞ T χ,iλ dλ, where T χ,iλ is a distribution homogeneous of degree −1 − iλ: it is defined in the case when χ = χ 0 , by the identity
where F 1 is the partial Fourier transformation with respect to the first variable, in other words it admits the Fourier series expansion
When χ = χ 0 , we set T χ 0 ,iλ = 1 2 E iλ : as a distribution-valued function of iλ, it extends as an analytic function E ν for ν = ±1, admitting when Re ν < 0 and ν = −1 the Fourier expansion [15, Theor.1.1.7] such that
5)
where σ ν (n) = 1≤d| n d ν . This identity extends for ν = ±1, with a grouping of the first two terms necessary when ν = 0.
Distributions in S ′ (R 2 ) invariant under the action of Γ = SL(2, Z) by linear changes of coordinates will be called automorphic: if a distribution S is both automorphic and homogeneous of some degree, it will be called a modular distribution. The distribution T χ 0 is automorphic: as a consequence, the Eisenstein distribution E iλ is a modular distribution for every λ ∈ R, and so is E ν for every ν ∈ C, ν = ±1.
The distribution T χ is not automorphic if χ = χ 0 , and T χ,iλ is generally not automorphic either. However, for some special values of the pair χ, λ, it is again automorphic. When such is the case, we denote T χ,iλ as N χ,iλ : it is a modular distribution, to be called a Hecke distribution. The Ramanujan-Petersson conjecture states that, in such a case, χ must be a unitary character, i.e., satisfy χ m n = 1 for every nonzero rational m n .
In addition to the pair of operators
let us introduce, for N = 1, 2, . . . , the collection of operators T dist N , to be called Hecke operators for a reason to be given later in this section, such that
(2.7) The operators T dist N constitute a commutative algebra, generated by the operators T p with p prime: they also commute with the operator 2iπE. Every modular distribution (Eisenstein or Hecke) is a simultaneous eigenvector of all operators just mentioned (certainly not of 2iπE ♮ ). One has [15, (1.2.31)]
(2.8) The system made up by these operators, together with T dist −1 defined as T dist −1 S (x, ξ) = S(−x, ξ), is complete, in the sense that a modular distribution, E ν or N χ,iλ , is characterized by the family of scalars giving their action on it. Note, however, that the knowledge of N χ,iλ does not entail that of χ, since changing χ(p) to (χ(p)) −1 p iλ for a finite set of primes would not change N χ,iλ .
We conclude this section by recalling in which way the theory of modular distributions (in the plane) links to the classical one of modular forms of non-holomorphic type, in the hyperbolic half-plane: we always take the Poincaré model Π, consisting in the upper half-plane. Given S ∈ S ′ (R 2 ), define the functions
and Θ [2] 1 S = Θ [2] 0 (2iπES) on the hyperbolic upper half-plane. This pair of transforms has an interpretation in terms of pseudodifferential analysis and of a canonical set of coherent states of the metaplectic representation, very useful in many questions [15, (3.1.19 )] or [16, (6.3.15) ]. The superscript [2] , present in the second reference only, originates from our having realized, after experience with a rather considerable amount of identities, that the "good" symbolic (Weyl) calculus of operators is undoubtedly, in arithmetic questions, the one obtained when taking 2 as a Planck constant, as practitioners of semi-classical analysis would say. It is immediate that either operator of the pair (2.9) intertwines the two actions of SL(2, R), in particular Γ, on distributions in the plane and functions in the half-plane, by linear or fractional-linear transformations. Hence, if S is an automorphic distribution, Θ [2] 0 S and Θ [2] 1 S are automorphic functions. Moreover, one has [15, (2.1.7)]
κ S is a modular form of the non-holomorphic type, associated to the (generalized) eigenvalue 1+λ 2 4 for ∆.
Under Θ [2] κ , the operator T dist N transfers [15, (2.1.20) ] to the operator T N , on functions in the hyperbolic half-plane, defined as
This is the standard notion of Hecke operator [5, p.127 ] known to number theorists, and it follows that the image, under Θ [2] κ , of a Hecke distribution, is a so-called Hecke eigenform. In particular, one has Θ
is the so-called non-holomorphic Eisenstein series defined if Re ν < −1 as
Considering now a Hecke distribution, rewrite (2.4) as
Applying (2.9) and the classical integral representation of modified Bessel functions, one finds that one has Θ [2] 0 N χ,iλ = N , given as the series
Note that N , in contrast to N χ,iλ , is invariant under the change λ → −λ. Automorphic distribution theory in R 2 is not equivalent to automorphic function theory in the upper half-plane: it is slightly more precise, which follows from the fact that, under Θ [2] κ , it is the square of the first-order Euler operator that transfers to an operator (to wit, ∆ − 1 4 ) generating the algebra of differential operators in the hyperbolic half-plane commuting with the action of SL(2, R). Introducing the symplectic Fourier transformation F symp such that 
This explains why two functions Θ [2] 0 S and Θ [2] 1 S are necessary to characterize S. In particular, one has [15, (1.2.13)]
The following shows that, provided one uses modular distribution theory, Hecke operators become objects immediately accessible to analysts. Proposition 2.1. Given a prime p, and a modular distribution N = E ν or N χ,iλ , one has the identity
Proof. As easily proved in [ 
On the other hand, from (2.13), one has
It follows that
In the case of the Eisenstein distribution, just replacing χ by χ 0 everywhere would seem to lead to the fact that both operators T dist p and
. This is correct, but one must not, in this case, forget the two extra terms in (2.5), which are multiples of |ξ| −ν−1 and |x| −ν δ(ξ), Now, one has
−iπE ♮ acts on each of the two special terms in the desired way.
A special automorphic distribution
For ℓ ≥ 0, define the distribution
It was shown in [13, Theorem 3.3] that, for ℓ ≥ 1, the series
Instead of applying the operator π 2 E 2 to s 1 1 , we may apply it to the function h ∈ S(R 2 ) it is tested on: the result just quoted then amounts to saying that the series
convergent as a continuous linear form on the space π 2 E 2 S(R 2 ). The main point of the proof developed in this paper consists in obtaining uniform bounds for a suitably rescaled extension of this result.
If g = ( n n 1 m m 1 ) ∈ Γ, the class of g in Γ/Γ o ∞ coincides with the first column of this matrix and, writing s 1
(this obviously depends only on n, m: adding to the argument of h the product of the vector ( n m ) by an integer does not change the result).
Given ε > 0, one has for some constant C > 0, depending only on ε and h, and every q > 0, the estimate
Proof. We apply (3.3), (3.4), analyzing first the terms corresponding to the pairs ( n m ) = ( 0 1 ) or ( 1 0 ). Taking g = 0 −1 1 0 or ( 1 0 0 1 ), one obtains
(3.6) It is immediate (change variable) that, whether q is large or small, q I 0,1 (h q ) and q I 0,1 (h q ) remain bounded. An integration by parts will be necessary in general.
In a traditional way, define the classes n and m by the conditions nn ≡ 1 mod m and mm ≡ 1 mod n. With the notation above for g, n is the class of m 1 mod m : making the change x → x − m 1 m , one obtains the first equation of the following pair:
8)
where C depends only on h and α. If h is an odd function, the exponent can be improved to −α − 1 2 .
Proof. Write
This is the first case considered in the lemma.
Next, say with m > 0, one writes (whether h is odd or not) Exchanging the roles of m and n, one finds 
End of proof of Proposition 3.1
Let f = f (s, σ) be an arbitrary function in S(R 2 ). One has
so that, after an integration by parts (the transpose of x ∂ ∂x + 1 has the effect of multiplying e 2iπx by −2iπx), Since
, the linear form B ℓ is even and, so far as the estimate (3.6) is concerned, it is no loss of generality to assume that h is even. The first term on the right-hand side of (3.22) is
after one has taken advantage of the possibility to exchange m and n. The same bound applies to the second term if h ∈ S even (R 2 ), not forgetting that Lemma 3.2 gives an improved inequality when the function h it is applied to is odd.
Finally, we must show that
with C > 0 independent of q. We already disposed, in (3.7), of the terms for which n = 0 or m = 0. If mn = 0, one writes
Comparing the series to an integral, we just have to observe that
Remark. It will be useful to rephrase (3.5) without constants depending on h as
 is some norm continuous for the topology of S(R 2 ). We shall say that this norm has degree ≤ A if it can be written as a sum of expressions sup P x, ∂ ∂x , ξ, ∂ ∂ξ h , where the polynomials P in the non-commuting operators indicated have degrees ≤ A.
A generating object for modular distributions
Recall that Π is the upper half-plane. In this section, we take benefit from standard facts from automorphic function theory (in Π) based on Hilbert space methods. Such methods are not easy to develop directly in the automorphic distribution theory though, notwithstanding the fact that most orbits of the action of Γ in R 2 are everywhere dense, there does exist a perfect substitute L 2 (Γ\R 2 ) for the space L 2 (Γ\Π) [14, Chapter 5] .
For the benefit of readers not familiar with automorphic function theory, here is a quite short summary of classical results. Very nice presentations of this theory (accessible to non-experts, including the present author) are to be found in [11, 1, 5, 6] and elsewhere. 
(4.1)
We choose the standard normalization for which b 1 = 1. This is far from an arbitrary convention since, then, one has the collection of formulas T k N = b k N : the values the Hecke operators take on N can be read directly on the Fourier coefficients of this Hecke eigenform [5, p.128 ]. The Hecke operators are self-adjoint, so that all coefficients b k are real. But since the normalization of N has already been chosen, it cannot be expected (and it is considerably far from being the case) that it could be normalized in the space L 2 (Γ\Π) as well: we shall thus introduce the norm there, denoted as N , of N .
We connect now this to automorphic distribution theory, taking the correspondence from (2.13) to (2.15) in reverse order. Since K ν = K −ν , the Fourier expansion (4.1) only involves the number λ 2 r : defining λ r = λ 2 r , we define a pair (N ± ) of distributions in the plane by setting, for h ∈ S(R 2 ),
Proving that N ± is automorphic (the non-trivial invariance is that under 0 1 −1 0 or a conjugate) was done in [15, Theor.1.2.2, Prop.2.1.1] in a rather indirect, but in our opinion interesting, way. We associated to a Hecke distribution an L-function L ♮ (s, N ± ), and proved a "converse theorem" characterizing the fact that N ± is automorphic by a certain functional equation: again, this L-function is slightly more precise than the L-function classically associated to the function N in (2.15), but their functional equations are equivalent.
One has F symp N ± = N ∓ . Using the fact that N is a Hecke eigenform, one proves then [15, Theor.2.1.2] that N ± , so defined, coincides for some character χ with the Hecke distribution N χ,iλr . Besides, for each prime p, the number θ p = p − iλ 2 χ(p) is a solution of the equation θ 2 p − b p θ p + 1 = 0. It follows that either |χ(p)| = 1 or |b p | > 2. The Ramanujan-Petersson conjecture is thus equivalent to the assertion that |b p | = χ(p)p − iλ 2 + (χ(p)) −1 p iλ 2 ≤ 2 for every Hecke distribution and every prime p. Bounds by powers of p, with exponents improving on the way, have been obtained before [2, 7] .
Questions of notation are important. We have decided to take r = 1, 2, . . . . Given a Hecke eigenform N r,ι , it will be handy to denote as N r,ι the Hecke distribution denoted in (4.2) as N + , and as N −r,ι the one denoted there as N − . Giving automorphic distribution theory, as will be needed, the upper hand, it is then convenient to denote the set of Hecke distributions, with the proper normalization, as (N r,ι ), with r ∈ Z × (rather than r ≥ 1) and the convention that λ r = λ 2 then, N r,ι is always homogeneous of degree −1 − iλ r . This notation is in conflict with the notation N χ,iλ used in Section 3, but no confusion can arise. 
Proof. It was given in [15, p.60-61] . Let us recall the main points. First, one proves that the two parts of (4.3), the integral and the series, do converge in S ′ (R 2 ): so far as the first part is concerned, Proposition 5.2 will give a more precise, parameter-dependent, proof of it. As a preparation for the main theorem, we shall reexamine, in Proposition 4.2, the proof that the series converges. If one takes this for granted, the rest of the proof of Proposition 4.1 goes as follows. First, one observes that s 1 1 is invariant under F symp so that, since this operator commutes with the action of SL(2, R), the distribution B ℓ is invariant as well under F symp . Such a distribution is characterized by its image under Θ [2] 0 only, rather than the pair Θ [2] 0 , Θ [2] 1 . An easy computation yields [13, Theor.3.5] Θ [2] 
Now, this series is a special case of a class of automorphic functions introduced by Selberg [8] and used by several authors [3, 4] afterwards. All these authors made the expansion of the automorphic function in (4.4) explicit. Next, using the map N r,ι → N |r|,ι in the "wrong" direction gives an immediate way to transform the joint spectral expansion in L 2 (Γ\Π) of the image under Θ [2] 0 of an automorphic distribution S into an expansion of S itself, provided that S is invariant under F symp : this was shown to be the case, so far as B ℓ is concerned, in the beginning of the present proof. Proof. It is necessary here to change notation, repeating eigenvalues according to their multiplicities (if any does occur: whether this is the case is not known). We thus trade the pair (r, ι) for a single r ∈ Z × (it is not the same r as before), which must be accompanied by some changes: λ r to µ r , N r,ι to M r , and N r,ι to M r . The discrete (in the spectral-theoretic sense) part B 1 disc of B 1 becomes
The main point in using this notation is the possibility to rely on the Selberg equivalent µ r ∼ (48 r) 
(repeating eigenvalues or not would not change anything here). From these two reminders, being able to save arbitrary powers of (1 + µ 2 r ) −1 , by appropriate integrations by parts applied to the expression of M r , h given by (2.13) would do the job. From (2.14) and the definition of tempered characters, one can bound φ(k) by some fixed power of |k|. One writes
To save powers of (1 + µ 2 r ) −1 , one relies on the integration by parts corresponding to the equation |t| −1−iµr = (−1−iµ r ) −j t d dt j |t| −1−iµr . Managing the k-summation is obtained from the fact that a function in S(R 2 ), taken at the argument k t , t , is bounded for every A > 0 by C t 2 + k 2 t 2 −A for some C > 0.
The Ramanujan-Petersson estimate for Maass forms
Our analysis of the problem will be based on an estimate of the distribution T dist p 2N B 1 as N → ∞.
Proposition 5.1. Let a prime p be given. As N → ∞, the distribution
Proof. According to Proposition 2.1, one has
Given h ∈ S(R 2 ), one has with q = p −N +k
with the notation in Proposition 3.1. From this proposition as re-expressed in (3.27), the expression B 1 , q h q is bounded by
Next, we decompose B 1 as B 1 cont + B 1 disc in reference to the continuous and discrete parts of the spectral decomposition (4.3). We study the image under T dist p 2N of the continuous part first. Proof. Write
where the contour γ is a slight deformation of the line Re ν = 1 leaving the point ν = 0 on the left of it if k ≤ N , on the right of it if k > N .
We use this time the first equation (2.8) , so that
Then, forgetting about the sum over k, taken care of by the equation
, we must insert the extra factor p (N −k)ν in the integrand of (5.3) and test the result on h ∈ S(R 2 ). To do so, we use the Fourier series decomposition (2.5) of Eisenstein distributions. Finally, we have to obtain uniform (relative to N, k) bounds for the expressions
It is known [10, p.245] that |ζ(1 + iλ)| ±1 ≤ C log |λ| as |λ| → ∞. The summability of I 1 will be ensured by an application of the integration by parts associated to the equation |t| −ν−1 = [(−ν)(−ν + 1)] −1 d 2 dt 2 |t| −ν+1 . Note that the product F (ν) ζ(ν) is regular at ν = 1, while the extra singularity there introduced by this integration by parts is taken care of by the change of contour from the line Re ν = 1 to γ, made in the direction preserving the condition p (N −k)ν ≤ 1. Something similar goes for I 2 . In the case of I 3 , we first recall [6, p.334 ] that the number of divisors of n is a O (|n| ε ) for every ε > 0. Then, the n-summation is taken care of by the bound F −1 1 h n t , t ≤ C n 2 t 2 + t 2 −2 valid for some C > 0.
To prepare for the main result, we need to localize the preceding estimates. To this effect, introduce a function Φ(iλ) = ∞ −∞ Ψ(t) e −2iπtλ dt, with |Ψ(t)| ≤ C e −B |t| for every B, for some well-chosen C > 0. Given h ∈ S(R 2 ), decompose it as
Then, the function Φ(−2iπE) h, as defined in the usual spectral-theoretic sense by
lies in S(R 2 ), and one can define Φ(2iπE) B 1 disc by duality, by the equation
which leads to the unsurprising formula
Expressing B disc as a difference and making use of Proposition 5.1 and Proposition 5.2, there exists a continuous semi-norm
From now on, it is essential to express the estimates crucial for our task, as in (3.27), in a way for which the test-function h has not been fixed.
To isolate, as much as is possible, the role of an eigenvalue 1+λ 2 r 4 of the automorphic Laplacian, we take
with a parameter N going to infinity, and a small positive constant β to be chosen later.
Proposition 5.3. One has the estimate
 is the continuous norm on S(R 2 ), of degree ≤ A in the sense given immediately after (3.27).
Proof. Using (5.7), we write
x, e 2πt ξ e 2πt dt,
Then, we use the bound provided by (5.10), noting in view of (5.7) that, so far as L ∞ -norms are examined on the side of h, using any of the 4 operators x, ∂ ∂x , ξ, ∂ ∂ξ may lead to a loss by the factor e 2π |t| , leading to an overall loss at most of the size of e 2π A |t| since P has "degree" at most A. One thus has the estimate (5.15) which is the same as (5.12).
Theorem 5.4. Given a pair χ, λ, the character χ has to be unitary if the distribution T χ,iλ in (2.4) is modular. In other words, given a Hecke eigenform N r,ι and a prime p, and setting T p N r,ι = b p (r, ι) N r,ι , one has the inequality |b p (r, ι)| ≤ 2.
Proof. We have obtained Proposition 5.3 as a consequence of Proposition 3.1 and of an analysis of the left-hand side of this equation as a difference.
In the following proof, we shall analyze the left-hand side of (5.12) in a totally different way, relying on (5.9). What follows has been prepared, to a large extent, by Proposition 4.2: all that remains being done is analyzing the effect, on the series, of having to insert the extra factor (b p (r, ι)) 2N .
Given r, let ι 0 be the value of the index ι for which b p (r, ι) is largest: set 2 δ r = |b p (r, ι 0 )| and 2δ = sup{|b p (s, ι)| : (s, ι) = (r, ι 0 )}. Given any α > 1, one may choose r in such a way that the ratio δ δr will be less than α. We set also 2 δ ′ r = sup{|b p (r, ι)| : ι = ι 0 }: one has δ ′ r < δ r . We use (5.9) and Proposition 4.2. From that proposition, the series (5.9) is absolutely convergent. Take from the general term of (5.9) the factor S N (p, s, ι; h) = 1 2 Φ(−iλ s ) Γ(1 − iλs 2 )Γ(1 + iλs 2 ) N |s|,ι 2 N s,ι , h . Finally, |b p (r, ι 0 )| 2N S N (p, r, ι; h)| is the product of (2δ r ) 2N by an expression independent of N , a nonzero one if h is chosen so that N r,ι 0 , h = 1.
Assuming that δ r > 1, that β is well-chosen and that α > δ δr is sufficiently close to 1, we shall reach a contradiction. On one side, we have the bound C 2 2N p N ε exp(π(A + 1) 2 N β) for the "total" sum yielding Φ N (2iπE) T dist p 2N B 1 disc , h . On the other side, we have a "big" term of size (2δ r ) 2N , and two terms, regarded as error terms, bounded by (2δ ′ r ) 2N and by e −πN βη 2 (2δ) 2N , which can contribute in the "bad" direction. However, one has e −πβη 2 δ < δ r if β > log α πη 2 since δ δr < α: if such is the case, the second correction term will be less than, say, one third of (2δ r ) 2N for large N if this condition is satisfied. The first correction term is also less than one third of (2δ r ) 2N for large N since δ ′ r < δ r . Finally, to reach a contradiction, we must ensure that p ε 2 e π(A+1) 2 β < δ r .
(5.19)
Now, choosing β so that (A + 1) 2 log α η 2 < π(A + 1) 2 β < log δ r − ε 2 log p, (5.20) an inequality in which δ r > 1 and A, η are known, is possible since we have the choice of α > 1 and ε > 0.
