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Abstract
We derive the monotonicity of the quantum relative entropy by an elementary op-
erational argument based on Stein’s lemma in quantum hypothesis testing. For the
latter we present an elementary and short proof that requires the law of large numbers
only. Joint convexity of the quantum relative entropy is proven too, resulting in a
self-contained elementary version of Tropp’s approach to Lieb’s concavity theorem,
according to which the map a 7→ tr(exp(h + log a)) is concave on positive operators
for self-adjoint h.
Contents
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2 An elementary proof of quantum Stein’s lemma . . . . . . . . . . 3
3 Monotonicity and joint convexity of quantum relative entropy . . 7
4 Lieb’s concavity theorem: Tropp’s argument . . . . . . . . . . . . 11
5 Historical remarks and related work . . . . . . . . . . . . . . . . 12
A Proof of Lemma 6 . . . . . . . . . . . . . . . . . . . . . . . . . . 14
B Singular case of Stein’s lemma . . . . . . . . . . . . . . . . . . . 14
1 Introduction
Inequalities for quantum mechanical entropies and related concave trace func-
tions play a fundamental role in quantum information theory. The ground-
breaking results on these inequalities by Lieb [14] and by Lieb and Ruskai [15]
together with the extension of the fundamental operational ideas and concepts
from Shannon’s information theory [22] to the quantum realm have made the
rapid development of quantum information theory possible. For example, many
optimality proofs in quantum information theory rely on one of the fundamental
inequalities established in [14] and [15]. The proofs presented in [14] and [15]
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are masterpieces of matrix analysis.
In this paper we approach some of the major inequalities for quantum entropies
from the point of view of Shannon’s theory. It turns out that the monotonic-
ity property of the quantum relative entropy [15, 17, 27] is an elementary and
intuitive consequence of the quantum version of Stein’s lemma [11, 18], which
gives an operational interpretation to the quantum relative entropy as a dis-
tinguishability measure on the set of quantum states. Stein’s lemma, in turn,
can be established by an elementary argument on less than two pages: The
new proof that we present below requires only the law of large numbers and a
simple estimate on “overlaps” of certain projections with respect to some given
quantum state. It is this simple proof of Stein’s lemma that we consider as
the main contribution of the paper. The observation that the monotonicity of
the relative entropy can be derived from Stein’s lemma has been made in the
technical report [3] by the authors almost a decade ago. There we have given
an elementary but, unfortunately, somewhat non-transparent proof of Stein’s
lemma.
Once the monotonicity is established, we have access to other fundamental prop-
erties of quantum entropies as described in Ruskai’s review [21, Sec. V]. We
restrict our attention to the joint convexity of the quantum relative entropy
[16, 27] for which we include a short proof. Indeed, the joint convexity and
monotonicity of the relative entropy are equivalent [21, Sec. V] and therefore
we could easily obtain it directly from Stein’s lemma. We prefer, however, to
follow the nice derivation from the monotonicity mentioned in [21, Sec. V].
Our motivation for including the joint convexity of relative entropy is the re-
cent work [25] by Tropp where he derives one of Lieb’s concavity theorems [14],
according to which the map a 7→ tr(exp(h + log a)) is concave on the positive
cone for fixed self-adjoint h, from the joint convexity of the relative entropy. We
present a short and slightly streamlined version of Tropp’s argument in Section
4. Together with our operational derivation of the monotonicity of the quantum
relative entropy we obtain a self-contained access to some of the fundamental
inequalities for quantum entropies and trace functions from the information-
theoretic perspective.
Besides the fact that Lieb’s concavity theorem played a crucial role in [15] it
became of great importance for establishing sharp tail concentration bounds for
sums of random matrices [24]. The latter development, in turn, has its origin in
the famous Ahlswede-Winter bound [1] that arose in the context of the theory
of identification via quantum channels.
We resisted the temptation of producing an extremely short paper, which could
be done given the elementary nature of the arguments that are used. Instead,
our leitmotif was to give a self-contained presentation of the results at a slow
pace so that anybody knowing the law of large numbers and being familiar with
basic linear algebra can easily follow our arguments. Only exception being Re-
mark 10 in Section 3 where we assume the familiarity with the definition and
simple properties of completely positive maps which can be easily picked up in
Bhatia’s beautiful book [2, Ch. 3]. We should note, however, that no result in
the paper depends on the inequality presented in Remark 10. It is included for
completeness only and can safely be skipped without any consequence for the
subsequent parts of the paper.
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2 An elementary proof of quantum Stein’s lemma
For ρ, σ ∈ S(H)1, ε ∈ (0, 1), and n ∈ N we define
βε,n(ρ, σ) := min
{
tr(σ⊗na) : a ∈ [0,1H⊗n ], tr(ρ
⊗na) ≥ 1− ε
}
, (1)
where [0,1H⊗n ] denotes the set of (self-adjoint) operators a on H
⊗n with
0 ≤ a ≤ 1H⊗n .
The quantities βε,n(ρ, σ) obtain their natural interpretation in terms of statis-
tical hypothesis testing. We suppose that the system under consideration is
prepared either according to the state ρ or to the state σ and we can perform
measurements/observations on n independently prepared systems whose state is
then ρ⊗n or σ⊗n. According to Quantum Mechanics, a binary observable of the
n-partite system is a map E : {0, 1} → [0,1H⊗n] such that E(0)+E(1) = 1H⊗n .
Given a state τ ∈ S(H⊗n) Quantum Mechanics assigns the probabilities
tr(τE(i)) ∈ [0, 1] (i ∈ {0, 1}) (2)
for obtaining the outcome i when measuring the observable E and when the
system is prepared in the state τ . Notice that this is consistent with the re-
quirement E(0) + E(1) = 1H⊗n leading to tr(τE(0)) + tr(τE(1)) = 1 for all
τ ∈ S(H⊗n).
Given states ρ, σ ∈ S(H) the probabilities for obtaining the outcome 0 for the
observable E are given by tr(ρ⊗na) and tr(σ⊗na) with a := E(0) given that the
n-partite system is prepared either in state ρ⊗n or in state σ⊗n.
Suppose that we use the observable E as a decision rule, meaning that when
obtaining the outcome 0 we decide that the state was ρ and else we decide in
favor of σ. Then tr(σ⊗na) (again abbreviating a = E(0)) represents the error
probability of our decision rule and the numbers βε,n(ρ, σ) are the minimum
error probabilities for the decision rules deciding in favor of ρ with high proba-
bility (assuming that ε is close to 0).
The quantum relative entropy of ρ, σ ∈ S(H) is given by2
D(ρ||σ) :=
{
tr(ρ log ρ− ρ log σ) if kerσ ⊆ kerρ
+∞ else.
(3)
Theorem 1 (Quantum Stein’s lemma [11], [18]): Let ρ, σ ∈ S(H) be states with
kerσ ⊆ ker ρ. Then for any ε ∈ (0, 1) we have
lim
n→∞
1
n
log βε,n(ρ, σ) = −D(ρ||σ). (4)
Remark 2: Stein’s Lemma shows that, roughly, βε,n(ρ, σ) ≈ e
−nD(ρ||σ) giving an
operational interpretation to the quantum relative entropy as the largest rate
at which the error probability decays to 0 exponentially fast.
1 S(H) := {ρ ∈ L(H) : ρ ≥ 0, tr(ρ) = 1} denotes the set of density operators or states on H
whereas L(H) stands for the set of linear maps from H to itself.
2 All logarithms are to the base e.
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The proof of Theorem 1 that is presented below relies on two simple lemmas
that are proven first.
Let τ1, τ2 ∈ S(H) and assume that ker τ2 ⊆ ker τ1 holds. We set
M(τ1||τ2) := −tr(τ1 log τ2). (5)
Remark 3: Notice that
M(τ1||τ2)− S(τ1) = D(τ1||τ2), (6)
and
M(τ1||τ1) = S(τ1) (7)
hold, where S(τ1) := −tr(τ1 log τ1) is the von Neumann entropy of τ1.
Let µ1, . . . , µd be the eigenvalues of τ2 counted with their multiplicities and
e1, . . . , ed a complete orthonormal set of corresponding eigenvectors. For [d] :=
{1, . . . , d} and xn := (x1, . . . , xn) ∈ [d]
n we set
µxn :=
n∏
i=1
µxi exn :=
n⊗
i=1
exi . (8)
Additionally, for δ > 0 we set
Tδ,n(τ1, τ2) :=
{
xn ∈ [d]n : M(τ1||τ2)− δ < −
1
n
logµxn < M(τ1||τ2) + δ
}
(9)
=
{
xn ∈ [d]n : e−n(M(τ1||τ2)+δ) < tr(τ⊗n2 |exn〉〈exn |) < e
−n(M(τ1||τ2)−δ)
}
.
Finally we introduce the following projection
pδ,n(τ1, τ2) :=
∑
xn∈Tδ,n(τ1,τ2)
|exn〉〈exn |. (10)
Lemma 4: For all τ1, τ2 ∈ S(H) with ker τ2 ⊆ ker τ1 and all δ > 0 we have:
1. pδ,n(τ1, τ2)τ
⊗n
2 = τ
⊗n
2 pδ,n(τ1, τ2) for all n ∈ N.
2. pδ,n(τ1, τ2)τ
⊗n
2 pδ,n(τ1, τ2) ≤ e
−n(M(τ1||τ2)−δ)pδ,n(τ1, τ2) for all n ∈ N
3. pδ,n(τ1, τ2)τ
⊗n
2 pδ,n(τ1, τ2) ≥ e
−n(M(τ1||τ2)+δ)pδ,n(τ1, τ2) for all n ∈ N
4. limn→∞ tr(τ
⊗n
1 pδ,n(τ1, τ2)) = 1.
Proof: The first three claims in the lemma are obvious from the definition of
pδ,n(τ1, τ2). The last assertion follows from the law of large numbers: First of
all, we can w.l.o.g. assume that τ2 is invertible due to our assumption that
ker τ2 ⊆ ker τ1. Let X1, . . . , Xn be independent, identically distributed (i.i.d.)
random variables taking values in [d] with distribution
Pr(X1 = x1, . . . , Xn = xn) = tr(τ
⊗n
1 |exn〉〈exn |) =
n∏
i=1
tr(τ1|exi〉〈exi |). (11)
2 An elementary proof of quantum Stein’s lemma 5
For i = 1, . . . , n we introduce
Ui := − logµXi (12)
i.e. Ui = f ◦Xi with the function f : [d]→ R, f(x) = − logµx.
Un := (U1, . . . , Un) is an i.i.d. collection of random variables and
E(Ui) =
∑
x∈[d]
tr(τ1|ex〉〈ex|)(− logµx) = M(τ1||τ2) (13)
for all i = 1, . . . , n. Moreover, it is clear that
tr(τ⊗n1 pδ,n(τ1, τ2)) = Pr(U
n ∈ Tδ,n(τ1, τ2))
= Pr
(∣∣∣∣∣
n∑
i=1
Ui − nM(τ1||τ2)
∣∣∣∣∣ < nδ
)
(14)
Eqn. (13), (14), and the law of large numbers imply that
lim
n→∞
tr(τ⊗n1 pδ,n(τ1, τ2)) = 1, (15)
as desired.

Remark 5: In the proof of Theorem 1 we will have to apply Lemma 4 for the
pairs (τ1, τ2) = (ρ, σ) and (τ1, τ2) = (ρ, ρ) simultaneously. For the latter case
we introduce a separate projection:
pδ,n(ρ) := pδ,n(ρ, ρ). (16)
The next lemma is a fusion and a slight generalization of Lemma 6 in [10]
and Lemma 8 in [4]. The proof is a standard application of the Cauchy-Schwarz
inequality for the Hilbert-Schmidt inner product on the space of linear operators
over a finite-dimensional Hilbert space and is relegated to the Appendix A.
Lemma 6: Let K be a Hilbert space over C with dimK < ∞. Let p, q ∈ L(K)
with 0 ≤ p, q ≤ 1 and τ ∈ S(K). Then
1. tr(τpqp) ≥ tr(τq)− 2
√
tr(τ(1K − p)).
2. If u ∈ L(K) is any projection commuting with τ (i.e. uτ = τu) and
satisfying τu ≤ cu for some c ∈ R+ then
tr(pqp) ≥
1
c
(
tr(τq) − 2
√
tr(τ(1K − p))− tr(τ(1K − u))
)
.
Proof of Theorem 1: In a first step we show that for all ε ∈ (0, 1)
lim sup
n→∞
1
n
log βε,n(ρ, σ) ≤ −D(ρ||σ).
Let δ > 0 be given. Then on account of Lemma 4.4 applied simultaneously
to (τ1, τ2) = (ρ, σ) and (τ1, τ2) = (ρ, ρ), Remark 5, and Lemma 6.1 for any
ε ∈ (0, 1) there is n0(ε) ∈ N such that for all n ≥ n0(ε) we have
tr(ρ⊗npδ,n(ρ, σ)pδ,n(ρ)pδ,n(ρ, σ)) ≥ tr(ρ
⊗npδ,n(ρ))
−2
√
tr(ρ⊗n(1H⊗n − pδ,n(ρ, σ)))
> 1− ε. (17)
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On the other hand, Lemma 4.1 and 4.2 imply ((τ1, τ2) = (ρ, σ))
σ⊗npδ,n(ρ, σ) ≤ e
−n(M(ρ||σ)−δ)pδ,n(ρ, σ) (18)
and consequently
pδ,n(ρ)σ
⊗npδ,n(ρ, σ)pδ,n(ρ) ≤ e
−n(M(ρ||σ)−δ)pδ,n(ρ)pδ,n(ρ, σ)pδ,n(ρ). (19)
Taking trace in (19) and observing that σ⊗n and pδ,n(ρ, σ) commute (cf. Lemma
4.1 with (τ1, τ2) = (ρ, σ)) we obtain
tr(σ⊗npδ,n(ρ, σ)pδ,n(ρ)pδ,n(ρ, σ)) ≤ e
−n(M(ρ||σ)−δ)tr(pδ,n(ρ)pδ,n(ρ, σ)pδ,n(ρ))
≤ e−n(M(ρ||σ)−δ)tr(pδ,n(ρ))
≤ e−n(M(ρ||σ)−δ)en(S(ρ)+δ)tr(ρ⊗npδ,n(ρ))
≤ e−n(D(ρ||σ)−2δ), (20)
where in the second line we have used
tr(pδ,n(ρ)pδ,n(ρ, σ)pδ,n(ρ)) ≤ tr(pδ,n(ρ)) (21)
which follows from pδ,n(ρ, σ) ≤ 1H⊗n and (pδ,n(ρ))
2 = pδ,n(ρ). In the third line
we have used Lemma 4.3 with (τ1, τ2) = (ρ, ρ) together with M(ρ||ρ) = S(ρ).
The final line holds because M(ρ||σ)− S(ρ) = D(ρ||σ) and tr(ρ⊗npδ,n(ρ)) ≤ 1.
Defining
an := pδ,n(ρ, σ)pδ,n(ρ)pδ,n(ρ, σ) ∈ [0,1H⊗n ] (22)
we obtain from (17) and (20) that
lim sup
n→∞
1
n
log βε,n(ρ, σ) ≤ lim sup
n→∞
1
n
log tr(σ⊗nan) ≤ −D(ρ||σ) + 2δ. (23)
Since δ > 0 is arbitrary we can conclude that
lim sup
n→∞
1
n
log βε,n(ρ, σ) ≤ −D(ρ||σ). (24)
We turn now to the proof of
lim inf
n→∞
1
n
log βε,n(ρ, σ) ≥ −D(ρ||σ).
Let ε ∈ (0, 1) be arbitrary and let
qn := argminβε,n(ρ, σ). (25)
From Lemma 4.1 and Lemma 4.3 with (τ1, τ2) = (ρ, σ) we can infer that
σ⊗n ≥ σ⊗npδ,n(ρ, σ)
≥ e−n(M(ρ||σ)+δ)pδ,n(ρ, σ) (26)
implying
q1/2n σ
⊗nq1/2n ≥ e
−n(M(ρ||σ)+δ)q1/2n pδ,n(ρ, σ)q
1/2
n , (27)
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and taking the trace
βε,n(ρ, σ) = tr(σ
⊗nqn) (cf. (25))
≥ e−n(M(ρ||σ)+δ)tr(qnpδ,n(ρ, σ))
= e−n(M(ρ||σ)+δ)tr(pδ,n(ρ, σ)qnpδ,n(ρ, σ)). (28)
Here we have used the cyclicity of the trace in the first and second line and,
additionally, in the last line that (pδ,n(ρ, σ))
2 = pδ,n(ρ, σ) holds.
We will lower-bound the last term in (28). Recall that Lemma 4.1 and Lemma
4.2 in the case (τ1, τ2) = (ρ, ρ) guarantee that
pδ,n(ρ)ρ
⊗n = ρ⊗npδ,n(ρ) and ρ
⊗npδ,n(ρ) ≤ e
−n(S(ρ)−δ)pδ,n. (29)
Then Lemma 6.2 and eq. (25) show that there is n1(ε) ∈ N such that
tr(pδ,n(ρ, σ)qnpδ,n(ρ, σ)) ≥ e
n(S(ρ)−δ)(tr(ρ⊗nqn)− 2
√
tr(ρ⊗n(1H⊗n − pδ,n(ρ, σ)))
−tr(ρ⊗n(1H⊗n − pδ,n(ρ))))
≥ en(S(ρ)−δ) ·
1− ε
2
(30)
for all n ≥ n1(ε) by Lemma 4.4 applied to pδ,n(ρ) and pδ,n(ρ, σ).
The inequalities (28),(30), and M(ρ||σ) − S(ρ) = D(ρ||σ) show that
lim inf
n→∞
1
n
log βε,n(ρ, σ) ≥ −D(ρ||σ) − 2δ (31)
holds for all δ > 0 and we are done.

3 Monotonicity and joint convexity of quantum relative
entropy
In this section we will show how Stein’s lemma, Theorem 1, can be used to show
the monotonicity of the relative entropy under the partial trace as well as the
joint convexity.
Let H1, H2 two finite-dimensional Hilbert spaces over C. The partial trace is
given by the map tr2 : L(H1)⊗L(H2)→ L(H1), tr2 := idL(H1)⊗ trL(H2), where
trL(H2) denotes the trace on L(H2). Notice that for any state τ ∈ S(H1 ⊗H2)
and any a ∈ L(H1)
trL(H1)(tr2(τ)a) = trL(H1)⊗L(H2)(τ(a⊗ 1H2)) (32)
holds. Introducing the map E : L(H1)→ L(H1)⊗L(H2), E(a) := a⊗ 1H2 this
can be written compactly as
trL(H1)(tr2(τ)a) = trL(H1)⊗L(H2)(τE(a)). (33)
Notice that the map E has the following properties which are readily checked:
For all a, b ∈ L(H1) we have E(1H1) = 1H1⊗H2 , E(a
∗) = E(a)∗, and E(ab) =
E(a)E(b) and this already implies that E is positive, i.e. preserves the positive
semi-definiteness of operators. However, the latter property is also obvious from
3 Monotonicity and joint convexity of quantum relative entropy 8
the definition of E.
For n ∈ N and all τ ∈ S((H1 ⊗H2)
⊗n), a ∈ L(H1)
⊗n we have
trL(H1)⊗n(tr
⊗n
2 (τ)a) = tr(L(H1)⊗L(H2))⊗n(τE
⊗n(a)). (34)
E⊗n inherits the following properties: For all a, b ∈ L(H1)
⊗n
E⊗n(1H⊗n1
) = 1(H1⊗H2)⊗n , E
⊗n(a∗) = (E⊗n(a))∗, (35)
and
E⊗n(ab) = E⊗n(a)E⊗n(b), (36)
implying that E⊗n is positive too3. From this we see that
Pn := E
⊗n([0,1H⊗n1
]) ⊂ [0,1(H1⊗H2)⊗n ], (37)
where [0,1H⊗n1
] is the set of all (self-adjoint) operators a ∈ L(H1)
⊗n with 0 ≤
a ≤ 1H⊗n1
and [0,1(H1⊗H2)⊗n ] is defined correspondingly.
Theorem 7 (Monotonicity under partial trace [15]): Let ρ, σ ∈ S(H1 ⊗ H2) be
states. Then
D(ρ||σ) ≥ D(tr2(ρ)||tr2(σ)). (38)
Proof: In the case that kerσ 6⊆ ker ρ we have D(ρ||σ) = +∞ and the inequality
(38) is trivially true.
Suppose that kerσ ⊆ ker ρ. We will use the abbreviation tr for trL(H1)⊗L(H2)
and trL(H1) as well as for tensored versions thereof in what follows. It will
always be clear from the context on which space the trace is acting. Moreover
we set
ρ1 := tr2(ρ), σ1 := tr2(σ).
Then for any ε ∈ (0, 1) and all n ∈ N we have
βε,n(ρ1, σ2) = min{tr(σ
⊗n
1 a) : a ∈ [0,1H⊗n1
], tr(ρ⊗n1 a) ≥ 1− ε}
= min{tr(σ⊗nE⊗n(a)) : a ∈ [0,1H⊗n1
], tr(ρ⊗nE⊗n(a)) ≥ 1− ε}
= min{tr(σ⊗na) : a ∈ Pn : tr(ρ
⊗na) ≥ 1− ε}
≥ min{tr(σ⊗na) : a ∈ [0,1(H1⊗H2)⊗n ], tr(ρ
⊗na) ≥ 1− ε}
= βε,n(ρ, σ), (39)
where in the second line we have used the relation (34), in the third line we used
(37), while in the fourth line we used the elementary fact that the minimum
value of a given function decreases if we enlarge the set we are minimizing over.
Taking log of both sides of (39), dividing by n, and taking the limit shows,
according to Theorem 1, that
D(ρ1||σ2) ≤ D(ρ||σ)
as desired.
3 The properties in (35) and (36) are obvious on the set G(n,H1) := {⊗ni=1ai : ai ∈
L(H1), i = 1, . . . , n} and extend by linearity to the whole L(H1)⊗n since G(n,H1) is a
generating set for L(H1)⊗n. The positivity follows from E⊗n(b∗b) = (E⊗n(b))∗E⊗n(b) and
the fact that every positive semi-definite a ∈ L(H1)⊗n can be written as a = b∗b for suitable
b ∈ L(H1)⊗n
3 Monotonicity and joint convexity of quantum relative entropy 9

Remark 8: The inequality (39) has a nice intuitive interpretation: The mini-
mum probability of error can only increase if we have access to a smaller set of
measurements upon which we can base our decisions.
Remark 9: Notice that for the proof of Theorem 7 we do not need the full power
of Theorem 1. It is sufficient to know that there is an increasing subsequence
(nk)k∈N of non-negative integers and a decreasing sequence (εnk)k∈N with εnk ∈
(0, 1) and limk→∞ εnk = 0 such that
lim
k→∞
1
nk
log βεnk ,nk(ρ, σ) = −D(ρ, σ)
holds.
Remark 10: Theorem 7 has a natural generalization to completely positive trace-
preserving maps due to Lindblad [17]: For any such map T : L(H1) → L(H2)
and ρ, σ ∈ S(H1) we have
D(ρ||σ) ≥ D(T (ρ)||T (σ)). (40)
The following generalization of the proof of Theorem 7 to the situation of in-
equality (40) was suggested to us by Janis No¨tzel. We just have to replace the
maps tr2 and E by T and its dual T∗ : L(H2)→ L(H1) defined via
tr(aT (a′)) = tr(T∗(a)a
′) (41)
for a ∈ L(H2), a
′ ∈ L(H1). The map T∗ is completely positive and unital, the
latter meaning that T∗(1H2) = 1H1 , implying that for the set
Pn := T
⊗n
∗ ([0,1H⊗n2
]) (42)
we have
Pn ⊆ [0,1H⊗n1
]. (43)
Then a similar reasoning as in the inequality chain (39) leads to
βε,n(T (ρ), T (σ)) ≥ βε,n(ρ, σ) (44)
for all n ∈ N and all ε ∈ (0, 1) and we obtain (40) via Stein’s lemma.
Our next step is to show that the monotonicity of the relative entropy under
partial trace, Theorem 7, implies the joint convexity of the relative entropy.
To this end we extend slightly the definition of the relative entropy to positive
semi-definite operators and show that Theorem 7 carries over to this generalized
situation. For any pair of positive semi-definite operators a, b ∈ L(H) we set
D(a||b) :=
{
tr(a log a− a log b) if ker b ⊆ ker a
+∞ else.
(45)
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Corollary 11 (Monotonicity under partial trace II): For any pair a, b ∈ L(H1) ⊗
L(H2) of positive semi-definite operators we have
D(a||b) ≥ D(tr2(a)||tr2(b)). (46)
Proof: First note that in the case ker b 6⊆ ker a there is nothing to prove since
D(a||b) = +∞.
Let us suppose that ker b ⊆ ker a holds. If a = 0 there is again nothing to prove
because
D(a||b) = 0 = D(tr2(a)||tr2(b)). (47)
So, we can assume that a 6= 0 and consequently b 6= 0. Some simple algebra
shows that for α, β ∈ R, α, β > 0 it holds that
D(α · a||β · b) = αD(a||b) + tr(a)α log
α
β
. (48)
On the other hand, it follows from the definition of the partial trace that
trL(H1)⊗L(H2)(a) = trL(H1)(tr2(a)) (49)
for all positive semi-definite a ∈ L(H1)⊗ L(H2).
Now we set α := 1trL(H1)⊗L(H2)(a)
, β := 1trL(H1)⊗L(H2)(b)
and obtain from Theorem
7
D(α · a||β · b) ≥ D(α · tr2(a)||β · tr2(b)). (50)
Taking into account (48) and (49) leads to
D(a||b) ≥ D(tr2(a)||tr2(b)) (51)
and we are done.

Corollary 12 (Joint convexity [16]): Let H be a finite-dimensional Hilbert space
over C, a1, . . . , ak, b1, . . . , bk ∈ L(H) positive semi-definite operators, and
λ1, . . . , λk ∈ R+ with
∑k
i=1 λi = 1. Then
D
(
k∑
i=1
λiai||
k∑
i=1
λibi
)
≤
k∑
i=1
λiD(ai||bi). (52)
Proof: If for some i ∈ {1, . . . , k} ker bi 6⊆ kerai then the right hand side of (52)
equals +∞ and (52) holds.
We may, therefore, suppose that for all i ∈ {1, . . . , k} ker bi ⊆ kerai and define
positive semi-definite operators a′, b′ ∈ L(H)⊗ L(Ck) by
a′ :=
k∑
i=1
λiai ⊗ |ei〉〈ei|, b
′ :=
k∑
i=1
λibi ⊗ |ei〉〈ei|,
where {e1, . . . , ek} is an orthonormal basis of C
k. Note that ker b′ ⊆ ker a′ and
it is not hard to see that
D(a′||b′) =
k∑
i=1
λiD(ai||bi) (53)
4 Lieb’s concavity theorem: Tropp’s argument 11
holds. Let tr2 : L(H)⊗ L(C
k)→ L(H) denote the partial trace. Then
tr2(a
′) =
k∑
i=1
λiai, tr2(b
′) =
k∑
i=1
λibi, (54)
and Corollary 11 shows that
D(a′||b′) ≥ D(tr2(a
′)||tr2(b
′)), (55)
which is nothing else than (52) by (53) and (54).

4 Lieb’s concavity theorem: Tropp’s argument
In this section we shall outline Tropp’s argument [25] leading to the following
theorem of Lieb [14, Theorem 6]:
Theorem 13: Let H be a finite dimensional Hilbert-space over C and let h ∈
L(H) be self-adjoint. Then the map a 7→ tr exp(h + log a) is concave on the
positive-definite cone of L(H).
Tropp’s proof of Theorem 13 is based on a sequence of lemmas which we will
present first.
Lemma 14: 1. (Klein’s Inequality [13]) Let a, b ∈ L(H) be positive semi-definite
operators. Then
D(a||b) ≥ tr(a− b). (56)
2. (Variational Formula for Trace) For any positive-definite b ∈ L(H) we have
tr(b) = max
x∈L(H),x≥0
tr(x log b− x log x+ x). (57)
Proof: 1. We may suppose that ker b ⊆ kera since otherwise the inequality (56)
is clearly true. Moreover we can assume that a 6= 0 because (56) is trivially
satisfied in the case a = 0. Since a 6= 0 implies b 6= 0 we see that tr(a), tr(b) > 0
and Corollary 11 applied with H1 := C, H2 = H shows that
D(a||b) ≥ D(tr(a)||tr(b)) = tr(a) log
tr(a)
tr(b)
≥ tr(a)− tr(b), (58)
where the last inequality follows from the numerical inequality log x ≥ − 1x + 1
valid for all positive numbers x.
2. Note that the inequality tr(b) ≥ tr(x log b− x log x+ x) is nothing else than
(56) and equality holds for x = b.

The final lemma we need for the proof of Theorem 13 is Lemma 2.3 from [5].
We omit the elementary proof.
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Lemma 15: Let f : K1 × K2 → R be a jointly concave function such that for
each y ∈ K2 there is x
′ ∈ K1 such that
f(x′, y) = sup
x∈K1
f(x, y),
i.e. sup is attained for each y and is in fact max. Then the function y 7→
maxx∈K1 f(x, y) is concave.
Proof of Theorem 13: We apply Lemma 14.2 with b := exp(h + log a) and end
up with
tr(exp(h+ log a)) = max
x≥0
tr(x(h+ log a)− x log x+ x)
= max
x≥0
(tr(xh)−D(x||a) + tr(x)). (59)
The right hand side of (59) is concave in a by Lemma 15 due to the fact that the
map (x, a) 7→ tr(xh) −D(x||a) + tr(x) jointly concave for fixed h by Corollary
11.

Remark 16: It is an interesting aside to have a look at Lindblad’s proof [16] of
the joint convexity of the relative entropy (which Tropp [25] cites) and Tropp’s
argument as a whole.
Lindblad’s starting point is a special case of [14, Theorem 1] stating that on pairs
of positive-semidefinite operators the map (a, b) 7→ tr(a1−pbp) is jointly concave
for any p ∈ [0, 1]. He then observes that the derivative of that map with respect
to p at p = 0 is −D(a||b) from which the joint convexity of the relative entropy
follows. Tropp shows how to derive the concavity of a 7→ tr exp(h + log a) (h
self-adjoint) on the positive cone from the joint convexity of the relative entropy.
Thus, when seen in a sequence, the arguments of Lindblad and Tropp show in
few lines that the joint concavity of (a, b) 7→ tr(a1−pbp) (p ∈ [0, 1], a, b positive-
semidefinite) implies the concavity of a 7→ tr exp(h + log a) (h self-adjoint, a
positive-definite).
In a similar vein, following the proofs of Corollaries 2.1 or 2.1 in Effros’ paper [8]
we can see that Theorem 13 can be easily deduced from the operator convexity
of f(x) = x log x or g(x) = −xp, for p ∈ [0, 1].
5 Historical remarks and related work
Stein’s lemma in the classical form appears for the first time in Chernoff’s (!)
work [6]. In the quantum realm, Hiai and Petz [11] have shown that for all
ε ∈ (0, 1)
lim sup
n→∞
1
n
log βε,n(ρ, σ) ≤ −D(ρ||σ),
and
lim inf
n→∞
1
n
log βε,n(ρ, σ) ≥ −
D(ρ||σ)
1− ε
(60)
hold. The proof of the inequality (60) presented in [11] relies on the monotonicity
of the quantum relative entropy. Ogawa and Nagaoka [18] obtained the strong
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converse, i.e. they showed that 1 − ε on the right hand side of (60) can be
replaced by 1 thus leading to
lim
n→∞
1
n
log βε,n(ρ, σ) = −D(ρ||σ)
for all ε ∈ (0, 1). The proof in [18] relies on the monotonicity of quantum quasi-
entropies which present a generalization of relative entropy [19], [20].
The monotonicity of the relative entropy under the partial trace (MPT) has
been shown by Lieb and Ruskai in [15]. Their proof relies on the concavity of
a 7→ tr(exp(h + log a)) (h self-adjoint) on the positive cone of L(H) which was
proven by Lieb in [14]. Uhlmann [26] observed that this implies so called strong
subadditivity of von Neumann entropy. The paper [15] by Lieb and Ruskai, in
turn, contains an argument showing that the strong subadditivity of von Neu-
mann entropy implies MPT.
Joint convexity of the relative entropy was established by Lindblad [16]. Lind-
blad’s proof uses another theorem of Lieb [14] which states that the map
(a, b) 7→ tr(a1−pbp), p ∈ [0, 1], is jointly concave in (a, b) for positive semi-definite
a, b ∈ L(H). The monotonicity of the quantum relative entropy under the ac-
tion of completely positive trace-preserving maps was established by Lindblad
in [17]. Uhlmann [27] derives the monotonicity as well as the joint convexity of
the relative entropy in the general setting of operator algebras via interpolation
theory. An ingenious analytic proof of joint convexity of the relative entropy is
discovered by Simon [23, Ch. 8].
In [8] Effros gives very short and elegant proofs of joint convexity of relative
entropy and several results of Lieb from [14] based on the notion of operator
convex functions and Jensen’s inequality for operators proven by Hansen and
Pedersen [9].
More historical facts of interest as well as other analytic approaches to the
properties of quantum relative entropy and interrelation among the entropy in-
equalities can be picked up in the nice review [21] by Ruskai.
Finally, note that the ansatz to derive inequalities for matrices or entropy from
operational, information theoretic, or probabilistic interpretation of the quan-
tities in question is not new at all. Already Dembo, Cover, and Thomas in [7]
derived several matrix inequalities from the properties of multivariate gaussian
distributions.
Much closer in spirit to our work is Winter’s [28] derivation of the famous Holevo
bound [12] from the coding theorem with the strong converse for channels with
classical input and quantum mechanical output.
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A Proof of Lemma 6
The proof relies on the following simple fact: For all a, b ∈ L(K) we have
|tr(a∗b)| = |tr(b∗a)| ≤
√
tr(a∗a)
√
tr(b∗b), (61)
where the equality stems from the fact that tr(x∗) = tr(x) and the inequality is
nothing else than the Cauchy-Schwarz inequality for the Hilbert Schmidt inner
product (a, b) 7→ 〈a, b〉HS := tr(a
∗b) on the space L(K).
In what follows we will write 1 for 1K. For p, q as given in the statement of the
lemma we have
0 ≤ (1− p)q(1− p) = −q + q(1− p) + (1− p)q + pqp, (62)
which is readily verified. Multiplying (62) from left and from right by τ1/2,
taking trace of both sides, and rearranging leads to
tr(τq) ≤ tr(τ1/2q(1− p)τ1/2) + tr(τ1/2(1− p)qτ1/2) + tr(τpqp)
= |tr(τ1/2q(1− p)τ1/2)|+ |tr(τ1/2(1− p)qτ1/2)|+ tr(τpqp)
= 2|tr(τ1/2(1− p)qτ1/2)|+ tr(τpqp)
≤ 2
√
tr(τ(1 − p)2)
√
tr(τq2) + tr(τpqp)
≤ 2
√
tr(τ(1 − p)) + tr(τpqp), (63)
where in the third line we have used the left relation in (61), in the fourth we used
the Cauchy-Schwarz inequality (right half of (61)) with a∗ = τ1/2(1 − p), b =
qτ1/2, while in the last line we estimated (1− p)2 ≤ 1− p since 0 ≤ 1− p ≤ 1,
and tr(τq2) ≤ tr(τq) ≤ 1.
This shows
tr(τpqp) ≥ tr(τq) − 2
√
tr(τ(1 − p)). (64)
For the second part of the lemma we simply observe that
tr(pqp) = tr(upqp) + tr((1− u)pqp)
≥ tr(upqp) (since tr((1− u)pqp) ≥ 0)
≥
1
c
tr(τupqp) (since τu ≤ cu)
=
1
c
(tr(τpqp)− tr(τ(1 − u)(pqp)))
≥
1
c
(tr(τpqp)− tr(τ(1 − u))), (65)
in the last line we have used the fact that pqp ≤ 1. Now, a combination of (65)
and (64) finishes the proof of the second part of the lemma.
B Singular case of Stein’s lemma
In this appendix we provide the variant of Theorem 1 for the case kerσ 6⊆ kerρ.
B Singular case of Stein’s lemma 15
Lemma 17: Let ρ, σ ∈ S(H) with kerσ 6⊆ ker ρ. Then to each ε ∈ (0, 1) there is
n0(ε) ∈ N such that for all n ∈ N, n ≥ n0(ε)
βε,n(ρ, σ) = 0. (66)
Proof: Since kerσ 6⊆ ker ρ there is e ∈ kerσ, e /∈ ker ρ with ||e|| = 1. Then,
clearly,
tr(σ|e〉〈e|) = 0, tr(ρ|e〉〈e|) = a ∈ (0, 1]. (67)
We set
p0 := |e〉〈e|, p1 := 1H − p0. (68)
For n ∈ N we introduce
Tn := {x
n ∈ {0, 1}n : xn contains at least one 0}, (69)
and the projection
qn :=
∑
xn∈Tn
pxn (70)
where pxn := ⊗
n
i=1pxi . Notice that
qn + p
⊗n
1 = 1H⊗n = 1
⊗n
H (71)
which leads to
tr(ρ⊗nqn) = tr(ρ
⊗n(1⊗nH − p
⊗n
1 )) = 1− (1 − a)
n (72)
by (67). On the other hand it is clear by the definition of qn and Tn and by
(67) that
tr(σ⊗nqn) = 0. (73)
Consequently, by (72) and (73) for any ε ∈ (0, 1) there is n0(ε) ∈ N such that
for all n ∈ N, n ≥ n0(ε)
βε,n(ρ, σ) ≤ tr(σ
⊗nqn) = 0 (74)

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