In addition, due to design tolerances, the current dynamics presents suggestive variations from the base model. Specifically, the denominator coefficient a2 varies between 40 and 50 and coefficient a1 between half and 1.5 times the nominal value of 3 (Franklin, G., et al., 1987; Potvin, A. F., 1991) . 
A PID regulator is designed so that closed-cycle system may meet the following specifications for tracking:
• Maximum oscillation 20%; • Up to 10 seconds for the propagation; • Maximum response time of 30 seconds (Franklin, G., et al., 1987; Potvin, A. F., 1991) . This results in the answer that the closed-cycle is resistant to uncertainty in the installation's dynamics. The Simulink ncddemo1 system contains the application and the control structure. It is noted that non-linearity and saturation speed are included in the model plant. An input step drives the system. An NCD block is attached to the outlet installation ( Figure 1 ) because it is the signal which will be restricted. On checking the System's Parameters dialog box one can notice that each simulation lasts 100 seconds. Tuneable and uncertain variables are initialized. The uncertain variables a1 and a2 are initialized at nominal values of 40 and 3 respectively. Tuneable parameters Kp, Ki and Kd are initialized at 0.63, 0.05, 2.02 respectively. These values result from the use of the ZieglerNichols method for PID regulators. The Ziegler-Nichols method for PID regulators can be summarized as follows:
• The entire amplification and derivative is established to zero. Than, all these are increased proportionally, until the system becomes unstable; • This amplification is defined as Ku, the measure of the oscillation period is Pu; 
Then, the limitations of time are defined. Upper and lower restriction limits define oscillation, propagation time and response time (Franklin, G., et al., 1987; Potvin, A. F., 1991) . Note that the uncertainty in the parameters a1 and a2 is defined and that the restrictions are applied to the installation only nominally. After running optimization, the time, the cost function evolution and the final values for tunable parameters vary depending on computer's performance. Optimization should provide a regulator to satisfy any restrictions (National Instruments; MathWorks; MathWorks User's Guide, 2003) . The lower and superior limits are restricted and the optimizing process is started with uncertainty. One can consider that these restrictions cannot be satisfied, but the result shows a maximum violation of the restriction under the value of 0.01. One can experiment by moving the limits of restriction to achieve better performances of the system. For example, one can reduce the time spread or decrease the restrictions of oscillation ( 
LQR regulator with feed-forward controller
The second problem requires a Control System Toolbox since it is an extended version of the problem from the Simulink demo lqgdemos file. The SISO application can be modelled as a linear ranking 4 system with an enlarging saturation by ± 5 and a non-linear limit of error of ± 10. The equations are (Franklin, G., et al., 1987; Potvin, A. F., 1991 
They define the nominal plant model. One allows the installation's matrix to vary between half to two times of its nominal value. Using LQG / LTR techniques, one can design a Kalman state estimator and a k amplifier regulator for the linear system. Add an integrator to ensure a zero steady error. To achieve an increased time response one adds a feed-forward amplifier (FF).
In the demo Simulink Iqgopt system, the control parameters k and FF are granted by 'the method presented above (National Instruments; MathWorks; MathWorks User's Guide, 2003). These parameters can be accorded using the NCD Blockset.
In particular the control parameters k and FF are granted, so that the closed-cycle system may meet the following specifications:
• Maximum oscillation -20%; • Propagation time -one second; • Response time -three seconds (Franklin, G., et al., 1987; Potvin, A. F., 1991; National Instruments; MathWorks; MathWorks User's Guide, 2003) . The Simulink system contains the application and the control structure below: After starting the system, it is noted that the non-linearity error (± 10) and the saturation (± 5) are included in the model's installation. Using the From Workspace block, one introduces a step that goes from zero to one in one second. An NCD block is attached to the result of the installation because there is a restricted signal. Checking the System's Parameters one observes that each simulation always lasts 10 seconds. Tunable and uncertain variables are initialized. Domain restrictions for this demonstration are defined. Upper and lower restriction limits on the oscillation, propagation time and response time are defined. As described above, an initial design regulator using the LQG / LTR methods is designed starting from a linear application. For non-linear control optimization the feed-forward amplifier FF and regulatory matrix amplifier k are tunable (Franklin, G., et al., 1987; Potvin, A. F., 1991; National Instruments; MathWorks; MathWorks User's Guide, 2003) . Note how the installation (reaction) matrix A is defined and also that the optimization restrictions are applied only on nominal installation (reaction). After the optimization starts, one monitors the response evolution in time. The optimization time, the cost function evolution and final values for tunable parameters vary depending on computer (Savant, C. J., 1967; Sprânceană, N., et al., 1978) . Optimization should produce a regulator which satisfies any restrictions. One must always restrict the upper and lower limits and start the optimization with uncertainty. Considering that these restrictions can be satisfied, the result shows a maximum violation of the restriction under 0.01 (1%). One can experiment by moving the limits of restriction to achieve better performances of the system; for example, reducing the propagation time or using restrictions on oscillation ( Figure 5 ).
Results and simulation after using LQR
Simulation using the optimal LQR has been implemented. Figure 6 shows the unit step system response. As shown in the figure, the displacement reaches its final value in 3*10-6 sec., gives zero tracking error and the system has better stability. In comparison to the results obtained previously, it is quite clear that the use of LQR triggers a much better response (Jalili-Kharaajoo, M. and Dahastani, A., 2003; Roshan N., 2004) . Figure 8 show unit ramps and the unit acceleration system response. As shown from the figure the displacement reaches its final value in a few microseconds and gives zero tracking error, which means much better sensitivity and accuracy for the micro accelerometer compared to previous approaches. The speed of reaching the final values depends on choosing the values of matrix Q, as choosing high values of Q means having faster response for any input signal and having better stability. Finally, for all inputs, the mass speed when using the LQR is faster and almost has no oscillations, for example, for unit step input the average speed is 1.82*10-3 m/sec., compared to 1.71*10-4 m/sec. as described by some authors. That is, the mass reaches its final position faster with no oscillations.
Using LQR, has increased and improved the accelerometer bandwidth, stability, accuracy and response time (Ibrahim, H. E. A., 2010; Jalili-Kharaajoo, M and Dahastani, A., 2003) . 
PI-MIMO regulator
The third problem of control design involves designing a centralized PI-MIMO regulator for a turbine engine of LVI00 fuel. One models the application as a system with two inputs, two outputs and a minimum of five phase states. The inputs are fuel flow and variable area turbine nozzle. The outputs are speed coil generator fuel and temperature. The five stages are speed spool generator, the output power, temperature, the driving level of the fuel flow and the driving level of the turbine nozzle (Franklin, G., et al., 1987; Potvin, A. F., 1991; National Instruments; MathWorks; MathWorks User's Guide, 2003) . Saturation non-linearities exist in the system as limited efforts and maximum temperatures. These non-linearities can be included in the problem formulation as in previous examples. Also, the demonstration plant will exaggerate uncertainty of installation. More precisely, one permits a variation of a matrix A between half and twice its nominal value. We want to design a centralized controller 2-by-2 PI for the application so that the system closed-cycle track meets the following specifications:
• Maximum propagation delay time of one second; • 0 oscillation in the first channel and less than 10% in one second; • Less than 5% across the channel coupling. The Simulink system contains the software and control structure below ( Figure 9 ). To open the system this can be written in MATLAB prompt or double-click on the NCD block 3 demo Simulink system. One model the PI regulator as a state-space system with the value 0 for matrix A and the identical matrix B. The C and D matrix are variable tuneable K, and Kp, for a total of eight tuneable variables. One can note that there are two optimization of NCD blocks that can be displayed simultaneously (Mejhed, N. H., et al., 2005) . The approach suggested for MIMO regulator design requires the sequencing of input steps. When the first channel comes in, the first result should follow up the step and the other channels must reject the signal. When the second channel comes in, the second signal must follow up the step and the other channels must reject the signal etc. (Franklin, G., et al., 1987; Potvin, A. F., 1991; National Instruments; MathWorks; MathWorks User's Guide, 2003) . Note that we used the From Workspace block to enter the sequential steps inside the system. Double-click on the NCD blocks to open the restriction NCD images and to display all the other restrictions. It is noted that restrictions for the first result define the limits step response as shown above. Meanwhile, the output restrictions limits keep the signal near the ± 0.05 value. Before starting the optimization, the Optimization Parameters dialog box opens by selecting Parameters from the Optimization menu and it should be noticed that 'how' is defined by the Parameters Optimization. Also opened is the Uncertain Variables and one observes 'how' is defined by the A matrix installation and that optimization restrictions are only nominally applied on installation. One can press Start or one can hold down the acceleration key and start the optimizing process. Then, follows the time response evolution, during the optimizing process. Optimization time, cost function evolution and final values for tuneable parameters vary depending on the computer. Optimization should produce a regulator that satisfies all restrictions (Franklin, G., et al., 1987; Potvin, A.F., 1991; National Instruments; MathWorks; MathWorks User's Guide, 2003) . Now, one returns to the Uncertainty Variables dialog box and one restricts the lower and upper limits. Press Start to begin optimizing with uncertainty. We can consider that these restrictions cannot be satisfied, since the result appears to show a maximum restraint violation of less than 0.01. We can experiment by moving the restriction limits to achieve a higher system performance. For example, one reduces the propagation time or lessens the oscillation restrictions ( Figure  10 ). 
Case studies
We have chosen to present two case studies. The first is the inverted pendulum and the second is the modelling of a robotic arm.
Inverted pendulum
The inverted pendulum can be described as a cylindrical metal rod attached to a device controlled by an engine powered to revolve only around an axis. The device follows a linear track to create a stabilized problem (Figure 11 ).
Fig. 11. Inverted pendulum
The inverted pendulum is a classic problem in dynamics and control theory, and is widely used as a benchmark for testing control algorithms (PID controllers, neural networks, fuzzy control, genetic algorithms, etc). Variations on this problem include multiple links, allowing the motion of the cart to be commanded while maintaining the pendulum and balancing the cart-pendulum system on a see-saw. The inverted pendulum is related to rocket or missile guidance, where thrust is actuated at the bottom of a tall vehicle. The understanding of a similar problem is built in the technology of Segway, a self-balancing transportation device. The largest implemented use of this is on huge lifting cranes in shipyards. When moving the shipping containers back and forth, the cranes move the box accordingly so that it never swings or sways. It always stays perfectly positioned under the operator, even when moving or stopping quickly. Another way that an inverted pendulum may be stabilized, without any feedback or control mechanism, is by oscillating the support rapidly up and down. If the oscillation is sufficiently strong (in terms of its acceleration and amplitude) then the inverted pendulum can recover from perturbations in a strikingly counterintuitive manner. If the driving point moves in simple harmonic motion, the pendulum's motion is described by the Mathieu equation. In practice, the inverted pendulum is frequently made of an aluminium strip, mounted on a ball-bearing pivot; the oscillatory force is conveniently applied with a jigsaw.
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The equation of motion is similar to that for an un-inverted pendulum, except that the sign of the angular position is measured from the vertical unstable equilibrium position:
When added to both sides, it will have the same sign as the angular acceleration term:
Thus, the inverted pendulum will accelerate away from the vertical unstable equilibrium in the direction initially displaced and the acceleration is inversely proportional to the length. Tall pendulums fall more slowly than short ones. The inverted pendulum with small parametric forcing is considered as an example of a wider class of parametrically forced Hamiltonian systems. The qualitative dynamics of the Poincare map corresponding to the central periodic solution is studied via an approximating integrable normal form. At bifurcation points we construct local universal models in the appropriate symmetry context, using the equi-variant singularity theory. In this context, structural stability can be proved under generic conditions (Van Noort, M., 2001 ).
The upper equilibrium of a pendulum can be stabilized by a vertical oscillation of the suspension point within a specific range of excitation frequencies and amplitudes. This follows from classical perturbation theory applied to the linearized equation of motion, e.g., according to van der Pol and Strutt, Stoker and Hale. The corresponding bifurcation is determined by the non-linear dynamics. Our aim is to understand this dynamics in a qualitative way, with special interest in persistence.
Here, the symmetries of the system are first maintained. However, we consider a system that is slightly more general, but still in the 1 and ½ degree-of-freedom Hamiltonian setting (Van Noort, M., 2001). We study the corresponding Poincare map, following the approach of Broer and Vegter. Normal form theory yields a planar Hamiltonian vector field which gives an integrable approximation of this map, valid for every angular displacement and small velocity of the pendulum. The relation between the Poincare map and its approximation is briefly discussed in terms of perturbation theory (Sultan, K., 2003 (Sultan, K., , 2007 Van Noort, M., 2001) . At each bifurcation point of the approximating vector field a model is constructed that is locally equivalent to this approximation, by performing small perturbations that respect the symmetries and conjugating these perturbations to the model by symmetry-preserving local morphisms (Van Noort, M., 2001). The study of the inverted pendulum could be a collection of MATLAB functions and scripts, and SIMULINK models, useful for analyzing the inverted pendulum system and designing a control system for it. The inverted pendulum is one of the most important classical problems of control engineering. 'Broom balancing' is a well known example of a non-linear, unstable control problem. This problem becomes further complicated when a flexible broom, in place of a rigid broom, is employed. The degree of complexity and difficulty in its control increases with its flexibility. This problem has been a research interest of control engineers. In this paper, however, we have analyzed the inverted pendulum only with a rigid broom (Sultan, K., 2003 (Sultan, K., , 2007 .
The aim of the study is to stabilize the inverted pendulum so that the position of the carriage on the track is controlled quickly and accurately so that the pendulum is always erected in its inverted position during such movements. The inverted pendulum (IP) is among the most difficult systems to control in the field of control engineering. Due to its importance in the field of control engineering, it has been a task of choice to be assigned to control engineering students to analyze its model and propose a linear compensator according to the PID control law (Sultan, K., 2003 (Sultan, K., , 2007 . For device, a stabilized runway requires the existence of the initial LQR stabilizer. The generation of this regulator rules is realized starting with writing the non-linear equations which define the inverted pendulum. Ignoring the dynamics of the engine, the non-linear equations of motion, for the inverted pendulum system, are (Franklin, G., et al., 1987; Potvin, A. F., 1991 -28.86 -28.56 -145 .00 14 -14.86) Besides the obvious non-linearity of the system's equations, the voltage limit applied to the engine gives a restriction of the action saturation of 1 N (Franklin, G., et al., 1987; Potvin, A. F., 1991; National Instruments; MathWorks; MathWorks User's Guide, 2003) .
www.intechopen.com Engineering Education and Research Using MATLAB 162
The sensors measure the position and the angle of the pendulum device. In addition, according with the pendulum stability, one obtains a commanded reference signal for the presenting device. Specifically, one has to design a controller for the system to meet the following specifications of closed loop:
• up to 4 sec. for propagation time; • up to 6 sec. for the response time; • zero oscillation; • less than 0.2 radians deviation from vertical. It should be noted that the saturation non-linearity included in the process model and hidden pendulum block contain the motion system with non-linear equations. One commands the input device position with a signal-type unit. NCD blocks are attached to the pendulum angle and device position signal (Figure 12 ). It is noted that each simulation lasts 15 sec. The control structure contents have finite estimated status differences for the speed of the device and angular velocity of the pendulum. As part of an internal control cycle, the estimations for the speed and angular velocity are multiplied by the amplification, collected and then introduced into the engine (Franklin, G., et al., 1987; Potvin, A. F., 1991; National Instruments; MathWorks; MathWorks User's Guide, 2003) . The gain is initialized from 1 at 3 with: Klqr = Clqr (2:4), where Clqr is the solution from 1 to 4 at LQR. In a series of external controls (used to allow the device to follow a commanded signal) a feed-forward amplifier Kf is initialized by Kf=C1qr(1) and an integral amplifier, Ki is initialized as zero. It is noted that, in the absence of a commanded signal, these baseline controllers reduce the control structure at LQR amplification described in the previous section (Andrei, H., et al., 1999; Călin, S. et al., 1979; Franklin, G., et al., 1987; Potvin, A. F., 1991) . Tunable variables are initialized and, in accordance, restrictions of time domain response are defined. The configuration of these restrictions should be known like a step response. Pendulum angle channel contains restrictions that define a disturbance rejection problem of perturbations. In other words, while the device moves to the controlled position, the pendulum must remain in balance. The optimization begins. The optimization time, the cost function evolution and final values for tunable parameters vary depending on computer. Optimization should produce a controller to meet any restrictions. It is noted that this optimization runs slower than others. This is, due to the estimating finite-state involved, frequently updated during the simulation (Figure 13) . Fig. 13 . Moving the limits of restriction to achieve better performance of the inverted pendulum
Modelling of a robotic arm
Modelling the manipulator's arm in a MATLAB-Simulink environment will be achieved by integrating the equations of state, twice. Note that the expressions depend, beside the mechanical parameters of the system, on the state variable and its first order derivative, which means considering them as integration reaction in the Simulink scheme of the two variables (Sciavicco, L., Siciliano, B., 2000; Stanciulescu F., 2003) .
To obtain a general model that can be used regardless of the values of mechanical parameters of the system, the Simulink model will be developed with formal parameters. But, before starting the simulation, the numerical values of mechanical parameters (m1, m2, I2, b, g0) will be initialized in the MATLAB environment. The following scheme is done in Simulink (Patic, P. C., Gorghiu, G., 2009; Stanciulescu, F., 2003 The block rad-grd being Gain type, with value 180/pi, transform the position θ2 from radians to degrees, just for viewing. As a method of integration, we will choose the method with variable step ode45, maximum integration step is imposed being 0.0001 [s] , as well as the final time (stop time), which is 10 [s]. The maximum step 0.0001 was chosen to track the influence of changing values in the simulation stimuli on the evolution of the system (Stanciulescu, F., 2003; Stareţu, I., Ionescu, M., 2005) . After the model realization, a MATLAB file by "m" type is created in which are initialized the values of the mechanical parameters (Patic, P.C., Gorghiu, G., 2009 ): m1=1; m2=1; I2=0.01; b=0.2; g0=9.81; brat; When typing in MATLAB window, the name of this file will be loaded in MATLAB space with the mechanic's parameter values, the last line of the file causing the opening model (Stanciulescu, F., 2003) . The simulation will aim to highlight the evolution of the system to changes in external stimuli. The results exemplified correspond to a force application F = 2 [Nm] at time of t = 1 sec.
Simulation of the robotic arm using the 3rd degree polynomial interpolation
Continuing our study, for the proper representation of variations of positions, velocities and accelerations for these study couplers robots, we used two methods, utilized very often, to solve these problems of movements of a robot. The first method used was the 3rd degree polynomial interpolation. The other method is the connection of linear functions in parables (Pozna, C., 2000) . One can say that both methods transform the task space in joint coordinates. Polynomials can be used to approximate more complicated curves. A relevant application is the evaluation of the natural logarithm and trigonometric functions. This results in significantly faster computations. Polynomial interpolation also forms the basis for algorithms in numerical quadrate and numerical ordinary differential equations. Polynomial interpolation is also essential to perform sub-quadratic multiplication and squaring, where an interpolation through points on a polynomial which defines the product, yields the product itself (Scritube Industrial Robots). The interpolation polynomial of three degree is like below:
The statement that P interpolates the data points means that: P(xi) = yi, where i∈{0, 1, 2, 3}
The second method is the connecting of the linear functions in parables. This method is generally used when the robot trajectory passes through several points, but can be used, also, to move from point to point. To join two different points, rectilinear trajectories are used and to respect the conditions of speed and acceleration (by crossing points) straight paths are connected in parables.
The trajectory of motion of the robot is studied from two points of the workspace (Patic, P. C., Gorghiu, G., 2009 ). Below we represent only the polynomial interpolation of degree 3 method, with a view for further research to developing the other method -connecting linear functions in parables. So one can observe, graphically, the methods explained, theoretically, above. First of all, we choose to determine a simulation of a robot arm translation (T) which moves from P1 (0, 0, 0) to P2 (150, 0, 200) (the shape of the trajectory is not required). In fact, in the next case: the translation couple make a displacement by 150 mm: di=0, df=150 mm. the rotation couple make a rotation by 200 rad: qi=0, qf=200 rad. So, one tries to move the robotic arm from point P1(0, 0, 0) to P2(150, 0, 200), using two couples with two different degrees of freedom -Translation and Rotation. After the graphic representation one obtains that both actions, the accelerations and breakings, are different from one couple to another, because the lengths of paths, which are moving, are different. The movement is performed simultaneously on all three directions (Pozna, C., 2000) . In figure 18 one represents the displacement versus time. The displacement from couple 1 is smaller than those from couple 2 (Patic, P. C., et al., 2010) . In figure 19 one determines the velocities versus time. Like above, the speed for couple 1, is smaller than for couple 2. The graphical differences are more evident than above, when one uses the displacements. In figure 20 one has the accelerations versus time. The acceleration has a decreasing trend, being noted that in five seconds the accelerations for those two couples is zero (Patic, P. C., et al., 2010) . 
Conclusion
The work from this paper intended to determine the parameters of a PID controller using two software packages, namely MATLAB-Simulink and LabVIEW. As a mathematical model, a DC machine was used.
Automatic modelling systems using MATLAB-Simulink software packages applied the Cohen-Coon method for determining the closed loop PID parameters and plotted the system response clue. The limit of the over adjustment was found to be of 20%, the timing of the transitional regime -3 seconds, and maximum response time was 10 seconds. Also, one represented the chart of the evolution over time, in a closed loop system, to unit step input. The use of these software packages offers an easy way of working, which means that it is convenient to utilize the programme functions. Implementing the same system in a closed loop PID adjustment using the LabVIEW software package, one requires, at first, an additional procedure, namely, the use of the transfer functions in Z domain. For the displayed example the sampling period is 60 μs and so can be determined the transfer function graph, sampled to the entry with a unitary step. By the use of the graphical features of the LabVIEW software package for the adjustment of the PID controller, one recorded the best performance, since they include zero stationary error due to the integrative component for minimum stabilization time, due to the anticipatory component derivative etc. Using the LabVIEW package to study the reaction systems involved additional procedures. A comparative analysis of the two programmes using MATLAB-Simulink and LabVIEW to determine the same automatic performances of the system indicates that MATLAB-Simulink software is more efficient, having different features of its libraries already implemented, with coverage areas of automation and systems theory. LabVIEW is a software package dedicated to particular virtual instrumentation and graphical applications in time. For the robotic simulation one can say that a functional simulation, using a 3D model is very important for obtaining an optimum version of a robotic arm and for a robot. After the graphic representation, one obtains that both actions, the accelerations and breakings, are different from one couple to another, because the lengths of paths, which are moving, are different. The movement is performed simultaneously on all three directions. In conclusion, one recorded the maximum values of the couples that make big displacements, so the engines that lead such couples are very loaded.
