Recent work on the Marchenko equation has shown that the scalar 3-D Green's function for a virtual source in the subsurface can be retrieved from the single-sided reflection response at the surface and an estimate of the direct arrival. Here, we discuss the first steps towards extending this result to multicomponent data. After introducing a unified multicomponent 3-D Green's function representation, we analyse its 1-D version for elastodynamic waves in more detail. It follows that the main additional requirement is that the multicomponent direct arrival, needed to initiate the iterative solution of the Marchenko equation, includes the forward-scattered field. Under this and other conditions, the multicomponent Green's function can be retrieved from single-sided reflection data, and this is demonstrated with a 1-D numerical example.
A U N I F I E D G R E E N ' S F U N C T I O N R E P R E S E N TAT I O N
Consider a 3-D inhomogeneous lossless medium below a horizontal boundary ∂D 0 ; the half-space above this boundary is homogeneous (Fig. 1a) . In the space-time (x, t) domain, an N × 1 wavefield vector u + (x, t), containing the N components of a flux-normalized decomposed downgoing wavefield, is incident to the medium from above. In our unified treatment, the wavefield can be an electromagnetic or an elastodynamic wavefield (or a coupled field in a piezoelectric or poroelastic medium). For example, in the case of a 3-D elastodynamic wavefield, the components of u + (x, t) represent the downgoing compressional wave and the two types of downgoing shear waves. The response of the medium to u + (x, t) is denoted in the upper half-space above ∂D 0 as u − (x, t), which is a wavefield vector containing N decomposed upgoing wavefield components. At ∂D 0 these wave vectors are related via
where R(x 0 , x 0 , t) is the N × N reflection response matrix of the inhomogeneous medium below ∂D 0 . The subscript 0 in x 0 and x 0 denotes that these coordinate vectors are defined at ∂D 0 , hence x 0 = (x H , z 0 ) and x 0 = (x H , z 0 ), where z 0 denotes the depth of ∂D 0 , and x H = (x, y) represents the horizontal coordinate vector. Each column in R(x 0 , x 0 , t) contains N upgoing wavefield components at x 0 , in response to a specific type of source for downgoing waves at x 0 ; the N columns correspond to N source types (e.g. one source for downgoing compressional waves and two sources for downgoing shear waves in the elastodynamic case).
At an arbitrary chosen depth z i (below z 0 ), we define a second boundary ∂D i and we denote coordinate vectors at this boundary as x i = (x H , z i ). At ∂D i , the response to u + (x 0 , t) is denoted as u + (x i , t) (for the downgoing part) and u − (x i , t) (for the upgoing part). Analogous to eq. (1), we introduce N × N Green's matrices via
Here the second superscript of the Green's matrix (+) denotes the downward propagation direction at the Green's source at x 0 , whereas the first superscript (±) refers to the propagation direction at the observation point x i (Fig. 1a) . Note that our definition of the Green's matrix is different from that in seismological textbooks. In the Supporting Information we discuss their mutual relation (eqs A36-A51).
Our goal is to find a representation for the Green's matrices G ±,+ (x i , x 0 , t) in terms of the reflection response matrix R(x 0 , x 0 , t). To this end, we first introduce a reference configuration, which is identical to the actual medium above ∂D i but reflection-free below this boundary (Fig. 1b ). An N × N focusing wavefield matrix F + 1 (x, x i , t) is incident to this reference configuration from above. This field is shaped (as a function of x and t) such that it focuses at focal point x i at boundary ∂D i at t = 0 [i.e. each column of F + 1 (x, x i , t) focuses onto one specific wave type at the focal point]. Hence, the response to F
The delta functions should be interpreted in a band-limited sense (evanescent waves are not included), and I is an N × N identity matrix. The focusing matrix at ∂D 0 and its response at ∂D i are related, similar to eqs (1) and (2), via
Here T(x i , x 0 , t) is the N × N transmission response matrix of the reference configuration between ∂D 0 and ∂D i . According to eq. (3), the focusing matrix F + 1 (x 0 , x i , t) is the inverse of this transmission response matrix. For a comparison of this focusing condition with that in time-reversed acoustics, see Wapenaar et al. (2014b) . In the upper half-space, the response to F + 1 (x, x i , t) is denoted as F − 1 (x, x i , t). Because the reference configuration is reflection-free below ∂D i there is no upgoing field at ∂D i , hence
A unified representation for the Green's matrices is obtained by substituting all quantities introduced into reciprocity theorems for downgoing and upgoing wavefields. The procedure is similar to that for the scalar situation Wapenaar et al. 2014a) . The main difference is that, because we deal with matrices, the order of multiplications matters. The details of the derivation can be found in the Supporting Information. The resulting expressions are
and
wavefields originate from a virtual source at x i , which coincides with the focal point of the focusing function [each column of G −,± (x 0 , x i , t) corresponds to one specific wave type radiated by the virtual source]. In eq. (4), the virtual source radiates downwards, denoted by the second superscript (+) of the Green's function; similarly, in eq. (5) it radiates upwards, also denoted by the second superscript (−). In both representations the first superscript of the Green's function (−) refers to the upward propagation direction at the observation point x 0 at the surface ∂D 0 . Representations (4) and (5) form a unified basis for retrieving the multicomponent Green's functions from the single-sided multicomponent reflection response and the multicomponent focusing functions. The main question is how to retrieve the multicomponent focusing functions from the reflection response. Once the focusing functions are known, the Green's functions follow immediately and can be used for multicomponent imaging. In the following, we analyse a 1-D version of eqs (4) and (5) to gain insight in the possibilities and limitations of retrieving the focusing functions from the reflection response.
ANALYSIS OF THE 1-D R E P R E S E N TAT I O N
From here onwards we assume that the medium is horizontally layered. Moreover, we consider elastodynamic propagation in the (x, z)-plane, assuming the wavefields are constant in the y-direction. By applying a plane wave decomposition, the x-coordinate is replaced by the horizontal rayparameter p. In the rayparameter intercept-time (p, τ ) domain, eqs (4) and (5) become
respectively (see the Supporting Information for a derivation). The matrices are 2 × 2 matrices, for example,
The subscripts P and S stand for compressional and shear waves, respectively. Note that in eqs (6) and (7), the left columns in these two matrices can be considered independent from the right columns.
First, we analyse G −, ± and F ± 1 by direct modelling in the horizontally layered medium of (6) and (7), respectively. Note that G −,+ P,P and f − P,P are well separated in time (Fig. 3a) , whereas G −,− P,P and the time-reversal of f + P,P overlap each other at the direct arrival of G −,− P,P (Fig. 3b) . The overlapping events cannot be resolved from eqs (6) and (7). Therefore, in the acoustic Marchenko scheme the direct arrival is estimated separately and its inverse is taken as the initial estimate of f the entire function f − P,P are subsequently resolved from the scalar version of eqs (6) and (7) for τ < τ d P P (Broggini & Snieder 2012; Wapenaar et al. 2012; Slob et al. 2014) .
For oblique incidence (p = 0.0002 s m −1 , corresponding to an angle of 24
• for P waves in the first layer), the PP and SP elements of G −, ± and F 6). Note that here the Green's functions and focusing functions are well separated in time, but, unlike in the scalar case, this separation is not guaranteed. For example, when z i is close to an interface, the focusing functions may extend into the region of the Green's function. For now we will assume this is not the case. Figs 4(c) and (d) represent the left-hand side of eq. (7). Note that in both figures two events of the Green's function and the time-reversed focusing function overlap. In more complex media more events will overlap. The overlap is caused by the fact that different wave modes propagate with different velocities.
A M U LT I C O M P O N E N T S I N G L E -S I D E D M A RC H E N KO S C H E M E
In the previous section we obtained G −, ± and F ± 1 by direct modelling. Here we investigate how they can be resolved from eqs (6) and ( consisting of the events that overlap with G −, − . Recalling that F + 1 is the inverse of the transmission response T of the reference configuration (eq. 3 or A20), we define its initial estimate as the inverse of the 'forward-scattering' transmission response, that is,
Here the 'forward-scattering' transmission response T fs is defined as the part of the transmission response which includes direct and forward converted waves but no internal multiples. Fig. 5 shows the PP and SP elements of T inv fs (− p, z i , z 0 , −τ ) (the complete matrix is shown in Fig. S4 ). These are equal to the overlapping parts of the PP and SP elements of F
in Figs 4(c) and (d).
We used the true medium between z 0 and z i to obtain Fig. 5 . In practice an estimate of the medium will be used. We come back to this in the concluding remarks. For F
where
is the coda. Our aim is now to derive a Marchenko scheme that retrieves
We define a timewindow matrix W(τ ), according to S,S is a twice converted wave). We apply W(τ ) via a Hadamard matrix multiplication [i.e. W(τ )•X(τ ), which defines element-wise multiplication] to both sides of eqs (6) and (7). This removes the Green's functions from the left-hand sides. Moreover, it replaces F
We thus obtain a coupled set of two Marchenko equations for the two unknowns
This set of equations can be solved iteratively, according to
[where
with
We apply this iterative scheme for k = 0 · · · 3, using the reflection response R(p, z 0 , τ ) and the inverse of the forward-scattering transmission response, T inv fs ( p, z i , z 0 , τ ) (Fig. 5) , as input. The results for k = 3 are our final estimates of
After repeating the procedure for the opposite rayparameter −p we are able to retrieve the Green's functions (6) and (7). Their PP and SP elements are shown in Fig. 6 (the complete matrices are shown in Figs S6 and S7). The absolute by guest on October 6, 2014 http://gji.oxfordjournals.org/ Downloaded from difference with the directly modelled Green's functions in Fig. 4 is smaller than 10 −3 (after 10 iterations the difference is smaller than 10 −5 ).
C O N C L U D I N G R E M A R K S
The analysis in this paper shows that, at least in principle, the multicomponent Green's function for a virtual source inside a medium can be retrieved from the multicomponent reflection response at the surface and an initial estimate of the multicomponent focusing function. Compared with the scalar version of this approach (Broggini & Snieder 2012; Wapenaar et al. 2012 Wapenaar et al. , 2014a Slob et al. 2014) , the main additional complication is that the focusing functions have a larger overlap with the Green's functions (compare Figs 4c,d with 3b) . Whereas in the scalar approach it suffices to define the initial estimate of the focusing function by a single arrival, the initial estimate of the time-reversed multicomponent focusing function F + 1 should contain all events which overlap with the Green's function G −, − . We have shown with a numerical example that this initial estimate can be obtained from the forward-scattering transmission response, that is, the part of the transmission response which includes direct and forward converted waves but no internal multiples. The modelling of this response requires an estimate of the medium, including the positions of the main interfaces, which are responsible for the wave conversion. In contrast, for the scalar method a smooth version of the medium suffices to define the direct arrival. Note, however, that the requirements for a model that explains forward scattering are less severe than those for a model that explains (backward scattered) internal multiples. In the proposed method, the information for the internal multiples in the retrieved Green's functions comes entirely from the measured reflection response (like in the scalar case). The sensitivity of the methodology towards errors in the initial estimate of the focusing function needs further research. Another issue which needs further investigation is to what extent F − 1 and the time-reversed coda of F + 1 are separated in time from the Green's functions. In the considered numerical example they are well separated, but, unlike in the scalar case, in more complex media these functions may extend into the region of the Green's function.
The generalization of the 1-D multicomponent Marchenko scheme (eqs 11-13) to a 3-D scheme goes along similar lines as for the scalar case. The unified 3-D multicomponent Green's function representations (eqs 4 and 5) serve as the starting point. The derivation of the 3-D multicomponent Marchenko scheme requires (i) writing F + 1 (x 0 , x i , t) as the sum of an initial estimate and a coda, analogous to eq. (9), (ii) defining a space-dependent window function (see e.g. Wapenaar et al. 2014a) , analogous to eq. (10), (iii) applying this window function to both sides of eqs (4) and (5), and (iv) rewriting the resulting Marchenko equations into an iterative scheme for M
Keeping the above-mentioned restrictions in mind, the multicomponent single-sided Marchenko scheme has the potential to retrieve multicomponent Green's functions, which, in turn, can be used for multicomponent imaging, accounting for internal multiples and wave conversion (a preliminary 1-D example is shown in Figs S8-S10).
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S U P P O RT I N G I N F O R M AT I O N
Additional Supporting Information may be found in the online version of this article: Figure S1 . Configuration for the reciprocity theorems (eqs A5 and A6). Figure S2 . Directly modelled Green's functions (green) and focusing functions (blue) for oblique incidence (p = 0.0002 s m −1 ). Figure S3 . Directly modelled Green's functions and focusing functions. Figure S4 . Inverse of the forward-scattering transmission response (p = 0.0002 s m −1 ). This defines the initial estimate of the focusing functions in Fig. S3 . Figure S5 . Reflection response at the surface for oblique incidence (p = 0.0002 s m −1 ). Figure S6 . Retrieved Green's functions after four iterations of the Marchenko scheme (p = 0.0002 s m −1 ). Figure S7 . Retrieved Green's functions. Figure S8 . Reflection response at the surface z 0 for a range of rayparameters. Figure S9 . Redatumed reflection response at z i . 
DERIVATION OF THE UNIFIED GREEN'S FUNCTION REPRESENTATION AND FURTHER NUMERICAL EXAMPLES
We define the temporal Fourier transform as
where ω is the angular frequency and j is the imaginary unit (j = √ −1). To keep the notation simple, the same symbol is used for time-and frequency-domain functions. In the frequency domain, equations (1) − (3) become
respectively. Consider Figure S1 , which consists of the two parallel boundaries ∂D0 and ∂Di, embedded in the 3D inhomogeneous lossless medium. We consider two states, which will be distinguished by subscripts A and B. Hence, the wave vectors in state A will be denoted by u Assuming that these wave fields are normalized with respect to the power flux, that the domain between ∂D0 and ∂Di is source-free and the medium parameters in this domain are the same in both states, the wave vectors obey in the space-frequency domain the following reciprocity relations (Wapenaar et al. 2004 (Wapenaar et al. , 2008 
∂D 0 Figure S1 . Configuration for the reciprocity theorems (equations (A5) and (A6)).
where superscript t denotes transposition and superscript † denotes transposition and complex conjugation. In addition to the assumptions mentioned above, evanescent waves are neglected in equation (A6) at the boundaries ∂D0 and ∂Di. From here onward, we take for state A the fields in the actual medium, which obey equations (A2) and (A3), whereas for state B we take the focusing field in the reference configuration, which obeys equation (A4) Slob et al. 2014) . Despite the fact that the media are different in these states, reciprocity relations (A5) and (A6) hold for this combination of choices, because the assumption that between ∂D0 and ∂Di the medium parameters are the same in both states is still fulfilled (see Figure 1 in the main paper).
In state A we take for the downgoing wave field at ∂D0 a spatial delta function times an identity matrix, according to
Note that we don't write an equal sign because we replace a vector by a matrix. Each column of this matrix represents a unit downgoing wave at xH = x H at ∂D0 for one specific component of the decomposed wave field. According to equation (A2) we obtain for the upgoing field at ∂D0 in state A
Similarly, equation (A3) gives the downgoing and upgoing fields at ∂Di in state A
In state B the downgoing and upgoing fields at ∂D0 are the incident focusing field and its response, according to
Its response at ∂Di is obtained from equation (A4), i.e.
Because the reference configuration is reflection-free below ∂Di there is no upgoing field at ∂Di, hence
Substituting equations (A7) − (A12) into equations (A5) and (A6), using {R(x0, (Wapenaar 1996) , gives
respectively. Here superscript * denotes complex conjugation. In the time domain, these equations read
respectively.
From here onward we consider a horizontally layered medium and wave propagation in the (x, z)-plane only. We define the spatial Fourier transform as
where p is the horizontal rayparameter. In the rayparameterfrequency domain, equations (A2) − (A6) become
respectively. Note that equation (A22) only holds for nonevanescent fields at z0 and zi. Analogous to equations (A7) − (A12) we make the following replacements
Substitution into equations (A21) and (A22) gives
respectively. In the rayparameter intercept-time domain (Stoffa 1989 ) these expressions become
and (replacing p by −p)
respectively. For the model of Figure 2 in the main paper, with z0 = 0m and zi = 1000m, the elements of the directly modeled elastodynamic Green's functions G −,± (p, z0, zi, τ ) and focusing functions F ± 1 (∓p, z0, zi, ∓τ ) are shown in Figures S2 and S3 . Figure S4 shows the elements of the inverse of the forward-scattering transmission response, T inv fs (−p, zi, z0, −τ ). The latter, together with the reflection response R(p, z0, τ ) ( Figure S5 ), forms the input of the multicomponent single-sided Marchenko scheme of equations (11) − (13) in the main paper. The retrieved Green's functions G −,± (p, z0, zi, τ ) after four iterations, are shown in Figures S6 and S7. (Text continues on page 5). Figure S2 . Directly modeled Green's functions (green) and focusing functions (blue) for oblique incidence (p = 0.0002 s/m). Figure S3 . Directly modeled Green's functions and focusing functions (continued). Figure S4 . Inverse of the forward-scattering transmission response (p = 0.0002 s/m). This defines the initial estimate of the focusing functions in Figure S3 . Figure S5 . Reflection response at the surface for oblique incidence (p = 0.0002 s/m). Figure S6 . Retrieved Green's functions after four iterations of the Marchenko scheme (p = 0.0002 s/m).
Marchenko equation: Supporting Information
The reciprocals of the retrieved Green's functions, i.e.,
(see equation A25) are mutually related via the reflection response at zi, according to (Riley & Claerbout 1976; Wapenaar et al. 2000; Amundsen 2001 ). This expression states that the downgoing field G +,+ at zi, convolved with the reflection response R at zi, gives the upgoing field G −,+ at zi. Note that G +,+ and G −,+ are defined in the actual medium, whereas R(p, zi, τ ) is defined in a reference medium that is identical to the actual medium below zi and reflection-free above zi. Resolving R from equation (A35) involves "seismic interferometry by deconvolution" (Snieder 2006; Vasconcelos & Snieder 2008 ; Figure S7 . Retrieved Green's functions (continued).
van der Neut et al. 2011). We illustrate this with a numerical example. Figure S8 shows again the elements of the reflection response R(p, z0, τ ) at the surface, this time for a range of p-values (the last trace in each panel corresponds with Figure S5 ). Similar as above, the Green's functions for all p-values are retrieved via the Marchenko scheme. Next, the reflection response at zi, R(p, zi, τ ), is resolved from these Green's functions by inverting equation (A35) for each pvalue. This "redatumed" reflection response is shown in Figure S9. This figure clearly shows the response of the single reflector below zi (the interface at z = 1400 m, see Figure 2 in the main paper). The p-dependent reflection amplitudes are retrieved from these reflection responses after envelope detection. They are denoted by the blue marks in Figure S10 . The green curves in this figure are the modeled p-dependent reflection coefficients of the interface at z = 1400 m. Note that for this idealized example the match is perfect.
(Text continues on page 7). RS,S(p, z0, τ ) Figure S8 . Reflection response at the surface z 0 for a range of rayparameters. Figure S10 . Reflection amplitudes obtained from Figure  S9 (blue marks), compared with the p-dependent reflection coefficients of the interface at z = 1400 m.
Finally we discuss how the decomposed wave fields and Green's functions are related to measurable field quantities and the standard Green's functions encountered in seismological textbooks.
For elastodynamic wave fields in the (x, z)-plane in a horizontally layered medium we relate the measurable (twoway) wave field vector q(p, z, ω) to the decomposed (oneway) wave field vector u(p, z, ω) via a composition matrix L(p, z), according to q(p, z, ω) = L(p, z)u(p, z, ω),
where τ is the traction and v the particle velocity, and
where u + and u − are the flux-normalized decomposed downgoing and upgoing wave fields. The flux-normalized composition matrix L(p, z) is defined as (Frasier 1970; Ursin 1983; Wapenaar et al. 2008 ) 
with ρ(z) the mass density and cS(z) the S-wave velocity. The vertical P -and S-wave slownesses qP (p, z) and qS(p, z), respectively, are defined as qP (p, z) = (c −2
qS(p, z) = (c −2
with cP (z) the P -wave velocity. Because of the fluxnormalization, composition matrix L(p, z) has a simple inverse. The decomposition matrix L −1 (p, z) is given by
with 
