Abstract. In this paper, we present a new numerical method for determining an optimally convergent numerical solution of interface problems on polytopial meshes. "Extended" interface conditions are enforced in the sense of a Dirichlet-Neumann coupling by means of a pullback onto the discrete interfaces. This coupling approach serves to bypass geometric variational crimes incurred by the classical finite element method. Further, the primary strength of this approach is that it does not require that the discrete interfaces are geometrically matching to obtain optimal convergence rates. Our analysis indicates that this approach is well-posed and optimally convergent in H 1 . Numerical experiments indicate that optimal broken H 1 and L 2 convergence is achieved.
Introduction
Higher order finite element methods are attractive since they bring the prospect of faster converging numerical solutions for a lower computational cost. However, in many practical situations, higher order elements (i.e. elements with polynomial order of 2 or greater) are not useful since the geometric approximation error of the polytopial mesh tends to dominate the best approximation error of the inherent polynomial approximation [16, Chapter 4] . As such, practical finite element computations are often performed using only piecewise linear or stabilized first order elements. Interface problems pose an additional difficulty since separate mesh approximation of the constituent subdomains may lead to geometrically nonmatching approximations to the interface. This commonly occurs when complicated domains must be meshed and also in cases where two different numerical codes must be merged together to compute the behavior of a coupled system, as it is often done for fluid-structure interaction problems.
The most commonly utilized approach to overcome the issue of geometric noncoincidence is to incorporate transfer operators to transfer values from one polytopial interface approximation to another [10] . These operators are used in instances of the Dirichlet-Neumann coupling method and mortar element methods [11, 12] for bridging together disjoint subdomain solutions. While these methods are simple and efficient, they suffer in the fact that the accuracy of their numerical solutions tend to be capped at second order in L 2 due to the geometric errors described in the previous paragraph.
As in the case of simple boundary value problems, curvilinear maps can be used to better fit the discrete interface approximation to the interface given by the continuous problem. In [4] the isoparametric finite element method was generalized to the interface problem setting. Additionally, in [2] , the isogeometric analysis was applied to arterial blood flow. While these methods can provide higher-order numerical solutions, they can be restrictive in terms of computational cost since, in both cases, higher order quadrature rules must be utilized since the basis functions are no longer simple polynomials. In addition to the additional computational expense, methods based on curvilinear mappings can be laborious to implement.
A notable method presented in [14] utilizes a similar idea to what is presented in this paper. In the approach presented there, optimal convergence rates are achieved by applying the high order finite element method presented in [9] to the interface problem setting, where the main idea of the approach is to utilize line integrals to optimally transfer data from the continuous interface onto its discrete approximations. While this approach allows for higher order numerical approximations, its biggest challenge lies in the fact that this approach is for mixed formulations of elliptic problems. Another similar method described in [13] utilizes an optimization based approach to couple the extensions numerical solutions together onto a common refinement mesh generated from the vertices of the nonmatching interface approximations. In this approach, second order accuracy has been observed with linear elements.
The purpose of this paper is to present a new numerical method for computing higher order numerical solutions for interface problems for cases when the polytopial interface approximations are not necessarily geometrically matching. This is done by extending the polynomial extension finite element method [5] to this setting by enforcing that the extension of the numerical solution and its extended conormal derivatives are approximately weakly continuous on the interface given by the continuous problem. Since the continuous interface does not coincide with the geometry of the discrete problem, this matching condition is enforced by means of a pullback, via auxiliary variables, onto the discrete interface approximations. Because this method is based on affine-equivalent finite element approaches, it's implementation is relatively simple and its computational expense is comparable to that of classical finite element methods. We are able to demonstrate stability and optimal broken H 1 convergence theoretically, and optimal broken L 2 and H 1 convergence through a numerical example. The stucture of the paper is as follows: In §2, we discuss the preliminary material required for this work. In §3, we describe the elliptic interface problem and our numerical method. In §4 we state and prove our well-posedness theorem and error estimates. In §5 we provide a numerical illustration to vindicate the results of our analysis. And finally, in §6 we provide concluding remarks.
Preliminaries
In this section, we will discuss the preliminary notions required for this paper. -smooth boundary Γ i with an associated unit outer normal vector field n i . We will assume that Γ 1 and Γ 2 intersect such that Ω 1 ∩ Ω 2 = ∅ and |Γ c | > 0, where Γ c := Γ 1 ∩ Γ 2 is the interface between the two subdomains Ω 1 and Ω 2 . We will then denote Γ 0 i := Γ i \ Γ c . We now define our discrete geometry. We will define Ω h,i as the discrete polytopial approximation of Ω i that arises from meshing. For simplicity, we shall also let Ω h,i be the mesh triangulation, where K h,i denotes an arbitrary simplicial element that belongs to Ω h,i with meshsize 
where P k (K h,i ) denotes the space of polynomials of order at most k defined over a d−simplex K h,i ∈ R d . and the trace spaces
We also define the discontinuous finite element space
respectively. On the discrete spaces V we have the inverse inequalities involving the corresponding "broken" semi-norms given by (4) |||v||| m,Ω h,i ≤ Ch
. . . For simplicity of notation, we will define the product spaces
and their norm taken to be the ℓ 2 norm of their sub-norms. We will denote the
Lifting operators will be often used in this work. We will denote R c h,i : W c,k
(Ω h,i ) as discrete bounded lifting operators. A simple inspection indicates that
For simplicity, we will denote R h,i := R 0 h,i + R c h,i . We conclude this subsection by establishing the following proposition, which is a simple consequence of the piecewise C k+1 -diffeomorphic equivalence property between Γ c , Γ c h,1 , and Γ c h,2 . Proposition 2. There exists positive constants c 1 , c 2 , C 1 , C 2 such that for m ∈ R the following norm equivalence relations are satisfied
An Averaged Taylor Series Extension. Recall that, for every
be a family of disjoint star-shaped domains with respect to the balls σ can be built for a triangular mesh. Following [6] we define, for Figure 2 . Illustration of the construction of a star-shaped (with respect to σ
where φ j (y) is a cutoff function with support over σ j,j ′ h,i and
0 otherwise is the indicator function for the set S
h,i and is zero otherwise. For any ξ ∈ Γ h,i and its
it is equivalent to the classical Taylor polynomial. For v ∈ V k h,i we can therefore write, for a generic y ∈ K j h,i :
We take now y = ξ ∈E i and x = η i (ξ i ), and we have that
. We use this notation in particular for gradients of scalar functions (i.e., T k h,i (∇v)).
Problem Setting
In this section we will describe the elliptic interface problem we wish to approximate the solution to and motivate the discrete coupling formulation we will use to accomplish this task.
3.1. The Elliptic Interface Problem. The continuous problem we consider in this paper is the elliptic interface problem with discontinuous coefficients given in the following
where
, as needed for determining optimal convergence rates for our method, we make the assumption that
As such, we have by the Sobolev extension theorem [1, Chapter 5] that there exists an extension for each subdomain solution
extensions of p i and f i denoted as p i and f i respectively such that
Further, these extensions are bounded in their respective norms, i.e.,
PE-FEM Subproblems
Over Ω h,i . The Polynomial Extension Finite Element Method (PE-FEM) allows one to leverage the averaged Taylor series extensions described in Section 2.3 to obtain optimal convergence, with respect to interpolation, while retaining the generated polytopial mesh. Much of the details and explanations will be omitted for the sake of brevity. We refer the reader to [5] for more details behind the logic and intuition behind this approach. We will define two PE-FEM important problems that we will frequently refer to and state their stability properties here. Let us define a h,i (·, ·) :
We may now define the PE-FEM problems of interest for this paper. The importance of these problems will become apparent in the discussion of the coupling equations presented in §3.3. First, consider the following: seek u h,i ∈ V k h,i such that
. The discrete problems (15) and (16) are meant to provide an optimal approximation to the solution of the following boundary value problems
respectively. Following the spirit of the analysis presented in [5, Appendix D] the following well-posedness results can be easily determined.
Theorem 1 (Well-Posedness of (15)).
has a unique solution and the solution satisfies the following stability bounds
Theorem 2 (Well-Posedness of (16)). Let B i h,N (·, ·) be defined as in (13) with p i (ξ i ) > 0 everywhere in Ω h,i . Then for h i small enough and k = 1, 2, . . . we have that
h,i , and 
3.3.
The Coupling Formulation. We will now present our coupling formulation. The comprehensive set of variational equations is to seek (u h,2 , u h,2 , λ h ) ∈ V k h that satisfies
From a simple inspection, it is easily determined that
, and the second equation of (24) implies that
. and hence, the extension of the subdomain solutions match approximately on the continuous interface Γ c . Further inspection implies that
We refer the reader to [5, Section 3] for a more detailed explanation. From this, it becomes apparent from the third equation of (24) that
For narrative simplicity, we will refer to
· n i as the extended co-normal derivative of u h,i . It then becomes clear from (25) and (26) that (24) approximates (10) by enforcing that the polynomial extensions of u h,i match weakly and that the extended co-normal derivatives are approximately balanced. Of course, the higher order convergence rates obtained by this method is due to the inclusion of the extension operators used to approximate the Dirichlet and Neumann interface conditions given by (10b).
Analysis
In this section, we will present the necessary theoretical tools for the analysis of our discrete coupling formulation. We will then state and prove the well-posedness and H 1 -optimality results.
Dirichlet PE-FEM Solution Operators.
We introduce three operators for the purpose of the analysis of (24). First, we define G h,i (·) :
as the solution operator for the following problem: Given
as the solution operator of the variational
). An inspection of (29) indicates that ψ 
By taking the difference between (28) and (29). Then (19b) of Theorem 1 implies that . It then 
The first two equations in (33) implies that
h,i f i and thus the third equation in (33) can be written as
This equation will be of paramount importance in the following analysis, as it allows us to determine a bound λ h . We now prove the following well-posedness result.
Theorem 3. Assume that p i > 0 everywhere on Ω h,i and
) with h i small enough, the following stability bound is satisfied
for k = 1, 2, . . . , and d = 2, 3.
Remark 3. This stability result implies that the solution to (33) is unique, since the equations are linear.
Proof. First, we begin by recalling that
.
By applying (20), the solution decomposition (34), and (19a), we then have that
Next, we proceed by choosing
where we have utilized the projection theorem to see that
and the identity H 
h . Using (2), (37), and Proposition 2, we have that
, and applying (20). We then have that
, by means of (22), Lemma 1, (32), and applying (20). It then follows that
From (34), we have that
The proof is thus concluded by substituting λ h 1/2,Γ c h,1
in the above with (38), and subsequently adding (38) and (37) to the resulting bound.
Error Analysis.
Here, we will present the analysis for the error of (24).
First, we state some bounds that will become ubiquitous throughout the error analysis. First, we will denote
under the assumption that δ h,i ∼ O h 
for m = 1, . . . , k + 1. Finally, we also have from
Next, we will decompose u h,i := u p,i + z h,i , where z h,i ∈ V k h,i is the discrete error term. Using this decomposition, we are able to write (33) in the following from:
where we have defined
To streamline the exposition of the error analysis, we shall relegate the derivation of (43) to Appendix B.
, and that the hypotheses of Theorem 3 hold. Then, the following error bound is satisfied
Proof. For notational convenience, we will conform to the notation used in Appendix B. We begin our error analysis by seeing that z h,i may be written in the form
. Then, it follows from (19a) and Proposition 2 that
by virtue of (40) and (42). We now derive a bound for ω h . From (55) we have that
, after applying (20), (52) of Lemma 3, (40) , and (44). It then follows from the definition of the dual norm that
Next, we derive a bound for ι h . Let us set (43) . It follows that the third equation of (43) can be written as
First, we have that
by (21), (19a), and (45) . Then, utilizing (2), Proposition 2 and the projection theorem, implies that (49)
, from standard approximation arguments, and 
can be bounded as follows
, after applying (52) of Lemma 3, (2), and a standard approximation argument. Subsequently, we have that 
Finally, we have that
, from Lemma 1, (22), (32), and (20). The above bound together with (49), (50), and (48) yields the following
The proof is therefore concluded by recalling (44),
and applying (41), (44), and (51).
Numerical Illustration
In this section, we present an illustrative numerical example for this coupling approach. We consider the interface problem where Ω 1 is a disk of radius 
,
This solution corresponds to (10) with p 1 = 1, p 2 = 2, f 1 = f 2 = −100(x 2 + y 2 ) + 20e
2 ) . The numerical solutions are computed using quadratic, cubic, and quartic Lagrange elements on triangles. We present the convergence histories in the following tables.
Concluding Remarks
In this paper, we have presented a new method, based on PE-FEM, for coupling numerical solutions together on geometrically nonmatching discrete interface approximations. Stability and optimal H 1 error bounds was proven, and the numerical illustration confirms our theoretical findings. Additionally, the numerical results imply that our method is optimally convergent in L 2 -as well. In future 
