Abstract. The immaculate basis of the non-commutative symmetric functions was recently introduced. It was shown that immaculate basis satisfies a positive, multiplicity free right Pieri rule. It was conjectured that the left Pieri rule may contain signs but that it would be multiplicity free. Similarly, it was also conjectured that the dual quasisymmetric basis would also satisfy a signed multiplicity free Pieri rule. We prove these two conjectures here.
Introduction
Describing the multiplication and co-multiplication structure coefficients of a specified basis in a combinatorial Hopf algebra is a common question in algebraic combinatorics. The structure coefficients encode data which might have geometric, combinatorial or representation theoretic interpretations. The algebra of symmetric functions, Sym, with the Schur basis is the prototypical example where the structure coefficients (known as Littlewood-Richardson coefficients) have interpretations in many different settings.
The algebra QSym of quasi-symmetric functions was introduced by Gessel [Ges] and has found many mathematical applications. A link between poset Hopf algebras and quasi-symmetric functions was found by Ehrenborg [Ehrenborg] who encoded the flag vector of a graded poset as a morphism from a Hopf algebra of graded posets to QSym. Connections between structure coefficients and posets were extended further with the introduction of Pieri operators on posets [BMSvW] . Quasi-symmetric functions have found an application as an intermediate step in a path to showing the Schur positivity of symmetric functions (see for example [HHLRU] and [HHL] ).
The graded dual Hopf algebra of the quasi-symmetric functions is the algebra of non-commutative symmetric functions NSym. This Hopf algebra projects under the forgetful map onto Sym, and Sym injects into the algebra QSym of quasi-symmetric functions. It was shown in [ABS] that NSym and QSym are universal in the category of combinatorial Hopf algebras. They also play an important role in the representation theory of the 0-Hecke algebra (see [KT] for details). The algebra of noncommutative symmetric functions NSym also has applications to Kronecker products and is closely related to the descent algebra [MR] . Recent connections have been made between NSym and mould calculus [CHNT] . The ubiquity of QSym shows its importance in mathematics and why we are interested in finding new bases with good structure with respect to the projection of NSym and the inclusion of Sym into QSym.
Our program is to study new bases of NSym and QSym called the immaculate basis and the dual immaculate basis (respectively) which were recently introduced in [BBSSZ] as an analogue of the Schur functions. The authors proved that the immaculate basis has many of the same properties of the Schur functions: it has a (positive) multiplicity free right-Pieri rule [BBSSZ, Theorem 3.5 ], a simple Jacobi-Trudi determinant formula [BBSSZ, Theorem 3.23] , and they can be built by using an appropriate non-commutative Bernstein operator [BBSSZ, Definitions 3.1 and 3.2] . By duality, the immaculate basis gives rise to a basis of QSym, which expands positively into the monomial and fundamental bases of QSym [BBSSZ, Propositions 3.32 and 3.33] .
This paper is devoted to study of the dual immaculate Pieri conjecture posted in [BBSSZ, Section 3.7 .1] and to the left Pieri rule of immaculate as conjectured in [BBSSZ, Section 3.2] . We prove both conjectures. The paper is organized as follows. In Section 2 we gather together some basic definitions and auxiliary results. The equivalence of the Pieri rule for dual immaculate and left Pieri rules is shown in Section 3. The precise statement and proof of Pieri rule for dual immaculate are found in Section 4.
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2. Preliminaries 2.1. Compositions, partitions and combinatorics. In this subsection, we introduce some notation and definitions for partitions and compositions.
A composition α of a non-negative integer n is a tuple α = [α 1 , α 2 , . . . , α m ] of positive integers such that m i=1 α i = n. We write α |= n to denote that α is a composition of n. The entries α i of α are called the parts of α. The size of α is the sum of the parts and is denoted |α| := n. The length of α is the number of parts and is denoted ℓ(α) := m. If the entries of α are weakly decreasing, i.e., α 1 ≥ α 2 ≥ . . . ≥ α m then α is referred to as a partition of n, and we write α ⊢ n.
Partitions play an important role in algebraic combinatorics: partitions of n index a basis for the symmetric functions of degree n, and the character ring for the representations of the symmetric group. See [Sagan] for more details.
Let n be a non-negative integer, we represent a composition α = [α 1 , α 2 , . . . , α m ] of n as a diagram of left justified rows of boxes or cells. We follow the notation which states that the first row of the diagram has α 1 cells, while the last row has α m cells. For example, the composition [3, 5, 4, 7, 1, 2] Compositions of n are in bijection with subsets of {1, 2, . . . , n − 1}. We identify a composition α = [α 1 , α 2 , . . . , α m ] with the subset D(α) = {α 1 , α 1 + α 2 , α 1 + α 2 + α 3 , . . . , α 1 + α 2 + · · · + α m−1 }.
Let α and β are two compositions of n, we say that 2, 4, 5, 8, 10, 11, 15} and D([4, 4, 2, 7] 
2.2. Schur functions and creation operators. The algebra of symmetric functions Sym is the free algebra over Q on commutative generators {h 1 , h 2 , . . .}. The h n are usually called the complete homogeneous generators. Sym has a natural grading given by setting h i of degree i, and extending multiplicatively.
Given an integer n ≥ 0 and a partition λ = [λ 1 , λ 2 , . . . , λ m ] of n, the complete homogeneous symmetric function is the element of Sym given by h λ := h λ1 . . . h λm with the convention that for n = 0 we have a unique (empty) partition λ = [] ⊢ n and h [] = 1. The set n≥0 {h λ } λ⊢n constitutes a basis of Sym. Other common bases of Sym, that we consider, are the following: e λ the elementary; m λ the monomial; s λ the Schur. For simplicity, we let h i , e i , m i , p i and s i denote the corresponding generators indexed by the partition [i] .
It is known that Sym is a self dual Hopf algebra, which has a pairing (the so-called Hall scalar product) given by h λ , m µ = s λ , s µ = δ λ,µ . An element f ∈ Sym gives rise to an operator f ⊥ : Sym → Sym according to the relation:
Using (1) as a definition, we can compute the action of the operator f ⊥ on an arbitrary element g ∈ Sym by applying the following formula
where {a λ } λ and {b λ } λ are any two bases of Sym which are dual with respect to the pairing ·, · .
We define a "creation" operator B m : Sym n → Sym m+n by:
Inspired by the following theorem, which states that creation operators recursively define Schur functions, the immaculate basis of NSym was introduced in [BBSSZ] (see Definition 2.4).
Theorem 2.1. (Bernstein [Ze, ) For all tuples α ∈ Z m ,
2.3. Non-commutative symmetric functions. The algebra of non-commutative symmetric functions NSym, a non-commutative analogue of Sym, arises by considering an algebra with one noncommutative generator at each positive degree. More precisely, we define NSym as the algebra with generators {H 1 , H 2 , . . . } and no relations. We endow NSym with the structure of a graded algebra by setting each generator H i of degree i. We write NSym n to denote the graded component of NSym of degree n. Given a composition α = [α 1 , α 2 , . . . , α m ], the complete homogeneous function associated to α is defined as H α := H α1 H α2 . . . H αm . Let n be a nonnegative integer, the set {H α } α n indexed by compositions of n is a basis of NSym n . To make this notation consistent, some formulas use expressions that have H indexed by tuples of integers and we use the convention that H 0 = 1 and H −r = 0 for every r > 0.
The forgetful map χ : NSym → Sym is defined by sending the basis element H α to the complete homogeneous symmetric function
and extend it linearly to any element of NSym. Note that χ is a surjection onto Sym. The image by χ of a non-commutative symmetric function is called its commutative image.
2.4. Quasi-symmetric functions. The algebra of quasi-symmetric functions QSym was introduced in [Ges] (see also subsequent references such as [GR, Sta84] ). We realize QSym as the graded Hopf algebra dual to NSym which contains Sym as a subalgebra. If NSym n is the homogeneous subspace of NSym spanned by {H α : α |= n}, then QSym n is the space dual to NSym n and QSym = n≥0
QSym n .
We let {M α : α |= n} denote the monomial quasisymmetric basis, dual to the {H α : α |= n} basis. Note that Sym can be seen as a subalgebra of QSym. In fact, given a partition λ, the monomial symmetric function m λ ∈ Sym can be written in terms of the quasi-symmetric monomial functions as:
where sort(α) is the partition obtained by reordering the parts of α from the largest to the smallest. The fundamental quasi-symmetric function F α , indexed by a composition α, is defined by the following expansion in the monomial quasi-symmetric basis:
The set {F α } α|=n forms a basis of QSym n . In particular we have
2.5. Identities relating NSym and QSym. The algebras NSym and QSym form graded dual Hopf algebras. The monomial basis of QSym is dual to the complete homogeneous basis of NSym. NSym and QSym have a pairing ·, · : NSym × QSym → Q, defined under this duality where
The operation adjoint to multiplication with respect to the scalar product on Sym can be generalized to NSym and QSym by using the pairing above. Note that this new operation is dual to the multiplication by a quasi-symmetric function. More precisely, for F ∈ QSym, we denote F ⊥ the operator which acts on elements H ∈ NSym according to the following relation
Given H ∈ NSym, as was done with Sym, to compute F ⊥ (H) we take a basis {A α } α of QSym and {B α } α a basis of NSym such that B α , A β = δ αβ , then by (3) we get that
2.6. The immaculate basis of NSym. The immaculate basis of NSym was introduced in [BBSSZ, Section 3] . The authors obtained these functions as a non-commutative analogue of the JacobiTrudi identity (see [BBSSZ, Theorem 3.23] ). The immaculate functions have also been defined as the unique functions in NSym which satisfy a given positive multiplicity free right-Pieri rule (see [BBSSZ, Theorem 3.5] ). In this paper, it is more useful for our purposes to choose the construction of the immaculate basis based on a non-commutative version of the Bernstein operators.
Definition 2.2. [BBSSZ] For m ∈ Z, the non-commutative Bernstein operator B m is defined as:
where we consider H L m as the operator on NSym that left multiplies by H m . Remark 2.3. Note that B m clearly deserves to be the non-commutative sibling of the Bernstein operator B m , since the symmetric function e i is equal to F 1 i under the identification of Sym as a subalgebra of QSym.
As expected, in the same way that creation operators are used to construct Schur functions (see Theorem 2.1), these non-commutative Bernstein operators can be used to inductively build non-commutative functions.
m , the immaculate function S α ∈ NSym is defined as the composition of the non-commutative Bernstein operators indexed by the entries in α applied to 1. More precisely:
It was shown in [BBSSZ, 3.3 and 3.4 ] that the elements {S α } α|=n form a basis for NSym n , which project onto Schur functions, that is, χ(S α ) = s α .
2.7. Identities relating the operators B m and F ⊥ r . Some of the identities that we use in this paper appear in [BBSSZ] . In particular, we use the following results which can be derived from equations in that paper.
Proposition 2.5. For an integer m ∈ Z and r ≥ 0,
The relation (4) is obtained as follows.
We start by analyzing the relationship between the non-commutative Bernstein operators and the dual (skew) operators. As we will see the resulting identities will play a crucial role in the proof of the Pieri rule for the dual immaculate basis. The following identities follow as special cases of the identities in Proposition 2.5.
Corollary 2.6. The following relations hold for any integers s > 0, m > 0 and r ≥ 0
Proof. Equation (6) to (10) are special cases of Proposition 2.5. Equation (11) follows using (4) and (8),
Similarly, for Equation (12) we have m − r < 0. Using (4) and (9)
Remark 2.7. Given r ≥ 0, Pieri rules for the skew operators F ⊥ 1 r , F ⊥ r were developed in [BBSSZ, 3.6] . For the second operator, the following formula was shown in [BBSSZ, Proposition 3.35] :
where α ∈ Z m . Note that the immaculate functions appearing on the right hand side of (13) need not to be basis elements, even in the case that α is a partition. For example, for r = 2 and α = [2, 1] the formula (13) applies to get that F ⊥ 2 S 21 = S 01 + S 10 , and S 01 is not a basis element. Here, we are interested in expressing F ⊥ r S α in terms of the immaculate basis in a way that shows that the coefficients are ±1. In the example above, our formulae will apply to get that F ⊥ 2 S 21 = S 1 . The formula (13) is deduced using relation (4) only, regardless if operators B m with m ≤ 0 were introduced. In Section 4 we will make use of the relations (10), (11) and (12) which involve only operators B m with m > 0. This will allow us to compute the exact coefficient in the immaculate basis.
2.8. The dual immaculate basis. Every basis {X α } of NSym n gives rise to a basis {Y β } of QSym n defined by duality. The elements {Y β } are the unique elements of QSym n satisfying X α , Y β = δ α,β . The dual basis to the immaculate basis of NSym, denoted S * α , was studied in [BBSSZ, Section 3.7] . More properties of dual immaculate functions have been investigated in [BBSSZ1, BBSSZ2] .
The Pieri conjectures
In [BBSSZ, Theorem 3.5] it was shown that the immaculate basis satisfies a positive multiplicity free right Pieri rule. Concerning to the left Pieri rule, note that the products of the form H m S α can have negative signs in their expansion in terms of the immaculate basis. They also conjectured [BBSSZ, Conjecture 3.7] that there is a statistic sign(α, β) such that
for some collection of compositions β. For instance,
It was conjectured in [BBSSZ, Remark 3.6 ] that the left Pieri rule is multiplicity free, up to sign. Similarly, a conjecture about the Pieri rule for the dual immaculate basis was stated in [BBSSZ, Section 3.7 .1]. To be more precise:
for some collection of β and some statistic sign ′ . Recall that on the quasisymmetric side F s = h s . For example, for s = 2 and α = [2, 1, 2] we have that 
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. Our main goal is to prove (15). The equivalence of (14) and (15) is given by the following computation. In a private communtication, Darij Grinberg gave us a first proof of the equivalence and here we provide a different argument which follows from our operator relations.
Lemma 3.1. For s ≥ 0 and r > 0 and for compositions α and β such that |α| = |β| + s, we have
.
Proof. First apply (5) to show
Now the only terms with the first part of the indexing composition equal to r + s in the expansion of B r+j F ⊥ j S α are those with j = s. In this case, the coefficient of
Equation (5) also states that all terms in the expansion of H r S α have the first part of the indexing composition greater than or equal to r. Therefore, Equation (17) shows the coefficient in the expansion H r S α are the same as the coefficients in the expansion of F In the example in Equation (16), we can assert that the coefficients of S 212 in the expansions of Thus, in order to prove (15) it is enough to show that for any composition α and any positive integer s, the noncommutative function F ⊥ s S α has a signed multiplicity free expansion in the immaculate basis. Moreover, we also prove that the expansion of F ⊥ s S α is positive when α is a partition.
Proof of the Pieri rule for dual immaculate
As seen, in general, the application of a skew operator F ⊥ s to an immaculate function does not expand positively in the immaculate basis. In the present section, we prove that F ⊥ s S λ expands positively in the immaculate basis provided that λ is a partition. For a composition α, we show that the expansion of F ⊥ s S α is multiplicity free. In other words, the nonzero coefficients of F ⊥ s S α in the immaculate basis are either 1 or −1. This is achieved by using the relations (10), (11) and (12). Given a composition α = [α 1 , α 2 , . . . , α m ] we write tail(α) to denote the composition obtained from α by dropping the first entry, namely, tail(α) = [α 2 , . . . , α m ]. For m = 1, tail(α) = []. We have
Comparing s and α 1 the relations (10), (11) and (12) give us three cases:
In Equation (20) and B we get a formula of the form
where the sum is over β ∈ Z m that record the change in the index of the F ⊥ operator as it commutes past B αi . We represent sgn(β) = (−1) neg(β) with neg(β) the number of negative entries in β, and comp(α − β) is the composition obtained from α − β = [α 1 − β 1 , α 2 − β 2 , . . . , α m − β m ] by removing the parts that are 0. We now remark that F 
With the above notation in mind, we define the set Z s,α consists of all sequences of integers β = (β 1 , β 2 , . . . , β m ) satisfying the following conditions:
The condition (Z1) is clear from the paragraph above. The conditions in (Z3) depend on which case we use in the ith step of commutation. Condition (Z3a) correspond to Equation (19) and condition (Z3c) correspond to Equation (21). For condition (Z3b) we have to consider two subcases depending if we have β i < 0 (the summation on the right hand side of Equation (20) (20)). We remark that β i = α i can occur only once for a given β and once it occurs, the part B αi is removed and F ⊥ s−β1−...−βi = F ⊥ 0 commutes with the remaining B. This explains condition (Z2) and the fact that β i+1 = . . . = β m = 0 in this case. To clarify, we have that every α i ≥ β i and there is at most one index i such that α i = β i . This justifies the definition of comp(α − β) in Equation (22).
Negative terms are introduced only in Equation (21) and in the summation of Equation (20). The total sign contribution for a given β is exactly the number of times (Z3c) or (Z3b2) is involved in each step. That is exactly the number of negative entries in β, and we now justify why sgn(β) = (−1) neg(β) in Equation (22). A direct consequence of Equation (22) is the following proposition. Notice then that 1 = sgn(1, 1, 0, 0) = −sgn(1, −2, 3, 0) = sgn(1, −2, −4, 7). Two of these terms cancel and the coefficient of S [4, 3, 7] in Equation (23) We now concentrate the coefficient of S γ in Equation (23) by considering the following subset of Z s,α . Let Z γ s,α = β ∈ Z s,α comp(α − β) = γ . Equation (23) can now be written as
Hence to find a cancellation free formula, we focus our attention on the set Z γ s,α . To begin, we remark that in view of condition (Z2) we have
If ℓ(γ) = ℓ(α), then clearly β = α − γ is uniquely determined and if such β ∈ Z s,α then the condition (Z3b1) does not occur for such β. We thus have
Proof. The cases (A1) and (A2) are clear from the discussion before the statement of the Proposition. In the case (A3), using conditions (Z2) and (Z3b1), we know that if Z γ s,α = ∅, then for each β ∈ Z γ s,α exactly one entry β j = α j for some 1 ≤ j ≤ m and β i = 0 for all j < i ≤ m. That is (25) β = (β 1 , . . . , β j−1 , α j , 0, . . . , 0).
This means
What we will do is show that j must be between k and r in order for this to happen. Let β ∈ Z γ s,α and j as in Equation (25). If α j < α j+1 , then
s,α . This follows from the fact that if the conditions (Z1)-(Z3) are satisfied for β i for 1 ≤ i ≤ m, then the conditions (Z1)-(Z3) are also trivially satisfied for β ′ i for 1 ≤ i < j and for j + 1 < i ≤ m. For the step j, we have β j = α j and this implies we are in condition (Z3b1). Hence α j = s − β 1 − · · · − β j−1 . Instead of using (Z3b1) we could use (Z3b2) and β ′ j could be any negative integer. We choose β ′ j = α j − α j+1 < 0 since α j < α j+1 . Now in step j + 1 for β ′ j+1 , we have
Hence for β ′ j+1 we are in condition (Z3b) again. We can choose β ′ j+1 = α j+1 and the remaining entries to be 0. Finally,
This shows the claim in Equation (27). We remark that if α j ≥ α j+1 , then it is not possible to find β ′ ∈ Z γ s,α such that β ′ p = α p for p > j. Indeed, using Equation (26),
j must satisfy condition (Z3b). But we see above that β ′ j = α j − α j+1 ≥ 0 a contradiction to condition (Z3b). This shows that using Equation (27) repeatedly we can get vector β ′ ∈ Z γ s,α such that β ′ r = α r for j < r as long as α j < α j+1 < . . . < α r but no further if α r ≥ α r+1 . Let us go back to β ∈ Z γ s,α and j as in Equation (25). From the definition of k in (A3), it is clear that k ≤ j. Also, using Equation (26), we have α i = γ i−1 = α i−1 − β i−1 for all k < i ≤ j. This gives us that
This gives us that β k , β k+1 , . . . , β j must satisfy condition (Z3b). Since none of β i−1 = α i−1 for i ≤ j we must have
s,α . This shows that all the vectors to the right hand side of (A3) are contained in Z γ s,α and no vector β ′ ∈ Z γ s,α will satisfy β ′ p = α p for p > r. Condition (A3) will follow once we show that no β ′ ∈ Z γ s,α has β ′ p = α p for p < k. But if such p exists it would imply that β ′ i = 0 for i > p. Then γ i = α i+1 − β i+1 = α i+1 for all p < i. This is a contradiction to the minimality of k since p < k.
We are now ready to state and prove our main theorem. Let
That is c γ s,α is the coefficient of S γ in Equation (24). Theorem 4.4. For a positive integer s and a composition α,
Here, r, k depend on α and γ as defined in Proposition 4.3 (A3).
Proof. This is a direct application of Proposition 4.3. Condition (A1) implies that c
In case of (A2), if non-empty, the set Z The result follows depending on the parity of r − k.
We conclude our study by considering the special case where α is a partition. In this case, all coefficients are positive as we will see below.
Lemma 4.5. Let λ be a partition, and s a positive integer.
(
Proof. Let λ be a partition of length m, s a positive integer and β ∈ Z s,λ . (i). From (Z3c), since λ 1 < s, we must have that β 1 < 0. Using again (Z3c) for i = 2, . . . , m successively, we have λ i ≤ λ 1 < s < s − (β 1 + . . . + β i−1 ), which yields that β i < 0. Thus, all the entries in β are negative integers. This is in opposition to (Z1) that requires the sum to be s. Therefore Z s,λ = ∅.
(ii). Using (Z3b) gives that either β = (s, 0, . . . , 0) or β 1 < 0. Reasoning, as in (i), we conclude that β 1 < 0 is not possible. Hence Z s,λ = {(s, 0, . . . , 0)}.
(iii). If λ 1 > s, then (Z3a) applies to give 0 ≤ β 1 ≤ s. Next, we compare λ 2 with s − β 1 . If λ 2 < s − β 1 , then (Z3c) would imply β 2 < 0, which reasoning as before, yields that β i < 0 for i > 1. In such case, β 1 + · · · + β m < β 1 < s since 0 ≤ λ 2 < s − β 1 . This contradicts (Z1) and we cannot have λ 2 < s − β 1 . When λ 2 = s − β 1 , the only possibility is β 2 = s − β 1 , β 3 = . . . = β m = 0. When λ 2 > s − β 1 we have (Z3a) implies 0 ≤ β 2 ≤ s − β 1 . Continuing successively this procedure for i = 3, . . . , m, we show that all the entries in β are non-negative integers, and therefore sgn(β) = 1.
A direct consequence of Lemma 4.5 is the following result Corollary 4.6. Let λ be a partition, and s a positive integer. We have . We consider the unique vector β = α − γ and check if it satisfies the conditions (Z1)-(Z3). The three vectors β that we get in this case are (2, 0, 0), (2, −1, 1) and (1, 0, 1). The vector β = (2, −1, 1) fails the condition (Z3a) in the second coordinate since α 2 = 1 > 2 − 2 = s − β 1 but β 2 ≥ 0. The vector β = (1, 0, 1) fails the condition (Z3b) in the second coordinate since α 2 = 1 = 2 − 1 = s − β 1 but β 2 = α 2 nor β 2 < 0. We have . We compute (k, r) as in (A3) for each γ and get (3, 3), (2, 3), (3, 3), respectively. Since 3 − 2 = 1 is not even, we can disregard γ = [2, 2]. For γ = [1, 3] we have k = 3 and the vector β = (α 1 −γ 1 , α 2 −γ 2 , α 3 ) = (2, −2, 2) fails condition (Z3a) in the second coordinate (same argument as above). For γ = [3, 1] we have again k = 3 and the vector β = (α 1 − γ 1 , α 2 − γ 2 , α 3 ) = (0, 0, 2) fails condition (Z3c) in the second coordinate since α 2 = 1 < 2 − 0 = s − β 1 but β 2 < 0. We have 
