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Abstract
In this paper we examine two possible generalisations of total unimodularity, viz., total
k-modularity and k-regularity. Total k-modularity extends the permitted values for the subde-
terminants of an integral matrix to the powers of k, while k-regularity sets requirements on
the inverses of non-singular submatrices of a rational matrix. It is shown that the advantageous
properties of totally unimodular matrices with respect to integral polyhedra can be carried over
to rational k-regular matrices, namely we prove that a matrix A is k-regular if and only if the
polyhedron P(A; b) = {x : x¿ 0; Ax6 b} is integral for all integral vectors b the components
of which have a common divisor k. Furthermore, we show that the k-regularity of an integral
matrix A is equivalent to the fact that for any integral vector b all the rank-1 Chv&atal-Gomory
cuts for P(A; b) are dominated by mod-k cuts. We present some results on totally k-modular
and k-regular matrices, as well as give non-trivial examples of 1- and 2-regular matrices. In
particular, we de:ne binet matrices, a generalisation of network matrices for bidirected graphs.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Ho?man and Kruskal’s [16] famous theorem states that in the case of an integral
m×n matrix A, the polyhedron P(A; b)={x: x¿ 0; Ax6 b} is integral for all integral
vectors b∈Zm if and only if A is totally unimodular. A possible extension of this
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result is to consider rational matrices. In this case the inequalities can be multiplied
by an appropriate positive integer so as to get an integral constraint matrix, but by
this transformation b is multiplied too, i.e., only a subset of Zm is considered as
possible right-hand side vectors. Another possible extension is to require the integrality
of P(A; b) initially only for special right-hand side vectors—for example, for all even
vectors b. This is equivalent to investigating half-integral vertices of P(A; b)—a problem
that arises naturally when A is the node-edge incidence matrix of an undirected graph.
Heller and Tompkins [14] showed that A is totally unimodular if and only if the
undirected graph is bipartite. In fact, if it is not bipartite, then it contains an odd cycle
and the determinant of the related submatrix in A is ±2. It is not diNcult to prove that
for each submatrix R of A; det(R)∈{0;±2r ; r ∈N}: (1)
It turns out that if A is the node-edge incidence matrix of an undirected graph, then
P(A; b) is integral for even b vectors. Based on this result, one would be tempted to
claim that if a matrix A has property (1), then P(A; b) is integral for any even vector
b. Such a claim would be false, as evidenced by matrix A= [4] and vector b= 2. On
the other hand, it is easy to see that if
for each submatrix R of A; det(R)∈{0;±1;±2}; (2)
then P(A; b) is integral for even b vectors. The converse, however, is not true. For
example, P(A; b) is clearly integral for
A=
[
2 0
0 2
]
and any even b, but det(A) = 4.
What is the property then that characterises matrices for which polyhedron P(A; b)
is integral for any even vector b? In this paper we will show that this property is the
following:
for each non-singular submatrix R of A; 2R−1 is integral: (3)
Let us introduce now two de:nitions, due to Appa [2]. They extend properties (1) and
(3) for any positive integer k.
Denition 1. A matrix is called totally k-modular if for all of its square submatrices
R, det(R)∈{0;±kr; r ∈N}.
Denition 2. A rational matrix is called k-regular if for each of its non-singular square
submatrices R, kR−1 is integral.
Both de:nitions generalise total unimodularity. In this paper we investigate the extent
to which the known results about totally unimodular matrices can be extended to totally
k-modular or k-regular matrices.
Matrices with conditions on subdeterminants have been studied. The name of total
k-modularity comes from Appa [2]. Whittle [21] called totally 2-modular matrices
2-matrices. For the same set of matrices, Zaslavsky [22] uses the name totally dyadic.
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The results closest to ours are those of Camion [4,5] and Lee [18]. Their approach is
to generalise matrix properties, like total unimodularity, through associated algebraic
structures (such as vectorspaces in the case of Lee and modules in the case of Camion)
spanned by the rows of a matrix. Since they mainly employ determinants to prove their
results, they essentially follow the k-modular approach. More about the connection of
k-adic vectorspaces, a de:nition due to Lee [18], and k-regular matrices can be found
in [17].
Matrices with special inverses, to the best of our knowledge, :rst appeared in Appa
[2]. In that work, all matrices are assumed to be integral, too strong a requirement for
k-regularity.
A totally unimodular matrix has two important attributes that establish its agreeable
properties: it is integral and any of its non-singular submatrices has an integral inverse.
Both attributes are consequences of the requirement on the subdeterminants of a to-
tally unimodular matrix. If this requirement is relaxed, as in De:nition 1 above, then
this advantageous co-existence breaks down because a totally k-modular matrix, even
though it is integral, is not necessarily k-regular. On the other hand, k-regularity does
not require the integrality of the matrix. In fact, if A is integral then k-regularity is
the stronger requirement, while non-integral k-regular matrices behave quite di?erently
from integral ones, as shown later.
In this paper we show that although both total k-modularity and k-regularity are
legitimate generalisations of total unimodularity, k-regularity is the one which maintains
the properties that make total unimodularity a key concept in integer programming. To
be speci:c, in Section 3 we prove that a rational matrix A is k-regular if and only if
P(A; b) is integral for any integral vector b the components of which have a common
divisor k. This is a stronger result than the one provided by Appa [2] where only
integral A matrices are considered. Moreover, in Section 4 it is shown that in case
of an integral matrix A, half-integral Chv&atal-Gomory (CG) cuts for P(A; b) imply all
other rank-1 CG-cuts for any integral b if and only if A is 2-regular. Before these, in
Section 2 we introduce some properties of k-regular matrices and in contrast to Appa
[2], mark out those that hold only if we assume that the k-regular matrix is integral.
In Section 5, however, we show that in a special case of 2-regular matrices, namely
for binet matrices, some of these results remain valid, even though binet matrices are
not necessarily integral. A non-trivial class of non-integral 1-regular matrices is also
provided in that section.
2. Totally k-modular and k-regular matrices
A matrix is called totally unimodular if all of its square submatrices have deter-
minant 0, 1 or −1. De:nition 1 clearly generalises this requirement. Note that totally
unimodular and totally k-modular matrices are integral by de:nition.
It is trivial that if a matrix is totally unimodular, then the inverse of each of its
submatrices is integral. In other words, using De:nition 2, if A is totally unimodular,
then it is 1-regular.
4 G. Appa, B. Kotnyek /Discrete Mathematics 275 (2004) 1–15
The set of 1-regular matrices, however, is wider than that of totally unimodular
matrices as a 1-regular matrix is not necessarily integral. For example, A= [1=2] is a
1-regular matrix. On the other hand, it is easy to see that for integral matrices total
unimodularity is equivalent to 1-regularity.
Lemma 3. An integral matrix is 1-regular if and only if it is totally unimodular.
Appa extended this result for special but important values of k.
Theorem 4 (Appa [2]). Suppose k =1 or k is a prime number. If an integral matrix
is k-regular, then it is totally k-modular.
For the proof see [2] where what we call a k-regular matrix is termed k-rational.
Total k-modularity, on the other hand, is not suNcient for k-regularity. For example,
A=
[
1 2
2 0
]
for which A−1 =
[
0 1=2
1=2 −1=4
]
(4)
is a totally 2-modular, but not a 2-regular matrix. It can be shown, however, that if a
matrix has property (2), then it is 2-regular, or more generally:
Lemma 5. If for each non-singular square submatrix R of a matrix A, det(R)∈{±1;
±k}, then A is k-regular.
Proof. Elements of R−1 are computed as (R−1)ij = cof (Rij)=det(R), where cof (Rij) is
the cofactor of element Rij in R, i.e., the determinant of a submatrix of A.
The converse of this lemma is not true, as 2I2, where I2 is the 2×2 identity matrix,
or the following 0;±1 matrix show.
B=


−1 −1 1
1 −1 1
−1 1 1

 with B−1 =


−1=2 1=2 0
−1=2 0 1=2
0 1=2 1=2

 : (5)
In both examples, the determinant is 4 though the matrices are 2-regular.
The total unimodularity of a matrix is maintained under several operations, e.g. trans-
posing, taking submatrices or pivoting. Some of these operations preserve k-regularity
too, as simple checking of the de:ning condition shows.
Lemma 6. Let A be k-regular. Then the following matrices are also k-regular:
(a) the transpose of A,
(b) any submatrix of A,
(c) the matrix obtained by multiplying a row or column of A by −1,
G. Appa, B. Kotnyek /Discrete Mathematics 275 (2004) 1–15 5
(d) the matrix obtained by interchanging two rows or columns of A,
(e) the matrix obtained by duplicating a row or column of A,
(f) the matrix obtained by dividing a row or column of A by a non-zero integer.
Matrix A is totally unimodular if and only if [A; I ] is unimodular, i.e., it is of full
row rank and each of its bases has determinant ±1. (Here, and in the rest of the paper,
I denotes the identity matrix of suitable size, and the basis of a full row rank m × n
matrix is a non-singular submatrix of size m.) This equivalence can be carried over
for integral k-regular matrices.
Lemma 7. Let A be an integral matrix. Then the following statements are equivalent.
(a) A is k-regular,
(b) [A; I ] is k-regular, and
(c) for each basis T of [A; I ] the matrix kT−1 is integral.
Proof. Let T be a basis of [A; I ]. Then up to permutations of the rows of T
T =
[
S I
R 0
]
and T−1 =
[
0 R−1
I −SR−1
]
;
where S and R are submatrices of A, R is a non-singular square matrix and I is an
identity matrix of appropriate size (it may be empty, in which case T =R). If kT−1 is
integral, then obviously kR−1 is integral. If kR−1 is integral, then, since S is integral,
kT−1 is also integral. The rest of the proof is an easy consequence of the fact that any
submatrix of a k-regular matrix is also k-regular.
It is necessary to require the integrality of A in the lemma above, because for
example if
A=
[
1 0
1=2 1=2
]
;
then A is 1-regular, but [A; I ] is not, as[
1 0
1=2 1
]−1
=
[
1 0
−1=2 1
]
:
Another operation which preserves the k-regularity of an integral matrix is pivoting,
i.e., the following transformation:
A=
[
 c
b D
]
→ QA=
[
1= c=
−b= D − 1 bc
]
; (6)
where  is a non-zero element, b is a column vector, c is a row vector, and D is a
matrix.
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Theorem 8. Let A be an integral k-regular matrix. Then matrix QA obtained by piv-
oting on a non-zero element is also k-regular.
Proof. Let us suppose that A has m rows. Pivoting is equivalent to row operations on
[A; I ]. That is, by using the notations of (6), :rst divide the :rst row of [A; I ] by ,
getting A′. By Lemmas 6(f) and 7, A′ is k-regular. Then subtract bi times the :rst
row of A′ from the ith row (i = 2; : : : ; m), obtaining A˜. Matrices A′ and A˜ have the
following form:
A′ =
[
1 c= 1= 0
b D 0 I
]
; A˜=
[
1 c= 1= 0
0 D − 1 bc −b= I
]
:
Notice that A˜ equals [ QA; I ] up to column exchanges. Thus, by Lemma 7, QA is k-regular
if kT−1 is integral for each basis T of A˜. We show that this is true.
Let T be a basis of A˜. Then there is a basis T ′ of A′ such that
T =
[
1 0
−b I
]
· T ′ and then T−1 = (T ′)−1 ·
[
1 0
b I
]
:
A′ is k-regular, so k(T ′)−1 is integral. Column vector b is integral, hence kT−1 is also
integral.
In what follows, pivoting will also mean the row operations on [A; I ], equivalent to
transformation (6). It is well known that pivoting is equivalent to a ‘change of the
basis’, which manifests itself in pre-multiplying the matrix with the inverse of the new
basis. We make use of this parallel description in the next lemma.
Lemma 9. Let A be an integral, k-regular, full row rank matrix, R be a basis of it
and A= [R; S]. Then
(a) R−1 is k-regular and
(b) R−1S is k-regular.
Proof. The matrix [I; R−1S; R−1] can be obtained from [A; I ] by consecutive pivoting.
Then, by Theorem 8 and Lemma 7, both parts (a) and (b) follow.
As the proofs of Theorem 8 and Lemma 9 strongly used Lemma 7, it is to be
expected that they do not remain valid for rational matrices. For example, A= [1=2] is
1-regular but QA= A−1 = [2] is not 1-regular.
Since it became clear that totally unimodular matrices play an important role in the
theory of integer programming several necessary and suNcient conditions for a matrix
being totally unimodular have been found. A comprehensive list of these results can
be found in Schrijver [19]. Unfortunately, these characterisations cannot be directly
extended to k-regular matrices because they make use of the determinental de:nition
of totally unimodular matrices, which does not remain valid for k-regular matrices.
Nevertheless, necessary conditions can be given. One of them extends Chandrasekaran’s
result, which states that
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Theorem 10 (Chandrasekaran [8]). Matrix A is totally unimodular if and only if for
each non-singular square submatrix R of A and for each non-zero {0;±1}-vector y,
the greatest common divisor of the elements of Ry, gcd(Ry) = 1.
The necessary condition for integral k-regular matrices is the following:
Theorem 11. If A is an integral k-regular matrix, then for any non-singular square
submatrix R of A and for each non-zero {0;±1}-vector y, gcd(Ry)|k.
Proof. A is k-regular, so kR−1 is integral. Then using the notation l= gcd(Ry)
ky
l
= R−1R
ky
l
= kR−1
Ry
l
is integral. This implies that l|k.
This condition is not suNcient, as shown for k =2 by matrix A of (4) which is not
2-regular even though gcd(Ry)|2 for any submatrix R and non-zero {0;±1}-vector y.
For total k-modularity, however, a similar condition is suNcient.
Theorem 12. If for each non-singular square submatrix R of matrix A and for each
non-zero vector y whose elements are of {0;±kr; r ∈N}, gcd(Ry) is a power of k,
then A is totally k-modular.
Proof. We prove the theorem by induction on the size of R. If R = [] is a 1 × 1
non-singular matrix then for y = 1 the condition of the theorem claims that det(R) =
gcd(Ry) =  is a power of k. Now let R be a non-singular square submatrix of
A such that for all real submatrices S of R, det(S)∈{0;±kr; r ∈N}. Then Rd =
[det(R); 0; : : : ; 0]T, where d is a vector made up from the cofactors of R corresponding
to its :rst row, hence its elements are of the set {0;±kr; r ∈N}. The condition of the
theorem claims that then gcd(Rd)=±det(R) is a power of k, so the total k-modularity
of A follows.
If we assume that k is prime, then the condition becomes necessary as well.
Theorem 13. If k is a prime number (or 1) and A is a totally k-modular matrix,
then for each non-singular submatrix R of A and for each non-zero vector y whose
elements are of {0;±kr; r ∈N}, gcd(Ry) is a power of k.
Proof. Let us use the shorthand notation l=gcd(Ry). The vector b=Ry=l is integral,
and the only solution of the linear system Rx = b is x = y=l. Then, by Cramer’s
rule, xi = det(D)=det(R), where D is an integral matrix made up from b and all
but the ith columns of R. Thus, l|yi det(R) and because i can be chosen so that
yi; det(R)∈{±kr; r ∈N} and k is prime, l is a power of k.
As we have seen, rational matrices behave quite di?erently from integral ones. The
1-regularity of the rational matrices given so far can be trivially proved by Lemma
8 G. Appa, B. Kotnyek /Discrete Mathematics 275 (2004) 1–15
6(f), as they could be obtained from totally unimodular matrices by dividing a row by
2. This is not always the case. For example, the 1-regular matrix[
1=2 1=2
−1=2 1=2
]
cannot be achieved in this way, because the only candidate,[
1 1
−1 1
]
is not totally unimodular. But it is 2-regular, which leads to the following result. Here
and in the rest of the paper, A=s denotes the matrix obtained from A by dividing each
of its elements by s.
Lemma 14. Let A be a rational matrix and s and k be positive integers. Then A=s is
k-regular if and only if A is sk-regular.
Proof. Let R be a non-singular square submatrix of A. Then (R=s)−1 = sR−1, so
k(R=s)−1 is integral if and only if skR−1 is such.
One direction of this lemma means that dividing the whole matrix makes it ‘stronger’,
k-regular. It is necessary to require that all elements of A are divided. If this is not the
case, then we cannot ensure k-regularity, only a weaker version, as in Lemma 6(f),
where we stated that if we divide some rows or columns of A, then we can preserve
its sk-regularity. The other direction of Lemma 14 is about multiplication of a matrix
with a positive integer. It is easy to show that in this case, as opposed to division,
there is no di?erence between multiplying the whole matrix or only some rows or
columns—both make it ‘weaker’.
3. Integral polyhedra
A polyhedron P = {x: Ax6 b}, where A∈Qm×n and b∈Qm, is called integral if
max{cx: x∈P} is attained by an integral vector for each c for which the maximum
is :nite (see e.g. Schrijver [19]). If rank(A) = n, and in this paper we deal only with
such polyhedra, this is equivalent to requiring that all the vertices of P are integral.
In Section 1 we claimed that P(A; b) = {x: x¿ 0; Ax6 b} is integral for each even
vector b if and only if A has property (3), i.e., it is 2-regular. In this section we will
show that this characterisation holds not only for k = 2 but also for higher values of
k. This result extends the following well-known theorem:
Theorem 15 (Ho?man and Kruskal [16]). Let A be an integral matrix. Then the poly-
hedron {x: x¿ 0; Ax6 b} is integral for each integral vector b, if and only if A is
totally unimodular.
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Let us :rst consider 1-regular matrices. The proof follows the ideas of Veinott and
Dantzig [20].
Theorem 16. Let A be a rational matrix. The polyhedron P(A; b)={x: x¿ 0; Ax6 b}
is integral for each integral vector b, if and only if A is 1-regular.
Proof. First we prove that P(A; b) is integral if A is 1-regular. Note that if x 
= 0 is a
vertex of P(A; b), then there exists a non-singular square submatrix R of A such that
(after permuting the columns of A) x=(R−1bR; 0)T where bR consists of the components
of b corresponding to the rows of R. As A is 1-regular, R−1 is integral by de:nition.
So x is integral.
To see the converse, it is enough to show that R−1ei is integral for each unit vector
ei. Since R is a rational matrix, there exists an integral y such that Ry is integral
and z = y + R−1ei¿ 0. Then bR = Rz is integral. Let z′ arise from z by adding zero
components corresponding to the columns that are not in R and let us extend bR to
an integral vector b so that Az′6 b. Then z′ is a vertex of P(A; b) (since it satis:es
n linearly independent constraints with equality), so it is integral. Therefore z and
R−1ei = z − y are integral, too.
This theorem characterises the rational matrices which give integral polyhedra for
any integral right-hand side vector. Requiring the integrality of the polyhedra only for
a special subset of Zm, namely for vectors the components of which have a com-
mon divisor k, denoted kZm, leads to k-regular matrices, as the following theorem
states.
Theorem 17. The polyhedron P(A; kb) is integral for each integral vector b, if and
only if A is k-regular.
Proof. It is obvious that P(A; kb) = {x: x¿ 0; Ax6 kb} is integral for each integral
b if and only if P(A=k; b) = {x: x¿ 0; (A=k)x6 b} is integral for each integral vector
b. By Theorem 16, this holds if and only if A=k is 1-regular. By Lemma 14 this is
equivalent to the k-regularity of A.
Corollary 18. If A is k-regular, then for every vertex x of the polyhedron P(A; b), kx
is integral.
In case of an integral constraint matrix, lower and upper bounds can also be intro-
duced.
Theorem 19. Let A be an integral matrix of size m × n. Then the polyhedron
{x: c6 x6d; a6Ax6 b} is integral for all vectors a; b∈ kZm and c; d∈ kZn, if
and only if A is k-regular.
Proof. The necessity is trivial, the suNciency easily follows from Lemmas 6 and 7,
which imply that [A;−A; I;−I ]T is k-regular, if A is such.
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Note that the suNciency part does not remain valid for rational A matrices. Take,
for example, the 1-regular matrix
A=
[
0 1=2
1 1=2
]
and integral vectors b=d=[1; 1]T. Then x=(1=2; 1) is a non-integral vertex of {x: 06
x6d; 06Ax6 b}. In Section 5 we show that for a special class of non-integral
2-regular matrices suNciency does hold.
4. Chv)atal-Gomory cuts
A primary problem of integer programming is to :nd the integer hull PI =conv{P∩
Zn} of a polyhedron P = {x: x¿ 0; Ax6 b}. A rephrasing of Theorem 15 is that
in case of an integral matrix A, we have P = PI for any integral b if and only if A
is totally unimodular. In several theoretical and practical problems, however, the con-
straint matrix A is not totally unimodular and the right-hand side vector b is such that
P 
= PI . To tackle these cases and :nd integer solutions, di?erent methods have been
developed. One of the most studied approaches is the cutting plane method, pioneered
by Gomory [13]. In modern terminology its most basic concept is the Chv7atal-Gomory
(CG) cut, de:ned as follows. Given an integral m × n matrix A and an integral vec-
tor b, a CG cut of the polyhedron P = {x: Ax6 b} is an inequality of the form
TAx6 Tb where ∈Rm+ and TA∈Zn (: denotes the lower integer part). Note
that it is enough to require that ∈ [0; 1)m as CG cuts arising form such  dominate all
other CG-cuts.
The rank-1 closure of P is de:ned as the intersection of P with the half-spaces
induced by all possible CG cuts: P1 = {x∈P: TAx6 Tb for ∈Rm+; TA∈Zn}.
Caprara and Fischetti [6] introduced half-integral CG cuts and the corresponding clo-
sure: P1=2={x∈P: TAx6 Tb for ∈{0; 1=2}m; TA∈Zn}. Obviously, PI ⊆ P1 ⊆
P1=2 ⊆ P. It is also known that P = P1 holds if and only if P = PI . This does not
remain valid for half-integral cuts, for example P=P1=2 for any b∈ 2Zm but this does
not imply that P = PI .
Caprara and Fischetti [6] showed that P1=2 can replace PI in the characterisation of
totally unimodular matrices, i.e., a 0;±1 matrix A is totally unimodular if and only if
P = P1=2 for P = {x: x¿ 0; Ax6 b} and all b∈Zm.
In this section we will examine the case where P1 =P1=2. This occurs, for example,
when P arises from the matching problem (see Edmonds [9] and Edmonds and Johnson
[10,11]), where P1=2 = P1 = PI , or from the stable set problem, where P1=2 = P1 
= PI .
We show that it is the 2-regularity of the constraint matrices of these problems that
ensures P1 = P1=2.
We prove this result in a more general form. Caprara et al. [7] extended half-integral
cuts to mod-k cuts. These are CG cuts where ∈{0; 1=k; : : : ; (k − 1)=k}m. The cor-
responding polyhedron is de:ned as Pmod-k = {x∈P: TAx6 Tb for  such that
k∈{0; 1; : : : ; k − 1}m, and TA∈Zn}. (For applications of mod-k cuts, see [7].)
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Theorem 20. Let A be an m × n integral matrix and P = {x: x¿ 0; Ax6 b}. A is
k-regular if and only if P1 = Pmod-k for all b∈Zm.
Proof. Let us suppose :rst that P1 = Pmod-k for all b∈Zm, and let b∈ kZm. Then
P = Pmod-k = P1 which implies P = PI for all such b. By Theorem 17 this means that
A is k-regular.
Assume now that A is k-regular and let us use the notations: Aˆ= [ A−I ] and bˆ= [
b
0 ].
By Lemma 7, Aˆ is k-regular. Let us take an arbitrary CG cut of P= {x: Aˆx6 bˆ} with
∈ [0; 1)m+n. The maximum of the linear program max{TAˆx: Aˆx6 bˆ} is at most Tbˆ,
so the dual problem min{Tbˆ: TAˆ=TAˆ; ¿ 0} has an optimal solution . Since TAˆ
is integral, it follows from Corollary 18 that  can be chosen so that k is integral.
For this dual optimal solution TAˆ=TAˆ and Tbˆ6 Tbˆ because  is dual feasible, so
the CG cut TAˆx6 Tbˆ is dominated by TAˆx6 Tbˆ. We can further strengthen
the cut by replacing  with  − . We showed that any CG cut is dominated by a
mod-k cut, so Pmod-k ⊆ P1, which is equivalent to Pmod-k = P1.
Obviously, the mod-2 cuts are exactly the half-integral cuts, so we have the following
special case of Theorem 20:
Corollary 21. Let A be an m × n integral matrix and P = {x: x¿ 0; Ax6 b}. A is
2-regular if and only if P1 = P1=2 for all b∈Zm.
5. Examples
In this section we give non-trivial examples of 1- and 2-regular matrices. The reason
why we do not deal with examples of k-regularity for higher values of k partly lies in
Gomory’s result of totally unimodular matrices.
Theorem 22 (Gomory [3]). If A is a 0;±1 matrix, then it is either totally unimodular
or has a submatrix with determinant ±2.
This result means that any totally k-modular 0;±1 matrix is either totally unimodular
or totally 2-modular. Furthermore, by Theorem 4, if a 0;±1 matrix is k-regular and k
is prime, then k = 2.
Another reason for the importance of 2-regularity is that the node-edge incidence
matrix of an undirected graph is 2-regular. In fact, this can be proved for a broader
set of matrices.
Theorem 23. Let A be an m× n integral matrix satisfying
m∑
i=1
|aij|6 2 for j = 1; : : : ; n: (7)
Then A is 2-regular.
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This result is not new. For example, it is used implicitly by Gerards and Schrijver
[12] and proved by Hochbaum et al. [15]. Alternatively, one can prove this result using
Corollary 21 and matching theory. Edmonds’s [9] famous theorem states that if A is
the node-edge incidence matrix of an undirected graph and b is the all-one vector,
then the integer hull of P = {x: x¿ 0; Ax6 b} can be achieved by half-integral CG
cuts. Edmonds and Johnson [10,11] extended this to matrices satisfying (7) and any
integral b. So for such A matrices PI = P1=2, which implies P1 = P1=2 for any integral
b. Theorem 21 then claims that A is 2-regular.
As property (7) remains valid after deleting rows of a matrix, we can assume that
A is of full row rank, so we can take a basis of it.
Denition 24. Let A be an m× n integral, full row rank matrix satisfying (7), R be a
basis of it and A= [R; S]. The matrix B= R−1S is called a binet matrix.
As a direct corollary of Lemma 9 we obtain the following result.
Theorem 25. Binet matrices are 2-regular.
A matrix satisfying (7) can be considered as the node-edge incidence matrix of
a bidirected graph. Edges of a bidirected graph are signed at their ends depending
on the sign of the non-zeros in the related column. If the column contains only one
non-zero, then it corresponds to a loop in the graph. Using this graphical representation,
binet matrices can be viewed as the bidirected counterparts of network matrices. Binet
matrices are derived from bidirected graphs in much the same way as network matrices
from directed graphs. This similarity has some interesting consequences described in
detail in [1,17].
The node-edge incidence matrix of a directed graph, even after deleting a row, sat-
is:es (7). Thus network matrices, which form an important class of totally unimodular
matrices, make up a special set of binet matrices. On the other hand, matrix B of (5)
is a binet matrix which is not totally unimodular. Matrices R and S of this binet matrix
are the following:
R=


1 −1 0
−1 0 1
0 1 1

 and S =


2 0 0
0 2 0
0 0 2

 :
Binet matrices are not necessarily integral. For example, if in the above example S
contains 1 instead of 2 in each column, then the binet matrix made with it and the
unchanged R is

1=2 −1=2 1=2
−1=2 −1=2 1=2
1=2 1=2 1=2

= R−1: (8)
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In spite of this fact, binet matrices have the same agreeable properties as the integral
2-regular matrices. That is, Lemma 7 and Theorem 8 hold for binet matrices even
though they are not necessarily integral.
Lemma 26. If B is a binet matrix, then
(a) matrix QB obtained from B by pivoting is binet and
(b) [B; I ] is binet.
Proof. Let B = R−1S. As mentioned earlier, pivoting is essentially equivalent to a
change of the basis. Let us suppose that we pivot on the element of B standing in
the intersection of the :rst row and column. Then QB = R′−1S ′, where R′ and S ′ are
obtained by exchanging the :rst columns of R and S. That is, R′ = R − r1 ∪ s1 and
S ′ = S − s1 ∪ r1, where r1 (resp., s1) is the :rst column of R (resp., S).
To prove the second part, it is enough to show that a binet matrix remains binet
after adding a unit column. But this can be easily seen by extending S with a new
column which equals a column of R.
As a consequence, we can show that even though they are not restricted to be
integral, the suNciency part of Theorem 19 holds for binet matrices.
Theorem 27. Let B be a binet matrix. Then the polyhedron {x: c6x6d; a6Bx6b}
is integral for all even vectors a; b; c and d.
Proof. By Lemmas 6 and 26, [B;−B; I;−I ]T is 2-regular.
Binet matrices also supply a class of non-trivial, non-integral and 1-regular matrices
as the following lemma shows.
Lemma 28. The inverse of an integral, non-singular matrix satisfying (7) is 1-regular.
Proof. Let R be an integral non-singular matrix satisfying (7) and S be a diagonal
matrix of the same size with twos in the diagonal. 2R−1 = R−1S is a binet matrix, so
it is 2-regular. It follows from Lemma 14 that R−1 is 1-regular.
Note that for a general R satisfying (7), R−1 is not necessarily integral as seen in (8).
(In [1,17] it is shown that the components of such inverses have rows with only ±1=2
and rows with only 0;±1.) Moreover, Lemma 28 is not valid for any arbitrarily chosen
k-regular or even 2-regular R matrix. Even if the inverse of R−1 is integral, there can
be a submatrix of R−1 which does not have an integral inverse, as for example
R=
[
1 k
0 1
]
shows for any k ¿ 1.
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6. Conclusions
We have shown that k-regularity, and not total k-modularity, is the appropriate gen-
eralisation of total unimodularity as it maintains the strong connection with integral
polyhedra. An aspect of this connection is with Chv&atal-Gomory cuts. Notably, if A
is an integral k-regular matrix, then mod-k cuts are enough to get the rank-1 closure
of P(A; b) for any integral b, and this property characterises the integral k-regular
matrices.
An important di?erence from total unimodularity is that a k-regular matrix is not
necessarily integral. In fact, integral k-regular matrices behave quite di?erently from
rational ones in general. For k = 2, we have provided further results. Thus the most
valuable category of totally unimodular matrices, viz., the node-edge incidence matrices
of directed graphs, has been generalised by showing that the node-edge incidence
matrix of a bidirected graph is 2-regular. Binet matrices are our generalisation of
totally unimodular network matrices. These rational, 2-regular matrices possess the
same properties as integral 2-regular matrices.
Four things are needed to complete the circle for 2-regular matrices as a gener-
alisation of totally unimodular matrices. Three of these are palpable: a recognition
algorithm for binet matrices; identi:cation of minimal 2-regular matrices that are not
binet matrices and an eNcient characterisation of 2-regular matrices. Also important is
the question of matroidal representation of 2-regular matrices.
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