The growing use of virtual autonomous agents in applications like games and entertainment demands better control policies for natural-looking movements and actions. Unlike the conventional approach of hard-coding motion routines, we propose a deep learning method for obtaining control policies by directly mimicking raw video demonstrations. Previous methods in this domain rely on extracting low-dimensional features from expert videos followed by a separate hand-crafted reward estimation step. We propose an imitation learning framework that reduces the dependence on hand-engineered reward functions by jointly learning the feature extraction and reward estimation steps using Generative Adversarial Networks (GANs). Our main contribution in this paper is to show that under injective mapping between low-level joint state (angles and velocities) trajectories and corresponding raw video stream, performing adversarial imitation learning on video demonstrations is equivalent to learning from the state trajectories. Experimental results show that the proposed adversarial learning method from raw videos produces a similar performance to state-of-the-art imitation learning techniques while frequently outperforming existing hand-crafted video imitation methods. Furthermore, we show that our method can learn action policies by imitating video demonstrations on YouTube with similar performance to learned agents from true reward signal. Please see the supplementary video submission at https://ibm.biz/BdzzNA.
I. INTRODUCTION
Learning to control artificial agents in simulated environments has potential applications in numerous fields like computer graphics, human-computer interaction, etc. For instance, it can be possible to teach a control policy for artificial agents in games from expert video demonstrations of other humans without hard-coding the specific rules to achieve a certain task. Traditionally, such learning-from-demonstration algorithms learn from low-level information like joint angles and velocities, which have to be carefully acquired from the expert agent. A more natural way for imitation learning involves directly learning from visual demonstrations of the expert without access to such low-level information. In this paper, we present an imitation learning algorithm that can mimic raw videos directly and show that under certain conditions learning directly from raw videos is equivalent to learning from low-level information.
Prior methods in this field have focused on learning from expert demonstration [4] or imitation learning [5] - [7] . In most conventional methods, a set of expert trajectories consisting of both state and actions information is available which is used to mimic the expert behavior by maximum likelihood estimation. Attempts have also been made towards learning from observations in the absence of action information from low-level motion capture data [8] , [9] . However, in our setting of learning from videos, action information is not available and the expert is emulated by mimicking only high-level visual demonstrations.
Our main contribution in this paper is to establish a connection between learning from low-level state trajectories and high-dimensional video frames, which enables us to develop a visual adversarial imitation learning algorithm. Specifically, we show that if there exists an injective mapping between the state trajectories and video frames, adversarial learning from raw videos is equivalent to learning from state trajectories. Thus, adversarial methods suitable for learning from lowlevel state trajectories can be also applied to policy learning from raw videos. This provides the theoretical background supporting our proposed visual imitation algorithm.
Our adversarial imitation learning method addresses both of the above issues faced in conventional methods. Firstly, we jointly learn the high-level feature embeddings and agentexpert distance metric removing the need for hand-crafted reward shaping. Specifically, we use a generative adversarial network (GAN, [12] ) framework with the policy network as the generator along with a discriminator, which performs binary classification between the agent and expert trajectories. The reward signal is extracted from the discriminator output indicating the discrepancy between the current performance of the agent with the expert. The overview of our method is shown in Figure 1 . Secondly, since the binary classifier is trained by randomly sampling the agent and expert trajectories, there is no need for time synchronization as well.
Empirical evaluations show that our proposed method can successfully imitate raw video demonstrations producing a performance similar to the state-of-the-art imitation learning techniques even though it uses both state and action information in expert trajectories. Furthermore, we empirically show that the policies learned by our method outperforms other video imitation methods and is robust in the presence of noisy expert demonstrations. Lastly, we demonstrate that the proposed method can successfully learn policies that imitate video demonstrations available on YouTube. We use the standard Inverse Reinforcement Learning (IRL) framework to denote our notations. We consider a finite horizon Markov Decision Process (MDP), defined as (S, A, P, r, γ, p 0 ), where S is the finite state space, A is the finite action space, P : S × A × S → [0, 1] is the transition probability, r : (S × A) → R is the reward function that is used to learn the policy during reinforcement learning, p 0 : S → [0, 1] is the distribution of the initial state s 0 , and γ ∈ (0, 1) is the discount factor. Throughout the paper, we denote an instance, s ∈ S as the agent's states containing lowlevel information like joint angles and velocities. For every state instance, there is a corresponding visual observation I ∈ I depicting the agent's state in raw pixels. We consider π : S × A → [0, 1] to be a stochastic policy that estimates a conditional probability of actions given the state at any given time-step. The expected discounted reward (value function) is denoted as E π [r(s, a)] E [ ∞ t=0 γ t r(s t , a t )], where s 0 ∼ p 0 , a t ∼ π(·|s t ), and s t+1 ∼ P (·|s t , a t ) for t ≥ 0. We assume that some finite number of trajectories τ E sampled from an expert policy π E are available and that we cannot interact with the expert policy during imitation learning.
III. BACKGROUND: ADVERSARIAL IMITATION LEARNING

A. Generative Adversarial Networks
Given some samples from a data distribution p data , GANs learn a generator G(z), where z ∼ p z is sampled from the noise distribution, by optimizing the following cost function,
The above cost function defines a two player game, where the discriminator tries to classify the data generated by the generator as label 0 and samples from the true data distribution as 1. The discriminator acts as a critic that measures how much the samples generated by the generator matches the true data distribution. The generator is trained by assigning label 1 to the generated samples from G, with fixed discriminator. Thus the generator tries to fool the discriminator into believing that the generated samples are from the true data distribution.
GANs provide the benefit that it automatically learns an appropriate loss between the data and generated distributions. The gradients from the above two-step training methods of the binary classifier are sufficient to produce a good generative model even for high dimensional distributions. Deep Convolutional GANs ( [13] , [14] ) have shown impressive results on learning the distribution of natural images. Therefore in our paper, we use them for imitation learning from video demonstrations.
B. Generative Adversarial Imitation Learning
Unlike the task of learning a generative model for images, where the different samples can be assumed as i.i.d., the distribution of state-action tuple at each time-step, in MDPs, are conditionally dependent on past values. As such, the visitation frequency of state-action pairs for a given policy is defined as the occupancy measure, ρ π (s, a) = π(a|s) ∞ t=0 γ t P (s t = s|π). It was shown by [15] that the imitation learning problem (matching expected long term reward, E π [r(s, a)]) can be reduced to the occupancy measure matching problem between the agent's policy and the expert. Employing maximum entropy principle to the above occupancy matching problem, we get a general formulation for imitation learning as,
, where ρ π E is the occupancy measure for the expert and d(., .), is the distance function between expert and agent's occupancy measure. H(π) is the entropy of the policy and λ is the weighting factor. Generative adversarial imitation learning [7] proposed to minimize the Jensen-Shannon divergence between the agent's and expert's occupancy measure and showed that this can be achieved in an adversarial setting by finding the saddle point (π, D) of the following cost function.
The discriminator D(s, a) = p(E|s, a), represents the likelihood that state-action tuple is generated from the expert rather than by the agent. {E, A} are two classes of the binary classifier representing expert and agent. As this two-player game progresses, the discriminator learns to better classify the expert trajectories from the agent and the policy learns to generate trajectories similar to the expert.
C. Learning in the absence of expert actions
Similar to GAIL's objective for imitation learning from expert state-action information, it has been shown [8] , [16] ) that it is possible to imitate an expert policy from state demonstrations only, even without action information. Similar to the case of GAIL, we define a reward function r(s, s ) which depends only on state transitions, (s, s ). We define the 2-step state transition occupancy measure as, ρ π (s, s ) = a p(s |a, s)π(a|s) ∞ t=0 γ t p(s = s t |π). Following similar arguments outlined in [7] , [17] and replacing state-action pair with state-transition (s, s ), we obtain similar conclusions that minimizing the Jensen-Shannon divergence between occupancy measures of the state transitions for the expert and agent, leads to an optimal policy that imitates the expert. We arrive at cost function similar to Eq 3 with state-action pair(s, a) replaced by state transitions (s, s ). The discriminator D(s, s ) = p(E|s, s ), tries to discriminate between the state-transition samples of the expert and agent. This serves as reward signal for training the policy π using policy gradient method similar to GAIL.
IV. PROPOSED METHOD
We assume that only a finite set of expert demonstrations, τ i E = {I i 0 , I i 1 , ..., I i T }, are available consisting of videos depicting the expert's policy behavior in raw pixels. Similar to natural imitation learning setting for humans, the goal is to learn a low-level control policy π(a|s) that performs actions based on state representations, by maximizing the similarity between the agent's video output with that of the expert.
A. Relation between learning from low-level states and raw video
We first establish a relationship between learning from states and the corresponding rendered images, that forms the backbone of our video imitation algorithm. Let us assume that g : S → I is the render mapping, that maps lowlevel states s to the high-level image observations I. This can depend on various factors in the environment like camera angle, agent morphology, other objects, etc. We make the following proposition, Proposition: Matching the data distribution of the images generated by the agent with the expert demonstrations by optimizing the cost function in Equation 4 , is equivalent to matching the low-level state occupancy measure, given that the mapping g(.) is injective in nature. where the discriminator D(I, I ) = p(E|I, I ) gives the likelihood that the image transition {I, I }, is generated by the expert policy π E rather than the agent policy π.
Proof: We start by restricting the image space to a manifold I constrained by the state space, such that, I = {g(s), ∀s ∈ S}. Since, we assume that S is a finite state space (similar to [7] ) and g is an injective mapping, then it follows that g : S → I is bijective.
Using Therefore, learning a discriminator D(I, I ) on the image space, is equivalent to learning a binary classifier on the state space that distinguishes between the expert and agent trajectories. Thus, using an estimated reward function based on the image discriminator for policy optimization would lead to occupancy measure matching in the low-level state space which in turn will learn a policy that imitates the expert, as shown in the previous section. This concludes the proof.
B. Interpretation of the injective mapping assumption
The above analysis states that an injective mapping between low-level states and high dimensional image enables adversarial imitation learning from raw videos. This assumption is reasonable for most environments where the agent resides in 
C. Algorithm for adversarial imitation learning from video
We outline the practical algorithm for Video Imitation Generative Adversarial Network (VIGAN) as algorithm 1.
Algorithm 1 V IGAN (τ E )
Require: τ E : Expert video demonstrations without action 1: -Randomly initialize the parameters θ for policy π and φ for the discriminator D 2: for k from 0 to ∞, until convergence do 3: Execute π θ and store the state transition {s, a, s } → τ s for T time-steps.
4:
Render corresponding raw images I = g(s) and store generated video (I 1 , I 2 , ..., I T ) in image buffer, τ I
5:
Perform a gradient step for discriminator parameters from φ k to φ k+1 using loss as,
Estimate reward from the discriminator and use it for policy otimization as, r t = − log(1 − D φ k+1 (I t , I t+1 )) 7: end for 8: Return π θ Our algorithm directly uses consecutive video frames instead of on low-level states for training the discriminator according to the proposition made in Section IV-A. We use TRPO [2] for policy optimization and variance reduction in policy gradients is performed following [18] .
Our GAN-based reward estimation automatically learns both feature representation from images and the distance between such embeddings in a joint fashion from the datadistribution of expert and the agent. This reduces the need for hand-crafted reward shaping. Secondly, since we train the discriminator by comparing random samples drawn from both agent and expert distributions, there is no need for them to be time-synchronized. Thus, our method addresses both issues of hand-crafted reward estimation and time-synchronized agentexpert matching faced by previous works.
V. EXPERIMENTS
We perform four quantitative evaluations to validate our claim: (1) Perform imitation learning from low-level state only without action from expert, similar to [7] , [17] , which we refer to as State Imitation Generative Adversarial Networks (SIGAN), (2) Evaluate the proposed VIGAN algorithm from raw videos demonstrations on standard environments, (3) Demonstrate the robustness of our proposed method to noise, and (4) Learn from YouTube video demonstrations. Qualitative comparisons are shown in the video submission.
A neural network policy, consisting of 2 fully connected layers of 64 ReLU activated units each, was used for all experiments. For the discriminator, we used a convolution neural network(CNN) with similar architecture as in [13] for video imitation. We evaluate our algorithm on four physicsbased environments: two classical control task of CartPole and Pendulum, along with 3 continuous control tasks of Hopper, Walker2d, and BipedalWaker from OpenAI's gym environment [19] as shown in Figure 2 .
A. Imitation from Low-Level States
In this experiment, we perform experiments to show that adversarial learning in the absence of actions [7] , [17] , as mentioned in Section III-C, performs similarly to state-of-theart imitation learning methods. We compared the performance of SIGAN for 3 different values of n with behavior cloning, GAIL and DeepMimic (which uses heuristic rewards) as shown in Figure 3 . Results show that adversarial state imitation can recover a policy that performs at-par with GAIL and outperforms other methods.
B. Imitation from Raw Videos
Having demonstrated that learning from observations perform similar to GAIL [7] , we perform experiments to show that the proposed equivalence between learning from state trajectories and video frames is valid. Our experiments demonstrate that video imitation can also perform similarly with state-of-the-art imitation learning methods. We use expert trajectories of the video demonstrations consisting of 800 image frames for Hopper and Walker2d environments. CartPole and Pendulum used 200 frames per trajectory. Both the rendered videos from expert and the agent were resized to 64 × 64 × 3 color images for training the discriminator. We compare our proposed method to the following prior works in video imitation methods in addition to GAIL [7] .
DeepMimic [9] + PixelLoss : In this method, the reward was simply computed as Euclidean distance between normalized images (in the range [-1, 1]) rendered from the agent and expert. We found that taking exponential of the distance, provides a more stable performance. Thus the reward at time t is computed as, r t = exp(−2(||I e t − I π t || 2 2 )), where I e t and I π t are normalized images sampled from the expert demonstrations and agent policy, respectively.
DeepMimic [9] + Single View TCN [10] : We used Single View TCN for self-supervised representation learning using implementation of triplet loss provided by the author. The triplet loss encourages embeddings for co-located images to lie close to each other while separating embeddings for images that are not semantically related. The reward at time t was computed as r t = exp(−2||x e t − x π t || 2 2 ), where x e t and x π t are the agent's and expert's render images.
Quantitative evaluation for all the methods is given in Table I . For DeepMimic, learning from raw pixel information did not provide good performance for complex environments because it does not capture the high-level semantic information about the agent's state. Single View TCN + DeepMimic performed well in some cases (Walker2d, Pendulum) but did not consistently produce a good performance for all cases. We believe that using reward shaping with careful parameter tuning might lead to improved performance for TCN. Our method consistently performed better than the other video imitation methods and was comparable to GAIL's performance which was trained on both state and action trajectories. Furthermore, our reward estimator does not need much parameter tuning (only the number of discriminator steps per iteration was varied) across environments, because VIGAN automatically finds the separation between agent's current video trajectories to that of the expert, ensuring robust estimation of the reward signal from raw pixels.
C. Imitation from Noisy Videos
In this experiment, we added noise to the input video demonstrations to evaluate the robustness of the proposed algorithm to small viewpoint changes. The noise was added in the form of a shaking camera, which was simulated by randomly cropping each video frame by 0 to 5% from all four sides. Such noisy video demonstrations might break the injective nature of render mapping because the same low-level state might be mapped to different image observations.
We found that imitation from noisy demonstrations performed similarly to the non-noisy case and GAIL as shown in Figures 4a and 4b . For the Walker2d environment, we found that learning the discriminator with two image transition did not produce a good performance. Therefore we used 3 consecutive image transitions, D(I i , I i+1 , I i+2 ), for training the discriminator which produced better results in comparison.
D. Imitating YouTube Videos
Finally, we used our proposed method to imitate video demonstrations available on YouTube which is the closest to natural imitation learning in humans. We chose the Bipedal-Walker environment from OpenAI gym because we found two videos 3 4 for this environment with different walking styles trained by others. Since the raw expert video demonstrations from YouTube contained additional artifacts like text and window borders, we cropped the videos to keep the area around agent's location and resized each frame to 64 × 64 × 3 images for both expert and learning agent.
We compare the learning curve of our algorithm (for video 2) with an expert agent trained via TRPO using the true reward provided by OpenAI gym [19] , as shown in Figure  4c . Quantitative evaluations show that our method successfully learned a policy, by imitating just a short duration of YouTube videos, that performs at par with the expert policy learned using the true reward signal. It is to be noted that since the expert demonstrations, in this case, was directly taken from YouTube, we had no knowledge of the framerate at which the video was recorded. For previous methods, that use time-synchronized reward estimation from videos, additional hyperparameters might be required to match the framerate of the expert demonstrations with the agent. However, our method does not require any such time alignment step.
VI. CONCLUSION
We proposed an imitation learning method for recovering control policies from a limited number of raw video demonstrations using generative adversarial video matching for reward estimation. We showed that if there exists an injective mapping between the low-level states and image frames, adversarial imitation from videos and agent-expert state trajectories matching, are equivalent problems. Our proposed method consistently out-performed other video imitation methods and recovered a good policy even in the presence of noise. We further demonstrate that our video imitation method can learn policies imitating youtube videos trained by others.
In the future, we would like to extend our method imitate complex video demonstrations with changing background contexts, for example, Montezuma's Revenge or Torcs driving simulator, where hierarchical adversarial reward estimation based on semantic video clustering, would be required.
