Abstract-This paper introduces the notion of exact common information, which is the minimum description length of the common randomness needed for the exact distributed generation of two correlated random variables (X, Y ). We introduce the quantity G(X; Y ) = minX→W →Y H(W ) as a natural bound on the exact common information and study its properties and computation. We then introduce the exact common information rate, which is the minimum description rate of the common randomness for the exact generation of a 2-DMS (X, Y ). We give a multiletter characterization for it as the limit G(X; Y ) = limn→∞(1/n)G(X n ; Y n ). While in general G(X; Y ) is greater than or equal to the Wyner common information, we show that they are equal for the Symmetric Binary Erasure Source. We do not know, however, if the exact common information rate has a single letter characterization in general.
I. INTRODUCTION
What is the common information between two correlated random variables or sources? This is a fundamental question in information theory with applications ranging from distributed generation of correlated sources [1] and secret keys [2] to joint source channel coding [3] , among others. One of the most studied notions of common information is due to Wyner [1] . Let (X ×Y, p(x, y)) be a 2-DMS (or correlated sources (X, Y ) in short). The Wyner common information J(X; Y ) between the sources X and Y is the minimum common randomness rate needed to generate (X, Y ) with asymptotically vanishing total variation. Wyner established the single-letter characterization J(X; Y ) = min W : X→W →Y
I(W ; X, Y ).
In this paper we introduce the notion of exact common information, which is closely related in its operational definition to the Wyner common information. While the Wyner setup assumes block codes and approximate generation of the 2-DMS (X, Y ), our setting assumes variable length codes and exact generation of (X, Y ). As such, the relationship between our setup and Wyner's is akin to that between the zeroerror and the lossless source coding problems. In the source coding problem the entropy of the source is the limit on both the zero-error and the lossless compression. Is the limit on the exact common information rate the same as the Wyner common information? We show that they are the same for the Symmetric Binary Erasure Source (SBES) as defined in Section II. We do not, however, know if they are equal in general.
The rest of this paper is organized as follows. In the next section we introduce the exact distributed generation problem and define the exact common information. We introduce the "common-entropy" quantity G(X; Y ) = min X→W →Y H(W ) as a natural bound on the exact common information and study some of its properties. In Section III, we define the exact common information rate for a 2-DMS. We show that it is equal to the limit G(X; Y ) = lim n→∞ (1/n)G(X n ; Y n ) and that it is in general greater than or equal to the Wyner common information. One of the main results in this paper is to show that G(X; Y ) = J(X; Y ) for the SBES. A consequence of this result is that the quantity G(X k ; Y k ) can be strictly smaller than kG(X; Y ), that is, the per-letter common entropy can be reduced by increasing the dimension. We then introduce the notion of approximate common information rate, which relaxes the condition of exact generation to asymptotically vanishing total variation and show that it is equal to the Wyner common information. As computing the quantity G(X; Y ) involves solving a non-convex optimization problem, in Section IV we present cardinality bounds on W and use them to find an explicit expression for G(X; Y ) when X and Y are binary. Due to space limitation, we do not include many of the proofs. A complete version of this paper is posted on arXiv.
II. DEFINITIONS AND PROPERTIES
Consider the distributed generation setup depicted in Figure 1. Alice and Bob both have access to common randomness W . Alice uses W and her own local randomness to generate X and Bob uses W and his own local randomness to generate Y such that (X, Y ) ∼ p X,Y (x, y). We wish to find the limit on the least amount of common randomness needed to generate (X, Y ) exactly.
More formally, we define a simulation code (W, R) for this setup to consist of
• A common random variable W ∼ p W (w). As a measure of the amount of common randomness, we use the perletter minimum expected codeword length R over the set of all variable length prefix-free zero-error binary codes C ⊂ {0, 1} * for W , i.e., R = min C E(L), where L is the codeword length of the code C for W .
• A stochastic decoder pX |W (x|w) for Alice and a stochastic decoder pŶ |W (y|w) for Bob such thatX andŶ are conditionally independent given W . The random variable pair (X, Y ) is said to be exactly generated by the simulation code (W, R) if pX ,Ŷ (x, y) = p X,Y (x, y). We wish to find the exact common information R * between the sources X and Y , which is the infimum over all rates R such that the random variable pair (X, Y ) can be exactly generated. Remark: The exact common information R * (and the exact common information rate defined in the next section) can be also defined through a "zero error" version of the Gray-Wyner system [4] . This approach, however, is neither operationally better motivated than the above setup nor yields better insights or results. Hence, we will not pursue this alternative setup any further.
Define the following quantity, which can be interpreted as the "common entropy" between X and Y ,
Remark: We can use min instead of inf in the definition of G(X; Y ) because the cardinality of W is bounded as we will see in Proposition 5, hence the optimization for computing G(X; Y ) is over a closed set. Following the proof of Shannon's zero-error compression theorem, we can readily show the following.
Proposition 1.
Computing G(X; Y ) is in general quite difficult (see Section IV). In some special cases, we can find an explicit expression for it. Example 1 The Symmetric Binary Erasure Source (X, Y ) with parameter p (SBES(p)) is defined by
where p is the erasure probability for the source. It can be shown that for the SBES(p),
Note that the Wyner common information for this source is [5] 
In the following we present some basic properties of G(X; Y ).
A. Properties of G(X; Y )
1) G(X; Y ) ≥ 0 with equality if and only if X and Y are independent.
Thus a noisy description of X via W may potentially have a smaller entropy than the minimal sufficient statistic, which is a deterministic description. Figure 1 can be readily extended to the n-letter setting in which Alice wishes to generate X n from common randomness W n and her local randomness and Bob wishes to generate Y n from W n and his local randomness such that pX n ,Ŷ n (x n , y
III. EXACT COMMON INFORMATION RATE The distributed generation setup in
We define a simulation code (W n , R, n) for this setup in the same manner as for the one-shot case.
We say that Alice and Bob can exactly generate the 2-DMS (X, Y ) at rate R if for some n ≥ 1, there exists a (W n , R, n) simulation code that exactly generates (X n , Y n ) (since we assume prefix-free codes for W n , we can simulate for arbitrarily large lengths via concatenation of successive codewords). We wish to find the exact common information rate R * between the sources X and Y , which is the infimum over all rates R such that the 2-DMS (X, Y ) can be exactly generated.
Define the "joint common entropy"
It can be readily shown that
Hence, we can define the limiting quantity
We are now are ready to establish the following multiletter characterization for the exact common information rate.
Proposition 2 (Multiletter Characterization of R * ). The exact common information rate between the components X and Y of a 2-DMS (X, Y ) is
R * = G(X; Y ).
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As expected the exact common information rate is greater than or equal to the Wyner common information.
Proposition 3.
G(X; Y ) ≥ J(X; Y ).
In the following section, we show that they are equal for the SBES in Example 1. We do not know if this is the case in general, however.
A. Exact Common Information of the SBES
We will need the following result regarding computing the Wyner common information for the SBES. 
The proof follows by [5] , Appendix A. We now present the main result on exact common information rate in this paper.
Theorem 1. If (X, Y ) is an SBES, then G(X; Y ) = J(X; Y ).

Proof: In general G(X; Y ) ≥ J(X; Y ).
We will now provide an achievability scheme to show that for SBES, G(X; Y ) ≤ J(X; Y ).
Choose a W as defined in Lemma 1 and definẽ
Note thatỸ n , denoting the location of the erasures, is i.i.d. Bern(p) (with 1 ← e, 0 ← d) and independent of X n . Furthermore, Y n is a function of X n andỸ n .
Codebook Generation: Generate a codebook C consisting of 2 n(I(Ỹ ;W )+ǫ) sequencesw n (m), m ∈ [1 : 2 n(I(Ỹ ;W )+ǫ) ], that "covers" almost all theỹ n sequences except for a subset of small probability δ(ǫ). By the covering lemma ( [7] , page 62), such a codebook exists for large enough n.
This lets us associate every covered sequenceỹ n with a uniquew n =w n (ỹ n ) ∈ C such that (ỹ n ,w n ) ∈ T (n) ǫ . Define the random variablẽ
Note thatW n is a function ofỸ n and that the set of erasure coordinates inW n is a subset of those inỸ n .
Channel Simulation Scheme:
1) The central node generatesW n defined in (3) and sends it to both encoders. 2) Encoder 2 (Bob) generatesỸ n ∼ pỸ n |Wn (ỹ n |w n ) 3) The central node generates and sends to both encoders a message M comprising i.i.d. Bern(1/2) bits for only those coordinates i of X n whereW n (i) = d. Thus H(M ) ≤ n(1 − p 1 + δ(ǫ)). 4) Encoder 1 (Alice) generates the remaining bits of X n not conveyed by M using local randomness. Then X n is independent ofW n ,Ỹ n and is i.i.d. Bern(1/2).
5) Encoder 2 generates
He only needs the bits X i such that
To complete the proof, note that X n → (W n , M ) → Y n forms a Markov chain. Therefore,
where (a) follows by the grouping lemma for entropy, since P{W n / ∈ C} = P{Ỹ n not covered} = δ(ǫ); (b) follows since entropy is upper bounded by log of the alphabet size; and (c) follows from the definition of mutual information and some algebraic manipulations.
If we let n → ∞, we obtain G(X; Y ) ≤ I(W ; X, Y ) + δ(ǫ) for any ǫ > 0. Minimizing I(W ; X, Y ) over all W from Lemma 1 completes the proof.
Note that the single letter characterization of the Wyner common information for the 2-DMS
The same property holds for the Gács-Körner-Witsenhausen common information [8] , and for mutual information. In the following we show that G(X k ; Y k ) can be strictly smaller than kG(X; Y ). Hence, it is possible to realize gains in the "common entropy" when we increase the dimension.
By the fact that for the SBES(p), G(X; Y ) = H(p) for p > 1/2 and G(X; Y ) = min{1, H(p) + 1 − p}, there exists a p such that G(X; Y ) < G(X; Y ). Hence, we can show by contradiction that there exists a 2-DMS (X, Y ) such that G(X 2 ; Y 2 ) < 2G(X; Y ). We can also give an explicit example of a 2- 
Let W ∼ p W (w) = 4/9, 3/9, 1/9, 1/9 , then
B. Approximate common information rate
Consider the approximate distributed generation setting in which Alice and Bob wish to generate 2-DMS (X, Y ) with vanishing total variation
We define a (W n , R, n)-simulation code for this setting in the same manner as for exact distributed generation. We define the approximate common information rate R * TV between the sources X and Y as the infimum over all rates R such that the 2-DMS (X, Y ) can be approximately generated.
We can show that the approximate common information rate is equal to the Wyner common information.
Proposition 4.
R * TV = J(X; Y ). Proof: Achievability: Achievability follows from Wyner's coding scheme [1] . Choose W n ∼ Unif[1 : 2 nR ] and associate each w n ∈ W n with a codeword of fixed length ℓ(w n ) = ⌈nR⌉. Decoders 1 (Alice) and 2 (Bob) first decode W n and then use Wyner's coding scheme to generateX n ,Ŷ n , respectively. Any rate R > J(X; Y ) is admissible and will guarantee the existence of a scheme such that (X n ,Ŷ n ) is close in total variation to (X n , Y n ). Thus R * TV ≤ J(X; Y ). Converse: Suppose that for any ǫ > 0, there exists a (W n , R, n) simulation code that generates (X n ,Ŷ n ) whose pmf differs from that of (X n , Y n ) by at most ǫ in total variation. Then we have
where (a), (b) follow from Lemma 20 and Lemma 21 respectively in [9] since the pmf of (X n ,Ŷ n ) differs from that of (X n , Y n ) by at most ǫ in total variation; and (c) follows from the continuity of J(X; Y ).
Remark: Note that if we replace the total variation constraint in Proposition 4 by the stronger condition
for some pmf r(x n , y n ) over X n × Y n , the required approximate common information rate R * SD becomes equal to the exact common information G(X; Y ). To show this, note that R * SD ≤ G(X; Y ) is trivial because the exact distributed generation constraint is stronger than (4) .
To show R * SD ≥ G(X; Y ), start with any (W n , R, n) simulation code that generates (X n ,Ŷ n ) satisfying (4). Let
We construct a (W ′ n , R ′ , n) code that generates (X n , Y n ) exactly and satisfies R ′ ≤ R + δ(ǫ). If the decoders receive W ′ n = W n , they follow the original achievability scheme to generate (X n ,Ŷ n ) satisfying (4). If W ′ n = (X n ,Ȳ n ), then the decoders simply outputX n andȲ n , respectively. Now,
Therefore, R ′ ≤ (1/n)(H(W ′ n ) + 1) = R + δ(ǫ) + 1/n = R + δ(ǫ) for n large enough. Thus R * SD ≥ G(X; Y ).
IV. COMPUTING G(X; Y )
The optimization problem for determining G(X; Y ) is in general quite difficult, involving the minimization of a concave function over a complex markovity constraint. In this section we provide some results on this optimization problem. We provide two bounds on the cardinality of W , establish two useful extremal lemmas, and use these results to analytically compute G(X; Y ) for binary alphabets. We then briefly discuss a connection to a problem in machine learning.
We first establish the following upper bound on cardinality.
Proposition 5.
To compute G(X; Y ), it suffices to consider W with cardinality |W| ≤ |X ||Y|.
We now state an extremal lemma regarding the optimization problem for G(X; Y ) that will naturally lead to another cardinality bound. p X,Y (x, y) , let W attain G(X; Y ). Then for w 1 = w 2 , the supports of p Y |W (·|w 1 ) and p Y |W (·|w 2 ) must be different.
Lemma 2. Given
Lemma 2 yields the following cardinality bound.
Proposition 6.
To compute G(X; Y ) for a given pmf p X,Y (x, y), it suffices to consider W with cardinality |W| ≤ 2 min(|X |,|Y|) − 1.
