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Abstract: Matrices are the most common representations of graphs. They are also used
for the representation of algebras and cluster algebras. This paper shows some prop-
erties of matrices in order to facilitate the understanding and locating symmetrizable
matrices with specific characteristics, called positive quasi-Cartan companion matrices.
Here, symmetrizable matrix are those which are symmetric when multiplied by a diagonal
matrix with positive entries called symmetrizer matrix. Four algorithms are developed:
one to decide whether there is a symmetrizer matrix; second to find such symmetrizer
matrix; another to decide whether the matrix is positive or not; and the last to find a
positive quasi-Cartan companion matrix, if there exists. The third algorithm is used to
prove that the problem to decide if a matrix has a positive quasi-Cartan companion is NP.
Math. Subj. Classification 2010: 05B20, 13F60, 15A15.
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1. Introduction
The matrices can be used to represent various structures, including graphs and algebras,
such as cluster algebra. It can be defined using a directed graph G(B), called quiver, and
consequently by an adjcency matrix, where rows and columns represent the vertices and
the positive values at positions (i, j) represent the quantity of edges between associated
vertices of the graph. For more information about quiver and cluster algebras, see [1, 4, 5].
Cartan matrices were introduced by the French mathematician Élie Cartan. In fact,
Cartan matrices, in the context of Lie algebras, were first investigated by Wilhelm Killing,
whereas the Killing form is due to Cartan.
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The notion of quasi-Cartan matrices was introduced by Barot, Geiss and Zelevin-
sky [1]. They show some properties of the matrices, of the mathematical point of view.
Those matrices are symmetrizable, called quasi-Cartan companion, associated to skew-
symmetrizable matrices.
By Sylvester criterion [8], a symmetric matrix is positive if all leading principal sub-
matrices have positive determinant. We see that a symmetrizable matrix is positive if its
associated symmetric matrix also is. One can decide whether a cluster algebra is of finite
type (has a finite number of cluster variables) deciding whether it has a quasi-Cartan
companion matrix which is positive, along with other criteria that will not be discussed
in this paper.
In this paper, we study the matrices of mathematical and computational point of
view and we verify some inherent properties of the positive quasi-Cartan matrix. We also
developed four algorithms. The first one decides in time complexity θ(n2) if the matrix is
symmetrizable and returns the symmetrizer if it exists. The second one find a symmetrizer
matrix for a symmetrizable matrix, having time complexity θ(n2) in the worst case and
θ(n) in the best case. The next decides whether the matrix is positive or not with time
complexity θ(n4). It is used as prove that the problem to decide if a matrix has a positive
quasi-Cartan companion is in NP class. The last algorithm is exponential and it finds a
positive quasi-Cartan companion matrix, for a skew-symmetrizable matrix, if there exists.
2. Preliminaries
In this paper, we considered square matrices with integer entries, except the matrix D.
Let n be a positive integer, A,B,C ∈ Mn(Z) and D ∈ Mn(R). A matrix A is symmetric
if A = AT , where AT is the transpose of A. A matrix C is symmetric by signs if for
all i, j ∈ {1, . . . , n}, with i 6= j, we have cij = cji = 0 or cij · cji > 0. A matrix C is
symmetrizable if D × C is symmetric for some diagonal matrix D with positive diagonal
entries. In this case, the matrix D×C is called symmetrization or symmetrized of C and
the matrix D is called symmetrizer of C. Note that this definition is equivalent that the
one given in [3].
The matrixA is skew-symmetric if its transpose coincides with its opposite (AT = −A),
i.e., aij = −aji, for all i, j. Observe that the values of the main diagonal are null. A matrix
B is skew-symmetric by signs if for all i, j ∈ {1, . . . , n} we have bii = 0 and if i 6= j, then
bij = bji = 0 or bij · bji < 0. The matrix B is skew-symmetrizable if there exists a diagonal
matrix D with positive entries such that D×B is a skew-symmetric matrix. In this case,
the matrix D×B is called skew-symmetrization or skew-symmetrized of B and the matrix
D of skew-symmetrizer of B.
We must observe that every symmetric matrix is symmetrizable and that every skew-
symmetric matrix is skew-symmetrizable. Also observe that all symmetrizable matrices
are symmetric by signs and all skew-symmetrizable matrices are skew-symmetric by signs.
A symmetrizable matrix is quasi-Cartan if all entries of main diagonal are equal to
2. For a skew-symmetrizable matrix B, we will refer to a quasi-Cartan matrix C with
|cij| = |bij| for all i 6= j as a quasi-Cartan companion of B.
Given a skew-symmetrizable matrix B, we want to find a positive quasi-Cartan com-
panion of B. For this, we need one more definition.
The matrix A[ij] is obtained by elimination of ith row and jth column of matrix A.
The ijth minor of A is the determinant of A[ij]. Recall that the determinant of A can be
recursively defined in terms of their minors. For more information, see [6].
A principal submatrix of A is a submatrix of A obtained by eliminating some rows and
respective columns of A.
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The principal minors are the determinants of all principal submatrices of A.
The leading principal minors are the determinants of the diagonal blocks of a matrix
M with dimension 1, 2, . . . , n. These submatrices, also called leading principal matrices,
are obtained by eliminating the last k columns and k rows, with k = n− 1, n− 2, . . . , 0.
For any arbitrary matrices A of dimension m× n and B of dimension p× q, we define
the direct sum of A and B, denoted by A⊕B =
[
A 0
0 B
]
.
Note that any element in the direct sum of two vector spaces of matrices could be
represented as a direct sum of two matrices.
A permutation matrix is a square binary matrix that has exactly one entry 1 in each
row and each column and 0s elsewhere. Each such matrix represents a specific permutation
of n elements and, when used to multiply another matrix, can produce that permutation
in the rows or columns of the other matrix.
Let A be a square matrix. We say that A is disconnected if there exists P permutation
matrices such that PAP is a direct sum of at least two non-zero matrix. If not, we say A is
connected. Observe that PAP is obtained from A by permutation of rows and respective
columns. Moreover, A is connected exaclty when the graph associated to the incidence
matrix A is.
3. Symmetrizable and skew-symmetrizable matrices
In this section, we show some properties of symmetrizable and skew-symmetrizable ma-
trices. We also present two algorithms for symmetrizable matrix.
The following proposition help us to find in an easy way a quasi-Cartan companion
for a skew-symmetrizable matrix.
Theorem 3.1. Let B be a skew-symmetrizable matrix. Consider a matrix C such that
|cij| = |bij |, for all i 6= j. If C is symmetric by the signs, then C is symmetrizable with
the same symmetrizer of B. Furthermore, if cii = 2, for all i, then C is a quasi-Cartan
companion of B.
Proof. Let D =


d1
...
dn

 be a symmetrizer matrix of B. Then, we have that
di · |cij| = di · |bij | = |di · bij | = |dj · bji| = dj · |bji| = dj · |cji|. Since cij and cji have the
same sign, we have that di · cij = dj · cji.
The Lemma 3.2 follows from [5](Lemma 7.4).
Lemma 3.2. A matrix C is symmetrizable if and only if it is symmetric by signs and for
all k ≥ 3 and all i1, i2, . . . , ik it satisfies:
ci1i2 · ci2i3 · . . . · ciki1 = ci2i1 · ci3i2 · . . . · ci1ik .
We present two algorithms, one for deciding whether any matrix has a symmetrizer
and returns it if it exists, and another to find symmetrizer matrix for a symmetrizable
matrix. The second algorithm has time complexity θ(n2) in the worst case and θ(n) in
the best case, and the first algorithm has time complexity θ(n2). Thus, if we know the
information that a given matrix is symmetrizable, is more suitable using second algorithm.
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Algorithm 1: SymmetrizableMatrix(A)
Input: A n× n matrix A.
Output: If the matrix is symmetrizable or not; and a diagonal matrix D = dii of
positive values, if there exists, such that D ×A is symmetric.
1 foreach i ∈ {1, . . . , n} do
2 dii ← 0
3 T ← {1, . . . , n} ordered list
4 while T 6= ∅ do
5 i← the first element of T
6 T ← T \ {i}
7 if dii = 0 then
8 dii ← 1
9 foreach j ∈ T do
10 if aij · aji = 0 then
11 if aij + aji 6= 0 then
12 return NO
13 else
14 move j for the first position of T
15 if djj 6= 0 then
16 if dii · aij 6= djj · aji then
17 return NO
18 else
19 djj ←
dii·aij
aji
20 return YES, D
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Observe that if A is connected then we effectuate the line 8 only once.
Proposition 3.3. Algorithm 1 is correct.
Proof. At the beginning of any iteration of the “while loop”, dii · aij = djj · aji for any
j /∈ T and any i. This is clearly true since at the beginning there is no j and afterwards
that j /∈ T have passed to the “while loop” without return NO.
Therefore, if the algorithm returns D, we have that dii · aij = djj · aji for any pairwise
different i, j.
Suppose the algorithm returns NO when A is symmetrizable. Since A is symmetriz-
able, the algorithm returns NO on line 17 and therefore there exist i and j such that
dii · aij 6= djj · aji.
Let T be the list < i1, . . . , it > at the beginning of the “while loop”. It follows from
line 14, that first indices ⋆ of T have d⋆⋆ 6= 0 and the last ones have d⋆⋆ = 0, that is there
exists k ∈ {0, . . . , t} such that disis 6= 0 for all 1 ≤ s ≤ k and disis = 0 for all k < s ≤ t.
Observe that if k = 0 that means that d⋆⋆ = 0, for all ⋆ ∈ T . Since i is the first element
in T (line 5) and djj 6= 0 (line 15), we have that dii 6= 0 at the beginning of the “while
loop”. Therefore, dii and djj have been defined before and there exist k ≥ 3, i1 = i, i2 = j
and i3, . . . , ik /∈ T such that ai1i2 · ai2i3 · . . . · aiki1 6= 0. Since A is symmetrizable, we
have by lemma 3.2, that ai1i2 · ai2i3 · . . . · aiki1 = ai2i1 · ai3i2 · . . . · ai1ik . This implies that
dii · aij = djj · aji, a contradiction.
Next algorithm, do essentially the same as the above. The difference is that it not
verify if A is symmetrizable but assume it and end as soon as it have calculated all dii.
Algorithm 2: SymmetrizerMatrix(A)
Input: A symmetrizable matrix A.
Output: A diagonal matrix D = dii of positive values such that D ×A is
symmetric.
1 foreach i ∈ {1, . . . , n} do
2 dii ← 0
3 S ← {1, . . . , n}
4 T ← {1, . . . , n} ordered list
5 while S 6= ∅ do
6 i← the first element of T
7 T ← T \ {i}
8 if dii = 0 then
9 dii ← 1
10 S ← S \ {i}
11 foreach j ∈ T do
12 if aji 6= 0 then
13 move j for the first position of T
14 if djj = 0 then
15 djj ←
dii·aij
aji
16 S ← S \ {j}
17 return D
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Proposition 3.4. Algorithm 2 is correct.
Proof. The behavior of Algorithm 2 is quite similar to the one of Algorithm 1. The
differences are that Algorithm 2 does not check whether A is symmetrizable or not and
the use of an additional list S which maintains the elements i such that dii is not defined
yet. Since the algorithm assumes that the input matrix A is symmetrizable, this allows to
stop when all elements of D have already been defined. This control is done by changing
the condition of the “while loop” (line 5) accordingly and adding the operations to remove
element i of S whenever dii is defined (lines 10 and 16).
4. Positive quasi-Cartan companion
A symmetric matrix A is positive definite if xT · A · x > 0 for all vectors x of length n,
with x 6= 0. If the symmetrized matrix D × C is positive definite, then we say that the
quasi-Cartan matrix C is positive. By Sylvester criterion [8], be positive definite means
that the principal minors of D × C are all positive.
The Theorem 4.1 follows by Sylvester criterion and the fact that det(C) is positive if
and only if det(D × C) is.
Theorem 4.1. Let C be a symmetrizable matrix. The following conditions are equivalent:
1. C is positive.
2. All principal minors of C are positive.
3. All leading principal minors of C are positive.
Proposition 4.2. Let B be a skew-symmetrizable matrix. B has a positive quasi-Cartan
companion matrix if and only if any principal submatrix of B has a positive quasi-Cartan
companion.
Proof. (⇒) Let C be a positive quasi-Cartan companion of B. For induction, we just
need to observe that C[ii] is symmetrizable matrix and therefore a positive quasi-Cartan
companion of B[ii]. Since (D × C)[ii] = D[ii] × C[ii] is symmetric, we have that C[ii] is a
symmetrizable matrix. Similarly, B[ii] is skew-symmetrizable.
It follows from Theorem 4.1 that C[ii] is positive. Therefore, C[ii] is a positive quasi-
Cartan companion of B[ii].
(⇐) Follows from the fact that the matrix B is a principal submatrix of herself.
We present the main ideas of the original proof of Lemma 4.3, since they are useful in
the sequel.
Lemma 4.3. (Barot, Geiss and Zelevinsky [1])
Let C be a positive quasi-Cartan matrix. Then
(a) 0 ≤ cij · cji ≤ 3 for any i, j such that i 6= j.
(b) cik · ckj · cji = cki · cjk · cij ≥ 0 for any pairwise different i, j, k.
Proof. (a) Let C ′ =
(
2 cij
cji 2
)
be a principal submatrix of C. Since C is a sym-
metrizable matrix, it is symmetric by signs and cij · cji ≥ 0. Since C is positive,
then det(C ′) = 4− cij · cji > 0. Therefore, cij · cji ≤ 3.
Since C is symmetrizable, we have that sgn(cij) = sgn(cji). It follows that cij ·cji ≥ 0.
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(b) Let cik · ckj · cji 6= 0. Since that C is symmetrizable, one can see that cki · cjk · cij =
cik · ckj · cji. The condition of positivity to the principal minors 3× 3 of C in rows
and columns i, j, k can be rewritten as:
cik · ckj · cji > cij · cji + cik · cki + cjk · ckj − 4 (4.1)
Since cik · ckj · cji 6= 0 we have that |cst| ≥ 1 and thus cst · cts ≥ 1 for (s, t) ∈
{(i, k), (k, j), (j, i)}. Therefore, cik ·ckj ·cji > 3−4 = −1. This yields the conclusion.
We must observe that for a 3× 3 quasi-Cartan matrix we have three leading principal
submatrices that are: the 1 × 1 submatrix, that obviously has positive determinant; the
2 × 2 submatrix, that is positive due Lemma 4.3, when 0 ≤ cij · cji ≤ 3 and, finally, the
3× 3 submatrix itself.
We define C+ = (c+ij) such that c
+
ij = |bij| and c
+
ii = 2.
Proposition 4.4. Let B be a skew-symmetrizable matrix of dimension 3 × 3. Then B
has a positive quasi-Cartan companion if and only if the matrix C+ = (c+ij) is positive.
Proof. (⇒) Suppose there exists a positive quasi-Cartan companion matrix C. Clearly,
0 ≤ c+ij · c
+
ji ≤ 3. Thus, det(C
+) = 8− 2 · c+jk · c
+
kj − 2 · c
+
ij · c
+
ji − 2 · c
+
ki · c
+
ik + 2 · c
+
ij · c
+
jk · c
+
ki
= 8 − 2 · cjk · ckj − 2 · cij · cji − 2 · cki · cik + 2 · |cij · cjk · cki| ≥ det(C) > 0. Since all
leading principal minors of C+ are positive, we have C+ is also a positive quasi-Cartan
companion of B.
(⇐) Since C is quasi-Cartan matrix, follows from Theorem 3.1 that C+ is a quasi-
Cartan companion of B.
Lemma 4.5. Let C be a 3× 3 positive quasi-Cartan matrix.
1. If C is connected, then 0 ≤ cij · cji ≤ 2 for any i, j such that i 6= j.
2. 0 ≤ cik · ckj · cji ≤ 2 for any pairwise different i, j, k.
Proof. The Proposition 4.4 shows that det(C+) > det(C). Thus, C+ is positive. For sake
of simplicity, consider that C = C+.
1. By Lemma 4.3, 0 ≤ cij · cji ≤ 3. Suppose, without loss of generality, that c12 = 3.
Then, c21 = 1 and det(C) = 8+2 · c12 · c23 · c31−2 · c12 · c21−2 · c13 · c31−2 · c23 · c32 =
2 + 6 · c23 · c31 − 2 · c13 · c31 − 2 · c23 · c32 > 0.
Since C is connected, c23 6= 0 or c31 6= 0. The positiveness of C implies that both
c23 and c31 are non zero. Recall that since C is symmetrizable, we have that c32 6= 0
and c13 6= 0.
Since c12 · c23 · c31 = c21 · c32 · c13, we have that 3 · c23 · c31 = c32 · c13 and c32 = 3 or
c13 = 3. By symmetry, suppose that c32 = 3. Then, c23 = 1 and c31 = c13. Since
c213 = c13 · c31 ≤ 3, we conclude that c31 = c13 = 1.
On the other way, det(C) = 2+6 ·c23 ·c31−2 ·c13 ·c31−2 ·c23 ·c32 = 2+6−2−6 = 0.
This yields a contradiction to the positiveness of C.
Therefore, cij · cji ≤ 2, for all i, j.
2. Suppose that c12 · c23 · c31 = c13 · c32 · c21 ≥ 3. Suppose that c12 · c21 = 3, by the
above, using the contrapositive of item 1, we have that c23 = 0 and c31 = 0. A
contradiction to the hypothesis. This implies that cij · cji ≤ 2 for all i, j and that
c12 · c23 · c31 ≥ 4. We can suppose, without loss of generality, that c12 = 2 and
c23 = 2. Thus, c21 = 1 and c32 = 1. Then, c13 = 4 and c31 6= 0 is a contradiction to
Lemma 4.3. Therefore, 0 ≤ c12 · c23 · c31 ≤ 2.
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Theorem 4.6. Let C be a positive quasi-Cartan matrix n× n, with n ≥ 3.
1. If C is connected, then 0 ≤ cij · cji ≤ 2 for all i, j.
2. 0 ≤ cik · ckj · cji ≤ 2 for all pairwise different i, j, k.
Proof. Suppose that exist i, j such that cij · cji ≥ 3. Since n ≥ 3, there exists k /∈ {i, j}.
Consider the principal submatrix C ′ of C, formed of rows and columns i, j and k. By
Lemma 4.5, C ′ is disconnected. This implies that cik = ckj = 0 and thus cki = cjk = 0.
Since this is true for all k /∈ {i, j}, we have that C is disconnected, a contradiction. The
second item follows from Lemma 4.5 by considering the principal submatrix of C, formed
of rows and columns i, j and k.
Theorem 4.7. Let B be a skew-symmetrizable matrix such that bij 6= 0 for all i, j. Then
B has a positive quasi-Cartan companion if and only if C+ = (c+ij) defined by c
+
ij = |bij|
and c+ii = 2 is positive.
Proof. (⇒) Suppose there exists a positive quasi-Cartan companion C. We will show by
induction that C+ is positive. If C is 2 × 2 matrix, the result is clearly obtained. First,
we show that det(C+) > 0. Let xij = sgn(cij). Observe that xji = xij and xii = 1 due it
to be a quasi-Cartan matrix. Since cij 6= 0 there is no ambiguity in this definition. Define
xi = x1i for all i. We will show, by induction on i, that xij = xi · xj for all i, j. Clearly,
xii = x
2
i .
Since x1 = 1, we clearly have that x1i = x1 · xi. Suppose that xkj = xk · xj for
all k < i. By Theorem 4.6, cij · cjk · cki > 0. Thus, xij · xjk · xki = 1. Therefore,
xij = xjk · xki = xkj · xki = xk · xj · xk · xi = xi · xj .
Since xij = xi · xj and cij = xij · c
+
ij, we have that C = XC
+X where X =

x1 0
...
0 xn

.
It follows that det(C) = det(X) · det(C+) · det(X) = det(C+). By induction on
dimension of C+, we have that all leading principal minors of C+ are positive.
(⇐) It follows from the fact that C is quasi-Cartan matrix and by Theorem 3.1, that
C+ is a quasi-Cartan companion of B.
We must observe that Theorem 4.7 does not hold for all skew-symmetrizable matrices,
as we can see in the following example.
Example 4.8. Let B =


0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0

, C =


2 −1 1 0
−1 2 0 1
1 0 2 1
0 1 1 2

, C+ =


2 1 1 0
1 2 0 1
1 0 2 1
0 1 1 2

.
The quasi-Cartan companion C+ is not positive, but C is.
Proposition 4.9. Let B be the skew-symmetric matrix defined by |bij | = 1 for all i 6= j,
then B has a positive quasi-Cartan companion.
Proof. If B is a n × n matrix, then we can calculate that det(C+) = n + 1. Clearly, C+
is positive. The result follows from Theorem 4.7.
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We present an algorithm with time complexity θ(n4) to decide whether the given
matrix C is positive.
This algorithm is used as verifier and, thus, with the algorithm and the given matrix
C, we prove that the problem of deciding if there exists a positive quasi-Cartan companion
belongs to NP class. For more information about P, NP and NP-complete classes, see [2, 7].
Algorithm 3: IsPositive(C)
Input: A symmetrizable n× n matrix C.
Output: The response if the matrix is positive or not.
1 n′ ← n
2 C ′ ← C
3 foreach i ∈ {1, . . . , n} do
4 if (det(C ′) ≤ 0) then
5 return NO
6 C ′ ← C ′[n′,n′]
7 n′ ← n′ − 1
8 return YES
We also elaborate an exponential algorithm to find the positive quasi-Cartan compan-
ion of skew-symmetrizable matrix B.
Algorithm 4: PositiveQuasiCartanCompanion(B)
Input: A skew-symmetrizable matrix B.
Output: A positive quasi-Cartan companion C, if there exists.
1 C ← |B| /* The matrix C is initialized with B by positive entries.
*/
2 foreach i ∈ {1, . . . , n} do
3 cii ← 2
4 if IsPositive(C) then
5 return C
6 else
7 foreach x ∈ {(xij)|xij ∈ {−1, 1} and i < j} do
8 foreach i ∈ {1, . . . , n} do
9 foreach j ∈ {i+ 1, . . . , n} do
10 cij ← xij · |bij |
11 cji ← xij · |bji|
12 if IsPositive(C) then
13 return C
14 return “There is no positive quasi-Cartan companion of B”
5. Conclusions
In this paper, we present some mathematical properties of symmetrizable, skew-symmetrizable
and positive quasi-Cartan matrices. These matrices are important in the context of cluster
algebra, to decide if it is of finite type.
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Importantly, the skew-symmetric matrices represent directed graphs that arise from
the cluster algebras, called quivers.
We also developed two polynomial algorithms for symmetrizers matrices: one to decide
whether a symmetrizer matrix exists with time complexity θ(n2), and another to find a
symmetrizer matrix, if there exists, with time complexity θ(n2) in the worst case and θ(n)
in the best case.
For a skew-symmetrizable matrix, we present an algorithm to decide whether a matrix
is positive or not and another, exponential, to find a positive quasi-Cartan companion, if
there exists.
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