Introduction
The study of human facial expressions is one of the most challenging domains in pattem research community. Each facial expression is generated by non-rigid object deformations and these deformations are persondependent. The goal of our project was to design and implement a system for automatic recognition of human facial expression in video streams. The results of the project are of a great importance for a broad area of applications that relate to both research and applied topics. As possible approaches on those topics, the following may be presented automatic surveillance systems, the classification and retrieval of image and video databases, customer-friendly interfaces, smart environment human computer interaction and research in the field of computer assisted human emotion analyses. Some interesting implementations in the field of computed assisted emotion analysis concern experimental and interdisciplinary psychiatry. Automatic recognition of facial expressions is a process primarily based on analysis of permanent and transient features of the face, which can be only assessed with errors of some degree. The expression recognition model is oriented on the specification of Facial Action Coding System (FACS) of Ekman and Friesen [6] . The hard constraints on the scene processing and recording conditions set a limited robustness to the analysis. In order L.J.M.Rothkrantz@ewi.tudelft,nl to manage the uncertainties and lack of information, we set a probabilistic oriented framework up. The support for the specific processing involved was given through a multimodal data fusion platform. In the Department of Knowledge Based Systems at T.U.Delft there has been a project based on a long-term research running on the development of a software workbench. It is called Artificial Intelligence aided Digital Processing Toolkit (A.I.D.P.T.) [4] and presents native capabilities for realtime signal and information processing and for. fusion of data acquired from hardware equipments. The workbench also includes support for the Kalman filter based mechanism used for tracking the location of the eyes in the scene. The knowledge of the system relied on the data taken from the Cohn-Kanade AU-Coded Facial Expression Database [8]. Some processing was done so as to extract the useful information. More than that, since the original database contained only one image having the AU code set for each display, additional coding had to he done. The Bayesian network is used to encode the dependencies among the variables. The temporal dependencies were extracted to make the system be able to properly select the right emotional expression. In this way, the system is able to overcome the performance of the previous approaches that dealt only with prototypic facial expression [IO] . The causal relationships track the changes occurred in each facial feature and store the information regarding the variability of the data.
Related work
The typical problems of expression recognition have been tackled many times through distinct methods in the past. In [I21 the authors proposed a combination of a Bayesian probabilistic model and Gabor filter. 
Eyetracking
The architecture of the facial expression recognition system integrates two major components. In the case of the analysis applied on video streams, a first module is set to determine the position of the person eyes. Given the position of the eyes, the next step is to recover the position of the other visual features as the presence of some wrinkles, furrows and the position of the mouth and eyebrows. The information related to the position of the eyes is used to constrain the mathematical model for the point detection. The second module receives the coordinates of the visual features and uses them to apply recognition of facial expressions according to the given emotional classes. The detection of the eyes in the image sequence is accomplished by using a tracking mechanism based on K a h n filter [I] . The eye-tracking module includes some routines for detecting the position of the edge between the pupil and the iris. The process is based on the characteristic of the dark-bright pupil effect in infrared condition (see Figure I) . The equations of the eye movement are defined according to the formula (2) . In the model we use, the state vector contains an additional state variable according to the Gauss-Markov process.
is a unity Gaussian white noise.
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The discrete form of the model for tracking the eyes in the sequence is given in formula (3).4=
,w are the process Gaussian white noise and is the measurement Gaussian white noise.
The Kalman filter method used for tracking the eyes presents a high efficiency by reducing the error of the coordinate estimation task. In addition to that, the process does not require a high processor load and a real time implementation was possible.
Face representational model
The facial expression recognition system handles the input video stream and performs analysis on the existent frontal face. In addition to the set of degree values related to the detected expressions, the system can also output a graphical face model. The result may he seen as a feedback of the system to the given facial expression of the person whose face is analyzed and it may be different of that. One direct application of the chosen architecture may he in design of systems that perceive and interact with humans by using natural communication channels. In our approach the result is directly associated to the expression of the input face (see Figure 2) . Given the parameters from the expression recognition module, the system computes the shape of different visual features and generates a 2D graphical face model. The geometrical shape of each visual feature follows certain rules that aim to set the outlook to convey the appropriate emotional meaning. Each feature is reconstructed using circles and simple polynomial functions as lines, parabola parts and cubic functions. A five-pixel window is used to smooth peaks so as to provide shapes with a more realistic appearance. The eye upper and lower lid was approximated with the same cubic function. The eyebrow's thickness above and below the middle line was calculated from three segments as a parahola, a straight line and a quarter of a circle as the inner comer. A thickness function was added and subtracted to and from the middle line of the eyebrow. The shape of the mouth varies strongly as emotion changes from sadness to happiness or disgust. The manipulation of the face for setting a certain expression implies to mix different emotions. Each emotion has a percentage value by which they contribute to the face general expression. The new control set values for the visual features are computed by the difference of each emotion control set and the neutral face control set, and make a linear combination of the resulting six vectors. 
Data preparation
The Bayesian Belief Network encodes the knowledge of the existent phenomena that triggers changes in the aspect of the face. The model does include several layers for the detection of distinct aspects of the transformation.
The lowest level is that of primary parameter layer. It contains a set of parameters that keeps track of the changes concerning the facial key points. Those parameters may he classified as static and dynamic. The static parameters handle the local geometry of the current frame. The dynamic parameters encode the behavior of the key points in the transition from one frame to another. By combining the two sorts of information, the system gets a high efficiency of expression recognition. An alternative is that the base used for computing the variation of the dynamic parameters is determined as a previous tendency over a limited past time. Each parameter on the lowest layer of the BBN has a given number of states. The purpose of the states is to map any continuous value of the parameter to a discrete class. The number of states has a direct influence on the efficiency of recognition. The number of states for the low-level parameters does not influence the time required for obtaining the final results. It is still possible to have a real time implementation even when the number of states is high.
The only additional time is that of processing done for computing the conditioned probability tables for each BBN parameter, but the task is run off-line. According to the method used, each facial expression is described as a combination of existent Action Units (AU).
One AU represents a specific facial display. Among 44 AUs contained in FACS, 12 describe contractions of specific facial muscles in the upper part of the face and 18 in the lower pan. The table 1 presents the set of AUs that is managed by the current recognition system. An important characteristic of the AUs is that they may act differently in given combinations. According to the behavioral side of each AU, there are additive and nonadditive combinations. In that way, the result of one nonadditive combination may he related to a facial expression that is not expressed by the constituent AUs taken separately. In the case of the current project, the AU sets related to each expression are split into two classes that specify the importance of the emotional load of each AU in the class. By means of that, there are primary and secondaty AUs. The AUs being part of the same class are additive. The system performs recognition of one expression as computing the probability associated with the detection of one or more AUs from both classes. The probability of one expression increases, as the probabilities of detected primary AUs get higher. In the same way, the presence of some AUs from a secondary class results in solving the uncertainty problem in the case of the dependent expression hut at a lower level. The conditioned probability tables for each node of the Bayesian Belief Network were filled in by computing statistics over the database. The Cohn-Kanade AU-Coded Facial Expression Database contains approximately 2000 image sequences from 200 subjects ranged in age from 18 to 30 years. Sixty-five percent were female, 15 percent were African-American and three percent were Asian or Latino. All the images analyzed were frontal face pictures.
The original database contained sequences of the subjects performing 23 facial displays including single action units and combinations. Six of the displays were based on prototypic emotions (joy, surprise, anger, fear, disgust and sadness).
Inference with BBN
The expression recognition is done computing the anterior probabilities for the parameters in the BBN (see Figure 5 ). The procedure starts by setting the probabilities of the parameters on the lowest level according to the values computed at the preprocessing stage. In the case of each parameter, evidence is given for both static and dynamic parameters. Moreover, the evidence is set also for the parameter related to the probability of the anterior facial expression. It contains 6 states, one for each major class of expressions. The aim of the presence of the anterior expression node and that associated with the dynamic component of one given low-level parameter, is to augment the inference process with temporal constrains. The structure of the network integrates parametric layers having different functional tasks. The goal of the layer containing the first AU set and that of the low-level parameters is to detect the presence of some AUs in the current frame. The relation between the set of the low-level parameters and the action units is as it is detailed in table 4. The dependency of the parameters on AUs was determined on the criteria of influence observed on the initial database. The presence of one AU at this stage does not imply the existence of one facial expression or another. Instead, the goal of the next layer containing the AU nodes and associated dependencies is to determine the probability that one AU presents influence on a given kind of emotion. The final parametric layer consists of nodes for every emotional class. More than that, there is also one node for the current expression and another one for that previously detected. The top node in the network is that of current expression. It has two states according to the presence and absence of any expression and stands for the final result of analysis. The absence of any expression is seen as a neutral display of the person's face on the current frame. While performing recognition, the BBN probabilities are updated in a bottom-up manner. As soon as the inference is finished and expressions are detected, the system reads the existence probabilities of all the dependent expression nodes. The most probable expression is that given by the larger value over the expression probability set. 
Results
The implementation of the model was made using C/C++ programming language. The system consists in a set of applications that run different tasks that range from pixel/image oriented processing to statistics building and inference by updating the probabilities in the BBN model. The support for BBN was based on S.M.I.L.E. (Structural Modeling, Inference, and Learning Engine), a platform independent library of C++ classes for reasoning in probabilistic models [ 5 ] . S.M.I.L.E. is freely available to the community and has been developed at the Decision Systems Laboratory, University of Pittsburgh. The library was included in the AIDPT framework. The implemented probabilistic model is able to perform recognition on six emotional classes and the neutral state. By adding new parameters on the facial expression layer, the expression number on recognition can be easily increased. Accordingly, new AU dependencies have to he specified for each of the emotional class added. In figure I there is an example 'of an input video sequence. The recognition result is given in the graphic containing the information related to the probability of the dominant facial expression (see Figure 6 ). results are very promising and show that the new approach presents high efficiency. An important contribution is related to the tracking of the temporal behavior of the analyzed parameters and the temporal expression constrains.
Conclusion
In the current paper we've described the development steps of an automatic system for facial expression recognition in video sequences. The inference mechanism was based on a probabilistic framework. We used the Cohn-Kanade AU-Coded Facial Expression Database for of varying age, sex and ethnic background and so the robustness to the individual changes in facial features and behavior is high. The BBN model takes care of the variation and degree of uncertainty and gives us an improvement in the quality of recognition. As off now, the building the system knowledge. It contains a large sample ----"' Figure 6 . Dominant Emotional expression in sequence
