To achieve the promising potentials of tremendous distributed resources, effective and efficient scheduling algorithms are fundamentally important. Unfortunately, scheduling algorithms in traditional parallel and distributed systems, which usually run on homogeneous and dedicated resources, e.g. computer clusters, cannot work well in the new circumstances. In this research paper, MJ_CDT min [1] (multiple jobs based on the minimum cumulative departure time) algorithm is compared with the already existing FCFS (First Come First Serve) algorithm in terms of the execution time (in secs).Since there were no results for minimizing the execution time in for existing algorithms. Hence the comparison is done only for the proposed algorithms. This is achieved with the experimental test bed by specifying deadline, while submitting the jobs. Simulation was carried out by different number of jobs varying from 1000 to 10,000. In the experimental testing heterogeneous machines were used and tested for different number of tasks/jobs. During the experiment, the comparison was carried out by considering the six different values for the Service time ( of the jobs. The main aim of proposed scheduling algorithm is to increase the system efficiency and to satisfy the job requirements from the available resources. The experimental results showed a significant improvement in terms of a smaller makespan time as compared to the already existing FCFS scheduling algorithm.
INTRODUCTION
A computational Grid is a hardware and software infrastructure that provides dependable, consistent, pervasive, and inexpensive access to high-end computational capabilities [2] . It is a shared environment implemented via the deployment of a persistent, standards-based service infrastructure that supports the creation of, and resource sharing within, distributed communities. Resources can be computers, storage space, instruments, software applications, and data, all connected through the Internet. Since multiple applications may require numerous resources which often are not available for them so that in order to allocate resources to input jobs, having a scheduling system is essential. Because of the vastness and separation of resources in the computational grid, scheduling is one of the most important issues in grid environment [3] . Vast investigations have been done in this scope, which have led to theories and practical results [4, 5, and 6] . However new scheduling algorithms have been offered with emergence of grid computing. Objectives of scheduling algorithm are increasing system throughput [6] , efficiency, and decreasing job completion time. Scheduling systems for traditional distributed environments do not work in Grid environments because the two classes of environments are radically distinct. Scheduling in Grid environments is significantly complicated by the heterogeneous and dynamics nature of Grids. Compared to traditional scheduling systems such as clustering computing, Grid scheduling systems have to take into account diverse characteristics of both various Grid applications and various Grid resources. The different performance goals also place great impacts on the design of scheduling systems. To overcome the heterogeneous and dynamic nature of Grids, the information service plays a highly important role. A successful scheduling system should accommodate all these issues.
The job of the grid scheduler is to automatically assign the suitable resources to the independent jobs to maximize the system utilization. It also reduces the average response time of the jobs. The efficient utilization of grid computing resources can improve the overall job-throughput due to load balancing of the tasks between the grid resources. A Grid scheduler is different from local scheduler in that a local scheduler only manages a single site or cluster and usually owns the resource. A Grid scheduler is in charge of resource discovery, Grid scheduling (resource allocation and task scheduling), and job execution management over multiple administrative domains. The jobs will take different execution time on different machines. So, job scheduling in grid environment is a problem to schedule a stream of applications from different users to a set of computing resources to minimize the total completion time. This scheduling requires the matching of different jobs with the machines that satisfy their resource requirement. There are two different goals for job scheduling:
i.
Increasing computing performance, its aim is to minimize the execution time of each application that is considered in parallel processing. ii.
Increasing overall throughput, its purpose is to schedule a set of independent tasks in such a way that it increases the processing capacity of the systems for long period of time.
There are relatively a large number of task scheduling algorithms to minimize the total completion time of the tasks in distributed systems [7, 8, 9, 10, 11, and 12] . These algorithms try to minimize the overall completion time of the tasks by finding the most suitable resources to be allocated to the tasks. It should be noticed that minimizing the overall completion time of the tasks does not necessarily result in the minimization of execution time of each individual task.
The rest of the paper is organized as follows. Section 2 presents the background and related work. Section 3 discusses the details of the proposed scheduling algorithm i.e MJ_CDT min (multiple jobs based on the minimum cumulative departure time).Section4 provides the results of the experiment carried out using our own grid simulated environment.Section5 gives the comparison results of MJ_CDT min based scheduling with the commonly used FCFS (first come first serve) algorithm. Finally Section 6 concludes the paper by summarizing our contributions and future works.
RELATED WORK
Due to relatively high communication costs in grid environments most of the well known scheduling algorithms are not applicable in large scale distributed systems such as grid environments [7, 13, 14 and 15] . There has been an ongoing attempt to build scheduling algorithms specifically within grid environments. Various algorithms have been proposed which in recent years each one has particular features and capabilities. In this section we review several scheduling algorithms which have been proposed in grid environment. In [16] a scheduling algorithm which is based on HQ-GTSM is presented. This algorithm not only takes into account the input jobs but also considers the resource migration time in deciding on the scheduling. One of the most important features of this algorithm is that it guarantees the grid quality of service. At the present time, job scheduling on grid computing is not only aims to find an optimal resource to improve the overall system performance but also to utilize the existing resources more efficiently.
X. He et al. have presented a new algorithm based on the conventional Min-min algorithm [7] .The proposed algorithm which is called QoS guided Min-min, schedules tasks requiring high bandwidth before the others. Therefore, if the bandwidth required by different tasks varies highly, the QoS guided Minmin algorithm provides better results than the Min-min algorithm. Whenever the bandwidth requirement of all of the tasks is almost the same, the QoS guided Min-min algorithm acts similar to the Min-min algorithm.
E. Elmroth et al. have proposed a user oriented algorithm for task scheduling in grid environments, using advanced reservation and resource selection [17] . The algorithm minimizes the total execution time of the individual tasks without considering the total execution time of all of the submitted tasks. Therefore, the overall makespan of the system does not necessarily get small.
F. Dong et al. have proposed a similar algorithm called QoS priority grouping scheduling [18] . This algorithm, considers deadline and acceptation rate of the tasks and the makespan of the wholes system as major factors for task scheduling. In comparison with Min-min and QoS guided Min-min, the QoS priority grouping scheduling algorithm achieves better acceptance rate and completion time for the submitted tasks.
K. Etminani et al. have proposed a new algorithm which uses
Max-min and Min-min algorithms [12] . The algorithm determines to select one of these two algorithms, dependent on the standard deviation of the expected completion times of the tasks on each of the resources B. Yagoubi et al. have offered a model to demonstrate grid architecture and an algorithm to schedule tasks within grid resources [19] . The algorithm tries to distribute the workload of the grid environment amongst the grid resources, fairly.
Although, the mechanism used in [19] and other similar strategies which try to create load balancing within grid resources can improve the throughput of the whole grid environment, the total makespan of the system does not decrease, necessarily.
MINIMUM CDT BASED SCHEDULING ALGORITHM (MJ_CDT min )
In this section, New Grid Job Scheduling algorithm MJ_CDT min (multiple jobs based on the minimum cumulative departure time) is discussed in detail. The proposed algorithm allows multiple job requests to be processed on a single node i.e each node consists of four processors. The MJ_CDT min is based on the rule that the cumulative arrival time of the next job arriving at the processor is compared with the minimum cumulative departure time of the processor. The main aim of proposed scheduling algorithm is to increase the system efficiency and to satisfy the job requirements from the available resources.
Assumptions
Let us consider the arrival time and service time of K jobs. Let these jobs be marked as .Let the interarrival time denotes the time gap between the arrivals of the job and the job into the system. These times will be generated randomly. Similarly, let denotes the service time of the Job. The service times are also generated randomly.

We will use to denote the cumulative arrival time of the 0
Fig1: Cumulative Arrival time Representation
We will assume that initially there is no queue, and all the processors are free.

is the time elapsed at the departure of the from processor.
Fig2: Cumulative Departure time Representation


Idle time is the amount of the time the processor spends while waiting for the Job no K to arrive. for the job comes then the queue length is incremented by 1.
Algorithm (pseudo code)
Step1 
Algorithm Description
In step 1 of Algorithm given in section 3.3, the user's request is processed and split into individual job requests.
Step 2, consists of list of all nodes available in the grid. The actual scheduling process starts from step 3 that is repeated for each job request. In step 4, the scheduler discovers the available resources by contacting GRD (GridResource Database).Here resources are evaluated according to the requirements in the job request and only the appropriate resources are kept for further processing.Step5 gives the number of job request.Step8 randomly take the values for the arrival times of the jobs by calling the random function and store them in an array .Step9 calculate the cumulative arrival time ) for the jobs. Step10 take the random values for the services time ) of the jobs and store them in an array .
Step 11, 12, 13 check the processors with minimum cumulative departure time. Then the Processor with minimum value of cumulative departure time (min CDT) is stored in the Step14.The processor with is selected for the allocation of the next job arriving.
Step 15 calculates the cumulative departure time.Step16 compare the cumulative arrival time of the next job arriving with the min CDT store in step 14. If the value of cumulative arrival time is greater than the min CDT then the idle time for the processor comes i.e.
is the amount of idle time processor spends while waiting for the job to arrive. Otherwise wait time for the job comes i.e. is the amount of time which job has to wait in the queue to be serviced by the processor. As a result of which queue length is incremented by one. In Step17 job is assigned to the processor.Step18 calculates the total execution time for executing the jobs.
Flowchart
Fig5: Flowchart of MJ_CDT min based scheduling algorithm
EXPERIMENTAL RESULTS FOR (MJ_CDT min )
Experiments have been carried out by using the simulated Grid computing environment by using, multiple jobs arriving at single node. In the simulation of the experiment, the arrival time and service time of jobs are generated randomly in the range of {0,100}. Table 1 gives the results of the experiment carried out for MJ_CDT min based scheduling in Grid simulated environment. Graph in Figure 8 gives the experiment results of the MJ_CDT min based scheduling.
Fig8: MJ_CDTmin based Scheduling
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COMPARISON BETWEEN MJ_CDT min AND EXISTING ALGORITHM (FCFS)
Next experiments were carried on to compare proposed MJ_CDT min algorithm with the already existing FCFS (First Come First Serve) algorithm in terms of the execution time (in secs). Since there were no results for minimizing the execution time in for existing algorithms. Hence the comparison is done only for the proposed algorithms. This is achieved with the experimental test bed by specifying deadline, while submitting the jobs. Simulation was carried out by different number of jobs varying from 1000 to 10,000. In the experimental testing heterogeneous machines were used and tested for different number of tasks/jobs. During the experiment, the comparison was carried out by considering the six different values for the Service time ( of the jobs which are as given below:-
i) Simulation with
First time, the two scheduling algorithms were compared by taking ,of integer point number generated randomly in the range and the different simulated results were generated as shown in Table 2 .
denote the service time of k th job. In the third time, value of service time is changed from 100 to 150. Table 4 and Figure 11 shows the different results generated during the experiment with It is clear from the graphs shown in Figure 15 that for the same number of jobs, the difference between the execution time in the proposed minimum cumulative departure time based scheduling algorithm (MJ_CDT min ) algorithm and existing FCFS algorithm always goes on increasing as the value of service time (ST K ) increases. Graphs in the Figure 15 also depict that as the service time goes on increasing, the proposed algorithm works better than existing scheduling algorithm. Thus, (MJ_CDT min ) shows a noticeable increase in performance than existing scheduling algorithm
vi) Simulation with
CONCLUSION AND FUTURE WORK
Resource sharing in grid environment is an inevitable task and the scheduling concept is one of the most important issues in grid computing. In this paper a job scheduling algorithm in grid environment have been presented in order to enhance the average Makespan of input jobs.This newly proposed scheduling algorithm achieves high efficiency in the Grid computing. A simulation system was developed to test the minimum cumulative departure time based scheduling algorithm in a simulated Grid environment. We used the makespan/Execution time of batch jobs as the comparison criteria. This research paper also provides the experimental details of the comparison made between the results of MJ_CDT min (minimum cumulative departure time) based scheduling algorithm and the already existing FCFS scheduling algorithm in the Grid environment. Results show that proposed meta-heuristic based algorithms perform better than the existing algorithms for Grid scheduling. The main aim of these implementations is to evaluate and validate the proposed algorithms against a benchmark to demonstrate their usability. As memory is an important resource, In future research can be done considering others factors such as memory as the resource requirement in task scheduling algorithm.
