Introduction
One of the advantages of Alignment approaches to recognition [6] is that they are guaranteed to have a worst case polynomial complexity. This is an improvement, for example, over correspondence space search methods such as Interpretation Trees [5] , which in general can have an exponential expected case complexity. At the same time, the worst case complexity for alignment can still be expensive in practical terms. For example, to recognize an object with m features from an image with n features, where the projection model is weak perspective, we must search on the order of m3n3 possible correspondences [6], where m and n can easily be on the order of several hundred. One way to control this cost is to replace simple local features (such as vertices) used for defining the alignment with larger groups (thereby effectively reducing the size of m and n ) . In 
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Problem defiinition
Our problem is to recognize a 3D object which has planar portions on its surface, using a single pair of 2D model and data views as features. Thus, we assume that at least one corresponding region (which is from a planar surface of the object) including a sufficient number of features exists in both the model and da.ta 2D views. To isolate the object regions or at least to segment the image, color and/or texture cuesIl3, 151, as well as motion cues i(e.g. [16, lo] ) can be exploited. Then, to detect the fragments from the planar surface in the partitioned image of the model, we can use the operator proposed in [ll] , which only U, 3 s two 2D iimage feature sets with correspondences. -We devise a method for finding an (alignment between features of these planar regions. It is important to stress that our method is not restricted to 2D objects. Rather it assumes that objects have planar sections, and that we are provided with 2D views of the object model that include such planar sections. Once we have solved for the transformation between model and image, we can apply it to all the features on a 3D object, either by using a full 3D model [ti] or by using the Linear Combinations method on 211 views of the object [17] . The basis for our method is the consistency of an object's structure under some simple transformation, i.e., 2D affine transformation, which describes the motion of the planar surface in space (see in detail e.g. [12, 81) :
where L is a 2 x 2 matrix and w is a 2D vector. This states the new position p' of any coplanar point p (after the motion) with respect to o,o' is described by an affine transformation, and that transformation can be found by matching a small number of points across images. The direct use of 2D affine transformations in object recognition was made earlier by Huttenlocher [6] . The issue in which we are interested is whether there are properties of the affine transformation which we can use to efficiently and reliably find the parameters of that transformation.
A class of 2D projections of planar surfaces invariant to linear transformations
In this section, we introduce a class of transformations of 2D image features from planar surfaces which yield a unique projection up to rotations in the image field, regardless of the pose of the surface in space. Mathematically, it is summarized in the following theorem(see [ll] for the proof): [Theorem 1 1 Let X be a model feature position and X' be the corresponding data feature position. We can relate these by
Now suppose both features are subjected to similar transformations
Then, if we limit T to an orthogonal matrix, a necessary and sufficient condition for these transformations to commute (i.e. to arrive at the same values for Y') for all X , X' is (see Figure 1) A = cUA-;aT ( 6 ) (7) A' = ,-U'A'-;afT where 9 and 9' are eigenvector matrices and A and A' are eigenvalue matrices of the covariance matrices of X and X' respectively, U and U' are arbitrary orthogonal matrices, and c is an arbitrary scalar constant.
The terms [ e ] + denote square root matrices [7] and [.IT means matrix transpose. 0 Furthermore, it can be shown that [ll] when (2) represents the motion of a plane, and both @ and 9' represent rotations/reflections simultaneously, and U and U' are set to some rotation matrices, then T in (5) can be constrained to a rotation matrix.
What does this imply? Suppose we have a set of model features and data features related by an affine transformation (either due to a weak perspective projection of the object into the image, or due to a linear motion of the object image between two image frames). If we transform both sets of features linearly (via (6) and (7)), by measuring properties of the distributions of the feature sets, then we derive two distributions of features that are identical up to a rotation in the image field. This implies that the transformed distributions are unique up to their shapes, and it is easy to determine the rotation that relates them. More importantly, this transformation also provides an easy method for finding the related transformation.
A physical explanation of this property is given using Figure 2 as follows. Suppose the upper pictures show the surfaces in space at the model and the data poses as well as their respective orthographic projections. Looking at the major and minor axes of the 2D model and the data, we can change the pose of the planes so that the major and minor axes have the same length in both the model and data, as depicted in the lower pictures. This is nothing but a normalization of the feature distributions, and the normalized distributions are unique up to a rotation, regardless of the pose of the plane, i.e., no matter whether it is from the pose for the model or for the data.
4
Alignment using a single 2D model view
In this section, we show how we can align the 2D model view of the planar surface with its 2D images using the tool derived in the last section.
Using the centroid of corresponding feature groups
A hindering factor in the use of the proposed transformation for recognition is the presence of perturbation of features, such as errors in locating the f e e tures, missing features, and non-planarity of the surface. To cope with this problem, we combine the proposed transformation with a centroid alignment approach. The basis of this approach is the following observation (see proof in [ll] ):
When the motion of the object in space is limited to linear transformations, the centroid of its orthographic projection to a 2D image field, i.e., centroids of image feature positions, is transformed by the same transformation as that by which each image feature is transformed. 0 Moreover, we see that when the perturbation in extracting features is zero-mean the centroid is still transformed by the same transformation. Note that these properties are generally true for any object surface and its motions. The planarity of the surface does not matter. In [14] , the use of region centroids was proposed in the recognition of planar surfaces. Unlike our approach for using feature group centroids, however, their method can only be applied to planar objects, as described in the paper.
4.2
Algorithm for recovering affine parameters
Since affine parameters can be determined from three point correspondences in the model and data, our problem becomes one of obtaining three corresponding positions in model and data, in the presence of perturbations. Based on the observation made above, we designed an algorithm for generating corresponding feature groups in the model and the data, by clustering using the ISODATA algorithm [3, 4, 91 , in which the criterion is rotationally invariant. Then we use the correspondence of centroids of a minimal number of corresponding groups to solve for the alignment parameters. We show in 
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Some results
Some empirical resu1.t~ on natural pictures show the effectiveness of the proposed algorithm for recognizing planar surfaces (see [ll] for more results). In Figures  3,4 , the upper pictureri show the edge map with detected features superimposed on the planar surface to be exploited. Those planar portions were manually extracted. Feature extractions from the gray level images were performed by combining the methods presented in [2] [6][1]. Despite possible errors in locating the features, missing features, and/or distortions of the surface from planarity, the normalized feature distributions look quite similar, as we expected (see the lower left and middle pictures). Thus, in the lower right picture, we obtain a good alignment between the model and data 2D views. 
