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Abstract
In this work, we present a probabilistic analysis of a detailed one-dimensional
biofilm model that explicitly accounts for planktonic bacterial invasion in
a multi-species biofilm. The objective is (1) to quantify and understand
how the uncertainty in the parameters of the invasion submodel impacts the
biofilm model predictions (here the microbial species volume fractions); and
(2) to spot which parameters are the most important factors enhancing the
biofilm model response. An emulator (or “surrogate”) of the biofilm model
is trained using a limited experimental design of size N = 216 and corre-
sponding to a Halton’s low-discrepancy sequence in order to optimally cover
the uncertain space of dimension d = 3 (corresponding to the three scalar
parameters newly introduced in the invasion submodel). A comparison of
different types of emulator (generalized Polynomial Chaos expansion – gPC,
Gaussian process model – GP) is carried out; results show that the best
performance (measured in terms of the Q2 predictive coefficient) is obtained
using a Least-Angle Regression (LAR) gPC-type expansion, where a sparse
Preprint submitted to Communications in Nonlinear Science and Numerical Simulation
polynomial basis is constructed to reduce the problem size and where the
basis coordinates are computed using a regularized least-square minimiza-
tion. The resulting LAR gPC-expansion is found to capture the growth in
complexity of the biofilm structure due to niche formation. Sobol’ sensitiv-
ity indices show the relative prevalence of the maximum colonization rate of
autotrophic bacteria on biofilm composition in the invasion submodel. They
provide guidelines for orienting future sensitivity analysis including more
sources of variability, as well as further biofilm model developments.






gPC, generalized Polynomial Chaos
LAR, Least-Angle Regression
PDF, Probability Density Function
RBF, Radial Basis Function
SLS, Standard Least Squares
STD, STandard Deviation
Model quantities Units
F , biofilm model operator –
z, space variable [L]
t, time variable [T ]
Xi = ρifi, concentration of ith microbial species [ML
−3]
ρi, biomass density for ith microbial species [ML
−3]
Sj, concentration of jth substrate [ML
−3]
rS,j conversion rate of Sj [ML
−3T−1]
rM,i, specific growth rate of Xi [T
−1]
ri, specific growth rate of Xi due to invasion [T
−1]
fi, volume fraction of Xi [−]
ψi, concentration of ith planktonic microbial species [ML
−3]
rψ,i, conversion rate of ψi [ML
−3T−1]
u(z, t), advective biomass velocity [LT−1]
L(t), biofilm thickness at time t [L]
Experiment quantities Units
f1, heterotrophic bacteria volume fraction [−]
f2, autotrophic bacteria volume fraction [−]
f3, inert material volume fraction [−]
S1, organic carbon concentration [gCODm
−3]
S2, ammonia concentration [gNm
−3]
S3, oxygen concentration [gO2m
−3]
kcol,2, maximum colonization rate of autotrophic bacteria [d
−1]
kψ,2, affinity-type constant for ψ2 [gCODm
−3]
Yψ,2, yield of X2 on ψ2 [−]
Uncertainty analysis variables
d, uncertain space dimension
θ, vector of input parameters of dimension d
y, vector of quantities of interest of dimension n
N , size of the training set
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1. Introduction2
Recent experimental activity has highlighted that both in natural and3
artificial environments, microorganisms preferentially exist in the form of4
self-organized assemblages termed “biofilms”, consisting of surface-associated5
communities embedded in an exopolysaccharide matrix and organized into6
microcolonies [1, 2]. The exopolysaccharide matrix corresponds to extracel-7
lular polymeric substances that are secreted by microorganisms into their8
environment and that play an important role in the cell attachment to a9
given surface and therefore in the biofilm formation. Bacteria in biofilms10
differ substantially from free-living bacterial cells through a set of emerging11
properties, including the formation of physical and social interactions, the12
enhanced rate of gene exchange and the increased tolerance to antimicro-13
bials [1]. Such complex microbial communities drive biogeochemical cycling14
processes of most elements in water, soil, sediment and subsurface environ-15
ments. They have been extensively used in biotechnological applications16
such as waste-water and solid waste treatment, drinking water filtration,17
biofuel production. Conversely, biofilms can cause persistent infections and18
contamination of medical devices and implants; they are also responsible for19
biofouling and process water contamination, quality deterioration of drinking20
water and microbially influenced corrosion.21
Many biofilm models have been proposed in the literature over the last22
decades [3, 4]. Some of them have been derived in the framework of con-23
tinuum mechanics and formulated as differential equations based on (mass,24
volume, momentum, energy) conservation principles [5, 6, 7, 8, 9, 10]. Oth-25
ers have been introduced as bottom-up models and assume biofilms to be26
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inherently stochastic living systems [11, 12, 13, 14, 15]. Still, biofilm model-27
ing remains a challenge, in particular since the biological processes involved28
in biofilm formation and growth are highly nonlinear and since there is no29
agreed-upon methodology to guide the user in the selection of the most ap-30
propriate model(s) and in the choice of the input parameters. For instance,31
no reference values have been defined for these inputs [16], while they may32
affect the nonlinear system in unpredictable ways.33
In this context, studying the sensitivity of the biofilm model predictions34
to the variability in the inputs provides a way to better understand the35
response of the model to an arbitrary choice of parameters and to highlight36
new insights into the underlying biological processes. To this aim, for each37
set of input parameters θ = {θ1 . . . θd}, the output of the model is codified38
into a set of quantities of interest y = {y1 . . . yn}, leading to the definition of39
the functional relation F40
θ ∈ Rd → y = F(θ) ∈ Rn. (1)
In the framework of uncertainty quantification [17, 18], the set of input pa-41
rameters θ is considered uncertain and the objective is to propagate the42
input uncertainties through the numerical model and to estimate the sub-43
sequent uncertainties in the quantities of interest y. In complement, global44
sensitivity analysis methods [19, 20] provide valuable ways to characterize45
the input-output model dependency F : they are helpful to derive a rele-46
vant screening of the input parameters, spot unimportant parameters and47
focus the attention on the most relevant ones. These methods can be classi-48
fied in at least three categories: variance-based sensitivity analysis [21, 22],49
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derivative-based sensitivity analysis [23, 24, 25, 26], and moment-independent50
sensitivity measures [27, 28, 29].51
Although the parameters involved in biofilm models may vary consider-52
ably and interact with each other to determine the model output, only few53
attempts have been made in the past years to apply uncertainty quantifi-54
cation [30, 31] and sensitivity analysis to biofilm models at both local and55
global levels [32, 33, 34, 35, 36, 37, 38]. Most of these studies refer to an ap-56
plication of the original Wanner-Gujer model [5], which is currently the most57
widely used biofilm model in engineering applications. This model has been58
integrated in AQUASIM [39], a computer program designed for simulating59
aquatic systems and also for performing parameter estimation and sensitivity60
analysis, see Refs. [33, 35, 36] related to global sensitivity analysis: Ref. [33]61
presents a comparison between the qualitative Morris screening method and62
the quantitative variance-based Fourier amplitude sensitivity test for a two-63
step nitrification biofilm model; Ref. [35] presents variance-based sensitivity64
analysis applied to a one-dimensional biofilm model for ammonium and ni-65
trite oxidation for varying biofilm reactor geometry; and Ref. [36] calculates66
sensitivity by performing model output linear regression for a complete au-67
totrophic nitrogen removal biofilm.68
However, Wanner-Gujer-type biofilm modeling is not detailed enough to69
study bacterial invasion mechanisms, which frequently occur and are crucial70
in most of engineering applications. To overcome this modeling limitation,71
a new class of continuum models for multi-species biofilm formation and72
growth, which explicitly accounts for invasion mechanisms, has been recently73
introduced [40, 41]. The novelty in such biofilm modeling class relates to the74
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introduction of a new state variable, which describes the concentration of75
planktonic species within the biofilm. In this framework, the diffusion of the76
free cells from the bulk liquid into the biofilm and inversely is described by a77
diffusion-reaction equation; the growth processes are governed by a system of78
nonlinear hyperbolic partial differential equations; and substrate dynamics79
are governed by a system of semi-linear parabolic partial differential equa-80
tions. All equations are mutually connected so that the resulting system of81
differential equations corresponds to a free boundary value problem, where82
the free boundary is represented by the biofilm thickness. This model for-83
mulation aims at reproducing the colonization of new species diffusing from84
bulk liquid to biofilm and the development of latent microbial species within85
the biofilm, without explicitly prescribing boundary conditions for the invad-86
ing species at the free boundary. Such boundary conditions are determined87
self-consistently by the model, instead of being set arbitrarily [42].88
This new class of continuum models can handle any number of microbial89
species, both in sessile and planktonic states, as well as dissolved substrates.90
One difficulty is that this type of model involves parameters related to species91
invasion that are rather new in the literature and whose reference values are92
not obvious to specify. To overcome this issue, we present in this study, a93
variance-based sensitivity analysis approach that makes use of the well known94
Sobol’ indices [21, 43] to identify the most important parameters related to95
bacterial invasion mechanisms. These Sobol’ indices derived from variance96
decomposition quantify the contribution of each uncertain parameter to the97
variance of the quantities of interest. One non-intrusive way to compute98
them is to build a Monte Carlo random sample of inputs and simulated99
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outputs [44]. While this approach is generic and robust, it is computationally100
expensive due to a slow rate of convergence with respect to the sample size.101
Due to the complexity of the biofilm model, this would require the order of102
104–105 biofilm model simulations and this is therefore far out of the available103
computational budget. An alternative is to derive (or “train”) an emulator of104
the biofilm model using a limited sample of inputs and simulated outputs (or105
“training set”) and taking advantage of the regularity of the model response106
F . Stated differently, the objective is to fit the emulator (or “surrogate”)107
over a dataset of biofilm model simulations and then to mimic in an accurate108
and efficient way, the model response F for any set of parameters θ without109
solving the original system of differential equations. Statistical information110
on the quantities of interest and Sobol’ indices can then be computed using111
the emulator. Emulating can be regarded as a supervised learning procedure112
and belongs to the field of machine learning [45].113
In this study, the objective is to build a surrogate that accurately repre-114
sents bacterial invasion as described by a recent multi-species biofilm model115
and use it to perform uncertainty quantification and global sensitivity analy-116
sis. In order to provide results that are not algorithm-dependent, we compare117
two families of popular surrogate models, namely generalized Polynomial118
Chaos (gPC) [46, 47, 48, 49, 50, 51] and Gaussian Processes (GP) [52, 53,119
54, 55, 56]. Comparison of gPC-expansion and GP-model have been reported120
in the literature [57, 58, 59, 60]; Ref. [59] highlights that one approach does121
not systematically outclass the other in terms of surrogate accuracy and com-122
putational efficiency, the best surrogate being application-dependent. It is123
therefore of interest to compare gPC and GP approaches for biofilm appli-124
8
cations. The training step of the surrogate requires a sampling of the uncer-125
tain input space. The GP approach is known to be more accurate for less126
structured design than tensor grid when performing sensitivity analysis [61].127
Consistently, the sampling is performed here using a low-discrepancy Halton’s128
sequence with a given budget N = 216. Due to the nonlinearities of the bi-129
ological processes involved, we investigate the impact of different choices of130
the gPC polynomial basis (full or sparse) on the surrogate performance for131
a fixed sample size N . Using a sparse polynomial basis may reduce the size132
of the stochastic problem by only selecting the most significant basis compo-133
nents, and help to better capture a complex model response to variations in134
the input parameters [62]. We consider here the least-angle regression (LAR)135
approach to build a sparse gPC basis [63, 64], which was found to provide136
the best performance among several sparse methods in Ref. [62].137
The biofilm model we use folds into the category of hyperbolic partial dif-138
ferential equations, meaning that the quantities of interest may feature sharp139
variations, possibly discontinuities, for certain part of the input stochas-140
tic space. In this situation, building an accurate surrogate that covers the141
whole input space when dealing with model nonlinearities remains a chal-142
lenge [47, 49, 50, 65]. One way to overcome this issue is to partition the143
input space, to build local surrogates and combine them into a mixture-of-144
experts model [66]. It is thus of primary interest to investigate if building145
a global surrogate is feasible for biofilm applications before moving to more146
advanced settings such as mixture of experts.147
In this work, the target problem represents a typical microbial interaction148
occurring in waste-water treatment plants. Initially, the biofilm is only made149
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of heterotrophic bacteria and latent autotrophic bacteria are present in the150
bulk liquid; then autotrophic bacteria infiltrate the biofilm, switch their state151
from planktonic to sessile mode and start to proliferate, where they meet the152
best environmental conditions for their growth. The gPC and GP surrogates153
are exploited to quantity the uncertainties in the microbial species volume154
fractions and analyze their dependency with respect to three parameters re-155
lated to the autotrophic bacterial invasion (the problem dimension is d = 3156
in Eq. 1). Note that in the literature, global sensitivity analysis and uncer-157
tainty quantification mostly deal with scalar outputs, while the biofilm model158
output here is functional with spatial and temporal discretizations, n > 1 in159
Eq. (1). Our approach consists here in building a surrogate at each time step160
of interest, over the spatial grid associated to the model output [67, 68, 20].161
The paper is organized as follows. The biofilm model is described in Sec-162
tion 2. Section 3 presents the uncertain input parameters, the quantities163
of interest, the stochastic framework and the experimental design to build164
the training set. Section 4 presents the key ideas of the gPC and GP surro-165
gates. Uncertainty quantification and global sensitivity analysis results are166
presented in Section 5. Conclusions and perspectives are outlined in Sec-167
tion 6.168
2. Biofilm model169
We present the recent continuum model [40] describing in a quantitative170
and deterministic way, the bacterial invasion in multi-species biofilms [3].171
This model essentially consists of a modified Wanner-Gujer formulation ac-172
counting for the dynamics of the invading planktonic species as well as173
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substrate diffusion, attachment, detachment, microbial growth and biomass174
spreading. Note that this model has been derived in one dimension and then175
generalized to three dimensions [4]. In the present study, we consider the176
one-dimensional model.177
2.1. Free boundary value problem178
The invasion model is formulated as a free boundary value problem for the179
three state variables: (1) the concentration of microbial species in sessile form180
Xi(z, t), i = 1, . . . , Ns, X = X1, . . . , XNs ; (2) the concentration of planktonic181
species ψi(z, t), i = 1, . . . , Ns,ψ = ψ1, . . . , ψNs ; and (3) the concentration182
of dissolved substrates Sj(z, t), j = 1, . . . , Nm, S = S1, . . . , SNm , including183
the substrates provided by the bulk liquid and the metabolic waste products184
related to microbial metabolism. Note that the state variables are functions185
of time t and space z, with z denoting the one-dimensional spatial coordinate186
assumed perpendicular to the substratum surface located at z = 0. Note also187
that for generality, both the microbial species in sessile and planktonic states188
are in number of Ns, although in most of applications Ns denotes the number189
of all particulate components, such as extracellular polymeric substance, inert190
material and all the phenotype variants of the microbial species.191
In this model, the concentration of the ith microbial species in sessile192
form Xi(z, t) reads193 
∂Xi
∂t
(z, t) + ∂
∂z
(u(z, t)Xi(z, t)) = ρi rM,i(z, t,X,S) + ρi ri(z, t,S,ψ),
Xi(z, 0) = ϕi(z), t = 0, 0 ≤ z ≤ L(0).
(2)
Equation (2) describes the growth of the ith microbial species constituting194
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the biofilm and derives from mass conservation. Biofilm expansion is driven195
by biomass accumulation. In particular, biomass spreading is modeled as196
an advective mass flux of each species. The reaction terms rM,i describe197
the growth of sessile cells (which is controlled by the local availability of198
nutrients and which is usually described as standard Monod kinetics) and199
the natural death of cells. The terms ri represent the growth rates of the ith200
microbial species due to colonization, which induces the switch of planktonic201
cells to a sessile growth mode. This phenotypic alteration is catalyzed by the202
formation within the biofilm matrix of specific environmental niches. Note203




fi = 1, (3)
where fi represents the volume fraction at a particular location that is occu-205
pied by the ith species, and where ρi denotes the biomass density for the ith206
species, usually assumed the same for all microbial species. Note that ϕi(z) in207
Eq. (2) represents the initial distribution of biofilm particulate components208
at initial time; for invading microbial species, ϕi(z) = 0. Note also that209
the advective biomass velocity u(z, t) corresponding to the velocity at which210








(rM,i(z, t,X,S) + ri(z, t,S,ψ)) ,
u(0, t) = 0, z = 0, t ≥ 0.
(4)
u(z, t) is determined by the mean observed specific growth rate of the biomass;213
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it is assumed identical for all considered species. u(z, t) also depends on the214
specific growth rates related to invasion process. The boundary condition at215
z = 0 is derived from a no-flux condition at the substratum surface.216
Moreover, the biofilm extent (or “thickness”) changes with time, i.e. L ≡217
L(t). Equation (5) governs the evolution of the free boundary, which de-218
pends on the displacement velocity of microbial biomass as well as on the219
attachment and detachment fluxes:220 
dL
dt
(t) = u(L(t), t) + σa(t)− σd(L(t)), t > 0,
L(0) = L0, t = 0,
(5)
where L0 corresponds to the initial biofilm thickness. Equation (5) is derived221
from conservation principles at global scale.222














ψi(z, 0) = ψi,0(z), t = 0, 0 ≤ z ≤ L(0),
∂ψi
∂z
(0, t) = 0, z = 0, t > 0,
ψi(L(t), t) = ψ
∗
i (t), z = L(t), t > 0.
(6)
Equation (6) governs the movement of planktonic cells within the biofilm225
matrix. The reaction terms rΨ,i represent a loss term for invading species226
when biofilm colonization occurs. DM,i denotes the diffusion coefficient of227
the ith planktonic species within the biofilm. For all considered microbial228
species, the initial concentration of planktonic cells within the biofilm is229
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usually set to 0 (implying that invasion occurs at initial time) or using a230
spatially-distributed specific function ψi,0(z). Homogeneous Neumann con-231
ditions are adopted on the substratum surface at z = 0 due to a no-flux232
condition. Dirichlet boundary conditions are prescribed at the free bound-233
ary z = L(t). The functions ψ∗i (t) represent the concentrations of planktonic234
cells within the bulk liquid; they can be prescribed or derived from mass235
conservation within the bulk liquid.236
The concentration of the jth dissolved substrate Sj(z, t) is also governed237













Sj(z, 0) = Sj,0(z), t = 0, 0 ≤ z ≤ L(0),
∂Sj
∂z
(0, t) = 0, z = 0, t > 0,
Sj(L(t), t) = S
∗
j (t), t > 0,
(7)
where the term rS,j represents the jth substrate production or consumption239
rate due to microbial metabolism, and where Dj denotes the diffusion co-240
efficient of the jth substrate within the biofilm. The initial concentration241
of the jth dissolved substrate is prescribed using the function Sj,0(z). As242
for the concentrations of planktonic species ψi(z, t), homogeneous Neumann243
conditions are adopted for Sj(z, t) on the substratum surface at z = 0 due to244
a no-flux condition, and Dirichlet boundary conditions S∗j (t) are prescribed245
at the free boundary z = L(t).246
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2.2. Autotrophic colonization247
In the present study, we consider the following target problem: the biofilm248
is constituted by three particulate components, heterotrophic bacteria X1,249
autotrophic bacteria X2, and inert material X3 (X3 directly results from the250
decay of the two active microbial species X1 and X2).251
At initial time, we assume that the biofilm is only composed of het-252
erotrophic bacteria and we enhance autotrophic colonization. We consider253
heterotrophic-autotrophic competition with oxygen as common substrate as254
in Ref. [5]. Three dissolved substrates are taken into account: organic car-255
bon S1, ammonia S2, and oxygen S3. Oxygen is used for both organic carbon256
oxidation and nitrification. Note that the waste products of the metabolic257
reactions are not explicitly modeled. The establishment and proliferation of258
X2 strictly depend on the formation of an environmental niche, where the259
growth of heterotrophic bacteria X1 is limited by the low concentration in or-260
ganic carbon. Planktonic cells ψ2 are considered for X2 as the biofilm model261
is aimed at simulating the invasion of a constituted biofilm by autotrophic262
bacteria after the establishment of a favorable environmental niche.263
The stoichiometry and the process rates required to close the model equa-264
tions (Eqs. 2–7), including the expressions for rM,i, rS,j, ri and rψ,i, are taken265
from Refs. [42, 40].266























rM,3 = kd,1X1 + kd,2X2, (10)
where µmax,i denotes the maximum net growth rate for the ith biomass, Ki,j269
is the affinity constant of the jth substrate for the ith biomass, and kd,i270
represents the decay constant for the ith biomass. The specific growth rates271
induced by the switch of the planktonic cells to the sessile mode of growth,272
also required as inputs to Eq. (2), are defined as273










where kcol,2 corresponds to the maximum colonization rate of autotrophic275
bacteria, and where kψ,2 corresponds to the affinity-type constant for ψ2.276
The conversion rates for the three substrates required as inputs to Eq. (7)277





































with Yi denoting the yield of biomass i.280
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The conversion rate of the planktonic cells associated with the ith species,281





with Yψ,i being the yield of sessile species on planktonic ones. The terms rψ,i283
represent the consumption rates of planktonic cells due to invasion process.284
rψ,i are assumed proportional to ri, meaning that they are described using285
the same Monod kinetics.286
2.3. Simulation settings287
To numerically solve the free boundary problem presented in Section 2.1288
and Section 2.2, we use a straightforward extension of the numerical method289
proposed in Ref. [69]. The method of characteristics is used to track the290
biofilm expansion. Finite difference method is adopted to solve the diffusion-291
reaction equations. We extend this method to account for the new indepen-292
dent variables {ψi}, which account for invasion processes and which satisfy293
Eq. (6); {ψi} are treated similarly as the variables {Sj} characterizing dis-294
solved substrates in Eq. (7). The solver is implemented in Matlab.295
In the present work, simulations are run for the target simulation time296
T = 15 days. The initial and boundary conditions associated with the free297
boundary problem are reported in Table 1.298
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Table 1: Initial-boundary conditions for biofilm growth, Eqs. (2)–(7).
Variable Symbol Value Unit
Initial volume fraction of f1 ϕ1(z) 1.0 –
Initial volume Fraction of f2 ϕ2(z) 0.0 –
Initial volume Fraction of f3 ϕ3(z) 0.0 –




















Initial biofilm thickness L0 300 µm
Initial concentration of S1 S1(z, 0) 0.0 gCODm
−3
Initial concentration of S2 S2(z, 0) 0.0 gNm
−3
Initial concentration of S3 S3(z, 0) 0.0 gO2m
−3
Initial concentration of ψ1 ψ1(z, 0) 0.0 gCODm
−3
Initial concentration of ψ2 ψ2(z, 0) 0.0 gCODm
−3
3. Sources of uncertainty, quantities of interest and experimental299
designs300
3.1. Functional output301
The state of the biofilm evolves in time t ∈ [0, T ] and space z ∈ [0, L(t)].302
The biofilm is characterized by biomass volume fractions, fi, i ∈ {1, . . . , Ns},303
and substrates Sj, j ∈ {1, . . . , Nm}, with Ns = 3 and Nm = 3 (see Section 2).304
Since the objective here is to analyze invasion mechanisms, we focus our305
attention on the species volume fractions fi defined in Eq. (3).306






, i ∈ {1, . . . , Ns}. (17)
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However, this choice would not show the spatial variability of the biofilm308
properties and would lead to an analysis of the different species as if the309
biofilm were concentrated in a single point. To better explore the spatial310
distribution of the biofilm species, the following discretization of the biofilm311
is proposed:312
yijk = fi(zj, tk), i ∈ {1, . . . , Ns}, (18)
where the spatial discretization is given by zj = j∆z, ∆z = L(t)/Nz and313
j ∈ {0, . . . , Nz − 1}, and where the time discretization is given by tk = k∆t,314
∆t = T/Nt and k ∈ {0, . . . , Nt − 1}.315
In particular, we consider Nt = 4 times at which the biofilm extension316
is discretized into Nz = 5 locations. Note that the inert volume fraction f3317
is retrieved by mass conservation (Eq. 3). Hence, the model output y is of318
functional type and includes the elements yijk with i = {1, 2}; j = 1, . . . , 5;319
and k = 1, . . . 4 (y ∈ Rn with n = 40) in the present study. This functional320
output is referred to as the “quantities of interest”.321
Note that the quantities of interest are considered as Lagrangian markers322
assigned to a relative position of the biofilm, whose spatial extent L ≡ L(t)323
depends on time and on the biofilm model parameters (see Section 3.2).324
3.2. Sources of uncertainty325
In biological applications, a major source of uncertainty resides in the326
parameters associated with species or substrates. In the present model-327
ing approach, parameters such as µmax,i, kd,i, Ki,j and Yi (i = 1, . . . , Ns,328
j = 1 . . . Nm) are well characterized in Ref. [5] and are therefore assigned to329
reference values. We thus shift our attention to the parameters related to330
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autotrophic bacteria biofilm invasion: kcol,2 and kψ,2 involved in r2 in Eq. (12)331
to model the growth rate of autotrophic bacteria in sessile mode on the one332
hand, and Yψ,2 involved in Eq. (16) to model the consumption rate of plank-333
tonic cells denoted by rψ,2 on the other hand. Hereafter, kcol,2, kψ,2 and334
Yψ,2 are respectively denoted by kcol, kψ and Yψ for clarity purposes. The335
uncertain input vector θ is thus defined as336
θ = (kcol, kψ, Yψ) ∈ R3. (19)
such that the problem dimension is d = 3, see Table 2.337
These parameters are not well characterized in literature and their de-338
termination still requires an accurate experimental activity based on ad-hoc339
techniques. In this work, we consider stochastic methods to represent input340
uncertainty. Thus, the uncertain input parameters are modeled by a random341
vector Θ, meaning that their values are supposed to depend on a random342
parameter ω such that Θ ≡ Θ(ω). ω is to be taken from the set of all out-343
comes Ω, which is equipped with a σ−algebra S and a probability measure344
P . The triplet (Ω,S,P) forms a probabilistic space [31].345
The functional output y is considered as an element of L2(Ω,S,P) and is346
therefore represented as a vector of stochastic process, i.e.347
Y(ω) = F (Θ(ω)) , (20)
with F the mapping of the input parameters onto the space of the functional348
output given by the biofilm model (see Eq. 1).349
Stochastic methods require to characterize the probability density func-350
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Table 2: Uniform marginal PDF associated with kcol, kψ and Yψ. Note that U(a, b)






tion (PDF) associated with the input random vector Θ denoted by ρΘ.351
We need to introduce some assumptions on the nature of such uncertainty352
sources. First, we assume the components of Θ are independent. Second, we353
consider uniform marginal PDF for each random variable Θi (i = 1, . . . , d)354
in Θ, denoted by ρΘi . The following restrictions apply: kcol > 0, kψ > 0 and355
Yψ ∈ [0; 1]; see Table 2. The objective here is to analyze under uncertainty,356
the relation between inputs Θ and outputs Y and to build an emulator of357
the relation F in Eq. (20).358
3.3. Experimental designs and databases359
A design of experiments refers to the way of discretizing the uncertainty360
space (or “hypercube”) ZΘ ∈ Rd (d = 3), in which the three parameters kcol,361
kψ and Yψ evolve. It is a way to define the N realizations of parameters362
θ, for which the biofilm model is integrated as a “black-box” to obtain the363
ensemble of N functional outputs y from which statistics can be derived.364













stands for the integration of the biofilm model F asso-366
ciated with the lth set of input parameters θ(l).367
In the present study, two databases of size N = 216 are compiled us-368
ing quasi-Monte Carlo sampling methods. They rely on low-discrepancy369
sequences to explore the hyperspace given by the support of the three PDFs370
without any bias and to capture most of the variance [70]. The first database371
built using Halton’s sampling serves as a training set and corresponds to the372
ensemble of simulations over which the surrogates are trained (Fig. 1a). The373
second database built using Faure’s sampling serves as a validation set and374
corresponds to the ensemble of simulations that is not part of the experimen-375
tal design and that is used to evaluate the surrogate accuracy (Fig. 1b).376
Note that the biofilm model features high nonlinearities. Figure 2 presents377
10 representative biofilm model snapshots at different times, (a) 5 days, (b) 10378
days and (c) 15 days. The spatial distribution of the heterotrophic bacterial379
volume fraction f1 is represented for each time, each line corresponds to a380
different realization of input parameters θ = (kcol, kψ, Yψ) that is a point of381
the Halton’s low-discrepancy sequence presented in Fig. 1a and each line is382
colored with respect to the autotrophic bacterial volume fraction f2. The383
biofilm length L(t) effectively varies with time from 0.0010 to 0.0016 m.384
4. Surrogate modeling385
We present now the methodology to build an emulator of the biofilm386
model, using gPC-expansion or GP-model. The common idea of both ap-387














































Figure 1: Cloud representation of the two databases DN with N = 216, corresponding to
different sets of the three parameters kcol (x-axis), kψ (y-axis) and Yψ (z-axis). The two
databases correspond to low-discrepancy sequences, (a) Halton’s sampling (training set)
and (b) Faure’s sampling (validation set).
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(a) Time t = 5 days
(b) Time t = 10 days
(c) Time t = 15 days
Figure 2: Time-evolving species volume fractions f1 and f2 for varying uncertain input
vector θ = (kcol, kψ, Yψ) (Eq. 19). The x-axis corresponds to the biofilm thickness L(t);
the y-axis corresponds to f1; and the colormap corresponds to f2. The simulated physical
time is (a) 5 days, (b) 10 days and (c) 15 days.
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where the coefficients {γα}α∈A and the basis functions {Ψα}α∈A are cali-390
brated using the information provided by the Halton’s training set DN with391
N = 216 (see Section 3.3).392
4.1. Generalized polynomial chaos (gPC) expansion393
4.1.1. Standard probabilistic space394
Θ is defined in the input physical space and its counterpart in the stan-395
dard probabilistic space is noted ζ = (ζ1, . . . , ζd), with ζi the random variable396
associated with the ith uncertain parameter Θi in Θ and characterized by a397
uniform marginal PDF ρΘi . The reduced variable ζi is therefore a uniform398
variable on [−1; 1]. The gPC-framework applies to the standard probabilistic399
space. The equivalent of ρΘ in the standard probabilistic space is denoted400
by ρζ. Since all input random variables are assumed independent (see Sec-401
tion 3.2), the joint PDF ρζ is the product of the marginal PDFs {ρζi}i=1,...,d.402
4.1.2. Polynomial Basis403
Θ is projected onto a stochastic space spanned by the multivariate or-404
thonormal polynomial functions {Ψα(ζ)}α∈A, with α = (α1, . . . , αd) a multi-405
index. This basis of polynomials is built with respect to the input joint PDF406




Ψα(ζ) Ψβ(ζ)ρζ dζ = δαβ, (23)
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with δαβ the Kronecker delta-function and Zζ ⊆ Rd the normalized space in408
which ζ evolves. In practice, the orthogonal basis is built using the tensor409
product of univariate polynomial functions, Ψα = ψα1 . . . ψαd with ψαi the410
one-dimensional polynomial function associated with ζi.411
We assume the model outputs are of finite variance. Hence, Y can be412
cast as a function of the reduced variables and expanded as413
Y (ω) = Fpc(Θ) =
∑
α∈A
γα Ψα (ζ(ω)) , (24)
where {Ψα(ζ)}α∈A correspond to Legendre polynomials (this is the optimal414
choice for uniform PDFs according to Askey’s scheme [71]); the total poly-415
nomial order is noted P . A truncation strategy is required to determine the416
appropriate size of the polynomial basis. Then {γα}α∈A are the unknowns417
to determine using a projection strategy to derive the emulator Fpc.418
4.1.3. Truncation strategy419
For computational purposes, the sum in Eq. (24) is truncated to a finite420
number of terms r. We compare two truncation strategies to obtain a finite421
set of multi-indices A: linear truncation on the one hand, and sparse trun-422
cation strategy on the other hand.423
424
Linear truncation strategy. The standard truncation strategy consists in425
retaining in the gPC-expansion all polynomials involving the d random vari-426
ables of total degree less or equal to P . Hence, α = (α1, · · · , αd) ∈ {0, 1, · · · , P}d.427
The number of terms is therefore constrained by the number of input random428
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variables d and by the total polynomial order P so that429
rlin = (d+ P )!/(d! P !). (25)
The corresponding set of multi-indices Alin is defined as430
Alin ≡ Alin(d, P ) = {α ∈ Nd : |α| ≤ P}, (26)
where |α| = ||α||1 = α1 + · · · + αd is the total order of the multi-index. In431
this case, we refer to the basis as the “full basis” for a given order P .432
433
Sparse truncation strategy. A sparse truncation strategy consists in reducing434
the number of terms in the gPC-expansion for a given total polynomial order435
P . One way to build a “sparse basis” (by opposition to the “full basis”436
obtained when considering a linear truncation strategy) is the LAR approach.437
The key idea of the LAR approach is to select at each iteration, a polynomial438
among the r terms of the full basis based on the correlation of the polynomial439
term with the current residual; the selected term is added to the active440
set of polynomials. The coefficients of the active basis are computed so441
that every active polynomial is equicorrelated with the current residual until442
convergence is reached. Thus, LAR builds a collection of surrogates that are443
less and less sparse along the iterations. Iterations stop either when the full444
basis has been looked through or when the maximum size of the training set445
N has been reached. More details can be found in Refs. [64, 72, 73].446
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4.1.4. Projection strategy447
In this work, for a given basis, we compute the coefficients {γα}α∈A448
through least-square minimization in a non-intrusive way, using theN -snapshots449
from the training set DN . The key idea of least-square minimization is to450
minimize the mean square error, i.e. the approximation error between the451
(exact) biofilm model evaluations and the gPC-surrogate estimations at the452
points of the training set [74].453
The unknown coefficients are gathered into a vector γ̂ = {γα}α∈A. γ̂ is454
















which is solved through classical linear algebra algorithms, i.e.456
γ̂ = (ΨTΨ)−1 ΨT Y , (28)
with Ψ the information matrix corresponding to the evaluation of the ba-457
sis polynomials at each point of the experimental design DN , i.e. Ψ =458
{Ψα(ζ(l))}α∈A,1≤l≤N , and with Y the corresponding biofilm model evalua-459
tions.460
When using non-sparse truncation, this projection method is referred to461
as the standard least-square (SLS) approach. In the LAR sparse method,462
least-square minimization is used to compute the set of active coefficients.463
Note that LAR allows the gPC-expansion to include high-order polynomials464
in the basis without generating an ill-posed problem and provides a way to465
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explore the possible nonlinearity of the model response to the input param-466
eters.467
4.1.5. Workflow468
The algorithm relative to the construction of the gPC-expansion can be469
described as follows:470
1. choose the polynomial basis {Ψα}α∈A according to the prescribed marginal471
PDFs of the inputs θ = (kcol, kψ, Yψ) ∈ R3 (d = 3);472
2. choose the total polynomial order P according to the complexity of the473
biological processes;474
3. truncate the gPC-expansion to rlin terms corresponding to the multi-475
index set Alin using linear truncation according to the problem dimen-476
sion d and the total polynomial order P ;477
4. in the specific case of LAR, find a suitable set of multi-indices A ⊂ Alin478
with a cardinality r ≤ rlin, otherwise A = Alin and r = rlin;479
5. apply least-square minimization to compute the coefficients {γα}α∈A480
using N = 216 snapshots from the simulation database DN (the exper-481
imental design is based on Halton’s low-discrepancy sequence);482
6. formulate the surrogate Fpc, which can be evaluated for any new pair483









4.2. Gaussian Process (GP) surrogate485
4.2.1. Principles486
A surrogate model using GP regression can be cast as follows:487





where Ψα is a GP calibrated from the training set DN . This GP is a ran-488
dom process indexed over the domain R3 (here d = 3), for which any finite489





1≤l≤N , share a joint Gaussian distribu-490














. In the present study, the correlation493
function π (or kernel) is chosen as a squared exponential (also known as494









where `α is a length-scale describing the model dependency between the496
input vectors θ and θ′, and where σ2α is the model output variance. In this497
framework, the surrogate is obtained as the mean of the GP resulting of498






1≤l≤N . For any θ
∗ ∈ Rd, the499
prediction of the GP-model can be obtained using Eq. (29) based on the500


































and where τ (nugget effect) avoids ill-conditioning issues for the matrix Πα.504
The hyperparameters {`α, σα, τ} are optimized by maximum likelihood ap-505
plied to the dataset DN using the DIRECT (the DIviding RECTangles) al-506
gorithm for global optimization [76].507
4.2.2. Workflow508
The algorithm relative to the construction of the GP-model can be de-509
scribed as follows:510
1. choose the kernel function πα suitable for the input vector θ = (kcol, kψ, Yψ) ∈511
R3 (d = 3) – we consider RBF in the present study, see Eq. (31);512
2. optimize the GP-hyperparameters {`α, σα, τ} associated with the ker-513
nel πα using maximum likelihood;514
3. formulate the surrogate Fgp, which can be evaluated for any new pair515








using Eq. (29) and Eq. (32).516
4.3. Numerical implementation517
In practice, the implementation of the gPC-expansion and GP-model re-518
lied on the OpenTURNS [77] Python package (see www.openturns.org); bat-519
man [78] was used to build Halton’s and Faure’s datasets.520
5. Results521
5.1. A posteriori error estimation of the surrogate models522
The construction of the surrogate model eventually introduces an approx-523











with y(l) the lth element of the Halton’s training set, ŷ(l) the corresponding525
prediction by the (gPC or GP) surrogate, and Nhalton = 216. This error526
estimator suffers from overfitting issues and may severely understimate the527
actual mean square error [63]. Moreover, the GP-model can be regarded528
as an interpolator method at the points of the training set and will always529
achieve εemp = 0 (when no noise is considered in the kernel). Note that in530
the following, for any tested configuration, we have εemp < 10
−4.531
To overcome these issues, we validate the surrogates using the Q2 predic-
tive coefficient that corresponds to a cross-validation error metric using the












with y the empirical mean over the Faure’s validation set (Nfaure = 216).532
Thus, Q2 provides a normalized estimate of the generalization error, i.e. the533
error of the surrogate when considering points outside of the Halton’s training534
set [53]. The target value for Q2 is 1.535
Figures 3–4 present the Q2 predictive coefficient along the biofilm after536
5 days, 10 days and 15 days for three different surrogates: SLS-based gPC-537
expansion (black-star line); LAR-based gPC-expansion (red-dotted line); and538
RBF-based GP-model (blue-squarred line). Figure 3 is obtained when con-539
sidering the species volume fraction f1 – heterotrophic bacteria – as model540
output; Fig. 4 is the counterpart of Fig. 3 for f2 – autotrophic bacteria. Re-541
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sults show that the LAR gPC-expansion features the best performance with542
a Q2 close to 1 over the whole time period and all along the biofilm thick-543
ness. The SLS gPC-expansion is subject to significant error after 10 days544
and 15 days, when the biological processes at play become more complex.545
Note that the minimum value for Q2 moves along the biofilm over time, with546
Q2 going down to 0.6 at z ≈ L/4 after 10 days and 0.82 at z = 2/4L after547
15 days. The GP-model achieves intermediate accuracy between LAR-based548
gPC-expansion and SLS-based gPC-expansion; the corresponding Q2 being549
at minimum equal to 0.9 when it reaches 0.6 for SLS-based gPC-expansion550
after 10 days. After 15 days both LAR-based gPC-expansion and GP-model551
feature similar performance.552
Figure 5 presents the polynomial terms that are retained in the LAR553
gPC-expansion built to emulate the species volume fraction f1 at a particular554
location of the biofilm (z = L(t)/4); time evolution of these polynomial terms555
is presented (after 5, 10, 15 days). Note that we consider the case z = L(t)/4556
since the LAR gPC-surrogate tends to outperform the SLS gPC-surrogate557
and the GP model at this location (see Fig. 3). Each active polynomial Ψα is558
associated with a colored symbol, where the color represents the magnitude559
of the coefficient γα. The x-/y-/z-axis of the plots represent the degree of the560
polynomial. We observe that LAR offers some flexibility (due to the sparse561
structure of the polynomial basis) to integrate high-order polynomial terms562
in the gPC-expansion, in particular along the direction associated with the563
parameter kcol (x-axis), where polynomial degrees go up to 14 after 10 days.564
The full basis considered in the SLS gPC-surrogate cannot include these565
terms due to the limited size of the training set (N = 216, implying that566
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P ≤ 5). The increase in complexity of the biofilm structure with respect to567
time is evidenced by the increasing number of terms retained in the gPC-568
expansion over time.569
In summary, the sparse truncation strategy underlying the LAR-based570
gPC-expansion seems to provide a clear advantage to build an emulator of571
the biofilm model. The magnitude and number of LAR gPC-coefficients give572
insight into the complexity of the biological processes occurring in multi-573
species biofilm; this complexity growing over time. The latter can only be574
captured by a flexible adaptative surrogate approach that identifies inline575
the required polynomial degree to accurately capture the system dynamics.576
The following analysis is therefore carried out using the standalone LAR577
approach.578
5.2. Uncertainty quantification of the biofilm model predictions579
Using the LAR gPC-expansion, the statistics of each quantity of interest580
y can be derived analytically from the coefficients {γα}α∈A. The mean value581
µy and STD σy of y can be estimated as582






The PDF of each quantity of interest is retrieved through kernel smoothing583
techniques by sampling the uncertain input space ZΘ using 10,000 members584
based on Monte Carlo random sampling and by evaluating the LAR gPC-585
expansion for all these points.586
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Figure 6 presents the PDF of the species volume fractions f1 and f2 with587
respect to the biofilm thickness L(t), along with the mean (solid line) and588
STD (dashed lines); each panel from left to right corresponds to a different589
time step over the 15-day time period under consideration. Results show that590
the uncertainty on the model output is driven rightwards as the simulation591
runs forward in time: after 5 days the largest variance is observed near592
z = L(t)/4 and moves to z = 3/4L(t) after 15 days. The same trend is593
observed for both species volume fractions f1 and f2.594
The fact that the central part of the biofilm is subject to the highest595
level of uncertainty can be interpreted as the increase in complexity of the596
biofilm structure, which is correlated to the establishment of the invading597
species, is essentially due to the niche formation occurring far from the biofilm598
boundaries (substratum surface on the left and bulk liquid on the right).599
Recall that the adopted boundary conditions refer to a fixed bulk liquid600
concentration at z = L(t) as well as a no-flux condition at z = 0 (see Table601
1). Figure 7 shows the trends for the three substrates Sj (j = 1, . . . , 3)602
over time; the organic carbon S1 and the oxygen S3 feature a significantly603
reduced spread at the bottom of the biofilm, independently of the choice of604
the input vector θ. This is due to a combined effect of substrate diffusion and605
microbial metabolism, which leads to the decrease of substrate concentration606
with respect to the constant value prescribed at the bulk liquid interface.607
More specifically, S1 is mainly consumed in the outermost part of the biofilm608
and tends to become zero in the central part of the biofilm where the invading609
species finds favorable environmental conditions for its growth. Moreover, S3610
is completely depleted in the inner part of the biofilm and thus the microbial611
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complexity due to the invasion process is significantly reduced at the bottom612
of the biofilm. Note that all the results have been obtained for a specific case613
study, reproducing a typical microbial interaction occurring in waste-water614
treatment plants, which is of relevant interest for engineering applications.615
Diverse boundary conditions may lead to different invasion processes and616
thereby to different uncertainty quantification results.617
It is worth mentioning that some PDFs associated with f1 and f2 have618
more than one mode, see for instance Fig. 8 corresponding to the PDF of619
the autotrophic species volume fraction f2 at z = L/4 after 10 days. This620
bimodal PDF has a physical explanation: for the given range of the input621
parameters under consideration, the autotrophic invasion at some location622
features two distinct behaviors, either a successful or unsuccessful niche for-623
mation. Ad-hoc simulations (data not shown) confirmed this switch from624
unsuccessful to successful colonization, mainly due to the adopted value of625
kcol.626
5.3. Analysis of the biofilm structure627
Using the Halton’s training set, we can compute the covariance matrix628
Cyy ∈ RNz×Nz , also known as dispersion matrix, to characterize the covari-629
ance between the model state y at different locations z ∈ [0, L(t)] at a given630




















ijk}j=1,··· ,Nz is the vector containing the ith quantity of interest632
yijk at a given time index k for the ensemble member l. In this matrix, the633
diagonal terms correspond to the variance of the model state variable at a634
given location j. The off-diagonal terms represent the covariances in the635
model state variable between two locations along the z-axis. The covariance636
matrix is symmetric by definition. By normalizing the covariance matrix637
by the variance, we can derive the correlation matrix shown in Fig. 9 (by638
definition diagonal terms are equal to 1). One column of the correlation639
matrix therefore provides the correlation function of a particular point with640
the rest of the z-axis.641
Figure 9 presents the evolution of the correlation matrix over the 15-day642
time period for both f1 and f2 state variables. Results show that at early643
times (after 5 days), the biofilm can be considered as a single entity with644
respect to its internal structure since the correlation factor is very high (above645
0.99 for both f1 and f2). At later times, the internal structure becomes more646
complex and decorrelates. This evolution is due to the growth in spatial647
complexity of the biofilm, with the mechanism of autotrophic invasion that648
alters the species composition of the biofilm in a non-linear way via niche649
formation. This is inline with the complex structure of the LAR polynomial650
basis presented in Fig. 5, which includes for instance high-order polynomial651
terms in the three directions kcol, kψ and Yψ.652
In summary, the spatial structure of the biofilm after 10 days seems to653
be organized as two main clusters: one related to the lack of substrates at654
z = 0 (the blue cluster at the bottom-left corner of the correlation matrix655
in Fig. 9), a second one related to the fixed bulk concentration of substrates656
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at z = L(t) (the blue cluster at the top-right of the correlation matrix in657
Fig. 9).658
5.4. Input-output sensitivity analysis659
Sobol’ indices [21, 43] are commonly used for global sensitivity analysis660
based on variance decomposition. They provide the quantification of how661
much of the variance in the quantity of interest is due to the spread in the662
uncertain input parameters assuming these random variables are indepen-663








Vij(Y ) + · · ·+ V1,2,...,d(Y ), (40)
where Vi(Y ) = V [E(Y |Θi)], Vij(Y ) = V [E(Y |Θi,Θj)]−Vi(Y )−Vj(Y ) and666
more generally,667
VI(Y ) = V [E(Y |ΘI)]−
∑
J⊂I s.t. J 6=I
VJ(Y ), ∀I ⊂ {1, . . . , d} (41)
Based on this variance decomposition, the first-order Sobol’ index Si associ-





and corresponds to the ratio of the output variance V(Y ) that is uniquely
due to the ith input parameter; Si ranges between 0 and 1. The correspond-
ing total Sobol’ index STi measures the whole contribution of the ith input
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parameter (including interaction with other parameters of Θ) on the output






By definition, STi ≥ Si. If both first-order and total indices are not equal,668
this indicates that the input parameter Θi has some interactions with other669
parameters of Θ to explain the output variance.670
In practice, for the LAR gPC-expansion, the first-order and total Sobol’671
indices are directly derived from the gPC-coefficients, for instance the first-672






αi>0 and αk 6=i=0
γ2α, (44)
with σy the output STD computed using Eq. (38).674
Figure 10 presents the first-order and total Sobol’ indices obtained with675
the LAR gPC-expansion related to the autotrophic bacteria volume fraction676
f2. These indices are presented at different times t ∈ {5, 10, 15 days} (from677
left to right panels), and at different locations along the biofilm thickness678
z ∈ {0, L/2, L} (from top to bottom panels).679
Results clearly show the prevalence of the input parameter kcol with Sobol’680
indices close to 1 for all times and locations. From a physical viewpoint, kcol681
is therefore a key parameter to represent colonization by autotrophic species682
X2 at the expense of heterotrophic species X1. It reproduces the attitude683
of microrganisms to switch their state from planktonic to sessile. That is,684
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kcol represents the key parameter for the invasion phenomenon to occur, so685
changes in Yψ and kψ have a negligible effect on the overall invasion process.686
The concurrent presence of planktonic species and specific environmental687
niches allows the invasion to occur only when the planktonic species are688
characterized by significant values of the colonization rate for the investigated689
simulation times. These results inform us about which measurements should690
be improved to use the invasion modeling for a better understanding of the691
colonization process overall.692
This is inline with the high-order terms retained in the LAR polynomial693
basis in the direction of kcol (see Fig. 5). The total polynomial order of the694
sparse gPC-expansion is due to kcol: kcol is associated with polynomial terms695
of degrees up to P = 14 after 10 days and P = 12 after 15 days.696
Note that similar sensitivity is observed along the biofilm thickness after697
5 days (first column of panels in Fig. 10), which is consistent with the uniform698
correlation matrices obtained at the same time in Fig. 9 and the subsequent699
interpretation: the biofilm can be considered as a single entity at early times.700
In complement, the sensitivity of the model output to the parameters701
kψ and Yψ is slightly higher after 15 days than after 5 days (10
−2/10−3), in702
particular in the first portion of the biofilm (z ≥ L/2). These results are also703
consistent with the two clusters observed in the correlation matrices after704
15 days in Figure 9. The biofilm is gaining in spatial complexity as time705
advances: more parameters with respect to the standalone kcol could act on706
the spatial distribution of the invading species. Results show that the input707
parameter kψ is usually more influential than Yψ, especially at z = L (third708
row of panels in Fig. 10), even though the relevance of these parameters is of709
40
several orders of magnitude below that of kcol (about 10
−4). First-order and710
total Sobol’ indices are not identical, implying that some interactions occur711
between the three parameters.712
Note that at location z = L, we obtain nearly constant Sobol’ indices over713
time. This is due to the constant boundary conditions imposed at the bulk714
liquid interface. In contrast, in the central part of the biofilm (second row715
of panels in Fig. 10 corresponding to z = L/2), where the niche formation716
takes place, the sensitivity of the model output to Yψ becomes higher than717
that of kψ for long times.718
6. Conclusions719
In this work, uncertainty quantification and global sensitivity analysis720
non-intrusive methods were applied to a novel and promising multi-species721
microbial biofilm model, which explicitly accounts for bacterial invasion pro-722
cesses. Invasion can rapidly alter biofilm populations and could even result723
in the loss of the resident species. It is therefore a key biological process724
that requires deeper understanding to improve engineering design. For in-725
stance, the continuum biofilm model could be helpful to predict the optimal726
operational conditions (dilution rates, oxygen concentration, carbon addi-727
tion, etc.), which favor the establishment of a specific microbial syntrophy728
between resident and invading species.729
We considered here the invasion by autotrophic bacteria of a heterotrophic730
biofilm. Initially present in the bulk liquid, autotrophic bacteria infiltrate the731
biofilm, switch their state from planktonic mode to sessile mode and start to732
proliferate, where and when they meet the best environmental conditions to733
41
enhance their growth. Heterotrophic-autotrophic competition for oxygen is a734
well-known biological process, which occurs for instance in the aerobic units735
of waste-water treatment plants. Heterotrophic bacteria conventionally oxi-736
dize organic matter into carbon dioxide, while autotrophic bacteria convert737
ammonium into nitrite and nitrate. The successful contextual removal of or-738
ganic carbon and ammonium depends on the establishment of a multi-species739
biofilm constituted by both the microbial species. The growth of autotrophic740
bacteria strongly depends on the formation of an environmental niche, where741
the heterotrophic bacteria are out-competed.742
The simulation of these biological processes is directly affected by the743
choice of the biofilm boundary conditions as well as by the range of varia-744
tion of the input parameters, in particular those related to the planktonic745
species. The present study focused on the sensitivity of the autotrophic and746
heterotrophic bacteria volume fractions to the parameters characterizing the747
colonization rate of autotrophic bacteria and the consumption rate of plank-748
tonic cells, i.e. θ = (kcol,2, kψ,2, Yψ,2) ∈ R3. This sensitivity has been measured749
here through the computation of spatial and temporal Sobol’ indices using a750
cost-effective surrogate.751
It is worth mentioning that Sobol’ indices measure the relative contri-752
bution of a given parameter on the output variance among the perturbed753
parameters and of its possible interactions with other parameters. The sen-754
sitivity analysis results therefore depend on the choice of θ. The biofilm755
model may depend on a rather large set of parameters, even on those that756
were fixed to nominal values in this work. For this reason, the output vari-757
ance obtained here is necessarily a fraction of the potential variance that758
42
could be measured for a fully randomized model.759
We presented a detailed analysis of the surrogate performance for a given760
simulation budget N . Two families of surrogates, gPC-expansion and GP-761
model, were compared in terms of Q2 predictive coefficient. One difficulty762
in building surrogates is the choice of the basis. In particular, for gPC-763
expansion, the choice of the total polynomial order P and of the basis com-764
ponents (full basis with all elements of degree less or equal to P , or sparse765
basis) is an essential step to insure the surrogate accurately represents the766
model response over the whole input parameter space. In the present test767
case, the LAR gPC-expansion was found to be the best emulator of the768
biofilm model over the different time snapshots and biofilm locations, the769
sparse basis providing more flexibility on the total polynomial order for each770
input parameter than the full basis. The sparse basis is then an asset to771
fit the nonlinear biological processes with a limited training set. A single772
global surrogate was enough to achieve the target Q2 criterion for the LAR773
gPC-expansion.774
This investigation carried out via the LAR gPC-expansion provided new775
insights into the biofilm invasion mechanisms.776
First, the spatial correlation functions along the biofilm thickness highlighted777
the temporal changes in the biofilm structure: the young biofilm (after a few778
days) featured some homogeneity in its spatial structure but the mature779
biofilm (after ten-to-fifteen days of growth) lost spatial correlation due to780
the increase in complexity of the biological processes involving niche forma-781
tion and ongoing resident/invading species competition.782
In complement, Sobol’ sensitivity indices highlighted the key role of kcol,2,783
43
which represents the maximum colonization rate of autotrophic bacteria and784
which outclasses by several orders of magnitude the contribution of kψ,2785
(affinity-type constant for planktonic species associated with autotrophic786
bacteria) and Yψ,2 (yield of sessile species on planktonic ones for autotrophic787
bacteria). This prevalence of kcol,2 is not only related to its key role in reg-788
ulating the switch from planktonic to sessile modes of growth, but also to789
the specific setting of the case study. A relative increase in the relevance of790
(kψ,2, Yψ,2) was noticed as biofilm increased in complexity over time.791
Finally, the PDF and statistics of the biofilm state provided an interesting792
viewpoint on the biofilm structure and its temporal evolution. While the793
mean values retrieved autotrophic invasion trends already documented in794
Ref. [40], the present study found that the invading and resident species con-795
centrated both their variance in the central part of the biofilm, far from the796
free boundary, where restrictive conditions on substrates have been imposed,797
and far from the inert surface, where lack of substrates limited the variability.798
The variance trends showed for both heterotrophic and autotrophic species,799
a shift in the location of the maximum spread towards the free boundary800
L ≡ L(t) for increasing time t.801
Uncertainty and global sensitivity analysis is found to be a promising way802
to identify the most influential parameters in any given regime or application803
scenario and to quantify their effects on the biofilm structure and evolution.804
More generally, this provides guidelines to orient further biofilm model devel-805
opments and design in the long-term prediction capability that could answer806
some of the medical, environmental and industrial issues related to bacte-807
rial invasion. Further work might be related to the extension of the present808
44
analysis to more complex biological situations, which are related to the dis-809
persal phenomenon and involve the modeling of planktonic species dynamics810
in multi-species biofilm.811
The key idea of this work was to set a methodology to apply sensitivity812
analysis to biofilm modeling, with particular attention to the integration of813
new variables and parameters into existing models. Sparse surrogates are814
a way to address high-dimensional problems, in particular when the size of815
the training set is limited. So future work might extend the LAR-based816
analysis to a wider set of perturbed parameters to provide a more complete817
quantification of the output variance and a more general sensitivity analysis.818
A meaningful follow-up will be to analyze model output sensitivity while819
varying the literature parameters as indicated by specific experimental and820
computational results, in order to assess the potential interactions among821
all the parameters and their effect on the invasion process. In addition, the822
sensitivity analysis results might be used to infer the formulation of a proper823
biofilm model calibration protocol for the invasion phenomenon.824
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[49] B. Després, G. Poëtte, D. Lucor, Robust Uncertainty Propagation1003
in Systems of Conservation Laws with the Entropy Closure Method,1004
Springer International Publishing, 2013, pp. 105–149. doi:10.1007/1005
978-3-319-00885-1\_3.1006
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Figure 5: Sparsity plots representing the magnitude of the LAR gPC-coefficients {γα}α∈A
with respect to the three-dimensional input space, θ = (kcol, kψ, Yψ) (d = 3) and time
evolution from 5 to 15 days (from top to bottom panels). x-, y- and z- axis correspond
to the polynomial degrees of the gPC-expansion terms associated with kcol, kψ and Yψ,
respectively. The gPC-expansion under consideration represents the model response for
the species volume fraction f1 (heterotrophic bacteria) at z = L(t)/4. The color of the




























































































































































































































































































































































































































































































































































































































































































































Figure 8: Bimodal PDF of the autotrophic species mass fraction f2 at location z = L/4




















































































(f) f2, t = 15 days
Figure 9: Spatial correlation matrices for species volume fractions f1 (top panels) and
f2 (bottom panels) evolving over time (5 days to 15 days from left to right panels) and




































































































(i) t = 15 days, z = L
Figure 10: First-order and total Sobol’ indices (in logarithmic scale) associated with uncer-
tain parameters θ = (kcol, kψ, Yψ) and species volume fraction f2 (autotrophic bacteria).
Time evolution from 5 to 15 days of biofilm growth is presented from left to right panels;
spatial distribution along the biofilm thickness (0 ≤ z ≤ L(t)) is presented from top to bot-
tom panels. For each panel, light gray colors correspond to first-order Sobol’ indices; dark
gray colors correspond to total Sobol’ indices; and indices are presented in the following
order from left to right bars: kcol, kψ, Yψ.
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