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A B S T R A C T   
While humans have developed a sophisticated and unique system of verbal auditory communication, they also 
share a more common and evolutionarily important nonverbal channel of voice signaling with many other 
mammalian and vertebrate species. This nonverbal communication is mediated and modulated by the acoustic 
properties of a voice signal, and is a powerful – yet often neglected – means of sending and perceiving socially 
relevant information. From the viewpoint of dyadic (involving a sender and a signal receiver) voice signal 
communication, we discuss the integrated neural dynamics in primate nonverbal voice signal production and 
perception. Most previous neurobiological models of voice communication modelled these neural dynamics from 
the limited perspective of either voice production or perception, largely disregarding the neural and cognitive 
commonalities of both functions. Taking a dyadic perspective on nonverbal communication, however, it turns 
out that the neural systems for voice production and perception are surprisingly similar. Based on the interde-
pendence of both production and perception functions in communication, we first propose a re-grouping of the 
neural mechanisms of communication into auditory, limbic, and paramotor systems, with special consideration 
for a subsidiary basal-ganglia-centered system. Second, we propose that the similarity in the neural systems 
involved in voice signal production and perception is the result of the co-evolution of nonverbal voice production 
and perception systems promoted by their strong interdependence in dyadic interactions.   
1. Introduction 
Communication, through which living beings signal information to 
and receive information from other social agents, was a catalyzer for 
evolution. Among the most powerful means of conveying information in 
vertebrate species is auditory vocal signaling and communication, up to 
the most evolved form of human speech and language (Hauser et al., 
2002; Rauschecker, 2018; Scott, 2019). While humans would seem to 
communicate information mostly using verbal messages, the voice as a 
carrier of speech can additionally convey rich information beyond and 
above speech, which is highly relevant for and can directly modulate any 
social interaction (Argyle, 1972; Bachorowski and Owren, 2003; Daw-
kins and Krebs, 1978), such as emotional voice signals (Arnal et al., 
2015; Panksepp, 2003; Parsons et al., 2014). This “nonverbal auditory 
communication” (Argyle, 1972; Rauschecker and Scott, 2009) has major 
communicative functions in human primates, but is critically also shared 
with many nonhuman species in the evolutionary linage. With the 
notion of “nonverbal auditory communication” we mainly refer to basic 
nonverbal expressions free of any speech-like content and structure, but 
also to acoustic vocal intonations and modulations that are super-
imposed on speech and speech-like material especially in humans. This 
latter paraverbal or paralinguistic level of nonverbal communication 
seems reserved for humans, but uses a similar acoustic encoding of 
meaning as for nonverbal expressions. 
Researchers so far have focused on establishing neurocognitive and 
neurobiological models concerning the verbal channel for speech pro-
cessing (Friederici, 2011; Hickok and Poeppel, 2007). By contrast, 
comprehensive models for the second channel of nonverbal auditory 
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communication are rare and partly incomplete. Existing models also do 
not fully cover all aspects defining dyadic, interactive, and dynamically 
adapted voice signal communication (Ackermann et al., 2014; Hage and 
Nieder, 2016; Petkov and Jarvis, 2012). Especially, these models have 
mostly focused on either voice signal production or perception, without 
modeling these two processes in a unified theoretical approach. 
In the present review, we outline a comprehensive neurobiological 
and neurocognitive model of nonverbal auditory communications 
including two major features. First, beyond a sketch of solitary processes 
of voice signal production in senders and voice signal perception in 
listeners, we understand voice communication as a dyadic interaction in 
a minimal sense, with mutual interactions between a sender and a 
listener (Stephens et al., 2010). This perspective assumes that voice 
communication systems did not evolve for the sender to simply express 
voice information, but for the effects of the perception of these vocali-
zations in listeners (Ehret et al., 2006). An angry vocal burst (Grandjean 
et al., 2005; Korb et al., 2014), for example, would be quite useless in 
itself, but is rather intended to cause some defensive and mindful re-
actions in listeners (Frühholz et al., 2015c). 
Second, as we will comprehensively outline in this review, the neural 
mechanisms of producing voice signals share many similarities with the 
neural mechanisms of perceiving such signals. Voice production and 
perception may thus have co-evolved being mutually conditioned on 
each other. Efficient voice signal perception may need to consider the 
mechanism of how voice signals are produced (Goldman and Sripada, 
2005; Niedenthal, 2007), and vice versa. 
In this review, we accordingly describe the neurobiological mecha-
nisms of voice signal production and voice signal perception. Our 
Fig. 1. A neural model of nonverbal auditory communication. 
(a) Neural mechanisms during the production of a variety of voice signals. In mammals and especially in humans, voluntary control over vocal motor execution 
(black lines) is centered on the primary motor cortex (M1) that controls motor nuclei in the brain stem (RF, NA, motor brainstem nuclei) with direct control over NA 
in human primates (dashed black line). These brainstem nuclei control respiration (RF) and vocal tract musculature of the larynx (NA) and the articulators (tri-
geminal, facial, and hypoglossal brainstem motor nuclei). M1 is influenced by anterior regions in inferior frontal cortex (PMC, PFC), while M1 influences signal in the 
anterior cingulate cortex (ACC). Involuntary triggering of voice signals is driven by a second network (orange) centered on the ACC. The ACC is connected to the 
midbrain region PAG either directly or via the amygdala and hypothalamus. The PAG finally influences again the RF. Unlike in nonhuman primates, vocalizations in 
human primates potentially involve additional cortical and subcortical loops supporting vocal flexibility and learning. One important loop involves the BG system as 
a subsidiary system to the paramotor system, which has been centrally implicated in vocal learning in songbirds, with evidence for a potential involvement in 
nonhuman primates still missing. 
(b) Voice signals produced by the sender figure as distal cues encoded in specific acoustic voice features; these features express information concerning attributes, 
traits, and states of the sender. These acoustic voice features are transmitted via different media and then perceived by a listener. Once transmitted, the acoustic voice 
features figure as proximal cues to listeners, which perceived these signals and attribute meaning to them. 
(c) Neural mechanisms and network in listeners during the perception of voice signals. Auditory voice signals are processed along the ascending auditory pathway 
finally reaching the low-level (A1) and high-level auditory cortex (STS). From ST two streams emerge: an antero-ventral stream originating in anterior STS that 
supports the identification of different vocal information, including socio-affective meaning (Amy), sender identity (TP), and referential meaning (vlPFC), and a 
postero-dorsal stream originating in posterior STS for the encoding of auditory-motor information, including temporal information (PMC). 
(d) Voice signals produced by a sender are not only perceived by listeners, but also by the sender. During the production of voice signals, senders receive two types of 
vocalization feedback at the auditory and at the somatosensory level. During voice production, efference copies of motor vocalization plans are stored in the frontal 
cortex (PMC, PFC) and incoming auditory and somatosensory information is compared against them; a difference between motor plans and feedback signals indicates 
vocalization errors and leads to corrections. 
Abbreviations: A1 primary auditory cortex, ACC anterior cingulate cortex, Amy amygdala, BG basal ganglia, BS brainstem, HC hippocampus, Hy hypothalamus, LTM 
long-term memory, M1 primary motor cortex, NA nucleus ambiguus, PAG periaqueductal gray, PN pontine nuclei, Pd pallidum, PFC prefrontal cortex, RF reticular 
formation, S1 primary somatosensory cortex, Str striatum, ST superior temporal cortex, STS superior temporal sulcus, Thal thalamus, TP temporal pole, PMC pre-
motor cortex, WM working memory. 
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starting point will be current neural models of voice signal perception, 
such as the dual-stream model of voice signal analysis (Rauschecker, 
2018; Romanski et al., 1999), models of socio-affective voice analysis 
(Belin et al., 2004; Frühholz et al., 2016b), and models of voice signal 
production (Frühholz et al., 2014a; Hage and Nieder, 2016). Given these 
previous models, which tend to focus only on one side of communica-
tion, we will argue towards an integrative perspective combining both 
production and perception aspect in nonverbal auditory communica-
tion. Our neurocognitive model of nonverbal auditory communication 
thus takes both the side of the sender and the listener into account 
(Fig. 1). While we primarily focus on human nonverbal auditory 
communication, we also link this perspective to primate communication 
in monkeys (Fig. 4) as well as to vocal signaling in songbirds (Fig. 5). 
2. What information is encoded in nonverbal voice information? 
For verbal voice communication, the nonverbal channel is a 
compulsory companion on which a sender volitionally (voluntarily) or 
spontaneously (involuntarily) sends additional nonverbal information, 
and on which listeners volitionally or spontaneously decode relevant 
information. This nonverbal channel can also be used for communica-
tion in the absence of languages, such as in nonhuman primates and 
other vertebrate species. To the extent that the nonverbal auditory 
channel is not redundant with the verbal channel, it should be of 
genuine relevance for any social interaction. 
Although it seems difficult to give a full description and a compre-
hensive taxonomy of the information encoded in nonverbal voice sig-
nals, a possible five-class taxonomy might include (a) physical attributes 
of the sender (e.g. sex, age, height), (b) information with basic (e.g. 
affective state, trustworthiness) or (c) complex social information (e.g. 
power, competence), (d) health-related attributes (e.g. temporary or 
chronic diseases), and (e) non-arbitrary referential meaning to objects 
and environmental states (e.g. dangerous animals, delicious sweets) 
(Fig. 2). This taxonomy has some rationale given that this potentially 
relates to different dynamics in a brain network involved in their pro-
duction and their perception, as discussed below. 
Physical attributes of the sender comprise the first category, and they 
are expressed in voice signals concern features many of which are 
implicitly relevant for vocal social interactions, such as sex, age, height, 
identity, attractiveness, or mating state. These are often expressed 
involuntarily, but under certain conditions may be subject to signal 
disguise or enhancement. A suspect in a police investigation might try to 
change and disguise some physical voice features when vocal samples 
are used as evidence in an investigation (Zhang and Tan, 2008). Voice 
signals that indicate the sender’s sex, masculinity/feminity or body size 
may be enhanced in the context of mating or competition (Fraccaro 
et al., 2011; Hughes et al., 2010; Pisanski et al., 2016). Like physical 
voice features, indicators of health status of the sender are also mostly 
expressed involuntarily, and may result from somatic and psychological 
disorders. A prominent example is the dysprosodic voice of patients 
suffering from Parkinson’s disease, leading to a monotonic vocal tone 
(Arnold et al., 2014). While such voices may convey dynamic social 
information less prominently, they may provide substantial information 
about a sender’s health status. 
Basic and complex social signals are often expressed with a higher 
degree of intent. Basic social signals concern domains that are imme-
diately and directly relevant for social interactions and are immediately 
perceived, such as vocal affect (Banse and Scherer, 1996; Frühholz et al., 
2016b), trustworthiness (Belin et al., 2017; O’Connor and Barclay, 
2017; Oleszkiewicz et al., 2017), sexual selection signals (O’Connor 
et al., 2011; Puts et al., 2012; Sulpizio et al., 2015), or linguistic/dialect 
affiliation (Bestelmeyer et al., 2015). Complex social information also 
considerably influences social interaction, but are more strongly driven 
by societal and cultural display rules, such as vocal signs of power and 
dominance (Ko et al., 2015; McAleer et al., 2014), attitude (Monetta 
et al., 2008; Pell, 2006), competence (Nelson et al., 2016; Oleszkiewicz 
et al., 2017; Sei Jin Ko et al., 2009; Tigue et al., 2012), lying and 
deception (Anolli and Ciceri, 1997; Rigoulot et al., 2014), sarcasm 
(Cheang and Pell, 2008), social status (Leongómez et al., 2017), and 
kinship (Levréro et al., 2015). These vocal signals can also be used in a 
more strategic manner in certain contexts. Politicians, for example, may 
modulate their voice features to sound more competent and eligible 
(Tigue et al., 2012). 
The last category includes voice signals with non-arbitrary referen-
tial meaning to objects and environmental states. Senders may use 
certain voice signals and voice features to refer to the presence and 
location of another person or object in a certain situation. Voice signals 
might also index a certain environmental state, such as danger or safety 
in natural and societal contexts. Some nonhuman primates, for example, 
have voice calls to differentiate predators (Seyfarth et al., 1980) and 
their location (Cäsar et al., 2013). Human primates might also use a 
repertoire of nonverbal signals to signify the affective relevance of 
certain contexts (Anikin et al., 2018), such as voice signals of pre-verbal 
infants (Kersken et al., 2017). 
Across these categories of nonverbal voice information, an important 
issue concerns how much each information is expressed volitionally or 
spontaneously by the sender, and how much of these expressions can be 
adapted to the context. Physical voice features and health-related 
Fig. 2. Transmission, modulation, and perception of voice signal information. 
A wealth of socially relevant information can be expressed in nonverbal voice signals (left panel) concerning physical attributes of the sender, basic and complex 
social information, and signs of the health and disorder status of the sender. Before voice signals are decoded and perceptually recognized by listeners (right panel), 
these expressed voice signals may receive some modulation and filtering by the senders, the context and medium of transmission, and the attributes of the listeners. 
Therefore, the signal perceived by listeners can be a degraded or modulated version of the signal expressed by the sender. The sender, in turn, may receive in-
formation about this modulation and filtering of the original vocalization by feedback signals received at several levels. 
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attributes, for example, concern mostly anatomical features which are 
largely expressed involuntarily; these can only marginally be adapted to 
contextual conditions. Contrarily, some complex social voice informa-
tion and referential voice information is expressed volitionally to a 
larger degree and is often adapted to the context and to cultural display 
rules. A mixed mode between volitional and spontaneous expressions of 
voice signals concerns vocal mimicry and imitation. Infants, for 
example, show vocal mimicry of their caregivers (Poulson et al., 1991), 
songbirds imitate vocal models and tutors (Bolhuis and Gahr, 2006), and 
Karaoke-singers imitate the singing voice of another person (Mantell and 
Pfordresher, 2013), demonstrating that vocal imitation can range from 
spontaneous to volitional imitation. We will discuss these important 
topics of voluntariness, adaptation, and mimicry throughout this review. 
3. Neurocognitive mechanisms of voice signal production 
To convey voice signals, senders need to produce acoustic signals by 
activating the neural and anatomical apparatus of the vocal neuromotor 
machinery. In primates, voice signals are produced by activation of the 
vocal tract organ including physiological processes of respiration, 
laryngeal, pharyngeal, and oral motion and postural mechanisms (Fitch, 
2002; Stanley, 1931). This results in a specific acoustic profile of voice 
signals, which we will describe in the next paragraph. To produce such 
acoustic profiles related to voice signals, the peripheral vocal neuro-
motor behavior is controlled by a neural machinery in the central ner-
vous system, as described in the remaining paragraphs of this section. 
3.1. The acoustic nature of nonverbal voice information 
Nonverbal voice information is encoded in specific acoustic features, 
given that voices and voice signals are distinct auditory objects with 
characteristic features. During vocalizations, vocal cords vibrate with a 
certain frequency (fundamental frequency, f0) that mainly contributes 
to the perceived pitch of voice. Source signals produced by the vocal 
cords resonate in the oral cavity, adding formant frequencies (i.e. f1, f2, 
f3, etc.) to expressed voice signals. These voiced portions of vocaliza-
tions are often accompanied by unvoiced voice segments, especially 
when nonverbal voice signals are superimposed on unvoiced parts of 
verbal utterances or during whispering (Frühholz et al., 2016a). A 
wealth of acoustic features characterize voice signals and help to 
discriminate these (Frühholz et al., 2016c). These features may be 
grouped as pitch or spectrum related features (e.g. f0, jitter, formant 
distribution/timbre, spectral center of gravity), intensity-related fea-
tures (e.g. intensity/energy, shimmer), temporal features (e.g. vocali-
zation rate, rhythm), and voice quality features (e.g. harmonics-to-noise 
ratio (HNR), ratio of high- and low-frequency energy). Physical attri-
butes are largely encoded in pitch and spectrum-related features of voice 
signals (Ghazanfar et al., 2007), such that sex is largely encoded in and 
decoded from voice timbre, but also from voice pitch when timbre is 
ambiguous (Pernet and Belin, 2012). The same seems true for the 
sender’s height and weight (Pisanski et al., 2016; Von Kriegstein et al., 
2010). Vocal attractiveness is judged on the level of pitch (Babel et al., 
2014; Borkowska and Pawlowski, 2011; Fraccaro et al., 2011, 2013) and 
spectral smoothness of voices (Bruckert et al., 2010). The sender’s age 
and identity is usually encoded in several combined voice features. Age 
is perceived from the HNR level, pitch variation and jitter (i.e. 
micro-fluctuations in pitch) (Harnsberger et al., 2010) as well as tem-
poral aspects of vocalizations (Linville, 1996), while identity probably 
relies on the unique combination of voice features (Van Lancker et al., 
1985). The latter seems also relevant for primate vocalizations, which 
seem to have variations between individuals (Agamaite et al., 2015) and 
help to differentiate between a number of conspecifics (Miller and 
Wang, 2006). 
Unlike physical attributes, which seem to largely encode on rather 
static voice features, social information is largely encoded in feature 
variations. Signaling vocal affect includes mean level shifts and 
increased or decreased variation of various basic voice features (Banse 
and Scherer, 1996; Patel et al., 2011), such as mean and variation of the 
f0, intensity, and voice quality features. Trustworthy voices have a high 
onset f0 and finish f0 with a marked dip at mid-vocalization (Belin et al., 
2017) and HNR (McAleer et al., 2014). Power and dominance is 
perceived from shift in the f0, the formant dispersion, and possibly the 
HNR (McAleer et al., 2014). Lying and deception may involve higher f0, 
more vocalization pauses, higher vocalization fluency (Anolli and Ciceri, 
1997), marked changes in voice quality cues (Scherer et al., 1985), and 
potentially vocal micro tremors (Hollien et al., 1987). Sarcasm finally 
has a slower vocalization rate, higher voice intensity, and lower pitch 
(Rockwell, 2000). These few examples serve to show that the acoustic 
space of voice signals is large to allow signaling of rich social informa-
tion, such as competence (Schroeder and Epley, 2015), power (McAleer 
et al., 2014), warnings and hesitation (Hellbernd and Sammler, 2016), 
politeness (Pell, 2007), confidence (Jiang and Pell, 2015), sincerity 
(Rigoulot et al., 2014), lying and deception (Anolli and Ciceri, 1997), 
sexual orientation (Sulpizio et al., 2015), or social status(Leongómez 
et al., 2017; Oveis et al., 2016). In terms of referential voice signals, 
some monkey species have evolved sophisticated taxonomies of alarm 
calls, for example, that signal the presence of certain predators (Fichtel 
et al., 2005; Seyfarth et al., 1980). Vervet monkeys, for example, signal 
the presence of eagles by low-pitched grunts, while pythons are indi-
cated by high-pitched chutters (Seyfarth et al., 1980). Similar dedicated 
voice signals might indicate certain environmental states in humans that 
are relevant to be shared between conspecifics. 
3.2. Neural systems for voice signal production 
The neural network for production of nonverbal voice signals is 
composed of distributed subnetworks that subserve different functions 
that an organism needs to control. The major tasks for producing voice 
signals include executing motor behavior centered on and around the 
vocal tract, and leading to an acoustic appearance of a voice signal. 
Voice production needs to be initiated and driven by volitional and 
spontaneous commands to vocalize, some of which need online moni-
toring and fine-tuning for an accurate production. These functions are 
accomplished by a distributed network of brain systems. 
We distinguish three major systems that contribute to the different 
functions of voice signal production as mentioned above, and which we 
describe in more detail in the following sections (Fig. 1A): (1) an 
“auditory (cortical) system” centered on low- (primary or core auditory 
cortex, A1) and high-level auditory regions in the superior temporal 
cortex (ST; split into anterior ST (ST) and posterior ST (pST)); (2) a 
distributed network covering many regions of limbic system composed 
of the cortical anterior cingulate cortex (ACC) and subcortical amygdala 
(Amy), hippocampal system (HC), and periaqueductal grey (PAG), 
which we refer to as the “limbic system”; and (3) a “paramotor (cortical) 
system” centered on primary motor cortex (M1), premotor cortex 
(PMC), primary somatosensory cortex (S1), and prefrontal cortex (PFC); 
we termed this system “paramotor system”, because it is anatomically 
positioned largely around M1 and PMC, but it is not exclusively involved 
in motor functions. The “paramotor system” seems assisted by subsidi-
ary basal-ganglia-centered system, including a neural loop between the 
PMC, striatum (Str), and thalamus. These systems contribute to voli-
tional and spontaneous voice signal production as described below. 
They also provide differential contributions to voice signal perception 
and recognition as discussed further below in this review. 
3.3. Producing different types of voice signals 
Voice signal production may be volitional or spontaneous. Sponta-
neous voice signal production is typically elicited and largely triggered 
by external (e.g. approach by a predator, conspecific calls) and internal 
or bodily states (e.g. physical pain, mental state), and this form of voice 
signal production is common to many species, including human and 
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nonhuman primates. Unlike the spontaneous production, the volitional 
production of voice signal spans a broad continuum from inhibition and 
onset timing of vocalizations (Hage and Nieder, 2013), contextual 
adaptions (Roy et al., 2011; Zhao et al., 2019), interactive responding 
and antiphonal calling (Choi et al., 2015; Miller and Wang, 2006), up to 
more complex forms of volitional control such as in acting and posing 
(Anikin and Lima, 2018; Engelberg and Gouzoules, 2019). Most of the 
volitionally produced vocalizations are intended of being adapted to the 
current situational and conversational context. Species thus seem to 
differ in their ability exert basic or complex control over their vocali-
zations. Concerning the expression of different types of information in 
voice signals, during both volitional and spontaneous voice signal pro-
duction (Hage and Nieder, 2016; Lauterbach et al., 2013), basic physical 
attributes of the sender are naturally expressed in the voice. Therefore, 
there are no dedicated neural systems and mechanisms for expressing 
physical attributes in voice signals beyond the general voice signal 
production machinery. 
Nevertheless, some neural systems may provide supporting func-
tions, such as when senders try to disguise or enhance physical voice 
attributes (Fraccaro et al., 2011, 2013). These functions critically rely 
both on volitional control of voice production mechanisms and on 
receiving auditory feedback from one’s own voice. Physical attributes of 
senders are encoded in specific voice features, such as pitch, formant 
frequencies, and voice timbre, which need to be registered by the sender 
during own voice production. The ST, for example, shows increased 
activity (Parkinson et al., 2012) and left-to-right ST coupling (Parkinson 
et al., 2013) accompanied by increased activity on the PMC (Toyomura 
et al., 2007) of the paramotor system when senders recognize a pitch 
distortion in their voice feedback. These mechanisms might be also 
relevant for senders to volitionally change their physical voice features. 
Volitional vocal motor behavior is centered around the paramotor 
system in the primate frontal cortex for motor programming commands 
executed by M1. M1 in humans and most likely premotor region “area 
6vr” in nonhuman primates (Fig. 4A) (Petkov and Jarvis, 2012) control 
centrifugal efferences to brainstem nuclei that control respiration, 
laryngeal movement, and orofacial behavior during vocalizations. A 
ventral portion of the human M1 is specifically relevant for controlling 
laryngeal movements and is sometimes referred to as “laryngeal” motor 
cortex (LMC) (Simonyan and Horwitz, 2011). The human LMC or the 
nonhuman primate area 6vr have not been identified in other species yet 
(Petkov and Jarvis, 2012), but recent reports might indicate that such 
systems could exist also in the nonhuman primate brain (Rathelot and 
Strick, 2009; Rauschecker, 2018), which awaits further confirmations. 
Volitional production of voice signals largely concerns complex social 
information and signals with referential meaning. The paramotor system 
is involved not only in volitional preparation and execution of voice 
signal production, but also in the control, timing, and inhibition of more 
spontaneous vocalizations. In nonhuman primates, cells of the ventro-
lateral prefrontal cortex (vlPFC), for example, maintain prepared 
vocalization commands until a cue to vocalize appears. The paramotor 
system can also inhibit or down-regulate the urge to produce vocaliza-
tions triggered by external and internal cues (Korb et al., 2014; Lau-
terbach et al., 2013). 
For spontaneous voice signal production that is triggered by external 
conditions or internal states, a pathway centered on the limbic system 
includes an ACC-PAG neural axis with some pathways relaying through 
the amygdala and hypothalamus. This pathway initiates and generates 
vocal patterns that are mainly driven by intrinsic motivational and 
emotional factors (Hage and Nieder, 2016; Jürgens, 2002). While ac-
tivity in the PAG is more tightly coupled to vocalizations with latencies 
less than one second, activity in the ACC is less tightly linked to vocal-
izations in a temporal sense (Jürgens and Ploog, 1970). 
The volitional pathway at the level of the paramotor system can feed 
information into the limbic pathway, but can also inhibit the limbic 
pathway at the level of PAG projections to the brainstem (Lauterbach 
et al., 2013). Dysfunctional inhibition may lead to involuntary bursts of 
affective vocalizations, such as in pathological crying and laughter 
(Lauterbach et al., 2013). This spontaneous production of voice signals 
mainly concerns the expression of simple social information, such as 
vocal affect, stress, trustworthiness, and authenticity. The expression of 
spontaneous laughter in humans comprise areas of the amygdala, hy-
pothalamus, and PAG (Wattendorf et al., 2013), and a negative associ-
ation between the ventral PFC and the limbic system (i.e. ACC and 
amygdala) during vocal stress (Laukka et al., 2011) (see Fig. 6A for 
recent studies on functional brain connectivity during voice signal 
production). Voluntary laughter additionally activates Heschl’s gyrus of 
the auditory cortical system (Wattendorf et al., 2013), highlighting the 
relevance of auditory feedback processing. A combined involvement of 
the paramotor, auditory, and limbic system was also observed for the 
voluntary expression of vocal anger (Frühholz et al., 2015c; Klaas et al., 
2015) as well as for other expressions of affect (Pichon and Kell, 2013). 
While simple social information is usually expressed spontaneously, 
these vocalizations can also be expressed voluntarily and strategically in 
primates in certain contexts. Humans may have learned via operant 
conditioning that certain expressions have desirable effects in certain 
contexts, or with certain listeners (Scherer, 1986). Nonhuman primates 
can also make strategic use of their vocalizations (Silk et al., 2016) and 
adapt them to the context (Clarke et al., 2015) by modulations of certain 
voice features (Hage and Nieder, 2016; Petkov and Jarvis, 2012). Such 
strategic expression of voice signals likely involves the paramotor sys-
tem (Hage and Nieder, 2016) next to the limbic system. Evidence for the 
relevance of the paramotor system in strategic expressions in nonhuman 
primates comes from animal research including old-world (macaques) 
(Hage and Nieder, 2016; Petkov and Jarvis, 2012) and new world 
monkeys (marmosets) (Miller et al., 2015, 2010; Roy et al., 2016). 
Strategic expressions may also involve the BG system involved in vocal 
learning and the representation of vocal habits, which is an important 
subsidiary function of the paramotor system. 
3.4. Learning to produce voice signals 
Next to volitional and spontaneous limbic vocal motor pathways, 
human voice signal production probably involves two additional neural 
systems. The neural system discussed in the previous section might be 
sufficient for the volitional and spontaneous production of relatively 
simple and short voice signals. However, some human expressions of 
voice signals can be of a more complex vocal and temporal nature, and 
their expression may be influenced and learned by social groups and 
contexts. This issue seems especially relevant for voice signals that are 
simultaneously expressed with and superimposed on verbal utterances. 
Speech prosody is the carrier of such nonverbal voice information, and 
speech utterances impact on the complexity of nonverbal voice infor-
mation in speech prosody. This seems to mainly apply to more complex 
vocal emotions, such as shame, guilt, or pride, that usually have are of 
more extended vocal durations and vocal dynamics (Alba-Ferrara et al., 
2011). 
More complex nonverbal voice signals both follow more “innate” and 
anatomical patterns that drive voice production and are additionally 
governed by mechanisms of vocal learning. Vocal learning includes the 
ability to control and adjust the production of vocalizations supported 
by more sophisticated vocal programming. For example, affective 
prosody (Banse and Scherer, 1996) – the suprasegmental modulation of 
the speech melody to express the sender’s affective state – involves a 
temporal pattern of vocal tone modulations that can support the verbal 
message, but can also directly impede the dynamics of social interaction. 
Although affect in speech prosody can be driven by involuntary voice 
patterns, affective prosodic intonation undergoes vocal learning and 
programming in ontogenetic development (Baltaxe and Simmons, 
1985). This vocal learning and programming may be accomplished by 
the basal ganglia (BG) system. The BG system plays an important part in 
motor and habit learning (Ashby et al., 2010), and is also relevant for 
vocal learning in humans (Jarvis, 2007; Simmonds et al., 2014). 
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This contribution and relevance of the additional BG system to vo-
calizations and vocal learning, however, is very different across species. 
This notion points to an important distinction (or continuum (Petkov 
and Jarvis, 2012)) about the species classified as being rather “vocal 
learners” or rather “vocal nonlearners” (Petkov and Jarvis, 2012). This 
distinction or assumed continuum seems an interesting concept, but the 
exact neural mechanism underlying this distinction needs further 
empirical investigations. On the phenomenological level, vocal non-
learners concern species (including nonhuman primates) that show 
some limited and mostly inborn vocal repertoire. Nonlearners’ voices 
are largely used in a prototypical expression mode with only minor vocal 
variations, and are triggered by situational and contextual factors, 
although some voice features may be adapted to the context (Egnor 
et al., 2006; Hage and Nieder, 2016; Petkov and Jarvis, 2012). Unlike 
vocal nonlearners, vocal learners (including human primates) show 
developmental and experience-dependent changes in their vocal ex-
pressions and vocal modulations based on model and tutor imitation, 
auditory learning, and vocal practice. They usually show a more flexible 
nonverbal communication repertoire and fewer innate auditory voice 
templates (Kroodsma and Pickert, 1984). 
These vocal learning processes, which are often preceded by a 
perceptual auditory learning phase without any active production of 
vocalizations in some species (Bolhuis et al., 2010; Doupe and Kuhl, 
1999), require additional neurocognitive processes such as auditory 
memory, vocal error monitoring and online fine-tuning, which seem 
supported by the BG (Bolhuis and Gahr, 2006). Activity in the BG is 
accompanied by activity in other neural systems, such as the cortical 
association areas of the auditory system for vocal memory (Bolhuis and 
Gahr, 2006; Frühholz et al., 2015c) and the paramotor system for 
monitoring of ongoing vocalizations (Frühholz et al., 2015c; Klaas et al., 
2015). The BG system might support the learning of vocal motor pro-
grams and routines, induce vocal tone modulations for signaling (Cae-
kebeke et al., 1991; Van Lancker Sidtis et al., 2006), and online 
evaluations and error detection for own vocalizations together with the 
paramotor system (Bolhuis et al., 2010). 
Human patients with BG lesion have difficulties expressing social 
information in the vocal tone based on the inefficiency of using vocal 
tone modulations (Arnold et al., 2014; Möbes et al., 2008; Van Lancker 
Sidtis et al., 2006) to produce acoustically rich vocalizations. The BG 
system and circuit might be especially relevant for vocal mimicry and 
imitation (Bolhuis and Moorman, 2015; Frühholz et al., 2015c) as 
important social forms of vocal learning. These learning and imitation 
mechanisms critically depend on registering and evaluating the sender’s 
own vocal performance based on auditory and somatosensory feedback. 
An important notion about the role of the BG on vocal learning and 
its different relevance across species especially concerns the current 
evidence in nonhuman primates. Nonhuman primates are often classi-
fied as “vocal nonlearners” (Petkov and Jarvis, 2012), although some 
form of vocal modulations and adaptions are evident in these species, 
such as controlling the timing of vocalizations to cues (Hage and Nieder, 
2013) and to avoid interference with external noise (Roy et al., 2011) or 
interfering sounds (Zhao et al., 2019), or the development of 
population-specific dialects (De La Torre and Snowdon, 2009; Zürcher 
et al., 2019). This points to some basic and rather long-term, but 
potentially feedback-related vocal plasticity in primate species, which 
might point to some involvement of the BG system in these species next 
to a central role of the auditory cortex (Eliades and Tsunada, 2018). 
Although as yet no strong evidence for an involvement of the BG circuit 
in nonhuman primates exists (Rauschecker, 2018), note that this could 
be largely due missing investigations in this topic. Thus, the current 
picture on the involvement of the BG system in primate vocalizations 
might be described as the absence of evidence rather than a strong ev-
idence of absence about the BG relevance in these species. Future studies 
might look deeper into this pending scientific question. 
3.5. Registering own voice signals by senders 
Next to these major neural systems and circuits for voice production, 
own voice signals are registered by the sender by means of two impor-
tant feedback circuits. The sender can listen to own vocalizations by 
means of feedback that is mediated by the auditory system (Brainard and 
Doupe, 2000a), and can also sense own motor behavior by means of 
somatosensory feedback registered in the S1 as part of the paramotor 
system (Hickok et al., 2011; Houde and Chang, 2015; Tremblay et al., 
2003; von Holst and Mittelstaedt, 1950). Although all species that pro-
duce vocalizations can probably register the feedback from own voice 
signals, the relevance of this feedback for ongoing and future vocaliza-
tions might be less universal. Vocal nonlearners, such as nonhuman 
primates, might register feedback from their own vocalizations (Eliades 
and Wang, 2008), but this feedback seems relatively irrelevant for vocal 
plasticity beyond simple voice feature adaptations (Egnor and Hauser, 
2004). 
In vocal learners, vocal motor commands executed by M1 are 
temporarily stored as an efference copy in the anterior paramotor sys-
tem (Houde and Chang, 2015). Subregions located in the anterior par-
amotor system (BA45, BA6) also shows preparatory activity before vocal 
onset, and its activity is associated with certain produced voice features 
(Hage and Nieder, 2013). Online (Frühholz et al., 2015c; Pichon and 
Kell, 2013) and offline listening (Kaplan et al., 2008) to own voice sig-
nals in senders usually activates the anterior paramotor system. 
Incoming own-voice feedback and somatosensory signals are compared 
against this efference copy and assessed for differences between the 
vocal plan and its realizations, and accordingly used for vocal adapta-
tions (Houde and Chang, 2015). Differences between produced voice 
signals and the efference copy might lead to vocal adaptations of 
ongoing or future vocalizations. These vocal adaptations especially 
concern the volitional expression of voice signals, but they might be also 
relevant for spontaneous vocal expressions (Eliades and Wang, 2008). 
Senders might realize, for example, that a spontaneous affective burst 
might have been interrupted, inappropriately expressed, or too weakly 
expressed in a certain context, and this might lead to more adaptive 
future affective bursts. 
A common observation is that produced vocalizations that meet the 
requirements of the predicted vocal intention stored as efference copy 
lead to a decreased signal in the auditory system indicating a successful 
vocal expression (Creutzfeldt et al., 1989; Toyomura et al., 2007). While 
this observation has been mainly made with verbal signaling (Hickok, 
2012) and signaling physical attributes of senders, such as vocal pitch 
(Behroozmand et al., 2009; Toyomura et al., 2007), studies on signaling 
basic and complex social information observed rather increased audi-
tory system activity for successful voice signaling (Frühholz et al., 
2015c; Wattendorf et al., 2013). It seems like the increasing social 
relevance of voice signaling attract auditory processing resources even 
for successful vocalizations. 
This increased auditory activity might play a role either in auditory 
memory for own and other voice signals (Bolhuis and Gahr, 2006), for 
compensatory plasticity effects induced by long-lasting vocal production 
deficits (Cheung et al., 2005), the imagination of own voice signals 
(Alderson-Day et al., 2015), and could be also based on an additional 
involvement of the limbic system for own production and perception 
(Frühholz et al., 2015c; Pichon and Kell, 2013; Wattendorf et al., 2013). 
This involvement of the limbic system seems to drive the increased ac-
tivity for own voice social signal perception. 
4. Neurocognitive mechanisms of voice perception 
Voice signals are transmitted to listeners by different means and 
media (Figs. 1, 2, and 3). When reaching listeners, acoustic features of 
voice signals figure as proximal cues that are perceived, decoded, and 
eventually recognized and categorized. As noted above, the neural 
machinery for voice perception seems to involve similar neural systems 
S. Frühholz and S.R. Schweinberger                                                                                                                                                                                                        
Progress in Neurobiology 199 (2021) 101948
7
as for voice signal production, comprising again the three broad systems 
described above. However, these systems have differential functions to 
support the four major tasks involved in voice perception: (a) bottom-up 
acoustic analysis, temporal decoding, and classification, (b) socio- 
affective analysis, (c) top-down predictions about the potential voice 
signal category and identity based on contextual factors and cued 
memory associations, and (d) behavioral preparations to adaptively 
respond to perceived voice signals. 
4.1. Perceiving and decoding voice signals 
In listeners, the auditory processing of voice signals of senders in-
cludes similar mechanisms in the auditory system as for general sound 
processing. This processing is also similar to the voice feedback pro-
cessing of own-voices in senders as described above, but with a differ-
ential connectivity to other supporting systems. 
After some detailed acoustic analysis of voice signals in the primary 
and secondary (core and belt) auditory cortex (Griffiths and Warren, 
2002; Leaver and Rauschecker, 2016, 2010) and acoustic feature 
Fig. 3. Time course of voice signal production 
and perception. 
Behavioral and electrophysiological data point 
to the temporal dynamics of producing voice 
signals in senders (blue stream) and of 
perceiving voice signals in listeners (red 
stream). Time point zero on the time axis de-
notes the onset of the vocal signal production, 
which is preceded by preparatory neural activ-
ity especially in the IFC (Hage and Nieder, 
2013) around 1500−1000 ms prior to voice 
onset (i.e. vocalizations in head-restrained 
monkeys) as well as ~200 ms in PMC(Miller 
et al., 2015) (i.e. in freely moving monkeys). 
After the onset of voice signal production, ac-
tivity in the motor system (error-related nega-
tivity, ERN(Masaki et al., 2001)) and the 
auditory system signify vocalization success or 
errors (e.g. pitch feedback errors(Behroozmand 
et al., 2009; Korzyukov et al., 2012)). After 
vocalization onset the neural processes in the 
listener’s brain (i.e. in right ST) couple with 
voice features of the speaker’s voice (Bourgui-
gnon et al., 2013). On the side of the listener, 
early neural responses start a little before voice 
onset, such that listeners anticipate the 
appearance of voices based on initial face 
movements leading to the phenomenon that 
voices are “seen” before actually heard(Joosten 
et al., 2015; Sodoyer et al., 2009). After voice 
onset, certain voice signal information can be 
decoded at different latencies. Major distinc-
tions of voice signal information from other 
sounds appear at early (man-made vs. living 
sounds ~90 ms)(Murray et al., 2006), mid 
(voice vs. other sounds, fronto-temporal posi-
tivity to voices, FTPV(Capilla et al., 2013), 
~150 ms; human voice vs. animal sounds(De 
Lucia et al., 2010), ~150 ms), and late response 
latencies (human voice vs. animal sound, ~290 
ms)(Murray et al., 2006). More specific voice 
information is also decoded at different la-
tencies, such that emotions affect neural pro-
cessing(Brosch et al., 2009; Jessen and Kotz, 
2011a; Paulmann and Kotz, 2008; Pell and Kotz, 
2011; Schirmer et al., 2013; Schirmer and 
Escoffier, 2010; Wambacq et al., 2004) at early 
(anger ~50 ms), mid (anger, happiness ~160 
ms, other emotions ~190 m), and late latencies 
(sadness ~210 ms, anger, happiness at ~220 
ms). Physical features of the speaker’s voice 
(Schweinberger et al., 2014, 2008; Zäske et al., 
2009) are decoded also in early (gender ~90 
ms), mid (identity ~160 ms), and late latencies 
(identity ~230 ms and ~330 ms); the latter 
showed scalp surface event-related potential 
(ERP) effects over temporal cortex that might be 
source-localized to specific brain regions in 
future studies.   
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integration in higher-level ST (Belin et al., 2004; Jasmin et al., 2019; 
Kumar et al., 2007; Leaver and Rauschecker, 2010), recent models 
suggest two streams to feed-forward information from the auditory belt 
to the paramotor system of the IFC. While a ventral stream from the 
anterior ST to the ventrolateral PFC is involved in sound category and 
identity recognition and indexical referential meaning decoding, a 
dorsal stream from the posterior ST to PMC has been suggested to 
analyze auditory space and motion (Averbeck and Romanski, 2004; 
Romanski et al., 1999), to provide a sensorimotor based 
auditory-to-motor mapping (Rauschecker, 2012, 2011; Rauschecker and 
Tian, 2000), and a hierarchical coding of temporal sound sequences 
(Bornkessel-Schlesewsky et al., 2015). These pathways have been 
identified for both nonverbal voice perception and speech recognition 
(Friederici, 2012; Hickok and Poeppel, 2007), emphasizing their general 
importance for vocal communication (Rauschecker and Scott, 2009). 
These two streams for general sound analysis appear to be com-
plemented by a dedicated network for the processing of voice signals. In 
particular, specialized auditory cortical circuits in the ST are more 
sensitive to voices compared to other sounds signals. These bilateral 
cortical areas have been termed “temporal voice areas” (TVA), and were 
identified in human (Belin et al., 2000; Pernet et al., 2015) and 
nonhuman primates (Belin et al., 2018; Perrodin et al., 2011; Petkov 
et al., 2008; Sadagopan et al., 2015) and in dogs (Andics et al., 2014). In 
humans, these areas develop around 7 months of postnatal age (Blasi 
et al., 2011; Grossmann et al., 2010), in parallel with adult-like pro-
cessing of naturalistic sounds in the auditory system by 3−9-month old 
infants (Wild et al., 2017). The TVA not only responds stronger to voice 
compared to other sounds but some of its subregions show enhanced 
activity to various types of voice signals, such as voice identity (Latinus 
et al., 2013), gender (Weston et al., 2015), body size (Von Kriegstein 
et al., 2010), affect (Ethofer et al., 2012; Frühholz and Grandjean, 
2013a), attractiveness (Bestelmeyer et al., 2012), dialect and accent 
(Bestelmeyer et al., 2015). In deaf individuals, the TVA may even sup-
port visual face processing, demonstrating functional plasticity (Benetti 
et al., 2017). 
It seems, therefore, that the auditory cortical system is suitable for 
the decoding of a wealth of voice signals. Beyond this sensitivity to a 
multitude of voice signals, however, no clear topological structure of 
separate subregions uniquely sensitive to specific voice signal informa-
tion has emerged. Beyond the TVA, there are additional regions that 
decode specific voice information, such as voice identity in the temporal 
pole (TP) (Perrodin et al., 2015). Although the TP is part of the temporal 
Fig. 4. Neural mechanisms of voice signal 
production and perception in nonhuman pri-
mates. 
Nonhuman primates are phylogenetically the 
closest relatives to humans and share nonverbal 
voice signaling with humans but, unlike 
humans, are largely vocal nonlearners. Thus, 
nonhuman primates usually have a limited 
repertoire of nonverbal voice signals that are 
barely plastic and only have very limited flexi-
bility. They can control the timing of vocaliza-
tions (Hage and Nieder, 2013), but have only 
rudimentary capacities for acoustic modulations 
of voice signals (Hage et al., 2013). Neverthe-
less, nonhuman primates show nonverbal voice 
signals that resemble in their acoustic nature 
some voice signals in humans (Scheumann 
et al., 2014) Neural mechanisms of voice signal 
production in nonhuman primates (left panel) 
include two major neural systems(Hage and 
Nieder, 2016). The system for spontaneous 
voice production is similar to the one in humans 
and comprises regions of the limbic system 
including the ACC-PAG axis. This system is 
especially relevant in nonhuman primate 
communication, since most of their vocaliza-
tions are driven by socio-affective triggers. The 
second system for more voluntary voice signal 
production is partly similar to, but less complex 
than, the paramotor system in humans. This 
system comprises areas in the frontal cortex 
including the PFC (ventral and dorsal), and a 
premotor area termed “area 6vr” representing 
the rostral part of PMC. Area 6vr has projections 
to subcortical structures of the BG system, and 
to the brainstem RF. Unlike humans, no direct 
projections from the paramotor system to the 
NA are known in nonhuman primates (see 
however a recent report pointing to some direct 
projections (Rathelot and Strick, 2009)). 
Furthermore, no strong evidence for an 
involvement of the BG circuit in nonhuman 
primates exists so far (Rauschecker, 2018). 
Voice perception (right panel) in nonhuman 
primates involves the auditory system and 
ventral and dorsal projections to the paramotor 
system.   
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neocortex, it has been proposed to be associated with the limbic system 
by virtue of its anatomical connectivity (Amaral and Price, 1984; Olson 
et al., 2007). 
Voice identity recognition might involve socio-affective evaluations 
since identity is probably stored based on the socio-affective relevance 
of other individuals, as found in facial communication (Ellis et al., 1997; 
Schweinberger and Burton, 2003). More generic vocal socio-affective 
information and social associations are also neurally decoded in the 
amygdala, TP, and also the PAG (Dricu et al., 2017; Dricu and Frühholz, 
2016; Frühholz et al., 2016b, 2014b; Frühholz and Staib, 2017; Pannese 
et al., 2016). The latter, for example, is active in adults listening to infant 
distress vocalizations (Parsons et al., 2012). Mentalizing and complex 
social judgments of voice signals may involve the ACC as part of a 
broader medial frontal area, which is often found on social mentalizing 
tasks (Amodio and Frith, 2006), and which receives voice information 
from ST and TP via uncinate fibers (Muñoz et al., 2009; Petrides and 
Pandya, 1988). 
A critical and widely debated question is if different subregions of the 
paramotor system are also involved in voice signal perception. This 
notion seems odd at first since there is no obvious reason that a motor 
system should be involved in sensory perception. But the proposal of 
“mirror” neurons (Rizzolatti and Craighero, 2004), which are active 
when individuals passively perceive actions of others, has inspired some 
researchers to propose that listeners engage their motor and premotor 
system to facilitate the recognition of socially relevant expressions 
(Goldman and Sripada, 2005; Niedenthal, 2007). Receivers activate 
their (pre-)motor system to decode facial expressions of others, and they 
might also do so for decoding information from sound (Gazzola et al., 
2006) and specifically from voice signals (Warren et al., 2006). Knowing 
and simulating how something is produced might critically facilitate the 
perception of such signals. Listeners might also recognize and mirror 
somatosensory processes in senders (Keysers et al., 2010; Kragel and 
LaBar, 2016), which again might facilitate an understanding of voice 
signals. 
Recent studies demonstrate motor cortex involvement in perceiving 
verbal voice signals (Cheung et al., 2016; D’Ausilio et al., 2009; 
Schomers and Pulvermüller, 2016), and the motor and premotor system 
might support voice perception for complex voice signal patterns (Wil-
liams and Nottebohm, 1985), such as affective vocalizations (Warren 
et al., 2006) and affective prosody (Frühholz et al., 2016b). Next to M1, 
primary somatosensory cortex (S1) also seems to support voice signal 
perception. S1 is able to distinguish between affective categories (Kragel 
and LaBar, 2016), which might support the decoding of social voice 
information. This might be based on auditory frequency representations 
in human S1 (Pérez-Bellido et al., 2018) and probably also on superior 
colliculi (SC) connections to the auditory system (Smiley and Falchier, 
2009). 
The neural machinery for voice perception not only includes the 
auditory, limbic, and paramotor system, but critically also the BG system 
as an important subsidiary system to the paramotor system. While the 
BG system might be assumed to be primarily supporting voice produc-
tion given its strong association with the paramotor system, recent ev-
idence points to its critical involvement also in voice perception 
(Frühholz et al., 2016b). While the prominent role of the BG system in 
voice production is associated with different functions of voice motor 
learning and plasticity (Kojima et al., 2013; Ziegler and Ackermann, 
2017) and with voice modulations (Walsh and Smith, 2012), its role in 
voice perception seems tightly linked to the temporal dimension of voice 
signals. The BG system supports temporal decoding, binding, the 
anticipation of sound (Geiser et al., 2012; Leaver et al., 2009) and 
especially of vocal events and patterns (Kotz et al., 2009; Kotz and 
Schwartze, 2010). This might be accomplished by its connection to the 
auditory system (Yeterian and Pandya, 1998) (see Fig. 6B for recent 
studies on functional brain connectivity during voice signal perception). 
This might involve decoding of temporal variations and patterns, such as 
in affective prosody to facilitate the decoding of emotional meaning 
(Frühholz et al., 2018; Grahn and Brett, 2007; Hass and Herrmann, 
2012). Lesion in the BG system can impair processing of socio-affective 
voice information, especially at late cognitive stages of processing 
(Paulmann et al., 2011). 
4.2. Predictions, simulations, and memory 
The neural system for voice perception not only passively registers 
and analyses signals, but it actively configures and prepares the neural 
network for voice perception (Fig. 1D). The situational (i.e. in specific 
situations, certain vocal signals are more likely than others) and tem-
poral context of a voice signal (i.e. based on preceding vocalizations and 
interactive behavior, certain vocal signals are more likely) that is com-
mon to the sender and the listener as well as the listeners’ previous 
experiences may provide cues to the proper production and under-
standing of voice signals. These contextual cues allow predictions about 
meaning and social relevance of vocalizations, respectively. These pre-
dictions are most likely generated in the anterior PFC of the paramotor 
system (Rauschecker and Scott, 2009) and probably also in the S1 
(Smiley and Falchier, 2009), and are mapped forward to auditory cortex 
regions that are involved in voice signal and socio-affective analysis at 
multiple processing levels. These predictions are assessed against 
incoming information; if disconfirmed, surprise and additional signal 
analysis or re-adjustment of predictions are initiated (Friston and Frith, 
2015; Mechelli et al., 2003). 
Perceptual adaptation in voice perception (Schweinberger et al., 
2008) seems to be a common mechanism that exemplifies the role of 
predictions. Essentially, adaptation to different cues in voices (such as 
speaker or speech identity) elicits specific decreases in neural responses 
to these cues in auditory cortex areas (Belin and Zatorre, 2003). Voice 
adaptation during voice perception has recently been demonstrated for a 
number of social cues about a speaker’s gender (Schweinberger et al., 
2008; Zäske et al., 2009), age (Zäske and Schweinberger, 2011), identity 
(Latinus and Belin, 2011; Zäske et al., 2010), or emotional state (Bes-
telmeyer et al., 2014). Moreover, adaptation can modify voice percep-
tion even cross-modally, such that silent facial videos with strong social 
cues can systematically bias the subsequent perception of voice signals 
(Pye and Bestelmeyer, 2015; Skuk and Schweinberger, 2013). This 
points to the important notion of a rather multisensory nature of 
nonverbal communication, which we will discuss below. 
Predictions during the perception of voice signals cannot only be 
made intra-modally but also based on information from other sensory 
modalities. For example, silent lip-reading affects activity in auditory 
cortex (Calvert et al., 1997), and visual facial information can help to 
predict, categorize, or even disambiguate voice information. The brain 
specifically exploits previously encoded audiovisual correlations to 
optimize communication by simulation of talking faces (Von Kriegstein 
et al., 2008). 
While internal prediction based on multimodal, contextual, and 
temporal expectations usually facilitate voice perception, strong and 
dysfunctional predictions might also lead to misperceptions and de-
lusions of voice signals. In extreme conditions, this can also lead to the 
illusion of hearing voices without any sensory stimulation, such as found 
in some psychotic disorders leading to voice signal illusions (Hugdahl, 
2009). Some patients hear voices in the absence of external voice sig-
nals, probably by overemphasizing internal acoustic representations 
(Ford et al., 2009) that might be caused by an impairment of synchro-
nizing pre-vocalization frontal activity that usually suppresses auditory 
evoked responses while listening to own vocalizations (Ford et al., 2007) 
Voice signal decoding cannot only be actively influenced by pre-
dictions and expectations based on external cues but also based on in-
ternal cues related to memory processes and previous experiences stored 
in short-term working memory (WM) (Kumar et al., 2016; Pasternak and 
Greenlee, 2005; Scott et al., 2014) or long-term memory (LTM)(Suga 
et al., 2004). WM processes are centered on the paramotor system’s 
interaction with the auditory system (Constantinidis and Procyk, 2004; 
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Kumar et al., 2016; Lemus et al., 2009; Munoz-Lopez et al., 2010; Scott 
et al., 2014), and may influence the current perception of voice signals 
based on representations of, or computations on, preceding voice signal 
information. The meaning of current socio-affective voice signals, for 
example, is partly influenced by the temporal sequence of preceding 
socio-affective signals (Mitchell, 2007). 
Auditory LTM processes are centered around the connectivity of the 
auditory system (Suga et al., 2004) to parts of the limbic system, espe-
cially to the amygdala-hippocampus axis (Frühholz et al., 2014b) and 
some other regions of the medial limbic system (Munoz-Lopez et al., 
2010). These LTM processes may contribute episodic voice memory 
information and general voice knowledge to the current perception of 
voice signals, but also in case voice signals do not carry enough infor-
mation for a proper recognition, such as in whispering (Frühholz et al., 
2016a). LTM information can also contribute to the imagination and 
internal simulation of voices as discussed before. Listeners not only 
simulate voice perception triggered by external cues but also as a process 
to imagine previous encounters and experiences based on simulations 
and contextual replay referred to as “situated conceptualizations” 
(Barsalou, 2009). 
5. The interplay between production, transmission, and 
perception 
In the previous sections, we discussed the neural, cognitive, and 
contextual dynamics of producing, transmitting, and perceiving voice 
signal information. We also outlined the neural machinery that supports 
a sender’s voice production and the neural machinery that supports a 
listener’s voice perception. Intriguingly, the neural systems supporting 
voice production and perception, at least in humans, show high simi-
larity across the three major systems (auditory, limbic, and paramotor/ 
BG) described above. There are potentially two major explanations for 
this neural overlap referred to, first, as the multifunctional perspective 
of the brain and, second, as the integrated functioning of semi- 
specialized production-focused and perception-focused systems both in 
senders and listeners, respectively. 
5.1. The multi-functional perspective 
The first potential explanation is referred to as “multi-functional 
perspective” and revolves around the long-lasting debate of functional 
specialization of higher-level, but also of low-level brain areas. This 
perspective includes the central hypothesis that a highly specialized 
region would serve only one single neurocognitive function. Rather than 
a full specialization of certain brain regions as the extreme version of 
this hypothesis, we might think of brain areas that are dedicated to a 
domain of functions instead of one singular function. 
For example, the domain of functions ascribed to the auditory system 
might not only comprise the functional processes of sensory analysis of 
acoustic information as part of voice signal perception but also the 
acoustic preparation of vocalizations as part of voice production, such as 
the representation of vocal templates to prepare subsequent vocaliza-
tions (Arnold et al., 2014; Pichon and Kell, 2013). Similar to vocal 
preparation in humans, vocal templates represented in auditory asso-
ciation cortex support song production in songbirds (Bolhuis and Gahr, 
2006; Bolhuis and Moorman, 2015; Hahnloser and Kotowicz, 2010). 
Thus, the auditory system is also involved in voice production and 
specifically in vocal motor preparation. In turn, there is also evidence for 
an involvement of the paramotor system, and especially M1 in voice 
perception. M1 has been found to respond to perceived voice signals and 
shows an auditory rather than a motor gradient mapping to the 
perceived voice signals (Cheung et al., 2016), demonstrating its sensi-
tivity to perceived acoustic voice information beyond its central role in 
vocal motor behavior. 
Next to the auditory and paramotor systems, the limbic system also 
shows strong overlap in voice signal production and perception. The 
amygdala, the PAG, and the ACC are involved both in socio-affective 
voice signal production (Frühholz et al., 2015c; Wattendorf et al., 
2013) and perception (Frühholz et al., 2016b; Frühholz and Grandjean, 
2013b; Parsons et al., 2012). Limbic dysfunctions can impair the pro-
duction (Lauterbach et al., 2013) and perception (Frühholz et al., 
2015b) of socio-affective voice information, and this can be an indicator 
of the health and clinical status portrayed and perceived in voice signals. 
Additional to the limbic system, the BG system is also involved in 
voice signal production and perception (Frühholz et al., 2016b; Kotz 
et al., 2009; Van Lancker Sidtis et al., 2006), but is differentially con-
nected with the primary systems responsible for production or percep-
tion, respectively. While the BG system is functionally interconnected 
with the paramotor system during voice signal production (Bolhuis 
et al., 2010; Klaas et al., 2015; Petkov and Jarvis, 2012; Pichon and Kell, 
2013; Ziegler and Ackermann, 2017), it is functionally connected with 
the auditory system during voice signal perception (Abrams et al., 2016; 
Frühholz et al., 2016b). This observation exemplifies the important 
notion that while many brain systems might have a multi-functional role 
during voice signal production and perception, the relative contribution 
to each process may be different. Subregions of higher-level auditory 
cortex as part of the auditory system represent the central neural node 
for voice signal perception, while the paramotor system and the limbic 
system are the central neural nodes for voice signal production. Other 
systems may differentially contribute to each domain of voice produc-
tion and perception. 
5.2. The integrated functioning perspective 
The “integrated functioning perspective” involves the hypothesis 
that accurate functioning within one domain (e.g., voice perception) 
largely relies on the other domain (e.g., voice production). This implies 
that each neural system provides selected rather than multi-functional 
processes for voice production and perception, but that we simulate 
the other process (e.g. motor functions are simulated during voice 
perception) while executing the primary one. This may be referred to as 
a “simulationist” model. This model has become prominent for 
perceiving expressions (Goldman and Sripada, 2005; Niedenthal, 2007), 
with the notion that one domain does not properly function without 
crucial contribution by the other domain. 
This view is supported by observations that patients with deficits in 
the production of socio-affective information also tend to be impaired in 
the recognition of such information (Niedenthal, 2007). Parkinson pa-
tients, for example, have a primary deficit in producing socio-affective 
voice information (Arnold et al., 2014; Caekebeke et al., 1991; Sidtis 
and Van Lancker Sidtis, 2003), but also show impairments in 
socio-affective voice perception (Péron et al., 2012). Until now, this 
hypothesis has been only formulated for the subsidiary use of the par-
amotor functions for the primary process of voice signal perception. 
Voice signal perception is accordingly facilitated if a listener simulates 
(Goldman and Sripada, 2005; Niedenthal, 2007) how this signal has 
been produced (Lindblom, 1996). This seems especially relevant when 
listeners aim at imitating a new vocal signal. This motoric and so-
matosensory replay in listeners could promote an embodiment of the 
sender’s subjective states that most likely drove their vocal signal ex-
pressions (Niedenthal, 2007), which may facilitate the understanding of 
voice signals. 
So far, the integrated functioning perspective mainly discussed the 
involvement of paramotor process in voice signal perception. Explicit 
hypotheses of an involvement of perception mechanisms, especially 
represented by the auditory system, on voice production are compara-
tively scarce. Recent empirical findings could support the notion that 
perceptual mechanisms may contribute to voice signal production. For 
example, the production of socio-affective voice signals seems overall 
only partially correlated with the physiological and neural affective 
state of the sender (Bachorowski and Owren, 2003). To the extent that 
voice signal production is not exclusively shaped by the sender’s state, 
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the anticipation of a listener’s perception of these voice signals and the 
effects in the listener may contribute to voice signal production in 
senders (Bachorowski and Owren, 2003). 
Voice signals produced by some animal species are assumed to be 
produced to manipulate the state of the listener, rather than primarily 
expressing information by the sender (Dawkins and Krebs, 1978). The 
distress call of infant guinea pigs during social separation, for example, 
is highly efficient in attracting the attention of caregiving guinea pigs 
(Panksepp, 2003). This does not necessarily imply that a sender 
explicitly anticipates the perceptual effects in listeners, since success-
fully influencing the behavior of listeners via voice signals may be 
simply based on instrumental learning. However, voice signals are often 
produced strategically, and the senders’ anticipation of the perceptual 
effects in listeners can help to produce appropriate (i.e., maximally 
efficient) voice signals, such as voice signals produced in a mating 
context (Charlton and Reby, 2016; Fraccaro et al., 2011; Pisanski et al., 
2016; Wilkins et al., 2013) or to repulse predators (Charlton and Reby, 
2016). 
5.3. Differential neural connectivity for voice signal production and 
perception 
In spite of the similarity of the neural systems involved, voice pro-
duction and perception show a differential (intra- and inter-system) 
connectivity architecture to support their efficient functioning. 
During voice signal production, the paramotor system shows some 
differential mapping with the PFC as origin or target. During voluntary 
voice motor planning, the PFC is the origin of an anterior-to-posterior 
mapping of voice programming, with M1 as the target that finally trig-
gers voluntary voice motor movements (Hage and Nieder, 2016; Petkov 
and Jarvis, 2012). During voice motor execution, M1 maps motor 
commands back in a posterior-to-anterior mapping to the PMC and PFC 
which store an efference copy of the motor commands for a comparison 
against somatosensory and auditory feedback (Houde and Chang, 2015). 
A efference copy seems also mapped to the IPL (Bornkessel-Schlesewsky 
et al., 2015; Rauschecker and Scott, 2009), which might more directly 
compare actual vocal behavior against vocal plans using auditory and 
somatosensory feedback. The PMC, and probably also the PFC, is also 
the paramotor interface to the BG system involved in motor planning 
and voice learning (Bolhuis et al., 2010; Petkov and Jarvis, 2012; Ziegler 
and Ackermann, 2017). The limbic system is rather loosely connected 
with the paramotor system during voice production, but can receive 
information from the paramotor system during specific vocalizations 
that require planning and temporal sequencing of vocal behavioral el-
ements (Frühholz et al., 2014a; Pichon and Kell, 2013). 
As the central neural system for voice perception, the auditory sys-
tem and specifically subregions of the auditory cortex receives and an-
alyzes voice signals, and this information is directly or indirectly fed 
forward in a bottom-up manner to the paramotor system, including 
motor, premotor and primary sensorimotor regions, as target (Frühholz 
et al., 2015a; Rauschecker and Scott, 2009). Anterior subregions of 
paramotor system, such as the PFC, in turn, is the source of top-down 
predictions that influence both low- and high-level auditory regions 
(Friston and Frith, 2015; Smiley and Falchier, 2009). The paramotor 
system thus can figure both at the endpoint of bottom-up analyses of 
voice signal information, but it also can be the starting point for 
top-down modulations influencing voice signal analysis in the auditory 
system. 
While perceiving voice signals, the higher-level auditory system in 
the aST and pST is also the link to several additional neural systems. 
First, the ST is the link to structures of the (para-)limbic system, such as 
the TP (Amaral and Price, 1984; Olson et al., 2007) (see above) and the 
amygdala (Frühholz et al., 2015b), that serves both the evaluation of the 
socio-affective meaning of sound signals (Kumar et al., 2012) and the 
retrieval of (episodic) memory associations (Frühholz et al., 2014b). 
These memory associations can facilitate decoding of ambiguous or 
corrupted voice signals. Second, the ST also serves auditory working 
memory (Pasternak and Greenlee, 2005; Scott et al., 2014) during 
extended or contextual voice signal perception in connection with the 
paramotor system and the hippocampus (Bolhuis and Gahr, 2006; 
Munoz-Lopez et al., 2010). Third, the ST, especially its posterior part, is 
also the brain region connecting to the BG (Ethofer et al., 2012; Frühholz 
and Grandjean, 2012; Péron et al., 2015). This altogether points to the 
notion the primary neural system for voice signal production and 
perception, respectively, is also the major neural interface to the addi-
tional neural system. 
6. Songbird model of nonverbal auditory communication 
The previous paragraphs mainly focused on the neural mechanisms 
of voice signal production and voice signal perception in primate spe-
cies. However, some birds (especially parrots, humming birds, and 
songbirds) share some aspects of nonverbal voice communication with 
human primates (Jarvis et al., 2005). Unlike nonhuman primates, 
songbirds also share the vocal learning capabilities with humans (Bol-
huis et al., 2010), although being less comparable in terms of the 
acoustic nature of vocal signaling. Neural mechanisms of song production 
in songbirds (Bolhuis et al., 2010; Bolhuis and Gahr, 2006; Bolhuis and 
Moorman, 2015) involves a similar neural architecture for voluntary 
and spontaneous voice signaling as in (human) primates. 
First, neural mechanisms of song production in songbirds (Fig. 5, left 
panel) involves a similar neural architecture for voluntary and sponta-
neous voice signaling as in (human) primates. Song production is sup-
ported by similar four neural systems, such as paramotor (HVC, LMAN), 
limbic (RA), auditory (field L, CMM, NCM, NIf/Av), and BG circuit (Area 
X). The paramotor and limbic system represent the “vocal motor 
pathway” (VMP, green; sometimes also referred to as “song motor 
pathway”, SMP) in the avian brain responsible for song initiation and 
sequencing (Solis et al., 2000). Motor song production in songbirds is 
centered on the HVC with connections to the limbic system (RA) figuring 
as the “vocal motor pathway” (VMP, green; sometimes also referred to as 
“song motor pathway”, SMP). The HVC also interconnects with homo-
logue regions of the striatum (X), the cortical auditory system (Field L, 
Av, NIf), midbrain structures (DM, a human PAG homolog), and brain-
stem motor nuclei (Xllts). The BG system and circuit is referred to as the 
“anterior forebrain pathway” (AFP, red) in the avian brain, and is also 
found in the brains of humans (but not yet in nonhuman primates 
(Ziegler and Ackermann, 2017)), with similar functional roles for vocal 
learning (Bolhuis and Gahr, 2006; Bolhuis and Moorman, 2015). The 
subcortical BG system interfaces with the cortical-like area LMAN. Both 
LMAN and the HVC might be homologue regions to Broca’s area in 
human primates (Bolhuis et al., 2010), but this needs consistent 
confirmation by future studies. Lesion in the AFP during the song 
learning phase leads to premature vocal crystallizations (Ziegler and 
Ackermann, 2017), prevent plasticity of learned vocalization (Brainard 
and Doupe, 2000b), compromise efficient vocalizations monitoring in 
the vocal learning phase of songbirds (Prather et al., 2008), and seems to 
impair real-time evaluation of own vocalizations (Bolhuis et al., 2010). 
Song production also depends on feedback from own vocalizations and 
the perception of tutor vocalizations, which is mediated by the auditory 
systems including the NIf and CLM that feed auditory information to the 
HVC (Bauer et al., 2008). 
Second, neural mechanisms of auditory and song perception in 
songbirds (Fig. 5, right panel) in the ascending auditory pathway con-
nects the CN to cortex-like auditory regions (Field L, NIf, AV, CMM, 
NCM), which project to the HVC. Descending pathways modulate 
incoming auditory information via the HVC-RA-MLd axis. Thus, similar 
neural regions seem to be involved in song production and perception, 
although they show a differential neural connectivity. Third, the avian 
brain also seems to include neural circuits for predictive coding (Friston 
and Frith, 2015) during own song production and probably also during 
other songs perception, including predictions originating in the HVC and 
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Area X sent to the thalamus and the HVC, respectively. The neural 
mechanisms for voice signal production and perception in human pri-
mates thus seem paradoxically more similar in the avian brain than in 
the nonhuman primate brain, pointing to some nonlinear evolutionary 
lineage of evolved neural functions for nonverbal auditory communi-
cation (Bolhuis and Wynne, 2009). 
7. Temporal dynamics of nonverbal auditory communication 
The speed of primate voice signal production and comprehension is 
clearly remarkable (Fig. 3). Although typical natural speech may be 
slower, humans can produce and understand as many as 5–8 words per 
second. Despite the critical role of speed for speech comprehension in 
particular (Tallal, 2004), auditory voice signal perception also seems to 
be remarkably fast. For instance, although performance to recognize 
famous voices among unfamiliar distractors approaches an optimum 
only after at least 1.5-2 s of exposure, psychophysical studies suggest 
above-chance speaker identity recognition already with speech samples 
longer than 250 ms in duration (Schweinberger et al., 1997). In similar 
designs, above-chance vocal emotion recognition has been found even 
with durations as short as 180 ms (Pell and Kotz, 2011). Event-related 
brain potential studies have also identified remarkably early 
(150−200 ms) brain responses that appear to represent rapid discrimi-
nation of vocal versus nonvocal sounds (Charest et al., 2009), as well as 
responses to repetitions of voice characteristics (Sehweinberger, 2001; 
Zäske et al., 2009). 
Evidence from EEG and MEG suggests particularly rapid processing 
of nonverbal emotional signals from the voice before 200 ms after voice 
onset (Jessen and Kotz, 2011a), and possibly before 100 ms for anger 
and fear signals (Jessen and Kotz, 2011b). By contrast, the processes 
mediating individual recognition of familiar speakers from the voice 
appear to onset in the region of 250−350 ms (Zäske et al., 2014). 
Although the interplay between production and perception is crucial 
during communication, research on the coupling between production 
Fig. 5. Neural mechanisms of voice signal 
production and perception in songbirds. 
Their neural mechanisms for song production 
and perception share many similarities with 
human primates. Song production (left panel) is 
supported by similar four neural systems, such 
as paramotor (HVC, LMAN), limbic (RA), 
auditory (field L, CMM, NCM, NIf/Av), and BG 
system and circuit (Area X). Song perception 
(right panel) in songbirds comprises subregions 
of the auditory (CLM, CMM, NCM, Field L), 
paramotor (HVC), and limbic system (RA). 
Abbreviations: Av avalanche nucleus, CMM 
caudomedial mesopallium, CN cochlear nu-
cleus, DM dorsomedial nucleus of the thalamus, 
HVC, LMAN lateral magnocellular nucleus of 
the anterior nidopallium, NCM caudomedial 
nidopallium, NIf nucleus interfacialis, Ov ovoi-
dalis nucleus, Pd pallidum, RA robust nucleus of 
the arcopallium, RF reticular formation, Uva 
nucleus uvaeformis, VTA ventral tegmental 
area, X Area X of striatum, Xllts tracheosyr-
ingeal portion of the nucleus hypoglossus.   
Fig. 6. Functional brain connectivity during 
voice signal production and perception. 
Besides the rather established brain network 
underlying voice signal production and voice 
feedback processing (Fig. 1A), recent neuro-
imaging studies (Frühholz et al., 2015b, 2015c; 
Klaas et al., 2015; Pichon and Kell, 2013) in 
humans also pointed to an additional functional 
connectivity between brain regions (dashed 
black line), as identified largely by functional 
co-activations and temporal dynamics of brain 
signals (left panel). Although this connectivity 
may be based on direct structural connections 
between brain regions, note that these regions 
also could be functionally connected via inter-
mediate nodes. Additionally, the direction of 
connections is usually not identified. Neuro-
imaging studies (Ethofer et al., 2012; Frühholz 
and Grandjean, 2012; Péron et al., 2015) on 
voice signal perception (right panel) also iden-
tified additional functional connectivity be-
tween regions, which go beyond the more 
established brain network models for voice 
signal perception. In addition to current evi-
dence for these functional connections, future 
anatomical studies will need to delineate their 
structural bases.   
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and perception is still sparse. Animal research has addressed avian 
duetting (Hall, 2004) and duetting in marmoset (i.e. antiphonal calling), 
which was accompanied by broad cFos gene expression in several frontal 
cortex areas compared to isolated vocal perception or production con-
ditions (Miller et al., 2010), Furthermore, monkey research suggests a 
role of neurons in the frontal cortex, including a homolog of Broca’s 
area, in vocal planning and initiation (Hage and Nieder, 2013), and 
possibly also during natural vocal behavior (Miller et al., 2015) when 
neuron activity appears to be coupled with vocalization pulses. In 
humans, initial evidence from MEG research suggests an online coupling 
between a reader’s voice and a listener’s cortical activity, particularly in 
the right pST (Bourguignon et al., 2013). 
8. Contextual and multimodal aspects of vocal communication 
Some environmental conditions, such as noise, do not modulate the 
voice signals itself, but rather change a sender’s production of that 
signal. An important example for this context-dependent change of voice 
signal production is the “Lombard effect”, such that vocal effort (i.e. 
intensity, vocal pitch, vocalization rate etc.) in speakers involuntarily 
increases in loud and noisy environment for compensation purposes 
accompanied by neural effects in the auditory cortex (Eliades and Wang, 
2012). Moreover, multi-speaker environments also impose challenges 
for decoding information from a single target voice. Senders often adapt 
their voice to compensate for incriminatory effects of certain environ-
ments and transmission media (Tuomainen and Hazan, 2016). Finally, 
the perception of one type of nonverbal voice signal can be impaired 
when another signal is more dominant. For example, voice identity is 
less well identified in laughing voices than in neutral voices (Lavan 
et al., 2018). 
Spatial distance between sender and listener is another contextual 
factor that influences voice signal production and perception. For 
example, cooperative vocal control in marmosets is mediated by vocal 
feedback such that vocalization intensity is adjusted to the spatial dis-
tance of listeners (Choi et al., 2015). Perceptual representations of space 
may deviate from the physical reality, such that vocal signals of threat 
may appear closer or more distant than they really are (Ceravolo et al., 
2016). This perceptual representation and distortion of space based on 
the social importance of voice signals is encoded in the higher-level 
auditory system of listeners (Ceravolo et al., 2016). Overall, both 
voice production and perception are influenced by contextual conditions 
in which communication takes place. 
Another important consideration refers to the fact that almost every 
vocal behavior is inevitably accompanied by facial and bodily motion, 
and this additional information can facilitate the perception of voice 
signal information. During voice production in noise, nonhuman pri-
mates, for example, combine vocal and facial information to enhance the 
detection of vocalizations (Chandrasekaran et al., 2011). The brain 
accordingly has evolved efficient mechanisms for rapid on-line pro-
cessing of dynamic time-coupled communication signals from multiple 
channels (Belin et al., 2013; Ghazanfar, 2008; Schweinberger and 
Robertson, 2017; Sliwa et al., 2011; Yovel and O’Toole, 2016). Multi-
modal integration is accomplished by association areas of the auditory 
system (Anzellotti and Caramazza, 2017; Ghazanfar et al., 2008, 2005; 
Jessen et al., 2012; Perrodin et al., 2015) that support the recognition of 
physical attributes (Perrodin et al., 2015) or social voice information 
(Jessen et al., 2012). Although audiovisual integration may be most 
relevant here, vocal signals sometimes may also be accompanied by 
somatosensory (e.g. affective touch (Schirmer and Adolphs, 2017)) 
signals. Even olfactory signals may be relevant, at least with respect to 
the communication of more long-lasting social signals such as attrac-
tiveness (Groyecka et al., 2017). 
More rapid multimodal integration of dynamic social signals in 
humans can be captured with methods that provide temporal resolution 
in the millisecond range. Electrophysiological studies suggest that 
bimodal (voice and face) stimuli trigger very rapid (<100 ms) 
audiovisual processing (Latinus et al., 2010; Schweinberger et al., 2011; 
Young, 2016), although audiovisual integration of complex cues that 
signal speaker identity occurs much later (>250 ms) and across sus-
tained periods of time (Schweinberger et al., 2011). These studies un-
derline that, like speech perception, speaker perception and nonverbal 
communication are inherently multimodal, and exploit efficient brain 
mechanisms for on-line processing of time-synchronized signals from 
different modalities (e.g., face, voice, body) (Belin et al., 2013; 
Schweinberger and Robertson, 2017; Yovel and O’Toole, 2016). 
Face-voice integration in the perception of speaker identity likely 
involves direct structural connections from ventral temporal (fusiform) 
face areas to voice-sensitive areas in the aST (Blank et al., 2011), pre-
dominantly in the right hemisphere. Of note, face-voice integration 
appears to be particularly important for the recognition of well-known 
speakers (for which the brain has acquired specific crossmodal stim-
ulus correspondences), whereas analogous effects are much smaller and 
more temporally limited in the case of unfamiliar speakers (González 
et al., 2011; Maguinness et al., 2018; Schweinberger and Robertson, 
2017). 
Audiovisual integration of emotional signals from the face and voice 
was already found in human infants aged seven months or less (Gross-
mann et al., 2006). In the adult human brain, audiovisual integration of 
emotional signals takes place even more rapidly than for identity sig-
nals. Audiovisual integration of emotional signals was observed within 
the first 200 ms or less (Jessen and Kotz, 2011b; Kokinous et al., 2015), 
and involves areas in the right ST(Awwad Shiekh Hasan et al., 2016; 
Hagan et al., 2013; Young, 2016), both in pST (Kreifelts et al., 2007; 
Perrodin et al., 2015; Watson et al., 2014) and more aST regions 
(Gainotti et al., 2008; Perrodin et al., 2015), and the amygdala (Milesi 
et al., 2014). Emotional nonverbal voice signal information specifically 
can influence the way we visually scan emotional faces (Rigoulot and 
Pell, 2014), but also the way we auditorily perceive verbal emotional 
information (Schirmer et al., 2004). Integrating vocal and facial signal 
information also concerns more complex socio-affective information, 
such as attractiveness (Groyecka et al., 2017), dominance and trust-
worthiness (Mileva et al., 2018). 
Finally, although the precise time-course of face-voice integration 
has been mainly studied with respect to the perception of emotion and 
identity, there is beginning evidence that the formation of impressions 
about unfamiliar people (e.g., about ethnic background, competence, 
dominance, or trustworthiness) can also be influenced by multisensory 
signals (Mileva et al., 2018; Rakić et al., 2011a, 2011b). 
9. Conclusions 
Nonverbal auditory communication is a powerful way of exchanging 
socially relevant information. In humans, nonverbal voice signals 
convey social information that strongly influences social interactions, 
even when this influence may be implicit and poorly understood. This 
nonverbal voice channel in humans is shared with many other species 
and is used for both conspecific and heterospecific communication. 
As nonverbal voice signals likely have evolved for the purpose of 
communication, they only seem relevant if we take at least a dyadic, i.e. 
pairwise, communicative perspective between a sender and a listener. 
Nonverbal voice production is only successful to the extent that voice 
signals are accurately decoded and have the intended effects in listeners. 
The evolution of nonverbal voice signals thus may exhibit co- 
dependency between effective voice signal production in listeners and 
accurate voice signal perception in listeners. This co-dependency on the 
behavioral vocal level is reflected in the similarity of the neural systems 
underlying voice signal production and perception. 
In this review, we outlined three major neural systems that, although 
to different degrees, are involved in various functions underlying both 
voice signal production and perception. Not all three neural systems 
necessarily contribute to every instance of voice signal production and 
perception of various voice signal types, and not all these neural systems 
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are relevant for each vocally communicating species. However, those 
species that have an evolved repertoire of nonverbal voice signals and 
that are capable of voice signal learning, such as human primates, 
differentially recruit these three neural systems during the production 
and perception of physical attributes, social information, and non- 
arbitrary referential information in vocal communications. The simi-
larity in the neural systems mediating voice production and perception 
and the differential connectivity between these systems both may have 
promoted the evolution of effective nonverbal communication. 
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