The Newton-Raphson (N-R) method is useful to find the roots of a polynomial of degree n, with n ∈ N. However it is limited since this method differs for the case where polynomials have only complex roots if a real initial condition is taken, in the present work a method is explained with the aid of fractional calculus, which we will call Fractional Newton-Raphson Method (F N-R), which has the ability to enter the space of complex numbers given a real initial condition, which allows us to find both the real and complex roots of a polynomial unlike the classical Newton-Raphson method.
Newton-Raphson Method
For the one-dimensional case the N-R method is one of the most used method to find the roots x * of a function f : R → R, with f of class C 1 , i.e., x * ∈ R | f (x * ) = 0 , due to its easy implementation and rapid convergence, the N-R method is expressed in terms of an iteration function Φ : R → R, as follows [1] 
, n = 0, 1, · · ·
(1) Figure 1 : Illustration of the Newton-Raphson method [1] The N-R method is based on creating a sequence {x n } by means of the intersection of the tangent line of the function f (x) at the x n point with the x axis, if the initial condition x 0 is close enough to the root x * then the sequence {x n } should be convergent [2] to the root x * .
The N-R method is characterized by having an order of convergence at least quadratic for the case where f (x) 0, in the case of polynomials if we have a root x * with a certain multiplicity m,
the N-R method converges linearly [1] .
Fractional Calculus
The fractional calculus is a mathematical analysis branch whose applications have been increasing since the end of the XX century and beginnings of the XXI Century [3] , the fractional calculus arises around 1695 due to Leibniz's notation for the derivatives of integer order
thanks to this notation L'Hopital could ask in a letter to Leibniz about the interpretation of taking n = 1/2 in a derivative, since at that moment Leibniz could not give a physical or geometrical interpretation to this question, he simply answered L'Hopital in a letter, ". . . this is an apparent paradox of which, one day, useful consequences will be drawn" [4] . The name of fractional calculus comes from a historical question since in this branch of mathematical analysis it is studied the derivatives and integrals of a certain order α, with α ∈ R or C.
Currently fractional calculus does not have a unified definition of what is considered a fractional derivative, this because one of the conditions required to consider an expression as a fractional derivative, is to recover the results of conventional calculus when the order α → n, with n ∈ N [5] , among the most common definitions of fractional derivatives are the fractional derivative of Riemann-Liouville (R-L) and the fractional derivative of Caputo [6] , the latter is usually the most studied, since the fractional derivative of Caputo allows us a physical interpretation to problems with initial conditions, this derivative satisfies the property of the classical calculation that the derivative of a constant is null regardless of the order α of the derivative, however this does not occur with the fractional derivative of R-L.
Unlike the fractional derivative of Caputo, the fractional derivative of R-L does not allow for a physical interpretation to the problems with initial condition because its use induces initial fractional conditions, however the fact that this derivative does not cancel the constants for 
Science Faculty α, with α N, allows to obtain a "spectrum" of the behavior of the constants for different orders of the derivative, which is not possible with conventional calculus.
Fractional Derivative of Riemann-Liouville
The fractional derivative of R-L [6] in its unified version with the fractional integral of R-L is given by the following expression
where n = Re (α) + 1. The fractional derivative of R-L of a monomial of the form f (x) = (x − c) m , with m ∈ N and c ∈ R, through the equation (2) is expressed as
taking the change of variable t = c + (x − c)u, the above expression can be expressed in terms of the incomplete Beta function [7] 
where
taking into account that in the classic calculus
the fractional derivative or R-L is finally obtained for a monomial of the form
Fractional N-R Method
The N-R method is useful for finding the roots of a degree polynomial n, with n ∈ N, however it is limited to only being able to find the real roots of the polynomial if a real initial condition is taken, to solve this problem and to develop a method that is able to find both the real and complex roots of a polynomial is made use of the method of N-R with the implementation of the fractional derivative of R-L. Taking into account that a polynomial of degree n is composed of n + 1 monomials of the form x m , with m = 0, 1, · · · , n, one can take the equation (3) with a = 0 obtaining
and using the equation eqref eq: 1 the Fractional Newthon-Raphson (F N-R) method can be defined for f ∈ P n (x), where P n (x) is the set of polynomials of degree ≤ n, as follows
where 0 < α < 2.
To understand why the F N-R method has the ability to enter complex space unlike the classical N-R method, it is enough to observe the fractional derivative of R-L with α = 1/2 of the constant function f 0 (x) = 1 = x 0 and the identity function f 1 
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consequently, for polynomials of degree n ≥ 1 an initial condition must be taken x 0 0, as a consequence of the fractional derivative of R-L of order α, with α N, of the constants are of the form x −α , for which two cases are obtained: i) When the initial condition x 0 > 0, the sequence {x n } generated by equation (5) can be divided into three parts, this happens because there may be an N ∈ N for which {x n } N −1 n=0 ∈ R + and x N < 0, consequently the sequence {x n } n≥N +1 ∈ C. ii) When the initial condition x 0 < 0, the sequence {x n } n≥1 ∈ C.
Advantages of the F N-R Method
One of the main advantages of the F N-R method is that the initial condition can be left fixed x 0 and vary the order of the derivative α to obtain both real and complex roots of a polynomial. Ince the order α of the derivative is varied, different values of α can throw the same root but with a different number of iteration, then to optimize the method, it is possible to implement a filter in which once we have obtained the roots, only those whose orders of the derivatives have generated a smaller number of iterations are extracted. Another advantage is a consequence that the F N-R method provides complex roots, then once a root is obtained it is enough to obtain its conjugate complex to obtain another root, then in essence it could be considered that they extract two roots with the same order of the derivative and the same number of iteration.
The method does not guarantee that all roots of the polynomial are found by leaving an initial condition fixed and by varying the orders alpha of the derivative, as in the classical N-R method, finding the roots will depend on giving an appropriate initial condition, as a consequence, one more advantage that the F N-R method possesses because it has the advantage of working in the complex space, is that the initial condition has the freedom to be both real and complex, as in the classical N-R method.
Results of the F N-R Method
The following results using the F N-R method, were made with Python through the software Anaconda Navigator 1.6.8
1) Polynomial chosen:
f (x) = −19.98x 5 + 10.32x 4 − 13.58x 3 −16.84x 2 + 23.26x − 6.16, roots x * obtained with the method F N-R for different initial conditions x 0 and orders α of the derivative 
Conclusions
The F N-R method is very effective at finding roots of polynomials since it does not present the problems of divergence as the classical N-R method for a polynomial with only complex roots, however the really interesting thing is that this method opens up the possibility of creating new fractional iterative methods by combining the F N-R method with the existing [2] iterative methods. So in this work it has been given one more application to fractional calculus and has opened the possibility of extending the capacity of the iterative methods that allow us to find roots of functions more general than the polynomials.
