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Using the Lieb-Robinson inequality and the continuity property of the quantum capacities in
terms of the diamond norm, we derive an upper bound on the values that these capacities can attain
in spin-network communication models of arbitrary topology. Differently from previous results we
make no assumptions on the encoding mechanisms that the sender of the messages adopts in loading
information on the network.
I. INTRODUCTION
In the flying qubit model of quantum communication
messages are conveyed from the sender (Alice) to the in-
tended receiver (Bob) after being encoded into some de-
gree of freedom which actually “moves” from the location
of the first party to the location of the second party [1–3].
This scenario is the most widely studied in the literature
as it finds application in many realistic scenarios which,
for instance, employ electro-magnetic pulses as quantum
carriers. An intriguing alternative is provided by the
spin-network communication (SNC) model where instead
Alice and Bob are assumed to have access to different
portions of an extended many-body quantum medium
formed by interacting particles which occupy fixed loca-
tions but which are mutually coupled via an assigned,
fixed Hamiltonian that, as in a solid, allows the spread
of local perturbations along the medium, see e.g. Ref. [4]
and references therein. While being intrinsically limited
to short distance applications, SNC schemes have been
suggested as an effective way to avoid interfacing issues in
the engineering of connections between clusters of other-
wise independent quantum processors [5–12]. The study
of these models is also motivated by the need of better
understanding how the many-body system reacts to the
spreading of local perturbations. The main result in this
context is the well known bound by Lieb and Robinson
(LR) [13, 14] on the maximum group velocity for two-
points correlation functions of the network, see also [15–
18]. For sufficiently regular models, it basically identifies
the presence of an effective light cone with exponentially
decaying tails implying that information that leaks out
to space-like separated regions is negligible. Several ap-
plications of the LR inequality in a quantum information
theoretical treatment of SNC models have been presented
in the literature. For instance in Ref. [19] the LR bound
was used to set a limit on the entanglement that can de-
velop across the boundary of a distinguished region for
short times. In Ref. [20] instead the bound was used to
show that dynamics of 1D quantum spin systems can be
approximated efficiently. In Ref. [21] finally, making use
of the Fannes inequality [22], Bravyi et al. succeeded
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FIG. 1: (Color online) Schematic representation of a spin-
network model for quantum communication. The network N
is divided into three components: the sector A (controlled by
the sender of the message Alice), the sector B (controlled by
the receiver Bob), and the sector C on which neither Alice
nor Bob can operate. The element Q represents an external
ancillary memory element Alice uses to store the information
she wants to transmit. At time t = 0 Alice couples A with Q
via an arbitrary encoding mapping EQA which fully charac-
terizes the adopted communication strategy; Bob, on his side,
will try to pick up the message at some later time t from B.
in linking the LR inequality to the Holevo information
capacity C1 [24, 25] attainable for a special example of
SNC model where Alice tries to communicate classical
messages to Bob by “overwriting” them into the initial
state of the spin-network she controls. A generalization of
this result was presented in Ref. [23] where the LR bound
was employed to set the limits within which high-fidelity
quantum state transfer and entanglement generation can
be performed in general spin-network systems. The aim
of the present manuscript is to go beyond these findings,
by generalizing the inequality derived in Ref. [21] to the
whole plethora of quantum channel capacities [26] that
one can associate to the underlying SNC model and to
the arbitrary encoding strategies Alice may adopt to up-
load her messages into the network. For this purpose we
shall make explicit use of the the continuity argument
of Refs. [27, 28] which allows one to connect the capac-
ities values of two channels via their relative distance
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2measured in terms of the diamond norm metric [29, 30].
While our derivation in many respects mimics the one
presented by Bravyi et al., we stress that in order to ac-
count for all possible encoding strategy, we have explic-
itly to deal with the dimension of the ancillary memory
element Q Alice can use in the process. The presence of
such element, which does not enter in the definition of the
spin-network (and hence in the associated LR inequality),
introduces a divergent contribution which, if not prop-
erly tamed, tends to spoil the connection between the
LR bound and the diamond norm distance, compromiz-
ing the possibility of using the results of Refs. [27, 28]
in constraining the capacities values of the underlying
SNC model (a problem which, due to the intrinsic sub-
additivity of the Holevo information C1, needed not to
be addressed in Ref. [21]).
The manuscript is organized as follows: we start in
Sec. II by introducing the SNC scheme and reviewing
some basic facts about the LR bound. The main results
of the paper are presented in Sec. III. Here, in Sec. III A,
first we exploited the LR inequality to put an upper limit
on the induced trace-norm distance [3] between the map
associated with the SNC scheme and a (zero-capacity)
complete depolarizing channel [31, 32]. From this, in
Sec. III B we hence derive an analogous bound for the
diamond distance [29, 30] from which ultimately follow
the bounds on the SNC communication capacities. The
paper ends with the conclusions in Sec. IV. Technical
material is presented in the Appendix.
II. THE MODEL
In the scenario we are interested in, two distant parties
(Alice the sender and Bob the receiver) try to exchange
(classical or quantum) messages by locally manipulat-
ing portions of a many-body quantum system N that,
as schematically shown in Fig. 1, acts as the mediator
of the information exchange [4–11, 21]. An exhaustive
characterization of N is provided by the spin network
formalism [16] where the (fixed) locations of the quantum
subsystems are specified by a graph G := (V,E) defined
by a set of vertices V and by a set E of edges. The model
is equipped with a metric d(x, y) defined as the shortest
path (least number of edges) connecting x, y ∈ V (d(x, y)
being set equal to infinity in the absence of a connecting
path), which induces a measure for the diameter D(X)
of a given subset X ⊂ V , and a distance d(X,Y ) between
the subsets X,Y ⊂ V ,
D(X) := min{d(x, y)|x, y ∈ X} ,
d(X,Y ) := min{d(x, y)|x ∈ X, y ∈ Y } . (1)
Indicating with Hx the Hilbert space associated with the
spin that occupies the vertex x of the graph, the Hamil-
tonian of N , which ultimately is responsible for the in-
formation propagation in the medium, can be expressed
as
Hˆ :=
∑
X⊂V
HˆX , (2)
where the summation runs over the subsets X of V with
HˆX being a self-adjoint operator that is local on the
Hilbert space HX := ⊗x∈XHx , i.e. it acts non-trivially
on the spins of X while being the identity everywhere
else.
Assume then that Alice and Bob control respectively
two non-overlapping sections A and B of the network N ,
their distance being d(A,B) > 0. The model includes
also a domain C of N that represents the spins which
are neither under Bob’s nor Alice’s control. The two
parties agree about a protocol according to which Alice
signals to Bob by locally perturbing the input state of
the chain τˆABC via a set of local operations acting on the
spins belonging to her domain A. Such actions will hence
propagate according to the natural Hamiltonian (2) of
the network for some transferring time t after which Bob
will try to recover them via some proper local operations
on the domain B. The question we want to address is
how much Bob will be able to discern about Alice encod-
ing action by performing arbitrary (local) operations on
the output state (12). In the next section we shall ap-
proach this problem by generalizing the work of Ref. [21]
where, using the Lieb-Robinson (LR) inequality [13, 14]
an upper limit was set for the Holevo capacity C1 [26]
attainable using a specific spin-network communication
strategy (explicitly the model defined in Eq. (16) below).
We remind that the LR is a universal bound on the corre-
lations that can be established between distant portions
of the network due to the dynamics induced by the sys-
tem Hamiltonian Hˆ under minimal assumptions on the
structure of involved couplings. In particular, given any
two operators Aˆ and Bˆ that are local on Alice’s and Bob’s
subsets A and B respectively, the LR inequality imposes
the constraint
‖[Aˆ(t), Bˆ]‖
‖Aˆ‖‖Bˆ‖ ≤ AB(t) , (3)
where
‖Θˆ‖ := max
|ψ〉
‖Θˆ|ψ〉‖ , (4)
represents the standard operator norm, and where given
Uˆ(t) := exp
[
−iHˆt
]
, (5)
the unitary operator associated with the network Hamil-
tonian (2) (~ = 1),
Aˆ(t) := Uˆ†(t)AˆUˆ(t) , (6)
is the evolved counterpart of Aˆ in the Heisenberg rep-
resentation. According to the LR analysis, the quantity
AB(t) appearing on the r.h.s. of (3) exhibits an explicit
3dependence upon the coupling strengths but is indepen-
dent from the actual state of the network τˆABC . Most
importantly it depends upon t via its absolute value |t|,
and tends to zero when this parameter is small and/or
d(A,B) is large enough, pointing out that modifications
on A sites require a certain time to affect the sector B
when the two are disjoint. In particular, as shown in
Ref. [33], for finite range Hamiltonians admitting D¯ such
that HˆX = 0 whenever D(X) > D¯, we can express the
LR quantity AB(t) in the following compact form
AB(t) = 2|A||B|
(
2 e ζ D¯ |t|
d(A,B)
)d(A,B)
D¯
, (7)
where |X| is the total number of sites in the domain X ⊂
V , and where ζ is a finite, positive constant characteriz-
ing the graph topology and the intensity of the couplings
(but not on the size of the graph). If instead the Hamilto-
nian is explicitly of long-range couplings but sufficiently
well behaved so that there exist µ, s positive constants
such that supx∈V
∑
X3x
|X| ‖HˆX‖eµ2D(X) ≤ s (exponential
decay), or supx∈V
∑
X3x
|X| ‖HˆX‖[1+D(X)]µ ≤ s (power-
law decay), then Eq. (7) gets replaced by
AB(t) = C|A||B|(ev|t| − 1)e−µd(A,B) , (8)
in the first case, and by
AB(t) = C|A||B| e
v|t| − 1
(1 + d(A,B))µ
, (9)
in the second case, v and C being positive constants that
again depend upon the metric of the network and on
the Hamiltonian, but do not scale with the size of the
model [16, 18].
A. SNC channels
Without loss of generality we can describe the pertur-
bation induced by Alice on the network in an effort to
communicate with Bob as a Linear, Completely Positive,
Trace preserving (LCPT) [1, 2, 32] encoding map EQA
which at time t = 0 locally couples the portion A of N
with an external memory element Q that stores the infor-
mation she wants Bob to receive, see Fig. 1. Specifically,
indicating with τˆABC the initial state of the network we
have
ρˆQ → EQA[ρˆQ ⊗ τˆABC ] := (EQA ⊗ IBC)[ρˆQ ⊗ τˆABC ] ,(10)
where IBC represents the identity superoperator on the
BC domains. Once introduced into the system, the per-
turbation (10) propagates freely for a transferring time t
along the spin-network, i.e.
EQA[ρˆQ ⊗ τˆABC ] −→ Uˆ(t)EQA[ρˆQ ⊗ τˆABC ]Uˆ†(t) , (11)
with Uˆ(t) being the unitary transformation (5) defining
the dynamics of N . Bob on his sites will have hence
the possibility of perceiving it as a modification of the
reduced density matrix of the portion of spin-network he
controls, i.e.
ρˆB(t) = Φ[ρˆQ] := TrQAC
(
Uˆ(t)EQA[ρˆQ ⊗ τˆABC ]Uˆ†(t)
)
= TrAC
(
Uˆ(t)EA[τˆABC ]Uˆ†(t)
)
, (12)
where in the second line we used the fact that Uˆ(t) does
not operate onQ, to introduce the LCPT mapping locally
acting on A
τˆABC → EA[τˆABC ] := TrQ
(
EQA[ρˆQ ⊗ τˆABC ]
)
, (13)
that depends on the selected message ρˆQ and encoding
operation EQA.
Equation (12) defines the SNC channel Φ connecting
Alice’s quantum memory Q to Bob’s location. By con-
struction it is explicitly LCPT and beside the properties
of the network (namely its Hamiltonian Hˆ and its input
state τˆABC) and the propagation time t, it explicitly de-
pends upon Alice’s choice of the encoding transformation
EQA. A trivial option is represented for instance by the
case where EQA is the identity mapping IQA: under this
assumption no information is transferred fromQ either to
the A or to the B portion of the network, leading (12) to
coincide with the depolarizing map [31, 32] Φ
(0)
DP defined
by the identity
Φ
(0)
DP [ρˆQ] := ρˆ
(0)
B (t) Tr[ρˆQ] , (14)
where
ρˆ
(0)
B (t) := TrAC [Uˆ(t)τˆABCUˆ
†(t)] , (15)
is the state Bob would have received if Alice decided not
to perturb her spins at time t = 0. Identifying instead
EQA with a control gate activated by different choices of
ρˆQ, we can force EA to belong to a generic list {E(α)A }α
of possible operations, each associated with a classical
symbol labeled by the index α. With this choice the
scheme (12) induces the mapping
α −→ ρˆ(α)B (t) := TrAC
(
Uˆ(t)E(α)A [τˆABC ]Uˆ†(t)
)
, (16)
that corresponds to the the signaling strategy analyzed
in Ref. [21] to allow the transferring of classical messages
from A to B. On the contrary, by identifying Q with
a memory element QA that is isomorphic with A and
taking EQA to be a unitary swap gate, Eq. (13) reduces
to
τˆABC → ρˆA ⊗ τˆBC , (17)
with ρˆA being the isomorphic copy of ρˆQA on A and
τˆBC := TrA[τˆABC ] being the reduced state of the BC
4domains obtained by tracing away A from the input
τˆABC . Accordingly, under this construction the SNC
channel (12) becomes
ΦSW [ρˆQA ] = TrAC
(
Uˆ(t)[ρˆA ⊗ τˆBC ]Uˆ†(t)
)
, (18)
which represents the swap-in/swap-out spin-network
communication strategy extensively studied in the liter-
ature (see e.g. Refs. [4–12]), that, at least in principle, is
capable to convey both classical and quantum messages.
Of course, Eqs. (14), (16), and (18) are just three ex-
amples out of a large (possibly infinite) set of possible
maps (12) that we can realize for fixed τˆ , Hˆ and t, by
using different choices of the mapping EQA. Determining
what is the optimal option in terms of communication
efficiency is a rather complex problem which arguably
depends upon the property of the network, the value of
transferring time t, the relative distance of the locations
A and B, as well as upon the kind of messages (classical,
private classical, quantum, etc) one wishes to transfer.
Our aim is to show that however, irrespectively from the
freedom of selecting the encoding EQA, the LR inequal-
ity (3) poses a fundamental limitation on the resulting
communication efficiency.
III. DISTANCE OF THE RECEIVED MESSAGE
FROM THE NON-SIGNALING STATE
To determine the amount of information that can be
effectively retrieved by Bob at the end of the transmis-
sion (12) associated with an arbitrary coding strategy
EQA, we have to compute the distance between the SNC
channel Φ and the depolarizing channel Φ
(0)
DP of Eq. (14)
associated with the non-signaling protocol. Specifically
in Sec. III A we first analyze the induced trace-norm dis-
tance [3] between Φ and Φ
(0)
DP showing that irrespectively
from the choice of EQA we get the inequality
‖Φ− Φ(0)DP ‖1 ≤M2A AB(t) , (19)
where MA is the dimension of the Hilbert space associ-
ated with the spins of the domain A under Alice control
and where AB(t) is the LR quantity appearing on the
r.h.s. of Eq. (3). Equation (19) is a clear indication that
for small enough values of t and/or large enough values
of d(A,B), the spin-network channel performances are
close to the non-signaling regime, irrespectively from the
initial state τˆABC of the network and from the encod-
ing procedure EQA selected by Alice. In particular from
Eq. (75) of Ref. [28] it is possible to use Eq. (19) to bound
the value of the Holevo capacity [24, 25] associated with
Φ as
C1(Φ) ≤ M
2
A AB(t)
2
log2MB + g(
M2A AB(t)
2 ) , (20)
where we exploited the fact that C1(Φ
(0)
DP ) is trivially null
(no information being transferred via the depolarizing
map) and where g(x) is a function that tends to zero as
x→ 0, defined by the identities
g(x) := (1 + x)H2(x/(1 + x)) , (21)
H2(y) := −y log2 y − (1 + y) log2(1 + y) . (22)
Equation (20) generalizes an analogous result obtained in
Ref. [21] in the special case of the classical-to-quantum
encoding strategy (16). Extending this to all possible
encodings and to full set of the communication capaci-
ties [1, 2, 26] (i.e. the classical capacity C(Φ) [24, 25],
the private capacity CP (Φ) [34], the quantum capacity
Q(Φ) [34–36], and the entanglement assisted capacity
CE(Φ) [37, 38] of the map Φ), requires however a lit-
tle more effort. For this purpose in Sec. III B we focus on
the diamond distance [29, 30] between Φ and a slightly
different version of the depolarizing channel Φ
(0)
DP , namely
the channel
Φ
(1)
DP [ρˆQ] := ρˆ
(1)
B (t) Tr[ρˆQ] , (23)
obtained by replacing in Eq. (14) the state ρˆ
(0)
B (t) of (15)
with the density matrix
ρˆ
(1)
B (t) := TrAC [Uˆ(t)(τˆA ⊗ τˆBC)Uˆ†(t)] , (24)
with τˆA := TrBC [τˆABC ] and τˆBC := TrA[τˆABC ] the re-
duced density matrices of the sectors (A and BC respec-
tively) of the input state of the network τˆABC . According
to our analysis we shall see that the following inequality
holds
‖Φ− Φ(1)DP ‖♦ ≤M AB(t) , (25)
where again AB(t) is the LR quantity and where M is
upper bounded by 2M4A, specifically
M := 2 min{M4A,M3AMBMC} . (26)
Notice that as for Eq. (19), the r.h.s. of this inequality
involves only quantities that ultimately just depend upon
properties of the spin-network: specifically the distance
of the sectors A and B, the number of spins they con-
tain, the transferring time t, the dimension of the Hilbert
space of A. From the results of Leung and Smith [27] and
the subsequent improvement by Shirokov [28] we can now
turn Eq. (25) into a bound for the communication capac-
ities [1, 2, 26] of the map Φ in terms of the corresponding
ones associated with the depolarizing map Φ
(1)
DP . Explic-
itly, observing that by definition we have
C1(Φ
(1)
DP ) = C(Φ
(1)
DP ) = 0 ,
CP (Φ
(1)
DP ) = Q(Φ
(1)
DP ) = 0 ,
CE(Φ
(1)
DP ) = 0 , (27)
equations (81) and (82) of Ref. [28] lead us to
Q(Φ), C(Φ) ≤M AB(t) log2MB + g(M AB(t)2 ) , (28)
5while Eq. (76) of Ref. [28] to
CE(Φ) ≤M AB(t) log2M ′ + g(M AB(t)2 ) , (29)
where M ′ is the minimum between the dimensions of A
and B, i.e.
M ′ := min{MA,MB} . (30)
As a matter of fact the last of the inequalities presented
above happens to be the strongest of all: indeed due to
the natural ordering among the capacities
CP (Φ) ≤ C(Φ) ≤ CE(Φ) , Q(Φ) ≤ CE(Φ)/2 , (31)
our final bounds read
CP (Φ), C(Φ), CE(Φ) ≤M AB(t) log2M ′ + g(M AB(t)2 ) ,
(32)
Q(Φ) ≤ M AB(t)
2
log2M
′ + g(M AB(t)2 ) . (33)
A. Induced trace-norm distance
The induced trace distance between Φ of Eq. (12) and
the depolarizing channel Φ
(0)
DP of Eq. (14) related to the
non-signalling protocol is defined as
‖Φ− Φ(0)DP ‖1 := 2 max
ρˆQ
D(Φ(ρˆQ),Φ
(0)
DP (ρˆQ)) , (34)
where the maximum is taken over the whole set
of possible input states ρˆQ of the memory Q, and
D(Φ(ρˆQ),Φ
(0)
DP (ρˆQ)) is the trace-distance [32] between
the corresponding output configurations ρˆB(t) and ρˆ
(0)
B (t)
of Φ and Φ
(0)
DP . According to the Helstrom theorem [1, 2],
D(Φ(ρˆQ),Φ
(0)
DP (ρˆQ)) gauges the minimum error probabil-
ity that one can get trying to discriminate Φ(ρˆQ) from
Φ
(0)
DP (ρˆQ)), in particular it writes
D(Φ(ρˆQ),Φ
(0)
DP (ρˆQ)) = D(ρˆB(t), ρˆ
(0)
B (t))
:=
1
2
‖ρˆB(t)− ρˆ(0)B (t)‖1 , (35)
with ‖Xˆ‖1 := Tr[
√
Xˆ†Xˆ] being the trace-norm of the
operator Xˆ, not to be confused with the operator norm
introduced in Eq. (4). A useful way to express (35) is
D(ρˆB(t), ρˆ
(0)
B (t)) = max
ΘˆB
TrB
[
ΘˆB(ρˆB(t)− ρˆ(0)B (t))
]
,
(36)
where the maximum can be taken either over the set of
positive operators 1ˆB ≥ ΘˆB ≥ 0, or, equivalently, on the
set of operators ΘˆB = VˆB/2 with VˆB being a unitary
operator acting locally on the spins of the domain B (in
what follows we find it convenient the latter option). In-
troducing the operator ΘˆB(t) := Uˆ
†(t)ΘˆBUˆ(t) and using
Eqs. (11), (12), and (15) we can then write
D(ρˆB(t), ρˆ
(0)
B (t)) = max
ΘˆB
Tr
[
ΘˆB(t) (EA[τˆABC ]− τˆABC)
]
= max
ΘˆB
K∑
k=1
Tr
[
Mˆ†kΘˆB(t)Mˆk τˆABC − ΘˆB(t)Mˆ†kMˆk τˆABC
]
= max
ΘˆB
K∑
k=1
Tr
[
[Mˆ†k , ΘˆB(t)] Mˆk τˆABC
]
,
where {Mˆk; k = 1, · · · ,K} are a Kraus set of local oper-
ators on A which represents the action of the LCPT map
EA, i.e.
EA[· · · ] =
K∑
k
Mˆk=1[· · · ]Mˆ†k ,
K∑
k=1
Mˆ†kMˆk = 1ˆ . (37)
Now bounding the expectation value of [Mˆ†k , ΘˆB(t)]Mˆk
over τˆABC with the associated operator norm (4), ex-
ploiting the triangular inequality we obtain
D(ρˆB(t), ρˆ
(0)
B (t)) ≤ max
ΘˆB
K∑
k
‖[Mˆ†k , ΘˆB(t)]‖‖Mˆk‖ , (38)
Observe that by unitary equivalence of the norm we have
‖[Mˆ†k , ΘˆB(t)]‖ = ‖[Mˆ†k(−t), ΘˆB ]‖ where now Mˆ†k(t) =
Uˆ†(t)Mˆ†kUˆ(t) is the time evolved version of the local op-
erator Mˆ†k of A under the action of the network Hamil-
tonian. Accordingly we can use (3) and (7) to write
‖[Mˆ†k , ΘˆB(t)]‖ ≤ ‖Mˆ†k‖‖ΘˆB‖AB(t) ≤ AB(t)/2 , (39)
where in the second line we used the fact that
‖Mˆ†k‖ = ‖Mˆk‖ =
√
‖Mˆ†kMˆk‖ ≤ 1 , (40)
due to the normalization condition of the Kraus elements,
and ‖ΘˆB‖ = ‖VˆB/2‖ ≤ 1/2. Replacing this into the
bound on D(ρˆB(t), ρˆ
(0)
B (t)) we hence can write
D(ρˆB(t), ρˆ
(0)
B (t)) ≤ (K/2) AB(t) , (41)
with the r.h.s. that depends upon the specific choice of
the encoding channel EA only via the total number K
of Kraus elements that enter the decomposition (37). In
case we restrict Alice to adopt only unitary encodings,
this yields K = 1. Alternatively, if we allow for arbitrary
LCPT operations EA on A, i.e. arbitrary LCPT opera-
tions EQA on Q and A, an universal bound can be estab-
lished by reminding that, irrespectively from the choice
of EA it is always possible to have a Kraus set with at
most K = M2A. This leads to
D(ρˆB(t), ρˆ
(0)
B (t)) ≤ (M2A/2) AB(t) , (42)
and hence to Eq. (19) via Eq. (34) exploiting the fact that
the r.h.s. of Eq. (42) holds true for all possible choices of
the input ρˆQ.
6B. Diamond norm distance
The diamond-distance [29, 30] between two channels
Φ and Φ′ connecting Q to B is defined as
‖Φ−Φ′‖♦ = max|ψ〉QQ′
‖(Φ⊗I−Φ′⊗I)(|ψ〉QQ′〈ψ|)‖1 , (43)
where the maximization now is performed for extensions
Φ ⊗ I and Φ′ ⊗ I of the original channels involving pu-
rifications |ψ〉QQ′ of the possible inputs of Q constructed
on an ancillary system Q′ that is isomorphic to Q. A
naive way to bound this quantity would be to use the
natural ordering with the induced trace-norm distance
(see Appendix A), according to which one has
‖Φ− Φ′‖1 ≤ ‖Φ− Φ′‖♦ ≤ 2MQ‖Φ− Φ′‖1 , (44)
with MQ being the dimension of Alice’s memory Q. Ap-
plying this to the maps Φ associated with a generic
encoding EQA and to the depolarizing channel Φ(0)DP of
Eq. (14) it yields
‖Φ− Φ(0)DP ‖♦ ≤ 2MQ‖Φ− Φ(0)DP ‖1 ≤ 2MQM2AAB(t) ,
(45)
where in writing the last term we invoked the bound (19).
In many cases of physical interest where MQ is directly
linked to the dimensionality of A, Eq. (45) is sufficiently
strong for our purposes. For instance this happens for the
swap-in/swap-out coding map ΦSW of Eq. (18), where by
construction the memory element is isomorphic to A, i.e.
MQA = MA. Accordingly, in this case Eq. (45) leads to
‖ΦSW − Φ(0)DP ‖♦ ≤ 2M3AAB(t) , (46)
which can be used to replace (25) in our study of the
channel capacities reported at the beginning of Sec. III.
For a generic choice of EQA however, the presence of MQ
on the r.h.s. of Eq. (45) poses a severe limitation to
this inequality as the dimension of Q is not a property
of the spin-network model and can in principle assume
unbounded values. To deal with this problem we now
consider the diamond norm
‖Φ−Φ(1)DP ‖♦ = max|ψ〉QQ′
‖(Φ⊗I −Φ(1)DP ⊗I)(|ψ〉QQ′〈ψ|)‖1 ,
(47)
between the map Φ associated with the encoding oper-
ation EQA, and the depolarizing map Φ(1)DP defined in
Eq. (23). Notice that the action of Φ and Φ
(1)
DP can be
expressed as concatenations of two processes, i.e.
Φ[· · · ] = Ψ ◦ E [· · · ] , (48)
Φ
(1)
DP [· · · ] = Ψ(1)DP ◦ E [· · · ] , (49)
where
E [· · · ] := TrQ[EQA[· · · ⊗ τˆABC ]] , (50)
is a LCPT channel from Q to ABC and where
Ψ[· · · ] := TrAC
[
Uˆ(t)[· · · ]Uˆ†(t)
]
, (51)
Ψ
(1)
DP [· · · ] := TrAC
[
Uˆ(t) (τˆA ⊗ TrA[· · · ]) Uˆ†(t)
]
,
(52)
are instead LCPT transformations operating from ABC
to B which do not depend upon the special choice of EQA.
Consider first the case where the input state τˆABC of
the network N is a pure vector |τ〉ABC . For a generic
choice of the pure states |ψ〉QQ′ of QQ′ entering the max-
imization (47), we have that globally the QQ′ABC sys-
tem is described by the product vector |ψ, τ〉QQ′ABC :=
|ψ〉QQ′ |τ〉ABC , which, after a Schmidt decomposition of
|ψ〉QQ′ and |τ〉ABC along the partitions Q,Q′ and A,BC
respectively, can be written as
|ψ, τ〉QQ′ABC =
r∑
i=1
s∑
j=1
√
αiβj |ψi, ψi, τj , τj〉Q′QABC ,
|ψi, ψi, τj , τj〉Q′QABC := |ψi〉Q′ |ψi〉Q |τj〉A |τj〉BC ,
(53)
with r ≤ MQ and s ≤ min{MA,MBMC} with |ψi〉Q/Q′
and |τj〉A/BC forming an orthogonal set of pure states of
their respective systems. Completing hence |ψi〉Q to a
basis of Q, we then define the vectors∣∣∣λ˜`,q〉
Q′ABC
:=
r∑
i=1
s∑
j=1
√
αiβj |ψi〉Q′ |χ`,q,i,j〉A |τj〉BC ,
(54)
where
|χ`,q,i,j〉A := Q 〈ψq|Nˆ` |ψi, τj〉QA , (55)
and where Nˆ` are the Kraus operators associated with
the channel EQA
EQA[· · · ] =
L∑
`=1
Nˆ`[· · · ]Nˆ†` ,
L∑
`=1
Nˆ†` Nˆ` = 1ˆ , (56)
with L which can be always chosen to be smaller than
M2QM
2
A. Upon normalisation Eq. (54) gives the pure
states
|λ`,q〉Q′ABC := |λ˜`,q〉Q′ABC/g`,q , (57)
the norms g`,q := ‖|λ˜`,q〉Q′ABC‖ satisfying the constraint
L∑
`=1
MQ∑
q=1
g2`,q = 1. (58)
Notice that since terms (55) are elements of the Hilbert
space of HA, it follows that for each given q and `,
7when varying indexes i, j, vectors |χ`,q,i,j〉A |τj〉BC span
a space of dimension not larger than
M∗ := MA ×min{MA,MBMC}
= min{M2A,MAMBMC} . (59)
Accordingly this number also bounds the maximum num-
ber of non-zero terms entering the Schmidt decomposi-
tion of |λ`,q〉Q′ABC along the partition Q′, ABC, i.e.
|λ`,q〉 =
M∗∑
m=1
√
γm|m〉Q′ |m〉ABC , (60)
for a proper choice of an orthogonal sets of vectors |m〉Q′
and |m〉ABC . Exploiting the above identities the state
of Q′BC after the encoding stage through the mapping
Eq. (50) can be casted in the following form
E ⊗ I
[
|ψ, τ〉 〈ψ, τ |
]
=
L∑
`=1
MQ∑
q=1
g2`,q |λ`,q〉 〈λ`,q| , (61)
where for ease of notation we set |ψ, τ〉 := |ψ, τ〉QQ′ABC
and |λ`,q〉 := |λ`,q〉Q′ABC . From (48) and (49) we hence
get
‖(Φ⊗ I − Φ(1)DP ⊗ I)[|ψ〉QQ′ 〈ψ|]‖1 (62)
= ‖
L∑
`=1
MQ∑
q=1
g2`,q(Ψ⊗ I −Ψ(1)DP ⊗ I)[|λ`,q〉 〈λ`,q|]‖1
≤
L∑
`=1
MQ∑
q=1
g2`,q‖(Ψ⊗ I −Ψ(1)DP ⊗ I)[|λ`,q〉 〈λ`,q|]‖1,
the last inequality deriving from Eq. (58) by convexity
of the trace-norm. Remember now that each one of the
vectors |λ`,q〉 has Schmidt rank smaller than M∗ as indi-
cated in Eq. (60). Therefore following steps identical to
those in Appendix A we get
‖(Ψ⊗ I −Ψ(1)DP ⊗ I)[|λ`,q〉 〈λ`,q|]‖1 (63)
≤
M∗∑
m,m′=1
√
γmγm′
∥∥∥(Ψ−Ψ(1)DP )[|m〉 〈m′|]⊗ |m〉 〈m′|∥∥∥
1
=
M∗∑
m,m′=1
√
γmγm′‖(Ψ−Ψ(1)DP )[|m〉 〈m′|]‖1
≤ 2M∗‖Ψ−Ψ(1)DP ‖1 , (64)
with ‖Ψ − Ψ(1)DP ‖1 being the induced trace-distance be-
tween Ψ and Ψ
(1)
DP , i.e. the quantity
‖Ψ−Ψ(1)DP ‖1 := max
τˆ ′ABC
‖(Ψ−Ψ(1)DP )[τˆ ′ABC ]‖1 . (65)
A crucial observation is now that, indicating with QA the
Alice’s memory which is isometric to A, for all τˆ ′ABC we
can write
Ψ[τˆ ′ABC ] = TrAC [Uˆ(t)τˆ
′
ABCUˆ
†(t)] = Φ′DP [τˆQA ] ,
Ψ
(1)
DP [τˆ
′
ABC ] = Φ
′
SW [τˆQA ] , (66)
where τˆQA represents the copy of τˆA on QA while Φ
′
DP
and Φ′SW are respectively the non-signaling and the
swap-in/swap-out channels associated with the input
state τˆ ′ABC of the network. Hence invoking (19) we can
write
‖(Ψ−Ψ(1)DP )[τˆ ′ABC ]‖1 = ‖(Φ′DP − Φ′)[τˆQA ]‖1 (67)
≤ ‖Φ′DP − Φ′‖1 ≤M2A AB(t) ,
which, by reminding that AB(t) does not depend upon
the initial state of the spin-network, gives
‖Ψ−Ψ(1)DP ‖1 ≤M2A AB(t) . (68)
Accordingly from Eq. (65) and (62) we have
‖(Φ⊗ I − Φ(1)DP ⊗ I)[|ψ〉QQ′ 〈ψ|]‖1 ≤ 2M∗M2A AB(t) ,
(69)
for all |ψ〉QQ′ , which replaced into Eq. (47) leads to
‖Φ− Φ(1)DP ‖♦ ≤ 2M∗M2A AB(t) , (70)
hence proving Eq. (25).
The above argument can be also used to deal with the
case where the initial state of the network τˆABC is not
pure. Indeed, by writing it as a convex sum over a set of
pure states
τˆABC =
∑
i
pi |τi〉ABC 〈τi| , (71)
equation (61) gets replaced by
E⊗I
[
|ψ〉 〈ψ|⊗τˆABC
]
=
∑
i
L∑
`=1
MQ∑
q=1
pi
(
g
(i)
`,q
)2 ∣∣∣λ(i)`,q〉〈λ(i)`,q∣∣∣ ,
(72)
with g
(i)
`,q and
∣∣∣λ(i)`,q〉 being associated with the i-th pure
vector |τi〉ABC entering Eq. (71) via the construction de-
tailed in Eqs. (53-57). Hence we can still invoke convexity
to arrive at
‖(Φ⊗ I − Φ(1)DP ⊗ I)[|ψ〉QQ′ 〈ψ|]‖1 (73)
≤
∑
i
L∑
`=1
MQ∑
q=1
pi
(
g
(i)
`,q
)2
‖(Ψ⊗ I −Ψ(1)DP ⊗ I)[|λ(i)`,q〉〈λ(i)`,q|]‖1,
that formally replaces (62). From here we can use the
same steps reported in Eqs. (63-70).
IV. CONCLUSIONS
We propose a study of a broad set of information
capacities associated with spin-networks employed as
8means of communication. In our analysis we consid-
ered as a quantum channel Φ a generic spin-network in
a generic initial state equipped with an encoding rep-
resented by a local LCTP map, which results to be
more general with respect to specific solutions adopted
previously in the literature. Here we made use of the
tools offered by the diamond norm and we exploited es-
tablished results such as the Lieb-Robinson bound [13],
which describes how correlations spread in spin systems,
and Fannes inequality [22], which states continuity prop-
erties of the Von Neumann entropy. We were able in such
a way to upper bound the whole set of quantum capaci-
ties of the map Φ. Possible extensions of our work should
include the presence of memory effects [39] in the infor-
mation transferring which may arise when allowing Alice
to perform sequences of encoding operations during the
time it takes for one of them to reach Bob location.
Appendix A: Bounds on the diamond norm
The lower bound in Eq. (44) is a direct consequence of
the definition of the diamond norm [3, 29, 30]. To prove
the upper bound of (44) let us observe that introducing
the Schmidt decomposition of the state |ψ〉 of Q and Q′,
|ψ〉 := ∑MQj=1 λj |j〉 ⊗ |j〉, we can write
2D
(
(Φ⊗ I)(|ψ〉〈ψ|), (Φ(0)DP ⊗ I)(|ψ〉〈ψ|)
)
= ‖
MA∑
j,j′=1
λjλj′(Φ− Φ(0)DP )[|j〉〈j′|]⊗ |j〉〈j′|‖1
≤
MA∑
j,j′=1
λjλj′‖(Φ− Φ(0)DP )[|j〉〈j′|]⊗ |j〉〈j′|‖1
≤
MA∑
j,j′=1
λjλj′‖(Φ− Φ(0)DP )[|j〉〈j′|]‖1
≤ 2‖Φ− Φ(0)DP ‖1
(MA∑
j=1
λj
)2 ≤ 2MA‖Φ− Φ(0)DP ‖1 ,
(A1)
where first we used the convexity of the trace-distance,
then the fact that for all |j〉, |j′〉 we have
‖(Φ− Φ(0)DP )[|j〉〈j′|]‖1 ≤ 2‖Φ− Φ(0)DP ‖1 , (A2)
and finally the Chauchy-Schwarz inequality and the nor-
malization condition for the Schmidt coefficients. Re-
placing hence (A1) into (43), Eq. (44) finally follows.
[1] A. S. Holevo, Quantum Systems, Channels, Informa-
tion: A Mathematical Introduction (De Gruyter Studies
in Mathematical Physics, 2012).
[2] M. M. Wilde, Quantum Information Theory (Cambridge
University Press, 2013).
[3] J. Watrous, The Theory of Quantum Information (Cam-
bridge University Press, 2018).
[4] S. Bose, Contemp. Phys. 48, 13 (2007).
[5] S. Bose, Phys. Rev. Lett. 91, 207901 (2003).
[6] M. Christandl, N. Datta, A. Ekert, and A. J. Landahl,
Phys. Rev. Lett. 92, 187902 (2004).
[7] T. S. Cubitt, F. Verstraete, and J.I. Cirac, Phys. Rev. A
71, 052308 (2005).
[8] D. Burgarth, V. Giovannetti, and S. Bose, Phys. Rev. A
75, 062327 (2007).
[9] J. Eisert, M. B. Plenio, S. Bose, and J. Hartley, Phys.
Rev. Lett. 93, 190402 (2004).
[10] M.B. Plenio, J. Hartley, and J. Eisert, New J. Phys. 6,
36 (2004).
[11] M.J. Hartmann, M. E. Reuter, and M. B. Plenio, New J.
Phys. 8, 94 (2006).
[12] V. Giovannetti and D. Burgarth, Phys. Rev. Lett. 96,
030501 (2006).
[13] E. Lieb and D. Robinson, Commun. Math. Phys. 28,
251-257, (1972).
[14] B. Nachtergaele, R. Sims, and A. Young,
9arXiv:1810.02428 [math-ph].
[15] M. B. Hastings, Phys. Rev. B 69, 104431, (2004).
[16] B. Nachtergaele and R. Sims, Commun. Math. Phys.
265, 119 (2006).
[17] B. Nachtergaele, Y. Ogata, R. Sims, J. Stat. Phys., 124:
1, (2006).
[18] M. B. Hastings and T. Koma, Commun. Math. Phys.
265, 781 (2006).
[19] J. Eisert and T. J. Osborne, Phys. Rev. Lett. 97, 150404
(2006).
[20] T. J. Osborne, Phys. Rev. Lett. 97, 157202 (2006).
[21] S. Bravyi, M. B. Hastings, and F. Verstraete, Phys. Rev.
Lett. 97, 050401 (2006).
[22] M. Fannes, Commun. Math. Phys. 31, 291 (1973).
[23] J. M. Epstein and K. B. Whaley, Phys. Rev. A 95, 042314
(2017).
[24] A. S. Holevo, IEEE.Trans.Inf.Theory 44 269?273 (1998).
[25] B. Schumacher and M. D. Westmoreland, Phys. Rev. A
56, 131 (1997).
[26] A. S. Holevo and V. Giovannetti, Rep. Prog. Phys.
75 046001 (2012). Quantum Information Theory (Cam-
bridge University Press, 2013).
[27] D. Leung and G. Smith, Commun. Math. Phys. 292, 201
(2009).
[28] M. E. Shirokov, J. Math. Phys. 58, 102202 (2017).
[29] A.Y. Kitaev, Russian Mathematical Surveys, 52 1191,
(1997).
[30] A.Y. Kitaev, A. Shen, and M.N. Vyalyi. Classical and
Quantum Computation (American Mathematical Society,
2002).
[31] C. King, IEEE Trans. Inf. Theory, 49, 221 (2003).
[32] M. Nielsen and I. Chuang, Quantum Computation and
Quantum Information (Cambridge: Cambridge Univer-
sity Press, 2010).
[33] S. Chessa and V. Giovannetti, arXiv preprint
arXiv:1905.11171 [quant-ph], (2019).
[34] I. Devetak, IEEE Trans. Inf. Theory 51, 44(2005).
[35] S. Lloyd, Phys. Rev. A 55,1613 (1997).
[36] P. W. Shor, Lecture notes, MSRI Workshop on
Quantum Computation, 2002. Available online at
http://www.msri.org/publications/ln/msri/2002/ quan-
tumcrypto/shor/1/.
[37] C. H. Bennett, P. W. Shor, J. A. Smolin, and A. V.
Thapliyal, Phys. Rev. Let. 83 3081 (1999).
[38] C. H. Bennett, P. W. Shor, J. A. Smolin, and A. V.
Thapliyal, IEEE Trans. Inf. Th., 48 2637 (2002).
[39] F. Caruso, V. Giovannetti, C. Lupo, S. Mancini, Rev.
Mod. Phys. 86, 1203 (2014).
