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a b s t r a c t
A numerical algorithm is presented to solve the constrained weighted energy problem
from potential theory. As one of the possible applications of this algorithm, we study
the convergence properties of the rational Lanczos iteration method for the symmetric
eigenvalue problem. The constrained weighted energy problem characterizes the region
containing those eigenvalues that are well approximated by the Ritz values. The region
depends on the distribution of the eigenvalues, on the distribution of the poles, and on the
ratio between the size of the matrix and the number of iterations. Our algorithm gives the
possibility of finding the boundary of this region in an effective way.
We give numerical examples for different distributions of poles and eigenvalues and
compare the results of our algorithm with the convergence behavior of the explicitly
performed rational Lanczos algorithm.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In logarithmic potential theory the properties of harmonic functions in the complex plane are studied. The constrained
weighted energy problem (CWEP) is an important problem in logarithmic potential theory.
Logarithmic potential theory has different applications. It can be used to study weak limits for the zeros of orthogonal
polynomials [1,2] and orthogonal rational functions [3, Theorem 4.3]. It also gives the possibility of developing the
convergence theory of the classical Lanczos algorithm. This connection between the classical Lanczos algorithm and
logarithmic potential theory is excellently described in the review papers [4,5]. The constrained energy problem (CEP) is
closely related to the convergence behavior of the classical Lanczos method, as shown in [6]. In [7] a numerical algorithm to
solve the CEP is presented.
The rational Lanczos algorithm [8,9] is a generalization of the classical Lanczos algorithm in the sense that the latter is
obtained by considering all the poles in the rational Lanczos algorithm at infinity. So, the CWEP can be used in a similar
context to obtain accurate information on the convergence of the rational Lanczos method. Since the CWEP is not easy to
solve explicitly, it is interesting to obtain an approximate numerical solution, which is the goal of the present paper.
This paper is organized as follows. In the next section we start with an overview of the theoretical preliminaries of
potential theory. Then, in Section 3 we deal with the algorithm to numerically solve the CWEP, and present some numerical
experiments. We conclude in Section 4 by briefly describing the connection between the rational Lanczos algorithm and
potential theory, and use the latter to predict the convergence of the Ritz values.
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The connection between theCWEPand the convergence behavior of the rational Lanczosmethodhas beenpresented to us
at first during the talk [10] by Beckermann.When finishing this manuscript, we also received thework [11] from its authors,
in which they give the extensive study of this connection. For this reason, in Section 4.1 we only describe this connection
very briefly to introduce the numerical experiments in Section 4.2, and refer to thework [11] for details and proofs. Themain
difference between our work and theirs is that they do not focus on the numerical solution of the corresponding CWEP. To
confirm their theoretical findings by numerical experiments, they solved a constrained quadratic optimization problem for
the energy with an active set algorithm fromMatlab. Such algorithm is not exploiting the intrinsic structure of the problem.
Another difference is that they only consider the case in which the weight is supported on a subset of the real line. On the
other hand, we restrict ourselves to the case in which the support of the constraint is bounded and the support of the weight
is bounded away from it.
2. Preliminaries
The field of complex numbers will be denoted by C and the Riemann sphere by C = C ∪ {∞}. For the real line we use
the symbol R. Let a ∈ C, thenℜ{a} refers to the real part of a. Further, we denote the imaginary unit by i.
LetM(E)be the space of all Borel probabilitymeasures onCwhich are supported on a compact set E; i.e. for anyµ ∈M(E)
we haveµ(C) = 1 and supp(µ) ⊆ E. The logarithmic potential of a compactly supportedmeasureµ is then defined (cf. [12,
p. 53]) by
Uµ(z) =
∫
log
1
|z − z ′|dµ(z
′),
and its logarithmic energy is given by
I(µ) =
∫ ∫
log
1
|z − z ′|dµ(z
′)dµ(z).
Given a positive Borel measure ν on C, with compact support supp(ν) ⊂ C \ E bounded away from E and ν(C) = s ∈
[0, 1], an important problem in logarithmic potential theory is to minimize theweighted logarithmic energy I(µ− ν) among
all µ ∈ M(E). If there exists a probability measure on E with finite energy, the solution to this problem is unique and is
called the balayage-measure of the probability measure η = ν + (1− s)δ∞ (where δz is the unit measure whose support is
the point z), from C \ E onto E, which will be denoted by µν . In this paper we will only consider the case in which E is an
interval or a union of disjoint intervals. The minimization problem can also be characterized then in terms of its potential
as follows (see e.g. [13]).
Property 1. Let µν ∈ M(E) be a solution to the problem of minimizing I(µ − ν) among all µ ∈ M(E). Then the potential
Uµ
ν−ν(z) is equal to a constant Cν on E and smaller than Cν everywhere else. Moreover, it is the only probability measure with
that property.
We call the potential Uµ−ν(z) a weighted potential. In the special case in which E = [a, b], the density of the balayage-
measure µν is explicitly known, and given by (see also [3, Theorem 4.3])
dµν(z)
dz
= 1
π
√
(b− z)(z − a)
∫
ℜ
√
(u− b)(u− a)
u− z

dη(u), z ∈ [a, b], (1)
where the square root is positive for u > b and the branch cut is [a, b].
Next, suppose σ ∈ M(E) has finite logarithmic energy I(σ ), and let t ∈ (0, 1). A related problem is then to minimize
I(µ − ν) among all µ ∈ M(E) that satisfy tµ ⩽ σ (in the sense of densities). We call this problem a constrained weighted
energy problem (CWEP). Again, there is a characterizing property in terms of its potential (see e.g. [13]).
Property 2. Assume Uσ (z) is continuous and real-valued and let µνt be a solution to the CWEP. Then U
µνt −ν(z) is equal to a
constant Cνt on supp(σ − tµνt ) and smaller than or equal to Cνt everywhere else. Moreover, the only measure µ ∈ M(E), with
tµ ⩽ σ , for which the weighted potential Uµ−ν(z) is constant on supp(σ − tµ) and smaller or equal to this constant everywhere
else, is µνt .
Note that, in the special case in which ν = 0, the CWEP reduces to the classical (un-weighted) constrained energy
problem (CEP). Furthermore, the exact solution to the un-constrained problem is then called the equilibrium measure.
Since tµνt ⩽ σ , the set supp(σ − tµνt ) is just the set where tµνt < σ . We now have the following lemma, where we use
the notation ρ+ to denote the positive part of a signed measure ρ.
Lemma 3. Suppose for µ ∈ M(E) (not necessarily with tµ ⩽ σ ) it holds that the weighted potential Uµ−ν(z) is constant on
supp(σ − tµ). Then supp(σ − tµνt ) is a subset of supp((σ − tµ)+), and µνt ⩾ µ on supp(σ − tµνt ).
Proof. Define the Borel probability measures ρ = σ−tµ1−t and ρt = σ−tµ
ν
t
1−t , and the external field Q (z) = 11−t (tUν(z) −
Uσ (z)). Then it holds that
Uρ(z)+ Q (z) = − t
1− t U
µ−ν(z) = C for z ∈ supp(ρ),
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and
Uρt (z)+ Q (z) = − t
1− t U
µνt −ν(z) = − t
1− t C
ν
t for z ∈ supp(ρt),
Uρt (z)+ Q (z) = − t
1− t U
µνt −ν(z) ⩾ − t
1− t C
ν
t for z ∈ supp(ρ).
From [14, Lemma 3] it then follows that ρt ⩽ ρ+ and supp(ρt) ⊂ supp(ρ+), which ends the proof. 
From the previous lemma it follows that, if there is a µ ∈ M(E) for which the weighted potential Uµ−ν(z) is constant on
supp(σ − tµ), then on the region where tµ ⩾ σ it holds that tµνt = σ .
3. Algorithm
In this section we will update an algorithm in [7] to work with weighted potentials. More specifically, we replace the
potentials in the algorithm by the weighted potentials. This becomes possible using the lemma proved in the previous
section. First, we introduce the main idea of the algorithm, and then we treat the necessary discretization.
3.1. Main loop
We devise an algorithmic approach to solve the CWEP on the basis of Lemma 3. Given a positive Borel measure ν with
compact support bounded away from E, we first look for a Borel probability measure µ(1), with supp(µ(1)) = E, whose
weighted potential Uµ
(1)−ν is constant on E. Then, on the region where tµ(1) ⩾ σ we know that tµt = σ , so that we can put
µ(2) = σ/t over there and require Uµ(2)−ν to be constant on the other region. This process will be repeated until at a certain
point µ(k) ⩽ σ/t . The solution µνt will then be equal to µ
(k).
In a high level language this may look like:
Algorithm 1: Continuous version of the CWEP algorithm
begin
I = supp(σ )
J = ∅
µ = ∞
while µ ⩽̸ σ/t do
µ|J = 1t σ |J
solve

Uµ|I (z) = C − Uµ|J (z)+ Uν(z), ∀z ∈ I
µ|I(C) = 1− µ|J(C)
I = {tµ < σ }
J = {tµ ⩾ σ }
end
return µνt = µ
end
The set I is the region where µ is not known yet, while J is the region where µ is already known to be equal to σ/t .
The weighted potential of µ needs to be constant on I , so we solve Uµ−ν(z) = Uµ|I (z) + Uµ|J (z) − Uν(z) = C for
every z ∈ I , where C is an unknown constant depending on ν, keeping in mind that µ has to be a probability measure:
µ(C) = µ|I(C)+ µ|J(C) = 1.
The output of this algorithm is a probability measure µνt that satisfies tµ
ν
t ⩽ σ , and whose weighted potential U
µνt −ν
is constant on supp(σ − tµνt ). If, at the same time, the potential is smaller than or equal to this constant outside of
supp(σ − tµνt ), then it follows from Property 2 that µνt is the solution of the CWEP. In the next lemma we will prove that
the potential is indeed smaller than or equal to this constant outside of supp(σ − tµνt ). In what follows, we represent the
intermediate solution after step k in the algorithm by µ(k), whereas the constant value of its weighted potential is denoted
by C (k), and Sk = supp(σ − tµ(k)).
Lemma 4. For every k, the weighted potential Uµ(k)−ν is smaller than or equal to the constant C (k) outside Sk.
Proof. The proof will use induction on k.
The first intermediate solution µ(1) is the balayage-measure µν . Its weighted potential is equal to C (1) := Cν on S1 := E,
and is smaller than C (1) outside S1.
Now suppose that the weighted potential of µ(k−1) is smaller than or equal to C (k−1) outside Sk−1 for k > 1. By
construction it holds that Sk ⊂ Sk−1. Thus, it is sufficient to prove that
Uµ
(k) − C (k) ⩽ Uµ(k−1) − C (k−1). (2)
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On Sk, the relation
Uµ
(k)−µ(k−1) = C (k) − C (k−1) (3)
clearly holds true. Outside Sk it holds thatµ(k) = σ/t andµ(k−1) ⩾ σ/t , and hence, thatµ(k)−µ(k−1) is a negative measure.
So, from
Uµ
(k)−µ(k−1) = U (µ(k)−µ(k−1))|Sk + U (µ(k)−µ(k−1))|Sck
we learn that Uµ
(k)−µ(k−1) is subharmonic outside Sk, because the first term is harmonic outside Sk and the second term
is subharmonic being the potential of a negative measure. The inequality in (2) now follows from (3) and the fact that a
subharmonic function reaches its maximum on the boundary. 
3.2. Discretization
For notational simplicity, we will assume in this subsection that E is connected, but the results that follow are easily
extended to the case in which E is a union of disjoint intervals. Furthermore, we will assume that an explicit representation
κ(x) exists for Uν(x) on E in terms of basic operations on elementary functions.
Lemma 4 tells us that, whenever the theoretical algorithm of the previous subsection converges, the output solves
the CWEP. Suppose we have a discretization {y1, y2, . . . , yN} of supp(σ ), so that the measure µ can be represented by a
vector v containing the values µj of the density dµ/dy in the discretization points yj. Algorithm 1 is then translated to the
discretization by requiring the (in-)equalities of the CWEP to hold only in the discretization points.
In order to be able to compute themass of a measureµ represented in this way, wewill consider it to be piecewise linear
with respect to the Lebesgue measure; i.e.,
dµ(y) = (ajy+ bj)dy for y ∈ [yj−1, yj]. (4)
The mass of the piecewise linear measure is then given by
1
2
N−
j=2
(µj−1 + µj)(yj − yj−1).
This expression is linear in theµj’s, so that we can create a vectorm, only depending on the discretization points yj, in such
a way that the equalitymTv = µ(C) holds for every piecewise linear measure µwith discretization v = [µ1 µ2 . . . µN ]T .
To compute the potential of a piecewise linear measure, we use the following primitive function for y → log 1/|x− y|:
f (y, x) =

(x− y)(log |x− y| − 1), if y ≠ x,
0, if y = x,
and for y → y log 1/|x− y|:
g(y, x) =

1
2
log |x− y|(x2 − y2)+ 1
4
(x+ y)2, if y ≠ x,
y2, if y = x.
This gives us the following expression for the potential of µ:
Uµ(x) =
∫
E
log
1
|y− x|dµ(y) =
N−
j=2
∫ yj
yj−1
log
1
|y− x| (ajy+ bj)dy
=
N−
j=2
aj(g(yj, x)− g(yj−1, x))+ bj(f (yj, x)− f (yj−1, x)). (5)
Further, the aj’s and bj’s can be expressed in terms of the µj’s by means of (4):
µj−1 = ajyj−1 + bj
µj = ajyj + bj ⇒

aj = µj − µj−1yj − yj−1
bj = µj − ajyj = yjµj−1 − yj−1µjyj − yj−1 .
(6)
Plugging this into (5), we obtain an expression for Uµ(x) that is linear in the µj’s, and hence, there is a matrix P, only
depending on the discretization points yj, so that for every piecewise linear measure µwith discretization v it holds that
Uµ(yj) = (Pv)j.
Consequently, with Uν(yj) = κ(yj)we get that
Uµ−ν(yj) = (Pv)j − κ(yj).
With this we can write down the discretized version of the CWEP. Suppose we have a set of discretization points
{y1, y2, . . . , yN} with corresponding vector m and matrix P. Let s and k be the discretization of the constraint σ and the
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function κ respectively. Then the problem is: find a vector v satisfyingmT · v = 1 and tv ⩽ s (elementwise), so that Pv− k
is constant on the components where tv < s and smaller or equal to it everywhere else.
In a high level language this may look like:
Algorithm 2: Discretized version of the CWEP algorithm
begin
I = {1, 2, . . . ,N}
J = ∅
v = ∞e(I)
while v ⩽̸ s/t do
v(J) = 1t s(J)
solve

P(I, I) · v(I) = Ce(I)− P(I, J) · v(J)+ k(I)
m(I)T · v(I) = 1−m(J)T · v(J)
I = {i | tµi < si}
J = {j | tµj ⩾ sj}
end
return vνt = v
end
Here, I is the set of indices where v is not known yet and J = {1, 2, . . . ,N} \ I is the set of indices where v is already
known to be equal to s/t . Further, e is the vector defined by e = [1 1 . . . 1]T . The vector v(J) is the vector consisting of
the components of vwith indices in J and the matrix P(I, J) is the matrix consisting of the rows and columns of Pwith row
indices in I and column indices in J . Since in every step at least one discretization point is added to J , it is clear that Algorithm
2 will eventually terminate. (When no discretization point is added, the stopping criterion is fulfilled.)
Practically, we solve the following augmented system:
P(I, I) e(I)
m(I)T 0

v(I)
−C

=
−P(I, J) · v(J)+ k(I)
1−m(J)T · v(J)

.
It is easy to check that this system is equivalent to the inner loop system of Algorithm 2.
3.3. Numerical examples
Let Pn denote the space of polynomials of degree less than or equal to n. For a fixed value of n we then say that a
polynomial pm ∈ Pn of degreem ⩽ n has a zero at infinity of multiplicity n−m. So, consider now the polynomial
pm(x) =
m∏
j=1
(x− αj) ∈ Pn,
where theαj’s are finite and bounded away from E. Further, let ηm,n denote the normalized zero countingmeasure defined by
ηm,n = νm,n +

1− m
n

δ∞, νm,n = 1n
m−
j=1
δαj , (7)
so that νm,n(C) = s = mn ∈ [0, 1]. The normalized zero counting measure assigns mass 1/n to each zero of pm (including
those zeros that are at infinity) and the zeros are counted according to their multiplicity. From the definition of pm and νm,n
it is easy to see that
Uνm,n(x) = −1
n
log |pm(x)| =: κm,n(x). (8)
In the special case in which E = [a, b], it follows from (1) that the density of the exact solution to the weighted energy
problem is given by
dµνm,n(x)
dx
=

m∑
j=1
ℜ
√
(αj−b)(αj−a)
αj−x

+ (n−m)

nπ
√
(b− x)(x− a) , x ∈ [a, b]. (9)
Suppose E is of the form
E =
J
j=1
[aj, bj], J ⩾ 1,
where aj < bj for every j and [aj, bj] ∩ [ai, bi] = ∅ for j ≠ i. To discretize E, we use for every segment [aj, bj] rational
Chebyshev points with respect to the first Chebyshev weight function 1/
√
1− x2 on [−1, 1] (as described in [15]), based on
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Fig. 1. Computed solution of the WEP from Example 1.
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Fig. 2. Relative error of the computed solution.
a given sequence of Nj polesBNj = {β1, . . . , βNj} ⊂ C \ [−1, 1], and map them on [aj, bj] by means of the transformation
y = τ [aj,bj](x) = 1
2
{(bj − aj)x+ (bj + aj)}.
In what follows, the inverse transformation will be denoted by x = τ−[aj,bj](y). Note that the classical Chebyshev points are
a special case of rational Chebyshev points when βk = ∞ for k = 1, . . . ,Nj.
Example 1. First, consider the case in which E = [−1, 1] and ν := νm,n = mn δα , with n = m+ 1 = 22 and α = 0.5+ 0.1i.
We then compare the solution given after the first iteration of the inner loop in Algorithm 2 (i.e., when the constraint is
not active yet) with the exact solution computed by means of (9). For the discretization of E we use the sequence of poles
B800 = {βk}800k=1, with
βk =

α, k ⩽ 200
∞, k > 200.
The computed solution to theweighted energy problem (WEP) is plotted on Fig. 1, whereas the relative error of this solution
(compared to (9)) is plotted in semi-logarithmic scale on Fig. 2.
From (6) it follows that differences between the discretization points appear in the denominators during the construction
of matrix P. This causes an increase of the condition number of P when a finer mesh is used. The condition number of P in
this example is equal to 1× 105.
Example 2. Secondly, consider the case in which the constraint is given by
dσ(x) = dx
πx
√
(x− α)(β − x) , α =
1
2
, β = 2 (10)
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Fig. 3. Relative error of the computed CWEP solution from Example 2.
on E = [α, β] = [1/2, 2]. This is the asymptotic eigenvalue distribution of a family of Toeplitz matrices with a specific
structure. We take ν := δξ , where β < ξ = 10. For the discretization of E we use the sequence of poles B500 = {βk}500k=1,
with
βk =

τ−[α,β](ξ), k ⩽ 200
∞, k > 200.
Let t0 and b(t) ∈ [α, β] be given by:
t0 = 1
β

ξ − β
ξ − α , b(t) =
β, if t < t0,ξt2β(ξ − α)+ 1 , if t ⩾ t0.
Then in [11, Lemma A.3] it has been proved that the exact solution to this CWEP is given by
tdµνt (x)
dx
=

dσ(x)
dx
+ t
√
(β − α)(β − b(x))
π(ξ − x)√(x− α)(b(t)− x) −
√
αb(t)
πx
√
(x− α)(b(t)− x) , x ∈ [α, b(t)]
dσ(x)
dx
, x ∈ (b(t), β].
Fig. 3 shows the relative error of the computed solution to the CWEP for t = 0.5 > t0 = 2/
√
19. The error is equal to zero
on the segment F = [b(t), β] = [40/23, 2], where it is not depicted. Segment F is the set where the solution coincides with
the constraint (10).
Example 3. Further, consider the case in which the constraint is given by dσ(x) = 2
π
√
1− x2dx on E = [−1, 1], and
νt := ν100t−1,100t , where νm,n is given by (7), t ∈ (0, 1) is such that 100t is a natural number, and
αj =
−0.9+ 0.1i, j ⩽ 50
0.5− 0.1i, j > 50.
For the discretization of E we use the sequence of polesB1000 = {βk}1000k=1 , with
βk =
−0.9+ 0.1i, k ⩽ 200
0.5− 0.1i, 200 < k ⩽ 400
∞, k > 400.
Fig. 5 then shows the computed solution to the CWEP for t = 0.05 + 0.15r , with r = 0, . . . , 5. The density of σ is plotted
by a thick black dashed line.
Fig. 4 illustrates Property 2 for this example. Namely, the green line is the computed weighted potential Uµt−νt for
t = 0.65 and the red line is the constant Cνt . On some subset of E these two coincide, on its complement the potential
is smaller than the constant. We would like to mention that the potential is also smaller than the constant on the segment
(approximately) [0.475, 0.535], but the difference is of order 10−3, and hence, not visible on the figure.
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Fig. 4. Property 2 of weighted potentials, Example 3.
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Fig. 5. Computed solution of the CWEP from Example 3.
Example 4. Next, consider the case in which the constraint is given by dσ(x) = 12dx on E = [0, 1] ∪ [2, 3], and ν := δα ,
where α = 0.7+ 0.1i. For the discretization of [0, 1]we use the sequence of polesB400 = {βk}400k=1, with
βk =

τ−[0,1](α), k ⩽ 100
∞, 200 < k ⩽ 400,
whereas for segment [2, 3]we use the sequence of polesB ′400 = {βk}800k=401, with
βk =

τ−[2,3](α), 400 < k ⩽ 500
∞, k > 500.
The computed solution to the CWEP is then plotted on Fig. 6 for t = 0.05 + 0.15r , with r = 0, . . . , 5. The density of σ is
plotted by a thick black dashed line.
Example 5. Finally, consider the case in which ν := δα , and the constraint σ is the balayage-measure of the measure δβ
onto E = [−1, 1], where β = −0.6+ 0.1i; i.e.,
dσ(x) = 1
π
√
1− x2ℜ

1− 1/β2
1− x/β

dx.
For the discretization of E we use the sequence of polesB800 = {βk}800k=1, with
βk =

α, k ⩽ 200
∞, k > 200.
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Fig. 6. Computed solution of the CWEP from Example 4.
–1 –0.8 –0.6 –0.4 –0.2 0 0.2 0.4 0.6 0.8 1
td
µ t
/d
x
x
10–2
10–1
100
Fig. 7. Computed solution of the CWEP from Example 5 with α = 0.1i− 0.6 = β .
–1 –0.8 –0.6 –0.4 –0.2 0 0.2 0.4 0.6 0.8 1
10–2
10–1
100
td
µ t
/d
x
x
Fig. 8. Computed solution of the CWEP from Example 5 with α = 0.5− 0.1i ≠ β .
The computed solution to the CWEP is then plotted in semi-logarithmic scale on the Figs. 7–9 for different values of α, and
with t = 0.05+ 0.15r , where r = 0, . . . , 5. The density of σ is plotted by a thick black dashed line.
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100
td
µ t
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x
Fig. 9. Computed solution of the CWEP from Example 5 with α = −0.6+ 0.01i ≠ β .
3.4. Time complexity
Let N denote the number of discretization points. Creating the potential matrix P then takes O(N2) operations, while
solving a system with it takes O(N3) operations when using a direct method. Further, for the special case in which the
measure ν is given by (7), it takes O(N) operations to compute the discretization points based on this measure ν and to
compute the potential of ν bymeans of (8), assuming that the number of different zeros of pm(x) is negligibly small compared
toN . Since on each step of Algorithm 2 at least one point is moved from the set I to the set J , the upper bound for the number
of iterations is N . In practice, however, this upper bound seems to be a serious overestimation; e.g., for each value of t in
Example 3, the algorithm converged after about 10 iteration steps. Thus, the total computational cost is of order O(N3).
We implemented the algorithm in MATLAB. For t = 0.05 in Example 3, it takes about 1.2 s to compute the solution of
the CWEP on a PC with 2.93 GHz Intel Core 2 processor and 2 Gb of memory, running Debian Lenny with 2.6.26 kernel. The
larger t , the faster the algorithm becomes; e.g., for t = 0.8 it only takes about 0.2 s to complete the computations.
4. Comparison with the rational Lanczos algorithm
4.1. Convergence analysis of the rational Lanczos iterations
Let us consider a given sequence of fixed complex polesAN = {α1, . . . , αN−1, αN} ⊂ C bounded away from the convex
hull of E, which we will denote in the remainder by c(E), and suppose α∅ ∈ c(E). We then define the factors
Zk(x) = x− α∅
1− x−α∅
αk−α∅
 , k = 1, . . . ,N,
and products
b0(x) ≡ 1, bk(x) = Zk(x)bk−1(x), k = 1, . . . ,N.
Or, equivalently, with πk(x) given by
π0(x) ≡ 1, πk(x) =

1− x− α∅
αk − α∅

πk−1(x), k = 1, . . . ,N,
we have that
bk(x) = (x− α∅)
k
πk(x)
, k = 1, . . . ,N.
Next, suppose AN is a Hermitian N × N matrix with eigenvalues {λ1,N , . . . , λN,N} ⊂ E and eigenvectors u1,N , . . . ,uN,N , and
let there be given a nonzero column vector qN ∈ CN . We then consider the nested sequence of rational Krylov subspaces
Kn+1(AN , qN ,AN) = span {qN , b1(AN)qN , . . . , bn(AN)qN} , n = 0, . . . ,N.
For n < N the rational Lanczos iterations produce a sequence of orthonormal vectors vk, k = 1, . . . , n + 1, for
Kn+1(AN , qN ,AN). (Here we suppose that no early breakdown happens.) Put v1 = qN/‖qN‖, then for k = 1, . . . , n, the
vk+1 are defined by orthogonalization of Zk(AN)vk against v1, . . . , vk, followed by normalization1:
Zk(AN)vk =
k+1−
j=1
hj,kvj, k = 1, . . . , n. (11)
1 When including the value n = N , vN+1 theoretically should be the zero vector in CN .
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Let Vn = (vk) ∈ CN×n, H[αn]n = (hj,k) ∈ Cn×n upper Hessenberg, D[αn]n = diag((α1 − α∅)−1, . . . , (αn − α∅)−1), and define An
and B[αn]n by
An := VHn ANVn
B[αn]n := H[αn]n

In + H[αn]n D[αn]n
−1 + α∅In,
where the superscript H denotes the Hermitian transpose, and the superscript [αn] means that we consider the last pole αn
variable, whereas the other poles are assumed to be fixed. In matrix notation, (11) then becomes:
An = B[αn]n −
hn+1,n
αn − α∅ V
H
n ANvn+1[0 . . . 0 1]

In + H[αn]n D[αn]n
−1
. (12)
Note that the left-hand side of (12) is independent of αn. So, taking αn = ∞ in the right-hand side of (12), we find that
An = B[∞]n .
By definition, vk = ϕk−1(AN)v1, with ϕ0(x) = 1 and ϕk(x) = pk(x)πk(x) . Since
vHj vk = δj,k =

ϕk, ϕj

,
where the inner product ⟨·, ·⟩ is defined by
⟨f , g⟩ = (g(AN)v1)H f (AN)v1,
it follows that the ϕk are orthonormal rational functions (ORFs) with poles in Ak. In [16] it was proved for the special case
of all real poles that the eigenvalues of B[αn]n are the zeros of the ORF ϕn, and hence, are all real and in c(E). The restriction
to all real poles is in fact not necessary, but then the eigenvalues of B[αn]n are all real and in c(E) iff αn is real or infinite. So,
the Ritz values (i.e., the eigenvalues of An) are zeros of an ORF too. More specific, they are zeros of the ORF ϕ˜n with poles in
α1, . . . , αn−1,∞, and they are all real and in c(E). Further, the orthonormality for ϕ˜n(x) = p˜n(x)πn−1(x) reads:
ϕ˜n,
p
πn−1

=
N−
j=1
p˜n(λj,N)p(λj,N)
 qHNuj,Nπn−1(λj,N)
2 = 0 if deg(p) < n1 if p = p˜n.
Thus, the rational Lanczosminimization problem is tominimize
 p(AN )πn−1(AN )qN among allmonic polynomials p(x) of degree n.
Similarly as has been done in [6,5,17], we can now characterize the region of the Ritz values that converged to an eigenvalue
of AN (depending on the number of iterations) bymeans of a CWEP from potential theory. For this, we consider the situation
where both N and n tend to infinity in such a way that n/N → t ∈ (0, 1). So, let us now make the following assumptions
(more details and proofs are given in [11]):
(1) We have a sequence of Hermitian matrices (AN) ∈ CN×N , with N distinct eigenvalues {λi,N}Ni=1 ⊂ E. The asymptotic
distribution of the eigenvalues is given by
lim
N→∞
1
N
N−
k=1
δλk,N = σ ∈M(E),
where convergence is in the weak sense; i.e., for any continuous function f with compact support, limN→∞ 1N
∑N
k=1
f (λk,N) =

f dσ . Further, the eigenvalues are sufficiently separated; i.e., whenever an index k = kN ∈ {1, . . . ,N} is
chosen for every N so that
lim
N→∞ λk,N = λ ∈ R,
then
lim
N→∞
1
N
N−
j=1,j≠k
log |λk,N − λj,N | =
∫
log |λ− λ′|dσ(λ′).
(2) The asymptotic distribution of the poles is given by
lim
N→∞
1
tN
tN−
k=1
δαk = νt + (1− s)δ∞ = ηt , ηt(C) = 1,
where convergence again is in the weak sense, and the support of ηt is bounded away from c(E).
(3) For every N we have a starting vector qN ∈ CN , which is normalized (‖qN‖ = 1) and chosen sufficiently random so that
lim
N→∞

min
1⩽k⩽N
|qHNuk,N |
1/N
= 1.
Under the previous assumptions we have for the nth Ritz values
θ1,n < θ2,n < · · · < θn,n
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Table 1
Markers and colors for the figures.
Marker Color Distance to nearest Ritz value from the next iteration
+ Red less than 0.5× 10−14
∗ Yellow between 0.5× 10−14 and 0.5× 10−8
· Blue between 0.5× 10−8 and 0.5× 10−4
× Green more than 0.5× 10−4
that there is a Borel probability measure µt so that
lim
N→∞
1
n
n−
k=1
δθk,n = µt ∈M(E).
Themeasureµt satisfies tµt ⩽ σ andminimizes the weighted logarithmic energy I(µ−νt) among all probability measures
µ ∈M(E) satisfying tµ ⩽ σ .
Finally, let us denote the free region by St (i.e., the set where the upper constraint is not active), given by
St = supp(σ − tµt). (13)
Then the complement of St , which is called the saturated region (where the two measures σ and tµt agree), is the region
where the nth Ritz values converged to an eigenvalue of AN with a rate of convergence described by the weighted potential
Uµt−νt .
4.2. Numerical examples
In the numerical experiments that follow, the rational Lanczos method with full re-orthogonalization and α∅ = 0 ∈ E
is applied to different diagonal matrices A ∈ R200×200 with starting vector q = [1 1 . . . 1]T . Note that this starting vector
has the same component in each of the eigenvalue directions. For a given sequence of poles we then computed the nth Ritz
values for n = 1, 2, . . . , 200, and indicated in the figures that follow the converged Ritz values. For this, we consider a Ritz
value to be converged if in the next iteration there is a Ritz value within some prescribed distance. Although this is not a
truly safe convergence check, it works well in our examples. In the figures, the markers from Table 1 are used to display the
smallest distance between Ritz values from successive iterations. To make the pictures more readable, we only plot the odd
iterations.
Like in the polynomial Lanczos case, the convergence plot basically remains the same if we increase the size N of the
matrix. Only the horizontal axis has to be re-scaled. This means that the good region of converged eigenvalues only depends
on the ratio t = n/N , where n is the number of Lanczos iterations.
For fixed values of t ∈ (0, 1) for which 200t is a natural number, we assume the asymptotic distribution of the poles is
given by
ηt = 1200t
200t−1−
j=1
δαj +
1
200t
δ∞ = νt + (1− st)δ∞,
such that the logarithmic potential for νt is given by
Uνt (x) = − 1
200t
200t−1−
j=1
log
αj − x =: κ200t−1,200t(x). (14)
Note that this is corresponding to a sequence of n− 1 finite poles and one pole at infinity. From the previous subsection it
then follows that the boundary between the set where the eigenvalues are found and the set where the eigenvalues are not
found yet is the boundary between the free region, given by (13), and the saturated region. In the figures that follow, this
boundary is computed by means of Algorithm 2 for several values of t , and plotted in function of n = 200t by means of a
black line.
4.2.1. Equally spaced eigenvalues
Suppose the eigenvalues of A are equally distributed on E = [−1, 1], e.g.,
λk,200 = −1+ 2(k− 1)199 , k = 1, . . . , 200.
The constraint for the CWEP is then given by the Lebesgue measure dσ(x) = 12dx on [−1, 1].
Example 6. First, consider the case of one multiple pole at α. The predicted as well as the actual zones of convergence are
then plotted on Figs. 10 and 11 for α = 2 and α = 0.2+ 0.1i respectively. These figures clearly show that the pole attracts
Ritz values (those closer to the pole, tend to converge first), and that choosing a complex pole close to the interval makes it
possible to find inner eigenvalues first.
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Fig. 10. Convergence of the Ritz values for Example 6 with α = 2.
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Fig. 11. Convergence of the Ritz values for Example 6 with α = 0.2+ 0.1i.
Example 7. Next, consider the case of two different poles α1 and α2, each with multiplicity 100. We then distinguish two
cases:
(a) the case in which the poles are ordered as {α1, . . . , α1, α2, . . . , α2},
(b) the case in which the poles are ordered as {α1, α2, α1, α2, . . .}.
Figs. 12 and 14 show the results for case (a) with α1 = −5 and α2 = 1.2, and α1 = 0.2 + 0.1i and α2 = −0.5 + 0.1i
respectively. The results for case (b) are plotted on Figs. 13 and 15 respectively.
On the basis of (14) it is easy to explain the differences between the figures for case (b) and those for case (a). On the
latter there is no effect of the pole α2 during the first 100 iterations, while for case (b) the figures aremore balanced. Further,
it clearly follows from Fig. 13 that the pole closer to the interval has more effect on the convergence behavior of the Ritz
values.
Example 8. Finally, consider the case in which the eigenvalues of A are equally distributed on E = [0, 1] ∪ [2, 3]. Fig. 16
then shows the predicted as well as the actual zones of convergence for the case of one multiple pole α = 0.7+ 0.1i.
4.2.2. Eigenvalues distributed according to the balayage-measure
As has been proved in [5], an eigenvalue distribution according to the equilibrium measure is the worst case for the
convergence of the Lanczos iteration. No eigenvalues are well approximated whenever n < N . However, keeping the same
eigenvalue distribution but using a rational Lanczos method instead, it is possible to find eigenvalues for n < N .
In the rational case, the same occurs whenever the eigenvalues are distributed according to the balayage-measure of a
probability measure η from C \ E onto E, while the asymptotic distribution of the poles is given by a probability measure ηt
so that
η − tηt > 0 on supp(η − tηt) ≠ ∅, for every t ∈ (0, 1).
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Fig. 12. Convergence of the Ritz values for Example 7(a) with α1 = −5 and α2 = 1.2.
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Fig. 13. Convergence of the Ritz values for Example 7(b) with α1 = −5 and α2 = 1.2.
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Fig. 14. Convergence of the Ritz values for Example 7(a) with α1 = 0.2+ 0.1i and α2 = −0.5+ 0.1i.
Example 9. Consider the case in which the diagonal matrix A ∈ R200×200 has eigenvalues equal to the rational Chebyshev
points on E = [−1, 1] (cf. Section 3.3), based on the sequence of poles
B200 = {β1 = · · · = β199 = 1.1, β200 = ∞}.
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Fig. 15. Convergence of the Ritz values for Example 7(b) with α1 = 0.2+ 0.1i and α2 = −0.5+ 0.1i.
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Fig. 16. Convergence of the Ritz values for Example 8.
The asymptotic distribution of the eigenvalues is then given by:
dσ(x) = 1
π
√
1− x2
1
200

199

1− 1/1.12
1− x/1.1 + 1

dx.
Applying n steps of the rational Lanczos algorithm with one multiple pole at α = 1.1 yields no converged Ritz values for
any n < 200, as one can clearly see on Fig. 17. This corresponds to the solution of the CWEP: no saturation is present for any
t = n/200 < 1. Indeed, for µt given by:
dµt(x) = 1
π
√
1− x2
1
200t

(200t − 1)

1− 1/1.12
1− x/1.1 + 1

dx,
we have that
d(σ − tµt)(x)
dx
= (1− t)
π
√
1− x2

1− 1/1.12
1− x/1.1 > 0,
for every x ∈ [−1, 1] and every t ∈ (0, 1). Applying a rational Lanczos method with poles different from 1.1 does make it
possible to find eigenvalues for n < 200 (see also Figs. 7–9).
5. Conclusion
We presented an algorithm to numerically solve the constrained weighted energy problem (CWEP), which appears in
logarithmic potential theory. Our algorithm is based on an equivalent formulation of the CWEP in terms of a weighted
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Fig. 17. Convergence of the Ritz values for Example 9.
logarithmic potential. First, we formulated the continuous version of the algorithm, and then we discretized it. Compared
with the continuous version, the discretized version has the advantage that the algorithm always stops, producing a solution
which is accurate in comparison to the exact solution when known. Next, we presented some numerical results for certain
CWEP’s. Finally, we used the algorithm to predict the region of convergence of Ritz values obtained by applying the rational
Lanczos method for symmetric eigenvalue problems. In all cases our algorithm estimated the region of convergence of Ritz
values in an accurate way.
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