Parameter selection of Gaussian kernel SVM based on local density of training set by Yang Jiawei et al.
* Corresponding author: zeping90315@126.com; zeping123@nudt.edu.cn
Parameter Selection of Gaussian Kernel SVM based 
on Local Density of Training Set
Jiawei Yang1, Zeping Wu1*, Ke Peng1, Patrick N. Okolo2,3, Weihua Zhang1, Hailong Zhao1, Jingbo Sun1
1. College of Aerospace Science and Engineering, National University of Defense Technology, Changsha, Hunan, P. R. China, 410073
2. Dept. of Mechanical and Manufacturing Engineering, Trinity College Dublin, University of Dublin, Dublin 2, Ireland
3. Buildings Fluid Dynamics Ltd, Dublin 2, Ireland.
Abstract: Support vector machine (SVM) is regarded as one of the most effective techniques for supervised 
learning, while the Gaussian kernel SVM is widely utilized due to its excellent performance capabilities. To 
ensure high performance of models, hyperparameters, i.e. kernel width and penalty factor must be determined 
appropriately. This paper studies the influence of hyperparameters on the Gaussian kernel SVM when such 
hyperparameters attain an extreme value (0 or ∞ ). In order to improve computing efficiency, a parameter 
optimization method based on the local density and accuracy of Leave-One-Out method are proposed. Kernel 
width of each sample is determined based on the local density needed to ensure a higher separability in feature 
space while the penalty parameter is determined by an improved grid search using the Leave-One-Out method. 
A comparison with grid method is conducted to verify validity of the proposed method. The classification 
accuracy of five real-life datasets from UCI database are 0.9733, 0.9933, 0.7270, 0.6101 and 0.8867, which is 
slightly superior to the grid method. The results also demonstrate that this proposed method is computationally 
cheaper by 1 order of magnitude when compared to the grid method.
Key words: Support vector machine；Gaussian kernel；Kernel width；Parameter selection；Penalty 
factor
1. Introduction
Support Vector Machine is a machine learning method proposed by Vapnik in the mid-1990s based on the 
statistical learning theory and the principle of structural risk minimization[35]. This machine learning method 
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seeks the best compromise between empirical risk and confidence range through limited number of samples and 
ensures good generalization of the model. Due to its excellent performance, SVM is widely used in face 
recognition, text classification and other fields.
SVM is a binary classification model, which maps training data into a feature space by kernel function and 
finds the optimal classification hyperplane by solving the classifier with the largest interval within the feature 
space. Theoretically, as long as a function satisfies Mercer condition, it can be selected as a kernel function[27], 
however, different kernel functions will lead to completely different properties. The commonly utilized kernel 
functions are the linear kernel functions, polynomial kernel functions, Gaussian kernel functions and the Sigmoid 
kernel functions which are appropriate for different applications respectively[1, 3, 6, 7, 18, 34]. Among these functions, 
the Gaussian kernel is the frequently used function, where a penalty parameter C and kernel width σ  are 
optimized[8]. 
Various researchers have presented different ideas for parameter optimization of SVM. Initially, the grid 
search was widely used to simultaneously optimize parameters σ and C. Grid search method firstly determines 
the optimal range of σ and C, followed by separating the range within M and N points respectively, thereby 
achieving an M×N combination of (C,σ). For each combination, SVM training model is utilized to evaluate 
the learning rate and a selection of the optimal parameter is achieved by picking the one possessing the highest 
accuracy. However，this method is computationally demanding, as it makes appropriate choice of the optimal 
range and separates the grid in an extremely small approach to get the optimal parameters, which makes it 
extremely time-consuming[12, 20]. 
More recently, large progress has been achieved in intelligent algorithms, and new methods are discovered 
to optimize the hyperparameters of a Gaussian kernel SVM. Research has been conducted to combine 
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intelligence algorithm with SVM. Genetic Algorithm (GA) is relatively complicated but can locate global 
optimum while Particle Swarm Optimization (PSO) is not complex and possesses high convergence rate. Both 
of these methods are continually applied to parameters optimization of Gaussian kernel SVM[4, 9, 25, 30, 33, 37]. 
Huang C L utilized Genetic Algorithm (GA) in both parameter selection and feature selection, and the 
optimization model showed superior performance than the grid search model[13] . Liu Y proposed an improved 
PSO-SVM (IPSO-SVM) model which obtained a higher precision than the PSO-SVM model[24]. Algorithms 
such as the Cuckoo Algorithm[29], Slap Swarm Algorithm (SSA)[28], Water Wave Optimization[17] have shown 
to be more effective when compared to models like the normal SVM or BP neural network. Compared to GA-
SVM and PSO-SVM, Yang Dalian showed that the artificial bee colony algorithm could obtain a higher 
performance both in time consumption and recognition rates of gearbox faults[40]. Recently, Bayesian 
Optimization (BO) became a popular choice amongst researchers because it calculates a prior belief about 
behavior of the hyperparameters and then searches the parameter space by accomplishing and updating it based 
on its current measurement[2, 15]. In general, intelligence algorithm optimization can attain relatively good results, 
but cannot avoid multiple iterations in determination of parameters. When the iteration interval is too small, the 
model is computationally expensive. Therefore, studies on reducing iterations during optimization has become 
a hotspot of research interest amongst researchers.
To reduce iterations and improve optimization efficiency, researchers equally pay attention to properties of 
the sample data and SVM itself. Keerthi S S studied the asymptotic behaviors of Gaussian kernel SVM, and 
proposed a heuristic optimization method called Bilinear method[16]. This method firstly solves the best C to 
linear SVM as C ，and then searches for the best combination of (C,σ) which satisfies logσ=logC-logC  in the 
Gaussian kernel SVM. Based on Bilinear method, Haochen Shi combined Segmented Dichotomy (SD) with 
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Gird Searching (GS) method, and proposed a model with higher generalization ability on the basis of a composite 
parameter selection method named the SD-GS algorithm[32]. Han Y studied the property of sample distribution 
and proposed a method to judge if the sample data is in agreement with the Gauss distribution or not. If in 
agreement, the kernel widthσ was set equal to shape parameterαand then the bestσwas searched through 
simple iteration[11]. To improve the efficiency of grid search, Wang D put forward two heuristic search methods 
named as the two-point central vertical method and the multi-point barycenter method, which could also be used 
in GA, PSO, Ant Colony Algorithm in order to accelerate convergence rate[36]. Distributed Learning and 
Searching (DL&S), which could be combined with other intelligence algorithm like Bees Algorithm (BA), was 
also found to be an effective method to reduce computing time[38, 39]. Some researchers also aimed to construct 
evaluation function so as to ensure the largest nonlinear between-class separability and the smallest nonlinear 
within-class separability, which could also be used in feature selection[21]. Generally, researchers constructed 
evaluation function by combining two criterions  and [19, 22]. A better σ should be determined such ( )w  ( )b 
that  and  were close to 1 and 0 respectively. Hence, the optimal σ could be obtained by solving ( )w  ( )b 
the optimization problem showing in formula (1.2). The advantage of this method is that, calling the SVM model 
during the optimization process is avoided and therefore computing resources are minimized.
 (1.2)
0




However, all methods mentioned so far have concentrated on optimizing a fixed σ, which might not be 
useful in certain applications, such as the transformer fault diagnosis, because the fixed parameter σ would 
reduce the function of useful feature in the transformer fault diagnosis[31]. Thus, research of variable parameter 
is necessary. In Section 2, this paper introduces the principle of Gaussian SVM and properties of the kernel 
parametersσand C. Section 3 proposes a new optimization method based on local density of samples in order 
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to avoid iterations in determination of kernel parameters. Section 4 gives the experimental results of the proposed 
method on 5 real-life datasets and makes a comparison with grid method. In Section 5, the paper is summarized, 
and general conclusions are given.
2. Gaussian kernel SVM
2.1　Principle of SVM
The principles of SVM are clearly doc
umented [10], with SVM theory used to solve typical classification problems with two-class data. The 
purpose of this theory is to locate an optimal classification hyperplane, which not only separates the two types 
of data within the training set, but also maximizes the margin area on both sides of the hyperplane. When the 
training sample is a two-dimensional linear separable data, Figure 2.1 shows that SVM can theoretically make 









Figure 2.1 Optimal hyperplane of linear separable case
For a linear separable case，a set of training samples (xi，yi)，i=1，… ，n，yi∈{-1,+1}is given，among 
which xi is the input sample data，yi corresponds to the class label of sample i. A sample which can be classified 
correctly should satisfy formula (2.4)
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     
     
These two formulas could be combined into one equation as; 
 (2.5)( ) 1 0i iy w x b   
According to Figure 2.1, the margin between the two classes is given by . To ensure the 2
w
generalization ability of SVM, the optimal hyperplane should make the margin as large as possible. Accordingly, 




. .  ( ) 1 0i i
w
s t y w x b   
To solve this problem, the Lagrange formulation is used to translate the formula as follow:
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The Karush Kuhn-Tucker (KKT) conditions are necessary and sufficient to solve the maximum of equation 
(2.7). The complete corresponding KKT conditions are
(2.9)
0
( ) 1 0




y w x b




   
   
Substituting equation (2.8) into equation (2.7)，the convex quadratic programming problem becomes an 
extremum problem with regards to the Lagrange multipliers αi which is represented by equation (2.10), and the 
final optimal hyperplane is determined by a decision function as shown in equation (2.11).
Page 6 of 19
URL: http:/mc.manuscriptcentral.com/gipe Email: GIPE-peerreview@journals.tandf.co.uk































































1max  ( ) ,
2
. .  0 1,...,   0
n n





L y y x x
s t i n and y









(2.11)* * * *
1




f x b y x x b 

 
From the KKT conditions, there exists two situations for each sample：(1) when αi=0，sample i will not 
appear in equation (2.11), this indicates that the sample has no effect on the hyperplane selection; (2) when αi
＞ 0, yi(w•xi+b)=1, this means that the sample is on the boundary, which is the so-called support vector. 
Obviously, the hyperplane only relates to support vectors.
The SVM mentioned so far within this section holds only if the data are linear separable. For a linear 
inseparable case, the optimal hyperplane should reach a tradeoff between the maximization of margin and the 
minimization of allowable error. Therefore，a slack variable ξi and penalty parameter C are introduced into 



















   

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The penalty parameter C determines the penalty of misclassified samples. The larger the parameter C，the 
higher the penalty to errors of training set. Lagrange formulation are used to translate the equation (2.12) to 
equation (2.13). The penalty parameter C becomes the upper boundary of Lagrange multipliers αi. Users can 
control the misclassified rate of training set through changing the C value.
(2.13)1 , 1
1
1max  ( ) ,
2
. .  0 C  1,...,   0
n n





L y y x x
s t i n and y






   
 
，
When training data are at a nonlinear situation，kernel methods are effective approaches to separate the 
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different training classes. SVM maps training data into a higher dimensional feature space through kernel 
functions and built optimal separation hyperplane in feature space. In this case, the inner product operation in 
equation (2.13) is replaced by kernel functions and the new equation becomes;
(2.14)1 , 1
1
1max  ( ) ( , )
2
. .  0 C  1,...,   0
n n
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，
The decision function using kernel functions are
(2.15)* * * *
1




f x b y k x x b 
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 
Different kernel functions have completely different influence on SVM properties. In this paper, the 
Gaussian kernel is chosen due to its better performance, as represented by equation (2.16). The kernel widthσ












2.2　Algorithm of multiclass SVM
Multiclass SVM are aimed at solving multi-class classification problems in which the dataset are over two 
dimensions. There are generally two approaches to this. One approach is the direct method, performed through 
improving the objective function in order to create a multi-class model, but the objective function becomes 
complicated with low accuracy. The second approach is the combination method， performed through 
combining several binary models to construct a multi-class learning machine. Usually, there are One Against 
One (OAO) and One Against All (OAA) methods[14]. Melgani F evaluated the validity of four multi-class 
classification methods including OAO and OAA in classifying hyperspectral dataset. The results illustrated that 
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OAO and OAA algorithms showed better performance while the computational time was longer[26]. Practically, 
OAA algorithm is the earliest and most widely used algorithm[5]. If the data has k classes, then OAA constructs 
k two-class SVM model. Taking the ist two-class SVM as an example, the ist-class data is made as one class and 
the rest as another class so as to separate the ist-class data. The algorithm is as shown in Figure 2.2.
SVM1 SVM2 SVMi SVMk…… ……
1st class 2nd class ith class kth class
Figure 2.2 OAA algorithm
2.3　 Kernel widthσ and penalty parameter C
Gaussian kernel SVM is widely applied due to its excellent learning performance. The hyperparameter C 
andσ greatly influences the learning machine. The penalty parameter controls the compromise of model 
complexity and allowable error. The higher the C value，the higher the requirement for classification accuracy 
of training data，and the lower the generalization capability of the machine. When C→0，the model takes little 
punishment towards error samples，the machine complexity is low and classification accuracy is not satisfactory；
when C→∞，all the training samples will be classified correctly，and the training model is extremely complex. 
Lin et al.’s research also shows that when the C value exceeds a certain value C *, the machine is over-fitting, 
which is equal to a hard-margin SVM[23]. An easy method to attain the value is to solve equation (2.14) with C 
=∞，then set C *=maxαi[16]. This can also be explained by studying equation (2.13). For the same set of training 
data, if C > maxαi，this means the choice of C value will not affect the selection of αi which determines the 
selection of the support vectors. Hence a change of C value has nothing to do with the optimization of a 
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Kernel widthσdetermines the feature space which the samples will be mapped unto, and largely influences 
the classification accuracy. As σ→0， all training samples can be classified correctly， but generalization 
performance of the learning machine is poor and SVM can not classify new samples; as σ→∞， the whole 
training sample set is classified as one class.
This property can be explained through a mathematical approach. Function φ(x) is used to map the samples 
unto feature space. The Hilbert space distance square in high dimensional feature space of any two samples are 
represented as 
 (2.17)    2 ( , ) 2 ( , ) ( , )i j i i i j j jx x k x x k x x k x x    
When σ→0，it is easy to find from equation (2.16) that
(2.18)
( , )= ( , ) 1
( , ) 0
i i j j
i j




And equation (2.17) becomes
 (2.19)    2 2i jx x  
Equation (2.19) indicates that，when σ→0，the distance between any two samples in feature space is . 2
Samples from the same class won’t gather，and each sample will be classified as one single class，so all the 
training data can be correctly classified. However, the machine is over-fitting, and can’t classify new samples.
When σ→∞, equation (2.16) becomes
(2.20)
( , )= ( , ) 1
( , ) 1
i i j j
i j




And equation (2.17) can be simplified as
 (2.21)    2 0i jx x  
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Equation (2.21) indicates that，when σ→∞，samples which have been mapped to feature space become 
the same point and the distance of any two samples is zero. Thus, all samples will be classified as one class and 
the machine will not be able to distinguish amongst the training data.
3. Local density-based parameter selection of Gaussian kernel SVM
3.1　Determination of kernel widthσ
This paper presents a novel method which is different from previous documented research based on sample 
distribution. Nonlinear SVM maps data which cannot be distinguished in origin space into feature space. If a 
region of dense distribution exists, then after mapping data in this region with the same kernel function, a dense 
region will appear in feature space which makes it difficult to classify these sample data. From previous section 
of this paper it is clearly shown that whenσ→0，all samples would be classified correctly, yet the learning 
machine is over-fitting. This also inspires the notion that different kernel parameter σ for each sample could 
be selected based on the sample distribution in origin space. The principle of selection is;σvalue of samples 
in dense region takes relatively small values andσvalue of samples in sparse region takes relatively large 
values. In this manner, the method can theoretically ensure better separability after the samples are mapped to 
feature space. The specific steps of parameter selection are summarized as:











Where，XkU and XkL are upper and lower bounds on the kth dimension design variables，Xk is the value of 
the kth design variable before mapping while xk is the corresponding value after mapping. n represents the sample 
dimensions. 
STEP 2：Calculate the local density of each sample according to sample distribution using the following 
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N is the total number of samples. Setting c= , then equation (3.24) becomes;1/𝑛 𝑁
(3.25)




i j i j
N
N x x x x
i
j
x e   


STEP 3：Calculate minimum distance dz,min of the sample with minimum local density to other samples
 (3.26),min 1
](in ) )m ([ Ts s j
N
z jj
d x x x x

 
STEP4：Calculate the kernel widthσ
(3.27),min( ) / ( )ni s i zx x d  
Following the method steps as outlined, the optimal model will not only satisfy the selection principle, but 
will also avoid negative effects to the SVM performance due to oversized deviation ofσvalue of each sample. 
Consequently, there is no need to iterate σ or call SVM training model. The procedure is also shown in Figure 
3.1.
Training sampling set
Normalizetion of sampling set
Calculation of local density 
(For each sample)
Calculation of minumum distance
(Sample with lowest densty to others) 
Determination of kernel width
End
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Figure 3.1 Determination of kernel width
3.2　Optimization of penalty parameter C
Grid search or intelligence algorithms are frequently applied towards optimizingσ and C. In this paper, 
parameter C is determined by grid search using Leave-One-Out (LOO) method. The theory of LOO method is 
as follows; select one sample as the test set each time and the rest becomes the training set. After all samples are 
tested, take an average of all results to evaluate the precision. LOO method can make best use of samples. Normal 
grid search method demands searching the design space as careful as possible in order to get a satisfactory result, 
which is apparently expensive in computational effort. Thus, a simple improvement is applied here. The design 
space is firstly searched with a coarser grid. When the better region on the grid is identified utilizing the LOO 
method, a finer grid search can then be executed. The C value with highest accuracy of LOO method is picked 
as the optimal C value. The procedural steps are: 
STEP 1: Set C=2θ，the range of θ is between -4 and 10，a coarser grid is applied with C = 2-4, 2-2, 20, 
22, … , 28, 210.；
STEP 2: Utilize LOO method to evaluate the performance of SVM with different C value. The best C value 
2p is picked and therefore a better region is identified as (2p-2, 2p+2)；
STEP 3: A finer grid search with LOO method is executed on the region obtained in STEP 2 with C = 2p-2, 
2p-1.5, 2p-1, 2p-0.5, … , 2p+1.5, 2p+2.
STEP 4: Pick the C value with the highest accuracy of LOO method as the optimal C.
4. Numerical analysis and discussion
4.1　Setting of the parameters
To evaluate the validity of the optimal method proposed within this paper, five datasets are chosen from 
Page 13 of 19
URL: http:/mc.manuscriptcentral.com/gipe Email: GIPE-peerreview@journals.tandf.co.uk





























































UCI database to test：Iris，Wine，Glass Identification，Heart Disease and Ionosphere. They are all collected 
from real life cases and their specific properties are as shown in Table 4.1. 
Table 4.1 Experimental data
Number Dataset Numbers Attributes Classes
① Iris 150 4 3
② Wine 178 13 3
③ Glass 214 10 6
④ Heart Disease 303 13 5
⑤ Ionosphere 351 34 2
Table 4.1 presents the number of samples, properties and classes of each dataset which are repeatedly used 
in literatures. Taking Iris dataset as an example, there are a total of three classes: Iris Setosa、Iris Versicolour 
and Iris Virginica, 150 samples, and each sample contains four properties: sepal length, sepal width, petal length, 
petal width. Iris is perhaps the best-known database to be found in the pattern recognition literature. The Wine 
dataset is usually used to test a new model; however, it is not very challenging. Glass Identification, Heart 
Disease, Ionosphere dataset have noise and therefore need an improved SVM model. 
To compare the performance of different combinations of (C,σ ), a SVM model evaluation method is 
needed. The most famous method is the k-fold cross validation method. This method devises the sample to k 
subsets that do not intersect each other, S1…Sk. When it comes to the ith validation, take Si as test set，the rest 
are the training set, and solve the classification accuracy ei, after e1,…,ek  have been solved，take  as∑
𝑘
𝑖 = 1e𝑖/𝑘
the evaluation standard of the SVM performance. When the k value is equal to the number of samples, the 
evaluation method is called LOO method. LOO is the most accurate method to evaluate the SVM performance. 
However, it takes much time to accomplish when the sample dataset is large. LOO is used to evaluate the 
performance of this proposed method because the dataset utilized in this paper are relatively small. Results are 
compared with the grid search method in order to verify and validate the proposed method within this paper. In 
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order to eliminate the influence of dimension between sample features, all samples utilized are normalized.
4.2　Results and discussion
Using OAA algorithm to handle multi-class problem, the results are as shown in table 4.2.
Table 4.2 Experiment results
Local density(LD) Grid search(GS)
Data




Iris 0.9733 0.5 0.9733 (1,1.4142) 2(-4,10) 17/841
Wine 0.9933 0.707107 0.9867 (1,1) 2(-4,10) 17/841
Glass 0.7270 4 0.7383 (8,22.6274) 2(-4,10) 17/841
Heart Disease 0.6101 2.828427 0.6007 (1.4142,2.8284) 2(-4,10) 17/841
Ionosphere 0.8867 22.62742 0.8800 (2,1) 2(-4,10) 17/841
When proceeding with the experiment, take 0.5 as the iteration interval. The results illustrate that the 
proposed method in this paper achieve approximately the same accuracy with grid search method for the dataset 
with good separability such as Iris and Wine. For datasets of the Glass Identification, Heart Disease and 
Ionosphere, the proposed method shows a much better performance. Furthermore, compared to the grid search 
method, parameter selection based on local density of training set greatly reduces the model calling times and 
improves the computational efficiency.
Huang C L utilized the IRIS dataset to evaluate the performance of SVM optimized by GA and the 
classification accuracy was 0.9756, which is almost the same as this proposed method. The accuracy to 
Ionosphere dataset of GA method is 0.9661. Considering the GA method was also constant iterations of two 
hyperparameters, and the authors conducted feature selection method in order to improve the machine 
performance, a better result compared to our proposed method was reasonable and acceptable. It is necessary to 
state that for the Heart Disease dataset, the optimal method and grid method within this paper did not achieve 
satisfying result, while accuracy of the GA-based method was up to over 0.80. This can be explained due to this 
paper using a different dataset. The Heart Disease dataset within this paper is from the UCI Cleveland database 
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which consists of five classes, but the dataset in Wang D’s research is taken from Statlog Project which contains 
only two classes. As a result, the optimal method proposed in this paper has a better performance than the grid 
search in terms of accuracy and computational efficiency. When compared to intelligence method, our proposed 
method only needs to iterate parameter C, therefore this improves its computing efficiency.
5. Conclusion
SVM is widely applied in pattern recognition and fault diagnosis recently. Hyperparameters σ and C are 
of great importance to SVM performance. This paper proposed a parameter selection method in order to enhance 
the performance of SVM classifier and reduce iterations during hyperparameters optimization. The kernel width 
σ of each sample is determined respectively based on local density to ensure the separability of samples in 
feature space and avoid complicated iterations. Penalty parameter C is firstly searched with a coarser grid based 
on LOO method, then a finer grid search is conducted on the identified region with better classification accuracy 
to locate the optimal parameter C. To evaluate the efficiency of proposed method, 5 real-life datasets for 
classification from UCI database are tested and compared to the Grid search method. Results indicate that times 
of SVM calling by proposed method is only 17, which is much cheaper compared to 841 times of SVM calling 
by Grid search method. Besides, the proposed method obtains relative better accuracy than grid method. 
Consequently, the proposed parameter selection method based on local density outperforms Grid search in 
almost all test datasets and is computational superior to Grid search and other methods based on iterations. 
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