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A new solver capable of calculating liquid and/or gas problems has been de- 
veloped, verified and validated. Compressible solvers in Computational Fluid 
Dynamics use both mass flux and volumetric fluxes through the cell surface 
to calculate derivative terms. These fluxes depend on density and velocity 
fields, therefore the stability of the solver is affected by “how” and “where” 
density and velocity are calculated or updated. In addition to verification 
and validation, this paper deals with how different flux updates - equations 
sequences change the computational solution, reaching the conclusion that 
for mono-phase solvers no extra-updates should be used in order to minimize 
computational cost, but for multi-phase solvers with high density gradients 
an extra-update should be implemented to improve the stability of the solver. 
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 Nomenclature Units 
CDV Converging-Diverging Verification  
CFD Computational  Fluid Dynamics  
EOS Equation Of State  
K Kinetic energy of the fluid m2/s2 
PISO Pressure Implicit with Splitting of Operators  
Pr Prandtl number  
Prt 
R 




Sc Schmidt number - 
SIMPLE Semi-Implicit Method for Pressure-Linked Equations  
SOI Start Of Injection  
T Temperature K 
U Velocity vector m/s 
VOF Volume-Of-Fluid  
Y1 Liquid mass fraction - 
Y2 Gas mass fraction - 
aP Diagonal matrix of the velocity equation m/s 
h Enthalpy m2/s2 
p Pressure Pa 
t Time s 
Φ Mass flux kg/s 
ΦU Volumetric flux m
3/s 
Ψ Compressibility s2/m2 
κeff Effective thermal diffusivity m2/s 
µ Molecular viscosity m2/s 
µeff Turbulent molecular viscosity, µ + µt m
2/s 
µt Turbulent  molecular viscosity m
2/s 
ν Kinematic viscosity, ν = µ/ρ m2/s 
ρ Density kg/m3 
τ Reynolds Stress Tensor kg/(ms) 
 
1. Introduction 
Focusing on the automotive area, concretely non-reactive fuel injection 
studies, it is common to divide the problem into two parts depending on 
the area of interest and composition of the fluid: internal flow and external 






on the flow pattern [1], the cavitation phenomena [2], the needle lift [3] 
and eccentricity and other manufacturing issues relevance, etc.; and external 
flow studies deal with fuel break-up [4, 5], atomization and fuel-air mixing 
processes [6]. This division is made because of the different flow nature: in 
the internal part the flow is continuous, mono-phase liquid (or multi-phase if 
cavitation is considered); and in the external part far from the injector exit 
the flow is dispersed multi-phase. 
If the whole injection process (internal and external flows) is going to be 
simulated at the same time an Eulerian approach seems to be the best option. 
A mixture model with a liquid mass fraction that defines the percentage of 
liquid in the cell is desired rather than a VOF model such the one Srinivasana 
et al. [7] used. This is due to, far downstream from the nozzle exit, the 
fuel droplets are very small (5-20 µm in diameter [8]) and then tracking 
the inter-phase becomes very expensive in computational cost. The main 
awkwardness of this approach is the break-up model, in other words, how to 
get a dispersed phase from a continuous one. This issue was solved by Vallet 
et al. [9], who took the dispersion of droplets into account with a diffusion 
term and calculated the inter-phase surface with a new balance equation with 
convection, diffusion, production and destruction terms. Nevertheless, Vallet 
et al. model and its further improvements [10, 11, 12] calculate the pressure 
with the EOS or an isentropic relationship between density and pressure, 
then adding certain hypotheses to the simulation. 
A new Eulerian two-phase model has been developed with the aim of 
simulating internal and external flows at once with a single domain. This 
new solver uses a pressure equation derived from compressible continuity and 
momentum conservation equations as described by Jasak [13]. For every new 
model, verification and validation are the primary means to assess accuracy 
and reliability in computational simulations [14].Basically, verification con- 
sists of checking the numerics, in other words, checking if the given solution 
is correct and represents the fundamental physics behind the model; and on 
the other hand validation consists of checking if the model represents the 
complexity of real world problems in the scope of study, it means, calculate 
an error[15]. The main objective of this work is to carry out the verification 
of the new solver by comparing mono-phase solutions (using liquid and gas 
as working fluids) with analytical solutions for a CDV nozzle problem (as 
done by Maksic and Mewes [16]) and to fulfill the validation by comparing 
two-phase solutions with experiments. A second objective is to check the 






equations. Available solvers update the mass (or volumetric) flux through 
cell faces twice: before (corrected flux) and after (conservative flux) solving 
the pressure equation. However, correcting or updating fluxes at different po- 
sitions inside the equations sequence could improve the solver performance. 
The main objective of this work is to carry out the verification of the new 
solver by comparing mono-phase solutions (using liquid and gas as working 
fluids) with analytical solutions for a CDV nozzle problem (as done by Maksic 
and Mewes [16]) and to fulfill the validation by comparing two-phase solu- 
tions with experiments. A second objective is to check the performance of 
the solver with different flux updates along the sequence of equations. Avail- 
able solvers update the mass (or volumetric) flux through cell faces twice: 
before (corrected flux) and after (conservative flux) solving the pressure equa- 
tion. However, correcting or updating fluxes at different positions inside the 
equations sequence could improve the solver performance. 
After validation, the present model can be used to run novel simulation 
of liquid injections into gaseous atmosphere without making any difference 
between internal and external flows, then reducing the error during their 
coupling and allowing, for example, an improvement in the definition of the 
inlet boundary condition. 
 
2. Methodology 
2.1. Code description 
The model proposed here is based in the same four principles than the 
one proposed by Vallet et al.  [9]:  (1) high Reynolds and Weber  numbers, 
(2) the difference between the mean velocity of the liquid fluid and gaseous 
fluid particles can be calculated, (3) the dispersion of the liquid phase into 
the gas phase can be computed by a balance equation, and (4) the mean size 
of the liquid fragments can be calculated through the mean surface area of 
the liquid-gas interface per unit of volume. 
Instead of the classical PISO algorithm, a PIMPLE approach is used  
to support partial convergence of intermediate iterations, it can be turned 
into a PISO or SIMPLE algorithms by selecting the right number of inner 
and outer loops. PIMPLE algorithm combines the loop structures of PISO 
and SIMPLE, including ∂/∂t terms in equations but not limited by Courant 
number [17]. In every outer loop, the sequence of transport equations is 







(a) Original sequence. (b) Modified sequence. 
 




The balance equation for the liquid mass fraction (Equation (1)), here 
called Y1, is the same as in [9]. The break-up and mixing processes, due only 
to turbulence by hypothesis, are modeled here with a closure term which 
follows the Fick’s law. Nevertheless, any other model could be used [18]. In 
all equations from now, Φ represents the mass flux, calculated by Equation 7. 
∂ (ρ · Y1) 










Then, the gas mass fraction is calculated as Y2 = 1 − Y1. The continuity 
equation can be written classically as: 
∂ρ 
∂t 
+ ∇ • Φ = 0 (2) 
The mean velocity follows a balance equation (momentum conservation 
equation) which does not involve any term corresponding to the momentum 










∂ (ρ · U) 
+ ∇ • (Φ · U) − ∇ • (µ 
 
eff 
· ∇U) − = −∇p (3) 
Note that the Reynolds Stress Tensor term has been already substituted 
by the turbulent closure terms. The energy equation has been introduced by 
means of total enthalpy as follows, where τ · ∇U is the viscous dissipation: 
 
∂ (ρ · h) 
+ ∇ • (Φ · h) − ∇ • (α 
 
eff 





∂ (ρ · K) 
∂t 
− ∇ • (Φ · K) + τ · ∇U (4) 
Finally, the pressure equation derived from continuity and momentum 
conservation equations in this case is Equation (5) for transonic simulations 
and Equation (6) for low Mach number simulations. The only difference 
between these two equations is the corrected flux used in the convective 
term, denoted as Φd in the low Mach number case. In both equations the 
compressibility Ψ of the mixture has been taken as volumetric average of the 
compressibility of the phases. 
 
∂ (Ψ · p) 














∂ (Ψ · p) 







Inside the PISO loop and also after solving the turbulence equations (see 
Figure 2.1), the density is re-calculated with the EOS presented by Vallet et 
al. [9]. This ensures that the tight correlation which exists between Y1 and 
ρ is accomplished. 
Turbulence model and equations to calculate the turbulent viscosity can 
be selected from the available libraries, or new models more suitable for large 
density fluctuations such [18, 19] could be implemented. RANS (Reynolds- 
Averaged Navier-Stokes) and LES (Large Eddy Simulation) approaches both 
are suitable for this new solver. For verification cases, wall slip conditions 
are considered and no turbulence model is selected. For the validation case, 











The governing equations just presented are solved using the finite vol- 
ume  CFD  code  OpenFOAM  2.1.0§R ,  which  employs  temporal  and  spatial 
discretization schemes that are bounded and preserve the proper physical 
limits on the fluid-dynamics variables. In this study, first order upwind dis- 
cretization schemes are always used in order to minimize the computational 
cost, keeping in mind that for validation higher order schemes must be tested. 
 
2.2. Flux updates 
The mass flux, a magnitude normal to cell faces (subindex f ), is calculated 
as the inner product of the velocity times the density, Equation (7). The 
approximation of this equation, although not true in general, is commonly 
found in compressible solvers because it is acceptable when fields are not 
strongly non-uniforms (no shocks), such the ones generally found in fuel 
injection studies, specially inside constant pressure - constant temperature 
vessels. 
Φ = (ρ · U)f ≈ ρf · Uf (7) 
Φ = ρ · ΦU (8) 
It is clear that, if the mesh and cell size are fixed, the flux changes with 
the density and/or the velocity. Thus, skipping the pressure equation where 
fluxes are already updated in a conservative way, fluxes can be updated in 
three different positions along the sequence of equations (see Figure 1(b)): (1) 
after mass fraction equation where the density changes because the amount of 
liquid inside cells changes or, if not, because the density has been updated in 
the previous time step, (2) after continuity equation, and (3) after velocity 
equation. In the first two possibilities, Equation (8) can be   used, where 
ΦU is calculated inside the PISO loop at the previous time step. But after 
the velocity equation the volumetric flux has also to be updated and then 
Equation (7) is used. Notwithstanding, updating fluxes using the velocity 
field does not enforce the mass conservation principle because conservation 
is not enforced on U exactly, but on Φ (the flux is the conservative variable, 
not the velocity). Thus, conservation errors could be introduced by this way. 
All possible combinations of three different variables (three updates) with 
two levels (“yes” if the update is active and “no” if it is not) lead to 23 = 8 
cases of interest, as depicted in Table 1. Note that the four first cases include 









Table 1:  Test matrix for updated fluxes  test. 










a Update after mass fraction equation. 
b Update after continuity equation. 
c Update after velocity or momentum equation. 
 
 
All of these 8 cases are tested in steady state problems, but the new solver 
is transient, includes temporal derivative terms.  A criterion to determine 
when the simulation reaches the steady state is needed. In this work, this 
criterion is that the difference between two following time steps is below 10−6 
in all variables. Thefirsttime step which satisfies this criterion is from now 
called “convergence time”. All verification simulations are carried out with 
a fixed time step of 5 · 10−5 s, which gives a maximum Courant number of 
approximately 1 (0.2 with incompressible  fluid). 
The computational cost is usually measured with the physical runtime, 
which however depends on the computer characteristics and load. In order 
to skip this dependency, the average number of iterations (of Ux variable) 
per time step is taken instead as value of the computational cost together 
with the convergence time. 
 
2.3. Validation case 
After verification assessment and obtaining the best flux updates-equations 
sequence, which is to use only update 1 (see next section), validation with 
a multi-phase problem can be carried out.  As a reference case, the work   
of Garc´ıa-Oliver et al. [20] is exactly reproduced. To summarize, a single- 
hole diesel injector nozzle is considered, so an axisymmetric domain shown 
in Figure 2.3 can be built. 
The orifice outlet radius, inlet boundary length for the domain, is 0.056 mm. 
The injection pressure is 80 MPa, the ambient density (N2  gas, with R   = 
1 yes yes yes 
2 no yes yes 
3 yes no yes 
4 no no yes 
5 yes yes no 
6 no yes no 
7 yes no no 









Figure 2: Axisymmetric domain of 80x25 mm (435x90 elements) for the validation case. 
 
 
296.9 m2/(s2K) and ν = 1.46 10−5 m2/s) is 40 kg/m3 and the ambient tem- 
perature is 293 K. The injected fluid is standard diesel with ρ = 822.1 kg/m3, 
ν = 1.12 10−6  m2/s and Ψ = 4.54 10−7  s2/m2. Non-slip boundary condition 
is used at walls, constant pressure condition at outlet and time varying veloc- 
ity condition at the inlet. The velocity value is calculated from experimental 
mass flow rate measurements [20, 21]. The turbulence model selected is high 
density ratio k−s, developed by Demoulin et al. [18] in purpose for this kind 
of solvers; and Schmidt and Prandtl numbers were set to 0.9 [20]. 
 
3. Results and discussion 
3.1. Mesh sensitivity study 
Before proceeding with the study, the convergence of the algorithm with 
regard to reductions in the spatial mesh width needed to be ensured [22]. 
Mesh resolution was changed from 250 to 10000 elements comparing the 
Mach number on the axis at the throat position of the CDV nozzle with 
compressible fluid (case detailed in a posterior section) and without any 
extra-update. Increasing the number of elements beyond 2500 (100x25) does 
not change the computational solution (differences below 1%). Therefore, 
this mesh size is chosen for the rest of the studies. 
 
3.2. Incompressible flow problem 
The CDV nozzle is shown in Figure 3.2. This nozzle is axisymmetric, 1 m 






0.25 m from the inlet and has 0.10 m of radius. Boundary conditions are 
shown in Tables 2-5. 
 
 





Table 2: Y1 boundary conditions for the 
incompressible problem.  
Patch Type Value 
inlet fixed value 1 
outlet  zero gradient   - 
wall   zero gradient    - 
axis empty - 
Table 3: U boundary conditions for the 
incompressible problem.  
Patch Type Value 
inlet fixed value 10 
outlet zero gradient - 
wall  slip - 
axis empty - 
Table 4: T boundary conditions for the 
incompressible problem.  
Patch Type Value 
inlet fixed value 298 
outlet  zero gradient   - 
wall   zero gradient    - 
axis empty - 
Table 5: p boundary conditions for the in- 
compressible problem.  
Patch     Type Value 
inlet   fixed value  10e5 
outlet  zero gradient    - 
wall zero gradient   - 
axis    empty   - 
The working fluid is inviscid and incompressible water, which physical 
properties are well known: ρ = 1000 kg/m3 and Pr = 7. Volumetric flux 
conservation gives an analytical expression for the velocity depending on the 
area ratio and inlet velocity, and Bernoulli’s principle gives an expression for 
the pressure. The temperature is assumed to be constant. Thus, errors in 
velocity, pressure and temperature can be checked. 
Table 6 shows the average error and the computational cost(defined as 






Table 1. Errors, convergence time(see Section 2.2)and number of iterations 
per time step are the same regardless the case, meaning that any flux-update 
affects neither the accuracy nor the computational cost for incompressible 
problems. 
 
Table 6: Accuracy and computational cost results for the incompressible problem. 
Case Avg. Error [%] Conv.  time [µs] Avg. Ux #Iters. 
1  3.31 230  1.0 
2  3.31 230  1.0 
3  3.31 230  1.0 
4  3.31 230  1.0 
5  3.31 230  1.0 
6  3.31 230  1.0 
7  3.31 230  1.0 
8  3.31 230  1.0 
 
 
Figure 4 shows the evolution of velocity, pressure and temperature along 
the axis of the nozzle. The analytical solution is well represented by the 8 
cases, the maximum error is placed at the throat (the reason of this differ- 
ence is explained at the end of the next section). However, a difference of 
around 2 K between the first four and the other cases can be observed in 
the temperature distribution (Figure 4(c)) because the update 3 creates an 
artificial coupling between velocity and temperature  fields. 
3.3. Compressible flow problem 
In this case, the working fluid is inviscid air, considered as perfect gas 
(its physical properties are also well known): cp = 1006 m
2/(s2 · K), γ = 1.4, 
R =  287 m2/(s2 · K).   Boundary conditions shown in Tables  7-10   ensure 
a transition between subsonic flow at the inlet to supersonic flow at the 
outlet, furthermore the selected pressure drop guarantee that no shock wave 
is generated in the domain. This problem also has analytical solution, which 
can be easily found in any compressible fluid dynamics book, for example Ref. 
[23], Chapter 10. Thus, errors in Mach number, pressure and temperature 
can be analyzed. 
Table 11 summarizes accuracy and computational cost results, as be- 
fore. First thing to notice is that updating fluxes with the velocity (non- 





































(c) Temperature  distribution. 
 
Figure 4: Incompressible nozzle problem 
(a) Velocity distribution. 
 
 
(b) Pressure  distribution. 
 
 
(c) Temperature  distribution. 
 







Table 7: Y1 boundary conditions for the 
compressible problem.  
Patch Type Value 
 
 
inlet   fixed value   0 
outlet   zero gradient   - 
wall    zero gradient     - 
axis empty - 
Table 8: U boundary conditions for the 
compressible problem.  
Patch   Type Value 
inlet  fixed value 92.52 
outlet zero gradient   - 
wall    slip  - 





Table 9: T boundary conditions for the 
compressible problem.  
Patch Type Value 
inlet fixed value 298 
outlet  zero gradient   - 
wall   zero gradient    - 
axis empty - 
 
Table 10: p boundary conditions for the 
compressible problem.  
Patch             Type Value 
inlet fixed value  2.075e5 
outlet    zero gradient         - 
wall zero gradient - 





must be ensured along the loop for applications with density gradients. For 
the other four cases, errors are quite similar regardless the case. Average 
error is around 6%, so there is a general agreement with the theoretical so- 
lution. Nonetheless, update 2 increases the number of iterations per time 
step probably because the flux used in continuity equation is not the same 
than in the rest of transport equations, and then more PIMPLE loops are 
required to reach convergence. Update 1 decreases the convergence time with 
approximately the same number of iterations per time step, then it reduces 
computational cost. This happens because the flux is recalculated with the 
updated density from the previous time step, then reducing differences be- 
tween time steps. 
Figure 5 shows the evolution of velocity, pressure and temperature along 
the axis of the nozzle. All 4 cases that converge predict well the analytical 
solution. Small differences which can be seen in the figures for both, incom- 
pressible and compressible problems, are due to “two-dimensional” effects in 
the simulations. A pressure gradient is obtained in the radial direction of the 
nozzle, meanwhile the analytical solution assumes that fluid properties and 
variables are constant in every section, in other words, the flow field depends 







Table 11: Accuracy and computational cost results of the compressible problem. 
Case Avg. Error [%] Conv.  time [µs] Avg. Ux #Iters. 
1  - -  - 
2  - -  - 
3  - -  - 
4  - -  - 
5  6.21 5480  3.6 
6  6.14 5500  3.7 
7  6.38 5470  3.0 
8  6.27 5530  2.8 
 
 
3.4. Validation problem 
Liquid spray penetration, defined as the axial distance where the liquid 
volume fraction is below 0.1% [20], and the spray angle, defined as the slope 
of a linear fitting on the spray contour up to the 60% of the spray penetration 
[1], are the comparison parameters. Experimental values were obtained and 
published by Payri el al. [21]. 
Figure 6(a) shows a very good agreement between experiments and com- 
putational results, both curves match until 1.5 ms after SOI. Beyond that 
point, the error is below 10%. This behavior can be explained analyzing the 
spray angle on Figure 6(b). The spray predicted by the new solver is about 
5◦ narrower long time after SOI, so it was expected a shorter penetration 
[21]. A smaller value for the Schmidt number would result in a wider and 
shorter spray, but selecting the right values for the model parameters is part 
of a future work. 
Figure 3.4 shows velocity contours inside the spray. A threshold has been 
set to better see the spray structure. The common cone-shaped spray is 
obtained with the velocity rapidly decreasing on the axis but also in the 
radial direction. Therefore, the model can be considered validated. 
 
4. Conclusions 
A new multi-phase compressible solver has been developed and verified. 
Obtained solutions with this solver match the analytical ones for incompress- 







(a) Spray penetration. (b) Spray angle. 
 




Up to 8 updates-equations sequences have been calculated for incom- 
pressible and compressible problems. It has been seen that updating fluxes 
in a non-conservative way leads to divergence when compressible solvers are 
used, so this option can only be used inside the PISO loop where the internal 
corrector loop ensures convergence and the flux is calculated at the end in a 
conservative way from the pressure  corrector. 
For incompressible solvers, none of the sequences changes the accuracy 
of the solution neither the computational cost, though the temperature drop 
is bigger with non-conservative updates. For the compressible problem the 
accuracy is the same in all cases that converge, but sequences with no updates 
or only update 1 are slightly faster. 
Taking into account that the main objective of this solver is the steady 
part of the diesel fuel injection, the final proposal for this model is updating 
the fluxes after the mass fraction equation (update 1, case 7) because of 
its slightly lower computational cost. This way, for multi-phase simulations 
mass fraction and density fields are consistent in every iteration of every 
time-step. 
With this configuration of the solver,the validation assessment was carried 
out. A single-hole nozzle injector which is experimentally well characterized 
has been simulated.  Results match experimental penetration values until 
1.5 mm after SOI and the spray structure is the one experimentally observed, 
so the solver and the flux updates-equations sequences have been validated. 
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