A navigation test was carried out in a spatially immersive virtual environment. The test was a gamelike experience where the task of subjects was to find as many gates as possible while they navigated through a track guided by auditory and/or visual cues. The results are presented as a function of the number of found gates, searching times, and normalized path lengths. Audiovisual navigation was clearly the most efficient. Visual navigation was second and the auditory navigation the least efficient. Further analysis of travel paths indicate that auditory cues were utilized in the beginning to locate the next gate; a visual cue was the most important in the final approach to the gate.
INTRODUCTION
Smooth and easy navigation in virtual reality applications is a desired feature. Usually navigation is based on visual information, as the major part of applications are related to visualization of 3D models. However, high-quality immersive virtual environments include 3D audio equipment and, therefore, the use of 3D auditory cues to help navigation is motivated. For example, auditory navigation can be used as a part of immersive architectural visualization. Auditory beacons can guide the user to locations that are not visible due to buildings or walls.
The purpose of our test was to find out how well people can navigate in virtual environments with different kind of cues. The tests were conducted in an immersive virtual environment. In order to motivate test subjects, we designed a race gamelike test environment.
The navigation control method has to be reliable and easy to use. We use a custom-made wand (consists of a radio mouse and a magnetic 3D tracker). In our previous study of 2D auditory navigation [Lokki et al. 2000 ], we applied keyboard control, which is not suitable for 3D navigation. Laakso [2001] Authors' addresses: Matti Gröhn, CSC-Scientific Computing Ltd., P.O. Box 405, FIN-02101, Espoo, Finland, Tapio Lokki and Tapio Takala, Helsinki University of Technology, Helsinki, Finland; email: Matti.Grohn@csc.fi. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or direct commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. has tested different interaction devices, such as speech input, data glove, and a wandlike device. In these tests the most accurate navigation was achieved with a wand and a data glove. In addition, they were the easiest ones to use.
From previous tests Gröhn 2002] , we have preliminary knowledge on localization of moving sounds. In this article, we want to apply it to a navigation task.
Sound Reproduction System in a Virtual Room
The experiment was conducted in the virtual room 1 of the Helsinki University of Technology. For spatial audio reproduction, we use 14 Genelec 1029A loudspeakers, mounted behind the screens around the virtual room. The applied spatial sound reproduction method is called vector base amplitude panning (VBAP) [Pulkki 1997 ], which enables good positional audio with almost arbitrary loudspeaker configuration. VBAP distributes a sound signal to three nearest loudspeakers of the virtual sound source. The screens attenuate high frequencies, but this defect is compensated for. A more detailed description of our audio system and screen compensation can be found in another article [Hiipakka et al. 2001 ].
NAVIGATION EXPERIMENT

Task
The task of a subject was to find as many gates as possible in 3 min. They navigated through a predefined track controlling direction and velocity of movements by pointing with the wand. The gesture of pushing a wand button and moving the wand in space defines a vector, the length, and direction of which are translated into motion speed and direction in a virtual space. In addition, rotations can be handled correspondingly by turning the wand.
Subjects were flying in the middle of the protein-drug complex (Figure 1 ). This complex is a real model from analysis of protein-drug interactions [Nyrönen et al. 2001; Salminen et al. 1999; Gröhn and Nyrönen 2003] .
The minimum and maximum values of the coordinates of the protein-drug complex were −20 and 20 for each axis. The track consists of fifteen gates, which were located in the same space as the molecule. The minimum and maximum values for gate coordinates were −12 and 12 for x-axis, −15 and 18 for y-axis, and −15 and 10 for z-axis. Track configuration is seen in Figure 2 . Distances between gates range between 9.9 and 39.1.
The shape of a gate was a sphere. The gate was considered found when the subject hit the border of the sphere. The radius of a visual cue (see Figure 1) was smaller than the radius of the gate.
Subjects
We had eight (six male and two female) nonpaid volunteers for this experiment. Each of them was reported to have normal hearing, although this was not verified with audiometric tests.
Stimuli
The gates of the track were presented using visual, auditory, or audiovisual cues. The visual cue was a white ball, as seen in Figure 1 . The auditory cue was pink noise bursts and the sound pressure level was computed with the 1/r-law distance attenuation. The audiovisual cue included both auditory and visual cues.
The choice for auditory cue was based on the fact that to utilize both main binaural cues (interaural time and level differences), the auditory cue should have enough energy at low (below 1.5 kHz) and high frequencies (above 1.5 kHz). In addition, other factors affect localization accuracy, such as spectral and temporal structure of stimulus [see for example Wightman and Kistler 1997; Duda 1997; Middlebrooks 1997] . The auditory cue was in a free field without reverberation.
Procedure
There were three types of conditions: auditory, visual, and audiovisual cues. Each task was started in the middle of the molecule. The index of the first gate was randomized. After the first gate, the subject followed the track gate by gate. Both directions were used. Finding of the gate was indicated with a short bell-like auditory signal. The next gate was displayed/made audible according to the cue type of the task and the found gate was hidden/muted.
Before the experiment, each subject had training tasks. The purpose of the training tasks was to ensure that subjects were able to use the navigation system. The number of the training tasks varied according to subjects familiarity with the navigation system. Length of each training task was 2 min.
Track configuration with five gates was used in training. For each user the training was started with audiovisual cues. Each subject had each cue type condition at least once. The criterium to start the main experiment was that the subject felt comfortable with the navigation system. In other words, the subject could concentrate on finding the gates instead of using the navigation system.
In the main experiment each subject had each cue type twice and the subjects had 3 min to find as many gates as they could. The number of the found gates was recorded. In addition, location of the subject and time were recorded with 10-Hz sampling rate.
RESULTS
Based on our previous 2D experiment [Lokki et al. 2000 ] and preliminary studies, we believed that auditory navigation is feasible also in 3D environments. According to this experiment, each subject was able to find at least a few gates using auditory cues only.
In Table I the median, minimum, and maximum number of found gates for each cue type are displayed. With a visual cue the subjects found twice as much gates as with an auditory cue. If audiovisual cue was used, the number of found gates increased even more. The differences are clearly seen in Figure 3 .
In Table II the median, minimum, and maximum of the searching times (in seconds) for each gate are displayed. The differences between the median times are not as large as could be expected, according to differences in number of found gates. If we compare the maximum searching times, the differences are more remarkable. The differences are also seen in Figure 4 .
In Figure 4 , the boxplot of normalized path lengths are displayed. As was expected based on searching times, the subjects travel the longest paths with an auditory cue, and with an audiovisual cue the paths were the shortest.
For further analysis we inspected one of the longest gate pairs. In Figure 5 , the navigation paths for each cue type are displayed for the long-distance situation. With the auditory cue, we see that subjects had some problems finding the accurate location of the gate. They started their approach well, but they had problems finishing the approach. With the visual cue, the situation is almost opposite. The subjects had some difficulties in localizing the next gate. After they localized it, the final approach was straightforward. If both cues were used, the subjects started their approach well and also finished without difficulty.
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DISCUSSION
Applied six degrees of freedom navigation method enabled totally free moving in the test space. Our subjects did not recognize that only one track was used in the main experiment. They did find out that there were short and long gate distances, but they did not recognize the shape of the track. In our comparison, audiovisual cues were remarkably better than auditory or visual cue alone. Although the visual cue was occasionally occluded and auditory cue was presented in a free field, the visual navigation was more efficient than auditory navigation.
Navigation paths indicate that subjects utilized the auditory cue (if available) to define the approximate location of the gate and the visual cue (if available) in the final approach. In other words, rough location was based on auditory perception while the final approach was dominated by vision.
According to these results, the auditory "highlighting" of important features of the objects can be expected to work well in virtual reality applications, especially in such applications, where the information is surrounding the user and many of the important features are located outside the main field of view.
