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The defect relaxation volumes obtained from density-functional theory (DFT) calculations of
charged vacancies and interstitials are much larger than their neutral counterparts, seemingly un-
physically large. In this work, we investigate the possible reasons for this and revisit the methods
that address the calculation of charged defect structures in periodic DFT. We probe the dependence
of the proposed energy corrections to charged defect formation energies on relaxation volumes and
find that corrections such as the image charge correction and the alignment correction, which can
lead to sizable changes in defect formation energies, have an almost negligible effect on the charged
defect relaxation volume. We also investigate the volume for the net neutral defect reactions com-
prised of individual charged defects, and find that the aggregate formation volumes have reasonable
magnitudes. This work highlights an important issue that, as for defect formation energies, the
defect formation volumes depend on the choice of reservoir. We show that considering the change
in volume of the electron reservoir in the formation reaction of the charged defects, analogous to
how volumes of atoms are accounted for in defect formation volumes, can renormalize the forma-
tion volumes of charged defects such that they are comparable to neutral defects. This approach
enables the description of the elastic properties of isolated charged defects within the overall neutral
material, beyond the context of the overall defect reactions that produce the charged defect.
I. INTRODUCTION
Charged defects in nonmetals, such as semiconductors
and insulators, play a central role in determining elec-
tronic and electrical behavior of materials for semicon-
ductor and battery applications1. Charged defects are
also very relevant to materials under extreme conditions
of temperature, pressure, and irradiation, as they play a
major role in accommodating stoichiometry variations2.
In addition, defects induce lattice distortions in the per-
fect crystal, leading to finite changes in volume which
can, at least in principle, be experimentally measured
and compared to theoretical calculations3–5. These lat-
tice distortions are particularly important in determining
the interaction of defects with external strains, disloca-
tions, and grain boundaries6,7, and play a central role in
the evolution of microstructures in materials.
The defect formation volume is an intrinsic property
of the defect; theory for computing the volume change
due to point defects gained attention in the early 1980's
with a focus on point defects in ionic crystals3,4. It is im-
portant to note that experimental measurements of the
volume change associated with point defects yield the
defect-averaged response of a mass and charge balanced
system3,4; as a result there is little understanding of the
volume change or lattice distortion associated with in-
dividual charged defects. Surprisingly, compared to the
vast literature on the formation energy of charged defects,
there have been relatively few theoretical investigations
of their formation and relaxation volumes. Investigations
of the formation volume of charged point defects in Si8–11,
ZnO12, In2O3
13, CeO2
14 indicate that the defect forma-
tion volume is a strong function of the charge state of
the defect, and as electrons are added (or removed) to
the system the formation volume increases (or decreases)
linearly with charge.
Defect formation and relaxation volumes are closely
related concepts. The defect relaxation volume is sim-
ply the change in volume of a computational cell due to
relaxation of the crystal lattice around the defect site.
By contrast, the defect formation volume is calculated as
the change in the volume associated with the formation
reaction for the defect; it, therefore, accounts for the ref-
erence volume associated with reservoir to or from which
atom(s) are moved in order to create the defect. We de-
scribe defect relaxation and formation volume and the
differences between the two in more detail in Sec. II B.
The theory of relaxation volume and lattice relaxation
around the defect site can be used to obtain the so-called
defect elastic dipole tensor15,16, which relates the atomic
structure of the point defect with its elastic distortion of
the lattice. The elastic dipole tensor5,15,17, Gij , captures
the symmetry of the point defect and is given as
Gij = Cijkl∆Ω
r
kl (1)
where Cijkl is the elastic constant tensor, and Ω
r
kl is the
relaxation volume tensor of the defect18. The elastic
dipole tensor describes the change in formation energy
of the defect, to first order, in the presence of external
strains6. Therefore, computation of the defect relaxation
volume tensor quantifies the lattice distortion around the
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2defect and thus the elastic interaction with other defects
and strain fields7,19.
Building on our previous work on point defect behavior
in the presence of external strain7, here we find that the
relaxation volumes of individual charged point defects
in uranium dioxide (UO2) to be much larger than those
of the corresponding neutral defects. Further, when we
calculate the corresponding elastic dipole tensor, the pre-
dicted changes in energy of the defect under elastic strain
fields are extremely large; indeed, they are so large that
they seem to be unphysical. As the dipole tensor is di-
rectly related to defect relaxation volumes, this result
motivates us to examine this issue in greater depth.
This work addresses the issue of the relaxation vol-
ume of charged defects, using UO2 as a prototypical
material, both because of its complex electronic struc-
ture and because its fluorite crystal structure is com-
mon to many technologically important materials. De-
fect calculations20–23 in UO2 have established that de-
fects such as Frenkel and Schottky defect pairs and fis-
sion product complexes are likely to consist of individual
components that are charged. The individual volume
change depends not only on the size mismatch of the de-
fect species, but also on the more complex charge transfer
mechanisms occurring in the presence of the defect. In
addition to UO2, we present results and comparisons for
relaxation volumes of charged defects in Si and GaAs, for
the purpose of validating against existing data in these
systems and uncovering behavior that applies to charged
systems more generally.
The paper is arranged as follows. Section II A presents
the density-functional theory (DFT) methodology used
in calculating defect properties. In Secs. II B and II C, we
discuss the definitions of defect formation and relaxation
volumes. Various schemes to correct the total energy
of charged supercells simulated via DFT and their rela-
tion to defect relaxation volumes are investigated in Sec.
III A. Our results on the details of the lattice distortion
around individual charged and neutral defects are pre-
sented in Sec. III B. In Sec. III C, we discuss the defect
reaction approach for calculating the defect relaxation
and formation volumes for complete defect formation re-
actions. In Sec. IV, we discuss the significance of our
results and present our conclusions in Sec. V.
II. THEORETICAL FRAMEWORK
A. Density functional theory
Here, we summarize the details of the first-principles
based DFT calculations used in this study. The DFT
calculations are performed with the Vienna Ab Initio
Simulation Package (VASP)24,25 using the projector-
augmented-wave (PAW) method26,27. For UO2 the elec-
tron exchange and correlation potential is described by
the local density approximation (LDA)28 and the Hub-
bard+U model is used for the strongly-correlated U 5f
TABLE I. Calculated lattice parameter (a0) in A˚, elastic con-
stants (C11, C12, C44), Bulk modulus (B) in GPa and (elec-
tronic+ionic) dielectric constant (ε) from DFT calculations
in UO2 (LSDA+U) (Fm3¯m), Si (GGA) (Fd3m) and GaAs
(LDA) (F 4¯3m). Our results are indicated in bold, DFT and
experimental literature values are provided for comparison.
System a0 C11 C12 C44 B ε
UO2 5.451 377.8 133.2 78.2 220.5 21.5
DFTa 5.448 380.9 140.4 63.2 220.6 20.9
Expt. b 5.473 389.3 118.7 59.7 209.0 23.6
Si 5.468 153.1 56.8 74.6 88.9 13.1
DFTc 5.47 154.6 58.1 74.4 90.2 12.9
Expt. d 5.431 167.7 65.0 80.4 99.2 11.2
GaAs 5.628 117.4 54.1 56.0 75.2 18.7
DFTe 5.627 124.2 51.4 63.4 75.6 17.9
Expt.f 5.654 122.1 56.6 59.9 76.9 13.1
a Reference 35
b Reference 36
c References 33,37
d Reference 38,39
e References 31,40
f Reference 41,42
electrons29. In accordance with earlier studies, the U
and J values are set to U=4.5 eV and J=0.51 eV; i.e.
U−J=3.99 eV. We adopt the Perdew-Burke-Ernzerhof
GGA (PBE-GGA) functional30 for silicon and LDA for
GaAs to be consistent with reference literature31,32. The
energy cut-offs employed are 500 eV for UO2, 520 eV for
Si, and 275 eV for GaAs. Defect properties in UO2 are
calculated using 2 × 2 × 2 and 2 × 2 × 3 supercells with
2× 2× 2 and 2× 2× 1 k-point meshes, respectively. De-
fect calculations are performed at both constant volume
and fully relaxed (cell volume, shape, and atomic coor-
dinates) conditions. Defects in silicon are simulated in a
2×2×2 and 3×3×3 size supercells with k-point meshes
of 4 × 4 × 4 and 3 × 3 × 3, respectively, while those in
GaAs are simulated in a 3×3×3 supercell with a k-point
mesh of 2×2×2. The dielectric tensors are important for
the correction schemes for the defect formation energies
of charged systems and are calculated using density func-
tional perturbation theory33,34 as implemented in VASP.
The computed bulk properties of interest for UO2, Si,
and GaAs are summarized in Table I.
We perform convergence tests of the final total energy
with respect to the energy cut-off and k-point mesh sizes.
The convergence tolerance for forces on each ion is 0.01
eV/A˚, resulting in total energies converged to less than
10−5 eV. To ensure there are no issues associated with
the change in plane wave basis and k-point density due
to changing cell size, we also calculate the defect relax-
ation volume of point defects for higher energy cut-off
and denser k-point mesh; we find that the relaxation vol-
umes of neutral and charged defects are converged to 0.3
- 1.8 A˚3 (which is within 5% of the relaxation volume)
3depending on the type of defect. Energy vs. volume
calculations of defects are performed starting from the
converged wave functions for the minimized defect struc-
ture. This is done to avoid the system becoming stuck in
the metastable energy state associated with the possible
configurations of the localized uranium f-electrons43.
Finally, to verify that our results are consistent across
DFT codes, we performed calculations of the relaxation
volume for defects in GaAs and Si with CASTEP44, again
using GGA-PBE with “on the fly” ultrasoft pseudopo-
tentials with a cutoff energy of 450 eV. To ensure simi-
larity with VASP simulations the same k-point grids are
employed. The defect relaxation volumes as determined
with CASTEP agree with those found with VASP, indi-
cating that the behavior described here is not a conse-
quence of a particular implementation of DFT.
B. Defect formation and relaxation volumes
The formation volume of a defect ∆Ωf is given by the
change in Gibbs free energy, ∆Gf (P, T ), for the defect
formation reaction at constant pressure and temperature
via3
∆Gf (P, T ) = ∆Ef (P, T ) + P∆Ωf − T∆S(P, T ). (2)
Here, ∆Ef (P, T ) denotes the change in the internal en-
ergy, ∆Ωf the formation volume, and ∆S the change in
entropy due to the formation of the defect at constant
pressure and temperature. The defect formation volume
is given as the difference in volume across the defect for-
mation reaction and is related to the Gibbs free energy
of defect formation by
∆Ωf =
(∂∆Gf (P, T )
∂P
)
T,ni
. (3)
At T = 0 K, the change in Gibbs free energy, ∆Gf (P, 0)
reduces to the change in enthalpy, ∆Hf . However, at
higher temperatures, the entropy contribution can also
become relevant45. The defect formation enthalpy, ∆Hf ,
from DFT calculations for a defect X, in charge state q
is given as45,46
∆Hf (X, q) =
[
EDFTtot (X, q) + E
Image
corr + q∆V
]
(4)
− EDFTtot (bulk)−
∑
i
niµi + q(V + F )
+ P∆Ωf ,
where, EDFTtot (X, q) is the total energy of the DFT su-
percell with the charged defect, EDFTtot (bulk) is the total
energy of the defect-free bulk supercell, and ni and µi
are the number and chemical potential of each element
contributing to the defect, V is the energy of the valence
band maximum (VBM) calculated in the defect free bulk
supercell, and F is the Fermi energy with respect to the
VBM. The term q(V + F ) is the chemical potential of
electrons, i.e., it accounts for exchange of electrons with
the reservoir. The ∆Ωf contribution to the enthalpy in
Eq. 4, is usually small at ambient conditions (∼ 10−5
eV per defect at P = 1atm) and often neglected. The
terms EImagecorr and ∆V are the charged image interaction
and potential alignment corrections, respectively. These
corrections are needed to correct for finite-size artifacts
within the DFT supercell approach to calculate the de-
fect formation energies.
The expression for computing formation volume from
DFT calculations is often given as18,47
∆Ωf (X, q) = ∆Ωr(X, q)± Ω0, (5)
where,
∆Ωr = Ω(defect)− Ω(bulk). (6)
Here, ∆Ωr is the relaxation volume, and Ω(defect) and
Ω(bulk) are the volumes of the supercell with a defect X
in charge state q, and the perfect bulk supercell, respec-
tively, both relaxed to zero stress. The + and − signs
in Eq. 5 denote vacancy and interstitial defects, respec-
tively. The defect relaxation volume can be understood
as the change in volume due to relaxation of the crystal
lattice around the defect site, or the direct volume change
in the system upon introducing the defect in a constant
pressure calculation. By contrast, the formation volume
also accounts for the reference volume (or the choice of
reservoir) associated with the origin or placement of the
species comprising the defect, Ω0. The relaxation, and
formation volume are strictly a tensor quantities, e.g.,
∆Ωrij is given as
18
∆Ωrij = Ωbulk
[
εij
]
, (7)
where εij is the strain tensor (strain between supercells
computed from DFT calculations) due to the defect. This
definition holds for any anisotropy, shape or size of the
supercell. The magnitude of the volume change is then
given as, ∆Ωr = 13 tr(∆Ω
r
ij), and is consistent with that
computed using Eq. 6. This description of the relaxation
volume accounts for changes in cell shape upon introduc-
tion of the defect. It is important to note that relaxation
volume approaches a finite, nonzero tensor for very large
simulation cell size. Finally, the elastic dipole tensor Gij
is related to ∆Ωrij (Eq. 1) and thus, to describe the re-
sponse of charged defects to strain, it is imperative to
have accurate calculations of the relaxation volumes.
C. Volume of individual species comprising the
defect
As described in Eq. 5, the computation of the defect
formation volume needs to take into account the reference
4volume, Ω0, of the individual atomic species constituting
the defect reaction. For a single component system like
silicon, Ω0 is equal to the cohesive volume of an atom in
bulk silicon. However, for a multicomponent system, Ω0
is given by the partial molar volume, which measures the
variation of volume as chemical components are added to
or removed from the reservoir material during the defect
reaction. The use of the reference material for the par-
tial molar volume is equivalent to the use of the atomic
chemical potential of the atomic species in the definition
of the defect formation energy. In a multicomponent sys-
tem defect reactions can be of two types:
(1) Stoichiometric reactions comprising of defects like
Schottky defects. In this case, Ω0 is the volume per for-
mula unit of the multicomponent system, or, analogous
to the monoatomic case, the cohesive volume of a for-
mula unit. For example, in UO2 this is computed to be
ΩUO2 = 40.3 A˚
3 (40.9 A˚3 in experiment48) and in GaAs
it is ΩGaAs = 44.5 A˚
3;
(2) Non-stoichiometric reactions comprising of defects
such as vacancies and interstitials. Here, Ω0, is the vol-
ume per unit of the reference. For example, in GaAs
where solid bulk Ga and As can be considered as the ref-
erence material (or atomic reservoir) for respective de-
fects, the computed volumes per unit are ΩGa = 20.3
A˚3 (19.3 A˚3 in experiment49) and ΩAs = 22.4 A˚
3 (21.3
A˚3 in experiment50), respectively. That is, a reference
is defined for each species that depends on the experi-
mental conditions of interest. In this example, we chose
bulk solids for each element. However, other reference
states are possible or desired depending on the materi-
als system and what experimental conditions are being
matched. For example, in UO2, bulk U metal in the or-
thorhombic structure (α-phase) is considered as a refer-
ence for U vacancy and interstitial, with a computed vol-
ume of 19.9 A˚3 (20.6 A˚3 in experiment51). For O defects,
the O2 molecule is often taken as the reference state for
computing defect formation energies. However, the com-
puted volume of an oxygen molecule from ideal gas law
is ∼105−6 A˚3 for a given pressure and temperature; thus
O2 gas may not make sense as a reference material for the
defect volume. We have therefore adopted a slightly dif-
ferent approach by choosing orthorhombic α-U3O8 as the
reference for both chemical potentials and partial molar
volumes for U vacancy and O interstitial in UO2, with
a computed volume of 56.9 A˚3 per U atom compared to
55.5 A˚3 per U atom from experiment52. In all of these
cases, the reference explicitly depends on the experimen-
tal conditions and is not something directly computable
from electronic structure methods. That is, once a ref-
erence is chosen, the relevant thermodynamic properties
can be calculated, but the reference itself is not some-
thing that can be determined solely from the calculations:
it must be asserted or assumed.
We use Eqs. 5 and 6 to calculate the defect formation
and relaxation volumes. In compounds this calculation
is complicated by the fact that the stoichiometry of the
system changes when individual point defects such as va-
TABLE II. Computed defect relaxation volumes, ∆Ωr (A˚3),
normalized relaxation volume, ∆Ωr/Ωunit for charged and
neutral point defects calculated from DFT calculations. For
reference, for UO2 and GaAs, the volume per formula unit
(Ωunit) is 40.3 A˚
3 (ΩUO2), and 44.6 A˚
3 (ΩGaAs), respectively,
and for Si the atomic volume is 20.4 A˚3 (ΩSi). The values
are obtained from 144 atom UO2 supercell, and 216 atom
supercell for Si and GaAs.
System Defect ∆Ωr ∆Ωr/Ωunit
UO2 V
0
U −9.1 −0.22
V4−U 40.5 1.05
V0O 0.56 0.01
V2+O −16.7 −0.41
O0i −3.38 −0.08
O2−i 20.0 0.49
GaAs V0Ga −26.3 −1.12
V3−Ga 31.2 1.42
V0As −24.4 −1.09
V3+As −73.5 −3.3
Si V0Si −14.7 −0.72
V2+Si −42.8 −2.1
V2−Si 28.1 1.38
cancies or interstitials are formed. For charged defects,
the issue is further exacerbated as the electrons or holes
added to the defect system also contribute to both the
defect formation energy and volume. While the contribu-
tion to the defect formation energy has been well studied
and several correction terms have been developed, the
contribution of the change in charge to the defect forma-
tion volume has not been considered systematically.
In the following discussion, we explicitly focus on the
defect relaxation rather than the formation volume as
the latter can be easily be obtained by properly account-
ing for Ω0. Here we show that the contribution of the
change in charge to defect relaxation volumes is surpris-
ingly large. By studying point defects in three different
systems, we estimate for a given system contribution of
the charge to the defect relaxation volume.
III. RESULTS
The computed values of the relaxation volumes of point
defects in both neutral and fully charged states are listed
in Table II. The full estimation of lattice relaxation and
symmetry around a defect is quantified by the relaxation
volume tensor, ∆Ωrij (Eq. 7), which in turn determines
the defect dipole tensor, Gij (Eq. 1), listed in Table III.
The relaxation volumes are relatively large for charged
defects, compared to their neutral counterpart, and, in-
terestingly, the sign of the relaxation volume is sensitive
5FIG. 1. Relaxation volume of a single neutral and charged (a) uranium vacancy in UO2, (b) Ga vacancy in GaAs, and (c) Si
vacancy as function of the inverse of the supercell size (the corresponding number of atoms in the supercell are provided on the
upper x-axis).
to the charge state of the defect. The relaxation volumes
are computed using Eq. 6 (when relaxing cell shape,
volume and ionic positions), and Eq. 7 (when keeping
volume and cell shape fix, relaxing only ionic positions).
The agreement in computed relaxation volumes calcu-
lated through the two approaches is between 0.5-2 A˚3;
the differences in total energies is 50-100 meV, a similar
range to that reported by Freysoldt et al.45.
As discussed above, the dipole tensor is used to com-
pute the change in defect formation energy upon inter-
action with strains in the material7,19. We find that the
changes in the formation energy differ significantly be-
tween the charged and neutral states for a given defect.
For example, for a fully charged (2-) oxygen interstitial
under 1% compressive strain the change in formation en-
ergy is about 277.4 meV, which is 6 times larger than
the −46.4 meV change in energy for a neutral oxygen
interstitial under the same strain state. Similarly, the
segregation energy of a fully charged oxygen interstitial
in UO2 under the strain field of edge dislocation
53 is com-
puted to be about −8.3 eV, much larger than the −1.2
eV segregation energy of the neutral oxygen interstitial.
This extremely large change in energy between a charged
and a neutral defect interacting with a strain field is un-
physical and suggests that something is amiss with the
volumes calculated for the charged defects.
Figure 1 shows the dependence of the defect relaxation
volume on the simulation cell size for charged and neu-
tral vacancies. These results thus indicate that the large
charged defect relaxation volumes are not a consequence
of the finite system size limitation of DFT. In the next
section, we investigate in detail the dependence of relax-
ation volumes on the various finite size charge corrections
schemes to charge supercell calculations, which have been
suspected10 to have large volume dependence.
A. Finite size correction schemes to energy for
charged supercell
As discussed in the Sec. II B, the defect formation vol-
ume follows thermodynamically from the defect forma-
tion energy (Eq. 3). It is therefore important to investi-
gate any possible connection between the corrections to
the defect formation energy of charged defects and their
defect formation volumes.
Charged supercell calculations in DFT require an arti-
ficial background charge density (opposite in sign to the
net charge of the supercell) to ensure global charge neu-
trality and convergence of the total energy of the charged
system within the supercell approach. The genesis of this
background charge is related to the DFT convention of
setting the average electrostatic potential over the en-
tire volume of the supercell to zero in order to evaluate
the electrostatic Coulomb energy54. We note that the
same convention is typically applied to calculations of
charged defects using ionic potentials. The total energy
of charged supercells must account for the chemical po-
TABLE III. Computed defect dipole tensors, for fully charged
and neutral point defects calculated from DFT calculations.
Defect Charge G11 G22 G33 G12 G13 G23
VU 4- 56.08 55.18 56.97 0.32 0.19 0.11
0 −10.52 −16.86 −9.04 −0.16 3.06 −1.48
VU 2+ −22.12 −24.01 −22.69 −0.14 0.02 0.05
0 0.24 1.02 1.06 0.02 −0.01 0.01
Oi 2- 27.87 26.81 28.56 −0.88 −0.37 −0.33
0 −4.83 −4.82 −4.29 −0.32 0.15 0.01
6tential of the electrons, q(V + F ) in Eq. 4, and needs to
be corrected for finite size errors associated with the pe-
riodic supercell cell approach54–56. There are two specific
effects. The first is the interaction between a charged de-
fect and its periodically repeated charged images, adding
a spurious electrostatic energy; this is referred to as the
image charge correction, EImagecorr . The second is the elec-
trostatic potential between the defect and bulk system
that needs to be aligned in order to accurately define
the reference energy (chemical potential) of electrons,
added or removed in charged supercell calculations. This
is termed as the potential alignment correction, q∆V .
We adopt the method by Freysoldt et al.56 to correct for
finite size errors as it has been shown to achieve good
convergence40 for defect formation energies with system
size.
In the next subsections, we systematically investigate
the relation between these finite-size energy corrections
and the charged defect relaxation volumes. Any change
in total energy that depends on the volume of the simula-
tion cell affects the computed forces, pressure/stress ten-
sors, and relaxation volumes in DFT simulations. There-
fore, both volume and stresses need to be corrected in the
same manner as the total energy.
1. Image charge correction
The image charge correction is needed because, in peri-
odic supercell calculations, a charged defect (in the pres-
ence of the homogeneous background charge density) has
long-range electrostatic interactions with its periodic im-
ages. If the dimensions of the unit cell were infinite, this
electrostatic interaction would be zero. However, in pe-
riodic DFT calculations the supercell dimensions are fi-
nite; therefore we need to correct the total energy of the
charged system to account for this spurious Coulomb in-
teraction. This correction is referred to as the monopole
correction by Leslie and Gillan57, and is designed to
transform the electrostatic energy of a periodic lattice
of point charges in a neutralizing background into the
electrostatic energy of single point charge. As such, it is
not unique to DFT, but occurs whenever the energetics
of a system with net charge is considered. The correction
term is given as56,57
∆EImagecorr = Eisolated − Eperiodic =
αq2
2εΩ1/3
. (8)
Here, α is the Madelung constant, Ω is the volume of the
bulk supercell in which the defect is created, and ε rep-
resents the electronic and ionic low frequency dielectric
constant of the material, computed from DFT calcula-
tions (Table I). In our calculations, we use the average
value58, 13 tr(εij) of the dielectric tensor as the effective
value for dielectric constant in Eq. 8.
The energy correction given by Eq. 8 is computed
directly from VASP, and the corresponding correction to
TABLE IV. Calculated energy correction (∆EImagecorr ) to the
defect formation energy (in eV) due to image interaction be-
tween charged defects, and the corresponding correction to
pressure (in GPa) (1 eV/A˚3 = 160.2 GPa) and volume (in
A˚3) for representative charged defects in 144 atoms UO2 su-
percell, and 216 atoms supercell for Si and GaAs.
Defect ∆EImagecorr ∆P
Image
corr ∆Ω
Image
corr ∆Ω
r
V4−U 1.07 −0.03 0.28 40.2
V3−Ga 0.55 −0.01 0.39 31.2
V2−Si 0.57 −0.02 0.34 16.5
the pressure ∆P Imagecorr can either be calculated directly
from the slope of the image correction (∆EImagecorr ) as a
function of volume or via the relation
∆P Imagecorr = −
∂EImagecorr
∂Ω
=
1
3
( αq2
2εΩ4/3
)
(9)
with the corresponding volume correction given as,
∆ΩImagecorr = −ΩBulk
(∆P Imagecorr
B
)
. (10)
The computed image charge corrections to energy,
pressure and volume are summarized in Table IV for
charged defects in UO2, GaAs and Si. The corrections to
volume are very small compared to the corrections in the
total energy and to the corresponding defect relaxation
volumes: ∆ΩImagecorr ∼ 0.01-0.02 ∆Ωr, for the three sys-
tems studied here. Thus, the correction to the relaxation
volumes due to the image charges is only a 1-2% effect.
Our computed value of ∆ΩImagecorr for the charged (2+)
Si vacancy is 0.02ΩSi , which is similar to that reported
by Bruneval and co-workers10. We note that the correc-
tion to the relaxation volume and pressure (or stresses)
decreases with the increasing size of the simulation super-
cell and is independent of the sign of the charge on the
defect, depending only on the magnitude of the charge.
For example, for the U vacancy, the energy and volume
corrections are 0.82 eV, and 0.2 A˚3 in a 3×3×3 supercell,
compared to 1.23 eV, and 0.32 3 in 2× 2× 2 supercell.
The above changes in the pressure and volume are com-
puted based on two assumptions. The first assumption
is that the value of the bulk modulus, B, does not change
significantly due to the presence of defects. The second
assumption is that the charge is localized at the defect
site within the simulated supercell size. Our computed
value of the bulk modulus of UO2 with a U vacancy (in
a 144 atom supercell) is 203.3 GPa compared to the bulk
value of 220.5 GPa.This difference gives an error of 0.01-
0.03 A˚3 in the estimation of ∆ΩImagecorr . We also computed
the difference in planar averaged charge density of the
charged defect (averaged over planes of atoms) from its
bulk structure, as shown in Fig. 2(a), for the charged
7(a)
(b)
FIG. 2. (a) Planar-averaged charge density difference across
the supercell for V4−U as obtained from static (non-relaxed)
DFT calculations. The difference is taken between the charge
densities of the charged defect and bulk. (b) Planar-averaged
potential difference (V DFTq − V DFTb ) across the supercell for
V4−U , as obtained from DFT calculations (blue curve). The
model potential (V model) from the Gaussian charge is shown
in red, and the difference potential ∆Vq/b is shown in green.
The z-axis distance is measured from the location of the de-
fect. The potential falls off again at a distance of ∼16A˚, as
that is the size of the cell and where the periodic image of the
defect is located.
uranium vacancy in UO2. The charge density is fairly lo-
calized at the defect site and saturates to the screened54
charge value of
(
1− 1ε
)
q
Ω , as indicated by dashed red line
in Fig. 2(a).
2. Alignment correction
Among the various procedures55,56,59 outlined in the
literature to align the average electrostatic potential in
the defect supercell with that in the bulk supercell, we
use the scheme provided by Freysoldt et al.56. The key
advantage of this scheme (referred to in the literature as
the FNV scheme40) is that the long-range 1/r potential
is removed before the alignment is determined for the
remaining short-range potential. If the size of the simu-
lation cell is big enough to fully localize the defect, the
short range potential reaches a plateau (Fig. 2(b)) far
from the defect, which yields the alignment as a well-
defined quantity45.
The short-range potential away from the defect site is
obtained by taking the difference between the electro-
static potential from a model charge density V model and
the DFT electrostatic potential from the charged defect
V DFTq and the perfect bulk V
DFT
b :
∆V = ∆Vq/b =
(
V DFTq − V DFTb
)|far − V model|far. (11)
The model charge density is the charge distribution used
to capture the localized defect charge (as shown in Fig.
2(a)). In the FNV alignment correction scheme, we use
a Gaussian charge distribution for the model charge den-
sity, with width equal to 1 Bohr. The DFT electrostatic
potential (blue curve), and the potential due to model
charge density (red curve) are shown in Fig. 2(b). The
difference is the short-range electrostatic potential (green
curve) which reaches a plateau away from the defect site
(centered at origin), thereby giving the alignment correc-
tion ∆V (highlighted as dashed line in the plots). The
computed value of ∆V for V4−U is 0.07 eV, and is com-
puted in a similar manner for all other charged defect
studied.
There is no well-defined formula for calculating the
alignment correction; hence to obtain the correspond-
ing corrections to pressure and volume, we compute the
defect formation energy with and without the alignment
correction for a set of isotropically-scaled volumes. Fig-
ure 3 shows the defect formation energy as function of
volume; from the fit to the energy-volume data we com-
pute the volume corresponding to the energy minima.
Comparing the volumes found from the defect formation
energies with and without the alignment correction gives
an estimation of the correction to the relaxation volume
due to the alignment correction. For V3−Ga in a 216 atom
supercell, the volume correction is -0.91 A˚3 (0.02ΩGaAs),
while that for ∆V for V4−U in 144 atom supercell is about
1.6 3 (0.039ΩUO2). Again, these corrections are small, on
the order of 2-4% of the total relaxation volume.
FIG. 3. Formation energy of charged defects with and with-
out the alignment correction for (a) ∆V for V4−U , (b) V
3−
Ga as
function of scaled volume of defect supercell. The correspond-
ing relaxation volumes extracted from these calculations are
indicated by the dashed lines.
8(a)
(b)
FIG. 4. Planar-averaged (a) charge density, and (b) potential
difference plots, for V4−U , showing results for both static (Fig.
2) and relaxed DFT calculations.
These results so far suggest that both the image charge
and alignment corrections to charged defects have very
weak volume (or pressure) dependences. Both correc-
tions are post-processing methods to correct the defect
formation energy. For defects with large atomic relax-
ations, the charge density and potential can show strong
variations close to the defect site, as shown for the ura-
nium vacancy in Fig. 4. This results in uncertainty
in extracting the exact value of the alignment correc-
tion. Recent reviews31,40 of charged defect correction
schemes highlight similar issues with relaxed geometries.
While this source of error in potential alignment correc-
tion needs to be quantified, the results from Ref. 45 sug-
gest that the changes are relatively small, i.e. within
40-100 meV, and unlikely to make significant change to
its volume dependence.
B. Structure of charged defects
In this section, we investigate in detail the atomic
structure of charged defects, to gain insight into the dif-
ferences in local lattice relaxation around the neutral and
charged defects, and thus understand the origin of the
anomalously large relaxation volumes of charged defects.
TABLE V. Relaxation volume, ∆Ωr (A˚3), of an electron and
a hole from DFT calculations in Si, GaAs, and UO2. All
volumes are given relative to the volume of one formula unit
in the perfect supercell. These are ΩSi = 20.4 A˚
3, ΩGaAs =
44.56 A˚3, and ΩUO2 = 40.35 A˚
3.
Defect Si GaAs UO2
Electron 0.74ΩSi 0.53ΩGaAs 0.28ΩUO2
Hole -0.84ΩSi -0.48ΩGaAs -0.28ΩUO2
1. Lattice relaxation around an electron and hole
An electron or hole is simulated in DFT calculation by
changing the total number of electrons by +1 or −1, in
the optimized bulk structures. The relaxation volumes
of electrons and holes in bulk Si, GaAs, and UO2, ob-
tained after relaxing (P=0) the charged bulk structures,
are summarized in Table V. Addition and removal of an
electron result in expansion and contraction of the lattice,
respectively. These volume changes (∼12 to 22 A˚3 or 0.3
to 0.7Ω0, depending on the system) are large and result
in about 1% change in their respective lattice parameters
for the current supercell sizes. There is not much data
in the literature on the relaxation volumes of electrons
and holes to compare our results. However, a few DFT
studies8,60 on defects in Si report the relaxation volumes
of an electron of 0.68 to 0.72ΩSi and a hole of −0.78ΩSi,
where ΩSi is the volume per Si atom in a perfect super-
cell. Our computed values for the relaxation volume of
an electron and hole in Si are in a similar range: 0.74ΩSi
and −0.84ΩSi, respectively.
A DFT calculation of an electron or hole often yields
a delocalized electron, as it represents the exchange of
electron or hole with the bulk conduction band or the
valence band edge, unless the added (or removed) extra
charge has a preference to localize on specific atomic site.
(a)
(b)
FIG. 5. Difference in charge density (xy-planar averaged) be-
tween supercells containing an extra electron and bulk along
the z-axis in (a) UO2, and (b) GaAs. The difference in charge
density is normalized by the maximum value of the difference.
9FIG. 6. (a) Charge density (slice along a (110) plane containing both U and O atoms) for bulk UO2, (b) Difference in charge
density (within the same (110) plane) between the supercell with the extra electron and bulk UO2, and (c) between the supercell
containing a hole and bulk UO2.
To verify this, we performed Bader charge analysis61,62
and looked at the difference in charge density (planar
averaged) between the electron (or hole) and bulk for
both UO2 and GaAs.
For GaAs, the difference in charge density (Fig. 5)
between the electron and bulk is uniformly distributed
across the As and Ga atomic planes normal to the z-
axis. However, for UO2, the difference in charge density
is not uniform (Fig. 5), indicating localization of the
additional electrons within the supercell. A 2D slice (Fig.
6) of the difference in charge density between the excess
electron and bulk shows large variations in charge density
across specific U and O sites. Further, a Bader charge
analysis on the structure with an extra electron in UO2
confirms a U site having an effective Bader charge of
+2.18, less than that of +2.54 on a U site in the bulk
(or perfect) lattice, and neighboring O sites with Bader
charge of −1.30, larger than of −1.27 on O site in bulk. A
similar Bader charge analysis of the hole suggests partial
localization at a U site with an effective Bader charge of
+2.77. Such partial localization of an extra electron (e
′
or Uδ−U ) or hole (h
· or Uδ+U ) has previously been observed
in DFT+U studies of UO2
63.
To gauge the local atomic relaxations due to the pres-
ence of an excess electron or hole, we analyze the change
in distances of the neighboring atoms for all the sites
in the perfect and defective (electron or hole) structure.
Figure 7 shows the average change in neighboring dis-
tances for all the sites in the defect structure, plotted as
the function of distance from the defect site. Changes in
distance up to 2nd nearest neighbors are considered for
each site between the bulk and defect structure, and are
normalized by the total number of neighboring atoms.
In UO2 with a partially localized extra electron on a
U site (e
′
or Uδ−U ) (Fig. 7(a)), the local defect structure
is complex. Neighboring atoms for any given site in the
structure show outward relaxation, independent of the
position of the site from the defect. For those sites at a
distance of∼5 A˚, and beyond from the defect, the average
change in neighboring distance saturates to a constant
value. This constant value is approximately equal to the
fractional volume change (∆Ωr/Ωbulk =11.52/1936.76)
due to the addition of an electron in bulk UO2, which is
about ∼ 0.006 (or 0.6%). That is, it is what would be
expected from an isotropic expansion of the cell. How-
ever, for the sites that are close to the defect (distance
< 5 A˚) the average change in neighboring distances is
much larger than 0.6%. Similarly, for a partially local-
ized hole on U site (h· or Uδ+U ) (Fig. 7(b)), the struc-
ture exhibits a large inward relaxation of the lattice close
to the defect site, and a constant inward relaxation far
away from the defect site, equal to the fractional volume
change (-0.6%) due to removal of an electron from bulk
UO2. This is expected in UO2 since charges are known
to form small polarons, which by definition carry local
lattice distortions64.
In contrast, for GaAs and Si the electron (or hole) is
completely delocalized and does not correspond to any
specific atomic site; therefore the average change in the
neighboring distance is independent of the site consid-
ered: an electron (or a hole) induces a constant expan-
sion in the lattice that is uniform over all atoms. The
structure analysis of electron (or hole) in GaAs (Fig.
7(c) and (d)) shows that the average change in neigh-
boring distances between the defect and bulk structures
is a constant value and is equal to the fractional vol-
ume change (due to addition of electron or hole). The
structure with an extra electron shows a homogeneous
expansion of ∼0.49% (Fig. 7(c)) while that with an ex-
tra hole shows a homogeneous contraction of ∼0.40% of
the lattice (Fig. 7(d)), resulting in roughly ±1% change
respectively, in the lattice parameter.
These calculations show that the addition or removal
of an electron to or from a bulk lattice can result in de-
localized or localized charge depending on the system. It
is intriguing to observe that independent of the behav-
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 ⌦r
⌦(bulk)
(a) UO2 electron (b) UO2 hole
(d) GaAs hole
FIG. 7. Change in nearest neighbor distances (in percent) between the structures with an extra electron (or hole) and the
bulk: (a) electron, and (b) hole in UO2; (c) electron, and (d) hole in GaAs.
ior (localized or delocalized) of the charge, there is an
expansion (or contraction) of the bulk lattice, resulting
in significant relaxation volumes for electrons and holes
simulated under DFT framework. Whether such an ef-
fect is real or a behavior particular to DFT calculations
is not clear at present. However, a detailed examination
like this of electrons and holes in bulk structures helps
us to establish and understand the connection between
relaxation volumes and local structure of charged bulk.
2. U vacancy in UO2
The U vacancy in the fluorite structure resides at the
center of the cube formed by the first eight neighbor-
ing oxygen atoms. The difference between neutral and
charged supercell calculations lies in the presence or ab-
sence of local charge compensation mechanisms around
the defect site21,22. We examine these differences by ex-
plicitly analyzing the difference in charge density and
Bader charge in neutral and charged supercell calcula-
tions. The neutral uranium vacancy is charge compen-
sated by four U sites (h· or Uδ+U ) with Bader charges
of 2.79-2.81 (larger than Bader charge of 2.54 on U site
in bulk UO2) located at 2nd (3.86 A˚) and 4th (5.44 A˚)
neighboring distances from the defect site. However for
the charged (4-) uranium vacancy there is no local charge
compensation from neighboring U sites.
The changes in nearest neighbor distances (Fig. 8) for
the both the neutral and charged U vacancy clearly re-
veal the differences in the short and long-range atomic
relaxation around the defect site. The lattice distortion
around the neutral vacancy extends to a relatively larger
distance (∼6-7 A˚) compared to the charged vacancy (∼ 4-
5 A˚), because of the presence of neighboring Uδ+U , which
are absent for the charged vacancy. For both the neu-
tral and charged supercell, the change in neighboring
distances saturates to their respective fractional volume
change away from the defect site (−0.46% and 2.1% for
the neutral and charged U vacancy, respectively, in a 144-
atom supercell). Analysis in a larger 324-atom supercell
yields similar trends in the local and long-range defect
structure of neutral and charged U vacancies.
In corresponding investigations of charged vacancies
in GaAs and Si we find that vacancies show short-ranged
local distortion around the localized defect sites. How-
ever, changes in nearest neighbor distances away from
the localized defect site are manifestations of the overall
volume change, which depend on the charge state of the
defect.
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(a) 2x2x3 3x3x3(b)
FIG. 8. Change in nearest neighbor distance (solid circles) induced by the uranium vacancy in the neutral (blue) and charged
(4-) (yellow) state in: (a) 2× 2× 3 and (b) 3× 3× 3 DFT supercell.
C. Defect reactions vs. individual defects
In the preceding discussion, we have focused on the
properties of isolated point defects. However, in reality,
defects are never created in isolation, but via a series of
reactions involving multiple defects that can be described
via Kro¨ger-Vink notation65. These reactions obey strict
conservation rules, namely: mass, charge, and site (main-
tenance of constant ratio of cationic to anionic sites in the
structure) balance. There have been several theoretical
studies21,22,66 that develop a point defect reaction model
for UO2 in order to predict defect concentration, forma-
tion energies, and transport properties under thermody-
namic conditions prevailing in experiments20. In this sec-
tion, we employ a similar approach based on a point de-
fect model to compute defect reaction volumes of the net
reaction, as opposed to the individual constituents. We
illustrate this by using the example of the oxygen inter-
stitial and the uranium vacancy, which are more likely to
form in UO2 under oxidizing/transmutation conditions.
The reaction for incorporating oxygen at an interstitial
site is given as
1
2
U3O8(s) + V
×
I 
 O
′′
I + 2h
· +
3
2
UO2(s), (12)
where V ×I is a vacant octahedral interstitial site, in the
fluorite structure, O
′′
I is the oxygen ion at the interstitial
site, and h· represents an U5+ ion (hole) not bounded to
the oxygen interstitial O
′′
I . The volume change, ∆Ω
rxn,
for the reaction (Eq. 12) is then given as the sum of
the individual relaxation volumes, ∆Ωr, obtained from
separate DFT supercell calculations of the charged (2-)
oxygen interstitial and the U5+ ion,
∆ΩrxnOI = ∆Ω
r(O
′′
I )+2∆Ω
r(h·)+
3
2
ΩUO2−
1
2
ΩU3O8 , (13)
The reaction volume ∆ΩrxnOI for the oxygen interstitial
reaction is computed to be −25.8 A˚3, implying contrac-
tion of the lattice due to formation of this overall neutral
collection of defects (note that, in this calculation, the
interstitial and the holes are assumed to be separated to
infinity). The sum of the relaxation volumes of charged
oxygen interstitial and holes is −3.2 A˚3, similar to the
relaxation volume, ∆Ωr(O×I ) of a neutral oxygen inter-
stitial of −3.38 A˚3 calculated within a DFT supercell,
which is not surprising if neutral O interstitial can be un-
derstood as charged oxygen interstitial bounded by two
holes.
Similarly, a defect reaction for the formation of a ura-
nium vacancy, is given as
U3O8(s) + U
×
U 
 V
′′′′
U + 4h
· + 4(UO2)SRG, (14)
where point defects V
′′′′
U and h
· are the fully charged
uranium vacancy and U5+ ion (hole), respectively, and
(UO2)SRG represents the corresponding lattice atoms
present at a site of repeatable growth (SRG) such as a
surface, dislocation, grain boundary. The volume change
for the reaction (Eq. 14) is then given as
∆ΩrxnVU = ∆Ω
r(V
′′′′
U )+4∆Ω
r(h·)+4ΩUO2−ΩU3O8 , (15)
involving individual charged-defect relaxation volumes
∆Ωr(V
′′′′
U ) and ∆Ω
r(h·), calculated again from separate
supercell calculations. The overall computed reaction
volume ∆ΩrxnVU is −10.8 A˚3, which again suggests con-
traction of the lattice due to the formation of uranium
vacancies. These findings are in good agreement with the
experimental results and with theoretical prediction for
the contraction of the UO2 lattice due to the formation
of the hyper-stoichiometric phase UO2+x (with x < 0.5).
The sum of the relaxation volumes of individual charge
defects (first two terms in Eq. 15) is about −6.26 A˚3,
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TABLE VI. Comparison of the defect relaxation volume (A˚3)
of neutral individual defects computed within a single (one)
supercell (labeled OS) or via a sum of defect relaxation vol-
umes of individual charge defects computed in separate su-
percells.
Defect
∑
∆Ωr Defect ∆Ωr
V ··O + O
′′
I 3.26 V
··
O + O
′′
I (OS) 3.63
V
′′′′
U + 4h
· −6.26 V ×U −9.07
O
′′
I + 2h
· −3.20 O×I −3.38
V ··O + 2e
′′
6.52 V ×O 0.56
V
′′′
Ga + 3h
· −33.83 V ×Ga −26.29
V ··Si + 2e
′ −12.39 V ×Si −14.69
similar but not exactly equal to that predicted by the
relaxation of neutral U vacancy (∆Ωr(V ×U ) = −9.07 A˚3)
in a DFT supercell calculation.
Our results comparing the relaxation volume of the
neutral defects with the summed relaxation volumes of
the charged defects calculated from separate supercells
calculations are shown in Table VI. There is good agree-
ment with regards to the sign of the lattice relaxation (ex-
pansion or contraction) due to the formation of an overall
neutral defect reaction with the two approaches. The dif-
ference in the predicted magnitude can be attributed to
the interaction (both elastic and electrostatic) between
the individual charged defects. Thus, while the relax-
ation volumes of the charged defects have large magni-
tudes, they cancel when summed, leading to values that
are in reasonable agreement with corresponding neutral
defects. Similarly, while defect reactions, such as those
in Eqs. 12 and 14, contain components corresponding to
charged defects, once these are summed in a net neutral
reaction, the large volumes of the charged defects cancel,
leading to relatively small volumes for the reaction itself.
IV. DISCUSSION
In calculating the elastic dipole tensor for individual
charged defects, we have found that the magnitude of
these dipole tensors lead to seemingly unphysical behav-
ior. For example, as noted in the results, segregation en-
ergies of defects to dislocations are extremely large when
considering the properties of individual charged defects.
In an effort to understand the origin of this behavior in
charged point defects, we have applied volume correc-
tion schemes that are analogous to those proposed for
correcting the energetics of charged defects. While these
corrections can have large effects on the energetics of de-
fects, our results indicate that corresponding changes to
defect volumes (and thus to dipole tensors) are relatively
small and are not the source of the large dipole tensors
and the defect relaxation volumes.
In contrast, if one considers a full defect reaction and
the associated relaxation volume, while the individual
contributions correspond to charged defects and thus
have large relaxation volumes, the volume change of the
overall reactions are physically reasonable and are similar
to those of neutral defects. Thus, the large relaxation vol-
umes of negative defects are essentially canceled out by
large, but oppositely signed, relaxation volumes of pos-
itive defects. This suggests that one cannot think of a
charged defect in isolation but only in the context of the
overall defect reactions that produce the defect in the
first place. However, in numerous fields, we are accus-
tomed to thinking of the properties of isolated charged
defects as entities that migrate and interact in the mate-
rial. For example, in fast ion conductors, we consider the
transport of charged carriers in the material as specific
entities. Thus, it seems reasonable that one should be
able to describe the elastic response of the medium due
to a charged defect and thus determine how it interacts
with, for example, dislocations.
Therefore, the above discussion suggests that, perhaps,
the problem lies with the reference state reservoir. The
defect formation volume depends on the choice of reser-
voir, just as does the defect formation energy. Consider-
ing a neutral defect, the atoms removed or added from
the perfect bulk material have to be placed in a reservoir
and the volume of both the material and the reservoir
changes. Analogously, for charged defects, the electrons
or holes added to the defect system also contribute to
both the defect formation energy and volume. While
the contribution to the defect formation energy has been
well studied and several correction terms have been de-
veloped, the contribution of the change in charge to the
volume of the reservoir has not been considered.
From our results for three different materials systems,
we can estimate the contribution of the net charge to the
defect formation volume, as shown in Fig. 9. We see
a linear relationship between the electron count and the
defect relaxation volume in all three systems, similar to
that observed in previous DFT studies8,10,60. Defect for-
mation volumes, as defined in Eq. 5, require Ω0 to be
added or subtracted to the defect relaxation volume to
account for the volume of the individual species added or
removed from the reservoir to maintain overall mass bal-
ance. However, in Eq. 5, the contribution of the change
in charge to the volume of the electron reservoir is miss-
ing. The change in the volume of the bulk with charge
can be attributed to the volume contribution per elec-
tron as coming from the change in volume of the electron
reservoir, ∆Ωref . Therefore, a complete definition of de-
fect formation volume should be given as
∆Ωf (X, q) = ∆Ωr(X, q)− q∆Ωref ± Ω0. (16)
∆Ωref is determined by the slope of the bulk relaxation
volume as a function of charge. Value of ∆Ωref is system
dependent and for UO2, GaAs, and Si we find −11.6
A˚3, −23.6 3 and −16.14 A˚3 per unit charge, respectively.
For Si, Windl and Daw60 reported a value of about −15
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FIG. 9. Defect relaxation volume as a function of the overall charge on the DFT supercell for point defects and bulk in (a)
UO2, (b) GaAs, and (c) Si.
TABLE VII. Comparison of the corrected defect formation volumes ∆Ωf (A˚3) of neutral and charged individual defects, with
the defect relaxation volumes ∆Ωrxn.
Defect Reaction ∆Ωrxn Individual Charged Defect ∆Ωf Individual Neutral Defect ∆Ωf
V
′′′′
U (Eq.14) -10.84 V
′′′′
U -10.80 V
×
U -13.97
O
′′
I (Eq.12) -25.80 O
′′
I -25.83 O
×
I -26.01
V ··O 29.15 V
··
O 29.13 V
×
O 23.19
V
′′′
Ga -13.49 V
′′′
Ga -16.26 V
×
Ga -5.95
V ··Si 8.05 V
··
Si 9.92 V
×
Si 5.75
A˚3 from the slope of the change in volume of the bulk
with net charge, similar to the value we have obtained.
One can then recompute defect formation volumes by
accounting for ∆Ωref in all three systems, as summarized
in Table VII. Reaction volumes are not affected by ∆Ωref
as the reaction is overall charge neutral and, hence, the
change in volume of the electronic reservoir due to charge
cancels out exactly.
The charged defect elastic dipole tensor is theoretically
computed from its relaxation volume (Eq. 1), and ex-
perimental work often report it as chemical strain5,17,
estimated by measuring the change in the lattice pa-
rameter as function of deviation from the stoichiomet-
ric chemical formula. The apparent question that comes
next is should the charged defect relaxation volume be
corrected to account for the volume associated with the
electron/hole reservoir.
The change in the volume of the bulk with charge (vol-
ume associated with the electron/hole reservoir) as given
by ∆Ωref can be understood as the lattice perturbation
associated with excess electron and/or holes in the bulk,
as described in Sec. III B 1. We reason that charged de-
fects are individual entities that are present in an overall
charge neutral system. Both their elastic dipole tensor
and relaxation volumes are meaningful when defined with
respect to the electron/hole reservoir in order to keep the
overall system charge neutral, as one would expect when
measuring these defect properties from experiments. Tra-
ditionally, when one calculates the elastic dipole tensor
and relaxation volume of a charged defect, it is relative
to the neutral bulk. Perhaps the correct reference for a
charged atomic defect in a lattice is not the neutral bulk,
but the charged bulk, so that the defect represents a per-
turbation of the charged lattice only, and not the neutral
lattice.
The elastic dipole tensor Gij for a charged defect when
defined in an overall neutral (with respect to the electron
or hole reservoir) but locally charged lattice can then be
given as
Gij = Cijkl
[
∆Ωrkl − q∆Ωref
]
, (17)
where, [∆Ωrkl − q∆Ωref
]
represents the corrected relax-
ation volume. As listed in Table ??, the corrected re-
laxation volume of charged defects are more reasonable
in magnitude when compared to relaxation volumes for
both the neutral individual defects and those of defect re-
actions. For example, the corrected relaxation volume of
−3.28 A˚3 for the charged (2−) oxygen interstitial (overall
neutral, i.e. the oxygen interstitial with respect to doubly
charged bulk UO2) compares very well with the volume
of −3.20 A˚3 of the reaction involving charged (2−) oxy-
gen interstitial with two holes. Similar comparisons for
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TABLE VIII. Comparison of the corrected defect relaxation volume
[
∆Ωr − q∆Ωref] (A˚3) of neutral and charged individual
defects, with the sum of defect relaxation volumes of individual charge defects computed in separate supercells under the defect
reaction approach. (Some of these values appeared in Table VI but are reproduced here for convenience.)
Defect Reaction
∑
∆Ωr Individual Charged Defect ∆Ωr − q∆Ωref Individual Neutral Defect ∆Ωr − q∆Ωref
V
′′′′
U + 4h
· -6.26 V
′′′′
U -6.02 V
×
U -9.07
O
′′
I + 2h
· -3.20 O
′′
I -3.28 O
×
I -3.38
V ··O + 2e
′′
6.52 V ··O 6.54 V
×
O 0.56
V
′′′
Ga + 3h
· -33.83 V
′′′
Ga -36.07 V
×
Ga -26.29
V ··Si + 2e
′
-12.39 V ··Si -10.57 V
×
Si -14.69
other point defects in UO2 are also very good, because
as can be seen in Fig. 9, the slopes of change in volume
of defects with charge are almost parallel to the slope of
change in volume of bulk with charge. However, for Si
and GaAs we observe that different defects have different
slopes, suggesting that the effect of electrons and holes
present in different defects leads to different strains and
volume changes.
Finally, computing the dipole tensor (Eq. 17) of
charged defects from the corrected relaxation volumes
will result in physically reasonable magnitude in the
change in defect formation energy of the charged point
defect upon interaction with external strains. Account-
ing for the change in volume of the electron reservoir
with net charge in the definition of the defect formation
volume and elastic dipole tensor allows us to reconcile
these two perspectives: that defect behavior not only
has meaning via reactions but that isolated defects in an
overall neutral lattice (which requires the reservoir) also
have unique properties that determine how they behave
within the lattice.
V. CONCLUSIONS
We have shown that point defect relaxation volumes
and the associated defect elastic dipole tensors, which
measure the elastic distortion of the bulk lattice caused
by the presence of the defect, are peculiarly large for
charged defects. Defect relaxation volumes have a finite
measure even for infinitely large system sizes, and we
show that the large relaxation volume of charged defects
is not due to finite-size artifacts within the DFT supercell
approach, as previously suspected. Relaxation volumes
using an overall neutral defect reaction model based on
DFT calculations of isolated charged defects agree rea-
sonably well in terms of the overall nature of lattice relax-
ation and magnitude when compared with the individual
neutral defects simulated within a single DFT supercell.
We postulate that, similar to the defect formation en-
ergies, the defect formation volumes also depend on the
choice of reservoir. We show that by taking into account
the contribution of change in charge to the volume of the
electron reservoir, the recomputed charge defect forma-
tion volumes and elastic dipole tensors are reasonable in
magnitude, and that it is possible to describe the elastic
properties of isolated charge defects within the material,
not only in the context of the overall defect reactions
that produce the defect but also as individual species in
an overall neutral lattice.
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