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Abstract
We take a step towards characterising stationary data for the vac-
uum Einstein equations, by finding a necessary condition on initial
data for which the evolution is a solution of the vacuum equations ad-
mitting a Killing vector, which is time-like at least in some region of
the Cauchy development.
1 Introduction: the Problem
In this article we consider the problem of characterising stationary data for
the vacuum Einstein equations, that is to say of identifying data for which
the evolution is a solution of the vacuum equations admitting a Killing
vector which is time-like at least in some region of the Cauchy development.
By data here we mean a 3-manifold Σ with a Riemannian metric gij and
a symmetric tensor Kij , understood as the second fundamental form of
Σ, together satisfying the vacuum constraint equations (1)–(2) below. We
obtain a necessary condition expressed in terms of the data, and a simple
interpretation of it in terms of the associated space-time.
A particular case of this problem, when Kij = 0, was considered in
[1]. Necessary conditions were found for staticity, and the problem was
completely solved in the case when the Ricci tensor of gij has distinct eigen-
values1. We now consider the general case when Kij 6= 0. Note that the
1If this Ricci tensor has a repeated eigenvalue then the space-time is type D, and all
1
method detects the presence of space-time Killing vectors and it is then a
secondary question whether the Killing vector is time-like in a suitable re-
gion. Thus we shall be addressing the larger question of data leading to
space-time symmetries.
We consider data subject to the vacuum constraint equations:
R+K2 −KijK
ij = 0, (1)
DiK
i
j −DjK = 0, (2)
where Di is the Levi-Civita covariant derivative, R the Ricci scalar of Σ and
K = gijKij .
Beig and Chrus´ciel [2] introduced the notion of Killing Initial Data or
KIDs as follows: if the space-time M which evolves from this data admits
a Killing vector X then X can be decomposed with respect to the normal
to Σ as a pair (N,Y i) consisting of a function N on Σ and a vector field Y i
tangent to Σ and, by virtue of the Killing equations in M , this pair satisfies
the pair of equations:
D(iYj) = −NKij (3)
DiDjN + LYKij = N(Rij +KKij − 2KimK
m
j ). (4)
Further, given the data and the KID (N,Y i), the same authors introduce
the Killing development, [2], which is the 4-metric:
g = gij(dx
i + Y idu)(dxj + Y jdu)−N2du2, (5)
and is a solution of the vacuum field equations admitting a Killing vector
X = ∂/∂u and inducing the original data at Σ = {u = 0}. The Killing vector
is evidently time-like, space-like or null according to the sign ofN2−gijY
iY j .
Beig et al [3] show that KIDs are non-generic, in the sense that generic
sets of data do not admit them, they prove the existence of data with none,
and they give some necessary conditions on data for non-existence of a KID.
Our interest here is in the conditions for non-existence, and we shall
obtain sufficient conditions which are simpler than those in [3], and with a
direct geometric interpretation. The results are contained in the following
proposition:
Proposition 1.1 1. There can be no KIDs if the determinant of a cer-
tain 10 × 10-matrix A is nonzero. The entries of A are polynomials
in the tensors Rij ,DiRjk,Kij ,DiKjk and DiDjKkm where Rij is the
Ricci tensor of gij .
static vacuum type D solutions are known explicitly, [6], so the problem is also solved in
this case.
2
2. Using 3 + 1-formalism, the entries of A can be expressed directly in
terms of the Weyl tensor of the space-time evolving from the data, and
the determinant condition in part 1 can then be written
dI ∧ dJ ∧ dI ∧ dJ 6= 0. (6)
where I and J are the two complex scalar invariants of the Weyl spinor
defined in (20) below.
If the determinant is zero, then there will be candidate KIDs, and this
will always be the case for example with data for algebraically special space-
times when necessarily I3−6J2 vanishes. To see whether the candidate KIDs
are actually KIDs then requires derivatives of the constraints given by A,
and we won’t pursue this question here.
The method of proof is to prolong the system (3)–(4) and obtain a first-
order linear system for a larger set of variables (see [7] and [8] for earlier
applications of the method). This linear system can be regarded as covariant
constancy for a section of a particular vector bundle with connection, and
existence of solutions can then be analysed in terms of the curvature of the
connection. In Section 2 we find a sufficient condition for non-existence of
a KID, equivalently a condition that the data not be data for a stationary
space-time2, in terms of the non-vanishing of a determinant expressed in
terms of the data and its derivatives. In Section 3, we express this condition
in space-time terms, as in (6), when it is more perspicuous.
We shall adopt the convention that indices from the start of the alpha-
bet, a, b, c, . . . are 4-dimensional indices, that is indices on tensors in the
space-time M , and indices from the middle of the alphabet, i, j, k, . . . are 3-
dimensional indices, on tensors tangent to Σ. With na as the unit time-like
normal to Σ in M we therefore have
N = Xana, Y
i = ΠiaX
a,
where Πia is the projection into Σ. To simplify equations, but with a slight
abuse of notation, we shall usually omit the projection tensors Πia and Π
a
i .
2Or indeed a space-time admitting any Killing vector.
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2 The bundle and connection
We begin by prolonging (3)–(4). Introduce new variables Vi := DiN and
Mij := D[iYj] so that
DiN = Vi (7)
DiYj = −NKij +Mij (8)
DiVj = N(Rij +KKij)− Y
kDkKij −KimM
m
j −KjmM
m
i . (9)
We need an equation for DiMjk. Commute derivatives on Yj and rearrange
to find
DkMij = −2V[iKj]k − 2ND[iKj]k −RijkℓY
ℓ,
with the convention
(DiDj −DjDi)Zk = R
ℓ
ijkZℓ.
Then by relabelling and reordering
DiMjk = −2ND[jKk]i −RjkiℓY
ℓ − 2V[jKk]i, (10)
and we have the desired linear system (7)–(10).
To see this system as a connection on a vector bundle, introduce the ten
component column-vector Ψα = (N,Yj , Vj ,Mjk)
T , which is a section of the
vector bundle Λ0(Σ)⊕Λ1(Σ)⊕Λ1(Σ)⊕Λ2(Σ), when the system appears as
DiΨα := DiΨα − Γ
β
iα Ψβ = 0, (11)
with Ψβ = (N,Yp, Vp,Mpq)
T and
Γβiα =


0 0 δpi 0
−Kij 0 0 δ
p
i δ
q
j
Rij +KKij −D
pKij 0 −K
p
i δ
q
j −K
q
i δ
p
j
−2D[jKk]i −R
p
jki −2δ
p
[jKk]i 0

 . (12)
Note that Ψ contains all the components of Xa, namely N and Y i, and all
the components of ∇aXb since, as one may calculate,
∇aXb =Mab + V˜anb − naV˜b, (13)
where
V˜a = Va +KabY
b,
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so that Vi and Mij with Y
i and the data determine all components of the
derivative of X.
We won’t need it but for completeness note
Xa = Nna + Y a,
with
naN,a = −Y
aAa,
and
P da n
c∇cYd = V˜a −NAa
where P ba is projection orthogonal to n
a and Aa is the acceleration of the
normal congruence i.e.
∇anb = −naAb +Kab.
The acceleration is typically fixed by a gauge condition but, for our purposes,
we don’t need to do that.
The usual argument can now be followed: a solution of the prolonged
system corresponds to a constant section of the vector bundle in the con-
nection D and so must annihilate the curvature tensor of D; in particular
the rank of this curvature must be less than maximal, and this will be the
source of the desired conditions on the data.
Rather than writing out the curvature tensor, we note that commutators
on N and Vj have been seen to give identities. New conditions arise only
from the commutator of Levi-Civita derivatives on Vj andMjk and for these
we find:
• By considering ǫijmDiDjVn and using (7)–(10) we deduce the vanish-
ing of
C(1)mn = Nǫ
ij
m(DiRjn+K,iKjn+KDiKjn+2K
p
i DpKjn+K
p
j DnKpi+K
p
nDjKpi)
−ǫijmY
pDpDiKjn
+ǫijm(Vi(Rjn +KKjn)− VpK
p
j Kni +K
p
n KpiVj) + ǫ
ij
nGjmVi
− ǫijm(M
p
j DiKnp +M
p
n DiKjp +M
p
i DpKjn). (14)
Here we’ve used the identity, valid in three dimensions,
Rijkℓ = −ǫ
p
ij ǫ
q
kℓ Gpq,
5
and Gij is the Einstein tensor.
Note C
(1)
mngmn = 0 = ǫmnrC
(1)
mn identically, using both constraints, so
that C
(1)
mn is symmetric and trace-free and its vanishing can be expected
to impose five linear conditions on Ψα.
• By considering ǫijmǫ
pq
nDiDjMpq and using (7)–(10) we deduce the
vanishing of
C(2)mn = Nǫ
ij
mǫ
pq
n(−2DiDpKqj−2Kqj(Rip+KKip))−2N(GinK
i
m−KGmn)
+2ǫijmǫ
pq
nKqjY
kDkKip − 2Y
iDiGmn
−ǫijmǫ
pq
n(2VpDiKqj + 2ViDpKqj)
+ 2ǫijmǫ
pq
nKqj(KisM
s
p +KpsM
s
i ) + 2GmiM
i
n + 2GniM
i
m, (15)
which is again symmetric and trace-free, so again is expected to give
five equations.
The two constraints together amount to ten linear equations on the ten-
dimensional space of Ψα so that there is an implied 10× 10-matrix A which
we find more explicitly below. For non-trivial solutions to exist, this matrix
must have zero determinant and the vanishing of the determinant corre-
sponds to the vanishing of a polynomial in the tensorsRij ,DiRjk,Kij ,DiKjk
and DiDjKkm. This proves part 1 of Proposition 1.1. Similar conditions
given in [3] involve higher orders in derivatives, specifically up to second
order on Rij and third order on Kij .
From the way they are derived, these identities should be expected to
be equivalent to the identity obtained as the vanishing of the Lie derivative
of the Weyl tensor Cabcd along X:
0 = LXCabcd = X
e∇eCabcd+Cabce∇dX
e+Cabed∇cX
e+Caecd∇bX
e+Cebcd∇aX
e,
and this in turn would give ten equations, linear in the variables Ψα.
To see that these two sets of identities are in fact equivalent we interpret
the two C
(i)
mn directly in terms of the Weyl tensor and its derivatives by
following the (3+1)-formalism given, for example, by Ellis and van Elst [5].
With na as the future-pointing, unit time-like normal to Σ, define electric
and magnetic parts of the Weyl tensor by
Eab = Cacbdn
cnd, Bab =
1
2
ǫ efac Cefbdn
cnd.
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Both are trace-free and symmetric tensors tangent to Σ and so may be
written as Eij and Bij (but note that we have chosen the opposite sign on
Bij from [5]) and both are expressible in terms of the Cauchy data. These
expressions are
Eij = Rij +KKij −KikK
k
j (16)
Bij = −ǫ
km
i DkKmj (17)
respectively.
We may express the Weyl tensor algebraically in terms of its electric and
magnetic parts as
Cabcd = −4n[aEb][cnd]−ǫ
pq
ab ǫ
rs
cd npEqrns+2ǫ
pq
ab npBq[cnd]+2ǫ
pq
cd n[aBb]pnq
so that the Weyl tensor, and indeed any tensor with Weyl tensor symmetries,
is determined by its electric and magnetic parts. Note also that
Cabcdn
d = 2n[aEb]c − ǫ
pq
ab npBqc.
Now we use (16) and (17) in (14) and (15). The constraints become
C(1)mn = N(ǫij(mD
iEjn) + ǫ
ij
m ǫ
pq
n KipBjq +Ki(mB
i
n) −KBmn)
+Y kDkBmn + 2ǫij(mV
iEjn) + 2M
k
(mBn)k = 0,
and, removing a factor 2 for convenience,
1
2
C(2)mn = N(ǫij(mD
iBjn) − ǫ
ij
m ǫ
pq
n KipEjq −Ki(mE
i
n) +KEmn)
−Y kDkEmn + 2ǫij(mV
iBjn) + 4Ei(mM
i
n) = 0.
As a check, note the symmetry E → B → −E relating C(1) and C(2).
We claim these equations express the vanishing of the electric and mag-
netic parts of the tensor Qabcd defined by
Qabcd := LXCabcd
= Xe∇eCabcd +Cabce∇dX
e + Cabed∇cX
e + Caecd∇bX
e + Cebcd∇aX
e.
This is clearly a tensor with Weyl tensor symmetries and so is characterised
in turn by its electric and magnetic parts. It is a straightforward matter
to put Qabcd into the (3 + 1)-formalism and justify the claim. The two
constraints are therefore equivalent to the vanishing of LXCabcd expressed
in terms of the data. This proves the first half of part 2 of the Proposition.
The rest is simpler in the two-component spinor formalism, which we turn
to next.
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3 Spinor form of the constraints
We have moved emphasis slightly from consideration of initial data to the
question of when does a given 4-dim vacuum solution admit a Killing vec-
tor.3 This question is simpler to answer in 2-component spinors when the
necessary condition is the existence of a nontrivial solution to (19) below,
regarded as an equation in (Xa, φAB), but there is an obvious necessary con-
dition that is easy to obtain. The Weyl spinor has two complex invariants
I, J given in (20) below, and it’s clear that these must be constant along
any Killing vector. Thus there can be no Killing vectors if these invariants
define four functionally-independent real scalars, that is if
dI ∧ dJ ∧ dI ∧ dJ 6= 0. (18)
This will turn out to be equivalent to the vanishing of C(1) and C(2) as in
the previous section, completing the proof of Proposition 1.1.
In the 2-component spinor formalism, the definition of the Lie derivative
applied to the Weyl spinor ψABCD leads to
LXψABCD := X
EE′∇EE′ψABCD + 4φ
E
(A ψBCD)E = 0 (19)
where φAB is a symmetric spinor obtained from the derivative of the Killing
vector via
∇AA′XBB′ = φABǫA′B′ + φA′B′ǫAB.
The system (19) consists of five complex equations for the four real com-
ponents of X and the three complex components of φAB . Generically the
Weyl spinor is invertible in the sense that there exists a symmetric spinor
χABCD with
χ CDAB ψ
EF
CD = δ
(E
(A δ
F )
B) .
In fact this fails iff J = 0 as is seen as follows: recall the definition of the
complex scalar invariants
I = ψABCDψ
ABCD, J = ψABCDψ
CDEFψ ABEF , (20)
then the Cayley-Hamilton Theorem for the Weyl spinor thought of as a 3×3
matrix gives
ψ EFAB ψ
GH
EF ψ
PQ
GH −
1
2
Iψ PQAB −
1
3
Jδ
(P
(A δ
Q)
B) = 0
3This problem was addressed in [9] and the solution is in principle given there, in
Theorem 6.1, but not in a very accessible form.
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so that
χ PQAB =
3
J
(ψ EFAB ψ
PQ
EF −
1
2
Iδ
(P
(A δ
Q)
B) ),
which is evidently well-defined where J 6= 0.
We introduce the spinor χE′ABCDE by
χE′ABCDE = ∇E′EψABCD,
which is then symmetric in the unprimed indices by virtue of the vacuum
Bianchi identity. In the NP formalism, by introducing a normalised spinor
dyad, (19) can be written out in components as


χ0′0 χ1′0 χ0′1 χ1′1 4ψ1 −4ψ0 0
χ0′1 χ1′1 χ0′2 χ1′2 3ψ2 −2ψ1 −ψ0
χ0′2 χ1′2 χ0′3 χ1′3 2ψ3 0 −2ψ1
χ0′3 χ1′3 χ0′4 χ1′4 ψ4 2ψ3 −3ψ2
χ0′4 χ1′4 χ0′5 χ1′4 0 4ψ4 −4ψ3




X00
′
X01
′
X10
′
X11
′
φ0
φ1
φ2


= 0, (21)
where χA′a, ψa, φa are respectively the spinor components of χE′ABCDE , ψABCD
and φAB, following NP conventions. In a block-matrix form (21) can be
written: (
M N
)( X
φ
)
= 0. (22)
These are complex equations. Including the complex conjugates in the sys-
tem gives the square system
(
M N 0
M 0 N
) Xφ
φ

 = 0, (23)
so introduce the 10×10 matrix A (this matrix A is conjugate to the previous
A) by
A =
(
M N 0
M 0 N
)
.
Then the necessary condition for existence of a nontrivial solution to (19) is
the vanishing of detA and we turn next to this condition.
We first deal with the case when the Weyl spinor is type N. In this
case we may choose the spinor dyad so that ψ0 6= 0 but ψi = 0 otherwise.
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Then the matrix N has one column of zeroes so that the rank of A has
dropped by at least two. In particular the determinant of A is zero and (23)
has nontrivial solutions. This is a particular instance of the problem with
algebraically-special metrics noted above.
If the Weyl spinor is not of type N then we may choose the spinor dyad
(oA, ιA) so that ψ0 = 0 = ψ4, equivalently o
A and ιA are independent
principal spinors of the Weyl spinor. Now we can row-reduce the block
matrix (M N) to 

∗ 4ψ1 0 0
∗ 0 −2ψ1 0
∗ 0 0 −2ψ1
r˜4 0 0 0
r˜5 0 0 0


where r˜4, r˜5 are combinations of the rows r1, . . . r5 of M which we’ll give
below. Now
detA = 256det


ψ1r˜4
ψ21 r˜5
ψ1r˜4
(ψ1)
2r˜5


with
ψ1r˜4 = ψ1r4 −
3
2
ψ2r3 + ψ3r2 (24)
and
ψ21 r˜5 = ψ
2
1r5 − 2ψ1ψ3r3 + ψ
2
3r1. (25)
Our assumptions on the spinor dyad imply that the Weyl spinor can be
written
ψABCD = −4ψ3o(AoBoCιD) + 6ψ2o(AoBιCιD) − 4ψ1o(AιBιCιD)
from which we may calculate the gradients of the two scalar invariants:
∇AA′I = 2ψ
BCDE∇AA′ψBCDE = 2ψ
BCDEχA′ABCDE
and
∇AA′J = 3ψ
BCPQψDEPQχA′ABCDE .
Each can each be written as a pair of spinors by taking components on the
index A. For I we obtain
∇0A′I = 4(−2ψ3χA′1+3ψ2χA′2−2ψ1χA′3), ∇1A′I = 4(−2ψ3χA′2+3ψ2χA′3−2ψ1χA′4)
(26)
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while for J it is simpler to write the combination
∇0A′J +
3
2
ψ2∇0A′I = 6(−ψ
2
3χA′0 + 2ψ1ψ3χA′2 − ψ
2
1χA′4) (27)
and
∇1A′J +
3
2
ψ2∇1A′I = 6(−ψ
2
3χA′1 + 2ψ1ψ3χA′3 − ψ
2
1χA′5). (28)
Now comparing (24)–(25) with (26)–(28) and using (21) we see that detA
is a (nonzero) constant multiple of
det


dI
dJ
dI
dJ

 ,
where each row is written as a 4-component vector, so that the non-vanishing
of detA is indeed equivalent to (6). This completes the proof of Proposition
1.1.
As remarked above, in any algebraically-special space-time the Weyl
spinor satisfies I3 = 6J2 so that (6) will not hold, and (19) admits solutions.
More differentiation is needed to see whether these candidate KIDs are ac-
tual KIDs, but algebraically-special vacuum solutions without symmetries
are known, for example some of the Robinson-Trautman solutions (see e.g.
[6]). It remains a possibility that no algebraically-special metric without a
symmetry can be asymptotically-flat4.
Another way to see this last part of the Proposition, in the particular
case that J 6= 0, is to contract (19) with χBCDF . We obtain an expression
for φ, namely
φ EA =
1
3
χBCDEXE
′FχE′ABCDF . (29)
Now contract (19) with ψABCD and ψABPQψ CDPQ respectively to obtain
Xa∇aI = 0 = X
a∇aJ. (30)
Since the system (29)–(30) manifestly consists of five independent equations,
it must exhaust (19), so that (19) is equivalent to defining φAB as in (29)
and the two conditions (30) on Xa. Now it’s clear that inconsistency of (19)
must be (6).
4In this connection see [4].
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4 Rank of the Linear System
We wish to confirm that the rank of the system in (23) is generically ten i.e.
that generically detA 6= 0 or equivalently (18) holds. To this end, we follow
[3] and first claim that given any point p there is a metric such that any
value of the Riemann tensor and its derivative, consistent with symmetries,
holds at p. Consider the metric
gab = ηab −
1
3
tacbdx
cxd +
1
6
teacbdx
excxd,
in pseudo-Cartesian (or inertial) coordinates xa, where tacbd and teacbd are
constant tensors with all the symmetries respectively of the Riemann tensor
Racbd and its derivative∇eRacbd, then at the origin of coordinates one readily
calculates that
Rabcd = tabcd, ∇eRabcd = teabcd.
Thus the Riemann tensor and its derivative at a point can take any value
allowed by symmetry.
We restrict to vacuum, so that the Ricci spinor and Ricci scalar are zero,
and at a point p we make the choices
ψ0 = ψ2 = ψ4 = 0, ψ1ψ3 6= 0, |ψ3| 6= 2|ψ1|
for the Weyl spinor and
χA′0 = χA′3 = χA′4 = χA′5 = 0, χA′1 = ιA′ , χA′2 = −ioA′
for its derivative. Then we may calculate
∇aI = 8ψ3(iℓa + na), ∇aJ = 6ψ3(2iψ1ma − ψ3ma),
where (ℓ, n,m,m) form an NP-tetrad related in the conventional way to the
normalised spinor dyad (oA, ιA) and its complex conjugate. Then
dI ∧ dI ∧ dJ ∧ dJ = 4608i|ψ3|
4(|ψ3|
2 − 4|ψ1|
2)ℓ ∧ n ∧m ∧m 6= 0.
This shows that (6) is not constrained to fail by symmetry alone, so that we
can expect it to hold generically.
12
Appendix
The methods used here are also helpful for another problem considered in
[3], namely the question of existence of a conformal Killing vector on a
Riemannian 3-manifold (Σ, g). We are led to
Proposition A.1: Given a Riemannian 3-manifold (Σ, g), with Cotton-
York tensor Yij defined as in (35), and the tensor Zij as in (39) then this
metric admits no conformal Killing vectors if the three conformally invariant
scalars σ˜2, σ˜3, σ˜4 defined below as polynomial invariants of Yij and Zij are
functionally independent:
dσ˜2 ∧ dσ˜3 ∧ dσ˜4 6= 0.
Thus the sufficient condition for the nonexistence of conformal Killing
vectors, (42) below, is analogous to the condition (6) found above.
The existence of conformal Killing vectors can only depend on the con-
formal class of g and we should therefore expect conformal invariants and
covariants to appear in the results. Recall the notion of conformal weight:
under conformal rescaling
gij → gˆij = Ω
2gij
we say that a geometrical quantity η, a tensor or a scalar, has conformal
weight w if
η → ηˆ = Ωwη.
A conformal Killing vector is a vector field Xi such that
2D(iXj) := LXgij =
2
3
φgij
for some function φ, which is evidently related to Xi by φ = DiX
i. Note
that φ transforms inhomogeneously under conformal rescaling, according to
φ→ φˆ = φ+ 3LX(log Ω).
We prolong as before, introducing a bivector Fij so that
DiXj =
1
3
φgij + Fij . (31)
Then introduce the vector Vi by
Diφ = Vi, (32)
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and commute derivatives on (31) to obtain
DiFjk = −R
ℓ
ijk Xℓ +
1
3
(Vjgki − Vkgji). (33)
Now commute derivatives on this to obtain
DiVj = −3X
pDpPij − 2φPij − 3PipF
p
j − 3PkjF
p
i , (34)
where Pij is the Rho-tensor or Schouten tensor, defined in terms of the Ricci
tensor and Ricci scalar by
Pij := Rij −
1
4
Rgij ,
(and called Lij by [3]). Recall that in dimension 3 the Riemann tensor is
given in terms of the Rho-tensor by
Rijkℓ = Pikgjℓ + Pjℓgik − Pjkgiℓ − Piℓgjk.
Following [3] we define the Cotton-York tensor by
Yij = ǫ
km
i DmPkj , (35)
(called Hij by [3], also some authors have the opposite sign in this defini-
tion). This tensor is trace-free, symmetric, divergence-free and has confor-
mal weight −1, so that
Yij → Yˆij = Ω
−1Yij
under conformal rescaling. It follows by an appeal to naturality that, for
the conformal Killing vector Xi,
LXYij = −
1
3
φYij, (36)
but we shall derive this equation below.
The process of prolongation has led to a connection defined by (31)–
(34) on the vector bundle Λ0 ⊕ Λ1 ⊕ Λ1 ⊕ Λ2 with typical section ψα =
(φ,Xi, Vi, Fij)
T . To construct the system we have already commuted deriva-
tives on the first three of these so that the curvature of this connection is
determined by commuting derivatives on the fourth. The result of doing
this is then found to be precisely (36), which can be written at length as
XpDpYij + F
p
i Yjp + F
p
j Yip + φYij = 0. (37)
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This is the first set of necessary conditions on ψα. The tensor on the LHS is
symmetric and trace-free so that this represents five linear conditions on the
ten components of ψα. We need more, but first we make two deductions from
(37), by contracting with Y ij and Y ikY jk respectively. The terms containing
Fij drop out and we are left with
XpDp(YijY
ij) = −2φ(YijY
ij), XpDp(YijY
jkY ik ) = −3φ(YijY
jkY ik ). (38)
Note that σ1 := YijY
ij and σ2 := YijY
jkY ik are conformally weighted
scalars with weights −6 and −9 respectively so that their combination
σ˜2 := σ2/(σ1)
3/2 is a conformally-invariant scalar which by (38) is con-
stant along Xi. (If σ1 = 0 then Σ is conformally flat and everything about
conformal Killing vectors is known.)
Next we must differentiate (37) to obtain more constraints. The diver-
gence, or contracted derivative, automatically vanishes but the curl gives
new information. First define the tensor
Zij = ǫ
mn
i DmYnj. (39)
This is another trace-free, symmetric tensor but it is not conformally-weighted.
In fact under conformal rescaling
Zij → Zˆij = Ω
−3(Zij − 2ǫ
mn
(i Yj)nΥm) (40)
with Υi = Di(log Ω) as usual.
Now the curl of (37) is
ǫikmDi(X
pDpPkj + F
p
k Pjp + F
p
j Pkp + φPkj))
= XpDpZ
m
j +
4
3
φZ mj + F
p
j Z
m
p − F
m
p Z
p
j +
2
3
ǫikmViYkj −
1
3
ǫ kmj YkpV
p.
Relabelling indices and algebraically manipulating the last two terms gives
the second necessary condition:
XpDpZij +
4
2
Zij + F
k
i Zjk + F
k
j Zjk +
2
3
ǫpq(iV
pY qj) = 0. (41)
The conditions (37) and (41) together give ten conditions on the ten com-
ponents of ψα so that we can expect an obstruction to the existence of a
conformal Killing vector. To see what it is, introduce the scalars
σ3 = Z
ijYij , σ4 = Z
ijYikY
k
j .
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By (40) these are conformally-weighted scalars with weights −7 and −10
respectively, and by (37) and (41) we may calculate
XpDp(log σ3) = −
7
3
φ, XpDp(log σ4) = −
10
3
φ.
We conclude that σ˜3 := σ3/(σ1)
7/6 and σ˜4 := σ4/(σ1)
5/3 are conformally-
invariant scalars which are constant along Xi. Thus there can be no con-
formal Killing vector if the three conformally-invariant scalars that we have
defined are functionally independent, that is if
dσ˜2 ∧ dσ˜3 ∧ dσ˜4 6= 0, (42)
which is our necessary condition.
The corresponding condition in [3] is a polynomial in the tensors Yij,DiYjk
and DiDjYkm, which is the same order of differentials as (42).
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