Given n integers x1, ..., xn, it is obvious that calculating the n LSB bits of the integer part of n k=1 2 nx k + 2 −nx k has polynomial time complexity if the integers are supplied in unary radix. We show that if the input is supplied in binary (or higher) radix, then this problem is in #P and is actually the counting version of the Partition problem. We also state additional properties of the Partition problem following our analysis. In particular, we show that deciding whether definite integrals are zero or infinite is NP-Complete under some settings. We also show how to count all integer partitions that are divisible by a given factor, and how it is related to the Trapezoid rule from numerical analysis.
Our setting is counting the number of solutions given an instance of the Partition problem: Definition 1. Given n ∈ N, x ∈ N n , a Partition σ of x is some σ ∈ {−1, 1} n . The size of the partition σ x, σ = n k=1 σ k x k . A partition is called a zero partition if its size is zero. The problem #part is the following to determine the number of zero partitions given x. The problem part is deciding whether a zero partition exists or not for x. The Weak setting of the problem is when x is supplied in unary radix, and the Strong setting is when it is supplied in binary radix (or another format with same efficiency), therefore the input size is logarithmically smaller on the strong setting.
#part is in #P complexity class. The setting of the #part after being reduced from the counting Boolean Satisfiability problem (sat) is n integers to partition each having up to O (n) binary digits, demonstrating why the rather strong setting is of interest. In fact, there exists polynomial time algorithms given the weak setting of part, notably Dynamic Programming algorithms, as well as the formula we derive here. However, solving part on the strong setting is not possible in polynomial time (as a function of the input length), unless P=NP.
j is the number of x's zero partition out of all possible 2 n partitions.
Proof. Consider the formula 2 cos a cos b = cos (a + b)+cos (a − b) and the cosine being even function to see that:
We write down the following sum and perform substitution according to (1):
multiplying all x k by n 1 puts e 2πim n nx,σ = 1 and we get:
Denoting the number of partitions that sum to u by
Recalling that ∞ u=−∞ c u = 2 n and c u are all positive, while in (3) being multiplied by distinct powers 2 ±n , therefore the summands' binary digits never interfere with each other and can never grow as large as 1, except when u = 0. Recalling that c 0 is our quantity of interest, we have proved that the number of zero partitions in x
then (8) tells us that the number of zero partitions is encoded as a binary number in the binary digits of M , from the s'th dight to the s + n digit.
is the number of partitions of x having size that is divisible by N without remainder.
Proof. Following (1):
where c is defined in (4), and the sum of the roots of unity on the rhs is zero if N does not divide x, σ , and is one if N does divide it.
Note that the expression in (10) is nothing but the trapezoid rule of order N applied to the following integral:
is the number of zero partitions of x.
and integrating both sides.
Corollary 5. x ∈ Q n has a zero partition if and only if
and does not have a zero partition if and only if
Proof. Follows from Theorem 4, the integrand being periodic, and change of variable to support rationals.
Remark 6. Corollary 6 is true for all reals too, but a little harder to show and can be proved using characteristic function inversion theorems over the characteristic function we show now:
Corollary 7. Given x ∈ C n , the function n k=1 cos (x k t) is the characteristic function of the random variable that takes uniformly distributed σ ∈ {−1, 1} n and returns x, σ .
Proof. The characteristic function is generally defined as E e itX and on our case follows from reading (1) as n k=1 cos (x k t) = E σ∈{−1,1} n [cos t x, σ ] = E σ∈{−1,1} n e it x,σ
Corollary 8. There is no algorithm that takes any function that can be evaluated in polynomial time, and decides in polynomial time whether its integral over the real line is zero (conversley, infinity) unless P=NP.
Proof. Follows from Corollary 5.
