Given unipotent characters U 1 , . . . , U k of GL n (F q ), we prove that U 1 ⊗ · · · ⊗ U k , 1 is a polynomial in q with non-negative integer coefficients (this was observed for n ≤ 8 and k = 3 by Hiss-Lübeck-Mattig [8]). We study the degree of this polynomial and give a necessary and sufficient condition in terms of the representation theory of symmetric groups and root systems for this polynomial to be non-zero.
Generic case
In order to state our main theorem on the polynomials U µ (q) we need to introduce an other class of polynomials V µ (q). We say that a tuple (X 1 , . . . , X k ) of irreducible characters of GL n (F q ) is of type µ = (µ 1 , . . . , µ k ) if for all i = 1, . . . , k, there exists a linear character α i : F × q → C × such that
Such a tuple is said to be generic if the linear character α 1 α 2 · · · α k is of order n. In [11, §6.10.6 ] (for a review see also §3.3) we define polynomials V µ (t) ∈ Q[t] for any multi-partition µ and prove that for any finite field F q and any generic tuple (X 1 , . . . , X k ) of irreducible characters of GL n (F q ) of type µ we have
From a multi-partition µ = (µ 1 , . . . , µ k ), we define a comet-shaped graph Γ µ together with a dimension vector v µ as in §3.2. We then denote by Φ(Γ µ ) the associated root system as defined in [9] . Put
where C µ is the Cartan matrix of Γ µ and µ i = (µ Remark 1.1.2. In [11] we defined the notion of generic tuples (X 1 , . . . , X k ) for any types (not necessarily unipotent) of irreducible characters X 1 , . . . , X k of GL n (F q ). Among these generic tuples, we defined a subclass whose elements are called admissible generic tuples. We then proved that if (X 1 , . . . , X k ) is admissible then the inner product E ⊗ X 1 ⊗ · · · ⊗ X k , 1 can be expressed as the Poincaré polynomial (for intersection cohomology) of a certain quiver variety, from which we prove a statement analogous to Theorem 1.1.1. Unfortunately, generic tuples of irreducible characters of unipotent type are never admissible and so we can not use the results of [11] to prove Theorem 1.1.1.
Connection with quiver varieties
Consider a generic tuple (C 1 , . . . , C k ) of regular semisimple adjoint orbits of gl n (C) (see proof GL n where GL n acts diagonally by conjugation on V. The variety Q is non-singular and the quotient map V → Q is a principal PGL n -bundle in theétale topology. Denote by H i c (Q, C) the compactly supported cohomology of Q. Recall (see for instance [5] ) that H i c (Q, C) = 0 when i is odd. We can define an action ρ i of k copies S n := S n × · · · × S n of the symmetric group S n on H 2i c (Q, C). This is a particular case of Weyl group actions on cohomology of quiver varieties constructed and studied by many authors including Nakajima [17] [18], Lusztig [13] , Maffei [15] . The construction of the Weyl group action given in [11] does not apply here (we can only construct the action of some relative Weyl groups which are finite subgroups of S n ).
For a partition λ, denote by χ λ the irreducible character of the symmetric group S n associated with λ as in [14] . Following the strategy of [7] (see proof of Theorem 3.3.2 for more details) we can show that for any multipartition µ = (µ 1 , . . . , µ k ) of n we have
where d is the dimension of Q, µ ′ denotes the dual multi-partition of µ and χ µ is the irreducible character χ µ 1 ⊗ · · · ⊗ χ µ k of S n . Formula (1.1.1) implies the positivity of the coefficients of V µ (t). Theorem 1.1.1(i) together with Formula (1.1.1) provides a nice criterion in terms of roots for the appearance or not of an irreducible character of S n in ρ * := i ρ i .
Connection with character varieties
Let us recall the conjectural interpretation of the polynomials V µ (t) in terms of Poincaré polynomial of character varieties [11, §1.3] . For a partition λ of n let us denote by C λ the unipotent conjugacy class of GL n (C) whose size of Jordan blocks is given by the dual partition λ ′ of λ.
For a multi-partition µ = (µ 1 , . . . , µ k ) of n, put
Fix primitive n-th root of unity ζ and consider the space Z µ of tuples
which satisfy the equation
where I n is the identity matrix and (A, B) is the commutator ABA
where GL n acts diagonally by conjugation on Z µ . By Saito [19] 
Unipotent case
In order to see the relation between the two polynomials U µ (t) and V µ (t), we need to introduce some notations. Consider k separate sets x 1 , x 2 , . . . , x k of infinitely many variables and denote by Λ(x 1 , . . . ,
the ring of functions separately symmetric in each set x 1 , . . . , x k , and put Λ =
where for a partition λ we denote by s λ (x i ) ∈ Λ(x i ) the corresponding Schur symmetric function as in [14] . Denote by P the set of all partitions including the unique partition 0 of 0 and denote by P the set of multi-partitions µ = (µ 1 , . . . , µ k ) ∈ P k with |µ
We denote by P n and P n the subsets of partitions of size n.
We prove the following result (see Proposition 3.4.1).
Proposition 1.2.1. We have
is the plethystic exponential.
Our strategy to study the polynomials U µ (t) is to use the above proposition together with the properties of V µ (t).
Consider now a total ordering ≥ on the set of all partitions. Denote by T o n the set of non-increasing sequences of partitions
We will write the elements
s and with n i the multiplicity of α i in ω o . We then put
where for a partition λ, H λ is an irreducible C[S |λ| ]-module with character χ λ , and where T m V := V⊗· · ·⊗V, with V repeated m times. For a partition µ of n and a type we constructed an action of the group W ω o := S n 1 × · · · × S n s on the C-vector space C µ ω o and we proved that given a partition ν i = (d i,1 , . . . , d i,r i ) of n i for all i = 1, . . . , s, the coordinates of
in the basis of Schur symmetric functions {s µ } µ equal Trace w | C µ ω o where w = (w 1 , . . . , w s ) ∈ W ω o with w i in the conjugacy class of S n i corresponding to the partition ν i . Choose once for all a total ordering on the set of multi-partitions P and denote by T o n the set of non-increasing sequences α
It will be also convenient in this paper to think of the element
The total orderings on P and P defines a natural map
For a partition λ, we denote by ℓ(λ) its length. We can now state the main result of this paper. 
for all i = 1, . . . , s.
By Theorem 1.1.1, the inequality (1.2.1) does not hold unless v α i is a root of 
Then v µ is in the fundamental set of imaginary roots of Γ µ if and only if δ(µ) ≥ 0. Note also that if g ≥ 1, then δ(µ) ≥ 0 and so in this case U µ (t) is always non-zero.
We prove the following theorem concerning the degree of U µ (t).
This theorem can be used to reduce the proof of results of the following kind to a finite number of checks (see proof of Corollary 3.4.10). Corollary 1.2.6. Let St n denotes the Steinberg character of GL n (F q ). Then for all n ≥ 1, the inner product
Preliminaries

Log and Exp
Fix an integer k > 0. Consider k separate sets x 1 , x 2 , . . . , x k of infinitely many variables and denote by
where we denote by x d the set of variables {x
Its inverse is given by
where µ is the ordinary Möbius function. Following Getzler [3] we define Log :
Proof. We could have defined Exp using the σ-operations instead of the ψ-operations in which case the above lemma becomes clear, see for instance [16] for more details.
For g ∈ Λ and n ≥ 1 we put
This is the Möbius inversion formula of
We have the following lemma [16] .
.
Partitions, types
Denote by P the set of all partitions including the unique partition 0 of 0 and by P n the subset of partitions of n. Partitions λ are denoted by (λ 1 , λ 2 , . . . , λ r ) with λ 1 ≥ λ 2 ≥ · · · ≥ λ r ≥ 0. We will sometimes write a partition λ as (1
. . , dλ r ) ∈ P is a partition of dn. We also define the sum λ + µ of two partitions λ = (λ 1 , . . . , λ r ) and µ = (µ 1 , . . . , µ s ) as the partition (λ 1 + µ 1 , λ 2 + µ 2 , . . . ). We consider on P n the partial ordering defined as follows. We have λ µ if for all i,
and we extend in the obvious way the definitions of d · µ (with d ∈ Z ≥0 ) and λ + µ. We denote by P n the subset of multi-partitions in P of size n. Finally we say that λ µ if and only if λ
0} is finite and does not contain pairs of the form (0, µ) or (d, 0). We denote by 0 the multi-type corresponding to the zero function. The degrees of a multi-type ω are the integers d such that (d, µ) ∈ S ω for some µ ∈ P. If the degres of ω are all equal to 1, we say that ω is split. We call |ω| :
We denote by T the set of all multi-types as above and by T n the subset of multi-types of size n. We use the notation T (resp. T n ) instead of T (resp. T n ) for k = 1, and call simply an element of T a type.
Note that we have a natural map T → T k as follows. If ω ∈ T, then for each i = 1, . . . , k, we define its i-th coordinate ω i :
where the sum is over the elements µ ∈ P whose i-th coordinate is µ.
Finally for ω ∈ T we define the multi-partition ω + ∈ P as
Given a family {a µ } µ∈P of elements of Λ, we extend its definition to multi-types ω ∈ T as
For a multi-type ω ∈ T − {0}, define
where µ is the ordinary Möbius function and r ω : 
The following lemma is also straightforward.
Lemma 2.2.2.
Let {a µ } µ∈P be a family of elements of Λ with a 0 = 1. Then
The formal power series n≥0 a n T n with a n ∈ Λ that we will consider in what follows will all have a n homogeneous of degree n in the variables x 1 , . . . , x k . Hence we will typically scale the variables of Λ by 1/T and eliminate T altogether.
Littlewood-Richardson coefficients
For a partition λ ∈ P we denote by s λ (x) ∈ Λ(x) the corresponding Schur function. For a type ω ∈ T and a partition µ ∈ P, define c For an integer n > 0, we denote by S n the symmetric group in n letters. For a finite dimensional C-vector space V and an integer d > 0, we put
For a partition λ, we denote by H λ an irreducible C[S |λ| ]-module corresponding to the irreducible character χ λ of S |λ| . Here we use the same parametrization λ → χ λ as in [14] ; the trivial character of S n corresponds to the partition (n).
Define T o as the set of functions ω o : P → Z ≥0 whose support S ω o := {µ | ω o (µ) 0} is finite and does not contain the 0 element of P.
Note that we have a natural map H :
The elements of the fiber H −1 (ω o ) are in bijection with µ∈S ω o P ω o (µ) and so with the conjugacy classes of 
where ω ∈ T is the element in the fiber H −1 (ω o ) which corresponds to the conjugacy class of v.
We now extend this proposition to the case of multi-partitions. Given any family {a µ } of symmetric functions indexed by partitions µ ∈ P and a multi-
For a multi-type ω ∈ T and a multi-partition µ ∈ P, we denote by c µ ω the integer defined by
and so we see that the coefficient c µ ω is a product c 
where the sum is over the elements µ ∈ P whose i-th coordinate is µ. We call
. The elements of the fiber H −1 (ω o ) are then in bijection with µ∈S ω o P ω o (µ) and so with the conjugacy classes of
The group
The following proposition is a consequence of Proposition 2.3.1 and Remark 2.3.2.
Proposition 2.3.3. For all v ∈ W ω o we have
A technical result
Assume given a family {V µ (t)} µ∈P of polynomials in Z[t] indexed by P. Let {U µ (t)} µ∈P−{0} be the family defined by
The aim of this section is to study the properties of the polynomials U µ (t) ∈ Z[t] in terms of those of V µ (t).
We have
where
. . , α s } and put n i := ω o (α i ). Recall that the elements of H −1 (ω o ) are naturally parameterized by the set P n 1 ×· · ·× P n s . If
Recall that z λ is the cardinality of the centralizer in S |λ| of an element of type λ. For a partition λ, denote by p λ (x) ∈ Λ(x) the corresponding power symmetric function in the infinite set of variables Let y 1 , . . . , y s be s independent sets of infinitely many variables.
Consider 
Proof. Since the coefficients of V α i (t) are non-negative, there is an appropriate specialization of V α i (1) variables in y i = {y i,1 , y i,2 , . . . } into monomials t i , with i ≥ 0 (the other variables being specialized to 0) such that
Remark 2.4.2. By the discussion above Lemma 3.3.5, note that
We now decompose the character of the representation W ω o → GL(C We thus have
Now a Schur function s λ decomposes as
where m µ is the monomial symmetric function associated with µ and {K λµ } λ,µ are the Kostka numbers which are non-negative integers. Hence
For a partition λ, denote by ℓ(λ) its length. 
Proof. The assertion (i) follows from the fact that if we specialize the variables y i according to Lemma 3.3.5 we see that the right hand side of Formula (2.4.1) is a polynomial in t with non-negative coefficients. We have 
is the number of variables in y i that are specialized to a monomial q i , the other variables being specialized to 0. We conclude by noticing that if λ
For simplicity choose a total ordering ≥ on P and denote the elements of T o in the form ω o = α 
Theorem 2.4.4. Assume that the polynomials V α (t), with |α| ≤ n, have non-negative integer coefficients. Then we have the following assertions. (i) For any µ ∈ P n , the polynomial U µ (t) has non-negative integer coefficients. (ii) The polynomial U µ (t) is non-zero if and only if there exists ω
o = α n 1 1 α n 2 2 · · · α n s s ∈ T o and a sequence (τ 1 , . . . , τ s ) ∈ R ω o , µ such that for all i = 1, . . . , s, we have ℓ(τ i ) ≤ V α i (1).
Proof. Follows from Theorem 2.4.3 and the fact that the polynomial U µ (t) is non-zero if and only if there exists an
ω o ∈ T o such that W ω o µ (t) 0.
Cauchy function
Given a partition λ ∈ P n and an integer g ≥ 0, we define
where a λ (q) is the cardinality of the centralizer in GL |λ| (F q ) of a unipotent element with Jordan form of type λ. For a partition λ, letH λ (x; t) = νKνλ (t)s ν (x) ∈ Λ(x) ⊗ Z Q(t) whereK νλ (t) are the modified Kostka polynomials [14, Chapter III, §7].
As in [5] we consider the function
When g = 0 and k = 2 this function was first considered by Garsia and Haiman [2] . Define
Harcos inequality
We extend the definition of size of partitions to any sequence x = (x 1 , . . . , x k ) of non-negative integers as 
Proof. We have
2 . Notices that the sequences x i may not be partitions any more. Hence
which is non-negative by Theorem 2.6.1.
Tensor products of unipotent characters
On Λ we put , := i , i where , i denotes the Hall pairing on Λ(x i ) which makes the basis {s µ (x i )} of Schur symmetric functions orthonormal.
Irreducible characters of unipotent type
To alleviate the notation, put G := GL n (F q ). The irreducible characters {U χ } χ are called the unipotent characters of G. The character U 1 is the trivial character of G and U ǫ , where ǫ is the sign character of S n , is the Steinberg character of G. For a partition λ of n, we put
so that the U (1 n ) is the Steinberg character and U (n 1 ) is the trivial character.
We say that an irreducible character of G is of unipotent type if it is of the form (α • det) · U λ for some partition λ and some linear character α :
Comet-shaped quivers
Given a non-negative integer g and a k-tuple µ = (µ 1 , µ 2 , . . . , µ k ) ∈ P n with n ≥ 1, we denote by Γ µ the comet-shaped quiver
with k legs of length s 1 , s 2 , . . . , s k (where s i = ℓ(µ i ) − 1) and with g loops at the central vertex. The multipartition µ defines also a dimension vector v µ of Γ µ whose coordinates on the i-th leg are (n, n − µ The imaginary roots are the vectors v ∈ Z I µ which are of the form w(δ) or w(−δ) for some δ ∈ M(Γ µ ) and w ∈ W(Γ µ ).
Let Φ(Γ µ ) ⊂ Z I be the set of all roots (real and imaginary) of Γ µ and let Φ(Γ µ ) + ⊂ (Z ≥0 ) I µ be the subset of positive roots.
Proposition 3.2.1. A dimension vector v of Γ µ is in M(Γ µ ) if and only if there exists
Proof. For all i, j ≥ 1, we have
where for convenience [i, 0] denotes also the central vertex 0. We also have Note that if g ≥ 1, then δ(µ) ≥ 0 and so v µ is always an imaginary root. Put
where V(t) is as in §2.5 and h µ = h µ 1 (x 1 ) · · · h µ k (x k ) denotes the complete symmetric function. For µ ∈ P, put
Recall one of the main result of [6] . We recently proved in [7] that the coefficients of A µ (t) are actually non-negative. The assertion (ii) follows from (i) using the results in [9, §1.15] , and the assertion (iii) follows from (i) and [9, §1.10].
The generic case
Let µ = (µ 1 , . . . , µ k ) ∈ P n with n ≥ 1. A tuple (X 1 , . . . , X k ) of irreducible characters of G is said to be of type µ if for each i = 1, 2, . . . , k, there exists a linear character α i :
The tuple (X 1 , . . . , X k ) said to be generic if the size of the subgroup of Irr (F × q ) generated by α 1 · · · α k equals n (see [11, Definition 6.8.6] ).
Fix an integer g ≥ 0 and consider E :
note that E is the character of the representation of G in the group algebra C[g] where G acts on g := gl n (F q ) by conjugation.
Define
I.e., the V µ (t) are defined by the identity
Recall the following theorem [11, §6.10.6].
Theorem 3.3.1. For any generic tuple (X 1 , . . . , X k ) of type µ we have
By definition V µ (t) is a rational function in t with rational coefficients and by the above theorem it is an integer for infinitely many values of t. Hence V µ (t) is a polynomial in t with rational coefficients. 
We will need the following lemma. Proof. We need to see that for two partitions λ = (λ 1 , . . . , λ r ) and µ = (µ 1 , . . . , µ s ) such that λ µ and λ µ, we have
which is available for all l (with the convention that λ i = 0 if i > r). 
where K = (K λµ ) λ,µ is the matrix whose coefficients are Kostka numbers,
is the transpose inverse of K. By Formulas (3.2.2) and (3.3.1) we have for any
Moreover K * µµ = 1 and by Lemma 3.3.3 the degree of the polynomials A λ (t), with λ µ, λ µ, are of degree strictly smaller than d µ /2. Hence we deduce from the second formula (3.3.3) that V µ (t) is non-zero and is a monic polynomial of degree d µ /2. Note that if v µ is real, then A µ (t) = 1 and A λ (t) = 0 if λ µ, λ µ as d λ < d µ = 0, and so V µ (t) = 1. Assume now that V µ (t) 0. Recall that K λµ are non-negative integers and that K µµ = 1. Moreover, for all α ∈ P − {0}, the evaluation V α (q) of V α (t) at q is a non-negative integer by Theorem 3.3.1. Hence, by the first formula (3.3.3), the polynomial A µ (t) must be non-zero and so, by Theorem 3.2.2, the dimension vector v µ is a root.
Let us now outline the proof of the positivity which is similar to the proof of the main result of [7] . Denote by K an arbitrary algebraic closure of F q and put gl n := gl n (K). Denote by F : gl n → gl n the Frobenius endomorphism that raises coefficients of matrices to their q-th power. Say that a tuple (C 1 , . . . , C k ) of adjoint orbits of gl n is generic [11,
Tr (C i ) = 0 and if for any subspace V ⊂ K n stable by some Recall that the G-conjugacy classes of F-stable maximal tori of GL n = GL n (K) are parametrized by the conjugacy classes of S n . For w in the symmetric group S n we denote by T w a representative of the corresponding G-conjugacy class of maximal tori. Say that an F-stable regular semisimple adjoint orbit of gl n is of type w ∈ S n if it has a non-empty intersection with t F w where t w := Lie(T w ). Denote by S n = S n × · · · × S n the Cartesian product of k copies of S n . Now for each conjugacy class of S n with representative w = (w 1 , . . . , w k ) choose a generic tuple (C w 1 , . . . , C w k ) of F-stable semisimple regular adjoint orbits of gl n of type w (such a choice is possible for any w assuming that q is sufficiently large which we now assume). Consider the space
, and the affine GIT quotient
GL n where GL n acts on V w diagonally by conjugation. It is well-known (see for instance [5] ) that Q w is nonsingular, irreducible and has vanishing odd cohomology. If w = 1, we will simply write Q instead of Q 1 . We know by Lemma 7.2.1, Theorem 6.9.1 and Theorem 6.10.1 in [11] that
is the dimension of Q, ǫ is the sign character of S n and where w λ ∈ S n is in the conjugacy class corresponding to the multi-partition λ ∈ P. By definition X λ (t) := V(t), p λ is a rational function in t and by (3.3.4 
Note that the character 
Combining Formulas (3.3.5) and (3.3.4) we get that
where µ ′ denote the dual multi-partition of µ. Since these identities are true for infinitely many values of q, the coefficients of the polynomial V µ (t) coincide with the multiplicities χ 
The unipotent case
For µ ∈ P − {0}, define 
Recall the following relation between V µ (t) and U µ (t), Let C be a conjugacy class of G corresponding to such a function f . The type of C is the function ω C = ω f ∈ T n defined by
Proof of Proposition 3.4.1. We have
where the last sum is over the conjugacy classes of G and where a C (q) denotes the cardinality of the centralizer in G of an element of C. It is well-known (see for instance [6, Theorem 2.2.2]) that for any conjugacy class C of G and any partition µ of n we have
By Formula (2.5.1) we also have
Let C n be the set of conjugacy classes of GL n (F q ) and put C = ∪ n≥1 C n . Denote also by P O the set of all function O → P with finite support. If 0 denotes the function that take the value 0 everywhere, we put
where φ d (q) denotes the number of elements in O of size d. Recall that
By Proposition 2.1.2 we deduce that
From Proposition 3. We are now going to give a simple sufficient condition for U µ (t) to be non-zero. 
where d α , with α ∈ P, is given by Formula (3.2.3). For all ω ∈ H −1 (ω o ), the degree of the polynomial V ω (t) is d ω o /2 by Theorem 3.3.2 (2). By Remark 2.4.2 we have
We deduce the following proposition. 
Hence in this case C µ ω o , 1 is a product of Littlewood-Richardson coefficients. If moreover s = 1 and For µ = (µ 1 , . . . , µ k ) ∈ P, put
Notice that if α = (α 1 , . . . , α k ) ∈ P (possibly of size different from |µ|), then 2|µ|∆(α) = δ(µ)|α| 2 + σ µ (α).
where Proof. Put n := |µ|. Let us first prove (i).
We thus have
By Theorem 2.6.1 we have σ µ (µ) − Proof. We have St n ⊗ St n ⊗ St n , 1 = U µ (q) with µ = ((1 n ), (1 n ), (1 n )). We find that d µ = (n − 1)(n − 2). Now δ(µ) = n − 3. Hence by Theorem 3.4.7 the corollary is true for n ≥ 5. The cases n = 2, 3, 4 are not difficult to work out with the above results (see §3.5 to see how to apply the above results) and we find that 
