Introduction
At the recent Keystone Symposium on Chromatin Dynamics and Higher Order Organization, an emerging and expanded view of the chromatin landscape was apparent. Many reports connected the organization of individual nucleosomes and histone-modification domains with the spatial co-localization of genes and regulatory elements in three dimensions. It seems, now more than ever, that the nucleus is a lively place. Genes interact with one another at multiple levels during development and disease, and R. Ohlsson (Stockholm, Sweden) introduced the meeting attendees to useful monikers for the various levels of interaction: pairwise ('dates'), small groups ('parties') or large ensembles ('galas'), all of which occur in a highly regulated manner. This report conveys several of the main themes of this active area of research, and highlights some of the advances and insights discussed at the meeting; we apologize to those speakers whose work we could not mention owing to space limitations.
The connected genome: chromatin-interaction networks
The co-localization of similarly regulated genes was a main topic of the meeting and the keynote lecture by M. Rosenfeld (San Diego, CA, USA) touched on many of the emerging themes. He presented several examples of how steroid hormone-induced trans criptional activation affects the nuclear positioning of target genes, as well as their spatial relationships. For example, he showed oestrogeninduced co-localization of many oestrogen receptor-responsive genes in a few foci, and presented experiments that indicated androgen-induced co-localization of androgen receptor-responsive genes in prostate cells. He also presented an intriguing series of experiments which suggested that co-localized genes might engage in preferred translocation events through a mechanism involving local DNA-break formation by the action of LINE-derived enzymes and subsequent non-homologous end joining. This observation might be related to the occurrence of specific translocation events in particular tissues and cancers in which LINE elements are derepressed. The idea sparked lively discussions during the session, as well as later in the bar.
Long-range interactions are not only abundant, but also have roles in a wide range of processes (Dekker, 2008) . Interactions such as those between genes and distant enhancers, as well as spatial reviews meeting repor t clustering of genes, have long been thought to have a function in genome regulation (Fig 1) . The ability to detect long-range interactions between genomic elements has been greatly facilitated by the development of 3C and related methods (4C, 5C and so on), which are used to detect the physical associations between single or multiple genomic loci, both along (in cis) and between (in trans) chromo somes (Dekker et al, 2002) . The large number of these analyses presented at the meeting demonstrated that during the past few years 3C-based approaches have been widely and successfully used to study higher-order chromosome structure and, with the advent of high-throughput variants, nuclear organization in general.
Of particular interest is 5C-a high-throughput variant of 3C specifically designed to map networks of interactions among many loci (Dostie et al, 2006) -which can yield extremely dense interaction maps for genomic regions of up to tens of megabases. This is particularly suitable for making high-resolution threedimensional models of higher-order chromatin organization, as shown in a presentation by J. Dekker (Worcester, MA, USA) in collaboration with M. Marti-Renom (Valencia, Spain) .
Several new variations of high-throughput 3C methods were also reported. The laboratories of T. Kohwi-Shigematsu (Berkeley, CA, USA), P. Fraser (Cambridge, UK) and G. Cavalli (Montpellier, France) all presented clever variations of the previously developed 4C methods, which they used to identify loci throughout the genome that are spatially close to a single locus of interest. The Fraser laboratory, for example, applied their 'enhanced' 4C method to the analysis of genome-wide interaction profiles involving the α-globin and β-globin loci in mice. Interestingly, they found that the active globin loci interact with many other transcribed genes in the genome, several of which are regulated by the trans cription factor KLF1, which is a known regulator of globin loci. The interactions between these genes were shown to be dependent upon KLF1, leading Fraser to propose that genes sharing regulatory factors might congregate at a limited number of specialized transcription factories that are enriched in these factors. Subsequent FISH and immunofluorescence studies confirmed that many of the interacting genes found by enhanced 4C indeed co-localized at transcription factories enriched in KLF1.
Kohwi-Shigematsu briefly highlighted a study from her laboratory indicating that in thymocytes, the MYC gene interacts with a range of other genes throughout the genome at high frequencies, with many of the interactions apparently being mediated by the chromosome architectural protein SATB1. Interestingly, the set of genes that interact with the MYC gene was enriched for loci involved in MYC biology and MYC-regulated processes, again suggesting that biologically related genes tend to interact, perhaps at specialized subnuclear locations.
The R. Ohlsson (Stockholm, Sweden) laboratory used their 4C approach to search the genome for loci that interact with the ICR that is involved in regulating imprinting at the H19 gene locus in the mouse. Interestingly, they found that this locus frequently associates with sites that are near to other imprinted domains throughout the genome. Ohlsson suggested that the H19 ICR, which is one of the first evolved imprinted domains, has additional roles in organizing imprinted loci throughout the genome.
Taken together, these analyses suggest that the inter action profiles of loci and the resulting interaction networks reflect a spatial organization of the nucleus in which the co-regulated expression of genes occurs at a limited number of positions. However, 3C-based mapping approaches sample large cell populations and do not provide insight into the number of interactions in a single cell nucleus in which a particular locus is engaged. To address this problem, the groups mentioned above all used FISH to confirm their observations. Importantly, their FISH studies showed that, in most cases, interactions occur in a pairwise manner, with various pairs inter acting in different cells. These observations emphasize the importance of combining 3C-based methods with single-cell observations. From this work, a picture emerges of the nucleus as an intricate and highly dynamic network of interacting loci. 3C-based methods uncover the many potential interaction partners throughout the genome, whereas single-cell FISH studies reveal significant cell-to-cell variation in which pairs of loci are co-localized (Fig 1) .
Nuclear organization: inside out
Although nuclear organization is generally thought to be dynamic and variable, one aspect is typically considered to be constant: hetero chromatin is located at the nuclear periphery, whereas euchromatic regions are localized at more internal positions. I. Solovei (Munich, Germany) presented a fascinating analysis of rod cells of the mouse retina, which was the result of a collaborative study between the laboratories of T. Cremer (Munich, Germany), L. Peichel (Frankfurt, Germany) and J. Gluck (Cambridge, UK). These investigators found that heterochromatin is located at the centre of the nucleus and that euchromatin is located at the periphery in these rod cells, inverting the usual global organization of the nucleus, although heterochromatic and euchromatic loci remain spatially separated (Solovei et al, 2009) . Interestingly, the central location of heterochromatin reduces light scatter and makes rod cells more light sensitive, potentially explaining why this inverted organization is found specifically in nocturnal mammals.
The Polycomb connection
The role of PcG proteins in mediating chromatin dynamics and longrange interactions was another prominent theme at the meeting. The Polycomb genes were first identified in Drosophila as being required to maintain the silent state of Hox genes that control body-segment identity (Schuettengruber et al, 2007) . The PRC2, which includes Ezh2, Suz12 and Eed, methylates histone H3 on lysine 27. Ezh2 is the SET domain-containing lysine methyl transferase, but the other proteins in the complex are required to reconstitute activity. H3K27me3 is then recognized and bound by PRC1. Binding of PRC1 is thought to cause gene silencing by several mechanisms, including chromatin compaction and the ubiquitination of histone H2A. PcG proteins bind to thousands of sites in the genome in a dynamic and cell type-specific manner. As PcG proteins cluster in the nucleus into 30-50 Polycomb bodies in fly cells, interaction with PcG can, in principle, bring several gene loci into close proximity (Schuettengruber et al, 2007) . How important are long-range interactions among target genes for Polycomb-mediated silencing? S. Baylin (Baltimore, MD, USA) showed that gene silencing in embryonic carcinoma cells is associated with H3K27me3 and PRC2 occupancy at promoters and distal elements, and that these PRC2-occupied sites come into physical proximity, as shown by 3C experiments (Tiwari et al, 2008) . Depletion of PRC2 or the differentiation of embryonic carcinoma cells led to a cessation of the looping, as well as the derep ression of target genes. Adding a new twist, Baylin showed that colon cancer cells exhibit enhanced chromosomal looping and DNA methylation, and that the loss of DNA methyl ation causes the chromosomal looping pattern to revert to one more similar to that in embryonic cells. Clearly, PRC2 occupancy might induce the close spatial proximity between the silenced target genes; however, whether the clustering is actually necessary for gene silencing is still unclear. The spatial clustering of Polycomb target genes might facilitate the recruitment of genes into nuclear territories that are inhospitable to transcription, as shown by A. Peters (Basel, Switzerland; Terranova et al, 2008) .
Noncoding RNAs and repeats
The genome is pervasively transcribed, and both lncRNAs and sncRNAs are emerging as potential interfaces between DNA and specific enzymatic activities that programme chromatin states. Rosenfeld described a DNA damage-inducible ncRNA upstream of the cyclin D1 gene that recruited silencing factors in cis (Wang et al, 2008) . J. Lee (Boston, MA, USA) highlighted her recent discovery of a specific RNA motif-known as 'repeat A'-in the long ncRNA Xist, which interacts directly with Ezh2 and allows Xist to recruit PRC2 to the inactive X chromosome (Zhao et al, 2008) . H. Chang (Stanford, CA, USA) discussed an lncRNA known as HOTAIR that can target the PRC2 to distant gene loci, thereby regulating their chromatin states (Rinn et al, 2007) . Chang showed that HOTAIR not only regulates genes in the HOX loci, but might also regulate diverse classes of genes targeted by PRC2. Given the recent identification of a large number of evolutionarily conserved and highly regulated lncRNAs (Guttman et al, 2009) , these types of mechanism will become evident in many other genes and biological states.
Repetitive elements are often thought of as junk DNA; however, the presence of similar sequences in multiple locations in the genome can be an important force that shapes long-range chromosomal interactions. S. Grewal (Bethesda, MD, USA) showed that many types of repeat in Saccharomyces pombe generate siRNAs, which, in turn, recruit the RNAi machinery and associated chromatin-modification enzymes to create distinct chromatin states, such as at centromeres and other types of repeat. Rosenfeld also showed that AR-induced gene clustering and translocation depends, in part, on homologous half AR sites on both partners of the kissing genes. It is likely that repeat elements have active regulatory roles in higher-order nuclear structure.
Insulators: a soiree of loci and factors
Chromatin insulators are elements that can either block enhancerpromoter communication or prevent heterochromatin spreading to delimit the genome into distinct functional chromatin domains. Insulators are bound by specific insulator proteins and their function reviews meeting repor t might rely on their ability to form 'insulator bodies' in which distant insulators might coalesce into discrete nuclear foci. As such, insulator bodies are the sites where long-range interactions occur between distant loci (reviewed in Gaszner & Felsenfeld, 2006; Valenzuela & Kamakaka, 2006) . M. Merkenschlager, (London, UK) and K. Yokomori (Irvine, CA, USA) reported the cohesin complex as a new component in mediating long-range interactions between sites bound by CTCF insulators. Cohesins form a ring-shaped protein complex that tethers sister chromatids together until mitosis (reviewed in Onn et al, 2008) . Mutation in cohesin genes cause Cornelia de Lange syndrome, which leads to multiple develop mental abnormalities (reviewed in Dorsett & Krantz, 2009) . A role in gene expression was further illustrated in a presentation by D. Dorsett (St Louis, MO, USA), who found that Nipped-B-a cohesin loading factor in Drosophila-and cohesin are associated specifically with active genes, as well as with an interesting set of genes including the Enhancer of Split gene complex that is simultaneously bound by PcG proteins. At these sites, cohesin seems to repress trans cription, and might therefore be a crucial orchestrator of the assembly/ disassembly of insulator bodies and other types of higher-order chromosome dynamics. G. Felsenfeld (Bethesda, MA, USA) showed that BGP1, which is the chicken homologue of the mouse trans cription factor Vezf1, contributes to the full function of a barrier insulator through a distinct mechanism controlling DNA methylation (Gowher et al, 2008) .
Several families of insulators have been identified in organisms ranging from yeast to humans. In the case of Drosophila, each family contains a distinct set of DNA-binding motifs that are specifically recognized by one of the insulator proteins CTCF, Su(Hw) or BEAF. V. Corces (Atlanta, GA, USA) presented evidence that these insulator proteins might operate through some shared cofactors including CP190. As CP190 is known to be important for the form ation of Su(Hw) or dCTCF insulator bodies (Gerasimova et al, 2007) , it might provide an important conserved mechanism for insulator clustering and function.
O. Cuvier (Toulouse, France) showed that when BEAF binds to its characteristic 'dual-cores' binding sites (Emberly et al, 2008) which encompass positioned nucleosomes-it might in fact regulate nucleo some occupancy. A recent study also showed that CP190 can be independently detected at active promoter sites that are marked by the loss of nucleosome occupancy (Lefevre et al, 2008; Bartkuhn et al, 2009) . Therefore, nucleosome occupancy might be regulated at all insulator bodies, including CTCF or Su(Hw), through the involvement of CP190. The modification of nucleosome occupancy at insulators might also account both for the presence of DHS in their sequences, which were used to identify the first insulator elements in Drosophila (reviewed in Gaszner & Felsenfeld, 2006) , and for the phenomenon of 'general Dnase I sensitivity', as suggested by C. Crane-Robinson (Portsmouth, UK).
Illustrating the links among insulators, chromatin domains and/or nuclear organization, J. van Bemmel (Amsterdam, the Netherlands) presented a genome-wide analysis of nuclear LADs in Drosophila conducted in the B. van Steensel laboratory. LADs define domains that are located at the nuclear periphery, where genes are generally repressed. Human LADs are known to be demarcated by the insulator protein CTCF, promoters or CpG islands, suggesting that there are various mechanisms to delimit them. In Drosophila, LADs are well defined by sharp transitions between chromatin domains, which coincide with increased Su(Hw) occupancy. It remains to be seen whether BEAF and CTCF might also delimit the repressed domains that are tagged by H3K27me3. The relationship between LADs and other chromosomal features is likely to provide a range of clues about the functions of insulators and chromosome organization.
Felsenfeld also reported that boundary elements of the chicken β-globin locus are marked by the histone isoforms H3.3 and H2AZ, which form unstable nucleosomes ( Jin & Felsenfeld, 2007) . Nucleosomes that are turned over in such a rapid manner might be used by the cell, together with epigenetic regulators, to demarcate chromatin domains by preventing the progressive spread of histone modifications from adjacent domains (Dion et al, 2007; Mito et al, 2007) .
Emerging questions
From the diverse presentations at the meeting, some of which we have related here, it became clear that local chromatin states and the three-dimensional organization of the genome are both dynamic Several crucial processes are regulated through the formation of factories/ bodies such as transcription, Polycomb, insulator or SATB1 bodies/factories in the G1 phase, or replication, repair or recombination factories during the S phase. Their assembly/disassembly must be coordinated in a timely manner during the cell cycle, possibly involving common partners (perhaps cohesin) or mechanisms (such as DNA looping) that are also involved in the higherorder organization of chromosomes during G2/M phases. SATB1, special AT-rich sequence-binding protein 1.
reviews meeting repor t and highly regulated. Going forward, it is important to determine how best to visualize and understand multiparameter chromosomal interaction maps, and how to overcome the limitation that many of the measurements we make are single snapshots in time. The field must also address how the interactions between various loci are coordinated with the cell cycle-against the competing needs of DNA replication and mitosis-and how they are controlled during development (Fig 2) . Finally, it will be important to establish whether long-range chromosomal interactions can be targeted for use in thera peutic strategies against disease, which is certainly a worthy topic for future studies.
