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conjunto de ecuaciones en lazo cerrado representan un modelo lineal, cuya matriz de estados
es:
A =
[ −λ 0
λ−D
Y −(1− η)D
]
(5.31)
La estabilidad del sistema se garantiza cuando tr(A) < 0 y det(A) > 0 (ver seccio´n 3.1.4,
pag. 35). Siendo λ, (1−η) y D constantes positivas, las condiciones para la traza y el deter-
minante de la matriz A siempre se cumplen, por lo que la ley de control tambie´n garantiza
que la dina´mica interna se encuentre acotada en el sentido de BIBO estabilidad.
La ley de control obtenida es aplicable cuando el factor de dilucio´n y la biomasa son dife-
rentes de cero.
La temperatura se obtiene al tomar logaritmos naturales en la ecuacio´n 5.28:
T = 20 +
1
lnΘ
ln
D(So − S)− λ(S∗ − S)
Y µX
(5.32)
Figura 5.4: Respuesta del Control por Linealizacio´n por Realimentacio´n.
Considerando el sistema en lazo abierto con las siguientes condiciones de operacio´n del
reactor: D: 2.30 d−1 .
T : 20 oC
So: 2500 mg/l DQO.
Xo: 320 mg/l SSV.
El punto de equilibrio esta´ determinado por: [Sss= 478.3 mg/l DQO ; Xss= 13193 mg/l
SSV].
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Frente a una perturbacio´n en la concentracio´n de la DQO a la entrada del reactor de 3500
mg/l DQO, el sistema alcanza un nuevo punto de equilibrio: [Sss= 542.9 mg/l DQO ; Xss=
17181 mg/l SSV].
Al establecer como valor de referencia S∗= 478.3 mg/l DQO, la respuesta del control por
linealizacio´n por realimentacio´n se presenta en la figura 5.4, en donde se muestra la influen-
cia del te´rmino λ en la dina´mica de la variable controlada.
No´tese que a medida que se incrementa el valor de λ, el tiempo de estabilizacio´n al igual
que el sobreimpulso disminuyen. De tal manera que desde el punto de vista teo´rico un va-
lor λ con tendencia al infinito, permitirı´a una mejor respuesta, sin embargo desde el punto
de vista real, es claro que un sistema fı´sico tiene limitaciones dina´micas, por lo que no es
posible forzarlo ma´s alla´ de lo que sus condiciones inherentes lo permitan.
5.4. Control Difuso
El control por lo´gica difusa puede ser visto como una extensio´n del dominio de aplicacio´n
de la ingenierı´a de control, en el que se suministra un mecanismo que permite incorporar
conocimiento informal de la operacio´n del sistema en te´rminos de un algoritmo de con-
trol. En te´rminos generales el Control Difuso es una estrategia de control basada en reglas
lingu¨ı´sticas.
Antes de establecer la estructura del control difuso es importante definir algunos conceptos:
Conjunto difuso. Un conjunto difuso esta´ asociado a un significado lingu¨ı´stico (alto, bajo,
bajo, pesado, liviano, medio, etc), por lo que no tiene lı´mites o fronteras claros. Los
conjuntos difusos son una generalizacio´n de los conjuntos cla´sicos, en tanto que es
permitido una pertenencia parcial. El grado de pertencia (membresı´a) se expresa por
un nu´mero entre 0 y 1; donde 0 significa la no pertenencia en el conjunto, 1 representa
la pretenencia completa y un nu´mero intermedio hace referencia a una pertenencia
parcial. De tal manera que un conjunto difuso es definido por medio de una funcio´n
que mapea objetos en un dominio intere´s a su valor de pertenencia en el conjunto.
Esta funcio´n es conocida como funcio´n de pertenencia (membresı´a).
Funcio´n de pertenencia. La funcio´n de membresı´a de un conjunto difuso A se denota
como µA y el valor de pertenencia de x en A se denota como µA(x). El dominio de la
funcio´n de membresı´a es conocido como el universo del discurso. La importancia de
las funciones de pertenencia es que permiten una transicio´n gradual desde regiones
completamente externas a un conjunto hasta regiones interiores al conjunto.
En la figura 5.5 se presentan las funciones de pertenencia ma´s utilizadas.
Reglas difusas (if-then rules). Una regla difusa se concibe como un esquema de repre-
sentacio´n del conocimiento, que utiliza variables lingu¨ı´sticas para describir condi-
ciones que pueden ser satisfechas en un determinado grado. La estructura de las re-
glas difusas se compone de dos partes: la parte If, referida como antecedente y la
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Figura 5.5: Funciones de pertenencia.
parte Then, referida como el consecuente. El consecuente de una regla puede ser
un nu´mero, un conjunto difuso o una funcio´n ( [87]). Las reglas If -end pueden ser
derivadas a partir de la experiencia humana o a partir de los datos nume´ricos del
proceso ( [139]).
El control difuso se basa en la construccio´n de reglas de tipo If...Then, donde la ley de con-
trol es sintetizada por medio de te´cnicas de interpolacio´n (esquema de inferencia) basadas en
los grados de pertenencia ( [140]). Aplicaciones de control difuso en sistemas de degradacio´n
anaerobia se encuentran en los trabajos de Duque y Giraldo ( [141]), Estaben et al, 1997
( [142]), Mu¨ller et al, 1997 ( [143]) y Pun˜al et al, 2003 ( [144]).
Los tres esquemas de inferencia de la lo´gica difusa son el modelo Takagi-Sugeno-Kang
(TSK), el modelo Aditivo de Kosko (SAM) y el modelo Mandani. En el presente traba-
jo se utilizara´ el modelo TSK para el desarrollo de la estrategia de control. Este me´todo
de inferencia fue introducido en 1984 por T. Takagi, M. Sugeno y K.T. Kang, despue´s de
una decada de la propuesta realizada Ebrahim Mamdani. La principal motivacio´n para el
desarrollo de este modelo era la de reducir el nu´mero de reglas que se requerı´a para el
modelo Mamdani ( [87]). El modelo TSK es ideal para actuar como un supervisor de inter-
polacio´n de mu´ltiples controladores lineales que son aplicados en diferentes condiciones de
operacio´n de un sistema dina´mico no lineal ( [145]).
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El me´todo TSK es considerado como un modelo aditivo, donde el consecuente se expre-
sa como una ecuacio´n lineal de las variables de entrada y el conjunto de reglas difusas es de
la siguiente forma:
If x1 es Ai1 y... xr es Aij
Then y = bi1x1 + bi2x2 + bijxj + bi0
Siendo xi las entradas del modelo, Aij los conjuntos difusos de las entradas, y el conse-
cuente de la regla y bij son los para´metros del modelo lineal del consecuente.
La salida total del modelo se calcula de la siguiente manera:
y =
∑L
i=1 αi(bi0 + bi1x1 + ..+ bijxj)∑L
i=1 αi
(5.33)
Donde αi es el grado de asociacio´n de la i-e´sima regla, calculado por medio del operador
mı´nimo:
αi = min(µAi1(x1), µAi2(x2), ..., µAij (xj)) (5.34)
A continuacio´n se establecen los pasos del sistema de inferencia, despue´s de haber confor-
mado los conjuntos difusos para las entradas y los modelos lineales para el consecuente:
Transformacio´n difusa de las variables de entrada (Fuzzyfication). Determinacio´n del
grado de pertenencia de las variables de entrada repecto a los conjuntos difusos es-
tablecidos, por medio de las funciones de membresı´a.
Inferencia. Determinacio´n de la conclusio´n resultante de las reglas, por medio del grado
de relacio´n.
Agregacio´n de las salidas. Combina las conclusiones inferidas por todas las reglas difusas
en una conclusio´n final.
Tranformacio´n de la salida difusa a un valor nume´rico (Defuzzyfication). Conversio´n de
la conclusio´n difusa a una conclusio´n nume´rica.
En la figura 5.6 se realiza un esquema de los pasos del me´todo de inferencia.
Para el sistema de estudio, la accio´n de control de la temperatura generada por el control
difuso se expresa en la ecuacion 5.35.
T (t) = T (t− 1) + δT (t) (5.35)
Donde T (t) es la accio´n de control en el tiempo t, T (t − 1) la accio´n en el tiempo t − 1 y
δT (t) corresponde al cambio calculado para la temperatura.
El valor δT (t) se determina por medio del sistema de inferencia difusa, teniendo en cuenta
como entradas la magnitud del error (E(t)) y el cambio del error (∆E(t)), definidos como:
E(t) = S∗ − S(t) (5.36)
∆E(t) = E(t)− E(t− 1) (5.37)
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Figura 5.6: Esquema del Sistema de inferencia Difuso.
El esquema del controlador difuso se ilustra en la figura 5.7.
La construccio´n de la estructura difusa se realizo´ utilizando el Toolbox de Lo´gica Difusa
del entorno Matlab, trabajando con tres funciones de pertenencia triangulares; tanto para el
error (E(t)) como para el cambio del error (∆E(t)), tal como se muestra en la figura 5.8.
La tabla 5.1 muestra las reglas difusas para el controlador y la figura 5.9 ilustra la superficie
generada por las reglas.
Se realizo´ la simulacio´n del controlador difuso, trabajando con un factor de dilucio´n de 2.3
d−1, Xo = 320 mg/l, y perturbando la concentracio´n de entrada de un valor de 2500 mg/l
a un valor de 4000 mg/l; para un valor de referencia de 478.3 mg/l en la DQO. El compor-
tamiento del controlador se presenta en la figura 5.10 (pag. 75).
Figura 5.7: Esquema del Control Difuso.
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Figura 5.8: Funciones de pertenencia de las entradas del Control Difuso.
Figura 5.9: Superfice del Control Difuso.
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∆E
E Low Middle High
Low
δT = -0.4437E
-0.444∆E +0.0439 δT = -0.0922E -0.464∆E
+0.1464
δT = 0.09199E
-0.3864∆E
-0.09511
Middle
δT = -0.0005774E
-0.0005778∆E
+5.712e-005
δT =-0.08382E
-0.566∆E +0.0922
δT =0.09773E
-0.3398∆E
-0.1331
High δT = 0
δT =-0.09367E
-0.948∆E
+0.09785
δT =0.07388E
-0.8189∆E
-0.3006
Tabla 5.1: Reglas difusas del controlador.
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Figura 5.10: Respuesta del Control Difuso.
5.5. Control MPC
El intere´s de estudiar la alternativa de control predictivo para este tipo de sistema, surge
como resultado del estado de arte realizado; en el que se identifica la poca difusio´n de este
tipo de alternativa en el control de procesos biolo´gicos. Del material consultado se distingue
el trabajo de Zanabria, 2002 ( [1]), en el que se realizo´ una aplicacio´n sobre un sistema de
lodos activos.
El control MPC surge de la necesidad de superar los inconvenientes del control LQG, rela-
cionados con el manejo deficiente de las restricciones del proceso y las incertidumbres
del modelo. Dentro de la primera generacio´n de la tecnologı´a MPC se encuentra la matriz
dina´mica de control (DMC) ( [146]), que posteriormente fue modificada para manipular res-
tricciones sobre las variables controladas y manipuladas del proceso ( [147]). La literatura
reporta diversas aplicaciones de MPC en sistemas petroquı´micos y en refinerı´a ( [148]). El
control MPC pretende optimizar el comportamiento futuro de la planta sobre un intervalo
de tiempo (horizonte de prediccio´n) a partir de la prediccio´n de las salidas futuras del sis-
tema para determinar el valor de las entradas sobre un horizonte de control, con el objeto
de minimizar el error de las variables de salida respecto a su valor de consigna. Lo anterior
se lleva a cabo mediante el esquema ilustrado en la figura 5.11, en el que la variable a con-
trolar sigue una trayectoria para alcanzar el valor de referencia a partir de una ruta o´ptima
considerando las restricciones del proceso (figura 5.12).
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Figura 5.11: Esquema del MPC.
El disen˜o un controlador MPC consiste en obtener una ley de control que permita realizar la
optimizacio´n de una funcio´n cuadra´tica que incluye el error de la prediccio´n y el esfuerzo
de control. La funcio´n objetivo se expresa como:
min
4u
P∑
l=1
‖Γyl [y(k + l|k)− r(k + l)]‖2 +
m∑
l=1
‖Γul [4u(k + l − 1)]‖2 (5.38)
Donde:
Γy y Γu son matrices de peso que penalizan componentes particulares de las salidas y las
entradas respectivamente.
r: vector de valores de referencia futuros.
P : horizonte de prediccio´n.
m: horizonte de control.
4u: cambio en la sen˜al de control.
La optimizacio´n de la funcio´n objetivo de la ecuacio´n 5.38 minimiza la suma de las desvia-
ciones cuadradas de la variable controlada de la trayectoria de referencia (variante en el
tiempo), sobre un horizonte de P pasos futuros. El criterio cuadra´tico penaliza grandes
desviaciones, con el objeto de asegurar que el promedio de la salida permanezca cercano a
su trayectoria de referencia. Sin embargo no siempre es posible mantener todas las salidas
cercanas a sus trayectorias de referencia, debido a las interacciones inherentes del proceso.
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Figura 5.12: Trayectoria del MPC.
Esta situacio´n es controlada por la matriz de pesos Γy, que proporciona una contribucio´n
a la suma de desviaciones de las variables, con el a´nimo de llevar una salida (o varias) a
su valor de referencia. Los movimientos de la variable manipulada necesarios para llevar a
la variable controlada a su trayectoria de referencia, pueden ser demasiados severos en la
pra´ctica. Esto es superado por el efecto de la matriz Γu, que tiene como objeto penalizar los
movimientos de la variable manipulada ( [149]). Las matrices de peso tanto para la entrada
como para salida se constituyen en los elementos de seleccio´n para permitir una correcta
accio´n del controlador.
Para el presente estudio, se trabaja con un control predictivo basado en la representacio´n
lineal del espacio de estados del sistema en tiempo discreto, expresada como:
x(k + 1) = Φx(k) + Γuu(k) + Γdd(k) + Γww(k) (5.39)
y(k + 1) = y¯(k) + z(k) (5.40)
donde x es el vector de estados, u es el vector de variables manipuladas, d representa las
entradas medidas, w las perturbaciones no medidas, y el vector de salidas, z es la medida
de ruido y Φ, Γu, Γd, Γw, son matrices de dimensio´n apropiada. La variable y¯(k) representa
la salida de la planta sin tener en cuenta el factor de ruido ( [149]).
La estrategia de control predictivo se desarrollo´ utilizando el Toolbox MPC del entorno
Matlab.
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Figura 5.13: Respuesta del Control MPC.
Considerando las siguientes condiciones de operacio´n en estado estacionario:
D: 2.30 d−1.
Tss = 21 oC
So: 2500 mg/l DQO.
Xo: 320 mg/l SSV.
Sss: 460 mg/l.
Xss: 13271 mg/l.
Frente a una perturbacio´n en So= 4000 mg/l DQO y conservando como valor de referencia
Sss, se simulo´ la respuesta del control MPC lineal. El comportamieno del lazo de control
se ilustra en la figura 5.13, de donde se establece que el desempen˜o del controlador es
va´lido para la representacio´n lineal del sistema, sin embargo produce un error en estado
estacionario para el sistema no lineal, lo que podrı´a mejorarse por medio del estudio de
te´cnicas de control predictivo no lineal.
De otro lado es importante resaltar que debido a la potencialidad de los sistemas de degradacio´n
anaerobia para la produccio´n de energı´a renovable como el metano y el hidro´geno ( [19]),
se hace indispensable la aplicacio´n de estrategias de control multivariable, dentro de las
cuales el MPC puede posicionarse debido a su capacidad de ponderacio´n de las variables
a controlar; caracterı´stica que puede facilitar la optimizacio´n de la operacio´n del proceso
desde un punto de vista econo´mico.
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5.6. Seleccio´n de la estrategia de control
La respuesta de un sistema que se encuentra enlazado con una estructura de control depende
del tipo de accio´n de control y a los para´metros de ajuste de la misma. Debido a la multi-
plicidad de estrategias de control que pueden ser aplicadas sobre un sistema, es necesario
definir unos criterios de desempen˜o que permitan realizar una seleccio´n adecuada de la al-
ternativa de control a utilizar. Algunas de las medidas relacionadas con el desempen˜o de un
lazo de control son ( [150], [137]):
Integral del valor absoluto del error (IAE).
IAE =
∫ ∞
0
|e(t)|dt (5.41)
Integral del cuadrado del error (ISE).
ISE =
∫ ∞
0
e2(t)dt (5.42)
Integral ponderada del valor absoluto del error (ITAE).
ITAE =
∫ ∞
0
t|e(t)|dt (5.43)
Integral ponderada del cuadarado del error (ITSE).
ITSE =
∫ ∞
0
te2(t)dt (5.44)
Controlador IAE ISE ITAE ITSE
PI 96.19 1665.8 1013.6 14469
Linealizacio´n por 5.36 24.5 56.3 241.45
realimentacio´n
Control Difuso 20.68 37.7 293.53 421.2
Tabla 5.2: Desempen˜o de los controladores.
La estrategia de control MPC se descarta para el ana´lisis, debido al error de estado esta-
cionario que se observa en la figura 5.13.
Las estrategias de control se evaluaron al establecer un valor de referencia para la DQO
de 478.3 mg/l, con un factor de dilucio´n de 2.3 d−1 y una concentracio´n de biomasa a la
entrada del reactor de 320 mg/l, considerando variaciones en la concentracio´n de DQO en
la corriente de entrada. El resultado de las simulaciones se muestra en la figura 5.14 y en la
tabla 5.2 se presentan los criterios de desempen˜o para cada una de las estrategias evaluadas,
de donde se establece que el mejor controlador es el Control por Linealizacio´n por Reali-
mentacio´n, seguido del Control Difuso y del Control PI .
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Figura 5.14: Comparacio´n de los controladores.
5.7. Implementacio´n de la Estrategia de Control
El sistema de control del proceso se ilustra en la figura 5.15, donde la manipulacio´n de la
accio´n sobre la resistencia ele´ctrica, al igual que de las sen˜ales de los sensores de metano y
de temperatura es realizada a trave´s de un sotware disen˜ado en el entorno de Visual Basic,
cuya interface se muestra en la figura 5.16.
El controlador se probo´ estableciendo como referencia de la DQO a la salida del reactor, un
valor de 550 mg/l. Las condiciones operacionales del reactor fueron las siguientes:
So: 7488 hasta el dı´a 1 y 3523.68 mg/l para los siguientes.
Xo: 240 mg/l
D: 1.8 d−1 hasta el segundo dı´a y 2.16 d−1 para los dı´as siguientes.
SEstimado(0): 1422 mg/l (Estimado inicial de la DQO).
XEstimado(0): 8000 mg/l (Estimado inicial de los SSV).
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Figura 5.15: Sistema de Control.
En la figura 5.17 se muestra la respuesta del controlador por Linealizacio´n por Reali-
mentacio´n, acoplado al sensor virtual disen˜ado. Se evidencia que el valor estimado de la
DQO converge al valor real y que la estrategia de control cumple con el objetivo de regu-
lacio´n. En la tabla 5.3 se presentan los porcentajes de error de la observacio´n de la DQO a
la salida del reactor, los cuales se encuentran en el margen de precisio´n del modelo.
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Figura 5.16: Interface del Sistema de Control.
DQO real DQO estimada Porcentaje de error
(mg/l) (mg/l) del observador
880.92 640.39 27.3
848.85 609.21 28.23
812.63 550.76 32.22
623.69 551.19 11.62
592 550.2 7.1
592 551.2 6.9
Tabla 5.3: Desviacio´n del observador.
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Figura 5.17: Respuesta del Sistema de Control.
5.8. Conclusiones
Se utilizo´ la teoria de controlabilidad no lineal para establecer que el proceso de estudio
es controlable en la regio´n de operacio´n seleccionada. Se determino´ que es posible rea-
lizar un control de la demanda quı´mica de oxı´geno a la salida del reactor por medio de
la manipulacio´n de la temperatura del sistema. Se disen˜aron las estrategias de control PI,
Control Difuso, Control Predictivo y Control por Linealizacio´n por Realimentacio´n, siendo
este u´ltimo el que mejor resultados arrojo´ de acuerdo a los criterios de desempen˜o y a las
condiciones de regulacio´n y estabilidad de la dina´mica interna. El Control Difuso presenta
un desempen˜o satisfactorio, mientras que los controles PI y MPC no garantizan un control
adecuado, sin embargo es posible mejorar el desempen˜o de estos controladores a trave´s de
me´todos adaptativos que permitan corregir el efecto de la aproximacio´n lineal, sobre la cual
han sido disen˜ados.
El sistema de control propuesto se constituye como una alternativa favorable en procesos
a escala real en donde se pretenda incrementar la carga orga´nica y no sea posible realizar
variaciones sobre el tiempo de residencia hidra´ulico del sistema, por efecto de la limitacio´n
espacial del volumen de reaccio´n.
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Capı´tulo 6
Aportes y Conclusiones Principales
Cuando desperto´, el dinosaurio todavı´a estaba allı´.
AUGUSTO MONTERROSO.
Se llevo´ a cabo la operacio´n de un reactor UASB para el tratamiento de una corriente de
lixiviados provenientes del Relleno Sanitario La Esmeralda de la ciudad de Manizales. El
sistema de estudio arrojo´ porcentajes de remocio´n considerables, los cuales son mejorados
por medio de la regulacio´n de la temperatura en el reactor.
Se realizo´ un modelo simplificado del proceso, conformado por dos variables expresadas
en te´rminos diferenciales (DQO y SSV) y una variable algebraica (metano). El modelo pre-
senta una precisio´n promedio del 84 %.
Sobre la base del modelo obtenido se disen˜o´ un sensor virtual (observador asinto´tico) que
permite realizar la estimacio´n de las variables de estado del sistema a partir de las ecua-
ciones del balance de materia del proceso y de la medicio´n del metano producido.
Se disen˜aron y analizaron, a trave´s de simulaciones, cuatro tipos de estrategias de control:
PI, Control Difuso, Control Predictivo y Control por Linealizacio´n por Realimentacio´n. Esta
u´ltima estrategia se selecciono´ para realizar la implementacio´n. Los resultados de la imple-
mentacio´n muestran la viabilidad de controlar la demanda quı´mica de oxı´geno del reactor a
trave´s de la estrategia de control por linealizacio´n por realimentacio´n.
Los resultados alcanzados en este trabajo fueron socializados a trave´s de la participacio´n
en ponencias en tres eventos acade´micos y de la publicacio´n de dos artı´culos en revistas
indexadas por Colciencias.
El desarollo del trabajo muestra la clara necesidad de continuar con el estudio sobre el mo-
delamiento y control de procesos de degradacio´n anerobia para el tratamiento de efluentes,
dado la pertinencia social que tiene esta a´rea del conocimiento y la riqueza teo´rica que la
involucra.
A continuacio´n se establecen algunas recomendaciones y se proponen temas de investi-
gacio´n, en un marco de continuidad y mejoramiento de las actividades desarrolladas:
Tratamiento:
1. Estudio en operaciones con alta carga, con el objeto de establecer posibles efec-
tos inhibitorios.
2. Ana´lisis de operacio´n en el rango termofı´lico.
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3. Estudio sobre favorecimiento de los gra´nulos.
Modelamiento:
1. Obtencio´n de un mayor nu´mero de datos experimentales, con el objeto de ase-
gurar mejor representatividad del modelo.
2. Estudios sobre sistemas de mayor escala.
3. Inclusio´n de los a´cidos grasos vola´tiles y discriminacio´n de las bacterias aci-
doge´nicas y metanoge´nicas, como la siguiente aproximacio´n para disminiur las
desviaciones del modelo.
4. Estudio sobre me´tricas de reduccio´n de orden del modelo.
5. Ana´lisis de caos y bifurcaciones para modelos de orden superior a dos
Observacio´n de estados:
1. Estudio sobre Observabilidad No Lineal de sistemas cuyas salidas dependen
explı´citamente de las entradas del mismo.
2. Ana´lisis de identificabilidad estructural.
3. Estudios de sensores virtuales por intervalos para el manejo de la incertidumbre
de la concentracio´n de la DQO a la entrada del reactor, lo que puede ser com-
plementado con el estudio de te´cnicas estoca´sticas, como el ajuste de media,
reduccio´n de varianza y las pruebas de bondad. Una referencia importante para
el modelamiento estoca´stico es el libro de Sheldon ( [151]) y la aplicacio´n de
modelos estoca´sticos en procesos biolo´gicos, presentado por Fan et al, 2003,
( [152]).
4. Desarrollo de estimadores de para´metros cine´ticos variantes en el tiempo.
Control Automa´tico:
1. Estudio sobre disen˜o integrado de procesos de tratamiento, mediante la inser-
cio´n del ana´lisis de controlabilidad en la metodologı´a del disen˜o convencional
en estado estacionario.
2. Desarrollo de estrategias de control adaptativo.
3. Desarrollo de estrategias de control multivariable, considerando como variables
manipuladas la temperatura y el flujo de alimentacio´n.
4. Estudio de Robustez y Optimizacio´n del controlador.
5. Estudios sobre deteccio´n y diagno´stico de fallas del sistema de control, para lo
cual se recomienda consultar los trabajos de Pun˜al et al ( [153]), Flores et al
( [154]) y Steyer et al ( [127], [155], [156], [157] [158], [159], [160]).
Bibliografı´a
[1] Zanabria O.A., Modelagem, Identificac¸a˜o e Controle de Sistemas de Tratamento
de Lodo Ativado com Remoc¸a˜o de Nitrogeˆnio, Ph.D. thesis, Escola Polite´cnica da
Universidade de Sa˜o Paulo, 2002. 1, 75
[2] Caicedo F.J. Molina J.D., “Remocio´n de materia orga´nica de lixiviados del relleno
sanitario la esmeralda por medio de un reactor uasb,” Tech. Rep., Universidad Na-
cional de Colombia Sede Manizales, 2003. 2, 3, 14
[3] Lo´pez V. Mendoza P., “Estudio de la tratabilidad del lixiviado del relleno sanitario
la esmeralda y su respuesta bajo tratamiento en filtro anaerobio piloto de flujo ascen-
dente,” Tech. Rep., Universidad Nacional de Colombia Sede Manizales, 2004. 2,
7
[4] Mun˜oz-Tamayo R. Angulo F. Marı´n J.E., “Modelado y control automa´tico de tem-
peratura en un reactor anaerobio de manto de lodos de flujo ascendente uasb para el
tratamiento de lixiviados en el rango mesofı´lico. un estudio teo´rico,” in II Simposio
sobre Biofa´bricas: Avances de la Biotecnologı´a en Colombia. Universidad Nacional
de Colombia Sede Medellı´n, Marzo 2005. 5, 27
[5] Mun˜oz-Tamayo R. Angulo F. Marı´n J.E., “Una perspectiva sobre el modelado e iden-
tificacio´n de sistemas de degradacio´n anaerobia para el tratamiento de aguas residua-
les,” in XIII Congreso Colombiano de Ingenerı´a Quı´mica: Las Cadenas Productivas.
Asociacio´n Colombiana de Ingenierı´a Quı´mica Capı´tulo Caldas, Agosto 2005. 5, 20,
43, 51
[6] Mun˜oz-Tamayo R. Angulo F., “Aproximacio´n de estimacio´n de estados en un reactor
uasb (artı´culo aceptado), Revista Colombiana de Tecnologı´as de Avanzada de la
Universidad de Pamplona, vol. 1, no. 7, 2006. 5, 51, 55
[7] Mun˜oz-Tamayo R. Toro-Garcı´a N., “Propuesta de controlador mpc para un reactor
uasb (artı´culo aceptado), Revista Scientia & Technica, , no. 30, 2006. 5
[8] Caicedo F.J., “Disen˜o, construccio´n y arranque de un reactor uasb piloto para el
tratamiento de lixiviados,” Tech. Rep., Universidad Nacional de Colombia Sede
Manizales, 2006. 5
[9] Mora´n S.A. ˜Narva´ez M.J., “Evaluacio´n de la aplicacio´n de tecnologı´a anaerobia para
el tratamiento de lixiviados,” Tech. Rep., Universidad del Valle, 2002. 7
87
88 BIBLIOGRAFI´A
[10] Kylefors K. Andreas L. Lagerkvist A., “A comparison of small-scale, pilot-scale
and large-scale tests for predicting leaching behaviour of landfilled wastes, Waste
Management, vol. 23, 2003. 8, 54
[11] Agudelo R.A. Garcı´a F.F. Meza C., “Prediccio´n de la calidad de lixiviado producido
en rellenos sanitarios, Revista Facultad de Ingenierı´a. Universidad de Antioquia, vol.
26, 2004. 8, 54
[12] Slack R.J. Gronow J.R. Voulvoulis N., “Review. household hazardous waste in mu-
nicipal landfills: contaminants in leachate, Science of the Total Environment, vol.
337, no. 1-3, 2005. 8
[13] Mailleret L. Bernard O. Steyer J.P., “Nonlinear adaptive control with unknown ki-
netics, Automatica, vol. 40, 2004. 9, 66
[14] Steyer J.P., “Bioprocess operation and monitoring,” Tech. Rep., Universidad de
Ibague´, 2005. 9, 19, 23
[15] Agdag O.N. Sponza D.T., “Anaerobic/aerobic treatment of municipal landfill
leachate in sequential two-stage-upflow anaerobic sludge blanket reactor (uasb)/
completely stirred tank reactor (cstr) systems, Process Biochemistry, vol. 40, 2005.
9
[16] Steyer J.P., “Expression of interest for a network of excellence on anaerobic diges-
tion: Multidisciplinary networking for better understandig and optimal monitoring,
2002. 9
[17] Batstone D.J. Ke´ller J. Newell R.B. ˜Newland M., “Modelling anaerobic degradation
complex wastewater. i: model development, Bioresource Technology, vol. 75, 2000.
9, 22, 27
[18] Zakkour P.D. Gaterell M.R. Griffin P. Gochin R.J. Lester J.N., “Anaerobic treatment
of domestic wastewater in temperature climates: treatment plant modelling with eco-
nomic considerations, Water Research, vol. 35, 2001. 9, 21
[19] Reith J.H. Wijffels R.H. Barten H., Bio-methane and Bio-hydrogen. Status and per-
spectives of biological methane and hydrogen production, Dutch Biological Hydro-
gen Foundation, 2003. 9, 78
[20] A.K. Sodha M.S. Rao M.S. Singh S.P. Singh, “Bioenergy conversion studies of the
organic fraction of msw: assessment of ultimate bioenergy production potential of
municipal garbage, Applied Energy, vol. 66, 2000. 9
[21] Martin D.J., “Accelerated biogas production without leachate recycle, Renewable
Energy, vol. 24, 2001. 9
[22] Wang C.C. Chang C.W. Chu C.P. Lee D.J. Chang B.V. Liao C.S., “Producing hydro-
gen from wastewater sludge by clostridium bifermentans, Journal of Biotechnology,
vol. 102, 2003. 9
BIBLIOGRAFI´A 89
[23] Banerjee S. Biswas G.K., “Studies on biomethanation of distillery wastes and its
mathematical analysis, Chemical Engineering Journal, vol. 102, 2004. 9
[24] Hwang M.H. Jang N.J. Hyunb S.H. Kima I.S., “Anaerobic bio-hydrogen production
from ethanol fermentation: the role of ph, Journal of Biotechnology, vol. 111, 2004.
9
[25] Han S.K. Shin H.S., “Biohydrogen production by anaerobic fermentation of food
waste, International Journal of Hydrogen Energy, vol. 29, 2004. 9
[26] Arenas J.A. Marı´n M.P., “Operacio´n de un sistema de reactores piloto uasb para el
tratamiento de lixiviados del relleno sanitario la esmeralda,” Tech. Rep., Universidad
Nacional de Colombia Sede Manizales, 2004. 10
[27] Agdag O.N. Sponza D.T., “Effects of shredding of wastes on the treatment of mu-
nicipal solid wastes (msws) in simulated anaerobic recycled reactors, Enzyme and
Microbial Technology, 2004. 10
[28] Agdag O.N. Sponza D.T., “Impact of leachate recirculation and recirculation volume
on stabilization of municipal solid wastes in simulated anaerobic bioreactors, Process
Biochemistry, vol. 39, 2004. 10
[29] Monnet F., “An introduction of anaerobic digestion of organic wastes. final report,
2003. 11, 12
[30] Metcalf Eddy, Ingenierı´a de aguas residuales. Tratamiento, vertido y reutilzacio´n.
Tomo I, Mc Graw Hill, 1995. 11
[31] Cortes O.L. Restrepo A.F., “Estudio bibliogra´fico sobre tratamiento de lixiviados
a trave´s de reactores de manto de lodos de flujo ascendente (uasb) caso especı´fico
botadero de la ciudad santiago de cali navarro,” Tech. Rep., Universidad del Valle,
1997. 11
[32] Seghezzo L. Cardo´n L., “Formulacio´n de un modelo matema´tico para simular la
digestio´n anaerobia de efluentes orga´nicos en reactores uasb, Avances en Energı´as
Renovables y Medio Ambiente, vol. 5, 2001. 12, 27
[33] Singh K.S. Viraraghavan T., “Impact of temperature on performance, microbiologi-
cal, and hydrodynamic aspects of uasb reactors treating municipal wastewater, Water
Science and Technology, vol. 48, 2003. 12
[34] Ahn J.H. Forster C.H., “A comparison of mesophilic and thermophilic anaerobic
upflow filters, Bioresource Technology, vol. 73, 2000. 12
[35] Ahn J.H. Forster C.H., “The effect of temperature variations on the performance of
mesophilic and thermophilic anaerobic filters treating a simulated papermill waste-
water, Process Biochemistry, vol. 37, 2002. 12
[36] Fogler H.S., Elements of Chemical Reaction Engineering, Prentice Hall, 2000. 12,
20
90 BIBLIOGRAFI´A
[37] Crites R. Tchobanoglous G., Tratamiento de aguas residuales en pequen˜as pobla-
ciones, Mc Graw Hill, 2000. 12, 31
[38] Bastin G. Dochain D., On-line Estimation and Adaptive Control of Bioreactors,
Elsevier, 1990. 12, 22, 23, 66
[39] Lin C.Y. Chang F. Chang C., “Treatment of septage using an upflow anaerobic sludge
blanket reactor, Water Environment Research, vol. 73, no. 4, 2001. 13
[40] Kleerebezem R. Macarie H., “Treating industrial wastewater: anaerobic digestion
comes of age, Chemical Engineering, vol. 110, no. 4, 2003. 13
[41] “Uasb.org,” World Wide Web, http://www.uasb.org. 14
[42] Show K.Y. Wang Y. Foong S.F. Tay J.H., “Accelerated start-up and enhanced gra-
nulation in upflow anaerobic sludge blanket reactors, Water Research, vol. 38, 2004.
14
[43] Liu Y. Tay J.H., “The essential role of hydrodynamic shear force in the formation of
biofilm and granular sludge. review., Water Research, vol. 36, 2002. 14
[44] Liu Y. Xu H.L Yang S.F Tay J.H., “Mechanisms and models for anaerobic granu-
lation in upflow anaerobic sludge blanket reactor, Water Research, vol. 37, 2003.
14
[45] Nguyen A.L. Sheldon J.B. Shepard J.D, “Application of feedback control based on
dissolved oxygen to a fixed-film sequencing batch reactor for treatment of brewery
wastewater, Water Environment Research, vol. 72, no. 1, 2000. 14
[46] Wildschut L., “Disen˜o de reactores uasb para aguas residuales dome´sticas,” in Crite-
rios de disen˜o para sistemas de tratamietno anaero´bico UASB. Universidad Agrı´cola
de Wageningen, Universidad del Valle, 1989. 14
[47] Garce´s C.D., “Determinacio´n de las condiciones de operacio´n de un reactor piloto
uasb en el tratamiento de aguas residuales de cafe´ soluble,” Tech. Rep., Universidad
Nacional de Colombia Sede Manizales, 2000. 14
[48] APHA AWWA WPCF, Me´todos Normalizados para el Ana´lisis de Aguas Potables y
Residuales, Ediciones Dı´az de Santos, 1992. 14
[49] Dı´az M.C., “Ensayos de caracterizacio´n de lodos y reactores anaerobios,” Tech.
Rep., Universidad Nacional de Colombia Sede Bogota´, 1994. 18
[50] Schiappacasse M.C., “Curso en biotecnologı´a ambiental,” Tech. Rep., VIII Congreso
Latinoamericano de Estudiantes de Ingenierı´a Quı´mica. Chile, Julio 2002. 18
[51] Rojas O., “Relacio´n alcanilidad- ´Acidos grasos vola´tiles,” in Arramque y Operacio´n
de Sistemas de Flujo Ascendente con Manto de Lodo (UASB). Universidad Agrı´cola
de Wageningen, Universidad del Valle, 1987. 18
BIBLIOGRAFI´A 91
[52] Lettinga G. Hulshoffm L.W., “Posibilidades y potencial del tratamiento anaero´bico
de aguas residuales con e´nfasis en el sistema uasb,” in Criterios de disen˜o para
sistemas de tratamietno anaero´bico UASB. Universidad Agrı´cola de Wageningen,
Universidad del Valle. 19
[53] Mussati M. Scenna N. Aguirre P., “Modelado del proceso de digestio´n anaerobia en
reactores simples,” in Modelado, Simulacio´n y Optimizacio´n de Procesos Quı´micos.
1999. 19, 22
[54] Stephanopoulos G., Chemical Process Control. An Introduction to Theory and Prac-
tice, Prentice Hall, 1984. 19, 23
[55] DeLorme A.J. Kapuscinski R.B., “On performing experimental studies on transient
states of continuos-flow methanogenic reactors, Biotechnology and Bioengineering,
vol. 35, 1990. 20
[56] Bernard O, “Obstacles and challenges for modelling biological wastewater treat-
ment processes,” in Colloque Automatique et Agronomique. AutoAgro. Montpellier,
Janvier 2003. 20
[57] Zhang Y. Zamamiri A.M. Henson M.A. Hjortso M.A., “Cell population models for
bifurcation analysis and nonlinear control of continuos yeast bioreactors, Journal of
Process Control, vol. 12, 2002. 20, 39
[58] Masse D.I. Droste R.L., “Comprehensive model of anaerobic digestion of swine
manure slurry in a sequencing-batch reactor, Water Research, vol. 34, 2000. 22
[59] Bagley D.M. Brodkorb T., “Modeling microbial kinetics in an anaerobic sequencing
batch reactor-model development and experimental evaluation, Water Environment
Research, vol. 71, no. 7, 1999. 22
[60] IWA Anaerobic Digestion Modelling Task Group, “The iwa anaerobic digestion
model no 1,” Tech. Rep., IWA, 2001. 23
[61] Steyer J.P. Bernard O. Batstone D.J. Angelidaki I., “Lessons learnt from 15 years of
ica in anaerobic digesters,” in IWA Instrumentation Control & Automation Confer-
ence (ICA). Pusan, Korea. IWA, May-June 2005. 23
[62] Raposo F. Borja R. Sa´nchez E. Martı´n M.A. Martı´n A., “Performance and kinetic
evaluation of the anaerobic digestion of two-phase olive mill effluents in reactors
with suspended and immobilized biomass, Water Research, vol. 38, 2004. 23, 25
[63] Borja R. Martin A. Sa´nchez E. Rinco´n B. Raposo F., “Kinetic modelling of the
hydrolisis, acidogenic and methanogenic steps in the anaerobic digestio´n of two-
phase olive pomace (tpop). article in press, Process Biochemistry, 2004. 23
[64] Bernard O. Chachuat B. He´lias A. Rodriguez J., “Can we assess the model complex-
ity for a bioprocess? theory and example of the anaerobic digestion process., Water
Science and Tecnology, vol. 53, no. 1. 23, 33
92 BIBLIOGRAFI´A
[65] Steinfeld J.I. Francisco J.S. Hase W. L., Chemical Kinetics and Dynamics, Prentice
Hall, 1998. 23
[66] Constantinides A. Moustofi N., Numerical Methods for Chemical Engineerings
Using Matlab Applications, Prentice Hall, 2000. 24
[67] Kalyuzhni S Fedorovich V. Lens P. Pol L.H. Lettinga G., “Mathematical modelling
as a tool to study population dynamics betwewn sulfate and methanogenic bacteria,
Biodegradation, vol. 9, 1998. 27
[68] Bolle E.L. van Breugel J. van Eybergen G.C. Kossen N.W.F. van Gils W., “An integral
dynamic model for the uasb reactor, Biotechnology and Bioenginieering, vol. 28,
1986. 27
[69] Bolle E.L. van Breugel J. van Eybergen G.C. Kossen N.W.F. van Gils W., “Modeling
the liquid flow in up-flow anaerobic sludge blanket reactors, Biotechnology and
Bioenginieering, vol. 28, 1986. 27
[70] Levenspiel O., Ingenierı´a de las reacciones quı´micas, Editorial Reverte´, 2 edition,
1998. 27
[71] Martin A.D., “Interpretation of residence time distribution data, Chemical Engineer-
ing Science, vol. 55, 2000. 28
[72] Villegas J.D., “Evaluacio´n del comportamiento de filtros anerobios de flujo ascen-
dente que tratan aguas residulaes dome´sticas diluidas,” Tech. Rep., Universidad Na-
cional de Colombia Sede Manizales, 2002. 28
[73] Keshtkar A. Meyssami B. Abolhamd G. Ghaforian H. Asadi M.K., “Mathematical
modeling of non-ideal mixing continuous flow reactors for anaerobic digestion of
cattle manure, Bioresource Technology, vol. 87, 2003. 28
[74] Escudie´ R. Conte T. Steyer J.P. Delgene`s J.P., “Hydrodynamic and biokinetic models
of an anaerobic fixed-bed reactor, Process Biochemistry, vol. 40, 2005. 28
[75] Batstone D.J. Herna´ndez J.L.A. Schmidt J.E., “Hydraulics of laboratory and full
scale upflow anaerobic sludge blanket, Biotechnology and Bioengineering, vol. 91,
2005. 31
[76] Crites R. Tchobanoglous G., Small and decentralized wastewater management sys-
tems, Mc Graw Hill, 1998. 32
[77] Bernard O. Hadj-Sadok Z. Dochain D. Genovesi A. Steyer J.P., “Dynamic model
development and parameter identification for an anerobic wastewater treatment pro-
cess, Biotechnology and Bioengineering, vol. 75, no. 4, 2001. 32
[78] Beveridge G Schechter R.S., Optimization. Theory and Practice, Mc Graw Hill,
1970. 33
[79] Edgar T.F. Himmelblau D.M. Lasdon L.S., Optimization od Chemical Processes, Mc
Graw Hill, 2001. 33
BIBLIOGRAFI´A 93
[80] Zegers F., “Microbiologı´a,” in Arranque y operacio´n de sistema de flujo ascendente
con manto de lodo -UASB-. Universidad Agrı´cola de Wageningen, Universidad del
Valle, 1987. 34
[81] Angulo-Garcı´a F., Ana´lisis de sistemas de control no lineales, Universidad Nacional
de Colombia Sede Manizales, 1999. 35
[82] Bequette B.W., Process dynamics: modeling, analysis and simulation, Prentice Hall,
1998. 35, 39, 40
[83] Khalil H., Nonlinear systems, Prentice Hall, 1996. 40, 61
[84] Looney C. G., Pattern Recognition Using Neural Networks, Oxford University Press,
1997. 41
[85] Holubar P. Zani L. Hager M. Fro¨schl W. Radak Z. Braun R., “Advanced controlling
of anaerobic digestion by means of hierarchical neural networks, Water Research,
vol. 36, 2002. 41
[86] S. Bose P. Jawed M. John S. Tare V. Sinha, “Application of neural network for
simulation of upflow anaerobic sludge blanket reactor performance, Biotechnology
and Bioengineering, vol. 77, no. 7, 2001. 41
[87] Yen J. Langari R., Fuzzy logic: intelligence, control and information, Prentice Hall,
1999. 42, 70
[88] Tay J.H. Zhang X., “A fast predicting neural fuzzy model for high-rate anaerobic
wastewater treatment systems, Water Research, vol. 34, 2000. 42
[89] Polit M. Estaben M. Labat P., “A fuzzy model for an anaerobic digester, comparison
with experimental results, Engineering Applications of Arti.cial Intelligence, vol. 15,
2002. 42
[90] Mosca E., Optimal, predictive, and adaptive control, Prentice Hall, 1995. 42
[91] Hilgert N. Harmand J. Steyer J.P. Vila J.P., “Nonparametric idenfication an adaptive
control of an anaerobic fluidized bed digester, Control Engineering Practice, vol. 8,
2000. 42
[92] Lukasse J.S. Keesman K.J. van Straten G., “A recursively identified model for short-
term predictions of nh4/no3 concentrations in alternating activated sludge processes,
Journal of Process Control, vol. 9, 1999. 42
[93] Chen L. Bernard O. Bastin G. Angelov P., “Hybrid modelling of biotechnological
processes using neural networks, Control Engineering Practice, vol. 8, 2000. 42
[94] Karama A. Bernard O. Genovesi A. Dochain D. Benhammou A. Steyer J.P., “Hybrid
modelling of anaerobic wastewater treatment processes, Water Science and Techno-
logy, vol. 43, no. 1, 2001. 42
94 BIBLIOGRAFI´A
[95] Bernard O. Gouze J.L., “State stimation for bioprocess,” Tech. Rep., Lectures given
at the Summer School on Mathematical Control Theory Trieste, 2001. 45, 48, 51, 52
[96] Herrera E. Leal R.R., “Sensores virtuales mediante redes neuronales artificiales. dos
estudios de caso en biotecnologı´a,” in Memorias de la Conferencia Internacional
CONIELECOMP. Cholula, Puebla, Febrero 1998. 45
[97] Chen Chi-Tsong, Linerar System theory and design, Oxford University Press, 1999.
46, 61
[98] Hermann R. Krener A.J., “Nonlinear controlability and observability, IEEE Tran-
sactions on Automatic Control, vol. AC 22, no. 5, 1977. 46, 61
[99] Gouze´ J.L. Rapaport A. Hadj-Sadok M.Z., “Interval observers for uncertain biologi-
cal systems, Ecological Modelling, vol. 113, 2000. 46
[100] Vidyasagar M., Nonlinear Systems Analysis, Prentice Hall, 1993. 46, 61
[101] Isidori A., Nonlinear Control Systems, Springer, 1995. 46
[102] B. Pen˜a M. Pin˜o´n S. Kuchen, “Control predictivo con restricciones para el clima de
un inverna´culo, Dyna. Revista de la Facultad de Minas de la Universidad Nacional
de Colombia Sede Medellı´n, , no. 135, Marzo 2002. 46
[103] Dochain D. Moreno J.A., “Global observability and detectability analysis of uncer-
tain reaction systems,” in 16th IFAC World Congress. Prague, Czech Republic. IFAC,
4-8 July 2005. 47
[104] Gouze´ J.L. Hadj-Sadok M.Z., “Estimation of uncertain models of activated sludge
processes with interval observers, Journal of Process Control, vol. 11, 2001. 47
[105] Alcaraz G.V. HarmandJ. Rapaport A. Steyer J.P. Gonza´lez A.V., “Software sensors
for highly uncertain wwtps: a new approach based on interval observers, Water Re-
search, vol. 36, 2002. 47, 50
[106] Dochain D., “State and parameter estimation in chemical and biochemical processes:
a tutorial, Journal of Process Control, vol. 13, 2003. 51, 56
[107] Steyer J.P. Bouvier J.C. Conte T. Gras P. Harmand J. Delgenes J.P., “On-line mea-
surements of cod, toc, vfa, total and partial alkalinity in anaerobic digestion processes
using infra-red spectrometry, Water Science and Technology, vol. 45, no. 10, 2002.
51
[108] Angelidaki I. Ahring B.K. Pind P.F., “A new vfa sensor technique for anaerobic
reactor systems, Biotechnology and Bioengineering, vol. 82, no. 1, 2003. 51
[109] Feitkenhauer H. von Sachs J. Meyer U., “On-line titration of volatile fatty acids for
the process control of anerobic digestion plants, Water Research, vol. 36, 2002. 51
[110] Endress+Hausser, Aguas residuales. Medida y automatizacio´n, 1993. 51
BIBLIOGRAFI´A 95
[111] Bernard O. Gouze´ J.L., “Closed loop observers bundle for uncertain biotechnological
models, Journal of Process Control, vol. 14, 2004. 52, 56
[112] Alcaraz-Gonza´lez V. Salazar-Pen˜a R. Gonza´lez ´Alvarez V. Gouze´ J.L. Steyer J.P.,
“A tunable multivariable nonlinear robust observer for biological systems, Comptes
Rendus Biologies, vol. 328, 2005. 52
[113] Moisan M. Bernard O., “Interval observers for non monotone systems. application to
bioprocess models,” in 16th IFAC World Congress. Prague, Czech Republic. IFAC,
4-8 July 2005. 56
[114] Chen L. Bastin G., “Structural identifiability of the yield coefficients in bioprocess
models when the reaction rates are unknown, Mathematical Biosciences, vol. 132,
1996. 56
[115] Muller T.G. Noykova N. Gyllenberg M. Timmer J., “Parameter identfication in dy-
namical models of anerobic waste water treatment, Mathematical Biosciences, vol.
177-178, 2002. 56
[116] Bastin G. Bernard O., “On the esti mation of the pseudo-stoichiometric matrix for
macroscopic mass balance modelling of biotechnological processes, Mathematical
Biosciences, vol. 193, 2005. 56
[117] Ministerio de Salud., Decreto 1594 de 1984, Repu´bica de Colombia. 59
[118] Steyer J.P. Bouvier J.C. Conte T. Gras P. Sousble P., “Evaluation of a four year
experience with a fully instrumented anaerobic digestion process, Water Science and
Technology, vol. 45, no. 4-5, 2002. 59
[119] Park S.W. Garcia. C. Sotomayor O.A.Z., “A simulation benchmark to evaluate
the performance of advanced control techniques in biological wastewater treatment
plants, Brazilian Journal of Chemical Engineering, vol. 18, no. 1, 2001. 59
[120] Mantzaris N.V. Daoutidis P., “Cell population balance modeling and control in con-
tinuos bioreactors, Journal of Process Control, vol. 14, 2004. 59
[121] Smets I.Y. Claes J.E. November E.J. Bastin G.P. Van Impe J.F., “optimal adaptive
control of (bio) chemical reactors: past, present and future, Journal of Process Con-
trol, vol. 14, 2004. 59
[122] Pinto J.M. Riascos C.A., “Simultaneous optimization of dynamic bioprocesses,
Brazilian Journal of Chemical Engineering, vol. 19, no. 4, 2002. 59
[123] Marcos N.I Guay M. Dochain D., “Output feedback adaptive extremun seeking con-
trol of a continuos stirred tank bioreactor with monod’s kinetics, Journal of Process
Control, vol. 14, 2004. 59
[124] Cadet C. Be´teau J.F. Hernandez S.C., “Multicriteria control strategy for cost/quality
compromise in wastewater treatment plants, Control Engineering Practice, vol. 24,
2004. 59
96 BIBLIOGRAFI´A
[125] Slotine J.J. Li W., Applied Nonlinear Control, Prentice Hall, 1991. 59, 61, 66, 67
[126] Pierson J.A. Pavlostathis A.G., “Real-time monitoring and control of sequencing
batch reactors for secundary treatment of a poultry processing wastewater, Water
Environment Research, vol. 72, no. 5, 2000. 60
[127] Lardon L. Punal A. Steyer J.P., “On-line diagnosis and uncertainty management
using evidence theory- experimental illustration to anaerobic digestion processes,
Journal of Process Control, vol. 14, 2004. 60, 86
[128] Kabouris J.C., “Modeling, instrumentation, automation and optimization of waste-
water treatment facilities, Water Environment Research, vol. 70, no. 4, 1998. 60
[129] Seok J., “Hybrid adatptive control of anaerobic fluidized bed bioreactor for the de-
icing waste treatment, Journal of Biotechnology, vol. 102, 2003. 60
[130] Zarrad W. Harmand J. Devisscher M. Steyer J.P., “Comparison of advanced con-
trol strategies for improving the monitoring of activated sludge processes, Control
Engineering Practice, vol. 12, 2004. 60
[131] Steyer J.P. Buffie`re P. Rolland D. Moletta R., “Advanced control of anaerobic di-
gestion processes through disturbances monitoring, Water Research, vol. 33, no. 9,
1999. 60
[132] Ochoa S. Alvarez H. Aguirre J., “Using controlability for chemical equipment design
as a first step to integrated design,” in XI, CLCA, Cuba., 2004. 62
[133] Ochoa S., “Metodologia para la integracio´n disen˜o-control en el espacio de estados,”
Tech. Rep., Universidad Nacional de Colombia Sede Medellı´n, 2005. 62
[134] Marlin T.E., Process Control. Designing Processes and Control Systems, Mc Graw
Hill, 1995. 63
[135] Smith C.L., “Process engineers: Take control, Chemical Engineering Progress, vol.
96, no. 8, 2000. 63
[136] Coughanowr D.R., Process Systems Analysis and Control, Mc Graw Hill, 1991. 63
[137] Corripio A.B Smith C.A., Pinciples an Practice of Automatic Process Control, John
Wiley & Sons, 1997. 63, 79
[138] Prieto F. Osorio G. Ocampo C. Angulo F., “Control de un motor dc paralelo con
te´cnicas geome´tricas diferenciales, Dyna. Revista de la Facultad de Minas de la
Universidad Nacional de Colombia Sede Medellı´n, , no. 135, Marzo 2002. 66
[139] Lin C.J., “A ga based neural fuzzy system for temperature control, Fuzzy Sets and
Systems. 70
[140] Dubois D. Prade H., “Fuzzy set and possibility theory-based methods in artificial
intelligence. editorial, Artificial Intelligence, vol. 148, 2003. 70
BIBLIOGRAFI´A 97
[141] Duque M. Giraldo E., “El control automa´tico al servicio del medio ambiente, Inves-
tigacio´n y Desarrollo. 70
[142] Estaben M. Polit M. Steyer J.P., “Fuzzy control for an anaerobic digester, Control
Engineering Practice, vol. 5, no. 98, 1997. 70
[143] Muller A. Marsili-Libeli S. Aivasidis A. Lloyd T. Kroner S. Wandrey C., “Fuzzy
control of disturbances in a wastewater treatment process, Water Research, vol. 31,
no. 12, 1997. 70
[144] Palazzotto L. Pun˜al A. Bouvier J.C. Conte T. Steyer J.P., “Automatic control of
volatile fatty acids in anaerobic digestion using a fuzzy logic based approach, Water
Science and Technology, vol. 48, no. 6, 2003. 70
[145] Fuzzy Logic Toolbox for use with Matlab, Mathworks, 2000. 70
[146] Morari M. Lee J.H. Garcı´a C.E., Model Predictive Control, 2002. 75
[147] Cutler C.R. Morsedi A.M. Haydell J.J., An Industrial Perspective on Advanced Con-
trol. Meeting of the American Institute of Chemical Engineerings, 1984. 75
[148] Quin S.J. Badgwell T.A, “An overview of industrial model predictive control tech-
nology,” in Fifth International Conference on Chemical Process Control. AIChE &
CACHE, 1997. 75
[149] Morari M. Ricke L., Model Predictive Control Toolbox for use with Matlab, Math-
works, 1998. 77
[150] Shinskey F.G., Process Control Systems, Mc Graw Hill, 1967. 79
[151] Sheldon M.R., Simulacio´n, Pearson. 86
[152] Fan L.T. Argoti A. Chou S.T. Chen W.Y., “Stochastic modeling of thermal death
kinetics of a cell population: Revisited, Journal of Chemical Engineering Education,
vol. 37, no. 3, 2003. 86
[153] Pun˜al A. Roca E. Lema, “An expert system for monitoring and diagnosis of anaerobic
wastewater treatment plants, Water Research, vol. 36, 2002. 86
[154] Flores J. Arcay B. Arias J., “An intelligent system for distributed control of an anaero-
bic wastewater treatment process, Engineering Applications of Artifical Intelligence,
vol. 13, 2000. 86
[155] Genovesi A. Harmand J. Steyer J.P., “A fuzzy logic based diagnosis system for the
on-line supervision of an anaerobic digestor pilot-plant, Biochemical Engineering
Journal, vol. 3, 1999. 86
[156] Genovesi A. Harmand J. Steyer J.P., “Integrated fault detection and isolation: Appli-
cation to a winery’s wastewater treatment plant, Applied Intelligence, vol. 13, 2000.
86
98 BIBLIOGRAFI´A
[157] Aubrun C. Harmand J. Garnier O. Steyer J.P., “Fault detection filter design for an
anaerobic digestion process, Bioprocess Engineering, vol. 22, 2000. 86
[158] Genovesi A. Harmand J. Steyer J.P., “Advanced monitoring and control of anaer-
obic wastewater treatment plants: fault detection and isolation, Water Science and
Technology, vol. 43, no. 7, 2001. 86
[159] Lardon L. Bernard O. Steyer J.P., “Sensors network diagnosis in anaerobic digestion
processes using evidence theory, Water Science and Technology, vol. 50, no. 11,
2004. 86
[160] Lardon L. Pun˜al A. Martinez J.A. Steyer J.P., “Modular expert system for the diag-
nosis of operating conditions of industrial anaerobic digestion plants, Water Science
and Technology, vol. 52, no. 1-2, 2005. 86
[161] Elias Canetti, Apuntes 1973-1984, Galaxia Gutenberg, 2000.
[162] Italo Calvino, Palomar, Alianza Editorial, 1985.
[163] Augusto Monterroso, Obras Completas y otros Cuentos, Norma, 2002.
Ape´ndice A
Seguimiento del Reactor
Fecha Caudal DQOE DQOS % Rem. SSVE SSVS SSVR Metano Observa-
d/m/a (ml/min) (mg/l) (mg/l) DQO (mg/l) (mg/l) (mg/) (ml/d) ciones
04/05/2005 6.95 1200 42818.012
Arranque del
equipo.
Temperatura
= 20 oC
16/05/2005 7 1528.8 352 11.904
17/05/2005 7 1528.8 280 1280 15658
24/05/2005 8.15 1666.8 1037.12 37.8 280 640 10339
01/06/2005 7.33 1499.4 23.5
02/06/2005 7.33 1499.4 25.84
04/06/2005 10.14 1499 22.69
14/06/2005 7.86 2175.83 300 500 16715 35.094
17/06/2005
Perio´do de
vacaciones.
Operacio´n en
recirculacio´n
27/06/2005
30/06/2005 14.32 1360 1160 14.71
Retorno de
vaciones.
Operacio´n
en continuo
Los subı´ndices E , S y R, hacen referencia a la entrada, salida e interior del reactor respecti-
vamente.
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06/07/2005 7.43 1360 34.5
Inconvenientes
con la rea-
comodacio´n
del lodo.
Medicio´n
errada del
metano
07/07/2005 7.14 1360 560 58.82
11/07/2005 6.11 1500.4 20.7
12/07/2005
Presentacio´n
de fugas.
Pe´rdida de
biomasa.
13/07/2005
14/07/2005 7.66 1136.8
18/07/2005 12.375 1136.8 20.83
19/07/2005 6.3 1136.8 470.4 58.62
05/08/2005 11.75 1500
08/08/2005 11.03 1500 20.52 Rebose del
reactor
19/08/2005 13.62 1020 460 54.90 400 170 18072 27
22/08/2005 14.23 1020 33.1
24/08/2005 14.1 1020 30.72
02/09/2005 13 1060 360 66.04 220 260 36.3
Inconvenientes
con la rea-
comodacio´n
del lodo.
Medicio´n
errada del
metano.
Taponamien-
to de la toma
de muestras
de biomasa.
13/09/2005 7.82 1432 455 68.23 54
Inconvenientes
con la rea-
comodacio´n
del lodo.
Medicio´n
errada del
metano
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21/09/2005 14.14 1567.712 475.46 69.67 175 120
Inconvenientes
con la rea-
comodacio´n
del lodo.
Medicio´n
errada del
metano
04/10/2005 13.11 4429.6
Aumento de
la carga
06/10/2005 11.36 4429.6 1019.2 77.0 187.14 212.5 13514 40.3
13/10/2005 15 4036.9 716.83 82.24 42.2
02/11/2005
Falla de
bomba
11/11/2005 14.4 3436.2 1170.56 65.93 200 200 10577 35.58
17/11/2005 13.5 2876.09 505.18 82.44 320 354 14406 22.81
24/11/2005 12 2070 483 76.67 22.68
25/11/2005
Falla de
bomba
29/11/2005 13.58 2560 480 81.25 245 289
Taponamiento
de la toma de
muestras de
biomasa.
06/12/2005 13.8 3680 760 79.35
20/12/2005 13 Perı´odo de
vacaciones.
20/01/2006 12.17 2538.5 Retorno de
vacaciones.
27/01/2006 11.75 2470.5 27.2
30/01/2006 12.57 16.74 Rebose del
reactor
03/02/2006 11.86 1787.52 588 67.11 16.91
06/02/2006 10.7 2500.96
08/02/2006 23.1 Falla de
bomba
15/02/2006 12.7 4000 769.22 80.77
21/02/2006 11.06 4053
07/03/2006 11.32 4000 1303.6 67.41 18.8
Cambio en la
temperatura
de 20-27oC
10/03/2006 12.9 4000 982.4 75.44
13/03/2006 12.05 4000 536 87
Tabla A.1: Datos del seguimiento del reactor.
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Fecha AGV Alcalinidad Relacio´n pH
d/m/a (mg/l CH3COOH) (mg CaCO3/l) AGV/Alcalinidad
01/06/2005
Entrada 20.3 920 0.022 8.3
Salida 11.5 830 0.014 7.9
28/06/2005
Entrada 19.7 872 0.023 7.8
Salida 8.2 784 0.011 7.5
05/07/2005
Entrada 23.4 1028 0.023 8.6
Salida 12.2 854 0.014 7.5
02/08/2005
Entrada 24.5 1120 0.022 8.2
Salida 5.3 910 0.006 7.8
11/08/2005
Entrada 21.6 1045 0.021 8.2
Salida 10.5 896 0.012 7.5
24/11/2005
Entrada 22.6 987 0.023 7.9
Salida 6.3 854 0.007 7.3
15/09/2005
Entrada 19.6 932 0.021 8
Salida 5.2 769 0.007 7.4
26/09/2005
Entrada 28.4 1230 0.023 8.4
Salida 4.3 910 0.005 7.9
05/10/2005
Entrada 79.2 3698 0.04 7.9
Salida 19.3 2365 0.008 7.7
12/10/2005
Entrada 96.4 4025 0.04 7.9
Salida 36.5 3025 0.012 7.6
Tabla A.2: Seguimiento de la relacio´n AGV/Alcalinidad.
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Fecha-Hora Concentracio´n Fecha-Hora Concentracio´n
de NaCl (g/l) de NaCl (g/l)
01/12/2005
9:28 1.2 3:15 3.3
9:33 1.2 3:32 3.3
9:53 1.2 3:58 3.5
9:57 1.2 4:27 3.6
10:00 1.2 4:45 3.7
10:05 1.2 5:05 3.9
10:13 1.2 5:27 3.9
10:27 1.2 5:52 4
10:30 1.2 6:12 4.1
10:45 1.3 6:33 4.2
10:50 1.4 7:08 4.3
10:55 1.4 7:40 4.5
11:00 1.4 8:13 4.5
11:05 1.5 8:49 4.6
11:25 1.8 9:20 4.7
11:38 1.9 02/12/2005
11:45 2 8:18 5.5
11:57 2 8:35 5.6
12:05 2.1 9:02 5.6
1:06 2.5 9:42 5.6
1:26 2.6 10:35 5.6
1:35 2.7 11:53 5.6
1:41 2.7 2:04 5.7
1:55 2.8 2:45 5.7
2:13 2.9 3:36 5.7
2:42 3 4:37 5.6
2:56 3 5:40 5.7
Tabla A.3: Datos de la prueba de trazador.
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Ape´ndice B
Componentes de Adquisicio´n y Control
Figura B.1: Componentes del sistema de adquisicio´n.
La tarjeta de adquisicio´n utilizada pertenece a la serie PCI 6034E de la National Instru-
ments.
La temperatura del reactor es medida por medio de un sensor LM35, cuya sen˜al es ampli-
ficada en el circuito de acondicionamiento, para posteriomente ser enviada a la tarjeta de
adquisicio´n, al igual que la sen˜al del sensor de metano. Las sen˜ales son manipuladas por
medio del software disen˜ado; que permite establecer la temperatura necesaria para alcan-
zar el valor de referencia de la DQO y de esta manera enviar la sen˜al de accio´n sobre la
resistencia (encendido-apagado) mediante el paso o no de corriente a trave´s del rele´.
El procesador utilizado fue un DELL X86 family modelo 6, con 129 MB en RAM y memo-
ria 18 GB.
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Ape´ndice C
Manual de Usuario
A continuacio´n se describen los pasos requeridos para utilizar el software de adquisicio´n y
control desarrollado, en el que se regula la concentracio´n de la DQO a la salida del reactor
por medio de la manipulacio´n de la temperatura en el sistema.
Es importante seguir ordenadamente los pasos descritos con el objeto de evitar inconve-
nientes en los componentes electro´nicos y en el reactor. Remitirse a la figura correspon-
diente a la interface del programa.
1. Ajuste del sistema de medicio´n de metano:
a) Lo primero que debe hacerse es establecer la posicio´n de los electrodos de acuer-
do a un volumen de referencia de desplazamiento, para ello se debe adicionar un
volumen conocido de agua (Vi) en el reservorio externo del equipo y posterior-
mente roscar la tapa. Verificar que el reservorio interno este bien cerrado y que
la manguera se encuentre en el interior de este. Ajustar uno de los electrodos
(E1) de tal manera que este quede ligeramente por encima de la superficie de
agua.
b) Definir el volumen de referencia del metano (Vref). Abrir nuevamente el equipo
y adicionar el volumen de referencia Vref. Ajustar el segundo electrodo (E2) de
tal forma que quede inmerso 0.5 cm.
c) Vaciar el agua.
d) Preparar una solucio´n de NaOH al 2%, la cual sera´ la encargada de absorber
el CO2 del bioga´s y permitir el desplazamiento del metano. Abrir el equipo y
vaciar el lı´quido contenido en los dos reservorios. Adicionar un volumen Vi de
la solucio´n de NaOH en el reservorio externo y cerrar nuevamente el equipo.
Conectar la manguera que proviene de la campana del reactor al sensor de
metano. En la figura C.1 se ilustran los pasos amteriores.
2. Ubicacio´n del sensor de temperatura: Localizar el sensor en el interior del ban˜o te´rmi-
co.
3. Sistema de agitacio´n: la chaqueta cuenta con una manguera interna para la inyeccio´n
de aire y de esta manera proporcionar mezclado en el sistema. La salida externa de la
manguera puede ser conectada a un compresor o una bomba de burbujeo.
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4. Encendido: Conectar la resistencia ele´ctrica, el compresor o bomba para la agitacio´n,
el sistema de medicio´n de metano y la fuente de alimentacio´n del sistema de ade-
cuacio´n de sen˜ales a la lı´nea de suministro de 110 Voltios. Con las conexiones reali-
zadas entre el computador, el sistema de adecuacio´n de sen˜ales y la tarjeta de adquisi-
cio´n, se realiza el encendido del ordenador convencionalmente. Encender la fuente,
el compresor (o bomba) y el sensor de metano.
5. Cargar el programa: En el menu´ de programas del boto´n Inicio, buscar la aplicacio´n
UASB y hacer clic en el programa. Seleccionar el modo de operacio´n (Automa´tico o
Manual). Para el modo Manual, ingresar en la casilla Accio´n de Control de la Tem-
peratura, el valor que desee para la operacio´n en lazo abierto.
Ingresar en la casilla Tiempo de muestreo, el valor correspondiente, el cual debe ser
mayor de 10 segundos.
Antes de comenzar con el funcionamiento del programa es necesario definir algunos
para´metros, los cuales se describen en los siguientes numerales.
6. Determinacio´n de las condiciones de entrada: se debe realizar la caracterizacio´n del
efluente a tratar en relacio´n a la DQO (mg/l) y a los SSV (mg/l) (ver los Me´todos
Normalizados para el Ana´lisis de Aguas Potables y Residuales). De igual manera se
debe calcular el caudal de la alimentacio´n (ml/min). Los datos anteriores deben ser
ingresados en las casillas respectivas (DQO entrada, SSV entrada, Caudal).
7. Inicializacio´n de las variables de proceso: Es necesario ingresar los estimativos ini-
ciales de los valores de la DQO (mgl) a la salida del sistema, de los SSV (mg/l) en
el reactor y de la produccio´n de metano (ml/d). Seleccionar el volumen de referen-
cia de desplazamiento para el sensor de metano (Vref). Los valores de DQO y SSV
pueden ser ingresados por aproximacio´n o mediante la medicio´n respectiva. Para el
metano se recomienda como primera aproximacio´n un valor de 20 ml/d . Los SSV
en el reactor se determinan por medio del perfil de SSV a lo largo del equipo, por lo
que se debe realizar la toma de muestras en los cuatro puntos ubicados a lo largo del
equipo, al igual que a la entrada y a la salida del reactor. La cantidad de SSV en el
sistema se calcula como: Integral SSVi*a*dh /Vreactor. Donde a es el a´rea transver-
sal del equipo (cm2), y Vreactor es el volumen del reactor (cm3). Este ca´lculo puede
realizarse por el me´todo de los trapecios, teniendo en cuenta la distancia en cm entre
cada punto de muestreo.
Ingresar los valores correspondientes en la franja de inicializacio´n (DQO inicial, SSV
inicial, Qmetano inicial, Volumen referencia del metano).
8. Seleccio´n del Set Point de la DQO a la salida del reactor: Ingresar en la casilla Refe-
rencia DQO salida, el valor que se desea alcanzar.
9. Comenzar con la aplicacio´n: despue´s del ingreso los para´metros anteriores, asegu´rese
que la casilla Funcionamiento este´ activa, posteriormente hacer clic en el boto´n Inicio
y guardar la informacio´n del sistema de adquisicio´n y control en una archivo txt.
Hacer clic nuevamente en el boto´n de Inicio .
10. Verificacio´n de la calibracio´n del sensor de temperatura: Cuando comienza la apli-
cacio´n debe corroborar con un sensor de referencia si la lectura del sensor LM35 es
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correcta o no. El sistema tiene por defecto las constantes de calibracio´n determinadas
en la experimentacio´n. En caso de que la lectura del sensor este´ errada, proceder a rea-
lizar la calibracio´n del sensor tomando parejas de Temperatura vs. Voltaje, utilizando
para ello un multı´metro y haciendo la medicio´n respectiva en la sen˜al de salida del
sensor del sistema de adecuacio´n de sen˜al (OA1). Realizar el ajuste lineal para deter-
minar la pendiente y el intercepto de la curva, los cuales deben ser ingresados en las
casillas m y b.
11. Finalizacio´n de la aplicacio´n: con el boto´n Parada el programa finaliza la aplicacio´n.
Puede cerrar la ventana y analizar los datos adquiridos, los cuales esta´n dispuestos
en el siguiente orden. Hora, Concentracio´n de la DQO a la salida del reactor (S),
concentracio´n de la biomasa en el reactor (X), temperatura del sistema, temperatura
de accio´n de control, produccio´n de metano (Qmet), valor de referencia de la DQO y
el factor de dilucio´n (D).
12. Apagar el sistema: apagar el sensor de metano, la fuente de alimentacio´n. Apgar el
computador y desconectar todos los componentes.
Notas:
1. Tenga presente la configuracio´n del computador para los puntos flotantes, si la sepa-
racio´n es realizada por punto (.) o coma (,). En el computador utilizado la separacio´n
decimal es efectuada por medio del punto.
2. Realizar continua limpieza a los electrodos del sistema de medicio´n de metano, al
igual que a las mangueras de entrada y salida del reactor.
3. Para temperaturas de trabajo superiores a 30◦C, observar el comportamiento de la
estructura del equipo, mediante incrementos escalonados, con el objeto de evitar de-
flexiones en el material de construccio´n, fugas o dan˜os irreparables.
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Figura C.1: Pasos para el ajuste del sensor de metano
