Abstract-The Kernel Support Vector Machine (KSVM) is a powerful nonlinear classification methodology where, the Support Vectors (SVs) fully describe the decision surface by incorporating local information in the Kernel space. On the other hand, the Kernel Fisher Discriminant(KFD) is a non-linear classifier which has proven to be powerful and competitive to several state-of-the-art classifiers. This paper proposes a novel KSVM + KFD model which combines these two methods. This model can be viewed as an extension to the KSVM by incorporating 'global' characteristics of the data to estimate the decision boundary in the Kernel space. On the other hand, this new model could also be considered as an improvement to the KFD by incorporating the Support Vectors (local margin concept) into the KFD formulation. The KSVM + KFD model can be reduced to the classical KSVM model so that existing KSVM softwares can be used for easy implementation. An extensive comparison of the KSVM + KFD to the KFD, KSVM, Linear Discriminant Analysis (LDA), Linear Support Vector Machine (LSVM) and the combined LSVM and LDA, performed on real data sets, has shown the advantages of our proposed model. In particular, the experiments on face recognition have clearly shown the superiority of the KSVM + KFD over other methods.
I. INTRODUCTION
In supervised learning, we are given a training set of input space
, where x i ∈ R K (K ≥ 1) ∀i ∈ {1, 2, ..., N }, along with corresponding tags
, where t i ∈ {0, 1} ∀i ∈ {1, 2, ..., N }), the latter of which might be class labels in classification. From this training set, we wish to learn a model of the dependency of the targets on the inputs with the objective of making accurate predictions of t for unseen values of X. In real-world data, the presence of class overlap in classification implies that the principal modelling challenge is to avoid over-fitting of the training set. Typically, we base our predictions upon some function y(X) defined over the input space (or training space) X , and learning is the process of inferring the parameters or weights of this function. In order to learn non-linear relations with a linear classifier, we need to select a set of non-linear features and to rewrite the data in the new representation. This is equivalent to applying a fixed non-linear mapping of the data to a feature space F, in which the linear classifier can be used. Hence, the set of hypotheses we consider will be functions of the 
where Φ(x) = (ϕ 1 (x), ϕ 2 (x), ..., ϕ N (x)) : X → F is a non-linear map from the input space to some feature space [1] . This means that we will build non-linear classifiers in two steps: first a fixed non-linear mapping transforms the data into a feature space F. Then, a linear classifier is used to classify them in F. Analysis of functions of the type (1) is facilitated since the adjustable parameters or weights w = (w 0 , w 1 , w 2 , ..., w l ) appear linearly, and the objective is to estimate good values for those parameters. While the range of functions of the type (1) that we can address is extremely broad, we concentrate here on functions of the type corresponding to those implemented by some relevant state-of-the-art Kernel-based models, such as, the Kernel Support Vector Machine (KSVM) [2] and the Kernel Fisher's Discriminant (KFD) [3] , [4] . The KSVM and KFD make predictions based on the function
where ϕ i (x) = K(x, x i ) is a Kernel function, defining one basis function for each observation in the training set. Implicitly, Kernel-based methods are based on mapping data from the original input space to a Kernel feature space of higher dimensionality, and then solving a linear problem in that space. These methods allow us to interpret (and design) learning algorithms geometrically in the Kernel space (which is nonlinearly related to the input space), thus combining statistics and geometry in an effective way. In the last decade, a number of powerful Kernel-based learning classifiers have been proposed in the machine-learning community [5] . One such classifier is the KFD which captures the essential characteristics of the data distributions (mean and covariance) from the Kernel training data, and then estimating the decision boundary using these 'global' characteristics of the data. The KFD, proposed by [3] , has proven to be powerful and competitive to several nonlinear classifiers [5] . Its main idea is to perform the traditional Fisher's Linear Discriminant Analysis (LDA) in the feature space, i.e., maximizing the distance between means of feature classes and minimizing their intraclass variances. However, assuming 'global' Gaussian distributions on the data to estimate the decision boundary is not always a good choice. Therefore, the definition of local margin concept is needed. Another classifier is the KSVM which emphasizes the idea of maximizing the margin or degree of separation in the Kernel training data. There are many hyperplanes which can divide the data between two classes for classification. One reasonable choice for the optimal hyperplane is the one which represents the largest separation or margin between the two classes. KSVM tries to find the optimal hyperplane using support vectors. The support vectors are the training samples that approximate the optimal separating hyperplane and are the most difficult patterns to classify [2] . In other words, they are consisted of those data points which are the closest to the optimal hyperplane. As KSVM deals with a subset of data points (support vectors) which are close to the decision boundary, it can be said that the KSVM solution is based on the "local" characteristics of the Kernel data. However, KSVM does not take into consideration the global properties of the class distribution on which the KFD is based.
In this paper, we propose a novel KSVM + KFD model which combines the KFD and KSVM methods, so that a solution (decision boundary) which reflects both global characteristics (in the sense of KFD) of the Kernel data and its local properties (in the sense of the local margin concept of the KSVM) can be obtained. The KSVM + KFD model can be considered as an extension to the KSVM and KFD and as a significant improvement and generalization to the combined Linear SVM (LSVM) and LDA model (LSVM + LDA) proposed by [6] . Moreover, the KSVM + KFD can be reduced to the classical KSVM model so that existing KSVM softwares can be used for easy implementation. We have particularly targeted the face recognition problem as an application of interest to our proposed model given that it has become one of the most challenging tasks in the pattern recognition area [7] - [12] . Furthermore, face recognition is also central to many other applications such as video surveillance and identity retrieval from databases for criminal investigations [13] . The paper is organized as follows. Section 2 provides the formulations of the KSVM and KFD methods. In Section 3, we present the derivation of the novel KSVM + KFD model. Section 4 provides a comparative evaluation of the KSVM + KFD model to the KSVM, KFD, LDA, LSVM and LSVM + LDA, carried out on a collection of benchmark real data sets. Experiments on face recognition are also provided. Finally, the conclusion is presented in Section 5.
II. THE KSVM AND KFD METHODS
, where 
, where t i ∈ {0, 1} ∀i ∈ {1, 2, ..., N }), the latter of which might be class labels in classification. Applying the kernel trick, we use a function Φ to map the classes X 1 and X 2 to two feature classes
The unknown parameters (weights) are considered random variables and are denoted by the random vector w = (w 0 , w 1 , ..., w N ) .
A. The Kernel Support Vector Machine
The classification methodology of KSVM attempts to separate samples belonging to different classes by tracing maximum margin hyperplanes in the Kernel space where samples are mapped. Maximizing the distance of samples to the optimal decision hyperplane is equivalent to minimizing the norm of w. Thus, this becomes the first term in the minimizing functional. For better manipulation of this functional, the l 2 -norm of weights is preferred. Therefore, the KSVM method solves
where w is the normal to the optimal hyperplane and w 0 is the intercepts and represents the closest distance to the origin coordinate system. These parameters define a linear classifier (f (
The nonlinear mapping function Φ is defined in accordance with Cover's theorem [14] , which guarantees that the transformed samples are more likely to be linearly separable. Here, ϵ i denotes the slack variable which measures the degree of misclassification for each data point Φ(x i ) in the Kernel space, and C is the regularization parameter, the value of which determines how large or small the penalty factor should be for each misclassified data point. Since w lies in a Kernel feature space F, one is forced to solve primal function (3) through its Lagrangian dual problem, which consists of maximizing
where
are positive Lagrange multipliers corresponding to the restrictions in (4). Therefore, problem (6) is optimized with respect to
, and the decision function for any test vector x is given by
where w * 0 is computed using the primal-dual relationship [15] , and where only samples with nonzero Lagrange multipliers α i account in the solution. The corresponding data samples are called Support Vectors (SVs). These points are crucial for classification as removal of these points will change the solution. Therefore, KSVM considers only those data points which are crucial to find the decision boundary. Only The data points close to the decision boundary are considered. In this sense, KSVM is a local method. On the contrary, the KFD incorporates the global discriminatory information present in the Kernel training data.
B. The Kernel Fisher Discriminant Analysis
The idea of the KFD analysis is to solve the well-known problem of Fishers linear discriminant in a kernel feature space, which produces a nonlinear discriminant classifier in the input space [3] . Fishers discriminant aims at finding linear projections such that the Kernel feature classes are well separated, i.e., maximizing the distance between means of the Kernel feature classes and minimizing their intraclass variances. According to [3] , we can find Fisher's linear discriminant in F by maximizing
with respect to w. The matrix
where the components of the vectors M 1 and M 2 are given by
is the identity matrix and 1 N1 and 1 N −N1 are the matrices with all entries 1 N1 and 1 N −N1 , respectively. Problem (9) can be solved by finding the leading eigenvector of Λ −1 M . According to [16] , another solution can be obtained by w
As the dimension in the Kernel space is equal to the number of samples, an identity matrix with a small scalar multiple β is used for regularization, i.e.,
The projection of a test point x onto the discriminant is computed by
where w * 0 is computed using the Karush-Kuhn-Tucker conditions [17] . The success of KFD is partially due to the fact that only up to second order moments (mean and covariance) of the Kernel feature class distribution are used in KFD. This approach is more robust than estimating the distribution of the data. However, the estimated mean and covariance in the Kernel space may be inaccurate. In addition, local useful information is missing in global methods like KFD.
III. THE KSVM + KFD MODEL
In this section, we present our proposed model which combines the discriminatory information represented by the normal vector to the decision surface for the KFD and the support vectors for the KSVM.
A. The Derivation of the KSVM + KFD Model
The KSVM + KFD is defined by the following optimization problem:
Note that instead of the objective function used in (13), we can also use objective functions like
From the definition of N , we have
The term w T Λw provides a measure of the closeness of the projected data points in the Kernel space. Thus the KSVM + KFD formulation tries to maximize the margin of the hyperplane separating two data sets as well as to minimize the scatter of the Kernel data projected to the normal direction of the hyperplane. The tradeoff is controlled by the parameter λ, which takes value from 0 to ∞. Compared to KSVM, the KSVM + KFD formulation additionally incorporates the global information of the data. Namely, the covariance information of data or the statistical trend of data occurance is considered. A rough geometrical interpretation of KSVM + KFD compared to the KSVM and the KFD in the case of a simple two dimensional situation can be seen on Figure 1 . Here, we see that the hyperplane defined by KFD is obtained by considering the distributions of the Kernel feature classes. On the other hand, the hyperplane defined by KSVM is obtained using two separating hyperplanes H 1 and H 2 which provide the maximum margin. In case of KSVM + KFD, we see how the orientation of the decision hyperplane changes in an optimal way by incorporating information from both KSVM and KFD. Here, we see that two (hypothetical) data points for testing a and b are being misclassified by KSVM and KFD, respectively. But the orientation change of the decision hyperplane in KSVM + KFD results in accurate classification of these two data points. Theoretically, KSVM + KFD should outperform both KSVM and KFD if the control parameter λ can be chosen optimally. 
B. Solution to the Optimization Problem
Similar to KSVM, problem (13) is a convex optimization problem. This problem is converted to a Lagrangian formulation by the method of Lagrange undetermined multipliers [18] . In that way, the constraints in problem (13) are replaced by constraints on the positive Lagrange multipliers α i , for i = 1, . . . N . The primal Lagrangian is derived as:
where Σ = (λΛ + I). The target is to minimize L P with respect to w and w 0 requiring all derivatives of L P with respect to {α i } N i=1 vanish subject to constraints α i ≥ 0, ∀i = 1, . . . N . Analogously, we can solve the dual problem by maximizing L P with respect to w and w 0 requiring all derivatives of L P with respect to
vanish subject to constraints α i ≥ 0, ∀i = 1, . . . N . Maximizing L P with respect to w and w 0 means that the gradient components of L P with respect to w and w 0 will vanish. This gives us the following equations:
Hence, we have the following dual problem:
If
solve the optimization problem, then we find the weight vector w * as:
The intercept w * 0 can be found using the Karush-KuhnTucker conditions [17] . So, the final decision boundary of the KSVM + KFD for a test point x is:
However, in practice there is an easier way to implement KSVM + KFD. According to Lemma 1, our formulation is just a variation of the classical KSVM method. Hence, it can be solved using existing KSVM software, which are widely available [19] . Lemma 1: The KSVM + KFD formulation is equivalent to:
and 
Hence, from equation (29) we can write:
Now, we can calculate Σ 1/2 and Σ −1/2 as follows:
As V is a diagonal matrix, calculating V 1/2 or V for each eigenvalue v i , which is trivial. Now, the only problem left is to choose a suitable implementation of KSVM. For our experiments, an implementation of KSVM for MATLAB software by the MathWorks TM was used, which is available with the Bioinformatics Toolbox TM [19] . The optimization problem for KSVM is solved internally with this implementation. The algorithm to solve the optimization problem is based on the interior-reflective Newton method described in [21] .
IV. EXPERIMENTAL RESULTS
In this section, we first present a comparison of the KSVM + KFD model with the KFD, LDA [5] , LSVM, KSVM [2] and LSVM + LDA [6] on real data sets. We also carry out an evaluation and comparison of all of these methods on several face databases with varying setups.
A. Evaluation and Comparison on Real Data Sets
We have used here a collection of benchmark real data sets to evaluate the KSVM + KFD and to compare it to the the KFD, LDA, LSVM, KSVM and LSVM + LDA in term of classification performance. Table 1 contains a brief description of the used real data sets. Classification accuracy has been used here as an error measurement [22] for the evaluation and comparison of each method's classification performance. The latter is given by 100 * Ncc N %, where N is the total number of data points (testing data or training data) and N cc is the number of points classified correctly. For the KSVM + KFD, KFD and KSVM we have used a Gaussian RBF Kernel K(x, x i ) = e −||x−xi|| 2 /σ ), where σ is the positive 'width' parameter. In fact, the Gaussian RBF kernel was proven flexible and useful in [1] . Most of the real data sets are obtained from the Benchmark Repository used in [5] . The Benchmark Repository consists of 12 real world data sets selected from the UCI, DELVE and STATLOG repositories, we have chosen 8 of them: Breast-Cancer, German, Ringnorm, Splice, Titanic, Thyroid, Waveform and Banana. Originally, Some of these data sets contain intrinsic within-class multimodal structures. Hence, they were converted from multi-class problems to two-class or binary problems by merging some of the classes. Then, 100 partitions into test and training set (about 60%:40%) were generated for each data set (see [5] for details). We only select the first five partitions of each of these 8 data sets in this experiment. For each partition, the regularization parameter C of the SVM-based methods, namely KSVM + KFD, LSVM + LDA and LSVM, the control parameter λ of the KSVM + KFD and LSVM + LDA methods and the width σ of the Kernel based methods KSVM + KFD, KSVM and KFD are computed using 2-fold cross validation technique. The results in Table 2 show the average test classification accuracies over the 5 runs for each real data set. The other real data sets are the two-class data set Sonar and the multi-class data sets Glass and Libras-Movement obtained from the UCI Machine Learning Repository [23] . For Glass and LibrasMovement, the multi-class structure was kept as it is and one-against-all algorithm was used for all classification methods. To estimate the necessary parameters of each classification method, a 10-fold cross validation technique was used on each of these three real data sets. The test classification accuracies for the different classification methods on Glass, Libras-Movement and Sonar and the training computational time averages over all the 11 real data sets are illustrated in Table 2 .
From Table 2 , it is obvious that the KSVM + KFD outperforms the LSVM, LDA and LSVM + LDA significantly on all data sets in term of classification accuracy, while achieving lower training running time than the LSVM and LSVM + LDA. In fact, thanks to the Kernel trick, the KSVM + KFD discriminates between the classes in the input space using a flexible nonlinear Gaussian RBF Kernel, whereas the LSVM, LDA and LSVM + LDA rely on linear decision boundaries. We can also notice that the KSVM + KFD outperforms the KSVM and KFD on almost all data sets, while achieving very close training running times. This is because it combines the global characteristics for the KFD and the local properties for the KSVM. In term of computational complexity, each of the KSVM + KFD, KSVM, LSVM and LSVM + LDA training time scales with O(N 2 ) [1] , while the KFD and LDA complexities scale with O(N 3 ) and O(K 3 ) (dominated by the inversion of the within-class scatter matrices), respectively. According to the last row of Table  2 , the LDA has the lowest computational time. This result was expected as the LDA requires only one iteration to converge and K << N for all real data sets used. The KSVM + KFD has slightly higher computational time than the KFD, since it requires few iterations to converge whereas the KFD requires only one iteration. Also, we can notice that the KSVM + KFD has almost the same computational time as the KSVM, since the KSVM + KFD optimization problem is reduced to the KSVM optimization problem thanks to the Lemma 1.
B. Face Recognition Application
We have compared in this section the KSVM + KFD to the KFD, KSVM, LDA, LSVM and LSVM + LDA in the context of face recognition. This comparison has been carried out on the Olivetti-Oracle Research Lab (ORL) face database [24] , the Yale face database [25] , the Japanese Female Facial Expression Database (JAFFE) [26] , [27] and the Indian face database [28] . The ORL database consists of 400 frontal faces, 10 images each of 40 individuals with variations in pose, illumination, facial expression (open/closed eyes, smiling/not smiling) and facial details (glasses/no glasses). The Yale database consists of 165 images of 15 individuals. There are 11 images per subject, one per different facial expression or configuration: center-light, with glasses, happy, leftlight, without glasses, normal, right-light, sad, sleepy, surprised, and winking. The JAFFE database contains 213 images of 7 facial expressions (6 basic facial expressions + 1 neutral) posed by 10 Japanese female models. Each image has been rated on 6 emotion adjectives by 60 Japanese subjects. From these images, 20 per model were randomly chosen to build a database of 200 images. Finally, the Indian database contains images of 40 distinct subjects with 11 different poses for each individual. Of the 40 individuals, 20 were randomly chosen to build a database of 220 images. The images have a bright homogeneous background with the subjects in an upright, frontal position. The following poses are included for each face: looking front, looking left, looking right, looking up, looking up towards left, looking up towards right, looking down. In addition to pose variation, the following emotions are included: neutral, smile, laughter, sad/disgust. For these databases, Principal Component Analysis (PCA) was used to project the images onto a reduced subspace. The PCA is a standard technique used in statistical pattern recognition and signal processing for data reduction and feature extraction. As the pattern often contains redundant information, mapping it to a feature vector can rid it from this redundancy and yet, preserves most of the intrinsic information contents of the pattern. These extracted features have great role in distinguishing input patterns. To observe the result of varying PCA dimension on different classification methods, we have repeated our experiment with projecting all the images onto PCA subspace of 10, 20, 30, . . . 100 dimensions each. In case of the four databases, for each individual (class), the number of samples were randomly divided into two equal parts twenty times, and each time one part was used for training and the remaining part for testing. The classification accuracy was computed as an average of these twenty runs. Then, an accuracy standard deviation of these twenty runs was computed relatively to their average. In fact, the standard deviation shows how much variability there is from the classification accuracy average. A low standard deviation indicates that the computed classification accuracies tend to be very close to their average, whereas high standard deviation indicates that the computed classification accuracies spread out over a large range of values. The averages for two groups of classification accuracies are considered statistically different, if the absolute value of the difference between the two averages is much more greater than the variability of the two groups [29] . For each face database, each of the KSVM + KFD, KFD, KSVM, LDA, LSVM and LSVM + LDA models is used to project the data into a low-dimensional space with a discriminative way, using the one-versus-one technique [30] . Then, the Nearest Neighbor method is used to perform polychotomous classification of the face database projected classes. The resulted classification accuracies are shown in Figure 2 . According to our computations, each classification model has accuracy standard deviations with values between 0.1% and 0.15% for the ORL database and 0.1% and 0.2% for the Yale database, the JAFFE database and the Indian Database. From Figure 2 , we can see that our proposed method KSVM + KFD again outperforms all the other methods in all the databases for all PCA dimensions. Moreover, according to the resulted standard deviations (variabilities) which are generally much more lower than the differences between the accuracies of KSVM + KFD and the ones of the remaining models (please see Figure  2 ), we can conclude that the KSVM + KFD outperforms the other methods in most of the twenty runs on each face database used and for each PCA dimension [29] . This is mainly because it relies on flexible nonlinear decision boundary and it combines the global characteristics for the KFD and the local properties for the KSVM.
V. CONCLUSION
We have proposed a new effective KSVM + KFD model. This model can be considered as an extension to the KSVM and KFD by combining the global characteristics of the data and the local margin concept in the Kernel space. The experimental results on real data sets and face databases have shown clearly the superiority of the KSVM + KFD over the the KFD, KSVM, LDA, LSVM, and LSVM + LDA in term of classification accuracy. Although, the KSVM + KFD has proven to be superior, it is still based on the KFD. Hence, its performance is sensitive to the case of multimodal or heteroscedastic data. Our future work will address the difficult case of multimodal or heteroscedastic data.
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