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It is well known that the Stickelberger–Swan theorem is very
important for determining the reducibility of polynomials over
a binary ﬁeld. Using this theorem the parity of the number
of irreducible factors for some kinds of polynomials over a
binary ﬁeld, for instance, trinomials, tetranomials, self-reciprocal
polynomials and so on was determined. We discuss this problem
for Type II pentanomials, namely xm + xn+2 + xn+1 + xn + 1 ∈ F2[x]
for even m. Such pentanomials can be used for the eﬃcient
implementation of multiplication in ﬁnite ﬁelds of characteristic
two. Based on the computation of the discriminant of these
pentanomials with integer coeﬃcients, we will characterize the
parity of the number of irreducible factors over F2 and establish
necessary conditions for the existence of this kind of irreducible
pentanomials.
Our results have been obtained in an experimental way by
computing a signiﬁcant number of values with Mathematica and
extracting the relevant properties.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
For the purpose of an eﬃcient implementation of ﬁeld arithmetic in the ﬁnite ﬁeld F2m , it is
desirable to take an irreducible equally spaced polynomial (ESP) of degree m over F2 of the form
xkd + x(k−1)d + · · · + x2d + xd + 1
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pentanomial and so on [9]. Unfortunately, irreducible equally spaced polynomials are very rare and
an irreducible trinomial also does not always exist for a given degree m over F2. On the other hand,
the conjecture whether there exists an irreducible pentanomial of degree m over F2 for each m  4
remains open, but there exists no known value of m ∈ [4,10000] for which an irreducible pentanomial
does not exist. In [8], Types I and II pentanomials over F2 were deﬁned as follows:
Type I: xm + xn+1 + xn + x+ 1, where 2 n m/2 − 1,
Type II : xm + xn+2 + xn+1 + xn + 1, where 1 n m/2 − 1.
These authors presented parallel multipliers for elements of F2m deﬁned by these types of pentanomi-
als. In [7], another multiplier for elements of F2m deﬁned by a Type II pentanomial was proposed with
better time and gate complexity compared to the ones in [8]. Though Types I and II irreducible pen-
tanomials are abundant, they do not exist for each given degree.
The Stickelberger–Swan theorem [10] is an important tool for determining reducibility of a polyno-
mial over a ﬁnite ﬁeld. Using this theorem, Swan proved in 1962 that trinomials x8k + xm + 1 ∈ F2[x]
with 8k > m have an even number of irreducible factors and hence cannot be irreducible. Many
researchers used this theorem for determining the parity of the number of irreducible factors of sev-
eral kinds of polynomials over F2 [1–5]. For applying the Stickelberger–Swan theorem, it is essential
to compute the discriminant of a polynomial with integer coeﬃcients modulo 8. In this paper we
compute the discriminant of the monic lift for Type II pentanomials of even degrees over F2 to the
integers and characterize the parity of the number of irreducible factors for these pentanomials. Our
main results are Theorems 3–6 that show conditions for Type II pentanomials implying an even num-
ber of irreducible factors over F2. Using our results one can ﬁnd some families of Type II pentanomials
that are reducible over F2.
2. Preliminaries
Let K be a ﬁeld, and let f (x) = a∏m−1i=0 (x− xi) ∈ K [x] where x0, x1, . . . , xm−1 are the roots of f (x)
in an extension of K . Then the discriminant D( f ) of f is deﬁned as follows:
D( f ) = a2m−2
∏
i< j
(xi − x j)2. (1)
The following theorem, called the Stickelberger–Swan theorem, is very important for determining
reducibility of a polynomial over F2.
Theorem 1. (See [9].) Suppose that the polynomial f (x) ∈ F2[x] of degree m has no repeated roots and let r
be the number of irreducible factors of f (x) over F2 . Let F (x) ∈ Z[x] be any monic lift of f (x) to the integers.
Then r ≡m (mod 2) if and only if D(F ) ≡ 1 (mod 8).
This theorem asserts that by computing the discriminant of F (x) ∈ Z[x] modulo 8, one can deter-
mine the parity of the number of irreducible factors of the polynomial f (x) over F2. For instance, if
m is even and D(F ) ≡ 1 (mod 8), then f (x) has an even number of irreducible factors over F2 and
therefore it is reducible over F2.
First we would like to state some well-known results for the discriminant and the resultant. Let
f (x) be given as above and let g(x) = b∏n−1j=0(x − y j) ∈ K [x], where y0, y1, . . . , yn−1 are the roots of
g(x) in an extension of K . The resultant R( f , g) of f (x) and g(x) is
R( f , g) = (−1)mnbm
n−1∏
j=0
f (y j) = an
m−1∏
i=0
g(xi). (2)
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Lemma 1. (See [4,9].) (1) If g = f q + r, R( f , g) = R( f , r);
(2) If c is constant, R( f , c) = cm = R(c, f );
(3) R(x, g) = g(0), R( f ,−x) = f (0);
(4) R( f1 f2, g) = R( f1, g)R( f2, g), R( f , g1g2) = R( f , g1)R( f , g2).
There is an important relation between the discriminant and the resultant given by
D( f ) = (−1)m(m−1)/2R( f , f ′). (3)
Now we focus on a monic polynomial
f (x) = xm + a1xm−1 + · · · + am =
m−1∏
i=0
(x− xi) (4)
over K . It is well known that the coeﬃcients ak of f (x) are the elementary symmetric polynomials
of xi :
ak = (−1)k
∑
0i1<i2<···<ik<m
xi1xi2 · · · xik
for 1 k <m. Since each ak ∈ K , it follows that S(x0, x1, . . . , xm−1) ∈ K for every symmetric polyno-
mial S ∈ K [x0, x1, . . . , xm−1]. For all integers p,q and k, 0 km, let
S(k,p) =
∑
0i1,...,ikm−1
i j =il
xpi1 · · · x
p
ik
,
S[k,p] =
∑
0i1<i2<···<ikm−1
xpi1 · · · x
p
ik
,
Sp,q =
m−1∑
i, j=0
i = j
xpi x
q
j .
We denote S(1,p) = S[1,p] simply as Sp and put S(0,p) = S[0,p] = 1. Then one gets the following lemma
easily.
Lemma 2. (1) S0 = S(1,0) = S[1,0] =m;
(2) Sp,q = Sp · Sq − Sp+q;
(3) S(k,p) = k! · S[k,p] .
Proof. These are direct consequences from the deﬁnition. 
Newton’s formula is very useful for the computation of the discriminant of a polynomial.
Theorem 2. (See [6, Theorem 1.75].) Let f (x), S p and x0, x1, . . . , xm−1 be given by (4). Then for every p  1,
S p + Sp−1a1 + Sp−2a2 + · · · + Sp−n+1an−1 + n
m
Sp−nan = 0 (5)
where n = min(p,m).
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In this section we consider the parity of the number of irreducible factors of the following pen-
tanomial
f (x) = xm + xn+2 + xn+1 + xn + 1 ∈ F2[x] (6)
where both m and n are assumed to be even and n <m − 2. The case of n odd is more complex and
will be considered in the next section. Let F (x) ∈ Z[x] be the monic lift of f (x) to the integers which
has all its coeﬃcients equal to 0 or 1. The derivative of F (x) is
F ′(x) =mxm−1 + (n + 2)xn+1 + (n + 1)xn + nxn−1
= xn−1[mxm−n + (n + 2)x2 + (n + 1)x+ n].
Let G(x) =mxm−n + (n + 2)x2 + (n + 1)x+ n. Then by Lemma 1 and Eq. (3), we have
D(F ) = (−1)m(m−1)/2 · R(F , F ′) = (−1)m(m−1)/2 · R(F , xn−1) · R(F ,G)
= (−1)m(m−1)/2 · F (0)n−1 · R(F ,G) = (−1)m(m−1)/2 · R(F ,G).
By (2), we can write R(F ,G) as
R(F ,G) =
m−1∏
i=0
(
uxm−ni + vx2i + wxi + r
)
where u =m, v = n+2, w = n+1, r = n and x0, x1, . . . , xm−1 are the roots of F (x). Using ∏m−1i=0 xi = 1
and the fact that u, v and r are even, we expand the above expression to get
R(F ,G) = wm + uwm−1
m−1∑
i=0
xm−n−1i + u2wm−2
∑
i< j
xm−n−1i x
m−n−1
j
+ vwm−1
m−1∑
i=0
xi + v2wm−2
∑
i< j
xix j + wm−1r
m−1∑
i=0
x−1i
+ wm−2r2
∑
i< j
x−1i x
−1
j + uvwm−2
∑
i = j
xm−n−1i x j
+ uwm−2r
∑
i = j
xm−n−1i x
−1
j + vwm−2r
∑
i = j
xix
−1
j + S(x0, x1, . . . , xm−1)
where S(x0, x1, . . . , xm−1) is an integer congruent to 0 modulo 8. Therefore
R(F ,G) ≡ wm + uwm−1Sm−n−1 + u2wm−2S[2,m−n−1] + vwm−1S1
+ v2wm−2S[2,1] + wm−1rS−1 + wm−2r2S[2,−1] + uvwm−2Sm−n−1,1
+ uwm−2rSm−n−1,−1 + vwm−2rS1,−1 (mod 8). (7)
We distinguish two cases.
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Lemma 3. If m 2n + 2 then
R(F ,G) ≡
⎧⎨
⎩
−1, m = 2n + 2
1− 3n − n2, m = n + 4
1+m −m2 + 12m2(n −m), n + 4<m < 2n + 2
(mod 8). (8)
Proof. All coeﬃcients of the polynomial F (x) are 0 except am−n−2 = am−n−1 = am−n = am = 1 and by
Newton’s formula it thus satisﬁes S1 = · · · = Sm−n−3 = 0. Applying Newton’s formula and Lemma 2 to
F (x) and its reciprocal xmF (x−1), we can compute each term in (7) as follows:
S1 = 0, S−1 = −am−1 = 0,
S2 = −(S1a1 + 2a2) = −2a2 =
{−2, m − n = 4,
0, m − n > 4,
S−2 = −(S−1am−1 + 2am−2) = −2am−2 =
{−2, n = 2,
0, n > 2,
S[2,1] = 1
2
(
S21 − S2
)= {1, m − n = 4,
0, m − n > 4,
S[2,−1] = 1
2
(
S2−1 − S−2
)= {1, n = 2,
0, n > 2,
S1,−1 = S1 · S−1 − S0 = −m,
Sm−n−2 = −
[
Sm−n−3 · a1 + · · · + S1 · am−n−3 + (m − n − 2)am−n−2
]= −(m − n − 2),
Sm−n−1 = −
[
Sm−n−2 · a1 + · · · + S1 · am−n−2 + (m − n − 1)am−n−1
]= −(m − n − 1),
Sm−n =
{
S4 = −(S2a2 + 4a4) = −S2 − 4 = −2, m − n = 4,
−(m − n), m − n > 4,
S2(m−n−1) = −
(
Sm−n + Sm−n−1 + Sm−n−20+ 2(m − n − 1)a2(m−n−1)
)
=
{−Sm−n + (m − n − 1) + (m − n − 2) − 2(m − n − 1), m = 2n + 2,
−Sm−n + (m − n − 1) + (m − n − 2), m < 2n + 2
≡
⎧⎪⎨
⎪⎩
1 (mod 8), m = 6, n = 2,
n + 1 (mod 8), m = 2n + 2, n > 2,
−1 (mod 8), m = n + 4, n > 2,
3(m − n − 1) (mod 8), n + 4<m < 2n + 2,
S[2,m−n−1] = 1
2
(
S2m−n−1 − S2(m−n−1)
)
≡
⎧⎪⎨
⎪⎩
0 (mod 8), m = 6, n = 2,
1
2n(n + 1) (mod 8), m = 2n + 2, n > 2,
1 (mod 8), m = n + 4, n > 2,
1
2 (m − n − 1)(m − n − 4) (mod 8), n + 4<m < 2n + 2,
Sm−n−1,1 = Sm−n−1 · S1 − Sm−n =
{
2, m = n + 4,
m − n, m > n + 4,
Sm−n−1,−1 = Sm−n−1 · S−1 − Sm−n−2 =m − n − 2.
By substitution of the above values to (7) we have (8). 
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if one of the following conditions holds:
(1) m = 2n + 2,
(2) m = n + 4, n ≡ 0,2 (mod 8),
(3) n + 4 < m < 2n + 2 and (a) m ≡ 0 (mod 8), or (b) m ≡ 2 (mod 8), n ≡ 2,6 (mod 8), or (c) m ≡
6 (mod 8), n ≡ 0,4 (mod 8).
Proof. The assertion of the theorem follows by applying Theorem 1 to
D(F ) = (−1)m(m−1)/2 · R(F ,G)
≡
⎧⎨
⎩
1, m = 2n + 2
(−1)(n+4)(n+3)/2 · (1− 3n − n2), m = n + 4
(−1)m(m−1)/2 · (1+m −m2 + 12m2n − 12m3), n + 4<m < 2n + 2
(mod 8). 
Corollary 1. Let m 2n + 2 and suppose that the pentanomial (6) is irreducible over F2 .
(1) If n ≡ 0 (mod 8), then m ≡ 2,4 (mod 8),
(2) If n ≡ 2 (mod 8), then m ≡ 4,6 (mod 8),
(3) If n ≡ 4 (mod 8), then either m ≡ 2,4 (mod 8) or m = n + 4,
(4) If n ≡ 6 (mod 8), then either m ≡ 4,6 (mod 8) or m = n + 4.
Case 2. m > 2n + 2 (equivalently 2(m − n − 1) >m).
Lemma 4. If m > 2n + 2, then
R(F ,G) ≡ 1+m −m2 + 1
2
m2(n −m) +
{
4, n = 2
0, n > 2
(mod 8). (9)
Proof. In this case by Newton’s formula we get
S2(m−n−1) = −(Sm−n + Sm−n−1 + Sm−n−2 + Sm−2n−2)
= −(Sm−n + Sm−n−1 + Sm−n−2)
because Sm−2n−2 = 0, for m − 2n − 2 <m − n − 2. Since m > 2n + 2 and n is even, a1 = a2 = 0 and
therefore
S1 = 0, S2 = 0, S[2,1] = 1
2
(
S21 − S2
)= 0,
S−1 = −am−1 = 0, S−2 = −2am−2 =
{−2, n = 2,
0, n > 2,
S1,−1 = −m, S[2,−1] = 1
2
(
S2−1 − S−2
)= {1, n = 2,
0, n > 2,
Sm−n−2 = −(m − n − 2), Sm−n−1 = −(m − n − 1), Sm−n = −(m − n),
S2(m−n−1) = (m − n − 2) + (m − n − 1) + (m − n) = 3(m − n − 1),
S[2,m−n−1] = 1
2
(
S2m−n−1 − S2(m−n−1)
)= 1
2
(m − n − 1)(m − n − 4),
Sm−n−1,1 = Sm−n−1 · S1 − Sm−n =m − n,
Sm−n−1,−1 = Sm−n−1 · S−1 − Sm−n−2 =m − n − 2.
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R(F ,G) ≡ (n + 1)m −m(n + 1)m−1(m − n − 1)
+ 1
2
m2(n + 1)m−2(m − n − 1)(m − n − 4) +
{
(n + 1)m−2n2, n = 2,
0, n > 2
+m(m − n)(n + 2)(n + 1)m−2 +m(m − n − 2)(n + 1)m−2n −m(n + 2)
(n + 1)m−2n ≡ 1+m −m2 + 1
2
m2(n −m) +
{
4, n = 2,
0, n > 2.

Theorem 4. If m > 2n + 2, the pentanomial (6) has an even number of irreducible factors over F2 if and only
if one of the following conditions holds:
(1) n = 2, m ≡ 4,6 (mod 8),
(2) n > 2 and (a) m ≡ 0 (mod 8), or (b) m ≡ 2 (mod 8), n ≡ 2,6 (mod 8), or (c) m ≡ 6 (mod 8), n ≡
0,4 (mod 8).
Proof. We can obtain easily that if n = 2, then
D(F ) = (−1)m(m−1)/2 · R(F ,G)
≡ (−1)m(m−1)/2 ·
(
1+m −m2 + 1
2
m2(2−m) + 4
)
≡ (−1)m(m−1)/2 ·
(
5+m − 1
2
m3
)
(mod 8)
and if n > 2, then
D(F ) ≡ (−1)m(m−1)/2 ·
(
1+m −m2 + 1
2
m2(n −m)
)
(mod 8).
We obtain the result by applying Theorem 1 to the above congruence. 
Corollary 2. Let m > 2n + 2 and suppose that the pentanomial (6) is irreducible over F2 . Then we get
(1) If n ≡ 0,4 (mod 8), then m ≡ 2,4 (mod 8).
(2) If n = 2, then m ≡ 0,2 (mod 8).
(3) If n ≡ 2 (mod 8) and n = 2, then m ≡ 4,6 (mod 8).
(4) If n ≡ 6 (mod 8), then m ≡ 4,6 (mod 8).
4. The parity of the number of irreducible factors for odd n
In this section we deal with the same polynomials f (x), F (x) and G(x) as in the previous section,
but here we assume that n is odd.
Similar considerations as in the previous section yield
R(F ,G) = vm + rm + uvm−1
m−1∑
i=0
xm−n−2i + urm−1
m−1∑
i=0
xm−ni
+ vm−1w
m−1∑
i=0
x−1i + wrm−1
m−1∑
i=0
xi + u2vm−2
∑
i< j
xm−n−2i x
m−n−2
j
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∑
i< j
xm−ni x
m−n
j + vm−2w2
∑
i< j
x−1i x
−1
j + w2rm−2
∑
i< j
xix j
+ uvm−2w
∑
i1 =i2
xm−n−2i1 x
−1
i2
+ uwrm−2
∑
i1 =i2
xm−ni1 xi2
+
m−1∑
k=1
vkrm−k
∑
j1<···< jk
x2j1 · · · x2jk
+
m−2∑
k=1
uvkrm−k−1
∑
i = j1,..., jk
j1<···< jk
xm−ni x
2
j1
· · · x2jk
+
m−3∑
k=1
u2vkrm−k−2
∑
i1<i2, j1<···< jk
i1,i2 = j1,..., jk
xm−ni1 x
m−n
i2
x2j1 · · · x2jk
+
m−2∑
k=1
vkwrm−k−1
∑
i = j1,..., jk
j1<···< jk
xix
2
j1
· · · x2jk
+
m−3∑
k=1
vkw2rm−k−2
∑
i1<i2, j1<···< jk
i1,i2 = j1,..., jk
xi1xi2x
2
j1
· · · x2jk
+
m−3∑
k=1
uvkwrm−k−2
∑
i1 =i2, j1<···< jk
i1,i2 = j1,..., jk
xm−ni1 xi2x
2
j1
· · · x2jk + S(x0, x1, . . . , xm−1)
where S(x0, x1, . . . , xm−1) is an integer congruent to 0 modulo 8. Now denote respectively by
T , V ,W , X, Y , Z the last 6 sums of the above equation (besides the term S(x0, x1, . . . , xm−1)), and
we rewrite it modulo 8 as
R(F ,G) = vm + rm + uvm−1
m−1∑
i=0
xm−n−2i + urm−1
m−1∑
i=0
xm−ni
+ vm−1w
m−1∑
i=0
x−1i + wrm−1
m−1∑
i=0
xi + u2vm−2
∑
i< j
xm−n−2i x
m−n−2
j
+ u2rm−2
∑
i< j
xm−ni x
m−n
j + vm−2w2
∑
i< j
x−1i x
−1
j + w2rm−2
∑
i< j
xix j
+ uvm−2w
∑
i1 =i2
xm−n−2i1 x
−1
i2
+ uwrm−2
∑
i1 =i2
xm−ni1 xi2
+ T + V + W + X + Y + Z .
Using the notations of Section 2 we get
R(F ,G) ≡ vm + rm + uvm−1 · Sm−n−2 + urm−1 · Sm−n + vm−1w · S−1
+ wrm−1 · S1 + u2vm−2 · S[2,m−n−2] + u2rm−2 · S[2,m−n] + vm−2w2 · S[2,−1]
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+ T + V + W + X + Y + Z (mod 8).
It is necessary to compute the values of T , V ,W , X, Y and Z modulo 8 to characterize R(F ,G).
Let
Vk =
∑
i = j1,..., jk
j1<···< jk
xm−ni x
2
j1
· · · x2jk , 1 km − 2,
Wk =
∑
i1<i2, j1<···< jk
i1,i2 = j1,..., jk
xm−ni1 x
m−n
i2
x2j1 · · · x2jk , 1 km − 3,
Xk =
∑
i = j1,..., jk
j1<···< jk
xix
2
j1
· · · x2jk , 1 km − 2,
Yk =
∑
i1<i2, j1<···< jk
i1,i2 = j1,..., jk
xi1xi2x
2
j1
· · · x2jk , 1 km − 3,
Zk =
∑
i1 =i2, j1<···< jk
i1,i2 = j1,..., jk
xm−ni1 xi2x
2
j1
· · · x2jk , 1 km − 3.
For a ﬁxed integer i, 1 i <m, and for each positive integer p, let
Uk,p = U ik,p =
∑
i = j1,..., jk
jl = jt
xpj1 · · · x
p
jk
and put U0,p = 1 for every p. Then we obtain the following lemmas.
Lemma 5. The following identity is valid
Uk,p =
k∑
j=0
(−1) j k!
(k − j)! · x
jp
i · S(k− j,p).
Proof. From the deﬁnition of Uk,p , we have
Uk,p =
∑
jl = jt
xpj1 · · · x
p
jk
− kxpi
∑
i = j1,..., jk−1
jl = jt
xpj1 · · · x
p
jk−1
= S(k,p) − kxpi · Uk−1,p
= S(k,p) − kxpi
(
S(k−1,p) − (k − 1)xpi Uk−2,p
)
= S(k,p) − kxpi · S(k−1,p) + k(k − 1)x2pi · Uk−2,p = · · ·
= S(k,p) − kxpi · S(k−1,p) + k(k − 1)x2pi · S(k−2,p) + · · ·
+ (−1)k−1 · k(k − 1) · · ·2 · x(k−1)pi
(
S(1,p) − 1 · xpi
)
=
k∑
j=0
(−1) j k!
(k − j)! · x
jp
i · S(k− j,p). 
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S(k,p) · Sp = S(k+1,p) +
k∑
j=1
(−1) j+1 k!
(k − j)! · S( j+1)p · S(k− j,p).
Proof.
S(k,p) · Sp =
(∑
jl = jt
xpj1 · · · x
p
jk
)(m−1∑
i=0
xpi
)
=
m−1∑
i=0
kx2pi · Uk−1,p + S(k+1,p)
= S(k+1,p) +
m−1∑
i=0
kx2pi ·
(
k−1∑
j=0
(−1) j (k − 1)!
(k − j − 1)! · x
jp
i · S(k− j−1,p)
)
= S(k+1,p) +
k∑
j=1
m−1∑
i=0
(−1) j−1 k!
(k − j)! · x
( j+1)p
i · S(k− j,p)
= S(k+1,p) +
k∑
j=1
(−1) j+1 k!
(k − j)! · S( j+1)p · S(k− j,p). 
4.1. Computation of T
By applying Newton’s formula and these lemmas we compute T , V ,W , X, Y , and Z modulo 8.
For simplicity we suppose in this section that m is not divisible by 4. The case that m is a multiple
of 4 is similar and simpler.
First we compute the non-zero values of Sp by Newton’s formula similarly as in the previous
section. The following table shows the non-zero values of Sp for p ∈ [1,4m − 3n]. These are needed
for the computation below.
p Sp p Sp
m − n − 2 −(m − n − 2) 3m − 2n − 1 −2(3m − 2n − 1)
m − n − 1 −(m − n − 1) 3m − 2n −(3m − 2n)
m − n −(m − n) 3m − n − 2 −(3m − n − 2)
m −m 3m − n − 1 −(3m − n − 1)
2(m − n − 2) m − n − 2 3m − n −(3m − n)
2m − 2n − 3 2m − 2n − 3 3m −m
2m − 2n − 2 3(m − n − 1) 4(m − n − 2) m − n − 2
2m − 2n − 1 2m − 2n − 1 4m − 4n − 7 4m − 4n − 7
2m − 2n m − n 4m − 4n − 6 5(2m − 2n − 3)
2m − n − 2 2m − n − 2 4m − 4n − 5 4(4m − 4n − 5)
2m − n − 1 2m − n − 1 4m − 4n − 4 19(m − n − 1)
2m − n 2m − n 4m − 4n − 3 4(4m − 4n − 3)
2m m 4m − 4n − 2 5(2m − 2n − 1)
3(m − n − 2) −(m − n − 2) 4m − 4n − 1 4m − 4n − 1
3m − 3n − 5 −(3m − 3n − 5) 4m − 4n m − n
3m − 3n − 4 −2(3m − 3n − 4) 4m − 3n − 6 4m − 3n − 6
3m − 3n − 3 −7(m − n − 1) 4m − 3n − 5 3(4m − 3n − 5)
3m − 3n − 2 −2(3m − 3n − 2) 4m − 3n − 4 6(4m − 3n − 4)
3m − 3n − 1 −(3m − 3n − 1) 4m − 3n − 3 7(4m − 3n − 3)
3m − 3n −(m − n) 4m − 3n − 2 6(4m − 3n − 2)
3m − 2n − 4 −(3m − 2n − 4) 4m − 3n − 1 3(4m − 3n − 1)
3m − 2n − 3 −2(3m − 2n − 3) 4m − 3n 4m − 3n
3m − 2n − 2 −3(3m − 2n − 2)
From these values we compute S(k,2) for 1 km by applying Lemma 6.
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S
(m−n−12 ,2)
= (−1)m−n−12 −1 ·
(
m − n − 3
2
)
! · Sm−n−1 = (−1)m−n−12 · 2
(
m − n − 1
2
)
!,
S(m2 ,2) = (−1)
m−n−3
2 · (
m
2 − 1)!
(m2 − m−n−12 )!
· S
(m2 −m−n−12 ,2) · Sm−n−1 = (−1)
m
2 · 2
(
m
2
)
!,
S(m−n−2,2) = (−1)m−n−3 · (m − n − 3)! · S2(m−n−2) = (−1)m−n−3 · (m − n − 2)!,
S(m−n−1,2) = (−1)m−n−32 · (m − n − 2)!
(m−n−12 )!
· S
(m−n−12 ,2)
· Sm−n−1
+ (−1)m−n−2 · (m − n − 2)! · S2(m−n−1) = (−1)m−n−2 · (m − n − 1)!,
S(m−n,2) = (−1)m−n−32 · (m − n − 1)!
(m−n+12 )!
· S
(m−n+12 ,2)
· Sm−n−1
+ (−1)m−n−1 · (m − n − 1)! · S2(m−n) = (−1)m−n−1 · (m − n)!,
S
( 2m−n−12 ,2)
= (−1)m−n−32 · (
2m−n−3
2 )!
(m2 )!
· S(m2 ,2) · Sm−n−1
+ (−1)m2 −1 · (
2m−n−3
2 )!
(m−n−12 )!
· S
(m−n−12 ,2)
· Sm + (−1) 2m−n−32 ·
(
2m − n − 3
2
)
!
· S2m−n−1 = (−1) 2m−n−12 · 2 ·
(
2m − n − 1
2
)
!,
S(m,2) = (−1)m2 −1 · (m − 1)!
(m2 )!
· S(m2 ,2) · Sm + (−1)m−1 · (m − 1)! · S2m = (−1)m ·m! =m!.
Now we are ready to compute T modulo 8. Throughout this section we often use the fact that the
square of every odd integer is congruent to 1 modulo 8.
Lemma 7. T ≡ (−1) n+12 · 4 · (n + 2) n−12 · n n+12 − 1 (mod 8).
Proof.
T =
m−1∑
k=1
vk · rm−k · S[k,2] ≡ v m−n−12 · r m+n+12 · S[m−n−12 ,2] + v
m
2 · r m2 · S[m2 ,2]
+ vm−n−2 · rn+2 · S[m−n−2,2] + vm−n−1 · rn+1 · S[m−n−1,2]
+ vm−n · rn · S[m−n,2] + v 2m−n−12 · r n+12 · S[ 2m−n−12 ,2]
≡ (n + 2)m−n−12 · n n+12 · (−1)m−n−12 · 2 · [nm2 + (−1)m2 · (n + 2)m2 ]
+ (−1) · 2n(n + 2) + n(n + 2) − 1+ n(n + 2)
≡ (−1) n+12 · 4 · (n + 2) n−12 · n n+12 − 1 (mod 8). 
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Lemma 8. For every k, 1 km − 2 we have
Vk =
m−1∑
i=0
xm−ni
k∑
j=0
(−1) j · 1
(k − j)! · x
2 j
i · S(k− j,2).
Proof. By Lemmas 2 and 5,
Vk =
∑
i = j1,..., jk
j1<···< jk
xm−ni x
2
j1
· · · x2jk =
m−1∑
i=0
xm−ni
( ∑
i = j1,..., jk
j1<···< jk
x2j1 · · · x2jk
)
=
m−1∑
i=0
xm−ni ·
1
k! · Uk,2 =
m−1∑
i=0
xm−ni
k∑
j=0
(−1) j · 1
(k − j)! · x
2 j
i · S(k− j,2). 
Using Lemma 8 and the values of S(k,2) we have non-zero values of Vk as follows.
k Vk k Vk
m−n−3
2 (−1)
m−n−3
2 · (2m − 2n − 3) m − n − 3 −(m − n − 2)
m−n−1
2 (−1)
m−n+1
2 m − n − 2 m − n − 2
m
2 − 1 (−1)
m
2 −1 · (2m − n − 2) m − n − 1 −(m − n − 2)
m
2 (−1)
m
2 · n 2m−n−32 (−1)
2m−n−3
2 · 2(m − n − 2)
Lemma 9. V ≡ −m(2n + 1) (mod 8).
Proof.
V = u
m−2∑
k=1
vkrm−k−1Vk
≡m(n + 2)m−n−32 · nm+n+12 · (−1)m−n−32 · (2m − 2n − 3)
+m(n + 2)m−n−12 · nm+n−12 · (−1)m−n+12
+m(n + 2)m2 −1 · nm2 · (−1)m2 −1 · (2m − n − 2)
+m(n + 2)m2 · nm2 −1 · (−1)m2 · n
−m(n + 2)m−n−3 · nn+2 · (m − n − 2)
+m(n + 2)m−n−2 · nn+1 · (m − n − 2)
−m(n + 2)m−n−1 · nn · (m − n − 2)
+m(n + 2) 2m−n−32 · n n+12 · (−1) 2m−n−32 · 2 · (m − n − 2)
≡ −m(2n + 1) (mod 8). 
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We ﬁrst determine Wk for each k, 1 k m − 2. To do this we introduce another new notation.
For ﬁxed different integers i1, i2, 1 i1, i2 <m, let
Qk =
∑
i1,i2 = j1,..., jk
jl = jt
x2j1 · · · x2jk
and put Q 0 = 1. We obtain the following lemma by a consideration similar as Lemma 5.
Lemma 10. For every k, we have
Qk =
k∑
j=0
(−1) j · k!
(k − j)! · x
2 j
i1
· Uk− j,2.
Proof.
Qk =
∑
i2 = j1,..., jk
jl = jt
x2j1 · · · x2jk − kx2i1
∑
i1,i2 = j1,..., jk−1
jl = jt
x2j1 · · · x2jk−1
= Uk,2 − kx2i1 Qk−1 = Uk,2 − kx2i1
[
Uk−1,2 − (k − 1)x2i1 Qk−2
]
= Uk,2 − kx2i1Uk−1,2 + k(k − 1)x2·2i1 Qk−2 = · · ·
= Uk,2 − kx2i1Uk−1,2 + k(k − 1)x2·2i1 Uk−2,2 + · · · + (−1)k−1k(k − 1) · · ·2 · x2(k−1)i1 ·
[
U1,2 − x2i1
]
=
k∑
j=0
(−1) j · k!
(k − j)! · x
2 j
i1
· Uk− j,2. 
Using Lemma 5 with already computed non-zero values of S(k,2) , we get the values of Uk,2 for
every k ∈ [0,m − 1]. The result is as follows.
0 k < m−n−12 Uk,2 = (−1)k · k! · x2ki2
m−n−1
2  k < m2 Uk,2 = (−1)k · k! · (x2ki2 + 2x
2k−(m−n−1)
i2
)
m
2  k <m − n − 2 Uk,2 = (−1)k · k! · (x2ki2 + 2x
2k−(m−n−1)
i2
+ 2x2k−mi2 )
m
2  k <m − n − 2 Um−n−2,2 = −(m − n − 2)! · (x2(m−n−2)i2 + 2xm−n−3i2 + 2xm−2n−4i2 − 1)
m
2  k <m − n − 2 Um−n−1,2 = (m − n − 1)! · (x2(m−n−1)i2 + 2xm−n−1i2 + 2xm−2n−2i2 − x2i2 + 1)
m − n k < 2m−n−12
Uk,2 = (−1)k · k! · (x2ki2 + 2x
2k−(m−n−1)
i2
+ 2x2k−mi2 )
+ (−1)k+1 · k! · (x2k−2(m−n−2)i2 + x
2k−2(m−n−1)
i2
+ x2k−2(m−n)i2 )
2m−n−1
2  k <m
Uk,2 = (−1)k · k! · (x2ki2 + 2x
2k−(m−n−1)
i2
+ 2x2k−mi2 ) + (−1)k+1 · k!
· (x2k−2(m−n−2)i2 + x
2k−2(m−n−1)
i2
+ x2k−2(m−n)i2 − 2x
2k−(2m−n−1)
i2
)
Now we ﬁnd the expression for Wk . By Lemma 2, Lemma 10 and the above equations, we obtain the
following for every k = 1, . . . ,m − 3.
Since Uk,2 depends on the index k, the expression for Wk also depends on k. For example, if
m
2  k <m−n−2, then Wk is the sum of the ﬁrst 6 terms in the right-hand side of the last equation.
We denote the non-zero values of Wk for all k = 1, . . . ,m − 3, in the following table.
598 W. Koepf, R. Kim / Finite Fields and Their Applications 15 (2009) 585–603k Wk
n−1
2 (−1)
n+1
2 1
4 (n + 1)(2m − n − 1)
n 12m(n + 1)
m−n−5
2 (−1)
n−1
2 1
4 (m − n − 3)(3m − 3n − 5)
m−n−3
2 (−1)
n−1
2 [ 14 (m − n + 1)2 − 2]
m−n−1
2 (−1)
n+1
2 1
4 (m − n − 1)2
m
2 − 2 − 14 (m − 2)(3m − 2n − 4)
m
2 − 1 14 (m2 + 2mn − 2n2 − 2m − 4n + 2)
m
2
1
4m(m − 2n − 2)
m+n−1
2 (−1)
n+1
2 1
4 (3m
2 − 6mn + n2 − 6m + 2n + 1)
m+2n
2
1
4m(m − 2n − 2)
m − n − 4 12 (m − n − 3)(m − n − 2)
m − n − 3 − 12 (m2 − 2mn + n2 − 5m + 5n + 6)
m − n − 2 12 (m − n − 2)(m − n − 3)
2m−n−5
2 (−1)
n+1
2 (m2 − 2mn + n2 − 5m + 5n + 6)
Now we derive a formula for the computation of W modulo 8.
Lemma 11.
W ≡ 1
2
m2(n + 1) + (−1) n+12 1
2
m2(n + 2) n+12 n n+12 (m + n + 3) (mod 8).
Proof. This follows from the computation of
W = u2
m−3∑
k=1
vkrm−k−2Wk
modulo 8 based on the above table. 
4.4. Computation of X, Y , Z
The computations of X, Y , Z are very similar to the ones of V ,W , so we omit their concrete
process but point out only the differences and results.
For every k, 1 km − 2, we have
Xk =
m−1∑
i=0
xi
k∑
j=0
(−1) j · 1
(k − j)! · x
2 j
i · S(k− j,2).
k Xk k Xk
m−n−3
2 (−1)
m−n−1
2 (m − n − 2) m − n − 1 −1
m−n−1
2 (−1)
m−n+1
2 (m − n) 2m−n−32 (−1)
2m−n−3
2 (n + 2)
m − n − 2 −1 2m−n−12 (−1)
2m−n−1
2 n
From this it follows
Lemma 12. X ≡ 0 (mod 8).
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Yk = 12 (−1)
k+1(k + 1) · S2k+2 + 12 (−1)
k
k∑
j=0
(S2 j+1 · S2k−2 j+1)
+ (−1)k+1
(
k − m − n − 1
2
+ 1
)
· S2k−(m−n)+3
+ (−1)k
k−m−n−12∑
j=0
(S2 j+1 · S2k−2 j−(m−n)+2)
+ (−1)k+1
(
k − m
2
+ 1
)
· S2k−m+2
+ (−1)k
k−m2∑
j=0
(S2 j+1 · S2k−2 j−m+1)
+ 1
2
(−1)k(k −m + n + 3) · S2k−2(m−n)+6
+ 1
2
(−1)k−1
k−(m−n−2)∑
j=0
(S2 j+1 · S2k−2 j−2(m−n−2)+1)
+ 1
2
(−1)k(k −m + n + 2) · S2k−2(m−n)+4
+ 1
2
(−1)k−1
k−(m−n−1)∑
j=0
(S2 j+1 · S2k−2 j−2(m−n−1)+1)
+ 1
2
(−1)k(k −m + n + 1) · S2k−2(m−n)+2
+ 1
2
(−1)k−1
k−(m−n)∑
j=0
(S2 j+1 · S2k−2 j−2(m−n)+1)
+ (−1)k+1
(
k − 2m − n − 1
2
+ 1
)
· S2k−(2m−n−1)+2
+ (−1)k
k− 2m−n−12∑
j=0
(S2 j+1 · S2k−2 j−(2m−n−1)+1).
k Yk k Yk
m−n−3
2 (−1)
m−n+1
2 1
4 (m − n − 1)2 m − n − 2 1
m
2 − 1 (−1)
m
2 −1 1
4m
2 2m−n−3
2 (−1)
2m−n+1
2 1
4 (n + 1)2
From this it follows
Lemma 13. Y ≡ (−1) n−12 12m(n + 1)2(n + 2)
n+1
2 n
n−1
2 (mod 8).
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Zk =
∑
i1 =i2
xm−ni1 xi2 ·
1
k! · Qk
= (−1)k+1(k + 1)Sm−n+2k+1
+ (−1)k
k∑
j=0
(Sm−n+2 j · S2k−2 j+1)
+ (−1)k+1 · 2
(
k − m − n − 1
2
+ 1
)
· S2k+2
+ (−1)k · 2
k−m−n−12∑
j=0
(Sm−n+2 j · S2k−2 j−(m−n−1)+1)
+ (−1)k+1 · 2
(
k − m
2
+ 1
)
· S2k−n+1
+ (−1)k · 2
k−m2∑
j=0
(Sm−n+2 j · S2k−2 j−m+1)
+ (−1)k(k −m + n + 3) · S2k−m+n+5
+ (−1)k−1
k−(m−n−2)∑
j=0
(Sm−n+2 j · S2k−2 j−2(m−n−2)+1)
+ (−1)k(k −m + n + 2) · S2k−m+n+3
+ (−1)k−1
k−(m−n−1)∑
j=0
(Sm−n+2 j · S2k−2 j−2(m−n−1)+1)
+ (−1)k(k −m + n + 1) · S2k−m+n+1
+ (−1)k−1
k−(m−n)∑
j=0
(Sm−n+2 j · S2k−2 j−2(m−n)+1)
+ (−1)k+1 · 2
(
k − 2m − n − 1
2
+ 1
)
· S2k−m+2
+ (−1)k · 2
k− 2m−n−12∑
j=0
(Sm−n+2 j · S2k−2 j−(2m−n−1)+1)
and therefore
k Zk
n−1
2 (−1)
n−1
2 1
2m(n + 1)
m−n−5
2 (−1)
n+1
2 1
2 (m − n − 3)(m − n − 2)
m−n−3
2 (−1)
n−1
2 1
2 [(m − n)2 − 2(m − n) + 3]
m−n−1
2 (−1)
n−1
2 1
2 (m − n)(m − n − 1)
m
2 − 1 − 12m(2m − 3n − 3)
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m+n−1
2 (−1)
n−1
2 1
2m(m − n − 1)
m − n − 3 m − n − 2
m − n − 2 m − n − 2
2m−n−5
2 (−1)
n+1
2 (mn − n2 + 2m − 4n − 4)
2m−n−3
2 (−1)
n−1
2 2n(m − n − 2)
From this it follows
Lemma 14. Z ≡ 0 (mod 8).
Finally we get for the resultant R(F ,G).
Lemma 15. Let m be even, not divisible by 4 and n odd. Then
R(F ,G) ≡ 1−m − 2mn + 1
2
m2(n + 1) + (−1) n+12 m2n n+12 (n + 2) n+12 (mod 8). (10)
Proof.
R(F ,G) ≡ vm + rm + uvm−1 · Sm−n−2 + urm−1 · Sm−n + vm−1w · S−1 + wrm−1 · S1
+ u2vm−2 · S[2,m−n−2] + u2rm−2 · S[2,m−n] + vm−2w2 · S[2,−1] + w2rm−2 · S[2,1]
+ uvm−2w · Sm−n−2,−1 + uwrm−2 · Sm−n,1 + S + V + W + X + Y + Z (mod 8).
Since we assumed that n > 6 and m > 6(n − 2), S−1 = S1 = S[2,−1] = S[2,1] = 0. And by Lemma 2
Sm−n−2,−1 = Sm−n−2 · S−1 − Sm−n−3 = 0,
Sm−n,1 = Sm−n · S1 − Sm−n+1 = 0.
Thus we get
R(F ,G) ≡ 2+m(n + 2) · Sm−n−2 +mn · Sm−n + 1
2
m2
(
S2m−n−2 − S2(m−n−2)
)
+ 1
2
m2
(
S2m−n − S2(m−n)
)+ S + V + W + X + Y + Z (mod 8).
The assertion follows by substituting the corresponding values to the above equation. 
Theorem 5. If m is even, not divisible by 4, and n is odd, then the pentanomial (10) has an even number of
irreducible factors over F2 if and only if one of the following conditions holds:
(1) m ≡ 2 (mod 8) and n ≡ 3,7 (mod 8),
(2) m ≡ 6 (mod 8) and n ≡ 1,5 (mod 8).
Proof. The discriminant of F is as follows
D(F ) = (−1)m(m−1)/2 · R(F ,G)
≡ −
(
1−m − 2mn + 1
2
m2(n + 1) + (−1) n+12 m2n n+12 (n + 2) n+12
)
(mod 8).
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m ≡ 2 (mod 8),
n ≡ 1 (mod 8) 	⇒ D(F ) ≡ 5 (mod 8),
n ≡ 3 (mod 8) 	⇒ D(F ) ≡ 1 (mod 8),
n ≡ 5 (mod 8) 	⇒ D(F ) ≡ 5 (mod 8),
n ≡ 7 (mod 8) 	⇒ D(F ) ≡ 1 (mod 8),
m ≡ 6 (mod 8),
n ≡ 1 (mod 8) 	⇒ D(F ) ≡ 1 (mod 8),
n ≡ 3 (mod 8) 	⇒ D(F ) ≡ 5 (mod 8),
n ≡ 5 (mod 8) 	⇒ D(F ) ≡ 1 (mod 8),
n ≡ 7 (mod 8) 	⇒ D(F ) ≡ 5 (mod 8).
This gives the result of the theorem. 
Finally we consider the case when m is a multiple of 4. In this case we can see directly W ≡
Z ≡ 0 (mod 8). In the same manner we compute the discriminant of F but we omit the details and
describe only the results:
S ≡ 3+ 4n + (−1) n+12 4(2n + 1) n+12 (mod 8),
V ≡m (mod 8),
X ≡ 0 (mod 8),
Y ≡ 6(n + 1) (mod 8),
R(F ,G) ≡ 2−m(n + 2)(m − n − 2) −mn(m − n) + S + V + Y
≡ 3+ 2n +m + (−1) n+12 4(2n + 1) n+12 (mod 8). (11)
Since m is a multiple of 4, D(F ) = (−1)m(m−1)/2 ·R(F ,G) = R(F ,G), so we have the following theorem.
Theorem 6. If m is divisible by 4, and n is odd, then the pentanomial (10) has an even number of irreducible
factors over F2 if and only if one of the following conditions holds:
(1) m ≡ 0 (mod 8) and n ≡ 1,5 (mod 8),
(2) m ≡ 4 (mod 8) and n ≡ 3,7 (mod 8).
5. Conclusion
We have determined the parity of the number of irreducible factors for Type II pentanomials of
even degrees using the Stickelberger–Swan theorem. Our consideration is similar with the one in [1]
but the computation is more complex. Some results for Type II pentanomials of odd degrees and
Type I pentanomials will be published elsewhere.
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