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RÉSUMÉ 
Ce projet de recherche propose une loi de commande robuste à temps discret pour 
le vol en formation de satellites sur une orbite excentrique avec le modèle de 
Lawden. La loi de commande robuste utilisée pour reconfigurer et maintenir la 
cohésion d'une formation artificielle de satellites est un asservissement Hœ à 
échelonnement des gains. Le compensateur est à temps discret, avec une stabilité 
garantie par la p-analyse et un temps d'échantillonnage réaliste. Ce compensateur 
est obtenu par une bonne sélection des fonctions de pondération qui minimise 
l'erreur en position relative avec un effort de commande similaire et par un 
algorithme de synthèse Hœ qui impose une contrainte stricte sur le placement des 
pôles en boucle fermée du système. De plus, le compensateur à échelonnement des 
gains est formé d'une interpolation de type spline qui permet de conserver 
l'optimalité de la synthèse des lois de commandes. 
Mots-clés : Loi de Commande Robuste, Linéaire à Paramètres Variants, Formation 
de Satellites. 
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CHAPITRE 1 
INTRODUCTION 
Les technologies spatiales évoluent actuellement vers la fabrication de mini et de 
micro satellites autonomes plutôt que de grands satellites multi-mission, coûteux à 
opérer. Pour obtenir l'avantage des grandes dimensions de ces satellites, par 
exemple les grandes ouvertures d'antennes et de télescopes, il est possible d'utiliser 
plusieurs petits satellites, volant en formation serrée et asservie. En corrélant les 
signaux de ces petits satellites, il est possible d'obtenir la résolution et la précision 
d'un seul de ces instruments monté sur un super-satellite. Le vol en formation de 
satellites permet de développer une plus grande résolution en imagerie et en 
interférométrle, robustesse et tolérance aux défaillances dans l'architecture du 
système. Des missions de vol en formation sont à l'étude dans les agences spatiales 
nationales de plusieurs pays. Les scientifiques commencent à comprendre le plein 
potentiel de cette technologie. Tout comme un seul satellite monolithique, une 
formation en vol de petits satellites doit pouvoir se réorienter dans l'espace. De plus, 
la formation doit pouvoir se contracter ou se dilater selon les besoins de la mission, 
tout en maintenant de façon précise la position et l'orientation relatives des 
satellites. Les perturbations orbitales (traînée atmosphérique, anomalies 
gravitationnelles de la Terre) ont tendance à déformer la formation, d'où la nécessité 
d'asservir les positions et orientations relatives en tout temps. Pour 
l'asservissement des satellites, les ingénieurs doivent toujours minimiser les temps 
de calcul des ordinateurs et la dépense énergétique des satellites. Ainsi, 
contrairement à une constellation de satellites, dont l'asservissement périodique 
peut être effectué à partir d'une station au sol, une formation de satellites requiert 
une précision et une proximité telle que la commande du mouvement relatif doit 
être effectuée de façon continue et autonome, à bord des véhicules. De plus, les 
satellites du vol en formation ont à mesurer et à asservir leur position et orientation 
par rapport à la formation. Alors, ce sont leurs algorithmes de commande qui les 
différencient. En bref, le défi est de développer des lois de commande fiables et 
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autonomes pour la commande du mouvement relatif à haute précision, malgré les 
perturbations orbitales 
Plusieurs missions scientifiques et de démonstration de technologie sont en cours 
de réalisation dans ce domaine. Les premières recherches sur le vol en formation 
ont été faites sur le rendez vous de deux satellites. Le rendez vous était utilisé pour 
faire l'arrimage d'un satellite à un autre. Un modèle avec une orbite circulaire était 
utilisé, car il constitue une bonne approximation du modèle pour ces missions. En 
réalité, ce modèle n'existe pas, car les perturbations tendent à déformer l'orbite 
parfaitement circulaire. De plus, l'excentricité du modèle est importante et les 
théories basées sur une orbite circulaire deviennent inadéquates pour les modèles 
avec une grande excentricité. Actuellement, les recherches et les travaux sur la 
commande d'une formation de satellites sont surtout faits à partir d'un modèle 
d'orbite parfaitement circulaire dont l'excentricité est nulle. 
Les définitions antérieures du vol en formation de satellites n'avaient pas fait une 
distinction claire entre celui-ci et des satellites en constellation (SCHARF et coll., 
2003). Le vol en formation est défini comme un ensemble de satellites, dont au 
moins un membre de la formation doit connaître un état relatif des autres membres 
et leur loi de commande doit dépendre au minimum d'un état des autres membres. 
Par exemple, les satellites GPS (Global Positioning System) forment une 
constellation, car la correction de leur orbite nécessite seulement leur position et 
leur vélocité propres à partir d'un point au sol et non pas celle des autres satellites. 
Le vol en formation de satellites est une technologie récente et il reste beaucoup 
encore à y inventer et à y perfectionner. Les architectures et les techniques de 
commande forment donc un sujet actif de recherche dans plusieurs pays. Les 
travaux de recherche se situent donc au niveau de l'innovation et la démonstration 
de la faisabilité du vol en formation sur une orbite excentrique. Le modèle 
dynamique linéaire de la translation d'un satellite sur une orbite excentrique 
dépend de sa position sur l'orbite, ce qui en fait un système linéaire à paramètres 
variants (LPV). De plus, un compensateur LPV peut être utilisé pour 
2 
l'asservissement de ce système LPV. Un compensateur LPV est une forme naturelle 
d'échelonnement des gains des paramètres d'un compensateur, en utilisant la 
nature LPV du système dynamique. La technique d'échelonnement des gains est 
très utilisée pour l'asservissement des systèmes non linéaires. C'est une technique 
qui a été appliquée avec succès dans plusieurs applications industrielles. Alors, 
cette représentation LPV apporte de grands avantages pour la commande optimale 
de la formation de satellite et elle forme un potentiel d'innovation. 
3 
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CHAPITRE 2 
ÉTAT DE L'ART 
2.1 Introduction 
Ce chapitre présente l'état de l'art de l'asservissement du vol en formation de 
satellite comme système à paramètres variants. Pour synthétiser la loi de 
commande, il faut définir (2.2) la dynamique environnante du vol en formation, (2.3) 
l'architecture de commande, (2.4) le modèle dynamique, (2.5) la synthèse du modèle 
à paramètres variants, (2.6) l'asservissement par échelonnement de gains et (2.7) 
l'asservissement linéaire à paramètres variants pour le vol en formation. L'état de 
l'art est divisé en deux sous-sections qui traitent du vol en formation de satellites et 
des systèmes à paramètres variants, tel que présenté à la figure 2.1. Le vol en 
formation est l'application principale de cette état de l'art et les systèmes à 
paramètres variants forment la théorie qui sera utilisée pour résoudre la commande 
du vol en formation. De plus, la section 2.7 permet de faire le lien entre ses deux 
sous-sections. 
Chapitre 2 
État de l'art 
Pn»»«m*tres variant» 
2.5 Système à paramètre variants 
2.6 Asservissement par 
échelonnement des gains 
Vol en formation de satellites 
2.2 Dynamique environnante 
2.3 Architecture de commande 
2.4 Modèle dynamique 
2.7 Asservissement linéaire à 
paramètres variants pour le vol en 
formation 
Figure 2.1 Carte conceptuelle de l'état de l'art 
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2.2 Dynamique environnante du vol en formation 
Dans la littérature de la dynamique environnante du vol en formation (SCHARF et 
coll., 2003), on peut reconnaître deux grandes catégories : le comportement dans 
l'espace éloigné avec absence de champ gravitationnel dominant et celui de l'orbite 
environnant une planète avec un champ gravitationnel dominant. Il y a plus de 
recherche, de mission et de document sur la dynamique environnant une planète 
comparativement à la dynamique dans l'espace éloigné. La dynamique environnant 
une planète est beaucoup plus complexe. Par contre, les recherches sur la 
commande de satellite en formation sont également réparties entre ces deux types 
de dynamiques. 
2.2.1 Espace éloigné 
La dynamique du vol en formation dans l'espace éloigné est simple, car il n'y a pas 
de champ gravitationnel qui domine les perturbations. Alors, il y a peu de dépense 
de carburant pour conserver la formation en termes de distance entre les satellites. 
Les études de (DECOU, 1991) et (HUSSEIN et coll., 2003) sont principalement faites 
sur la méthode optimale de faire la rotation d'une formation rigide en dépensant le 
moins de carburant et sur l'évitement de collision pour une formation se déplaçant 
en même temps. 
2.2.2 Orbite planétaire 
Ce type de dynamique comprend plusieurs perturbations et plusieurs variations 
dans ces perturbations. Alors, la principale préoccupation en termes d'efficacité du 
vol en formation de satellite en orbite est de trouver la meilleure représentation de la 
dynamique passive. Le champ gravitationnel et ses perturbations induisent un 
mouvement orbital elliptique qui peut défaire la formation de satellite ou causer des 
collisions. Les recherches en commande se font principalement sur l'évitement de 
collision dans (RICHARDS et coll., 2002), ainsi que le design du compensateur 
optimal pour la maintenance dans (D'SOUZA, 2002) et la reconfiguration de la 
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formation de satellites dans (LOVELL et coll., 2003). Le but de ces recherches est 
de minimiser la consommation de carburant et diminuer l'erreur en position relative 
entre les satellites de la formation. 
2.3 Architecture de commande du vol en formation 
Cette section présente la revue de littérature des trois principales architectures de 
commande du vol en formation : (1) l'architecture cible et chasseur (Leader-
Followerj, (2) entrée multiple et sortie multiple et (3) structure virtuelle. Ces trois 
principales architectures sont présentées dans (SCHARF et coll., 2004). 
2.3.1 Cible et chasseur (Leader-Follower) 
L'architecture «cible et chasseur» est la plus étudiée (SCHARF et coll., 2004). Cette 
architecture fonctionne selon un arrangement hiérarchique pour l'asservissement 
individuel des satellites. L'asservissement de la formation consiste en la poursuite 
individuelle du satellite chasseur de la trajectoire désirée qui provient du satellite 
cible. Par contre, il doit y avoir un satellite cible qui calcule la trajectoire désirée du 
ou des satellites chasseurs. Alors, l'architecture de commande de ces satellites est 
représentée par une interconnexion entre les différents compensateurs de la 
formation. Les recherches sont faites sur une formation à un seul satellite 
chasseur, plusieurs satellites chasseurs dans (WANG et coll., 1996), une 
architecture en chaîne dans (PANT et coll., 2002) et la création de trajectoire 
CTILELRSON et coll., 2002). Dans (WANG et coll., 1996), une architecture avec un 
satellite cible et plusieurs satellites chasseurs a été adaptée pour le vol en formation 
dans l'espace éloigné et en orbite autour d'une planète. Dans une architecture en 
chaîne, chaque satellite suit le satellite précédent. Alors, tous les satellites agissent 
comme cible et chasseur sauf le premier satellite de la chaîne qui est seulement 
cible et le dernier de la chaîne qui est seulement chasseur. Une perturbation du 
premier satellite cible se propage à travers chaque satellite de la formation, alors 
(PANT et coll., 2002) évalue la stabilité de la formation. Dans (TILELRSON et coll., 
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2002), l'algorithme de création de trajectoire utilise une loi de commande optimale 
qui inclue les perturbations orbitales et le bruit dans les capteurs. 
2.3.2Biitrée multiple et sortie multiple 
Pour l'architecture à entrée multiple et sortie multiple, les compensateurs sont 
synthétisés en utilisant un modèle dynamique de toute la formation de satellites 
(SCHARF et coll., 2004). C'est un système à plusieurs entrées et plusieurs sorties 
qui peut être asservi avec toutes les méthodes modernes d'asservissement. Les 
techniques d'estimation d'états, de loi de commande LQR (Linear Quadratic 
Regulator} dans (HADAEGH et coll., 2000) et de commande prédictif dans (SPEYER, 
1979) sont utilisées. La différence entre l'architecture entrée multiple et sortie 
multiple et l'architecture «cible et chasseur» est le nombre de satellites utilisés pour 
la synthèse du modèle dynamique. Pour l'architecture entrée multiple et sortie 
multiple, plusieurs satellites cibles et plusieurs satellites chasseurs sont utilisés. 
Pour l'architecture «cible et chasseur», seulement un satellite est utilisé pour 
l'architecture. Par contre, il peut y avoir plusieurs satellites chasseurs définis pour 
un seul satellite cible. 
2.3.3Structure virtuelle 
Dans une architecture à structure virtuelle, un satellite est considéré comme un 
corps rigide embarqué dans un plus gros corps rigide virtuelle qui est la formation 
de satellites (SCHARF et coll., 2004). La position et l'orientation de tous les 
satellites sont utilisées pour générer la trajectoire de référence pour le 
compensateur de chaque satellite. Il y a deux types de calcul de trajectoire, l'une 
d'elle est faite par itération dans (LAMY et coll., 1993) et l'autre s'effectue sur le 
mouvement prescrit de la structure dans (BEARD et coll., 1998). Dans (LAMY et 
coll., 1993), une formation en orbite planétaire est utilisée avec une modèle de 
constellation à temps invariant de Walker. 
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2.4 Modèle dynamique du vol en formation 
Cette section présente les différentes dynamiques relatives entre deux satellites 
volant en formation sur une orbite circulaire et excentrique. Pour dériver la 
dynamique relative entre deux satellites, il faut introduire le système de coordonnés 
LVLH (Local Vertical Local Horizontal) présenté à figure 2.2 et dans (GAULOCHER, 
et coll., 2004). 
Dans ce système, rc est la position du satellite cible, re est la position du satellite 
chasseur avec le centre de la Terre comme origine, d est la position relative du 
satellite chasseur comparativement au satellite cible, 6 est l'anomalie vraie qui est 
la position angulaire par rapport au périgée de l'orbite, a est l'axe semi majeur, p est 
le semi-lactus-rectum, rp est le rayon du périgée, ra est le rayon de l'apogée et (x,y,z) 
sont les coordonnées de la position du satellite. Les vecteurs rc et fe sont exprimés 
dans le système de coordonnés (x,y,z), appelé le repère Earth-Centered Inertial 
Chasseur! 
Figure 2.2 Système de coordonnées LVLH 
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(ECI). Le vecteur d est exprimé dans le système de coordonnés rotationnel LVLH 
(r,c,o). La dynamique relative dans le plan (r,c) est référée comme mouvement 
dans le plan et la dynamique relative selon l'axe o est référée comme mouvement 
hors du plan. Pour l'application du vol en formation, le satellite cible suit une orbite 
Képlérienne et le satellite chasseur est asservi par ses actionneurs dans le système 
de coordonnés LVLH. 
2.4.1 Modèle à excentricité nulle 
Le modèle à excentricité nulle le plus utilisé est le modèle de Hill-Clohessy-Wiltshire 
(HILL, 1878) (CLOHESSY et coll., 1960). Hill a développé un modèle pour le 
mouvement relatif Terre-Lune dans leur orbite autour du Soleil. Par la suite, 
Clohessy-Wiltshire ont modifiés le modèle de Hill pour décrire le mouvement relatif 
de deux satellites autour de la Terre. Le déplacement des satellites est représenté 
par une orbite circulaire Képlérienne. 
Dans l'équation (2.1) qui représente ce déplacement, n est la vitesse angulaire du 
satellite sur son orbite. fr>fc>fo sont liées aux accélérations combinées de 
l'asservissement des satellites dans les directions (r,c,o). Par la suite, une 
dynamique plus représentative de l'orbite circulaire des satellites a été développée 
dans (SCHWEIGHAKT et coll., 2002). 
2.4.2Modèle à excentricité non nulle 
Le modèle GVE (Gauss Variational Equations) représente bien une dynamique 
orbitale avec excentricité non nulle. Ce modèle cause des difficultés numériques 
pour une orbite presque circulaire (SCHAUB et coll., 2003). Les difficultés sont 
(2.1) 
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causées par le choix des éléments d'orbite qui ont des singularités pour e = 0, e est 
l'excentricité. Il existe des GVE modifiées avec éléments képlériens sans ces 
problèmes, avec les singularités à e = 0 et i = 0. i est l'angle d'inclinaison de l'orbite. 
On utilise les six composantes d'orbite suivants : 
où G est le modèle GVE, a est l'axe semi-majeur, SI est l'ascension droite du nœud 
ascendant, w est l'argument du péricentre et Af0 est l'anomalie moyenne initiale. 6 
est l'anomalie vraie qui est la position angulaire mesurée au foyer de l'orbite et M0 
est l'anomalie moyenne initiale qui est mesurée au péricentre de l'orbite circulaire. 
Les deux premiers arguments déterminent la dimension et la forme de l'orbite. Les 
trois suivants forment les angles d'Euler pour d'écrire l'orientation du plan orbital. 
Le dernier détermine l'endroit où se trouve l'objet dans la trajectoire orbitale au 
temps zéro. 
Un modèle avec excentricité non nulle qui est représenté en coordonnée verticale 
locale et horizontale locale est le modèle de Lawden (LAWDEN, 1954) (CARTER, 
1990). Avant d'obtenir le modèle de Lawden, il faut présenter la dynamique orbitale 
d'un satellite autour de la Terre qui est décrite dans (BATE, 1971) et à l'équation 
(2.3). 
G = (a, e, i,H, a>, M0)T (2.2) 
x 
(2.3) 
z 
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où rt est la distance entre le satellite et le centre de la Terre, r t  = Jx2 + y2 + z2. Le 
paramètre gravitationnel est fi t  = 398601.2 • 109 m3/s2. 
L'équation (2.3) est utilisé pour décrire la dynamique orbitale du satellite cible 
autour de la Terre. Le module du vecteur de position du satellite cible exprimée en 
fonction de l'anomalie vraie est montrée dans : 
r, = 
a(l-e2) (24) 
1 + e cos(O) 
où e = (ra — rp)/(ra +rp) est l'excentricité de l'orbite de référence. Il est utile de 
définir la dérivée première et deuxième de l'anomalie vraie par rapport au temps 
pour la suite de la démonstration : 
• = n( l  +ecosm' (25) 
(1 - e2)2 
—2nzesin(0) (1 + e cos(fl))3 f9. fil 
9  =  (1 -e 2 ) 3  
où n = Jut/a3 est la vitesse angulaire du satellite sur son orbite. La dynamique 
orbitale relative non linéaire du satellite cible est définie par : 
fc  = fg(rc) (2.7) 
où fg représente l'accélération gravitationnelle d'un satellite terrestre. La 
dynamique orbitale relative non linéaire du satellite chasseur est définie par : 
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re = f g (re) + fp (2.8) 
où fp représente la force de propulsion du satellite chasseur. La dynamique relative 
correspond simplement à la différence entre la dynamique du satellite chasseur et 
celle du satellite cible. 
d = re - rc (2.9) 
En substituant, les équations (2.7) et (2.8) dans (2.9), l'équation suivante est 
obtenue : 
d = fg(re) - fg(rc) + fp (2.10) 
La différentielle de cette équation est calculée dans le repère ECI. En utilisant, la 
cinématique des repères tournants, le vecteur d peut être exprimé en fonction de 
différentielles calculées dans le repère LVLH et la dynamique relative non linéaire 
est obtenue. En fait, cette manipulation ajoute des termes reliés à la force centripète 
et de Coriolis. Ces termes apparaissent dans l'équation (2.10) de manière à 
obtenir : 
â  +  2 0 x â  +  è x ( 0 x d )  +  0 x d  =  f g ( r e )  -  f a ( r c )  +  f p  ( 2 1 D  
où 9 et 9 correspondent à la vitesse et l'accélération angulaire du repère de LVHL 
par rapport au repère ECI, [ ] et [ ] représentent respectivement une dérivée de 
degré un et de degré deux effectuée dans le repère de LVLH. 
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La dynamique orbitale relative de Lawden est démontrée dans l'article de (INALHAN, 
2002). Ce modèle est linéaire dans les variables (r,c,o) et dépend de l'anomalie vraie 
qui varie en fonction du temps. Pour l'obtenir, il suffît de linéariser les termes non 
linéaires de l'équation (2.11). 
fg( f e )  -  fgi fc)  «  VfJf c )  • â  (2.12) 
Les composantes des vecteurs de l'équation (2.11) et le gradient de l'équation (2.12) 
exprimés dans le repère LVLH sont présentés ci-dessous : 
iLVLH _ 
fiLVLH 
a LVLH 9 
rfLVLH _ 
6 ÔLVLH 
- 2  
0 
0 
(2.13) 
fLVLH 
h 
Les équations précédentes peuvent être utilisées pour obtenir ces équations : 
B - ' l i  o l l M o  M - e  a s  
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Le mcxièle de Lawden montré à l'équation (2.15) peut être obtenu en substituant les 
équations (2.5) et (2.6) dans l'équation (2.14). 
£r\ (1 + ecos{0)) 
fj (1-e2)3/2 
(2.15) 
+n2 
1 + ecos(0)\3 ( 
t^j[ 
3 S3 + e cos 0 
^ 2e sin 0 
—2e sin 0 0 
e cos 0 0 
0 -1 
De plus, on peut vérifier que le modèle de Lawden avec une excentricité nulle est 
égal au modèle de Hill-Clohessy-Wiltshire de l'équation (2.1). 
Le modèle de Lawden peut être découplée en système hors plan et dans le plan pour 
faciliter la synthèse des compensateurs. L'équation de la composante hors plan du 
modèle est : 
Le modèle de Lawden procure une très bonne représentation du système de satellite 
volant en formation, car la dynamique est bien modélisée et la taille des équations 
1 + e cos(0) (2.16) 
L'équation de la composante dans le plan du modèle est : 
(1 + ecos(g))2 /q -2\/r 
( l_ e 2)3 /2  V2 oAc  
l + ecos(0)\ /3 + e cos 0 -2esin0\(r 
1-e2 ) \ 2esin0 ecos0 /Vc. 
(2.17) )G) 
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du système est relativement petite. Par contre, ce modèle fait intervenir un 
paramètre variant dans le temps qui est l'anomalie vraie 6. Cette variation ne 
permet pas d'obtenir un modèle linéaire constant et valide sur toute l'orbite 
excentrique. Par contre, la méthode de synthèse de système à paramètre variant 
permet de considérer cette variation de paramètre dans un système LPV. Le 
système obtenu est linéaire et valide sur toute l'orbite excentrique. 
2.5 Système à paramètres variants 
Un système LPV est un système non linéaire qui est représenté par une structure de 
modèle linéaire couplé avec une variation de paramètre qui tient compte des non-
linéarités du système. La variation de l'anomalie vraie 6 du modèle de Lawden 
(équation (2.15)) est considérée comme une variation de paramètre dans un modèle 
LPV. L'avantage du modèle LPV est qu'il tient compte de la pleine plage de variation 
des paramètres du système. Pour exprimer ce paramètre variant sous forme 
matricielle, la LFT (Linear Fractional Transformation) est utilisée. Par la suite, un 
compensateur LPV peut être synthétisé sur un modèle LPV. Il existe différentes 
approches pour la synthèse d'une loi de commande LPV. Les deux méthodes de 
synthèse de loi de commande LPV proposées sont: la synthèse H,» et la technique de 
H-syn thèse. 
2.5.1 Représentation LFT 
Dans cette représentation, les variations sur les paramètres sont présentes dans le 
schéma de commande par la modélisation LFT. La LFT est universelle, toute 
représentation rationnelle d'un système peut être écrite sous forme LFT. De plus, 
une LFT peut être combinée à une autre pour former un système augmenté. 
Pour tout système M = j^11 j^lzj et les variations de paramètres A, dont les 
inverses existent, sont définies par cette LFT supérieure (KRON, 2004). Les 
matrices MI; sont des fonctions de transfert reliant les entrées et sorties du modèle 
dynamique du système. 
fu(m, A) = m22 + Af21A(/ - M11A)-1Mj2 (2.18) 
Mu 
M2 t  Ma 
fu (Af, A) = A* m 
Figure 2.3 LFT supérieure 
La fonction Fu est le système augmenté de M avec les variations de paramètres A 
selon les schémas bloc des entrées et des sorties ci-haut. Cette méthode de 
représentation permet d'exprimer les variations de paramètres A pour que le modèle 
LFT se comporte comme un modèle LPV lorsque les paramètres variants changent à 
l'intérieur de leurs bornes. Un inconvénient du modèle LFT est que le système 
devient plus complexe. Il y a une augmentation du nombre d'entrées et de sorties 
du système proportionnellement aux nombres de paramètres variants. 
La représentation LFT peut être utilisée pour représenter un système LFV comme le 
modèle de Lawden. Dans (GAULOCHER et coll., 2004), ils décrivent une solution 
pour le calcul du modèle LFT à partir du modèle LPV des équations de Lawden. La 
matrice de variation de paramètre A du modèle LFT représente la variation de 
l'anomalie vraie sur une demie orbite seulement, c'est-à-dire 8 = [0, n]. Ceci est 
suffisant, étant donné que ce modèle est parfaitement symétrique par rapport à 
l'axe semi-majeur. Cette matrice de variation de paramètre doit être diagonale et 
constituée d'un seul paramètre. 
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L'anomalie vraie du modèle de Lawden apparaît comme une expression 
trigonométrique. Les articles de (GAULOCHER et coll., 2004) et (KNAUF et coll., 
2004) proposent une approche par changement de variable pour obtenir la LFT des 
fonctions sinus et cosinus. En fait, sin(0) et cos(Û) peuvent être exprimés en 
fonction de tan (j) en utilisant certaines propriétés trigonométriques classiques, voir 
le résultat à l'équation (2.19). 
2 tan (ê) 1 - tan2 (§) 
sin(8) = ^4-, cos(0) = )%. (2.19) 
1 + tan2 (|) 1 + tan2 (§) 
En appliquent le changement de variable de l'équation (2.20) à l'équation (2.19), 
l'équation (2.21) est obtenue. 
tan S = • (!) 
tan (5) +1 
(2.20) 
1  — S 2  -26  
s f n ( 0 ) = r+52 ' c o s W = r+52  
Ce changement de variable permet d'exprimer les fonctions sinus et cosinus sous 
forme de fonctions rationnelles. Les matrices Ms et Mc de la LFT supérieur du sinus 
et du cosinus peuvent être facilement définies en utilisant les équations 
précédentes, voir l'équation (2.22). 
Zi 
Z2 = 
yc. 
0 -1 1 
10 0 
0  -2  1  
m. 
Wi 
w2 
» *2 = 
Mc. ys. 
-1 1 
0 0 
-2  1  
Mr 
wi 
w2 
u< 
(2.22) 
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L'assemblage de la LFT peut être effectué analytlquement en substituant les LFT 
élémentaires définies dans les sections précédentes par le modèle de Lawden montré 
à l'équation (2.15). Cependant, il est beaucoup plus rapide d'utiliser la LFT Toolbox 
développée par (MAGN1, 2004) qui permet d'effectuer les opérations arithmétiques 
de base sur les LFT, telles que l'addition, la soustraction, la multiplication et la 
concaténation. De plus, la LFT Toolbox permet le calcul de la forme minimale de la 
LFT (D'ANDREA et coll., 1997). Elle permet d'obtenir une LFT dont la matrice de 
variation de paramètre est de dimension 22. 
2.5.2 Synthèse de la loi de commande LPV 
Pour la synthèse de la loi de commande, il faut introduire le système augmenté gaug 
qui définit les entrées et les sorties de performance. Celui-ci a été proposé dans 
l'article de (GAULOCHER et coll., 2004) et est montré à la figure 2.4. 
Wt m 
Figure 2.4 Système augmenté, gaug 
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L'entrée rg est la position désirée du satellite, la sortie u est l'effort de commande, la 
sortie d est la position relative du satellite et de est l'erreur entre le modèle et les 
pôles désirés. Cette erreur et ces sorties ont été normalisées de manière à définir les 
sorties de performances û, d et de. Les pondérations sont définies par les fonctions 
de transfert Wx, W2. W3 et W4. Ces fonctions introduisent un problème de sensibilité 
mixte généralisé qui assure la stabilité interne de la boucle par le compensateur K. 
â est la matrice de variation de paramètre, zm est l'entrée de la matrice A, wm est la 
sortie de la matrice A, K est le compensateur et M est la dynamique du modèle 
montrée à l'équation (2.18). De plus, le modèle idéal R montrée à l'équation (2.23) 
décrit les performances désirées entre l'entrée r et la sortie de. 
2 tU i uj y 
R = ï ——1 (2.23) 
s + mi s2 + 2Çuj2s + nr2 
Une valeur élevée de l'amortissement < permet d'obtenir un faible dépassement 
maximum. La fréquence d'oscillation gt2 permet de fixer le temps de stabilisation 
désiré. La fonction de transfert d'ordre un et de fréquence de coupure htj permet de 
diminuer la sollicitation de l'actuateur. Le choix des fonctions de pondération est 
primordial. En effet, celles-ci déterminent les performances des compensateurs 
synthétisés. 
Une synthèse de loi de commande LPV peut être faite par la méthode Hœ. La 
synthèse Hœ optimale décrit dans le livre de (ALAZARD et coll., 1999) vise 
l'optimisation de la norme Hœ pour minimiser l'effet des vecteurs de perturbation 
sur le comportement du système. Ces vecteurs peuvent inclurent les variations de 
paramètres et les performances robustes. Mathématiquement, cette technique de 
synthèse robuste consiste à minimiser l'équation (2.24) sur l'ensemble des 
compensateurs K qui stabilisent le système de manière interne. 
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IteCwOIL (2.24) 
fg est le système en boucle fermé. Cette méthode de synthèse a été appliquée sur le 
modèle de Lawden augmenté dans (GAULOCHER et coll., 2004). Cependant, les 
compensateurs obtenus sont difficiles à implémenter étant donné leur dynamique 
haute fréquence impossible à éliminer sans dégrader les performances du système. 
Pour régler ce problème, les articles de (GAULOCHER et coll., 2004) et de (KNAUF, 
2004) propose d'utiliser un algorithme de synthèse Hœ qui permet de contraindre, 
dans une zone , les pôles du système en boucle fermée et donc indirectement la 
position des pôles du compensateur. 
Avant d'introduire la prochaine synthèse de loi de commande LPV, il faut introduire 
la valeur singulière structurée fi qui est associé à une matrice complexe Me t à des 
variations de paramètres A présenté à la figure 2.3. La technique de ^-synthèse 
décrite dans le livre de (ALAZARD et coll., 1999), consiste à construire un 
compensateur k qui minimise la valeur maximale de n du système augmenté. 
Cependant, la valeur de n n'est en général pas calculable, il faut donc utiliser la 
borne supérieure définie par l'équation (2.25), 
où e est une matrice de transfert et amax est la valeur singulière maximale. En fait, 
il faut minimiser sur l'ensemble des compensateurs stabilisants, la borne 
supérieure de \i établie. Ce problème s'apparent à la minimisation de la norme Hœ 
par rapport à k et à ê, minimiser l'équation (2.26). 
— &max {efg{gaug,k)e-*) (2.25) 
wèf^ca^ê-1^ (2.26) 
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L'inconvénient de cette technique est qu'à chacune des itérations, l'ordre de Ê 
augmente et par le fait même, l'ordre du compensateur augmente. Il faut donc 
déterminer le meilleur compromis entre la plus petite valeur de n maximale obtenue, 
offrant le compensateur le moins conservateur possible, et l'ordre du compensateur. 
Une fois le compensateur synthétisé, les pôles du système en boucle fermée sont 
tronqués pour éliminer les pôles rapides. Les pôles rapides sont éliminés sans 
changer la réponse en fréquence du compensateur. Par la suite, une réduction 
équilibrée en ajustant le gain en basse fréquence permet de réduire l'ordre de celui-
ci. L'opération d'élimination et de réduction des pôles peut être validée par la 
réponse en fréquence du compensateur. 
Pour résoudre et former le compensateur LPV qui dépend des paramètres variants, 
on utilise la technique LMI (Linear Matrix Inequalities). La résolution d'inégalité 
matricielle forme un compensateur de dimension théoriquement infini. Alors, ce 
problème peut être difficile à résoudre, mais la formulation LMI limite la dimension 
du compensateur. La résolution de matrice LMI est un domaine vaste à elle seule et 
elle ne sera pas l'objet de ce projet de recherche. 
2.5.3Analyse de la loi de commande LPV 
Pour évaluer la stabilité et la performance d'un système en boucle fermée, la /i-
analyse est utilisée. La /i-analyse permet d'observer la réponse en fréquence d'un 
système avec ses variations de paramètres et ses critères de performance en boucle 
fermée sur le compensateur. Cette analyse est faite par les critères de stabilité 
robuste, de performance robuste, de performance nominale et de valeur singulière 
maximale. Tous ces critères sont normalisés autour d'une valeur de 1 dB. Cette 
analyse est faite en introduisant un système augmenté Paug. Il est formé est 
éliminant les sorties de performance û et d du système augmenté Gaug de la figure 
2.4. 
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Wm Zm 
Figure 2.5 Augmented System, Paug 
Le système augmenté Paug est formé du système P et du compensateur K en boucle 
fermé. Il faut noter que les entrées et les sorties sont normalisées. La //-analyse est 
faite sur l'entrée wm et la sortie zm de la matrice de variation de paramètre. Alors, 
les critères peuvent être calculés. Premièrement, le critère de stabilité robuste est la 
//-analyse de l'entrée wm et de la sortie zm du système augmenté PaUg-
Deuxièmement, le critère de performance robuste est la //-analyse des entrées 
[wm,r9] et des sorties [zm,de] du système Paug. Troisièmement, le critère de 
performance nominale est la norme des performances de l'entrée rg et de la sortie de 
du système Paug. Finalement, la valeur singulière maximale est calculée sur le 
système Paug. Tous ces critères sont exprimés en dB et leurs marges en dB 
permettent de décrire l'amplitude de la stabilité du système en boucle fermée. 
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2.6 Asservissement par échelonnement des gains 
La technique d'échelonnement des gains est très utilisée pour l'asservissement des 
systèmes non linéaires. C'est une technique qui a été appliquée avec succès dans 
plusieurs applications industrielles. Elle consiste à développer plusieurs systèmes 
linéaires du modèle sur une plage de variation, on fait la synthèse d'une loi de 
commande pour chacun des systèmes, et on interpole ces lois de commande sur 
toute la plage. Il faut interchanger les compensateurs dépendamment du point 
d'opération du système non linéaire. Alors, plusieurs compensateurs sont créés 
pour plusieurs points d'opération du système non linéaire. En échelonnant les 
gains de ces compensateurs, le système a des points d'opération très performants, à 
l'endroit où le compensateur a été synthétisé, et des bandes d'opération de 
performance non optimales entre la synthèse de deux compensateurs. Les 
principaux désavantages sont que la stabilité du système n'est pas garantie et qu'il 
cause des problèmes de performances dans les transitions entre compensateurs. 
Des techniques ont été créées pour assurer la stabilité du système au détriment de 
la performance. La synthèse d'une loi de commande par échelonnement des gains 
se fait de façon très intuitive, car c'est une méthode simple de créer un 
compensateur non linéaire. Il existe différentes approches pour la synthèse d'une 
loi de commande par échelonnement des gains. Les trois méthodes 
d'échelonnement des gains proposées sont : la méthode classique, la méthode 
neurale/floue, la méthode hors équilibre et la méthode LPV. 
2.6.1 Méthode classique d'échelonnement des gains 
La méthode classique est la plus répandue. Il faut débuter par faire l'analyse du 
système non linéaire pour obtenir un modèle qui varie selon des paramètres. 
Ensuite, des points d'opérations critiques sont déterminés pour couvrir la plage 
d'opération du système et une linéarisation du système est faite à ces points. Pour 
chaque modèle linéaire, il faut faire la synthèse d'un compensateur. Pour créer un 
compensateur non linéaire, une interpolation peut être faite sur tous les 
compensateurs linéaires ou il faut simplement interchanger entre ceux-ci. 
L'interpolation entre les compensateurs permet d'avoir une transition plus lissée 
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entre les compensateurs. Pour réaliser une interpolation, les compensateurs 
doivent avoir le même nombre d'états. L'Interpolation des compensateurs peut être 
faite sur les gains pour un compensateur statique et sur les états, les matrices 
d'état, les pôles et zéros pour un compensateur dynamique. Une mauvaise 
interpolation peut conduire à de mauvaises performances ou l'Instabilité. 
Finalement, il faut implémenter la loi de commande non linéaire sur le système en 
s'assurant que les paramètres variants peuvent être mesurés avec précision. 
2.6.2Méthode neurale/floue 
Cette méthode consiste à utiliser des algorithmes de développement de loi de 
commande à logique floue fTAKAGI et coll., 1985) pour Implémenter les 
compensateurs synthétisés localement. Des points d'opérations critiques sont 
choisis et une synthèse de compensateur est faite pour chaque point. La formation 
et l'implémentation de la loi de commande par échelonnement des gains sont faites 
par des algorithmes à logique floue. Le système est décrit comme suit : 
* = ï,ifi(x,u)ni(.0) 
(2.27) 
y = ï.ihi(x,u)ni(0) 
où la fonction 0(x, u) est la variable d'échelonnement des gains et est la variable 
de poids. Ce poids permet de séparer les états du système de façon naturelle pour 
synthétiser la loi de commande LPV. Par contre, le désavantage de cette technique 
est le manque de règle pour la synthèse de loi de commande optimale. 
2.6.3Méthode hors-équilibre 
Cette méthode ressemble à la méthode classique, mais elle utilise la dynamique 
transitoire hors équilibre du système pour la synthèse locale des compensateurs 
(HUNT et coll., 1997). Dans la méthode classique, les compensateurs sont 
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synthétisés à des points d'opération du système. Par contre, dans la méthode hors 
équilibre, les compensateurs sont synthétisés à des points d'opération du système 
et à d'autres points qui ne font pas partie des points d'opération. Pour synthétiser 
la loi de commande par échelonnement des gains, une interpolation est faite entre 
les différents compensateurs en équilibre et hors équilibre en faisant intervenir des 
fonctions de poids. Cette méthode permet de considérer les non-linéarités du 
système. Ainsi, les performances entre deux synthèses de compensateurs sont 
améliorées au détriment des performances aux points de synthèse de 
compensateur. De plus, une loi de commande feedforward peut être utilisée pour 
compenser le déplacement du système entre deux synthèses locales de 
compensateur afin d'améliorer les performances transitoires. 
2.6.4Méthode LPV 
Un compensateur LPV est une forme d'échelonnement naturelle des paramètres 
d'un compensateur, en utilisant la nature LPV du système dynamique. En 
comparaison, l'échelonnement des gains par la méthode classique présentée à la 
section 2.6.1 est une façon moins naturelle de représenter la variation du 
compensateur en interpolant plusieurs compensateurs. Un compensateur LPV peut 
être obtenu en utilisant les techniques de synthèse de compensateurs n-synthèse et 
H0o qui sont décrites dans la section 2.5.2 et dans (ALAZARD et coll., 1999). Dans 
(APKARIAN et coll., 2000), une nouvelle méthode de synthèse de compensateur LPV 
est développée en temps discret. Ils utilisent des conditions de performances H2 et 
Hm pour la synthèse LPV. Cette méthode est appelé mixte H2/Ha, à multi canaux. 
De plus, ils sont capable de résoudre la formulation LMI de leur méthode mixte 
H2/Hœ à multi canal avec des nouvelles transformations linéaires des matrices 
d'état du compensateur LPV et des fonctions de pondération. Ces transformations 
linéaires sont nouvelles et n'avaient pas été possible avec les techniques de 
développements précédentes comme dans (SCHERER et coll., 1997). 
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2.7 Asservissement LFV pour le vol en formation 
Dans la littérature, il y a trois articles qui ont appliqué le compensateur LPV au vol 
en formation de satellites sur une orbite excentrique. Dans (GAULOCHER et coll., 
2004), on fait une analyse approfondie de différentes représentations LPV du modèle 
de vol en formation de satellite avec une orbite excentrique. Les expressions 
trigonométriques ont été représentées par une seule variation paramétrique, 
l'anomalie vraie. Par la suite, l'interpolation par échelonnement des gains entre 10 
compensateurs synthétisés avec la méthode a été faite. Pour cette méthode de 
synthèse de la loi de commande, ils ont utilisé un système augmenté à sensibilité 
mixte avec une sortie de performance qui compare la réponse en fréquence du 
système à un autre système idéal. De plus, ils ont imposé une région limite dans le 
plan réel et imaginaire pour le placement des pôles du système en boucle fermée. 
Pour la synthèse d'un compensateur LPV, (GAULOCHER et coll., 2004) ont observé 
que la résolution LMI pour la synthèse du compensateur est impossible, car il y a 
trop d'état dans le système. Dans (KNAUF et coll., 2006), la représentation LPV du 
modèle de vol en formation de satellite de (GAULOCHER et coll., 2004) a été utilisée 
et l'interpolation par échelonnement des gains entre 10 compensateurs synthétisés 
avec la méthode h2 a été faite. La loi de commande h2 obtenue est statique. Dans 
(KRON et coll., 2008), les auteurs évaluent la pertinence d'un compensateur par 
échelonnement des gains du modèle de vol en formation de satellite sur une orbite 
excentrique. Ils concluent qu'il est raisonnable d'affirmer qu'un compensateur par 
échelonnement des gains n'est pas nécessaire lorsqu'un compensateur dynamique 
est utilisé. Ces trois articles permettent de conclure que la représentation LPV du 
modèle de vol en formation de satellite est valide et que différents types de synthèse 
de compensateur peuvent être utilisés sur ce modèle. 
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2.8 Conclusion 
Pour faire la synthèse de la loi de commande LPV sur une formation de satellites, il 
faut premièrement déterminer si la dynamique environnante de la formation de 
satellites est en orbite ou non autour d'une planète. Ensuite, il faut sélectionner 
l'architecture d'asservissement utilisé, soit : cible et chasseur, entrée multiple et 
sortie multiple ou structure virtuelle. Si la formation de satellites est en orbite 
autour d'une planète, il faut évaluer si une approximation avec une excentricité 
nulle (e = 0) est valide ou non pour ce modèle. Pour une excentricité non nulle, les 
modèles de Lawden et GVE peuvent être utilisés. Pour développer un système à 
paramètres variants de la formation de satellites, le modèle LPV doit être formé et la 
loi de commande LPV doit être synthétisée. La méthode LFT a été développée dans 
l'article de (GAULOCHER et coll., 2004) pour former un modèle LPV d'une formation 
de satellite sur une orbite excentrique du modèle de Lawden. De plus, des loi de 
commandes peuvent être synthétisées pour former un asservissement par 
échelonnement des gains classique, neurale/floue, hors-équilibre ou LPV. 
Finalement, le système et le compensateur sélectionnés doivent être simulés, 
analysés et validés sur un simulateur non linéaire. 
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CHAPITRE 3 
DÉFINITION DU PROBLÈME 
3.1 Introduction 
Le vol en formation de satellites est une technologie récente qui présente un 
potentiel d'innovation et de perfectionnement. Les architectures et les techniques 
de commandes forment aussi un sujet actif de recherche dans plusieurs pays. Les 
travaux de recherche se situent donc au niveau de l'innovation et la démonstration 
de la faisabilité du vol en formation. 
L'Agence Spatiale Européenne (ESA) a lancé la mission PROBA-3 qui nécessite deux 
satellites volant en formation serrée et asservie sur une orbite excentrique. Suite à 
ce lancement, plusieurs récentes publications (GAULOCHER et coll, 2004), (KNAUF 
et coll., 2004), (MARCOS et coll., 2007), (KRON et coll., 2008) ont développées des 
lois de commandes sur la dynamique du vol en formation de deux satellites. Cette 
dynamique sur une orbite excentrique est non linéaire et elle peut être décrite 
comme un système LPV dont l'anomalie vraie forme la variation de paramètre. 
Dans (INALHAN, 2002), ce système LPV est présenté et il est décrit comme les 
équations de Lawden. Dans (GAULOCHER et coll, 2004), le modèle LFT des 
équations de Lawden est développé et validé. Cette LFT forme un bon point de 
départ pour développer des lois de commandes du vol en formation de deux 
satellites sur une orbite excentrique. 
Plusieurs techniques peuvent être utilisées pour synthétiser une loi de commande 
pour ce type de système. Dans (KRON et coll., 2008), trois tendances sont définies 
pour la synthèse d'une loi de commande: 
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1. Synthétiser une loi de commande qui diminue les variations paramétriques 
du système pour obtenir des performances semblables sur tout l'enveloppe 
de vol. Cette technique est décrite comme Inversion Dynamique Non linéaire 
(NDI) dans (MARCOS et coll., 2007). 
2. Synthétiser une loi de commande qui est échelonnée pour quelle s'adapte au 
condition de vol (GAULOCHER et coll. 2004), (KNAUF et coll., 2004), (KRON 
et coll., 2008). 
3. Synthétiser une loi de commande qui est robuste aux variations 
paramétriques du système sur toute l'enveloppe de vol. Cette technique est 
décrite comme loi de commande robuste. 
Une discussion sur les avantages et les inconvénients de chaque tendance est 
décrite dans (KRON et coll., 2008). En résumé, un compensateur dynamique ou un 
compensateur par échelonnement des gains doivent être utilisés afin d'obtenir plus 
de degrés de liberté pour développer une loi de commande robuste. La loi de 
commande Hœ dynamique échelonnée sur les gains proposée par (GAULOCHER et 
coll., 2004) incorpore les deux approches. Alors, pourquoi utiliser les deux 
approches lorsqu'une seule des deux permettrait d'obtenir plus de degrés de liberté? 
(KRON et coll., 2008) concluent qu'il est raisonnable d'affirmer qu'un compensateur 
par échelonnement des gains n'est pas nécessaire lorsqu'un compensateur 
dynamique est utilisé. Ce projet de recherche permettra de confirmer ou d'infirmer 
cette conclusion en appliquant une loi de commande Hœ dynamique et un 
asservissement par échelonnement des gains sur le système de vol en formation de 
deux satellites comme dans (GAULOCHER et coll., 2004). De plus, la méthode Hx 
présente un potentiel d'innovation par la bonne sélection des fonctions de 
pondération. 
Ce projet de recherche présente les résultats d'une étude qui débute avec le modèle 
LFT et la loi de commande décrits dans (GAULOCHER et coll. 2004). La loi de 
commande avec placement de pôle est utilisée, car elle permet de définir les 
performances du système avec la sélection d'un modèle idéale et de fonctions de 
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pondérations. Alors, les résultats obtenus dans ce projet de recherche avec la loi de 
commande Hœ  pourront être comparés avec les résultats de la loi de commande Ha, 
dans (GAULOCHER et coll. 2004). De plus, cette loi de commande permet 
l'application de la /^-analyse et d'observer les performances du système en boucle 
fermée sur le compensateur par l'analyse de stabilité robuste et de performance 
robuste. 
3.2 Objectifs 
Ce projet de recherche prévoit l'application de techniques de commande dans la 
conception et la mise au point d'algorithmes permettant la maintenance et la 
reconfiguration de la formation en vol de satellites terrestres en orbite. L'optlmalité 
est recherchée non seulement pour minimiser l'erreur relative en position entre les 
deux satellites, mais aussi pour assurer une dépense également distribuée des 
ressources de chaque satellite (e.g. le propergol requis pour les manœuvres). Le 
modèle de Lawden sera utilisé pour représenter l'architecture de vol en formation 
"cible et chasseur", car la dynamique est bien modélisée et la taille des équations du 
système est relativement petite. Ce modèle fait intervenir le paramètre d'anomalie 
vraie pour obtenir une représentation LPV. Par la suite, une technique de réduction 
LFT, décrit dans (GAULOCHER et coll., 2004), sera utilisée pour obtenir une matrice 
de variations de paramètre de plus petite dimension possible. Pour la synthèse de 
la loi de commande, la méthode Hm avec placement de pôle et un asservissement 
par échelonnement des gains seront utilisés afin de comparer leurs performances. 
La méthode Hœ fait partie de la tendance 3 décrit dans (KRON et cool., 2008) et 1' 
échelonnement des gains fait partie de la tendance 2. Les performances de ces 
compensateurs seront comparées avec l'erreur relative en position sur la trajectoire 
désirée et la dépense en énergie. Ces performances seront vériflables par 
simulation. La méthode de synthèse de compensateur Hm avec placement de pôle a 
été développée dans le passé, mais elle présente toujours un potentiel d'innovation. 
En parallèle à ce projet, le développement d'un simulateur de vol en formation est 
essentiel pour la synthèse des résultats. En conclusion, ce projet de recherche 
proposera donc des idées innovatrices d'utilisation de compensateur dans lesquelles 
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les algorithmes de commande optimale seront adaptés et validés par simulation 
numérique. 
3.3 Méthodologie 
Les objectifs du projet de maîtrise sont d'utiliser le comportement dynamique d'une 
formation de satellites terrestres, puis d'utiliser des architectures et algorithmes de 
commande optimale et autonome, validés en simulation. Ainsi, la méthodologie sera 
de: 
1. Sélectionner un modèle dynamique de la formation sur une orbite excentrique. 
2. Identifier des techniques de commande optimale innovatrices de type LPV 
pouvant permettre la maintenance et la reconfiguration d'une formation de 
satellites. 
3. Utiliser une architecture et un algorithme de commande optimale. 
4. Valider par simulation le système de commande ainsi développé. 
La réalisation du projet de maîtrise débute par la sélection du modèle dynamique du 
vol en formation de satellites. Ensuite, la sélection de l'architecture de commande 
et du modèle LPV. La synthèse des modèles peut seulement débuter lorsque le 
modèle LPV est formé. La synthèse des différents lois de commandes représente la 
majeure partie du projet. La synthèse des résultats obtenue par simulation 
permettra de rédiger le mémoire de maîtrise. L'outil de calcul et de simulation 
utilisé sera le logiciel Matlab™ avec les algorithmes Hœ de (GAHINET et coll. 1994) 
disponible dans la Robust Control Toolbox. 
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3.4 Contributions 
Les contributions et la publication provenant de ce projet de recherche sont : 
1. Les fonctions de pondération ont été sélectionnées pour améliorer les 
performances du système en comparaison avec l'article de (GAULOCHER et 
coll.. 2004). 
2. La ju-analyse valide la stabilité robuste et la performance robuste de la 
conception (ALAZARD et coll., 1999). 
3. Les deux contributions ci-haut ont permis la production de l'article suivant : 
Brazeau Philippe, Simard Bilodeau Vincent, Kron Aymeric et de Lafontaine 
Jean (Janvier 2008), Robust Control Law for Formation Flying Satellite in 
Eœentric Orbits, 18th AAS/AIAA Space Flight Mechanics Meeting, Galveston, 
Texas, ASS08-146, 16p. 
4. La synthèse de la loi de commande hors plan par échelonnement des gains 
permet l'amélioration des performances du système en comparaison avec les 
performances d'un seul compensateur LFV. 
5. La synthèse de la loi de commande dans le plan par échelonnement des gains 
ne permet pas d'améliorer les performances du système avec les 
performances d'un seul compensateur LFV. 
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3.5 Structure du mémoire 
Les sections suivantes de ce mémoire sont divisées en quatre parties : 
Chapitre 4 : Ce chapitre décrit la loi de commande robuste synthétisée par la 
présentation de l'article : LOI DE COMMANDE ROBUSTE POUR LE VOL EN 
FORMATION DE SATELLITE SUR UNE ORBITE EXCENTRIQUE. 
Chapitre 5 : Ce chapitre décrit la synthèse des lois de commandes par 
échelonnement des gains. 
Chapitre 6 : Ce chapitre décrit la conclusion de ce projet de recherche et les 
recommandations pour un travail futur dans ce domaine. 
Annexes : Ce chapitre décrit les annexes de ce mémoire par la présentation 
complémentaire des résultats de simulation ainsi que la synthèse du compensateur 
par placement de pôles. 
3.6 Conclusion 
Ce projet de recherche prévoit l'application de techniques de commande sur une 
formation de satellites en orbite autour d'une planète sera utilisée avec une 
architecture cible et chasseur. De plus, le modèle LFT développé dans l'article de 
(GAULOCHER et coll., 2004) pour une formation de satellite sur une orbite 
excentrique du modèle de Lawden sera utilisé. Finalement, la loi de commande sera 
synthétisée par la méthode Hœet la méthode classique d'échelonnement des gains de 
la section 2.6.1 sera utilisée pour former un compensateur. Un simulateur de vol 
en formation est essentiel pour la synthèse des résultats et les résultats obtenues 
permettront de rédiger ce mémoire de maîtrise. Les chapitres 4 et 5 présentent les 
résultats de ce projet de recherche et compare les performances des synthèses de 
lois de commandes de tendances 2 et 3 décrient dans (KRON et cool., 2008). Alors, 
la conclusion de (KRON et coll., 2008) qu'il est raisonnable d'affirmer qu'un 
compensateur par échelonnement des gains n'est pas nécessaire lorsqu'un 
compensateur dynamique est utilisé pourra être confirmée ou infirmée. Le chapitre 
6 présente la conclusion et les recommandations pour un travail futur dans ce 
domaine. 
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CHAPITRE 4 
LOI DB COMMANDE ROBUSTE 
L'article (BRAZEAU et coll., 2008) a été présenté à la 18e AAS/AJAA Space Flight 
Mechanics Meeting à Galveston au Texas (États-Unis) du 27 au 31 janvier 2008. Les 
co-auteurs de cet article sont Vincent Simard Bilodeau (étudiant), Aymeric Kron 
(professeur associé) et Jean de Lafontaine (professeur). L'article a été publié dans le 
Spaceflight Mechanics, Proceedings of the AAS/AIAA Space Flight Mechanics Meeting 
Part H. 
4.1 Résumé 
Cet article, intitulé « ROBUST CONTROL LAW FOR FORMATION FLYING SATELLITE 
IN ECCENTRIC ORBrTS» (LOI DE COMMANDE ROBUSTE POUR LE VOL EN 
FORMATION DE SATELLITE SUR UNE ORBITE EXCENTRIQUE), propose une loi de 
commande robuste à temps discret pour le vol en formation de satellite sur une 
orbite excentrique avec le modèle de Lawden. Une approche précédente 
(GAULOCHER et coll., 2004) de la commande robuste se basait sur une loi de 
commande Ho, à échelonnement des gains pour reconfigurer et maintenir la 
cohésion d'une formation artificielle. Pour la synthèse d'un compensateur LPV, 
(GAULOCHER et coll., 2004) ont observé que la résolution LMI pour la synthèse du 
compensateur est impossible, car il y a trop d'état dans le système. Ce présent 
article utilise un compensateur discret LPV, non échelonné sur les gains, avec une 
stabilité garantie et une période d'échantillonnage plus grande. Ce système de 
commande est obtenu par une bonne sélection des fonctions de pondération qui 
minimise l'erreur en position relative avec un effort de commande similaire et par 
un algorithme de synthèse Ho, qui impose une contrainte stricte sur le placement 
des pôles en boucle fermée du système. 
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Les synthèses des compensateurs et les simulations ont été effectuées sur les trois 
axes. Pour le même système et la même sollicitation des actionneurs, l'erreur en 
position relative est plus faible que celle présentée dans l'article de (GAULOCHER et 
coll., 2004). Les contraintes sur le placement de pôles permettent une période 
d'échantillonnage de 10 secondes. Augmenter la période d'échantillonnage permet 
d'utiliser un ordinateur de bord moins performant dans un satellite. Pour l'analyse 
du système, la (i-analysis valide la stabilité robuste et la performance robuste de la 
synthèse. Les résultats obtenus avec un seul compensateur Ho, avec variation LPV 
démontrent une erreur en position relative maximale de 2 x 10~3m et un effort de 
commande maximale de 3.1 x 10~3N. 
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AAS-08-146 
ROBUST CONTROL LAW FOR FORMATION FLYING 
SATELLITE IN ECCENTRIC ORBITS 
Philippe Brazeau1, Vincent Simard Bilodeau2, Aymeric Kron3 and 
Jean de Lafontaine4 
This paper proposes a discrete robust control law for formation 
flying in eccentric orbits based on the Lawden Model. Previous 
robust approaches have relied on scheduled H infinity continuous 
controller to reconfigure and maintain cohesion of an artificial 
formation. This paper proposes a discrete, non-scheduled controller 
with guaranteed stability and a realistic sampling rate. This 
controller is obtained by choosing adequate weighting functions that 
minimize the relative position error with similar command effort and 
by imposing strict closed-loop poles constraints to the H infinity 
synthesis algorithm. 
4.2 Introduction 
Satellite Formation Flight (FF) is a critical research topic in space technologies 
which possesses great advantages. First, it allows an increased measurement 
accuracy and resolution by correlating scientific instrument signals of the satellites 
1 Master's Degree student. Department of Electrical and Computer Engineering. Université de Sherbrooke. 2500 
boul. Université. Sherbrooke. Quebec. Canada. J1K 2R1, philippe.brazeau@usherbrooke.ca. 
2 Master's Degree student. Department of Electrical and Computer Engineering. Université de Sherbrooke, 
vincen t. simard. bilod eau@u Sherbrooke, ca. 
3 Adjunct Professor. Department of Electrical and Computer Engineering, Université de Sherbrooke. 
4 Professor. Department of Electrical and Computer Engineering. Université de Sherbrooke. 
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in the formation (synthetic aperture). Second, it gives the possibility to change the 
geometric configuration of instruments during a mission depending on the type of 
measurements with simple formation reconfiguration. Third, it contributes to 
reducing the cost of a mission especially at launch because a formation requires 
smaller and lighter satellites. Finally, this strategy can minimize risk of mission 
failure. Indeed, the failure of one satellite of the formation does not necessarily 
imply the end of the whole mission. Thus, FF is an emerging space technology that 
has great potential for future scientific and communication missions. 
Probably under the impulsion of the European Space Agency (ESA) PROBA-3 
mission which will require two spacecraft flying in formation over an Highly 
Elliptical Orbit (HEO), several recent publications (GAULOCHER et coll, 2004) 
(KNAUF et coll., 2004) (MARCOS et coll., 2007) (KRON et coll., 2008) investigated 
the control of this relative dynamics. 
The physical nature of FF dynamics over an eccentric orbit is nonlinear. It can be 
efficiently approximated by a Linear Parameter Varying (LPV) model, where the 
varying parameter is the true-anomaly, by means of the Lawden equations 
(INALHAN, 2002). 
Many techniques can be applied to design an efficient controller for this kind of 
system. In (KRON et coll., 2008), three trends are identified to design a controller: 
Trend-1 Design a controller that is cancelling the varying effect in order to have 
a similar behavior over the flight envelope. This is the purpose of 
Nonlinear Dynamics Inversion (NDI) techniques (MARCOS et coll., 
2007). 
Trend-2 Design a controller which is scheduled or self-scheduled in order to 
adapt itself to the flight conditions (GAULOCHER et coll, 2004) (KNAUF 
et coll., 2004) (KRON et coll., 2008). 
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Trend-3 Design a controller which is robust to the variations over the full flight 
envelope. This is the purpose of robust control techniques and the 
present paper. 
A discussion of the benefits and drawbacks of each trend is given in (KRON et coll., 
2008) and not repeated here. Nevertheless, it is obvious that the simplest possible 
controller is a static feedback controller. Unfortunately, (KRON et coll., 2008) shows 
that a static controller does not possess sufficient degrees of freedom to perform a 
robust assignment of the varying dynamics of the system considered. In order to 
increase the number of degrees of freedom, the designer can switch to a self-
scheduled static controller (KRON et coll., 2008) or switch to a dynamic controller. 
Of course, switching to a dynamic self-scheduled controller (GAULOCHER et coll, 
2004) is also a solution which combines the two previous approaches. 
In the literature, (GAULOCHER et coll, 2004) proposed a solution based on a 
dynamic controller designed by a Hx synthesis. However, for performance issues, 
this reference recommends to schedule the controller. In other words, compared 
with a static control, degrees of freedom are added by the fact that the controller is 
dynamic and by the fact it is scheduled. However, (KRON et coll., 2008) presented 
that a self-scheduled static output feedback controller can meet the performance 
requirement over the full orbit with a level of performance similar to the scheduled 
dynamic controller of (GAULOCHER et coll, 2004). On one hand, it means that, 
when scheduling is considered, having a dynamic controller is a non useful 
complexity: the scheduling gives sufficient degrees of freedom. On the other hand, 
since having a dynamic controller increases the number of degrees of freedom to 
perform robust assignments, it is reasonable to suppose that scheduling is not 
required when the controller is dynamic. 
Unfortunately, (GAULOCHER et coll, 2004) paper does not give sufficient details to 
assess this assumption. Indeed, the main purpose of (GAULOCHER et coll, 2004) 
was to develop a Linear Fractional Transformation (LFT) model of the Lawden 
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equations. The controller design performed In this paper was intended more as a 
means to validate the LFT model than to study control design. Consequently, the 
optimization of the controller was not an Issue addressed in this paper. 
Therefore, the current paper presents the results of a study which started from the 
control design suggested in (GAULOCHER et coll, 2004) with the same 
requirements. However, instead of designing a controller to be scheduled, here, the 
objective Is to design a Trend-3 dynamic controller which fulfils the requirements 
without any scheduling. The objective is to demonstrate the hypothesis that for the 
problem considered, a dynamic controller does not need to be scheduled. 
The paper is organized as follows. First the nonlinear dynamics model considered 
for the nonlinear simulation validations and the LFT model considered for the 
design are presented. Then the Wx control technique considered for the design is 
explained focusing on explaining the augmented plant structure. Next, the control 
design is applied to the LFT Model considering the same numerical application as in 
(GAULOCHER et coll, 2004) with the same requirements. Linear analyses are 
performed. Finally, the synthesized Trend-3 controller is discretized and 
implemented in a realistic nonlinear simulator to perform the validation and to 
assess the performance of this non scheduled controller over the full HEO orbit. 
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4.3 Formation Flying Model 
4.3.1 Coordinate System 
In order to derive the relative dynamics between two satellites, the coordinate 
system Local Vertical Local Horizontal (LVLH) is introduced in figure 4.1. 
In this system, rc is the position of the leader satellite, re  is the position of the 
follower satellite with its origin at the Earth center, d is the position of the follower 
satellite relative to the leader satellite, 0 is the true anomaly, a is the semi-major 
axis, p is the semi-lactus-rectum, rp is the perigee radius and ra is the apogee 
radius. The vectors rc  and fe  are expressed in the coordinate system x-y-z,  
named Earth-Centered Inertial. The vector i is expressed in the rotating LVLH 
coordinate system r — c — o. The relative dynamic of the plane r - c is referred to as 
the in-plane motion and the relative dynamic of o is referred to as the out-of-plane 
motion. For this application, the leader satellite follows a Keplerian orbit and the 
follower satellite is controlled by the actuator in the LVLH coordinate system. 
Leader 
Follower 
Figure 4.1 LVLH Coordinate System 
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4.3.2 Lawden Equations 
In order to design a controller of the relative dynamics of two spacecraft flying in 
formation over a HEO, a design model of this dynamics Is required. A relevant 
model suggested in (GAULOCHER et coll, 2004) is the set of Lawden equations 
which are derived in the LVLH frame (INALHAN, 2002), (TSCHAUNER, 1967). It is 
reported in Eq.(4.1) and Eq.(4.2). 
[ri _ (1 + ecos(fl))2 r 0 21 frl , 
U "  ( 1  - e 2 ) 3 ' 2  1 - 2  oJU 
2 /1 + g cos(g)\3 p + e cos{6) -2e sin(O) 1 m \ f r  
n \ 1 - e2 / L 2esin(9) ecos{6) J LcJ |/c. 
[s] = -bJ (1±Î£^))3 M + [fa] 
n — (4.2) 
In Eq.(4.1), f r ,  fc  and f0  are the relative accelerations. These equations features the 
time-varying parameter 9, the true anomaly and it belongs to a LPV model. 
4.3.3 Lawden Model and LFT Model 
The robust control framework considered to perform the design requires having 
the LPV design model under a specific format adapted to the robust synthesis 
and robustness analysis: the Linear Fractional Transformation (LFT) 
representation. The upper LFT FU(M,A) is defined by Eq.(4.3) and represented 
in figure 4.2. This equation is available for any kind of matrix (including 
transfer matrix) if the matrices à and m = [JJ11 JJ12] have compatible dimension 
and /-Mi 1 is invertlble. 
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F u (M ,â )  =  M 2 l û ( l -M l i y 1 M l 2 +M 2 z  (4.3) 
Mn Mu 
Mn MZ2 
Figure 4.2 Upper LFT 
This representation can be used to represent an LPV system considering M a 
nominal LTl model and A a matrix for which each elements are function of the 
varying parameters in such a way that the LFT model behaves as the LPV model 
when the varying parameters are evolving between their bounds. 
Fortunately, (GAULOCHER et coll, 2004) suggests a solution to compute an LFT 
model from the LPV model described by the Lawden equations. This approach was 
used to compute the LFT required here. It is explained now for completeness. 
The uncertainty matrix of the LFT Model represents the variation of the true 
anomaly on half of an orbit, when 9 = [0, rr]. This representation is enough for the 
synthesis of the controller since the model is perfectly symmetrical on the semi-
major axis. Indeed for control design purpose, a Keplerian dynamics model is 
sufficient. 
The true anomaly variable of the Lawden Model appears in a trigonometric 
expression. The papers (GAULOCHER et coll, 2004) and KNAUF et coll., 2004) 
propose to substitute the variable to obtain an LFT of the sine and cosine functions. 
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In fact, sin(0) and cos(9) can be expressed in a tan(6/2) function using 
trigonometric properties. The result is shown in Eq.(4.4). 
2 tan (^j) 1 — tan2  (j)  
sin(0) = ^Lr.com = (4.4) 
1  + tan2 ( 2 )  1  +  t a n 2 ( 2 )  
By applying the variable substitution shown in Eq.(4.5) combined with Eq.(4.4), 
Eq.{4.6) can be obtained. 
tan ( j)  -  1 
5 = W (4.5) 
t a n  ( 2 )  +  1  
,  x 1 - 5 2  ,  .  ~2 S  
si
"
(9) = TTï1' c°s( = TTs5 
The variable substitution is used to express the sine and cosine as a rational form. 
The matrices Ms and Mc of the sine and the cosine upper LFT can be easily defined 
with the use of the previous equation, see Eq.(4.7). 
Zi 
22 = 
yc. 
0 - 1 1  
10 0 
0 - 2  1  
Ms 
Wi 
vv2 
Ur 
0 -1 11 
1 0 0 
1-2 0 oJ 
Mc 
W t  
w2  
Us (4.7) 
The formation of the LFT can be analytically solved by substituting the elementary 
LFT, defined in the previous section, into the Lawden Model in Eq.(4.1). However, it 
is much more efficient to use the LFT Toolbox developed by (MAGNI, 2004) to solve 
the basic arithmetic operation on the LFT, such as addition, subtraction, 
multiplication and concatenation. Moreover, the LFT Toolbox allows the 
computation of the minimal form of the LFT (D'ANDREA et coll., 1997). 
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The resulting LFT 1s an uncertainty matrix of dimension 22. The open-loop poles of 
the Lawden Model (LPV model) and the LFT Model are compared in figure 4.3. The 
LPV and the LFT Models have the same poles for a fixed position in the orbit. This 
shows that the LFT Model adequately forms the Lawden equations. Consequently it 
can be used for the //*, synthesis of the controller and the analysis of the closed-
loop system. 
Poles Variation in the Orbit 
LFT Model 
Lawden Model 
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Figure 4.3 The Open-Loop Poles of the Lawden Model and the LFT Model. 
4.4 Control Synthesis Law 
As explained in the introduction, the major objective of this study consists in 
designing a dynamics controller able to keep its performance robustly all over the 
orbit without scheduling. It is clearly a linear robust control problem. It is solved 
here, starting from the solution suggested by (GAULOCHER et coll, 2004). In this 
section, the considered robust synthesis framework is explained highlighting the 
structure of the augmented plant used to drive the synthesis toward a controller 
with the required robust performance. 
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4.4.1 Robust Synthesis 
The objective of the control design consists In computing a controller which ensures 
that the Wx norm of the transfer matrix between specific Inputs and outputs of the 
closed-loop system (which characterize the robustness and the performance) is 
driven under a specific limit (sub-optimal problem). In parallel, eigenvalues 
assignment constraints can be imposed. 
This type of problem can be numerically solved by means of Linear Matrix 
Inequalities (LMI)-based Hx synthesis algorithms (GAHINET et coll., 1994) available 
in the Robust Control Toolbox of Matlab. Thus, the designer task consists 
essentially in the setting of the design structure which interconnects the design 
model with the weighting functions in order to define an augmented plant with 
appropriate robustness and performance inputs and outputs to drive the synthesis 
to an efficient controller. 
The augmented plant suggested here is adapted from (GAULOCHER et coll, 2004). 
It is defined as Gaufl(s) and describes the input and output performances. This 
system is shown in figure 4.4. 
w 
r+ 
R(s) 
K(s) 
M(s) 
Figure 4.4 Augmented System, Gaug(s) 
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The input r is the desired relative position of the satellite, the output u is the 
command, the output d is the relative position of the satellite and de is the error 
between the dynamic model M(s) and desired performance poles W(s). The input r 
and outputs u, d and de  have been normalized to define the performance input f  
and outputs û, d and de. The weighting functions are defined by the transfer 
functions W^Cs), W2(s), W3(s) and W4(s). These functions introduce a mixed 
sensitivity problem that guarantees the Inner stability of the loop by the controller 
K(s). Furthermore, the transfer function 7?(s) shown in Eq.(4.8) describes the 
desired performance between the input r  and the output de .  
R(s) = Oil col 
s + s2 + 2 Çù)2s + (l>2 (4.8) 
In this function, oij = 1.5 • 10~3 rad/s,  a>2  = 1.0 • 10~3 rad/s and < = 0.8. The high 
value of the damping enables a low peak response. The oscillation frequency co2 
allows a settling time of around 6000 seconds. The first-order transfer function has 
a cutoff frequency to lower the actuator solicitation. A is the uncertainty matrix, 
/f(s) is the controller and M(s) is the dynamic model shown In Eq.(4.9). 
M(s) = m21(si - Wi1)_1M12 + m 22 (4.9) 
This paper proposes new weighting functions for the augmented system. These 
functions determine the performance of the synthesized robust controller. They 
prioritize the minimization of the output de, the error between the output of the 
system and the ideal model R(s). For the ffx synthesis, Wi(s) equals 1, W2(s) and 
W3(s) equals 0. However, the weighting function W4(s) is found by an analysis of the 
Lawden Model. The transfer function of W4(s) is selected to obtain a frequency 
response similar to the system. This choice allows the synthesis to consider the 
low frequency of the system in closed-loop. For the out-of-plane controller, the 
weighting function is shown in Eq.(4.10). 
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Wt.o(s) (s/10-2.7 + J (4.10) 
Figure 4.5 shows the frequency response of the function W4  o(s) and the dynamics of 
the Lawden Model at the perigee for the z-axis normalized by its singular value at 
0 Hz. 
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Figure 4.5 The Out-of-Plane Weighting Function for W4 0(s) 
This figure shows that W4 o(s) has a bandwidth that is similar to the dynamics of the 
Lawden Model at the perigee for the o-axis. The function has a cutoff frequency of 
10~2 7Hz with a slope of 40 dB/decade. The function WA o (s) is selected in comparison 
with the frequency response of the system at the perigee because it has the highest 
cutoff frequency when it is normalized by its singular value at 0 Hz. This choice 
allows a better synthesis of the Wx controller and minimizes the command and the 
relative position error. For the synthesis of the in-plane controller, the weighting 
function is shown in Eq.(4.11). 
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MVcM " (s/10-2.S + J (4.11) 
Figure 4.6 shows the frequency response of the function W4 rc(s) and the dynamics 
of the Lawden Model at the perigee for the r-axis and the c-axis normalized by its 
singular value at 0 Hz. 
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Figure 4.6 The In-Plane Weighting Function for W4>rc(s) 
This figure shows that W4 rc(s) has a bandwidth that is similar to the dynamics of 
the Lawden Model at the perigee for the r-axis and the c-axis. The function has a 
cutoff frequency of 10~2SHz with a slope of 40 dB/decade. The function W4rc(s) is 
selected in comparison with the frequency response of the system at the perigee 
because it has the highest cutoff frequency when it Is normalized by its singular 
value at 0 Hz. This choice minimizes the command and the relative position error. 
At this step, the augmented system is fully defined. The Wx synthesis can be 
performed considering the augmented LFT Model. It generates a controller with 
high-frequency dynamics. Moreover, this dynamics cannot be truncated without 
degrading the performance. Consequently, the controller cannot be implemented in 
a realistic environment. 
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In order to prevent the synthesis converging to a solution with high-frequency 
dynamics, the closed-loop system eigenvalues location is constrained in a LMI 
region of the root-locus diagram. The LMI region is the desired region of the system 
poles in close-loop restricted to an area. Thus, a constraint zone which Increases 
the performance of the controller is proposed and shown in figure 4.7. 
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Figure 4.7 Pole Placement Area 
This figure shows the pole placement area that Is used in the synthesis of the 
controller. In fact, the minimum value of the poles real part in closed-loop must be 
-4 x 10"2 rod/s and the damping must be less than < = V2/2. The constraints will 
slow down the fast poles of the augmented system in the discrete-time model. 
The W-o synthesis is performed considering the augmented system described above. 
The true anomaly angle is fixed to the apogee. One controller is synthesized for the 
in-plane motion and one for the out-of-plane motion at the apogee. The controller is 
synthesized at the apogee because it has the smallest sum of the relative position 
error for an orbit. With the weighting function W4rc(s) and W4o (s), the number of 
states of the controller in-plane and out-of-plane are 14 and 7, respectively. The 
stability and the performance of the system can be analyzed with the n-analysis. 
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4.4.2 System Analysis 
Linear robustness analysis is performed by means of the |i-analysis framework in 
order to characterize the nominal performance, robust stability and robust 
performance of the closed-loop system. The analysis is performed considering the 
augmented system Paufl(s). It is computed by eliminating the performance outputs û 
and d of the augmented system Gaug(s) in figure 4.8. 
Thus, the augmented system P a U g ( s ) ls formed with the system P(s) and the 
controller K(s) in closed-loop. It must be noted that inputs and outputs are 
normalized. The //-analysis is performed on the input w and the output z of the 
diagonal real scalar uncertainty matrix A and the performance input r and output 
de. Therefore, the criteria can be calculated. First, the robust stability criteria is 
the //-analysis of the system Paug(s) input w and output z. The robust performance 
criteria is the //-analysis of the system Paug(s) inputs [w,f] and outputs [z,<2e]. In 
addition, the nominal performance is the norm of the performance input f and 
output de of the system Paug(s). Furthermore, the maximal singular values 
decomposition is performed on the system Paug (s). The //-analysis has been 
performed on the system Paug(s) and shown in figure 4.9. 
w 
K(s) 
P(s) 
Figure 4.8 Augmented System, P a U g ( s )  
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Figure 4.9 ^-Analysis of the Augmented System on Three Axes 
This figure shows the criteria of the ^-analysis and there maximal values in 
parenthesis. The high robust stability shows that the system is stable on three axes 
with a margin of -168 dB and the high robust performance shows that the system is 
robust for the fixed performance with a margin of -0.68 dB. The ideal model R(s) is 
entirely followed and the system is extremely stable because these values are under 
0 dB. 
In order to discretize the controller, the closed-loop poles of the system are 
analyzed. Figure 4.10 shows the difference between the poles in closed-loop for the 
entered orbit. 
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Figure 4.10 Variation of the Closed-Loop Poles of the System 
The closed-loop poles of the system of figure 4.10 show the stability of the system, 
because the poles are in the left plane. The poles vary lightly with the variation of 
the true anomaly for a full orbit. The controller has been discretized with the Tustin 
method with a sampling time of 10 seconds. This sampling rate (0.1 Hz) complies 
with the cutoff frequency, the bandwidth of the controller and the Nyquist condition. 
At this point, a dynamic controller available all along the orbit has been designed 
and discretized. In order to complete its validation, it is implemented in the 
nonlinear simulator and tested. 
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4.5 Simulation Results 
The simulation has being performed on three axes xyz with the initial and desired 
conditions of Table 4.1. 
Table 4.1 Simulation Parameters 
Conditions Values 
Initial relative positions 
[*o yo zol 
[100 100 100] (m) 
Desired relative positions 
f* y A 
[10 10 10] (m) 
Semi-major axis, a 24200 (km) 
Eccentricity, e 0.7 
Sampling time 10 (sec) 
Mass of the satellites 100 (kg) 
Simulation time 2 orbits 
These results have been obtained on a nonlinear simulator that includes the Earth 
oblateness perturbation (J2). For a better analysis of the controller, the leader 
satellite is on a natural orbit and the follower satellite is not on a natural orbit. The 
time respond of the system is shown in figure 4.11. 
54 
"E 100 
I 50 
g o 
i100 
1 50 
» B 0( 
1 100 
| 50 
to 
a o, 
Time Respond on the x Axis 
\Apogee 1 Perigee Apogee Perigee 
V 
' 
3 4 5 
Time (second) 
Time Respond on the y Axis 
3 4 5 
Time (second) 
Time Respond on the z Axis 
3 4 
Time (second) 
x 10 
\ Apogee ! Perigee Apogee Perigee 
V 
' ' 
x 10 
\ Apogee ! Perigee Apîogee Perigee 
V : 1 ' ' 
x 10 
Figure 4.11 Time Response of the System Involving Three Axes 
This figure shows the position of the follower satellite relative to that of the leader 
satellite. The settling time of the system in closed-loop on the Wx controller is 
compliant with the desired and design settling time of 6000 seconds. The follower 
satellite stabilized at the desired position of 10 m away from the leader satellite on 
the three axes. Figure 4.12 shows the maximum error for the three axes. 
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Figure 4.12 The Relative Positions Error for the Three Axes 
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This simulation considers ideals sensors and the maximum relative position error is 
caused by the controller synthesis law. The maximum relative position error is 
2.0-10~3m for a desired relative position of 10m, which is found at the perigee 
position. The error for the y axis is 1.2 • 10~3 m and the error for the z axis is 
0.5 • 10"3 m. The maximal error on the position is then 2 • 10~2% for the x axis. The 
good selection of the weighting function W4(s) minimizes the error between the two 
satellites with the same command because the //x controller synthesis compliant 
with the dynamic of the system. Figure 4.13 shows the force (N) applied by the 
actuator for the three axes. 
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Figure 4.13 The Force of the Actuator for the Three Axes 
A force is applied at the beginning to move the follower satellite to its desired 
position and at the perigee because this satellite is not on a natural orbit. These 
forces are considerably low. The maximal force is 3.1 • 10"3N for a desired position of 
10 m and a weight of 100 kg. The maximal force at the perigee is 2.6 • 10~3N for the 
x-axis. The forces at the perigee are 1.6 • 10~3N for the y-axis and 1.0 • 10-3N for the 
z-axis. 
The difference in the characteristics, specifications and results between this paper 
and (GAULOCHER et coll, 2004) are presented in Table 4.2. 
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Table 4.2 Summary of the Characteristics, Specifications and Results 
Characteristics, Specifications and 
Results 
(GAULOCHER 
et coll, 2004) This paper 
Controller K (s) Scheduled Non-Scheduled 
Weighting Function W4rc(s) 1 (s/10~25 + l) 
Weighting Function W4 o(s) 1 (s/10-" + l) 
Constraint imposed on the closed-
loop poles minimum real part 
-4 x 10"1 —4 x 10"2 
Analysis of the stability of the 
controller by -analysis 
Yes Yes 
Analysis of the performance of the 
controller by /i-analysis 
No Yes 
Simulation axes Only z-axes x, y and z-axes 
The maximum relative position error 
for the z-axes at the perigee 
5 • 10-2m 5 • 10"4m 
The maximum acceleration for the 
z-axes at the perigee 
1.25 • 10-5 m/s2 
1.0 -10-5 m/s2 or 
1.0 - 10"3N 
4.6 Conclusion 
Starting from a past publication (GAULOCHER et coll, 2004) this paper described 
the design and analysis (linear and nonlinear) of a dynamic controller of the relative 
dynamics of two spacecraft evolving along a highly-eccentric orbit. The controller 
has been designed by Hx synthesis in the LMI framework which allows constraint 
on the eigenvalues assignment. 
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The synthesis of the controller and the simulation have been performed for the three 
axes. For the same system and actuator solicitation, the relative position error is 
smaller than that in (GAULOCHER et coll, 2004}. The constraint on the pole 
placement allows a sampling time of 10 seconds so it can be easily implemented in 
existing satellite on-board computers. For the analysis of the system, the /i-analysis 
validates the robust stability and the robust performance of the design. The results 
obtained with the Hm controller show that the maximum position error is 2 x 10~3m 
for a force of 3.1 x 10_3N. 
The objective of this study was reached. It consisted in demonstrating that when a 
dynamic controller is used, the desired performance can be fulfilled without 
scheduling the controller if the weighting functions that drive the design are 
properly selected. 
The next step, to be addressed in a later paper, will consist in reducing the order of 
the controller and structuring in order to optimize the design and obtain the 
simplest possible dynamic controller for which scheduling is not required. 
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CHAPITRE 5 
SYNTHÈSE DES LOIS DE COMMANDE PAR 
ÉCHELONNEMENT DES GAINS 
5.1 Introduction 
Dans le chapitre 4, une loi de commande dynamique sans échelonnement des gains 
est développée et permet d'atteindre d'excellents résultats pour la diminution de 
l'erreur en position relative des satellites comparativement à (GAULOCHER et coll., 
2004) et de faible effort de commande. Ce dernier chapitre conclu aussi que les 
résultats ont été obtenus avec un compensateur dynamique sans échelonnement. 
Avec des fonctions de pondérations bien sélectionnées, l'échelonnement sur les 
gains des compensateurs n'est pas nécessaire. Il serait bien de vérifier si une loi de 
commande par échelonnement des gains, tel que proposé par (GAULOCHER et coll., 
2004), permet d'améliorer l'erreur en position relative des satellites ou de conclure 
qu'on a atteint la meilleure performance possible. De plus, la conclusion de (KRON 
et coll., 2008) qu'il est raisonnable d'affirmer qu'un compensateur par 
échelonnement des gains n'est pas nécessaire lorsqu'un compensateur dynamique 
est utilisé pourra être confirmée. 
Dans ce présent chapitre, une technique d'asservissement par échelonnement des 
gains sera développée à partir des compensateurs synthétisés dans le chapitre 
précédent. L'objectif de cette technique est de diminuer l'erreur en position relative 
des satellites et l'effort de commande. Dans la section 2.6.1 de l'état de l'art, la 
méthode classique d'asservissement par échelonnement des gains est présentée. 
Cette technique sera utilisée pour développer les compensateurs de ce chapitre. La 
stratégie utilisée sera de générer plusieurs compensateurs pour différents points 
stratégiques de l'orbite des satellites pour ensuite les interpoler. L'interpolation 
permet de générer un compensateur non linéaire qui permet d'augmenter les 
performances du système. Il existe plusieurs types d'interpolation qui peuvent être 
utilisés sur les compensateurs et le présent chapitre en présente quelques unes. 
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Ce chapitre présente la synthèse des lois de commandes par échelonnement de 
gains d'une formation de satellite. Pour synthétiser le compensateur, il faut définir 
(5.2) la synthèse générale par échelonnement des gains utilisée. Par la suite, la 
dynamique du système a été divisée en deux sous sections, (5.3) le système hors 
plan et (5.4) (5.5) (5.6) le système dans le plan. Pour le système dans le plan, trois 
synthèses de lois de commandes ont été utilisées : (5.4) la synthèse des lois de 
commandes dans le plan générale, (5.5) la synthèse des lois de commandes dans le 
plan avec boucle interne d'asservissement afin de modifier la dynamique du système 
dans le plan pour que celle-ci soit semblable à la dynamique du système hors plan 
et (5.6) la synthèse des lois de commandes dans le plan avec modification du 
modèle idéal pour éliminer les oscillations non désirées entre l'axe x et l'axe y lors 
des simulations. 
5.2 Synthèse générale par échelonnement des gains 
Pour débuter, il faut déterminer le type d'interpolation qui sera utilisé pour effectuer 
l'échelonnement des gains des compensateurs. Les fonctions polynomials sont 
souvent utilisées pour interpoler des séries de points pour définir leurs valeurs 
localement. Par exemple, les séries de Taylor tronquées, présentées à l'équation 
(5.1), donnent une bonne approximation de /(/) si la courbe / est suffisamment lisse 
e t  que  l  e s t  su f f i s ammen t  p r è s  de  g .  
( l~g ) w  E w f {g ) /w \  
w=0 
(5.1) 
Par contre, si la fonction contient beaucoup de points à interpoler h ,  le polynôme 
synthétisé peut être d'ordre beaucoup trop élevé pour former une bonne 
approximation. L'alternative est de subdiviser l'intervalle [vt..v2] d'interpolation en 
plus petit intervalle avec v1 = ^ < ••• < f,+1 = v2, pour que le polynôme py 
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de chaque intervalle soit d'ordre réduit et donne une bonne approximation de /. De 
plus, la fonction p/f) pour l e f;+i] et tout j, doit avoir plusieurs dérivées 
continues pour obtenir une fonction d'interpolation lisse. Dans l'article (CURRY 
and SCHOENBERG, 1966), la forme B-form est utilisée pour représenter une 
fonction spline durant sa synthèse, car les caractéristiques de lissage de la courbe 
sont améliorées. 
Pour démontrer les caractéristiques avantageuses de l'interpolation spline, la figure 
5.1 présente les differences entre 4 types d'interpolations. 
Différences entre les types d'interpolations sélectionnés 
-
I
~j' 
• Le plus près 
- linéaire 
- spline 
- polynomiale 
ç 
<0 
~ 5  
>  
Numéro du contrôleur 
Figure 5.1 Différences entre les types d'interpolations sélectionnés 
Dans ce graphique, les interpolations du plus près, linéaire, spline et polynomiale 
ont été appliquées sur le vecteur de points y=[1 943819 4] qui représente des 
valeurs de gains aléatoires pour 8 compensateurs. Tous ces types d'interpolation 
ont été sélectionnés, car ils conservent les points de synthèse optimaux des 
compensateurs du vecteur y. L'interpolation du plus près est la plus simple à 
implémenter, mais elle a des transitions brusques entre deux compensateurs. 
L'interpolation linéaire est simple à Implémenter et permet une variation linéaire 
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entre deux compensateurs, mais 11 y a une variation brusque de la dérivée au point 
de synthèse la loi de commande. Une variation dans la dérivée du compensateur 
x = Ax + Bu crée des oscillations non désirées dans le signal de sortie y = Cx + Du du 
compensateur et augmente l'erreur du signal de sortie. L'interpolation polynomiale 
est plus complexe à implémenter et elle permet d'éliminer la variation brusque de la 
dérivée au point de synthèse du compensateur, mais le polynôme synthétisé peut 
être d'ordre beaucoup trop élevé pour former une bonne approximation. 
L'interpolation spline élimine aussi la variation brusque de la dérivée au point de 
synthèse du compensateur et permet de diminuer l'ordre du polynôme synthétisé 
pour former une bonne approximation. Alors, il faut supposer que l'interpolation 
spline permettra d'obtenir des résultats qui sont plus performants pour un 
compensateur. 
Dans la figure 5.1, l'ordre du polynôme d'interpolation de la technique spline est 6 
et de la technique polynomiale est 7. Pour comparer les deux techniques, l'ordre du 
polynôme d'interpolation de la technique polynomiale a été diminué à 6 dans la 
figure 5.2. 
Différences entre les types d'interpolations sélectionnés 
spline 
polynomiale 
4S 
w 3 S 
<9 
> 
Numéro du contrôleur 
Figure 5.2 Différences entre les types d'interpolations sélectionnées avec 
diminution de l'ordre d'interpolation du polynôme 
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Dans ce graphique, les interpolations spline et polynomiale ont été appliquées sur le 
vecteur de points y=[1 943819 4] qui représente des valeurs de gains aléatoires 
pour 8 compensateurs. L'ordre du polynôme est de 6 pour les deux techniques. La 
courbe de lissage polynomiale ne traverse plus les points de synthèse optimaux des 
lois de commandes du vecteur y. Alors, la technique qui permet de réduire l'ordre 
du polynôme d'interpolation et d'éliminer la variation brusque de la dérivée au point 
de synthèse du compensateur est la technique spline. La technique spline sera 
utilisée dans ce projet de recherche, car il faut supposer qu'elle permettra d'obtenir 
des résultats plus performants dans la synthèse d'une loi de commande par 
échelonnement des gains. 
Par la suite, il faut appliquer l'interpolation spline aux séries de compensateurs. Ce 
type d'interpolation comme mentionné ci-haut peut être exécuté sur un vecteur de 
points à valeurs réelles. Alors, il faut exprimer les compensateurs sous forme de 
vecteurs de points à valeurs réelles dont la symétrie est exactement la même pour 
chaque compensateur. La transformation des matrices d'états sous base modale 
permet d'obtenir cette symétrie. Les valeurs propres du système sont exprimées sur 
la diagonale de la matrice À. Alors, la diagonale de la matrice contient les pôles du 
système. Donc, pour un système avec nm pôles dont rm sont de valeurs réelles 
uniquement et nm - rm sont complexes, la matrice À est exprimée à l'équation (5.2). 
La variable Çj est l'amortissement du pôle et la variable raj est la fréquence naturelle 
du pôle. 
Â =  d iag (A 1  i4„m) où 
°ï = ~Z>imi 
Ai = Ai Vi = 1 rm 
Ai = [-tb, <7-] Vl = rm + !- ->nv 
: partie réelle du pôle i  
(5.2) 
avec |cTj = v j j j l  — rf : partie imaginaire du pôle i  
Pour obtenir la matrice A, il faut transformer le vecteur d'état x de dimension nm en 
un vecteur d'état x de même dimension par la matrice de passage H non singulière 
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de dimension n m xn m  qui est définie par x  =  H l x .  Les matrices A,  B ,  C  e t  D  sont 
formées par les équations suivantes : 
{ x  =  Ax  +  Bu  y  =  Cx  +  Du  
'Â_= H-1 AH 
B  =  H~ l B 
(5.3) 
C_= CH 
V  D = D  
Les compensateurs sont maintenant exprimés sous la même base et peuvent être 
interpolés. Par contre, il faut vérifier si les matrices d'états des compensateurs sous 
forme modale sont conditionnées. Pour être conditionnées, les valeurs propres 
doivent être dans le même ordre d'apparition sur la diagonale de la matrice Â et les 
coefficients dans les matrices S et C doivent être de même signe. Si les matrices ne 
sont pas conditionnées, la démarche utilisée pour les conditionner est expliquée à la 
section 5.3.2. 
La démarche utilisée pour interpoler les matrices Â k ,  B k ,  C k e tD k ,  où k  est le 
numéro du compensateur, est de générer plusieurs vecteurs de points en variant 
l ' ang l e  d ' anoma l i e  v r a i e .  Les  ma t r i ce s  Â k  peuven t  ê t r e  s épa rée s  en  é l émen t  Âf j ,  où  i  
représente la ligne de la matrice et j représente la colonne de la matrice. Par 
exemple, le vecteur de points est interpolé pour obtenir le polynôme qui décrit la 
variation de l'élément Ân par rapport à l'anomalie vraie du compensateur par 
échelonnement des gains. Le même processus est utilisé pour générer tous les 
po lynômes  de s  ma t r i ce s  Â,  B ,  C  e t  D .  
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5.3 Dynamique du système hors plan 
L'équation de Lawden a été présentée à l'équation (2.15). Elle peut être découplée 
en système hors plan et dans le plan pour faciliter la synthèse des lois de 
commandes. L'équation du système hors plan est présentée à l'équation (2.16) et 
elle sera utilisée pour la synthèse des lois de commandes dans ce sous-chapitre. 
5.3.1 Synthèse des lois de commandes du système hors plan 
La technique de synthèse des lois de commandes du sous-chapltre 4.4 sera utilisée 
pour former une loi de commande par l'échelonnement des gains du système hors 
plan. Il faut maintenant déterminer la position de synthèse dans l'orbite et le 
nombre de compensateurs à interpoler. Dans l'article de (KNAUF et coll., 2006), il 
est démontré que les compensateurs doivent être synthétisés sur des intervalles 
égaux de l'angle d'anomalie vraie pour obtenir des performances optimales. Alors, 
2,4,8,10 et 50 compensateurs interpolés sur l'orbite seront simulés et comparés. 
Les figures 5.3, 5.4, 5.5, 5.6 et 5.7 présentent la position de synthèse des 
compensateurs dans l'orbite. La Terre et l'orbite excentrique sont représentées par 
le grand cercle et l'ellipse. Les petits cercles aux extrémités sont les points de 
synthèses des compensateurs. Les paramètres de l'orbite sont les mêmes que la 
section 4, décrit dans le tableau 4.1. 
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x ig7 Positions de synthèse des compensateurs 
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Figure 5.3 Positions de synthèse dans l'orbite pour deux compensateurs 
Ce graphique présente les points de synthèse de deux compensateurs dans l'orbite. 
Les deux compensateurs ont une différence d'angle d'anomalie vraie fixe de 180°. 
Positions de synthèse des compensateurs 
2.5 
O 4 points de synthèse 
2 
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3 •2 1 0 1 4 
Position (m) x 107 
Figure 5.4 Positions de synthèse dans l'orbite pour 4 compensateurs 
Ce graphique présente les points de synthèse de 4 compensateurs dans l'orbite. Les 
4 compensateurs ont une différence d'angle d'anomalie vraie fixe de 90°. 
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Positions de synthèse des compensateurs 
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Figure 5.5 Positions de synthèse dans l'orbite pour 8 compensateurs 
Ce graphique présente les points de synthèse de 8 compensateurs dans l'orbite. Les 
8 compensateurs ont une différence d'angle d'anomalie vraie fixe de 45°. 
Positions de synthèse des compensateurs 
2.5 
O 10 points de synthèse 
2 
Orbite excentrique. 
5 
1 
0.5 
TERRE 0 
-0.5 
1 
5 
2 
1 0 1 4 3 •2 
Position (m) 1£)7 
Figure 5.6 Positions de synthèse dans l'orbite pour 10 compensateurs 
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Ce graphique présente les points de synthèse de 10 compensateurs dans l'orbite. 
Les 10 compensateurs ont une différence d'angle d'anomalie vraie fixe de 36°. 
x iq7 Positions de synthèse des compensateurs 
O 50 points de synthese 
Orbite excentn 
-2  -1  
Position (m) 
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Figure 5.7 Positions de synthèse dans l'orbite pour 50 compensateurs 
Ce graphique présente les points de synthèse de 50 compensateurs dans l'orbite. 
Les 50 compensateurs ont une différence d'angle d'anomalie vraie fixe de 7.2°. 
Après la synthèse des lois de commandes du système hors plan, on observe et on 
peut démontrer que toutes les matrices d'états des compensateurs sous forme 
modale sont conditionnées. On peut démontrer que les matrices d'état 
conditionnées ont des variables d'état, entrées et sorties, dans le même ordre. Les 
valeurs propres sont dans le même ordre d'apparition sur la diagonale de la matrice 
À et les coefficients dans les matrices B et C sont de même signe. Alors, les matrices 
d'états peuvent être interpolées de façon cohérente. 
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5.3.2Résultats de simulation 
Les simulations effectuées dans le chapitre 4 permettaient de prouver qu'un seul 
compensateur donne de bonnes performances (2 x 10~3m) pour l'erreur en position 
relative et (3.1 x 10_3N) pour l'effort de commande du système. Alors, les 
simulations effectuées dans ce chapitre permettent de valider l'amélioration des 
performances du système avec un compensateur par échelonnement des gains. Les 
simulations ont été effectuées sur le système hors plan avec les conditions initiales 
et désirées du tableau 4.1. Pour une meilleure analyse des lois de commandes, le 
satellite cible est sur une orbite naturelle et le satellite chasseur n'est pas sur une 
orbite naturelle. Les simulations considèrent des capteurs et actionneurs idéaux 
pour que l'erreur en position relative maximale obtenue soit causée uniquement par 
la loi de synthèse des compensateurs. La figure 5.8 présente l'erreur en position 
relative du système hors plan pour 8 compensateurs interpolés en comparaison 
avec un seul compensateur synthétisé à l'apogée. 
x 10 Erreur en position du système hors plan 
c -2 
4) 
3 
ë Ù3 -4 
Apogée 
• 1 compensateur synthétisé à l'apogée 
8 compensateurs interpoles 
3 4 
Temps (seconde) 
x 10 
Figure 5.8 Erreur en position relative du système hors plan pour 8 
compensateurs interpolés 
Les 8 compensateurs du système hors plan ont été synthétisés aux positions 
décrites dans la figure 5.5 et interpolés par la méthode spline. Les écarts initiaux 
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sont décrient à la figure 4.11. Seulement la simulation pour 8 compensateurs 
interpolés a été présentée, car l'erreur en position relative est la plus faible. Les 
simulations pour 2, 4, 10 et 50 compensateurs interpolés sont présentées dans 
l'annexe A.l. Dans les 1.5 x 104 premières secondes de la simulation, l'erreur en 
position est grande, car le satellite chasseur doit être déplacé à sa position désirée. 
L'erreur en position relative maximale des compensateurs interpolés est beaucoup 
plus petite qu'un seul compensateur. Alors, une loi de commande par 
échelonnement des gains permet d'obtenir une meilleure performance pour l'erreur 
en position relative du système hors plan. La figure 5.9 présente l'effort de 
commande du système hors plan pour 8 compensateurs interpolés en comparaison 
avec un seul compensateur synthétisé à l'apogée. 
x 10"3 Effort de commande du système hors plan 
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1 compensateur synthétisé a l'apogee 
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Figure 5.9 Effort de commande du système hors plan pour 8 compensateurs 
interpolés 
Seulement la simulation pour 8 compensateurs interpolés a été présentée, car c'est 
le nombre de compensateurs qui a été utilisé pour le graphique de l'erreur en 
position relative du système hors plan. Les simulations pour 2, 4, 10 et 50 
compensateurs interpolés sont présentées dans l'annexe A.l. Une force est 
appliquée au début pour déplacer le satellite chasseur à sa position désirée. De 
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plus, une plus grande force est nécessaire au périgée, car les satellites sont sur une 
orbite excentrique. L'effort de commande des compensateurs interpolés est 
semblable à un seul compensateur. Alors, une loi de commande par échelonnement 
des gains n'a pas de consommation accrue de l'effort de commande pour une 
meilleure performance de l'erreur en position relative du système hors plan. La 
figure 5.10 présente un agrandissement de l'erreur en position relative du système 
hors plan pour 8 compensateurs interpolés. 
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Figure 5.10 Agrandi de l'erreur en position relative du système hors plan pour 8 
compensateurs interpolés 
Ce graphique est un agrandissement de l'erreur en position relative du système hors 
plan pour 8 compensateurs interpolés présentés à la figure 5.8. L'erreur en position 
relative maximale est de l'ordre de 10 e m. Alors, l'erreur en position relative a été 
diminuée d'un facteur 120 par rapport à un seul compensateur synthétisé à 
l'apogée. C'est une grande amélioration de l'erreur en position relative du système 
hors plan. Le tableau 5.1 présente la somme de l'erreur en position relative au 
carré et la somme de l'effort de commande au carré pour 1, 2, 4, 8, 10 et 50 
compensateurs. 
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Tableau 5.1 Synthèse du système hors plan 
Somme de l'erreur en position 
relative au carré 
Somme de l'effort de commande 
au carré 
Nombre de 
systèmes de 
commandes 
Période 
transitoire 
(ller cycle) 
Période 
permanente 
(2e cycle) 
Période 
transitoire 
(ller cycle) 
Période 
permanente 
(2e cycle) 
(106 m2) (ÎO*5 m2) (10 3 N2) (10-4 N2) 
1 1.348538 3.62219 1.14344 1.58268 
2 1.348538 1.74208 1.14349 1.58274 
4 1.348533 0.46530 1.14346 1.58271 
8 1.348536 0.00127 1.14348 1.58270 
10 1.348536 0.00138 1.14348 1.58270 
50 1.348536 0.000288 1.14348 1.58270 
Pour la somme de l'erreur en position relative et l'effort de commande au carré, le 
signal a été divisé en deux parties pour une meilleure analyse, la période transitoire 
et la période permanente. La période transitoire correspond au 1er cycle, la 
première orbite des satellites qui est de 0 à 37460 secondes. Pour cette période, la 
somme de l'erreur en position relative au carré est très élevé (106 m2), car le satellite 
chasseur doit être déplacé à sa position désirée. La période permanente correspond 
au 2e cycle, la deuxième orbite des satellites qui est de 37470 à 74930 secondes. La 
période d'échantillonnage est de 10 secondes comme mentionné dans le tableau 4.1. 
Pour la somme de l'erreur en position relative au carré de la période transitoire et la 
somme de l'effort de commande au carré des périodes transitoire et permanente, la 
différence entre les valeurs pour chaque colonne est très faible. Alors, 
l'interpolation entre les différents nombres de compensateurs ne permet pas 
d'améliorer ou de diminuer l'effort de commande. Par contre, la somme de l'erreur 
en position relative au carré de la période permanente est beaucoup plus faible pour 
8 compensateurs interpolés. Ce résultat permet de valider la conclusion 
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mentionnée à la figure 5.8 que 8 compensateurs interpolés permettent d'obtenir la 
meilleure performance pour l'erreur en position relative du système hors plan. 
5.3.3Analyse des résultats 
Les simulations ont permis d'observer qu'une loi de commande par échelonnement 
des gains permet d'obtenir une meilleure performance par rapport aux résultats de 
l'article du chapitre 4 (BRAZEAU et coll., 2008) pour l'erreur en position relative du 
système hors plan. L'erreur en position relative a été diminuée d'un facteur 120. 
Alors, les performances peuvent être améliorées sur un système à une entrée et une 
sortie qui est purement oscillatoire. Ensuite, une loi de commande par 
échelonnement des gains ne permet pas d'obtenir un effort de commande du 
système hors plan plus petit. De plus, le tableau 5.1 de la somme de l'erreur en 
position relative au carré de la période permanente valide que les meilleures 
performances sont obtenues par l'interpolation de 8 compensateurs. Alors, la 
conclusion du chapitre 4 n'est pas validée pour la dynamique du système hors plan, 
car un compensateur échelonné sur les gains permet d'obtenir une meilleure 
performance pour l'erreur en position relative comparativement à un compensateur 
dynamique. 
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5.4 Dynamique du système dans le plan 
L'équation de Lawden a été présentée à l'équation (2.15). Elle peut être découplée 
en système hors plan et dans le plan pour faciliter la synthèse des lois de 
commandes. Les équations du système dans le plan sont présentées à l'équation 
(2.17) et elles seront utilisées pour la synthèse des lois de commandes dans les 
sous-chapitres 5.4, 5.5 et 5.6. 
5.4.1 Synthèse des lois de commandes dans le plan 
La technique de synthèse des lois de commandes du sous-chapitre 4.4 sera utilisée 
pour former une loi de commande par échelonnement des gains du système dans le 
plan. Les positions de synthèse des lois de commandes dans l'orbite et le nombre 
de compensateurs à interpoler sont les mêmes que mentionnés dans le sous-
chapitre 5.3.1. Après la synthèse des lois de commandes du système dans le plan, 
on observe que les matrices d'état des compensateurs sous forme modale ne sont 
pas conditionnées. Des matrices d'état non conditionnées ont des variables d'état, 
entrées et sorties, dans un ordre différent. Les valeurs propres ne sont pas dans le 
même ordre d'apparition sur la diagonale de la matrice Â et les coefficients dans les 
matrices B et C ne sont pas de même signe. Alors, il faut conditionner les matrices 
d'état pour être capable de les interpoler de façon cohérente. 
5.4.2 Conditionnement des matrices 
Les matrices peuvent être conditionnées par l'opération d'inversion d'état et de 
changement de signe. L'inversion d'état est une opération qui permet d'inverser 2 
valeurs propres consécutives sur la diagonale de la matrice Â. Le changement de 
signe est l'opération qui permet de changer les signes des coefficients des matrices B 
et C. Par ces deux opérations, 8 matrices de transformation P(x) peuvent être 
formées. 
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La matrice P( l )  permet d'inverser deux états. Les matrices P(2 )  à P(4) permettent 
d'inverser deux états et modifier leurs signes. La matrice P(5) ne fait aucun 
changement. Les matrices P(6) à P(8) permettent de modifier leurs signes. Ces 
transformations ont été appliquées manuellement pour cette recherche, mais elles 
peuvent être automatisées. Une fois les matrices de transformation sélectionnées, 
l e s  équa t i ons  su ivan t e s  son t  app l iquées  pou r  cond i t i onne r  l e s  ma t r i ce s  À,  B ,  C  e t  D .  
5.4.3Résultats de simulation 
Les simulations effectuées dans le chapitre 4 permettaient de prouver qu'un seul 
compensateur dynamique donne de bonnes performances en termes d'erreur en 
position relative et d'effort de commande du système dans le plan. Alors, les 
simulations effectuées dans ce chapitre permettent de valider l'amélioration des 
performances avec une loi de commande par échelonnement des gains. Les 
simulations ont été effectuées avec les conditions initiales et désirées du tableau 
4.1. La figure 5.11 présente l'erreur en position relative du système dans le plan 
pour deux compensateurs interpolés en comparaison avec un seul compensateur 
synthétisé à l'apogée. 
î 
\x = Àîc + Bu 
[y  =  Cx  +  Du  
'A = P~ X ÂP 
B = P_1S 
C =  CP 
l  D =  D 
(5.5) 
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Figure 5.11 Erreur en position relative du système dans le plan pour deux 
compensateurs interpolés 
Les deux compensateurs du système dans le plan ont été synthétisés aux positions 
décrits dans la figure 5.3 et interpolés par la méthode spline. Seulement la 
simulation pour deux compensateurs interpolés a été présentée, car l'erreur en 
position relative est la plus faible. Les simulations pour 4, 8, 10 et 50 
compensateurs interpolés sont présentées dans l'annexe A.2. Dans les 1.0 x 104 
premières secondes de la simulation, l'erreur en position est grande, car le satellite 
chasseur doit être déplacé à sa position désirée. Les erreurs en position relative 
maximale des compensateurs interpolés sont plus grandes qu'un seul 
compensateur. Cette simulation montre qu'une loi de commande par 
échelonnement des gains ne permet pas d'obtenir une meilleure performance pour 
l'erreur en position relative du système dans le plan. Pour valider que chacun des 
deux compensateurs donnent de bonnes performances sur toute l'orbite, le 
graphique de l'erreur en position des deux compensateurs est présenté à l'annexe 
B. 1. Des oscillations non désirées entre l'axe x et l'axe y sont visibles lors des 
simulations du système dans le plan. Ces oscillations se produisent, car les deux 
axes sont couplés dans l'équation du système. La loi de commande par 
échelonnement des gains a une plus grande erreur en position relative, car les 
compensateurs sont synthétisés à des points précis sur l'orbite et l'interpolation 
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cause des problèmes de performances dans les transitions entre compensateurs. 
Ces transitions augmentent les oscillations entre les deux axes et augmentent aussi 
l'erreur en position relative entre les satellites. La figure 5.12 présente l'effort de 
commande du système dans le plan pour deux compensateurs Interpolés en 
comparaison avec un seul compensateur synthétisé à l'apogée. 
x 10"3 Effort de commande du système dans le plan 
5 
1 compensateur synthétisé à l'apogée (axe X) 
1 compcasateur synthétise à l'apogée (axe y) 
2 compensateurs interpoles (axe x) 
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Figure 5.12 Effort de commande du système dans le plan pour deux 
compensateurs interpolés 
La description des forces appliquées durant les deux orbites sont expliquées à la 
figure 5.9. Seulement la simulation pour deux compensateurs Interpolés a été 
présentée, car c'est le nombre de compensateurs qui a été utilisé pour le graphique 
de l'erreur en position relative du système dans le plan. Les simulations pour 4, 8, 
10 et 50 compensateurs interpolés sont présentées dans l'annexe A.2. Alors, une loi 
de commande par échelonnement des gains a le même effort de commande pour 
une erreur en position relative plus grande du système dans le plan. Le tableau 5.2 
présente la somme de l'erreur en position relative au carré et la somme de l'effort de 
commande au carré pour 1, 2, 4, 8. 10 et 50 compensateurs du système dans le 
plan sur l'axe x. 
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Tableau 5.2 Synthèse du système dans le plan sur l'axe x 
Somme de l'erreur en position 
relative au carré 
Somme de l'effort de commande 
au carré 
Nombre de 
systèmes de 
commandes 
Période 
transitoire 
(ller cycle) 
Période 
permanente 
(2e cycle) 
Période 
transitoire 
(ller cycle) 
Période 
permanente 
(2e cycle) 
(106 m2) (m2) (10 3 N2) (10^ N2) 
1 1.3485 0.00024 1.5262 4.6999 
2 1.3490 0.1827 1.5277 4.7090 
4 1.3477 0.8832 1.5309 4.7545 
8 1.3482 0.3159 1.5406 4.8404 
10 1.3487 0.2888 1.5429 4.8558 
50 1.3495 0.5286 1.8266 7.5762 
La somme de l'erreur en position relative au carré pour la période transitoire est très 
élevée (10e m2), car le satellite chasseur doit être déplacé à sa position désirée. Pour 
la somme de l'erreur en position relative au carré de la période transitoire et la 
somme de l'effort de commande au carré des périodes transitoire et permanente, la 
différence entre les valeurs pour chaque colonne est très faible. Alors, 
l'interpolation entre les différents nombres de compensateurs ne permet pas 
d'améliorer ou de diminuer les performances sur l'axe x. Par contre, la somme de 
l'erreur en position relative au carré de la période permanente est beaucoup plus 
faible pour un compensateur. Ce résultat permet de valider la conclusion 
mentionnée à la figure 5.11 qu'un seul compensateur permet d'obtenir la meilleure 
performance pour l'erreur en position relative du système dans le plan sur l'axe x. 
Le tableau 5.3 présente la somme de l'erreur en position relative au carré et la 
somme de l'effort de commande au carré pour 1, 2, 4, 8, 10 et 50 compensateurs du 
système dans le plan sur l'axe y. 
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Tableau 5.3 Synthèse du système dans le plan sur l'axe y 
Somme de l'erreur en position 
relative au carré 
Somme de l'effort de commande 
au carré 
Nombre de 
systèmes de 
commandes 
Période 
transitoire 
(l'er cycle) 
Période 
permanente 
(2e cycle) 
Période 
transitoire 
(ller cycle) 
Période 
permanente 
(2e cycle) 
(10« m2) (m2) (10 3 N2) (10 4 N2) 
1 1.3485 0.00017 1.30519 3.2218 
2 1.3479 0.1829 1.30520 3.2283 
4 1.3497 1.0413 1.31029 3.2589 
8 1.3489 0.3385 1.31398 3.3122 
10 1.3483 0.3043 1.31502 3.3299 
50 1.3476 0.5241 1.59489 6.1503 
Pour une description détaillée de la synthèse du système dans le plan, voir la 
description qui suit le tableau 5.2. L'interpolation entre les différents nombres de 
compensateurs ne permet pas d'améliorer ou de diminuer les performances sur 
l'axe y. Par contre, la somme de l'erreur en position relative au carré de la période 
permanente est beaucoup plus faible pour un compensateur. Ce résultat permet de 
valider la conclusion mentionnée à la figure 5.11 qu'un seul compensateur permet 
d'obtenir la meilleure performance pour l'erreur en position relative du système 
dans le plan sur l'axe y. 
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5.4.4Analyse des résultats 
Les simulations ont permis d'observer qu'une loi de commande par échelonnement 
des gains ne permet pas d'obtenir une meilleure performance pour l'erreur en 
position relative du système dans le plan. L'erreur en position relative est 
grandement augmentée. Alors, avec ces simulations, les performances ne peuvent 
pas être améliorées. Pour démontrer que la diminution des performances par 
l'interpolation ne provient pas d'une mauvaise synthèse des compensateurs, tous 
les compensateurs qui ont été utilisés pour l'interpolation ont été simulés 
indépendamment et présentés dans l'annexe B.l. Ensuite, une loi de commande 
par échelonnement des gains ne permet pas d'obtenir une meilleure ou une plus 
faible performance pour l'effort de commande du système dans le plan. De plus, les 
tableaux 5.2 et 5.3 de la somme de l'erreur en position relative au carré de la 
période permanente sur les deux axes valident que les meilleures performances sont 
obtenues avec un compensateur. Le système dans la plan avant asservissement est 
instable avec deux entrées et deux sorties. Des oscillations non désirées entre l'axe 
x et l'axe y sont visibles lors des simulations du système dans le plan. Ces 
oscillations se produisent, car les deux axes sont couplés dans l'équation du 
système. La loi de commande par échelonnement des gains a une plus grande 
erreur en position relative, car les compensateurs sont synthétisés à des points 
précis sur l'orbite et l'interpolation cause des problèmes de performances dans les 
transitions entre compensateurs. Ces transitions augmentent les oscillations entre 
les deux axes et augmentent aussi l'erreur en position relative entre les satellites. 
Alors, la conclusion du chapitre 4 est validée pour la dynamique du système dans le 
plan, car un compensateur échelonné sur les gains ne permet pas d'obtenir une 
meilleure performance pour l'erreur en position relative comparativement à un 
compensateur dynamique. 
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5.5 Dynamique du système dans le plan avec boucle interne 
Les simulations précédentes ont permis de conclure qu'une loi de commande par 
échelonnement des gains permet d'améliorer les performances pour le système hors 
plan et non pour le système dans le plan. Il serait bien de vérifier si une loi de 
commande par échelonnement des gains du système dans le plan avec boucle 
interne de commande permet d'améliorer l'erreur en position relative des satellites. 
Alors, l'objectif de ce sous-chapitre est de modifier la dynamique du système dans le 
plan avec une boucle interne d'asservissement pour que celle-ci soit semblable à la 
dynamique du système hors plan. Par la suite, la loi de commande par 
échelonnement des gains permettra d'améliorer les performances du système dans 
le plan, car il a été prouvé que ce type de compensateur est efficace pour le système 
hors plan. 
5.5.1 Synthèse des lois de commandes dans le plan avec boucle 
interne 
Pour la synthèse de la boucle interne d'asservissement, une synthèse par placement 
de pôles permettra de facilement modifier la dynamique du système dans le plan 
pour que ses pôles en boucle ouverte aient une variation semblable à celle des pôles 
du système hors plan. La synthèse de la loi de commande par placement de pôles 
est expliquée à l'annexe C. La figure 5.13 présente la variation des pôles en boucle 
ouverte du système dans le plan sur une orbite 
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Figure 5.13 Variation des pôles du système dans le plan sur une orbite 
Les pôles du système dans le plan sont affichés pour 50 valeurs d'anomalie vraie 
dans l'orbite. Ce système est instable en boucle ouverte, les parties imaginaires et 
réelles varient fortement. La figure 5.14 présente la variation des pôles en boucle 
ouverte du système hors plan sur une orbite. 
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Figure 5.14 Variation des pôles du système hors plan sur une orbite 
Les pôles du système hors plan sont affichés pour 50 valeurs d'anomalie vraie dans 
l'orbite. Ce système est purement oscillatoire en boucle ouverte et seulement la 
partie imaginaire varie. La variation des pôles en boucle ouverte est très différente 
pour ces deux systèmes. L'objectif est de modifier le système avec une boucle 
interne d'asservissement pour que le système dans le plan ait des pôles en boucle 
ouverte avec les mêmes caractéristiques que le système hors plan. Les pôles 
doivent avoir une partie réelle nulle et une partie imaginaire de l'ordre de 10 3 rad/s. 
La figure 5.15 présente la variation des pôles en boucle ouverte du système dans le 
plan avec une boucle interne d'asservissement sur une orbite. 
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Figure 5.15 Variation des pôles du système dans le plan avec boucle interne 
d'asservissement 
Les pôles du système dans le plan avec une boucle interne d'asservissement sont 
affichés pour 50 valeurs d'anomalie vraie dans l'orbite. Ce système est stable en 
boucle ouverte, les parties imaginaires et réelles varient fortement. Par contre, avec 
seulement la boucle interne d'asservissement comme compensateur, on n'obtient 
pas de meilleur performance que la section 5.4. Pour la synthèse de la boucle 
interne d'asservissement par placement de pôles, les pôles désirés ont été fixés à -
0.0003 ± O.OOOli, -0.0006 ± 0.0021 et le système dans le plan à l'apogée a été 
utilisé. Les pôles désirés ont été fixés pour éliminer la variation de la partie réelle 
du système dans le plan et obtenir un système purement oscillatoire comme le 
système hors plan. Par contre, plusieurs synthèses de loi de commande par 
placement de pôles n'ont pas permis d'éliminer complètement la partie réelle. Le 
meilleur résultat est présenté dans la figure 5.15. La variation de la partie 
imaginaire a été diminuée de moitié et le système est maintenant stable. Les 
simulations permettront de déterminer si une loi de commande par échelonnement 
x 10 Variation des pôles dans l'orbite en boucle oiverte 
„t I... 
* pôles du système dans le plan avec boucle interne 
"f 
--.f-.-: 
: 
* sa 
•* m 
i" • i» 
. » 
» L :  i " * » h » 
* : 
* * » M 
.  . h '  yVKiwp 
v4-.~r 
84 
des gains pourra améliorer les performances d'un système stable avec de faibles 
variations de la partie imaginaire. 
5.5.2Résultats de simulation 
La figure 5.16 présente l'erreur en position relative du système dans le plan avec 
une boucle interne d'asservissement pour deux compensateurs interpolés en 
comparaison avec un seul compensateur synthétisé à l'apogée. 
Erreur en position du système dans le plan avec boucle interne 
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" 1 compensateur synthétise a l'apogée (axe x) 
1 compensateur synthétisé à l'apogee (axe y) 
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Figure 5.16 Erreur en position relative du système dans le plan avec boucle 
interne pour deux compensateurs interpolés 
Les deux compensateurs du système dans le plan avec une boucle interne 
d'asservissement ont été synthétisés aux positions décrits dans la figure 5.3 et 
interpolés par la méthode spline. Seulement la simulation pour deux 
compensateurs interpolés a été présentée, car l'erreur en position relative est la plus 
faible. Les simulations pour 4, 8, 10 et 50 compensateurs interpolés sont 
présentées dans l'annexe A.3. Pour une description détaillée de l'erreur en position 
relative, voir l'explication de la figure 5.11. Alors, une loi de commande par 
échelonnement des gains ne permet pas d'obtenir une meilleure performance pour 
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l'erreur en position relative du système dans le plan avec une boucle interne 
d'asservissement. Pour valider que chacun des deux compensateurs donnent de 
bonnes performances sur toute l'orbite, le graphique de l'erreur en position des 
deux compensateurs est présenté à l'annexe B.2. La figure 5.17 présente l'effort de 
commande du système dans le plan avec une boucle interne d'asservissement pour 
deux compensateurs interpolés en comparaison avec un seul compensateur 
synthétisé à l'apogée. 
Eflbrt de commande du système dans le plan a\ec boucle interne 
5 
- 1 compensateur synthétisé à l'apogée (axe x) 
- 1 compensateur synthétisé à l'apogée (axe y) 
- 2 compensateurs interpolés (axe x) 
- 2 compensateurs interpolés (axe y) 
4 
3 
2 
1 
0 
•1 
-2 
-3 
•4 0 
Temps (seconde) 
x 104 
Figure 5.17 Effort de commande du système dans le plan avec boucle interne 
pour deux compensateurs interpolés 
La description des forces appliquées durant les deux orbites sont expliquées à la 
figure 5.9. Seulement la simulation pour deux compensateurs interpolés a été 
présentée, car c'est le nombre de compensateurs qui a été utilisé pour le graphique 
de l'erreur en position relative du système dans le plan. Les simulations pour 4, 8, 
10 et 50 compensateurs interpolés sont présentées dans l'annexe A.3. Alors, une loi 
de commande par échelonnement des gains a le même effort de commande pour 
une erreur en position relative plus grande du système dans le plan. Le tableau 5.4 
présente la somme de l'erreur en position relative au carré et la somme de l'effort de 
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commande au carré pour 1, 2, 4, 8, 10 et 50 compensateurs du système dans le 
plan avec une boucle Interne d'asservissement sur l'axe x. 
Tableau 5.4 Synthèse du système dans le plan avec boucle interne sur l'axe x 
Somme de l'erreur en position 
relative au carré 
Somme de l'effort de commande 
au carré 
Nombre de 
systèmes de 
commandes 
Période 
transitoire 
(ller cycle) 
Période 
permanente 
(2e cycle) 
Période 
transitoire 
(lier cycle) 
Période 
permanente 
(2e cycle) 
(106 m2) (m2) (10 3 N2) (10 •» N2) 
1 1.3485 0.00024 1.5434 4.7001 
2 1.3493 0.44992 1.5451 4.7149 
4 1.3480 1.03732 1.5483 4.7502 
8 1.3484 0.85128 1.5485 4.7515 
10 1.3484 0.82893 1.5488 4.7533 
50 1.3485 0.84374 1.5490 4.7539 
Pour une description détaillée de la synthèse du système dans le plan, voir la 
description qui suit le tableau 5.2. L'interpolation entre les différents nombres de 
compensateurs ne permet pas d'améliorer ou de diminuer les performances sur 
l'axe x. Par contre, la somme de l'erreur en position relative au carré de la période 
permanente est beaucoup plus faible pour un compensateur. Ce résultat permet de 
valider la conclusion mentionnée à la figure 5.16 qu'un seul compensateur permet 
d'obtenir la meilleure performance pour l'erreur en position relative du système 
dans le plan avec une boucle interne d'asservissement sur l'axe x. Le tableau 5.5 
présente la somme de l'erreur en position relative au carré et la somme de l'effort de 
commande au carré pour 1, 2, 4, 8, 10 et 50 compensateurs du système dans le 
plan avec une boucle interne d'asservissement sur l'axe y. 
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Tableau 5.5 Synthèse du système dans le plan avec boucle interne sur l'axe y 
Somme de l'erreur en position 
relative au carré 
Somme de l'effort de commande 
au carré 
Nombre de 
systèmes de 
commandes 
Période 
transitoire 
(llCT cycle) 
Période 
permanente 
(2e cycle) 
Période 
transitoire 
(Iter cycle) 
Période 
permanente 
(2e cycle) 
(106 m2) (m2) (10 a N2) (10-» N2) 
1 1.34852 0.000171 1.31247 3.22179 
2 1.34770 0.474345 1.31295 3.22820 
4 1.34906 1.113756 1.31512 3.24541 
8 1.34860 0.903533 1.31483 3.24423 
10 1.34857 0.879305 1.31496 3.24687 
50 1.34848 0.894572 1.31485 3.24735 
Pour une description détaillée de la synthèse du système dans le plan, voir la 
description qui suit le tableau 5.2. L'interpolation entre les différents nombres de 
compensateurs ne permet pas d'améliorer ou de diminuer les performances sur 
l'axe y. Par contre, la somme de l'erreur en position relative au carré de la période 
permanente est beaucoup plus faible pour un compensateur. Ce résultat permet de 
valider la conclusion mentionnée à la figure 5.16 qu'un seul compensateur permet 
d'obtenir la meilleure performance pour l'erreur en position relative du système 
dans le plan avec une boucle interne d'asservissement sur l'axe y. 
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5.5.3Analyse des résultats 
Les simulations ont permis d'observer qu'une loi de commande par échelonnement 
des gains ne permet pas d'obtenir de meilleures performances pour l'erreur en 
position relative du système dans le plan avec une boucle interne d'asservissement. 
L'erreur en position relative est grandement augmentée. Alors, avec ces 
simulations, les performances ne peuvent pas être améliorées. Pour démontrer que 
la diminution des performances par l'interpolation ne provient pas d'une mauvaise 
synthèse des compensateurs, tous les compensateurs qui ont été utilisés pour 
l'interpolation ont été simulés indépendamment et présentés dans l'annexe B.2. 
Ensuite, une loi de commande par échelonnement des gains ne permet pas 
d'obtenir une meilleure ou une plus faible performance pour l'effort de commande 
du système dans le plan. De plus, les tableaux 5.4 et 5.5 de la somme de l'erreur 
en position relative au carré de la période permanente sur les deux axes valident 
que les meilleures performances sont obtenues avec un compensateur. Le système 
dans la plan avant asservissement est instable avec deux entrées et deux sorties. 
Des oscillations non désirées entre l'axe x et l'axe y sont visibles lors des 
simulations du système dans le plan. Ces oscillations se produisent, car les deux 
axes sont couplés dans l'équation du système. La loi de commande par 
échelonnement des gains a une plus grande erreur en position relative, car les 
compensateurs sont synthétisés à des points précis sur l'orbite et l'interpolation 
cause des problèmes de performances dans les transitions entre compensateurs. 
Ces transitions augmentent les oscillations entre les deux axes et augmentent aussi 
l'erreur en position relative entre les satellites et ce même avec un boucle interne de 
commande. Alors, la conclusion du chapitre 4 est validée pour la dynamique du 
système dans le plan avec boucle interne d'asservissement, car un compensateur 
échelonné sur les gains ne permet pas d'obtenir une meilleure performance pour 
l'erreur en position relative comparativement à un compensateur dynamique. 
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5.6 Modification du modèle idéal pour le système dans le plan 
Les simulations précédentes n'ont pas permis de conclure qu'une loi de commande 
par échelonnement des gains avec une boucle interne d'asservissement permet 
d'améliorer les performances du système dans le plan. Il serait bien de vérifier si 
une loi de commande par échelonnement des gains du système dans le plan avec 
modification du modèle idéal permet d'améliorer l'erreur en position relative des 
satellites. Alors, l'objectif de ce sous-chapitre est de modifier le modèle idéal R(s) du 
système dans le plan pour la synthèse des compensateurs, car des oscillations non 
désirées entre l'axe x et l'axe y sont visibles lors des simulations du système dans le 
plan. Ces oscillations se produisent, car les deux axes sont couplés dans l'équation 
du système dans le plan. Par la modification du modèle idéal R(s) qui décrit la 
réponse désirée (équation (4.8)), les deux axes auront une réponse en fréquence 
différente et permettront d'éliminer les oscillations non désirées qui diminuent les 
performances du système. 
5.6.1 Synthèse des lois de commandes avec modification du 
modèle idéal 
Lors de la synthèse des lois de commandes au chapitre 4, le modèle R(s) de la figure 
4.4 et l'équation (4.8) ont été utilisés pour les deux axes dans le plan. Les réponses 
en fréquence des deux axes sont semblables, car le compensateur a des pôles 
complexes conjugués répétés. Le tableau 5.6 présente les pôles du compensateur à 
l'apogée pour le système dans le plan. 
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Tableau 5.6 Pôles du compensateur à l'apogée pour le système dans le plan 
Pôles du compensateur à l'apogée 
-0.145957 ± 0.00008231 
-0.032415 ± 0.00000011 
-O.OQ3326 1 0.00133761 
-0.003326 1 0.00133761 
-0.001202 1 0.00066251 
-0.001202 1 0.00066251 
-0.000996 ± 0.00000011 
Les valeurs en caractère gras sont les pôles complexes conjugués répétés. De plus, 
11 y a deux pôles complexes qui ont une faible partie imaginaire. La modification du 
modèle idéal R(s) lors de la synthèse des compensateurs permettra de déplacer 
légèrement ces pôles pour qu'il soit différents l'un de l'autre. Les pôles complexes 
conjugués répétés causent des problèmes de performances dans les transitions 
entre les compensateurs échelonnés sur les gains. Ces transitions augmentent les 
oscillations entre les deux axes et augmentent aussi l'erreur en position relative 
entre les satellites. Ainsi, la réponse en fréquence des deux axes sera différente et 
les oscillations non désirées seront éliminées pour améliorer les performances du 
système. Les nouvelles valeurs de RJs) et Ry(s) sont définies par : 
R*(s) = t&xl ^x2 
S + UJxl S2 + 2ÇxTBx2S 4- w}2 (5.6) 
D ( cl — CTyZ (C 71 
•»yw — . •> . -» r . 2 P*'J y S + C7yl S2 + 2(yVJy2S + Wy2 
où mxl est égal à 1.7 x 10~3, ujx2 est égal à 1.2 x 10-3, et (x est égal à 0.8. De plus, 
myi est égal à 1.7 x 10"3, nry2 est égal à 0.8 x 10~3, et (y est égal à 0.75. Ces valeurs 
ont été modifiées pour augmenter le temps de stabilisation de l'axe x et le diminuer 
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pour y. La sollicitation des actionneurs de l'axe x a été diminuée et augmentée pour 
l'axe y. La sollicitation des actionneurs est la pente maximale de variation de l'effort 
de commande sur les actionneurs. La figure 5.18 présente la réponse en fréquence 
des trois différents modèles idéaux utilisés pour la synthèse des lois de commandes 
du système dans le plan. 
Réponse en fréquence des modèles idéaux sélectionnés 
10 
5 
§ 0 
I '= 
? -10 
<7S 
| -15 
0 
-20 
-25 
-30 
11 
Fréquence (rad/sec) 
Figure 5.18 Réponse en fréquence des modèles idéaux sélectionnés 
Par la modification des modèles idéaux, la réponse en fréquence de l'axe x et l'axe y 
sera différente et permettra d'éliminer les pôles complexes conjugués répétés. Le 
tableau 5.7 présente les pôles du compensateur à l'apogée pour le système dans le 
plain avec modification du modèle idéal. 
• Modèle idéal R(s) awart modilMtion 
-
... 
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Tableau 5.7 Pôles du compensateur à l'apogée pour le système dans le plan 
avec modification du modèle idéal 
Pôles du compensateurs à l'apogée 
-0.145818 ± 0.00202141 
-0.032629 
-0.032197 
-0.003264 1 0.00139431 
-0.003404 ± 0.00144351 
-0.000881 10.00082991 
-0.001814 t 0.00081711 
-0.001015 
-0.000926 
Les valeurs en caractère gras sont les nouvelles valeurs des pôles complexes 
conjugués répétés. De plus, les deux pôles complexes qui avaient une faible partie 
imaginaire ont une partie réelle seulement. Ainsi, la réponse en fréquence des deux 
axes sera différente et les oscillations non désirées seront éliminées pour améliorer 
les performances du système. 
5.6.2Résultats de simulation 
La figure 5.19 présente l'erreur en position relative du système dans le plan avec 
modification du modèle idéal pour 50 compensateurs interpolés en comparaison 
avec un seul compensateur synthétisé à l'apogée. 
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Erreur en position du système dans le plan avec modification du modèle idéal 
E 
6 - 1 compensateur synthétise à l'apogée (axe x) 
- 1 compensateur synthétisé à l'apogée (axe y) 
- 50 compensateurs interpolés (axe x) 
- 50 compensateurs interpolés (axe y) 
3 a 
Temps (seconde) 
Apogée 
0 2 5 6 7 
x 10 4 
Figure 5.19 Erreur en position relative du système dans le plan avec 
modification du modèle idéal pour 50 compensateurs interpolés 
Les 50 compensateurs du système dans le plan avec modification du modèle idéal 
ont été synthétisés aux positions décrits dans la figure 5.7 et interpolés par la 
méthode spline. Seulement la simulation pour 50 compensateurs interpolés a été 
présentée, car l'erreur en position relative est la plus faible. Les simulations pour 
2, 4, 8 et 10 compensateurs interpolés sont présentées dans l'annexe A.4. Pour une 
description détaillée de l'erreur en position relative, voir l'explication de la figure 
5.11. Les erreurs en position relative maximale des compensateurs interpolés sont 
semblables (un facteur 1.2 pour l'axe x et 1.7 pour l'axe y) qu'un seul 
compensateur. Pour valider que chacun des 50 compensateurs donnent de bonnes 
performances sur toute l'orbite, le graphique de l'erreur en position de 6 des 50 
compensateurs est présenté à l'annexe B.3. La figure 5.20 présente l'effort de 
commande du système dans le plan avec modification du modèle idéal pour 50 
compensateurs interpolés en comparaison avec un seul compensateur synthétisé à 
l'apogée. 
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x io° Effort de commande du système dans le plan avec modification du modèle idéal 
5 
4 
1 c(Hnpensaleur synthétisé à l'apogée (axex) 
1 compensateur synthétisé à l'apogée (axe y) 
3 50 compensateurs interpolés (axe x) 
50 compensateurs interpoles (axe y) 
2 -
-4 •Apogee) L 0 2 3 4 5 6 7 
Temps (seconde) 
x 104 
Figure 5.20 Effort de commande du système dans le plan avec modification du 
modèle idéal pour 50 compensateurs interpolés 
La description des forces appliquées durant les deux orbites sont expliquées à la 
figure 5.9. Seulement la simulation pour 50 compensateurs interpolés a été 
présentée, car c'est le nombre de compensateurs qui a été utilisé pour le graphique 
de l'erreur en position relative du système dans le plan avec modification du modèle 
idéal. Les simulations pour 2, 4, 8 et 10 compensateurs interpolés sont présentées 
dans l'annexe A.4. Alors, une loi de commande par échelonnement des gains a le 
même effort de commande pour le système dans le plan avec modification du 
modèle idéal. Le tableau 5.8 présente la somme de l'erreur en position relative au 
carré et la somme de l'effort de commande au carré pour 1, 2, 4, 8, 10 et 50 
compensateurs du système dans le plan avec modification du modèle idéal sur l'axe 
x. 
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Tableau 5.8 Synthèse du système dans le plan avec modification du modèle 
idéal sur l'axe x 
Somme de l'erreur en position 
relative au carré 
Somme de l'effort de commande 
au carré 
Nombre de 
systèmes de 
commandes 
Période 
transitoire 
(1|CT cycle) 
Période 
permanente 
(2e cycle) 
Période 
transitoire 
(1,CT cycle) 
Période 
permanente 
(2e cycle) 
(106 m2) (10 a m2) (10-3 N2) (10-4 N2) 
1 1.64915 0.2241 1.07827 4.6998 
2 1.64911 4.4706 1.07805 4.6978 
4 1.64921 3.0549 1.07808 4.6972 
8 1.64915 0.8919 1.07802 4.6974 
10 1.64915 0.8741 1.07803 4.6974 
50 1.64915 0.8594 1.07805 4.6975 
Pour une description détaillée de la synthèse du système dans le plan, voir la 
description qui suit le tableau 5.2. L'interpolation entre les différents nombres de 
compensateurs ne permet pas d'améliorer ou de diminuer les performances sur 
l'axe x. Par contre, la somme de l'erreur en position relative au carré de la période 
permanente est plus faible d'un facteur 4 pour un compensateur comparativement 
à 50. Ce résultat permet de valider la conclusion mentionnée à la figure 5.19 qu'un 
seul compensateur permet d'obtenir la meilleure performance pour l'erreur en 
position relative du système dans le plan sur l'axe x. Le tableau 5.9 présente la 
somme de l'erreur en position relative au carré et la somme de l'effort de commande 
au carré pour 1, 2, 4, 8, 10 et 50 compensateurs du système dans le plan avec 
modification du modèle idéal sur l'axe y. 
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Tableau 5.9 Synthèse du système dans le plan avec modification du modèle 
Idéal sur l'axe y 
Somme de l'erreur en position 
relative au carré 
Somme de l'effort de commande 
au carré 
Nombre de 
systèmes de 
commandes 
Période 
transitoire 
(l,er cycle) 
Période 
permanente 
(2e cycle) 
Période 
transitoire 
(ller cycle) 
Période 
permanente 
(2e cycle) 
(106 m2) (103 m2) (10 3 N2) (10 4 N2) 
1 1.168089 0.20344 1.81705 3.22202 
2 1.168100 0.71252 1.81702 3.22046 
4 1.168080 1.39379 1.81664 3.21887 
8 1.168086 1.03481 1.81663 3.21803 
10 1.168088 1.02439 1.81664 3.21800 
50 1.168088 1.01901 1.81667 3.21830 
Pour une description détaillée de la synthèse du système dans le plan, voir la 
description qui suit le tableau 5.2. L'interpolation entre les différents nombres de 
compensateurs ne permet pas d'améliorer ou de diminuer les performances sur 
l'axe y. Par contre, la somme de l'erreur en position relative au carré de la période 
permanente est plus faible d'un facteur 5 pour un compensateur comparativement 
à 50. Ce résultat permet de valider la conclusion mentionnée à la figure 5.19 qu'un 
seul compensateur permet d'obtenir la meilleure performance pour l'erreur en 
position relative du système dans le plan avec modification du modèle idéal sur l'axe 
y-
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5.6.3Analyse des résultats 
Les simulations ont permis d'observer qu'une loi de commande par échelonnement 
des gains ne permet pas d'obtenir une meilleure performance pour l'erreur en 
position relative du système dans le plan avec modification du modèle idéal. 
L'erreur en position relative est augmentée d'un facteur 1.2 pour l'axe x et 1.7 pour 
l'axe y. Alors, avec ces simulations, les performances ne peuvent pas être 
améliorées. Pour démontrer que la diminution des performances par l'interpolation 
ne provient pas d'une mauvaise synthèse des compensateurs, tous les 
compensateurs qui ont été utilisés pour l'interpolation ont été simulés 
indépendamment et présentés dans l'annexe B.3. Ensuite, une loi de commande 
par échelonnement des gains ne permet pas d'obtenir une meilleure ou une plus 
faible performance pour l'effort de commande du système dans le plan. De plus, 
les tableaux 5.8 et 5.9 de la somme de l'erreur en position relative au carré de la 
période permanente sur les deux axes valident que les meilleures performances sont 
obtenues avec un compensateur. Le système dans la plan avant asservissement est 
Instable avec deux entrées et deux sorties. Des oscillations non désirées entre l'axe 
x et l'axe y sont visibles lors des simulations du système dans le plan. Ces 
oscillations se produisent, car les deux axes sont couplés dans l'équation du 
système. La loi de commande par échelonnement des gains a une plus grande 
erreur en position relative, car les compensateurs sont synthétisés à des points 
précis sur l'orbite et l'interpolation cause des problèmes de performances dans les 
transitions entre compensateurs. Ces transitions augmentent les oscillations entre 
les deux axes et augmentent aussi l'erreur en position relative entre les satellites et 
ce même avec modification du modèle idéal. Alors, la conclusion du chapitre 4 est 
validée pour la dynamique du système dans le plan avec modification du modèle 
idéal, car un compensateur échelonné sur les gains ne permet pas d'obtenir une 
meilleure performance pour l'erreur en position relative comparativement à un 
compensateur dynamique. 
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5.7 Conclusion 
L'objectif de cette technique est de diminuer l'erreur en position relative des 
satellites et l'effort de commande. Les simulations ont permis d'observer qu'une loi 
de commande par échelonnement des gains permet d'obtenir une meilleure 
performance pour l'erreur en position relative du système hors plan. L'erreur en 
position relative a été diminuée d'un facteur 120. Ensuite, une loi de commande 
par échelonnement des gains ne permet pas d'obtenir une meilleure ou une plus 
faible performance pour l'effort de commande du système hors plan. L'erreur en 
position relative est semblable pour un système hors plan. Alors, la conclusion du 
chapitre 4 n'est validée pas pour la dynamique du système hors plan, car un 
compensateur échelonné sur les gains permet d'obtenir une meilleure performance 
pour l'erreur en position relative comparativement à un compensateur dynamique. 
De plus, la conclusion de (KRON et coll., 2008) qu'il est raisonnable d'affirmer qu'un 
compensateur par échelonnement des gains n'est pas nécessaire lorsqu'on utilise 
un compensateur dynamique est infirmée pour le système hors plan. 
Les simulations ont permis d'observer qu'une loi de commande par échelonnement 
des gains ne permet pas d'obtenir une meilleure performance pour l'erreur en 
position relative du système dans le plan avec modification du modèle idéal. 
L'erreur en position relative est augmentée d'un facteur 1.2 pour l'axe x et 1.7 pour 
l'axe y. Ensuite, une loi de commande par échelonnement des gains ne permet 
pas d'obtenir une meilleure ou une plus faible performance pour l'effort de 
commande du système dans le plan. Alors, la conclusion du chapitre 4 est validée 
pour la dynamique du système dans le plan, car un compensateur échelonné sur 
les gains ne permet pas d'obtenir une meilleure performance pour l'erreur en 
position relative comparativement à un compensateur dynamique. De plus, la 
conclusion de (KRON et coll., 2008) qu'il est raisonnable d'affirmer qu'un 
compensateur par échelonnement des gains n'est pas nécessaire lorsqu'on utilise 
un compensateur dynamique est confirmée pour le système dans le plan. 
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CHAPITRE 6 
CONCLUSION ET TRAVAUX FUTURS 
6.1 Conclusion 
Cette recherche décrit la synthèse et l'analyse de loi de commande dynamique pour 
deux satellites qui évoluent sur une orbite très excentrique. Les compensateurs ont 
été synthétisés avec la méthode Hœ dans un environnement LMI qui permet de fixer 
des contraintes sur les valeurs propres du système. 
Les synthèses des lois de commandes et les simulations ont été effectuées sur les 
trois axes. Pour le même système et sollicitation des actionneurs, l'erreur en 
position relative est plus faible que celle présentée dans l'article de (GAULOCHER et 
coll., 2004). Les contraintes sur le placement de pôles permettent un temps 
d'échantillonnage de 10 secondes. Augmenter le temps d'échantillonnage permet 
d'utiliser un ordinateur de bord moins performant dans un satellite. Pour l'analyse 
du système, la ^-analysis valide la stabilité robuste et la performance robuste de la 
synthèse. Les résultats obtenus avec un seul compensateur Hœ sont une erreur en 
position relative maximale de 2 x 10"3 m et un effort de commande maximale de 
3.1 x 1(T3 N. 
L'objectif principal de cette recherche est atteint. Il consiste à démontrer qu'une 
bonne architecture et synthèse des lois de commandes par la bonne sélection des 
fonctions de pondération permettent d'améliorer les performances du système. De 
plus, la synthèse de loi de commande par échelonnement des gains ne permet pas 
d'améliorer les performances pour un système à deux entrées et deux sorties 
couplées du système hors plan instable. Les simulations permettent de valider que 
l'erreur en position relative maximale a augmenté d'un facteur 1.2 pour l'axe x et 
1.7 pour l'axe y pour 50 compensateurs échelonnés sur les gains par la méthode 
spline pour le système dans le plan. Alors, la conclusion du chapitre 4 est validée 
pour la dynamique du système dans le plan, car un compensateur échelonné sur 
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les gains ne permet pas d'obtenir une meilleure performance pour l'erreur en 
position relative comparativement à un compensateur dynamique. De plus, la 
conclusion de (KRON et coll., 2008) qu'il est raisonnable d'affirmer qu'un 
compensateur par échelonnement des gains n'est pas nécessaire lorsqu'on utilise 
un compensateur dynamique est confirmée pour le système dans le plan. 
Par contre, la synthèse de loi de commande par échelonnement des gains permet 
d'améliorer les performances pour un système à simple entrée et simple sortie qui 
est purement oscillatoire. Les simulations permettent de valider que l'erreur en 
position relative maximale a diminué d'un facteur 120 pour 8 compensateurs 
échelonnés sur les gains par la méthode spline pour le système hors plan. Alors, la 
conclusion du chapitre 4 n'est pas validée pour la dynamique du système hors plan, 
car un compensateur échelonné sur les gains permet d'obtenir une meilleure 
performance pour l'erreur en position relative comparativement à un compensateur 
dynamique. De plus, la conclusion de (KRON et coll., 2008) qu'il est raisonnable 
d'affirmer qu'un compensateur par échelonnement des gains n'est pas nécessaire 
lorsqu'on utilise un compensateur dynamique est infirmée pour le système hors 
plan. 
6.2 Travaux Futurs 
Les étapes suivantes sont proposées pour avancer les connaissances dans ce 
domaine : 
1. Réduire l'ordre des compensateurs synthétisés par des méthodes de 
troncature ou une nouvelle approche pour la synthèse et l'architecture. 
2. Simuler le système avec des capteurs et actionneurs non idéaux pour évaluer 
leur influence sur l'erreur en position relative et l'effort de commande. 
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3. Simuler un vol en formation de trois satellites et plus pour une architecture 
de vol différence du chasseur et cible pour valider l'architecture de synthèse 
des lois de commandes utilisées dans cette recherche. 
4. Automatiser la méthode de conditionnement de matrice définie dans le sous-
chapitre 5.4.2. 
5. Évaluer si le gain de performance de la loi de commande par échelonnement 
des gains pour le système hors plan est avantageux pour une mission de vol 
en formation de satellite envoyé en orbite. 
6. Poursuivre l'analyse des simulations de la loi de commande par 
échelonnement des gains pour le système dans le plan pour augmenter les 
performances du système. Une autre méthode d'échelonnement des gains 
qui garantit les performances du système entre les points de synthèse des 
compensateurs peut être utilisée 
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ANNEXEA 
SIMULATION POUR DIFFÉRENTS ORDRES 
D'INTERPOLATION 
Cette annexe présente les graphiques de l'erreur en position relative et l'effort de 
commande des différents systèmes utilisées pour 2, 4, 8, 10 et 50 compensateurs 
interpolés avec la méthode spline en comparaison avec un seul compensateur 
synthétisé à l'apogée. Seulement les simulations de compensateurs interpolés qui 
donnaient l'erreur en position relative la plus faible ont été présentées dans les 
différentes sections du chapitre 5. Les autres simulations se trouvent dans cette 
annexe à titre de comparaison et de validation. 
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A.1 Système hors plan 
La description de l'erreur en position relative est présentée à la figure 5.8. 
x 10 Erreur en position du système hors plan 
1 compensateur synthétisé à l'apogée 
2 compensateurs interpolés 
; 
3 4 
Temps (seconde) 
x 10 
Figure A. 1 Erreur en position relative du système hors plan pour deux 
compensateurs interpolés 
La description de l'effort de commande est présentée à la figure 5.9. 
x iQ"3 Effort de commande du système hors plan 
I 
V 
-1  
-3 
• 1 compensateur synthétisé à l'apogée ! 
2 compensateurs interpolés ! 
JV 
3 4 
Temps (seconde) 
x 10 
Figure A.2 Effort de commande du système hors plan pour deux 
compensateurs interpolés 
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La description de l'erreur en position relative est présentée à la figure 5.8. 
x 10 Erreur en position du système hors pian 
E 
c 
o £ «a 
a 
-2 
3 S 
ai -4 
— 1 compensateur synthétisé à l'apogée 
— 4 compensateurs tnlerpolés 
3 4 
Temp» (seconde) 
x 10 
Figure A.3 Erreur en position relative du système hors plan pour 4 
compensateurs interpolés 
La description de l'effort de commande est présentée à la figure 5.9. 
x io"3 Effort de commande du système hors plan 
3 
1 compensateur synthétise à l'apogée 
4 compensateurs interpolés 2 
1 
0 
•1 
•2 
•3 0 
Temps (seconde) ,4 
x 10 
Figure A.4 Effort de commande du système hors plan pour 4 compensateurs 
interpolés 
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La description de l'erreur en position relative est présentée à la figure 5.8. 
x 10 Erreur en position du système hors plan 
E 
i ° 
l -2 
il -4 
' 1 compensateur synthétisé à l'apogée 
10 compensateurs interpoles 
i i . i 
3 4 5 
Temps (seconde) 
x 10 
Figure A.5 Erreur en position relative du système hors plan pour 10 
compensateurs interpolés 
La description de l'effort de commande est présentée à la figure 5.9. 
x ioJ Effort de commande du système hors plan 
3 
1 compensateur synthétisé à I'apogce 
10 compensateurs interpolés 2 
1 
0 
1 
•2 
•3 0 2 5 6 
Temps (seconde) ,4 
x 10 
Figure A.6 Effort de commande du système hors plan pour 10 compensateurs 
interpolés 
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La description de l'erreur en position relative est présentée à la figure 5.8. 
-4 Erreur en position du système hors plan x 10" 
1 compensateur synthétisé à l'apogée 
50 compensateurs intejpolés 
1 2 3 5 4 6 7 
Temps (seconde) x 1Q4 
Figure A. 7 Erreur en position relative du système hors plan pour 50 
compensateurs interpolés 
La description de l'effort de commande est présentée à la figure 5.9. 
x to"3 Effort de commande du système hors plan 
3 
• 1 compensateur synthétisé à l'apogée 
50 compensateurs interpolés 2 
1 
0 
•1 
•2 
-3 0 2 3 S 4 
Temps (seconde) 
5 6 7 
.4 
x 10 
Figure A.8 Effort de commande du système hors plan pour 50 compensateurs 
interpolés 
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A.2 Système dans le plan 
La description de l'erreur en position relative est présentée à la figure 5.11. 
Erreur en position du système dans le plan 
0 2 
0 15 
I 01 
I 
§. 0 05 
C 4) 
5 g 0" 
UJ 
-0 .05 -
•0 1 : 
—-1 compensateur synthétisé à l'apogée (axe x) 
1 compensateur synthétisé à l'apogée (axe y) 
- 4 compensateurs interpolés (axe x) 
• 4 compensateurs interpolés (axe y) 
/  • / \  
\ It , 
S  t \  >  
V v  
3 4 
Temps (seconde) 
x 10 
Figure A. 9 Erreur en position relative du système dans le plan pour 4 
compensateurs interpolés 
La description de l'effort de commande est présentée à la figure 5.12. 
x iq '3 Effort de commande du système dans le plan 
5 
—— 1 compensateur synthétisé à l'apogée (axe x) 
• 1 compensateur synthétisé à l'apogée (axe y) 
4 compensateurs interpolés (axe x) 
4 compensateurs interpolés (axe y) 
4 
3 
2 
1 
0 
1 
•2 
•3 
-4 0 2 3 5 6 4 7 
Temps (seconde) x 10* 
Figure A. 10 Effort de commande du système dans le plan pour 4 
compensateurs interpolés 
110 
t 
M 
''H,0-" 
Mi-n* 
— 1 compensateur synthétisé à l'apogée (axe x) 
1 compensateur synthétisé à l'apogée (axe y) 
— 8 compensateurs interpoles (axe x) 
8 compensateurs interpolés (axe y) 
La description de l'erreur en position relative est présentée à la figure 5.11. 
Erreur en position du système dans le plan 
0.2 
0.15 
— 0.1 
J 
& 0.05 
! | 0 
UJ 
-0.05 
-0.1 
-V 
/ t ï »  
u t / -
! 
Temps (seconde) x 10 
Figure A. 11 Erreur en position relative du système dans le plan pour 8 
compensateurs interpolés 
La description de l'effort de commande est présentée à la figure 5.12. 
x io~3 Effort de commande du système dans le plan 
a 
1 compensateur synthétisé à l'apogée (axe x) | 
1 compensateur synthétisé à l'apogée (axe y) j 
8 compensateurs interpolés (axe x) j 
8 compensateurs interpolés (axe y) j 
4 
3 
2 
1 
0 
1 
•2 
•3 
-4 0 
Temps (seconde) x 104 
Figure A. 12 Effort de commande du système dans le plan pour 8 
compensateurs interpolés 
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La description de l'erreur en position relative est présentée à la figure 5.11. 
Erreur en position du système dans le plan 
0 2 -
0 15 
0 1  !  
I 0.05-
-0 05 
-0.1 
S 
i ï 
— 1 compensateur synthétisé à l'apogée (axe x) 
— 1 compensateur synthétisé à l'apogée (axe y) 
-10 compensateurs interpolés (axe x) 
— 10 compensateurs interpolés (axe y) 
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fi 
ï 
3 4 
Temps (seconde) x 10 
Figure A. 13 Erreur en position relative du système dans le plan pour 10 
compensateurs interpolés 
La description de l'effort de commande est présentée à la figure 5.12. 
x io '3 Effort de commande du système dans le plan 
5 
-— 1 compensateur synthétisé à l'apogée (axe x) 
1 compensateur synthétisé à l'apogée (axe y) 
10compensateurs interpolés (axe x) 
10compensateurs interpolés (axe y) 
4 
3 
2 
1 
0 
•1 
•2 
•3 
-4 0 
Tempe (seconde) x 104 
Figure A. 14 Effort de commande du système dans le plan pour 10 
compensateurs interpolés 
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1 compensateur synthétisé à l'apogée (axe X) 
" 1 compensateur synthétisé à l'apogée (axe y) 
- 50 compensateurs interpolés (axe x) 
- 50 compensateurs interpolés (axe y) 
La description de l'erreur en position relative est présentée à la figure 5.11. 
Erreur en position du système dans le plan 
0.2 
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-0.1 ' - - L - ' - >-
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x 10 
Figure A. 15 Erreur en position relative du système dans le plan pour 50 
compensateurs interpolés 
La description de l'effort de commande est présentée à la figure 5.12. 
15 r 
10 h 
x 10 
z 
Effort de commande du système dans le plan 
• 1 compensateur synthétise à l'apogée (axe x) 
1 compensateur synthétisé à l'apogée (axe y) 
50 compensateurs, intcipolés (axe x) 
— 50 compensateurs interpolés (axe y) 
3 4 
Temps (seconde) x 10 
Figure A. 16 Effort de commande du système dans le plan pour 50 
compensateurs interpolés 
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A.3 Système dans le plan avec boucle interne 
La description de l'erreur en position relative est présentée à la figure 5.16. 
Erreur en position du système dans le plan avec boucle interne 
0.1 : 
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S 
S yj 
-0 05 
i 
ft fA 
\! x' 
• 1 compensateur synthétisé à l'apogée (axe x) 
1 compensateur synthetic à l'apogée (axe y) 
- 4 compensateurs interpolés (axe x) 
4 compensateurs interpolés (axe y) 
II 
r> 
v 
Temps (seconde) x 10 
Figure A. 17 Erreur en position relative du système dans le plan avec boucle 
Interne pour 4 compensateurs interpolés 
La description de l'effort de commande est présentée à la figure 5.17. 
x Effort de commande du système dans le plan avec boucle interne 
5 
1 compensateur svnthétivé à l'apogée (axe x) 
1 compensateur synthétisé à l'apogée (axe y) 
4 compensateurs interpolés (axe x) 
4 compensateurs interpoles (axe y) 
4 
3 
2 
1 
0 
u. 
•1 
•2 
•3 
-4 0 
Temps (seconde) x 10 
Figure A. 18 Effort de commande du système dans le plan avec boucle interne 
pour 4 compensateurs Interpolés 
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La description de l'erreur en position relative est présentée à la figure 5.16. 
Erreur en position du système dans le plan avec boucle interne 
2 005 
- 1 compensateur synthétise à l'apogée (axe X) 
- 1 compensateur synthétisé à l'apogée (axe y) 
- 8 compensateurs interpolés (axex) 
- 8 compensateurs interpolés (axe y) 
! / 
\ t t# u 
3 4 
Temps (seconde) 
x 10 
Figure A. 19 Erreur en position relative du système dans le plan avec boucle 
interne pour 8 compensateurs interpolés 
La description de l'effort de commande est présentée à la figure 5.17. 
x -(o"3 Effort de commande du système dans le plan avec boucle interne 
s 
- 1 compensateur synthétisé à l'apogée (axe x) 
• 1 compensateur synthétisé à l'apogée (axe y) 
- B compensateurs interpolés (axe x) . 
- 8 compensateurs interpolés (axe y) 
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x 10 
Figure A.20 Effort de commande du système dans le plan avec boucle interne 
pour 8 compensateurs interpolés 
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La description de l'erreur en position relative est présentée à la figure 5.16. 
0.1 
g 
s 0.05 
-0.05 
Erreur en position du système dans le plan avec boucle interne 
— 1 compensateur synthétisé à l'apogée (axe x) 
1 compensateur synthétise à i'apogce (axe y) 
10 compensateur» inteipolés (axe x) 
10 compensateurs interpolés (axe y) 
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3 4 
Temps (seconde) 
x 10 
Figure A.21 Erreur en position relative du système dans le plan avec boucle 
interne pour 10 compensateurs interpolés 
La description de l'effort de commande est présentée à la figure 5.17. 
x io"3 Effort de commande du système dans le plan avec boucle interne 
5 
1 compensateur synthétisé à l'apogée (axe x) 
1 compensateur synthétisé à l'apogée (axe y) 
10 compensateurs interpolés (axe X) 
10 compensateurs interpolés (axe y) 
a 
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0 
•1 
•2 
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•a 0 3 5 6 7 
Temp6 (seconde) x 104 
Figure A.22 Effort de commande du système dans le plan avec boucle Interne 
pour 10 compensateurs interpolés 
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La description de l'erreur en position relative est présentée à la figure 5.16. 
Erreur en position du système dans le plan avec boucle interne 
01 ; 
S 
S 0.05 j-
$ 0} 
-0.05!-
i i V I ,  
* 1 compensateur synthétisé à rapogée (axe x) 
1 compensateur synthétisé à Fapogée (axe y) 
- 50 compensateurs interpolés (axe x) 
50 compensateurs interpolés (axe y) 
Temps (seconde) x 10 
Figure A.23 Erreur en position relative du système dans le plan avec boucle 
interne pour 50 compensateurs interpolés 
La description de l'effort de commande est présentée à la figure 5.17. 
Effort de commande du système dans le plan avec boucle interne 
5 
— 1 compensateur synthétisé à l'apogée (axe x) 
1 compensateur synthétisé à l'apogée (axe y) i 
50c«mpensateurs interpolés (axe x) 
50compensateurs interpolés (axe y) 
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Temps (seconde) x 104 
Figure A.24 Effort de commande du système dans le plan avec boucle Interne 
pour 50 compensateurs interpolés 
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A.4 Système dans le plan avec modification du modèle idéal 
La description de l'erreur en position relative est présentée à la figure 5.19. 
x -go"3 Erreur en position du système dans le plan avec modification du modèle idéal 
Si 0 
5 
S! 
Û 
-2 
-4j-
o" 
— 1 compensateur synthétisé à l'apogée (axe x) 
— 1 compensateur synthétisé à l'apogée (axe y) 
— - 2 compensateurs interpolés (axe x) 
— 2 compensateurs interpolés (axe y) 
Temps (seconde) 
x 10 
Figure A.25 Erreur en position relative du système dans le plan avec 
modification du modèle idéal pour deux compensateurs interpolés 
La description de l'effort de commande est présentée à la figure 5.20. 
x io"3 Efort de commande du système dans le plan avec modification du modèle idéal 
~ 1 compensateur synthétisé à l'apogée (axe x) 
•* 1 compensateur synthétisé à l'apogée (axe y) 
- 2 compensateurs interpolés (axe x) 
- 2 compensateurs interpolés (axe y) 
3 4 
Temps (seconde) 
x 10 
Figure A.26 Effort de commande du système dans le plan avec modification du 
modèle idéal pour deux compensateurs interpolés 
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La description de l'erreur en position relative est présentée à la figure 5.19. 
x -|o"3 Erreur en position du système dans le plan avec modification du modèle idéal 
E 
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* 1 compensateur synthétisé » l'apogée (axe x) 
1 compensateur synthétisé à 1'apogce (axe y) 
a compensateur* interpolés (axe x) 
4 compensateurs interpolés (axe y) 
Temps (seconde) 
x 10 
Figure A. 27 Erreur en position relative du système dans le plan avec 
modification du modèle idéal pour 4 compensateurs interpolés 
La description de l'effort de commande est présentée à la figure 5.20. 
x -|o"5 Eflicut de commande du système dans le plan avec modification du modèle idéal 
5 
- 1 compensateur synthétisé à l'apogée (axe x) 
• 1 compensateur synthétisé à l'apogée (axe y) 
- 4 compensateurs interpolés (axex) 
- 4 compensateurs interpolés (axe y) 
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•2 
•3 
-4 0 5 6 
Temps (seconde) ,« 
x 10 
Figure A.28 Effort de commande du système dans le plan avec modification du 
modèle idéal pour 4 compensateurs interpolés 
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La description de l'erreur en position relative est présentée à la figure 5.19. 
*io-3 Erreur en position du système dans le plan a*ec modification du modèle idéal 
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Figure A.29 Erreur en position relative du système dans le plan avec 
modification du modèle idéal pour 8 compensateurs Interpolés 
La description de l'effort de commande est présentée à la figure 5.20. 
x iq"s Effort de commande du système dans le plan awee modification du modèle idéal 
- 1 compensateur synthétisé à l'apogée (axe x) 
1 compensateur synthétisé à l'apogée (axe y) 
8 compensateur» interpolés (axe x) 
8 compensateur» interpolés (axe y) 
z 
-1 A 
Temps (seconde) .4 x 10 
Figure A. 30 Effort de commande du système dans le plan avec modification du 
modèle Idéal pour 8 compensateurs interpolés 
120 
La description de l'erreur en position relative est présentée à la figure 5.19. 
X1C)3  Erreur en position du système dans le plan avec modification du modèle idéal 
• 1 compensateur synthétisé à Fapogée (axe x) : 
1 compensateur synthétisé à l'apogée (axe y) 
-10 compensateurs interpolés (axe x) 
10 compensateurs interpolés (axe y) 
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Figure A.31 Erreur en position relative du système dans le plan avec 
modification du modèle idéal pour 10 compensateurs interpolés 
La description de l'effort de commande est présentée à la figure 5.20. 
x -jo'3 Effort de commande du système dans le plan avec modification du modèle idéal 
—• 1 compensateur synthétisé à l'apogée (axe x) 
—• 1 compensateur .synthétise à l'apogée (axe y) 
- -10 compensateurs interpolés (axex) 
—10 compensateurs interpolés (axe y ) 
3 4 
Temps (seconde) 
x 10 
Figure A.32 Effort de commande du système dans le plan avec modification du 
modèle idéal pour 10 compensateurs interpolés 
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ANNEXEB 
VALIDATION DES COMPENSATEURS SÉLECTIONNÉS 
Cette annexe présente les graphiques de l'erreur en position relative des différents 
systèmes dans le plan utilisés pour l'interpolation dans les sous-chapitres 5.4, 5.5 
et 5.6. Seulement les simulations de compensateurs interpolés qui donnaient 
l'erreur en position relative la plus faible ont été présentées dans les sous-chapitres 
5.4, 5.5 et 5.6. Dans tous ces sous-chapitres, un seul compensateur donnait une 
meilleure performance que plusieurs compensateurs interpolés. Pour démontrer 
que la diminution des performances par l'interpolation ne provient pas d'une 
mauvaise synthèse des compensateurs, tous les compensateurs qui ont été utilisés 
pour l'interpolation ont été simulés indépendamment. Cette simulation permet de 
valider que les compensateurs offrent de très bonnes performances avant 
l'interpolation. 
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B.l Système dans le plan 
La description de l'erreur en position relative est présentée à la figure 5.11. 
x io"3 Erreur en position du système dans le plan 
1 compensateur synthétisé au périgée (axe x) 
1 compensateur synthétisé au périgée (axe y) 
I 
c 0> 
5 g 
UJ 
Temps (seconde) ,4 x 10 
Figure B. 1 Erreur en position relative du système dans le plan pour un 
compensateur synthétisé au périgée 
x to"3 Erreur en position du système dans le plan 
1 compensateur synthétisé à l'apogée (axe x) 
1 compensateur synthétisé à l'apogée (axe y) 
.1. 
5 
...i.. 
6 3 2 7 4 
Temps (seconde) x 104 
Figure B.2 Erreur en position relative du système dans le plan pour un 
compensateurs synthétisé à l'apogée 
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B.2 Système dans le plan avec boucle interne 
La description de l'erreur en position relative est présentée à la figure 5.16. 
x 10 
4 r 
3 h 
i i 
2 f -
Erreur en position du système dans le plan avec boucle interne 
• 1 compensateur synthétisé au périgée (axe x) 
1 compensateur synthétisé au périgée (axe y) 
3 4 
Temps (seconde) 
x 10 
Figure B.3 Erreur en position relative du système dans le plan avec boucle 
interne pour un compensateur synthétisé au périgée 
Erreur en position du système dans le plan avec boucle interne 
1 compensateur synthétisé à l'apogée (axe x) ; 
1 compensateur synthétisé à l'apogée (axe y) ' 
3 4 
Temps (seconde) 
Figure B .4 Erreur en position relative du système dans le plan avec boucle 
interne pour un compensateurs synthétisé à l'apogée 
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B.3 Système dans le plan avec modification du modèle idéal 
Pour cette section, seulement 6 compensateurs des 50 utilisés pour l'interpolation 
ont été présentés pour diminuer la longueur du document. 6 compensateurs 
permettent de validés leurs bonnes performances. La description de l'erreur en 
position relative est présentée à la figure 5.19. 
x i0'3 Erreur en position du système dans le plan avec modification du modèle idéal 
4r 
3i-
1 -• 
• 1 compensateur synthétisé au périgée (axe x) 
1 compensateur synthétise au périgée (axe y) 
\ 
3 4 
Temp6 (seconde) x 10 
Figure B.5 Erreur en position relative du système dans le plan avec 
modification du modèle idéal pour un compensateur synthétisé au périgée 
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x io'3 Erreur en position du système dans le plan avec modification du modèle idéal 
i 
1 
— 1 compensateur synthétisé à 36'J du périgée (axe x) 
•• 1 compensateur synthétisé à 36' du périgée (axe y) 
3 4 
Temps (seconde) x 10 
Figure B.6 Erreur en position relative du système dans le plan avec 
modification du modèle idéal pour un compensateur synthétisé à 36°du périgée 
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x io'5 Erreur en position du système dans le plan avec modification du modèle idéal 
—— 1 compensateur synthétisé à 72 du périgée (axe x) 
1 compensateur synthétisé à 72 du périgée (axe y) 
3 a 
Temps (seconde) 
x 10 
Figure B.7 Erreur en position relative du système dans le plan avec 
modification du modèle idéal pour un compensateur synthétisé à 72°du périgée 
x io'5 Erreur en position du système dans le plan avec modification du modèle idéal 
• 1 compensateur synthétisé à 108! du périgée (axe x) 
1 compensateur synthétisé à 108" du périgée (axe y) 
3 a 
Temp6 (seconde) 
x 10 
Figure B.8 Erreur en position relative du système dans le plan avec 
modification du modèle idéal pour un compensateur synthétisé à 108°du 
périgée 
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x -jo"3 Erreur en position du système dans le plan avec modification du modèle idéal 
• 1 compensateur synthétise à 144 du périgée (axe x) 
1 compensateur synthétisé à 144' du périgée (axe y) ' 
3 4 
Temps (seconde) x 10 
Figure B.9 Erreur en position relative du système dans le plan avec 
modification du modèle Idéal pour un compensateur synthétisé à 144°du 
périgée 
x 1 o"3 Erreur en position du système dans le plan avec modification du modèle idéal 
• 1 compensateur synthétisé à l'apogée (axe x) 
1 compensateur synthétisé à l'apogée (axe y) 
3 4 
Temps (seconde) x 10 
Figure B. 10 Erreur en position relative du système dans le plan avec 
modification du modèle idéal pour un compensateur synthétisé à l'apogée 
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ANNEXE C 
LOI DE COMMANDE PAR PLACEMENT DES PÔLES 
Le principe de conception d'une loi de commande par placement de pôles est de 
choisir une matrice de gain K pour que les pôles de la matrice d'état en boucle 
fermée soient à des positions déterminées par le concepteur. Les critères de 
sélection des pôles désirés du système en boucle fermée sont la stabilité et la 
performance du système par la sélection de la fréquence des oscillations amorties, 
la fréquence naturelle et le facteur d'amortissement. 
La conception d'une boucle interne d'asservissement pour le système dans le plan 
devient la synthèse d'un régulateur par placement de pôles K. Les états du système 
dans le plan sont mesurables par des capteurs et l'utilisation d'un observateur 
d'état permet de diminuer ce nombre de capteurs. Le retour d'état a la forme de 
l'équation (C.l) pour maintenir le système au point d'opération désiré. 
u = —Kx (C.l) 
La matrice K a les états du système comme entrée et la commande du système 
comme sortie. Le système dans le plan en boucle fermée devient : 
x = (A - BK)x (C.2) 
Le problème de conception d'un régulateur par placement de pôles se résume à la 
synthèse de la matrice de gain K pour que les valeurs propres de (.4 - BK) soit 
égales aux pôles désirés. 
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