Temperature dependence of the UA(1) anomaly is investigated by taking into account mesonic fluctuations in the U (3) × U (3) linear sigma model. A field dependent anomaly coefficient function of the effective potential is calculated within the finite temperature functional renormalization group approach. The applied approximation scheme is a generalization of the chiral invariant expansion technique developed in [G. Fejős, Phys. Rev. D 90, 096011 (2014)]. We provide an analytic expression and also numerical evidence that depending on the relationship between the two quartic couplings, mesonic fluctuations can either strengthen or weaken the anomaly as a function of the temperature. The role of the six-point invariant of the U (3)×U (3) group, and therefore the stability of the chiral expansion is also discussed in detail.
I. INTRODUCTION
Axial anomaly is the anomalous breaking of the U A (1) subgroup of approximate U L (N f ) × U R (N f ) chiral symmetry of quantum chromodynamics. It can be understood theoretically through instanton solutions of the classical equations of motion describing vacuum to vacuum amplitudes with different topological winding numbers [1, 2] . Although the origin of the anomaly has been clarified for a long time, very little is known about its finite temperature restoration, especially around and below the critical point. It is well established that due to disappearing instanton density at high enough temperature or chemical potential the U A (1) anomaly has to vanish [3, 4] , however, it is an open question how relevant it is at the chiral transition point. There are recent experimental findings that show a reduction of the η ′ mass near the chiral crossover temperature [5] , which might be related to the restoration of the U A (1) factor around T C .
The relevance of the anomaly around the critical point is crucial from the point of view of the order of the chiral transition itself, since the effective N f flavor low energy description provided by the U (N f ) × U (N f ) linear sigma model [6, 7] predicts a first order transition for N f ≥ 2, if the anomaly is restored at T C and no explicit symmetry breaking terms are present. This is based on a fixed point analysis of the renormalization group (RG) flows [8] , and also on explicit calculations of the effective potential [9, 10] . Even though there are indications that the RG argument might not survive for N f = 2 [11] [12] [13] , it seems to remain correct for N f ≥ 3, which includes the most important N f = 3 case.
Beyond the anomaly free fixed point analysis of the aforementioned U (N f ) × U (N f ) scalar model, it can be easily extended with a U A (1) breaking term, also known as the 't Hooft determinant. Its coupling is usually cho- * fejos@riken.jp sen to be proportional to the topological susceptibility (χ top ), in order to reproduce the Witten-Veneziano relation (WVR) [14, 15] , and hence shows an exponential suppression as a function of the temperature. It is based on linking χ top to the instanton density at finite temperature, which, if the tunnelling amplitude is estimated by a semiclassical approximation, shows an exponential damping. However, this is controversial since strictly speaking, the semiclassical approximation is applicable only for temperatures higher than T C . There have been attempts to use a modfied WVR [16] , but if the temperature dependence of the 't Hooft coupling is moderate below T C , one is interested in investigating the role of mesonic (both thermal and quantum) fluctuations on the U A (1) factor, using a temperature independent coupling.
The goal of this paper is to develop a new method that is able to give an account of the effect of the mesonic fluctuations on the anomaly. This will be achieved by generalizing the chiral invariant expansion [10] of the effective potential in the functional renormalization group (FRG) formalism.
FRG and related approximations have been proven to be valuable tools in understanding the phase structure of scalar theories [17] [18] [19] [20] . It has been shown in several studies that, even the leading order of the derivative expansion applied at finite temperature gives decent results [21] [22] [23] [24] [25] [26] [27] , which makes the approach convenient and reliable. The chiral invariant expansion technique, developed in [10] , has the numerical advantage that instead of calculating the effective potential in a three-dimensional grid, one may derive flow equations for one-dimensional coefficient functions. Furthermore, it should be noted that the FRG technique has not yet been applied widely to theories with nonvanishing U A (1) anomaly for N f = 3. A first analysis was presented in [28] for gauge theories, followed by [29] for the linear sigma model, also with the inclusion of quark degrees of freedom [30] . These studies provided important results on the effect of the anomaly factor; nevertheless, the flow of the anomaly coefficient and its temperature dependence in scalar theories have not been considered in the literature before. In this paper we are developing a method that besides providing the finite temperature flow of the 't Hooft term also realizes a resummation of a wide class of U A (1) breaking operators, as will be explained later. We emphasize that building phenomenology upon the scheme presented here is beyond the scope of the paper. In this study we are searching for an answer for the relevance of the mesonic fluctuations in regard to the induced temperature dependence of the anomaly factor. Explicit symmetry breaking terms representing finite quark masses are not introduced; nevertheless, we clarify the role of the six-point invariant which has not been investigated before.
The paper is organized as follows. In Sec. II, we introduce the model and review the chiral invariant expansion technique. We go beyond the approximation presented in [10] , and clarify the role of the 6-point invariant of the theory. In Sec. III, we introduce the anomaly and derive the flow equation for the field dependent anomaly coefficient, which is at first analyzed analytically, and then, in Sec. IV the reader finds the details of its numerical solution. Sec. V is dedicated to conclusions.
II. FLOW EQUATIONS AND THE CHIRAL INVARIANT EXPANSION
The model to be investigated is a field theory of a 3 × 3 matrix field Φ, defined as
whereλ a are the Gell-Mann matrices,λ 0 = 2 3 1, with the σ a , π a coefficients being scalar and pseudoscalar fields, respectively. Φ serves as an order parameter of the chiral transition, and its fluctuations give account of the scalar and pseudoscalar meson nonets. Before we discuss the details of the U A (1) factor, we go through the anomaly free model and the approximation scheme to be employed. The Lagrangian is
which is clearly invariant under chiral U (3) × U (3) transformations. We choose m 2 < 0 and λ 2 > 0 (and also λ 1 + 3λ 2 > 0), being necessary conditions that lead to the expected symmetry breaking pattern U (3)×U (3) −→ U (3), realized by Φ = v 0λ 0 /2; see details in [31] . For obtaining the effective potential of the model, we employ the functional renormalization group method [17, 19] . The central object in the formalism is the scale dependent effective action Γ k , which includes fluctuations with momenta q k, obeying the flow equation
where Γ (2) k is the second functional derivative of Γ k with respect to Φ, and R k is an appropriately chosen regulator function. It can be easily shown that if the UV cutoff is denoted by Λ, the scale dependent Γ k functional interpolates between the classical action [k = Λ] and the quantum effective action [k = 0] .
In this study we use the local potential approximation, which is the leading order contribution of the derivative expansion; in other words the effective action at all scales is approximated as
where V k is called the scale dependent effective potential. We use Litim's regulator [32] :
which, at finite temperature T , leads to
There is a finite temperature sum over bosonic Matsubara frequencies ω j = 2πjT , and another one corresponding to the excitation spectrum. Here m 2 i (k) denotes the eigenvalues of the scalar and pseudoscalar mass matrices m
Now we review the chiral invariant expansion technique developed in [10] . The most important observation is that the V k local potential must reflect the U (3) × U (3) symmetry of the theory, which means that its variables are actually group invariants:
where
Since vector symmetries cannot be broken spontaneously [33] , we expect Φ ∼ 1 and hence only I 1 takes nonzero value in the vacuum. Motivated by this observation, one attempts to expand
At the UV scale Λ, in accordance with (2), we identify the coefficient functions with the following combination of the bare coupling constants:
with D Λ ≡ 0. Higher order contributions in expansion (9) are going to be neglected, but note that, this already goes beyond the previous attempt [10] . Our task is to derive flow equations for U k (I 1 ), C k (I 1 ) and D k (I 1 ). Note that, since the mass eigenvalues [m 2 i (k)] are not chiral invariants, it is not straightforward to make (3) compatible with (6) . A detailed description can be found in [10] ; here we just sketch the procedure shortly.
As already stressed, in the case of the symmetry breaking realized by Φ = v 0λ 0 /2 ∼ 1, I 2 and I 3 vanishes; therefore, if we are to derive flow equations for the respective coefficient functions [i.e., C k (I 1 ) and D k (I 1 )], we have to assume the existence of a more general condensate. We choose to include an infinitesimal piece proportional to the matrixλ 8 :
Since
the flow of each coefficient function U k (I 1 ), C k (I 1 ), and D k (I 1 ) can be easily identified; we just have to calculate the mass spectrum in the background (11) (see the appendix), substitute it into the right-hand side of (6), and expand it around v 8 = 0. Based on (9), the O(1) term will give These read as follows:
where σ, a 0 and π denote the scalar and pseudoscalar excitation spectrum, belonging to the breaking
with multiplicities 9 ⊕ 8 ⊕ 1, respectively. The equation of ∂ k D k is too lengthy and we do not list it here explicity; it can be found in the appendix. All Matsubara 
Comparison of next-to-leading (NLO) and next-to-next-to-leading (NNLO) coefficients of the chiral invariant expansion at zero temperature. Numerical values show that D k ·I1 ≪ C k , which means that the effect of the six-point invariant is negligible compared to that of the four-point invariant.
sums appearing in the coupled flow equations can be performed analytically with the corresponding formulas also presented in the Appendix.
An important issue of the invariant expansion (9) is the investigation of its stability, which was not carried out in [10] . Going beyond this earlier work, i.e. the investigation of the flow equations of U k and C k , now we are in a position to clarify the relevance of D k . A few lines on the numerics can be found in Sec. V; here we just shortly review the results on the stability of the chiral invariant expansion.
In Fig. 1 , we plot a typical solution of the temperature dependence of the effective potential at k = 0.2Λ, with and without the six-point invariant term included; in other words we investigate how the solutions change if we drop the equation for D k . One observes that the points are on top of each other, showing that the six-point invariant do not play any important role. This can be understood from Fig. 2 , where we compare the relevance of D k with C k . Based on dimensional grounds, if one is interested in the effects of the NLO (C k ) and NNLO (D k ) coefficients on the effective potential, one actually needs to compare D k · I 1 with C k . The figure shows that since at the UV scale, D k=Λ is initiated as zero, its flow does not lead to a significant increase. Note that, this behavior is nontrivial, since there is no IR stable fixed point in the theory that would lead to scaling and (trivially) the suppression of nonrenormalizable couplings in the IR.
We expect that since the six-point invariant does not play a crucial role, none of the higher order Taylor coefficients have any effect on the solution either. With these findings the chiral invariant expansion has proven to be stable, and one can safely truncate the series at next-to-leading order.
III. INCLUSION OF THE UA(1) FACTOR
Implementation of the U A (1) anomaly is done via 't Hooft's determinant term. We add the following term into Lagrangian: The effect of the anomaly on the effective potential can be formulated as
where V k | a=0 is the anomaly free effective potential.
Since the anomaly can only be carried by the
k coefficients are U (3) × U (3) invariants, and thus one can apply the chiral invariant expansion on them as well:
In this paper we only present a leading order analysis:
and furthermore, we neglect the I 2 and I 3 dependence of
Note that a field dependent U A (1) coefficient already goes beyond a simple perturbative renormalization group analysis of the anomaly. Taylor series of A k (I 1 ) around I 1 = 0 shows that an infinite resummation of operators [ Tr (Φ † Φ)] n (det Φ † + det Φ) realizes in the system. As already announced in the introduction, in the literature the anomaly coefficient (a) is somewhat controversially linked to the topological susceptibility. Here we treat it as a temperature independent parameter and investigate how thermal fluctuations of mesons affect the strength of A k (I 1 ).
In order to obtain an approximate flow equation compatible with (18)- (19), we have to expand (6) around the zero anomaly configuration, i.e., A k (I 1 ) ≡ 0. The reader is referred to the appendix for formulas of the mass matrices and the necessary derivatives of invariants. The zeroth order of the expansion gives the already obtained flow equations for U k , C k , and D k , while the next-toleading order terms combine into a term proportional to I det . The coefficient of I det becomes the scale derivative of A k (I 1 ). We arrive at
This equation can now be solved numerically given that the functions U k , C k and D k are known. Before we present the full numerical results, let us solve (20) using the assumption of V k taking the form of the classical (bare) potential, with k-dependent, field independent couplings. For constant A k , at high enough temperatures, around I 1 ≈ 0 (20) simplifies:
The effective potential in our approximation,
from which at high temperature
This result shows that within the field independent coupling approximation, and with the assumption that the flow is monotonic, the condition of decreasing anomaly strength as a function of the temperature can be formulated already at bare level:
IV. NUMERICAL RESULTS Equation (23) might not survive exactly in the numerics, but it turns out to be a qualitatively correct approximation. The applied method for solving the coupled flow equations (13a)-(13b), (B1), and (20) has been the same as in [10] . At all scales (k) the U k (I 1 ), C k (I 1 ), D k (I 1 ), and A k (I 1 ) functions are stored on a grid, typically in the region [0, 2], with a step size of ∼ 10 −3 , and all dimensionful units are measured in terms of the UV cutoff Λ. The flow equations are integrated with the RungeKutta method with a typical step size of ∆k ∼ 10 −5 . We also emphasize that, due to numerical stability the flows have to be stopped [10] around the scale where the potential is gradually becoming convex [18, 34, 35] . As shown in [10] , critical temperatures and the corresponding discontinuities of the order parameter (in case of first order transitions) can be obtained by extrapolation to k = 0 from the k > 0 results. Note that, in the present study however, we decided to stop the flows uniformly at k = 0.2Λ, since we are only interested in the tendency of the evolution of the temperature and field dependent anomaly, which can perfectly be seen around k ≈ 0.2Λ. Extrapolated results to k = 0 with physical parametrization of the model will be reported elsewhere.
In Fig. 3 , we show the U A (1) coefficient function at two distinct points of the parameter space that lead to either anomaly strengthening or weaking. We observe that already at zero temperature, quantum fluctuations develop a structure for A k (I 1 ) showing that a field independent approximation is not appropriate. It can also be seen that the full numerical solution is in accordance with (24) ; at I 1 ≈ 0, for large λ 2 the anomaly is getting weaker as a function of the temperature, while if λ 1 dominates, it is strengthening. It is interesting to see that for larger I 1 values the former statement is not necessarily true anymore: even though at small values of the field the anomaly weakens, if I 1 is larger, it might also strengthen at the same time. In case of large λ 2 , we observe that there might be a maximum value for the U A (1) factor as a function of the temperature, followed by a moderate decrease.
The vacuum state is of course always determined by the effective potential; therefore, in Fig. 3 . we also indicate the field values that minimize the complete effective potential (i.e., V k ). This shows that a field independent anomaly coefficient [belonging to the leading order of the Taylor expansion of A k (I 1 ) around I 1 ≈ 0] is indeed a crude approximation; at some temperatures the actual strength of the anomaly in the minimum may differ up to even ∼50% from the value of it in the origin. Based on this observation, several possibilities can arise as the temperature is raised. The anomaly can either weaken or strengthen (more or less) monotonically, or it can increase and discontinuously drop at the transition point. The latter can be smoothened by explicit symmetry breaking terms representing finite quark masses, or by the initial strength of the anomaly itself. The mapping of this issue will be reported elsewhere. We note that recent tree-level parametrizations of the model [36] , or extensions of the model [37, 38] , show that λ 2 > λ 1 . It is important to stress that one should not draw any final conclusions on the behavior of the anomaly based on these findings, since the value of the bare coupling constants strongly depend on the cutoff scale and regularization, and also on the employed approximations. There are other recent parametrizations of the model, using the FRG formalism, where λ 1 ∼ λ 2 [39] .
Finally let us point out that since the I 1 invariant specifies an O(18) combination of the fields [
, roughly speaking λ 1 characterizes the orthogonal nature of the theory, while λ 2 shows its deviation from it. Based on this argument, one can reformulate (24) as a requirement of the theory to be closer to the O(18) model, if one is to seek decreasing anomaly factor as a function of the temperature.
V. CONCLUSIONS
In this study we have analyzed the three flavor linear sigma model with the local potential approximation of the functional renormalization group in 3 + 1 dimensions. The chiral invariant expansion introduced in [10] has been developed to the case of nonzero U A (1) anomaly, and its stability has also been checked explicitly. At first, by deriving the flow equation of the next-to-nextto-leading coefficient of the expansion we have found that the chiral invariant expansion does appear to be stable; there is no need to go beyond next-to-leading order. Furthermore, we derived the flow equation of the field dependent U A (1) anomaly factor, and found qualitatively that the first quartic coupling has to dominate the second for decreasing anomaly as a function of the temperature.
It has turned out that mesonic fluctuations are capable of describing anomaly weakening, even without an implicit temperature dependence of the 't Hooft determinant coupling. Adding explicit symmetry breaking terms, and parametrizing the model with low energy mesonic spectrum would allow us to investigate temperature dependence of the anomaly and spectrum itself in the physical point. This represents a future study to be reported in the near future.
Appendix A. MASS MATRICES AND GROUP INVARIANTS
In this appendix we give all the necessary formulas to calculate the scalar and pseudoscalar mass matrices m
They are needed to obtain the flow equations for U k , C k and D k , and ultimately for
If we include the 't Hooft determinant, and the corresponding A k (I 1 ) · (det Φ + det Φ † ) ≡ A k (I 1 ) · I det term in the scale dependent effective potential, the mass matrices get corrected by
Invariants I 1 and I 2 , and their first derivatives in the two-component background are the following:
The second derivatives are
0, else (A4b)
Furthermore, invariants I 3 and I det , and their first derivatives are
Finally, the second derivatives are
48 (4v
0, else (A6c) Here we present the flow of the coefficient function D k (I 1 ); for explanation see (6) , (9), and (14) . 
where the c j coefficients are the following: (B2l)
