The procedure for spectra interpretation and quantitative analysis is described through the context of an algorithm in which contributions of background and analyte absorption to the infrared spectrum are apportioned by the superposition of lineshapes constrained by laboratory measurements.
INTRODUCTION
Atmospheric aerosols contain some mixture of nitrate, sulfate, ammonium, crustal elements, sea salt, black carbon, and organic molecules (Seinfeld and Pandis 2006) . The number of molecules comprising the organic aerosol fraction is numerous (Hamilton et al. 2004 ) and remains undercharacterized with respect to their quantity and potential impacts on health and climate (Kanakidou et al. 2005) . Measurement of organic aerosol composition and abundance in the atmosphere provide a basis from which we can infer sources, predict potential impacts on health and climate, and provide constraints on representations for mathematical and computational modeling of the atmospheric system for simulating alternative scenarios relevant to adaptation or policy decision-making.
Given the dimensionality and domain size of organic aerosol characteristics (comprising size, shape, quantity, and composition), its representation must be constructed through the combination of analytical techniques that provide complementary information. Each method varies in the amount of organic content (mass concentration) it can quantify, and to what extent individual species can be resolved (chemical specificity). Composition is typically quantified in units of organic carbon (OC) through evolved gas analysis (EGA) (Subramanian et al. 2004) , mass fragments through mass spectrometry (Schauer et al. 1999; Allan et al. 2003; Williams et al. 2006; Goldstein et al. 2008) , atomic composition also through aerosol mass spectrometry (time-of-flight aerosol mass spectrometry [TOF-AMS]; Chhabra et al. 2010) , or functional bonds through spectroscopy (Fourier transform infrared spectroscopy [FTIR] , ; nuclear magnetic resonance [NMR] , Decesari et al. 2007 ; near-edge X-ray absorption fine structure [NEXAFS] , ; Raman spectroscopy, Chan et al. 2006 ).
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Single-particle methods (aerosol time-of-flight mass spectrometry [ATOFMS], Noble and Prather 2000; scanning electron microscopy with energy dispersive X-ray [SEM-EDX], Laskin et al. 2006 ; transmission electron microscopy with electron energy-loss spectroscopy [TEM-EELS] , Adachi and Buseck 2008 ; scanning transmission X-ray microscopy with NEXAFS [STXM-NEXAFS], can provide metrics linked to number, mass composition, and morphology, but often not all together, and representativeness is dependent on sampling statistics. Some techniques target a particular size fraction (cluster chemical ionization mass spectrometry [cluster-CIMS], Zhao et al. 2010 ; thermal desorption chemical ionization mass spectrometry [TD-CIMS], Smith et al. 2004) , or probe particular sections of individual particles (time-of-flight secondary ion mass spectrometry [TOF-SIMS], Tervahattu et al. 2002) . Few methods measure organic aerosols online or in-situ (aerodyne aerosol mass spectrometer [AMS], Allan et al. 2003 ; aerosol chemical speciation monitor [ACSM] , Ng et al. 2010 ; thermal desoprtion aerosol gas chromatography [TAG] , Williams et al. 2006) , while a large number of methods characterize particles offline. In the latter case, samples are collected on a substrate and subsequently analyzed by one or more methods. For these analytical techniques, some fraction of particle ensembles collected on a substrate through filtration or impaction is quantified with optional sample preparation a priori (e.g., extraction or derivitization). Each instrument serves to provide enlightenment on some aspect particle composition or morphology relevant for source apportionment or property prediction.
Infrared absorbance spectra of condensed-phase matter from FTIR provides a rich sequence of signals (Allen et al. 1994; Sax et al. 2005; Ofner et al. 2011 ) from which we can extract information regarding organic aerosol composition and mass. Each spectrum is interpreted as a combination of absorption lineshapes (characteristic absorption profiles) which can represent either molecular mixtures ) or organic functional groups . Application of statistical learning methods which retain the full dimensionality of the measured signal has provided discrimination of constituent components or mixture classes . Factor-analytic decomposition of ambient aerosol spectra have revealed component profiles which retain distinguishing spectral features that relate to original sources of organic aerosols . These feature vectors have also been used for unsupervised learning (cluster) analysis and regression analysis (in a chemical-balance-type approach) to group ambient aerosol spectra by source influence or similar mixture composition ) that agree with interpretations from the factor analysis methods.
A reduced representation of the FTIR spectrum in molar quantities of functional groups has been used to describe organic functional group abundance in atmospheric, indoor, and laboratory-generated organic aerosols (Allen et al. 1994; Sax et al. 2005; Reff et al. 2007; Coury and Dillner 2008; Polidori et al. 2008) . A functional group representation of the complex mixture of organic aerosols is physically meaningful to the extent that it has been linked to predictive models of molecular interactions in the condensed phase within an established thermodynamic framework (i.e., activity coefficients from group-contribution methods, Fredenslund et al. 1975) , from which hygroscopic properties and volatilities can be estimated (Asher et al. 2002; Ming and Russell 2002; Topping et al. 2005; Chang and Pankow 2006; Erdakos et al. 2006; Pankow and Chang 2008; Quinn et al. 2006; Zuend et al. 2008 Zuend et al. , 2011 . Relative functional group mass or molar compositions have also been linked with the identification of samples heavily influenced by marine, combustion, biogenic, or biomass burning sources .
Previous studies have detailed the quantification of CH groups from saturated, unsaturated, and ring structures ); amine CNH 2 ); alcohol and phenol COH (Bahadur et al. 2010 and Russell et al. 2010, respectively) ; organosulfate COSO 3 by solvent-rinsing ; and organonitrate CONO 2 groups (Day et al. 2010 ). This work describes and evaluates the carboxylic COH, alcohol COH, and non-acid carbonyl C O separation and quantification initially introduced by . As the the quantity and type of oxygenated functional groups is linked with atmospheric aging (Rudich et al. 2007; Jimenez et al. 2009 ), polarity and hygroscopicity (Pankow and Chang 2008; Jimenez et al. 2009; Pankow and Barsanti 2009; Zuend et al. 2010; Donahue et al. 2011) , solution-phase miscibility (Song et al. 2012; Zuend and Seinfeld 2012) , and modifications to vapor-pressures relative to unoxygenated compounds (Chattopadhyay and Ziemann 2005) , reducing the uncertainty in this fraction provides a valuable contribution to organic aerosol analysis. This manuscript describes an algorithmic method of quantification in which commonly employed geometric curves-parameterized from laboratory and reference spectra-are superposed to reconstruct measured spectra. This approach for resolving the abundance of organic molecular bonds leads to a consistent interpretation of FTIR spectra across different users, and provides an explicit framework through which additional information can be introduced to reduce analytical uncertainty.
METHODS

Algorithm Description
Background Correction
To quantify the amount of absorption due to analyte on our substrate, we first apply several background corrections. One correction is applied to remove the additional extinction contributed from scattering and absorption by the Teflon (PTFE) filter on which samples are collected and analyzed. We first subtract the spectrum obtained before ambient air sampling (presample) from that obtained after ambient air sampling (postsample). For this, we adopt a procedure described by Maria Downloaded by [EPFL Bibliothèque] at 02:08 04 February 2013 (2003), whereby we scale each presample spectrum to the postsample spectrum in the neighborhood of 1200 cm −1 prior to subtraction (Equation (T1-1) in Table 1 ), to account for the possible stretching of the Teflon due to the sampling procedure, which would (linearly) affect its optical thickness. The remaining variations which are not due to analyte absorption are accounted for with polynomial or linear baselines, depending on the region. The simple baselining methods used here are unable to account for the full curvature on the absorbance imposed by the substrate; presample spectrum subtraction is therefore applied. The choice of baselining the presample subtracted spectrum as opposed to taking the difference of baselined presample and postsample spectra follows from the reasoning that an error is introduced each time the baseline is approximated; we baseline once after presample spectrum subtraction to minimize the accumulation of this error. In practice, however, the order of operations does not affect the baselined spectra significantly (except in samples close to the limit of detection).
For the region between 4000 and 2000 cm −1 , we find the parameters for a polynomial (Equation (T1-2)) for wavelengths, ν, regressed to a set of wavelengths in the background region, W m . W m is parameterized by two baselining points (b l , b u ) and region widths on either side of absorption region ( l , u ):
[1]
A 3rd-order polynomial (p = 3) is empirically determined to baseline blank sample spectra better than a linear model (p = 1) ( Figure 1 ). As a blank sample is not expected to contain any analytes, a background correction should in principle "zero-out" the spectrum; the remaining contributions to the absorbance after baselining provides an estimate in the error of the method. Specifically, the deviation in the corrected baseline about the mean value for a large number of samples is the notable metric, as a nonzero but consistent bias can simply be removed by subtraction. From this perspective, the p = 3 polynomial reduces the deviation in a baselined spectrum by an average of 70% across relevant wavenumbers over the linear case. Furthermore, additional subtraction of the mean absorbance of blank samples after baselining is not necessary, as it is statistically indistinguishable from the zero value. For the region between 2000 and 1400 cm −1 , we model the baseline with a line defined by endpoints corresponding to local minima around the absorbing regions (as commonly employed by spectroscopists). Let s(ν) = detrended spectrum. We model the baseline as a line (Equation (T1-2)) defined by two baselining points,ν u andν l :
[2]
The default parameters for fitting in both regions are shown in Table 2 . Particularly for the region between 4000 and 2000 cm −1 , these values were chosen from observations of the detrended spectra (Figure 2 ) but can be modified according to requirements of individual samples (for instance, higher loadings may require applying the baseline over a wider region). Detrending by differencing is a method commonly used in time series analysis (Box et al. 2008 ) and spectroscopic analysis (Griffiths and Haseth 2007) ; a gradual variation is removed from sequential observations (over successive wavenumbers in this case). The positions of onset of perturbations in the signal due to analyte absorbance can then be located in the differenced spectrum. The background regions used for regression (Equation (1) are defined by either side of these wavenumbers (Figure 2) .
In a few cases, we apply a non-negativity constraint on the baseline fitting (Section S1). A few additional techniques are introduced to aid in the fitting or subsequent quantification, which includes the biased and wavelet smoothing over the region of water vapor interference above 3600 cm −1 and between 2000 and 1500 cm −1 , respectively, and spline interpolation to remove the CO 2 absorption at 2300 cm −1 (Section S1). An example of a modeled baseline and the baselined spectrum is shown in Figure 3 .
Band-Fitting
We apportion the absorption by scaling fixed absorption profiles to the spectrum, or fitting parameterized distributions (in this case, Gaussian) to particular regions of the spectrum. Performing a least-squares minimization for all fitting parameters (including scaling factors and peak amplitudes, locations, and widths) simultaneously poses a challenge as the dimensionality and search space becomes large. As some absorbance profiles can be fitted independently of another (as determined by fitting region, Table 3 ) or scaled to uniquely absorbing regions, we instead segment the parameter space and apply a sequential fitting process. The order of fitting is chosen such that the components for which fitting parameters can be determined least ambiguously is selected first, or fitted together when this order is not resolvable (and the parameter space to be searched is manageable). Based on this heuristic, the order of fitting and subtraction chosen is as follows (the chosen representation of lineshape is given in parentheses): carboxylic COH (Equation (T1-1)), ammonium NH (Equation (T1-1)), alcohol COH (Equation (T1-3)), alkane CH (Equation (T1-3)), and carboxylic C O (Equation (T1-3)) and amine CNH 2 (Equation (T1-3)) together (further details provided in Section S2). As the absorbance regions of the latter two are separate from the rest, they can be fitted independently of the other groups. While the presence of additional functional groups may affect the fitting of any single functional group (Section S5), the estimation errors of those fitted later in this sequence do not affect estimates of those fitted prior. After peaks for these groups are fitted, a series of additional peaks are fitted for quantifying the alkene and aromatic functional groups (Section S2). Absorbances by organonitrate CONO 2 and organosulfate COSO 3 used for quantification (at <1000 cm −1 ) are mutually exclusive to these regions, and are described by Day et al. (2010) and , respectively.
For carboxylic COH and ammonium NH stretching vibrations, we scale and subtract a fixed absorbance profile (Equation (T1-1) ). β k is defined as the scaling factor for component k. Let s(ν) be either the spectrum/residual after baseline correction, detrending, and/or other fitting, and a k (ν) the absorption profile for component k:
where W k is the set of wavenumbers which defines the scaling region for component k. The final contribution is reconstructed as β k a k (ν). As few atmospherically-relevant compounds exhibit broad absorption in the region below 2600 cm −1 , we use this knowledge to subtract the carboxylic COH lineshape first. We then subtract ammonium by scaling in the region primarily around 3100 cm −1 as established by and . For this task, we require lineshapes. For ammonium, we use an absorption profile from a scan corresponding to a filter loaded in the laboratory with 6 µg of Downloaded by [EPFL Bibliothèque] at 02:08 04 February 2013 (NH 4 ) 2 SO 4 . The exact loading does not have significance except that the absorption is not saturated and the signal-to-noise ratio is sufficiently above the limit of detection. The shape for carboxylic COH is derived from a novel method as described in Section 2.1.3. After each of these fixed profiles are fitted, Gaussian peaks for alkane, alcohol COH, carbonyl, and amine are fitted to the residual remaining after subtraction. For this task, we search for the appropriate parameters, (β k , µ k , σ k ) for a Gaussian function (g k ; Equation (T1-3)) and union of absorbing regions of each peak (W k ), box constraints (B k ), for set of peaks (P):
As absorbing regions of alcohol COH and alkane CH are mutually exclusive to a first order (Table 3) , they are fitted separately (with alcohol COH first). Carbonyl C O and amine CNH 2 are fitted together.
The initial values and constraints for Gaussian peaks are derived from analysis of laboratory standards, and manually fitted peaks of (Table 3) . We use one of two convex, constrained minimization algorithms (nl2sol or L-BFGS-B implemented in the R statistical package; R Development Core Team 2012); a set of 35 initial values and constraints are used to seed the minimization, and the one with lowest deviance or residual is selected. In the case of the alkane CH group, we initially fit a single Gaussian peak and use its width to revise the fitting region for the four peaks.
Separation of Oxygenated Fraction
Carboxylic COH has a very broad absorption between the regions 3400 and 2400 cm −1 , and overlaps with the absorption region for alkane CH. Therefore, it is difficult to independently parameterize its contribution to the absorption in this region. For this purpose we apply a statistical separation technique, whereby combined absorptions of CH and COH over a spectrum of compounds are decomposed into relative contributions from CH and COH components using the Positive Matrix Factorization (PMF) algorithm . The solutions generated by PMF are further modified to impose additional constraints of smoothness and quantitive apportionment for our aerosol sample spectra.
We selected a number of carboxylic acids with varying number contributions of carboxylic COOH and CH bonds, and obtained their spectra from the NIST Chemistry WebBook (http://webbook.nist.gov/chemistry/http://webbook.nist.gov/ chemistry/) (Figure 4a ). Using the WebBook archive permitted rapid consolidation of infrared spectra of compounds spanning a wide range of carboxylic COOH to alkane CH ratios; considerations for their variable preparation and data treatment are described in Section S3. We subject this set of spectra to a factor analytic decomposition (described further in Section S3), in which the set is represented by a linear combination of a smaller number of components. We specify a two-factor solution, as the variation among spectra is expected to arise from the variable contributions of alkane CH and carboxylic COH in the selected compounds. Among the factor analytic rotations (Paatero et al. , and the illustration reflects ways in which the COH absorption approximately varies with wavenumber in these two cases. Our goal is to further constrain this wavenumber-dependence in a way that it is in agreement with our method of alkane CH quantification, so we find a combination of the two profiles that satisfies this criteria. We introduce a degree of freedom in combining these solutions for the carboxylic COH component, represented as a fractional contribution (φ) of each profile to the final lineshape a(ν) (Equation (3)). Carboxylic acid reference spectra s(ν) consisting of only carboxylic COH and CH bonds are represented by a superposition of a(ν) scaled by a factor β, and a sum of Gaussian peaks representing the absorbance due to CH bonds (Equation (4)):
The appropriate value of φ and the effective absorptivity of the resulting carboxylic COH lineshape is determined by fitting Equation [4] to adipic acid reference spectra for which carbonyl absorptivities were determined ). The criterion for φ is that the alkane CH absorptivity, α aCH , obtained from fitting the Gaussian peaks to the residual of s(ν) − βa α (ν) as described in Section 2.1.2 approximately matches our known value. φ was varied between 0.5 and 1.0 which resulted in α aCH between 1.1 and 0.5; a value of φ = 0.77 was selected. This fitting procedure resulted in an estimated value for the carboxylic COH absorptivity of 65.0 cm −1 µmol −1 . The final shape is shown in Figure 4d . The final lineshape of carboxylic COH absorption derived here is qualitatively consistent with those illustrated by Holes et al. (1997) and Sax et al. (2005) , but is fixed by calibration to quantitatively separate the respective fractions of carboxylic COH and alkane CH.
As implied in this successive fitting method, the two bonds comprising carboxylic COOH functional groups (hydroxyl COH and carbonyl C O) are treated separately. The moles of carbonyl functional groups quantified by our Gaussian peakfitting is referred to as "total" carbonyl, and we apportion this quantity to carboxylic acid groups and nonacid, or "excess," carbonyl (i.e., ketones and aldehydes), and in turn refine our estimate of the amount of carboxylic COOH functional groups in our sample. Let n cCOH = moles of carboxylic COH and n tC=O = moles of total carbonyl. We map these quantities to carboxylic COOH and excess carbonyl C O, (n COOH , n C=O ), using the following approach:
otherwise .
[5]
There are some observations for which n tC=O n cCOH , denoted by the "otherwise" case, which is a physically implausible scenario (given our explicit assumptions in Table 3 ). It is likely that the quantity of carbonyl C O is underestimated for these samples, as the stretching frequency of carbonyl can be shifted to lower frequencies in the presence of conjugated (C=C or C O) bonds nearby (Blout et al. 1948; Coates 2006) . Based on this understanding, the moles of carboxylic COH are used to estimate the moles of carboxylic COOH for these (n tC=O n cCOH ) cases.
Experimental Method
Several organic compounds were selected for either calibration or evaluation of the algorithm described in Section 2.1. Compounds chosen for calibration are those for which bandfitting and quantification follows from the least amount of uncertainty (i.e., least amount of interference). Some of the Downloaded by [EPFL Bibliothèque] at 02:08 04 February 2013 chosen compounds have been reported to be present in the atmosphere (e.g., pinonic acid (Aiken et al. 2008 ); 2-deoxy-dribose and glyceraldehyde ). Others have been used in determining the shape of the carboxylic COH lineshape (as described in Section 2.1.3), but previously from the NIST Chemistry WebBook database; e.g., succinic and azelaic acids) or a previous measurement (adipic acid, by . Pinonic acid and a 50/50 molar % mixture of 2-deoxy-d-ribose and succinic acid were analyzed to evaluate the algorithm for characterization of multifunctional samples (with regards to co-occurrence of carboxylic and alcohol COH, especially). Collectively, these reference compounds delineate the axes of the composition domain defined by .
Solutions of 1 mM concentrations were prepared by dissolving or mixing selected compounds (azelic acid: Aldrich, 246379-25G, 98%, solid; succinic acid: Fluka, 14078, 99.5%, solid; 2-deoxy-d-ribose: Sigma, 31170-5G-F, 99%, solid; cis-pinonic acid: Aldrich, 110108-5G, 98%, solid) in distilled, deionized water (ACS ASTM Type I, Ricca chemical CAS: 7732-18-5), or ethanol (Sigma-Aldrich 200 proof HPLC/Spectrophotometric grade 459828) for one solution of 2-deoxy-d-ribose. Atomized aerosol samples were generated using a TSI Model 3076 Aerosol Generator using these solutions. Particles were dried online using a diffusion dryer filled with CaSO 4 and collected on 37 mm Teflon (PTFE) filters (Pall Corporation). The sample collection area is restricted to a circular area with a diameter of 10 mm in the center of the filter by Teflon masking elements placed above and below each filter. These masking elements are effectively thin Teflon washers with inner and outer diameters of 10 and 37 mm, respectively. Filters were allowed to equilibriate in <55% RH conditions for 24 h before analyzing with a microbalance (Sartorius) with 0.1 µg resolution for gravimetric analysis, and a Bruker Tensor 27 spectrometer with DTGS detector for measurement of infrared transmission using 2 cm −1 resolution. Consideration of aerosol water retention and effects on functional group quantification is provided in Section S4. A background spectrum was acquired for every five sample spectra, and each spectrum is the average of 128 scans. Filters were scanned with the spectrometer before and after sample collection, and the FTIR sample chamber was purged with pure nitrogen for three minutes prior to and during scanning for each filter.
Mass loadings on filters are determined through difference of presample and postsample weights of the substrate by gravimetric analysis (in the single-solute case, there is no assumption of dissolution estimates or solution concentrations required). The measured gravimetric mass is divided by the compound molecular weight and multiplied by functional group abundance on a per molecule basis to estimate the total moles of functional groups in each sample. The quantity referred to as "absorptivity" in this manuscript is adopted from previous use in analysis of organic functional group abundance in atmospheric aerosols (Maria et al. 2002 , and is defined as the integrated absorbance (cm −1 , as absorbance is unitless) per micromole of functional group; collectively expressed in units of cm −1 µmol −1 . This absorptivity we report is the integrated molar absorption coefficient divided by the the sample collection area (a circle with a diameter of 10 mm for our configuration), and its derivation from the Beer-Lambert Law is shown in Section S4.
PARAMETER QUANTIFICATION AND EVALUATION
Absorptivities
Samples of reference standards are collected by the method described in Section 2.2, and the algorithmic decomposition described in Section 2.1 is applied to the infrared spectra of these samples. The integrated absorbance is obtained by integrating the lineshapes of apportioned components with respect to wavenumber (Section 2.1.2).
Values of integrated absorbances for each functional group are regressed against measured quantity of functional groups (expressed in moles) with a one-parameter linear model (containing a slope with no intercept, derived from Beer-Lambert Law as described in Section S4) for individual compounds (Figures 5a-c) . The absorptivities calculated from regression slopes for each compound are shown in Figure 6 . The 10 saccharide compounds (from the work by Russell et al. 2010 ) are regressed as a single group for alcohol COH absorptivity, as absorbance at a single concentration was measured for each compound (Figures 5c and 6a) . Carboxylic acid standard spectra exhibited a range of absorbance shapes, particularly in the region between 3400 and 2400 cm −1 (COH-stretching region). Therefore, the residual area after alkane CH lineshape subtraction, s(ν) − k g k (ν) from Equation (4), is considered to be the best estimate of integrated absorbance for carboxylic COH as the compounds used for calibration contain no other functional group. The areas and absorpitivities calculated by this approach are shown in Figures 5a and 6c.
Absorptivities are generally consistent for each functional group ). However, small variations in the absorbance band and absorptivity occur for different conditions in which each chemical bond exists, and it is therefore reasonable to expect some variation in absorptivities for pure compound standards. When the absorptivities among compounds are not statistically significantly different, the points can be regressed together to get a single absorptivity value without any loss of information. For cases in which any of the regression slopes for each compound are significantly different, we can aggregate them according to our interpretation of mixture composition. This aggregation of varying absorptivities is expressed as a weighted sum. Let w i = weights, α i = absorptivity, andᾱ = weighted absorptivity:
[6]
Weights can reflect prior beliefs about the proportion of each of the n bond types in each sample. In the absence of prior information of sample composition, we use a uniform ("uninformed") distribution, where w i = w = 1/n. A uniform weighting is also used for multicomponent mixtures (e.g., ambient samples) where these individual variations are expected to be diminishingly small.
Absorptivities for each functional group calculated by this method are shown in Table 4 . All alcohol COH bond measurements for docosanol and saccharides in aqueous solution (measured and reported by and Russell et al. [2010] , respectively) are regressed together, as there is not a significant variation among these compounds. In this table, we report a carboxylic COH absorptivity slightly lower than that illustrated in Figures 5a and 6c , as we use a scaled area to represent an approximate carboxylic COH absorbance. This scaled area is calculated as the integral of βa φ (ν) from Equation (4), where a φ (ν) is the fixed carboxylic COH profile FIG. 6 . Molar absorptivities for each functional group estimated from Figure 5 . Black error bars represent ± standard error of regression slope, or propagated standard errors in case of aggregation of multiple regression slopes (Section 3.1). Saccharide compounds measurements are reported by Russell et al. (2010) (Table  S2) Russell et al. 2010) derived in Section 2.1.3. The reduced absorptivity is calculated in the same manner with the exception that the scaled area, rather than residual area, is used as the regressor. Using a fixed carboxylic COH profile paired with its corresponding absorptivity is more suitable for ambient sample spectra, as the residual area estimated by the subtraction method described above is likely to contain absorption due to other bonds present in atmospheric mixtures. The purpose of using the residual area in Figure 5a is to illustrate the applicability of the Beer-Lambert Law for the unapproximated area (i.e., linearity with respect to molar abundance), but we are also able to reproduce the molar quantities of carboxylic COH present in our reference samples using the scaled area approach (as evaluated in Figure 5d , and also in Table 5 described below). The variability in carboxylic COH absorptivities among compounds are approximately similar regardless of which metric is used. Carboxyic COH and carbonyl C O absorptivities vary by 21% and 25%, respectively (as measured by relative standard deviation, or %RSD), among the dicarboxylic acids analyzed in this study. The prediction errors for bond abundance quantification (in n µmoles) are within 35% on average, and are also reported as molar values in Table 5 . In this Table, mean bias and mean error between moles of predicted (n) and actual (n) number of bonds for N measurements are defined as
their relative values are defined by normalizing by n i prior to averaging. Allen et al. (1994) suggested that acid C O has a stronger molar absorptivity than ketonic C O by a factor of 2 or 3. According to this assertion, we should underpredict the quantity of carbonyl C O for compounds containing ketonic C O if we apply the molar absorptivity for carbonyl C O derived from carboxylic acids. For instance, we should predict molar quantities 1.3 to 1.5 times higher for pinonic acid, which has a 1:1 molar ratio of ketonic to carboxylic C O. We find that this is not the case, as the aggregated absorptivity derived from adipic, azelaic, and succinic acids (which only contain carboxylic C O) applied to pinonic acid (containing both carboxylic and ketonic C O) shows that the predicted moles of carbonyl C O is within 5% of the actual values (Figure 5e ).
Mean absorptivities reported in Table 4 are used in Section 3.2 for evaluation of the algorithm described previously (Section 2.1), as these uniformly-weighted absorptivities are representative of the subset of compounds analyzed for this study. The value to be used for ambient samples merits further consideration. Baselining parameters were slightly adjusted from the work of to be more consistent across reference compounds; this adjustment results in absorptivities for adipic acid that are 8% lower for both carboxylic COH and carbonyl C O bonds. This difference is within analytical uncertainty and can statistically and effectively be considered insignificant. While it remains that adipic acid-used previously for calibration by and -has the highest absorptivity of the three dicarboxylic acids compounds analyzed here, the full range of possible absorptivities for monocarboxylic, alkanoic acids, and hydroxyacid among other plausible carboxylic group configurations remain uncharacterized. Therefore, we recommend the continued use of the values cited by (effectively corresponding to a weight of α = 1 for adipic acid and zero for all others; Equation (6)) in our studies for the merit of consistency and comparability, until further experiments determine a value representative for a larger class of organic acids.
Evaluation: Laboratory-Generated Aerosols
Examples of reference sample spectra apportioned by contributions from constituent functional groups as described in Section 2.1 are shown in Figure 7 . Compounds in neat preparation, especially small, highly-oxygenated compounds, are subject to accumulation of specific intermolecular forces-e.g., hydrogen bonding between protonated and deprotonated groups (Hay and Myneni 2007) . Repeatable deviations from average or expected lineshapes (as expressed by aforementioned parameterizations) are therefore observed for a selected subset of samples. However, these deviations are expected to become less severe in mixtures (a relevant consideration for analysis of atmospheric samples), and is confirmed by reasonably accurate predictions for moles of carboxylic COH, alcohol COH, and carboxylic C O (Figures 5d-f and Table 5) .
A comparison of quantified moles of total carbonyl C O and carboxylic COH for reference samples are shown in Figure  8 . The calibrated absorptivities for carboxylic COH and carbonyl C O absorption yield approximately equivalent number of moles for each where expected (all carbonyl C O is associated with the carboxylic acid group), and departs from the n tC=O = n cCOH relationship when ketonic C O is present. As seen in Figure 8 , the number of moles of carbonyl C O in pinonic acid exceeds the equimolar relationship, which is the expected result and illustrates the way in which the measured carbonyl C O can be apportioned between carboxylic acid and other carbonyl. The anticipated value of the slope is two, according to our understanding that pinonic acid contains one mole of ketonic C O for every mole of carboxylic group. The mole ratio of carbonyl C O to carboxylic COH as quantified by regression indicates that we overestimate the slope by 52% in this case. This discrepancy is attributed to the underprediction of quantified carboxylic COH (Figure 5d from the profile used for our analysis. Applying our algorithm (Equation (5)), this leads to a 34% underprediction and 33% overprediction in the number of moles of carboxylic COH (and hence carboxylic COOH) and ketonic C O, respectively.
Aldehydic C O has not been reported separately from ketonic C O in previous studies using this algorithm. The aldehyde C O absorption peak appears at approximately 1700 cm −1 , depending on surrounding oxygenation or saturation, and is possibly separable from acidic or ketonic C O when differences in peak location are detectable. For aldehydecontaining compounds analyzed in this study, no carbonyl C O peak was detected, and Fermi doublet peaks (from the CH stretching mode) expected between 2860 and 2710 cm −1 (Lambert et al. 1998) indicating the presence of aldehydic C O groups were not observed in our absorbance spectra. Many aldehydic compounds are reactive and can hydrate to form diols containing alcohol COH groups in aqueous solution (Schwarzenbach et al. 2002) . In agreement with our understanding that 2-deoxy-d-ribose in aqueous solvent is converted into a mixture of deoxyribopyranose (75%) and deoxyribofuranose (25%) which contain no carbonyl C O bonds, we do not detect carbonyl C O (nor the aldehydic doublet) and observe the predicted amount of alcohol COH for 2-deoxy-d-ribose aerosols generated from aqueous solution. We make a similar observation for aerosols generated from an equimolar mixture of 2-deoxy-d-ribose and succinic acid in aqueous solvent (Figures 5f and 7c ). 2-Deoxyd-ribose in an ethanol solution undergoes a similar conversion; no aldehydic doublet or quantifiable carbonyl C O is observed in these aerosol samples. Glyceraldehyde is predicted to form glyceraldehyde dimers in aqueous solution, which is also supported by our predictions of functional group abundance (Figure 5f ).
Evaluation: Ambient Samples
We apply the same algorithm described in Sections 2.1.2 and 2.1.3 to infrared spectra of ambient aerosols (Figure 9 ). We find that the >90% of the integrated absorbance is accounted for when the total area is >50 cm −1 by the algorithm described above (Figure 10 ). The range of fitted peak parameters are shown in Table 6 . The amount of absorption by functional group and their absorptivities (Section 3.1 and ) are used to estimate the OM mass concentrations for each sample using the algorithm described in Sections 4 and S6.
A comparison of quantified total C O and carboxylic COH for ambient samples shows a wider deviation from equimolar quantities at lower concentrations than observed for laboratory standards. In addition, there are several campaigns for which the quantified moles of carboxylic COH exceeds total carbonyl C O (n cCOH < n tC=O ; Equation (5)) beyond normal variations about the n tC=O = n cCOH line (Figure 11 ). These fall into the "otherwise" case (Equation (5)) discussed in Section 2.1.3, and we rely on carboxylic COH to determine the amount of carboxylic COOH in these cases. Other explanations consistent with observation may be the overestimation of carboxylic COH area, underestimation of the true carboxylic COH absorptivity, or overestimation of carboxylic C O absorptivity for the given samples, but are considered less likely given the potential range of biases characterized in Section 3.2. However, further studies are necessary to strengthen this argument. In Figure 11 , the presence of nonacid C O is apparent in several campaigns (from the observation that n tC=O n cCOH ; Equation (5)), and it is desirable to know whether this is due to contributions from aldehydic or ketonic C O. Given the ubiquity of aerosol-water interactions in the atmosphere (Rood et al. 1989; Martin 2000) , we expect that a subset of aldhehydes ambient aerosol samples will be hydrated and carbonyl C O will be undetected by FTIR analysis (as reported in Section 3.2). In the broader scope of chemical constituents present in the atmospheric particles, however, hydration is not expected for all aldehydic compounds. Compounds such as glyceraldehyde (included in this study) have strongly electron withdrawing substituents with low steric hindrance, leading to high equilibrium constants for hydration (K Hydr 1; Wasa and Musha 1970; Lewis and Wolfenden 1973; Creighton et al. 1988 ). Propionaldehyde, acetaldehyde, and possibly other aldehydic compounds expected to be present in atmospheric particles (De Andrade et al. 1993; Yu et al. 1999 ) have lower hydration equilibrium constants (K Hydr < ∼ 1; Lewis and Wolfenden 1973; Guthrie 1975) , which can be due to stabilizing electronic, symmetry, or steric effects of the unhydrated molecule (Guthrie 1975; Buschmann et al. 1980; Wiberg et al. 1994) . Therefore, caution is warranted when interpreting spectra from ambient aerosol (and also smog chamber) samples. However, in the sample spectra associated with excess carbonyl C O (Figure 11 ), the characteristic aldehydic doublet (described in Section 3.2) was not detected in these ambient sample spectra. Thus, the excess carbonyl C O was attributed to ketonic C O. The presence and quantity of ketonic C O has been correlated with biogenic SOA and biomass burning aerosol in various campaigns . A higher OM fraction of carboxylic COOH, on the other hand, has been associated with anthropogenic combustion ); Takahama et al. , 2012 , and alcohol COH with marine aerosol Takahama et al. 2012) , highlighting the relevance of functional group characterization in source identification and apportionment ).
MOLECULAR BONDS TO ATOMIC COMPOSITION
AND MASS CONCENTRATIONS Having a set of measurements which provides the total number of moles of functional group j , we can estimate the associated mass and other chemical metrics from inferred atomic composition. We relate the total number of moles of functional group j , n j , to the number of moles of atom type i, n i , from the following equation:
[7]
f jk is the fraction of moles of j in configuration k, defined such that k∈D f jk = 1 for all j in G; λ ij k is the element of the apportionment array which maps moles of functional group j in configuration k to the moles of i. G is the set of all functional groups, and D is the set of possible configurations (degree of saturation and functionalization). If we let¯ = [λ ij ] i∈A,j ∈G whereλ ij = k∈D λ ij k f jk , we can rewrite Equation [7] as a matrix product,
where A is the set of atoms. From n A , we can estimate the organic mass (OM), H/C ratio, O/C ratio, and functionalization rate ) (Section S6). The choice of¯ is based on the analysis by , where values of f jk are inferred from field measurements (Section S6). Various field studies indicate that the OM reported by this method is generally within ±30% of other independent estimates (AMS: . Estimated O/C atomic ratios reported by the algorithm are generally lower and exhibit a smaller dynamic range than O/C values measured by AMS and ACSM in the field (even after time-averaging of AMS and ACSM measurements to the time resolution of FTIR filter samples) Takahama et al. 2012 .
CONCLUSIONS
This work describes the algorithm and parameters by which infrared absorption regions relevant for quantification of carboxylic COOH and carbonyl C O are apportioned into their constituent components using simple lineshapes and a sequential fitting process. Using a statistical decomposition method, we extract an average lineshape for carboxylic COH from profiles of a fatty acid series and assign an absorptivity from a laboratory calibration from carboxylic acid compounds and mixtures. In addition to adipic acid which was used previously ), we use azelaic and succinic acids to obtain molar absorptivities for carboxylic C O and COH bonds. Our algorithm for quantifying carboxylic COOH is applied to a multifunctional compound (pinonic acid), and to a multifunctional mixture consisting of succinic acid and 2-deoxy-d-ribose (50/50 molar %) with 21% average prediction accuracy. The ketonic C O in pinonic acid is detected by our method by the amount of carbonyl in molar excess of carboxylic COH, though overestimated by 33% due to a bias in calibration. Functional group abundances of aldehydic compounds (glyceraldehyde and 2-deoxy-d-ribose) were in quantitative agreement (within 30%) with the presence of diols formed from hydration reactions in aqueous solution. Given the prevalence of metastable states of aerosols in the atmosphere (Rood et al. 1989 ), many such aldehydic compounds can be hydrated in aqueous particles. In ambient sample spectra from field campaigns to date, doublet peak absorption characteristic of aldehydic compounds have not been observed, leading to attribution of excess carbonyl C O to ketonic rather than aldehydic C O. However, as there are aldehydic compounds expected in aqueous particles which are not expected to hydrate completely (e.g., acetaldehyde, pinonaldehyde), caution is still warranted when interpreting ambient and smog chamber aerosol spectra. The software programmed from this algorithm has been applied to the analysis of particles collected on Teflon substrates during various campaigns Bahadur et al. 2010; Shaw et al. 2010; Day et al. 2010; Takahama et al. , 2012 . The articulation of this algorithm and its implementation improves reproducibility of FTIR spectra interpretation across users, and provides an explicit framework by which additional constraints can be incorporated to reduce the uncertainty in the analysis.
Supplemental Information for "Quantification of carboxylic acid
and carbonyl functional groups in organic aerosol infrared absorbance spectra"
S1 Background corrections
In a few cases, we apply a non-negativity constraint on the baseline fitting. For a baseline modeled as y = f β (x) + with the base-case assumption of centered disturbances (E[ ] = 0), we find an unconstrained least-squares solution over the region, W n . Let e j | β = s(ν j ) − f β (ν j ), and β is a vector of regression coefficients:
When E[ ] ≥ 0, non-negativity constraints in the form of a logarithmic barrier (Arora, 2004) are applied:
where P (e j ) = log(e j ) if e j > φ log(φ) otherwise .
P effectively defines the penalty function; φ is chosen to be the machine precision value (smallest value for which 1+φ = 1). α is a strength parameter. In the implementation of this algorithm, we initialize parameter estimates from ordinary (nonlinear) least squares (a self-starting approach), and iteratively increase α until the non-negativity constraint is met. Additionally, several other methods are used to remove undesired disturbances from the signal which interfere with baselining or band-fitting (as illustrated in Figure 3) . Frequently, there is a high-frequency signal from water vapor between 3800 and 3600 cm −1 remaining after nitrogen purging, and this component is highly asymmetric (about the "true" baseline) depending on whether the water vapor was greater during scanning prior to or after sample collection. As this component can impact the fitting of the polynomial baseline (Section 2.1.1), this interference is removed by replacing the actual absorbance greater than 3500 cm −1 with a 3rd-order polynomial fitted to the 50 highest [if s(ν = 3748 cm −1 ) < 0] or lowest (otherwise case) absorbances over the region 3550 and 3900 cm −1 (approximately comprising 175 points) prior to the baselining. Contributions to absorbance from high-frequency water vapor disturbances which can disrupt baselining of the carbonyl region (between 1800 and 1600 cm −1 ) are decreased by adjusting wavelet coefficients obtained by Daubechies 8-tap filter decomposition, using hard thresholds of 10 2 for first 4 levels and 10 −5 for the last 4 (this functionality is provided by the wavShrink function of the wmtsa library, implemented in the R statistical package; R Development Core Team, 2012). Absorption of CO 2 occurs at approximately 2300 cm −1 , and this peak is removed by interpolating between 2420 and 2280 cm −1 with a cubic spline. The different methods are used in accordance with the structure of the interference. Wavelet decomposition is used for the 1800-1600 cm −1 region as the low-frequency component varies less predictably than for the region between 3800 and 3600 cm −1 ; the former region is less amenable for the same biased smoothing approach. If the biased smoothing is not applied for the region between 3800 and 3600 cm −1 , the regression 1 would be influenced by the presence of the water vapor and the line would be fitted through all of the highfrequency values, rather than over or under in accordance with the smoothed baseline. Since the baseline at 1800-1600 cm −1 is defined by a line fitted through two points, we apply the wavelet decomposition to ensure that the two points are not extreme with respect to the low-frequency signal. Smoothing for CO 2 seldom affects the quantification and is largely cosmetic, but can affect the baselining if b r (Equation 1) is moved toward 2300 cm −1 .
S2 Band-fitting
In this section, we briefly expand on the explanation of the combination and sequence of fitted lineshapes for the region approximately between 3600 and 2400 cm −1 as described in Section 2.1.2. As the carboxylic COH absorption band is quite broad (primarily between 3400 and 2400 cm −1 ) and overlaps with the other lineshapes, it is difficult to determine a priori how much of the absorption should be apportioned to alcohol COH, ammonium NH, and alkane CH in these regions. Based on evaluation of absorbing species below 2600 cm −1 , we conclude that carboxylic COH is an approximately uniquely absorbing group in this region for atmospheric aerosol samples. Therefore, we use this region to scale up a fixed carboxylic COH lineshape (Section 2.1.3). Next, the absorption profile of ammonium NH is scaled and subtracted following the protocol of . Gaussian peaks of alcohol COH (two peaks), alkane CH (four peaks), and the rest (alkene CH, aromatic CH, and four unidentified peaks) are then fitted, in this sequence (the order of some do not matter as they do not affect the peak-fitting of other bonds). Gaussian peaks for carbonyl C=O and amine CNH 2 are also fitted together but not in sequence with the listed peaks above, as their absorbance regions are isolated from the other peaks. As reported by ; , alkene and aromatic bonds, which occur as sharp absorption bands or peaks, are seldom observed in ambient samples and are estimated to be below detection limit. While these peaks preclude geometrical detection, in practice, there are four additional ("Unidentified") peaks (Table 3 and 6) which are fitted simultaneously with the alkene and aromatic peaks, as it is evident that there are co-absorption by other analytes in the region between 3050 and 2950 cm −1 which account for the broad absorption bands in the region unapportioned by our algorithm. In a similar method to the carboxylic COH shape derivation (Section 2.1.3), the additional components were derived from a PMF analysis on the residuals in this region after the fitting in Section 2.1.2. The total area of these identified peaks are generally 10% of the total integrated area of the baselined region between 3800 and 1500 cm −1 , but prevents overestimation of alkene and aromatic compounds in the absence of sharp, characteristic peaks. Primary amine CNH 2 groups are also reported to exhibit stretching-mode absorbances between 3550 and 3250 cm −1 , but are not considered in our algorithm at this time. This may lead to an overestimation of alcohol COH functional groups, but would be dependent on the absorptivity and absorption profiles of amine CNH 2 for various compounds. For instance, the absorption profile for L-and D-alanine show very little absorbance in this region, whereas tridecylamine and tetradecylamine show sharp lineshapes [e.g., as can be viewed in Spectral Database for Organic Compounds (SDBS); http://riodb01.ibase.aist.go.jp/sdbs/cgi-bin/cre index.cgi] in contrast to the broad features of the alcohol COH band in the region. As shown by examples of ambient spectra in Figure 9 , absorbances between 3550 and 3250 cm −1 do not contain sharp features indicative of high molar absorptivities that are interfering with quantification of alcohol COH (this observation also applies for other samples not included in the Figure) , but this may be an issue to be considered in future studies. As the abundance of amine CNH 2 is quantified by absorption in the region between 1850 and 1500 cm −1 in our algorithm, amine CNH 2 absorbances at higher wavenumbers will not affect our quantification, though considering them in future analyses may increase the robustness of our estimates.
S3 Separation of oxygenated fraction
The infrared spectra published by the Coblentz Society (from NIST Chemistry WebBook spectra are taken) vary in preparation, concentration, phase state, spectral resolution, and transmission levels (http://webbook.nist.gov/chemistry/coblentz/). The assumption invoked is that these differences across samples and spectra are smaller than the overwhelming variations imposed by differences in the COOH to CH functional group ratios. The spectra and descriptions regarding their sample collection is listed in Table S1 . Transmission spectra are converted to absorbance by taking the negative logarithm; the incident radiation (I 0 ) is effectively taken as the maximum value of transmission over the spectra window of 3800 and 2200 cm −1 . The spectra were scaled such that the mean of absorbances at 3100 and 2600 cm −1 are approximately unity for Figure 4a , though the Positive Matrix Factorization (PMF; algorithm for solving the factor analytic problem in chemometrics does not actually require scaling of samples or spectra a priori , as the the scaling is reflected in the factor strengths.
PMF is one method which prescribes the solution according to non-negativity constraints in the component spectra (factors) and their contributions, subject to weighting of sample and variable by uncertainties (in this analysis, we assume uniform uncertainties). PMF has been previously used for the interpretation of atmospheric particulate matter concentrations (e.g., Lee et al., 1999) , precipitation composition (Juntto and Paatero, 1994) , meteorological variables (e.g., , size distributions (e.g., Zhou et al., 2005) , mass fragment spectra (e.g., Lanz et al., 2007; Ulbrich et al., 2009 ), X-ray absorption spectra (e.g., Takahama et al., 2010) , and FTIR spectra (e.g., . There are several degrees of freedom which must be specified by the user in application of PMF: the number of factors, the rotational parameter (FPEAK), and seed value. Using various seed values does not appear to yield additional unique solutions for infrared spectra, so we focus on the selection of the first two parameters. As stated above, the variation among spectra in the selected molecules presumably arise from the different proportions of CH and COH bonds present in each molecule (Section S3). A two-factor solution is thus selected, with the expectation that each factor represents one of these two components. The rotational parameter, FPEAK, is a single parameter used to control the linear combinations which can be constructed to represent the possible solutions . While there is a potentially infinite combination of profile and strength matrices which can satisfy the factor analytic expression, we find two reocurring solutions which are interpreted as described in Section 2.1.3.
From examination of our raw PMF solutions, we observe that the ratio of factor strengths of components identified as COH to CH does not monotonically increase with respect to the true molar ratio of COH to CH in the molecules selected. There is a clear bifurcation in the relationship; for instance, for the FPEAK=-0.2 solution shown in Figure 4b , the overall correlation between COH/CH factor and bond ratios is r = 0.57, while the subset consisting of glutaric, succinic, and malonic acids have a correlation of r = 0.99 and the complimentary set consisting of stearic, decanoic, azelaic, adipic, and acetic acids have a correlation of r = 0.98. While the two sets are highly linear, the slopes of factor ratios regressed against bond ratios vary by a factor of 3.5. This may reflect the variations from interferences or concentrations in the Coblentz Society spectra, but may also be attributed to the combination of true variations in absorption profiles or absorptivities among these compounds (the sample preparation methods listed in Table S1 do not indicate that systematic differences should necessarily be observed according to this grouping). We have included both sets of spectra in our PMF decomposition in the hopes of obtaining a solution which corresponds to the average absorption profile of carboxylic COH across these molecules, though there is room for further evaluation and refinement.
The solutions generated by PMF along a continuum of FPEAK values correspond to a least squares solution of scaled distances (between the actual and reconstructed spectra) which satisfy the standard nonnegativity constraints. For our task, we require two additional constraints that the COH profile be smooth (i.e., not discontinuous over the range of absorption), and that the profile is relevant for functional group quantification in our aerosol samples. While an algorithm can be constructed to impose all of these constraints during the iterative search of the component strength and profiles (Jiang and Ozaki, 2002; de Juan and Tauler, 2006) , we instead use PMF as a readily-available tool to generate solutions from which we obtain a carboxylic COH profile and matching absorptivity which satisfies our additional constraints. Therefore, our selected PMF factors are re-expressed as a pair of Gaussian peaks to ensure smoothness, and solutions are superposed through an adjustable degree of freedom to find an absorption profile and absorptivity which provides suitable quantification of molar abundances in our samples (Section 2.1.3).
The Coblentz Society spectra archive was selected on the merit that a large number of spectra could be consolidated with minimal material and labor investment. Addressing the issue of purity, sample prepration, and concentration range of samples for the initial PMF analysis would presumably make the range of solutions more directly suitable for our aerosol sample spectra with minimal modification. But in the processes of imposing additional constraints as discussed above, the systematic biases or errors that may have existed in the selection of the COH profile and absorptivity do not appear to be strongly retained. As reported by our manuscript, the final carboxylic COH profile (with calibrated absorptivities) can reproduce actual molar abundance of carboxylic COH in our samples within 21%, and with less than 5% bias on average (Section 3.2 and Table 5 ).
S4 Experimental methods
For FTIR analysis, interference of liquid water on organic functional group quantification is considered to be negligible in our analysis. Liquid-phase water is in principle observable by FTIR (e.g., Bertram et al., 1996; Martin et al., 1997; Liu et al., 2008) ; the OH stretching (with overtones of bending) band for water is centered at 3404 cm −1 contains multiple components with the highest mode appearing at 3600 cm −1 at 25
• C (Venyaminov and Prendergast, 1997) . In aerosol spectra, an effective absorbing peak from liquid water is reported at 3450 cm −1 (Cziczo and Abbatt, 2000) when present. This band is not observed in our sample spectra because the molar absorptiviy of water is low in comparison to organic analytes (Venyaminov and Prendergast, 1997) , but also and primarily for the reason that the water is presumably evaporated during the nitrogen purge period of the sample compartment headspace prior to scan acquisition. An extensive study of hydrates in laboratory and ambient spectra (Frossard and Russell, 2012) finds that this form of bound water is also not likely to interfere in organic functional group quantification in most spectra of dried ambient submicron particles.
For gravimetric analysis, aerosol water is absent in organic acids standards after drying with the diffusion dryer, as the efflorescence RH of organic acids studied in our laboratory experiments are between 34-85% RH (Chan et al., 2008) , with deliquescence RHs either not observed or greater than 90% RH. The hygroscopicity of aerosols containing alcohols are generally less than that for organic acids (Hemming and Seinfeld, 2001 ), but their efflorescence and deliquescence RHs are less well known. The lack of evidence of diol dehydration into carbonyls (Sections 3.2 and 3.3) suggests that some water may be retained by these aerosols, but agreement of measured and predicted moles of functional groups for alcohol compounds (Section 3.2) suggests that the quantity is small.
Our reported form of functional group absorptivity is derived from the Beer-Lambert Law, and its origins are described here. A standard expression for the Beer-Lambert Law (Atkins, 1998) for an absorbing group i at wavenumberν in terms of absorbance, A i (ν), is
where i (ν) is the wavenumber-dependent molar absorption coefficient, c i is the molar concentration, and l is the path length through the sample. As the absorption bands of groups considered in our study are broad, the integral over each band rather than the absorbance at a single wavenumber is used for molar quantification of our functional groups (Atkins, 1998) . The relationship with integrated absorbance, A i = A i (ν)dν, and the integrated absorption coefficient,
For n i moles of the absorbing group accumulated uniformly over area a m and thickness l on our substrate, c i = n i /(a m l). If we let * i = i /a m , we arrive at the expression, A i = * i n i . The parameter * i is the slope obtained from our linear regressions (with no intercept) in Section 3.1 and is referred to as the absorptivity, following the convention of . The standard integrated absorption coefficient, i , can be calculated by multiplying our reported absorptivities by the sample collection area. This area is a m = π/4 · (10 mm) 2 for our method, as described in Section 2.2.
S5 Limits of Detection
Detection limits reported by were determined by considering the (two-sigma) variability in absorbance for each functional group region after baselining of blank sample spectra. As our apportionment of absorbance is rather conservative (we are generally underbiased in apportioning area for each functional group), the abundance of absent functional groups can be over-reported if spectroscopicallyadjacent functional groups are present in the sample. The presence of all functional groups are often assumed for ambient samples and fitted according to Table 3 , though we apply a priori knowledge of the components in the system to guide the fitting in our laboratory sample spectra. The influence of neighboring absorption bands can be illustrated by considering that Type I errors (detecting analyte when there is none) can increase for amine CNH 2 if carbonyl C=O is present. None of our samples in this work contained amine CNH 2 , but several reference compounds studied contained carbonyl C=O bonds (succinic acid, pinonic acid, aqueous mixture of succinic acid and 2-deoxy-d-ribose, azelaic acid); carbonyl C=O and amine CNH 2 are spectroscopically adjacent and have overlapping absorption bands. The 95th percentile of quantified amine CNH 2 using the fitting specified by Table 3 for these spectra is 0.22 µmole. In contrast, the 95th percentile value for compounds that do not contain interfering carbonyl C=O bonds (docosanol) or aldehydes expected to hydrate and form alcohols (2-deoxy-d-ribose in aqueous solution, 2-deoxy-d-ribose in ethanol, glyceraldehyde in aqueous solution) is 0.01 µmole using the same algorithm, in accordance with the reported value by . This effect can also be expected for functional groups with broad, overlapping absorbance profiles, such as alcohol and carboxylic COH. Ninety-fifth percentile thresholds for quantified abundances of absent functional groups in the presence of functional groups with overlapping bands are reported in Table S2 . The reason for higher limits of detection (relative to ) discussed above is supported by correlations of quantified abundance of absent functional groups with actual moles of spectroscopically-adjacent functional groups actually present in the samples (Table S2) .
The values in Table S2 do not necessarily determine limits for quantification, however, and reflect the extreme cases for which these threshold were calculated. For example, the area near 2600 cm −1 in broadlyabsorbing samples containing alcohol COH groups (e.g., Figure 7d ) is integrated as carboxylic COH if this group is assumed to be present and scaled according to our algorithm (Section 2.1.3). This type of misapportionment of absorbance leads to a quantified abundance (upper-limit) of 0.18 µmol for carboxylic COH (in samples lacking carboxylic groups) reported in Table S2 . However, if we examine our capability for quantification of carboxylic COH in pinonic acid -which contains carboxylic groups -the linearity in response is apparent (r=1.00) even below the 0.18 µmol threshold (Figure 5d ). There is a -35% systematic bias in the prediction of carboxylic COH for reasons suggested in Section 3.2, but this error is not due to random variability limiting the quantification below this threshold. As such, the thresholds in Table S2 differ in interpretation from conventional analytical detection limits. As quantification of functional group abundance is still possible below these values, some consideration must precede their application to various sample types.
S6 Molecular bonds to atomic composition and mass concentrations
While the main body of the manuscript focuses on the apportionment and quantification of carboxylic COOH and carbonyl C=O, the framework used for mass quantification is presented here for completeness. If we let n A = [n i ] i∈A , a vector of moles of atom i in set of atoms A = {C, O, H, N, S}, and n G = [n j ] j∈G , a vector of moles of functional group (FG) j in set of groups G = {aCOH, rCH, eCH, aCH, COOH, C=O, CNH 2 , CONO 2 , COSO 3 }, we can relate the two quantities by a weighted apportionment matrix,Λ = λ ij i∈A,j∈G (Equation 8 ). The convention of using lowercase letters used to prefix bond names for elements of G is adopted from and is interpreted as follows: for COH, a = alcohol; for CH, r = aromatic, e = alkene, and a = alkane. defined values forλ ij (shown in Equation S2 ) based on an analysis of the functional group index (FGI ; Table S3) , which is a carbon-chain analogue of the bulk functionalization rate and represents the ratio of functional groups to carbon atoms in the chain on a mole-basis. We also explicitly include the degree of saturation by alkane CH in enumerating the possibilities for the functional group configurations. The canonical apportionment matrixΛ for ambient samples is shown in Equation S2 . Given n A =Λn G (Equation 8 ), each array is defined as 
As summarized by , alkene and aromatic compounds are estimated to contribute 5-10% of OM mass (the method for estimating their contribution to the absorption spectrum is described in Section S2); given their high limit of detection these components are often removed from n G andΛ for the calculation of total OM in these cases. Elements ofΛ can be adjusted to account for knowledge about the saturation and functionality for known compounds in the sample, or by measurements provided by other instrumentation. For instance, a global parameter was introduced into this apportionment matrix by to constrain variations in FGI values between the canonical case (Equation S2) with those derived from the molecular structure of the parent, precursor compound for interpretation of spectra of secondary organic aerosol produced in the Caltech environmental chambers. As discussed by , the aforementioned FTIR method misses and underestimates carbon content in highly-branched compounds. However, the magnitude of this underestimation may not be significant for many ambient measurements, as the OM reported by this approach is often in reasonable agreement with other analytical methods (each with their own set of biases), such as AMS (e.g., . However, when additional information is provided or assumed, these can be augmented by adding unknown quantities on a proportional basis -e.g., n O,revised = n O + (n COC /n C ) n C where n COC is the assumed number of ether bonds . Such augmentations can be performed by prepending an operator tō Λ; these operators will in most cases be an altered identity matrix. For example, letting P denote a prefix operator which assumes a fixed number of ether groups per carbon atom, The full product would then be written as n A = PΛn G . Finally, we can use n G and n A to calculate various molar ratios and mass quantities, including mass, H/C ratio, O/C ratio, and functionalization rate . Let m A = [m i ] i∈A , a vector of atomic mass units for atom i, then O/C atomic ratio = n O /n C , H/C atomic ratio = n H /n C , FG j functionalization rate = n j /n C ∀ j ∈ G, While the main body of the manuscript focuses on the apportionment and quantification of carboxylic COOH and carbonyl C=O, the framework used for mass quantification is presented here for completeness. If we let n A = [n i ] i∈A , a vector of moles of atom i in set of atoms A = {C, O, H, N, S}, and n G = [n j ] j∈G , a vector of moles of functional group (FG) j in set of groups G = {aCOH, rCH, eCH, aCH, COOH, C=O, CNH 2 , CONO 2 , COSO 3 }, we can relate the two quantities by a weighted apportionment matrix,Λ = λ ij i∈A,j∈G (Equation 8 ). The convention of using lowercase letters used to prefix bond names for elements of G is adopted from and is interpreted as follows: for COH, a = alcohol; for CH, r = aromatic, e = alkene, and a = alkane. defined values forλ ij (shown in Equation S2 ) based on an analysis of the functional group index (FGI ; Table S3 ), which is a carbon-chain analogue of the bulk functionalization rate and represents the ratio of functional groups to carbon atoms in the chain on a mole-basis. We also explicitly include the degree of saturation by alkane CH in enumerating the possibilities for the functional group configurations. The canonical apportionment matrixΛ for ambient samples is shown in Equation S2 . Given n A =Λn G (Equation 8 ), each array is defined as 
As summarized by , alkene and aromatic compounds are estimated to contribute 5-10% of OM mass (the method for estimating their contribution to the absorption spectrum is described in Section S2); given their high limit of detection these components are often removed from n G andΛ for the calculation of total OM in these cases. Elements ofΛ can be adjusted to account for knowledge about the saturation and functionality for known compounds in the sample, or by measurements provided by other instrumentation. For instance, a global parameter was introduced into this apportionment matrix by to constrain variations in FGI values between the canonical case (Equation S2) with those derived from the molecular structure of the parent, precursor compound for interpretation of spectra of secondary organic aerosol produced in the Caltech environmental chambers. As discussed by , the aforementioned FTIR method misses and underestimates carbon content in highly-branched compounds. However, the magnitude of this underestimation may not be significant for many ambient measurements, as the OM reported by this approach is often in reasonable agreement with other analytical methods (each with their own set of biases), such as AMS (e.g., . However, when additional information is provided or assumed, these can be augmented by adding unknown quantities on a proportional basis -e.g., n O,revised = n O + (n COC /n C ) n C where n COC is the assumed number of ether bonds . Such augmentations can be performed by prepending an operator tō Λ; these operators will in most cases be an altered identity matrix. For example, letting P denote a prefix operator which assumes a fixed number of ether groups per carbon atom, The full product would then be written as n A = PΛn G . Finally, we can use n G and n A to calculate various molar ratios and mass quantities, including mass, H/C ratio, O/C ratio, and functionalization rate . Let m A = [m i ] i∈A , a vector of atomic mass units for atom i, then O/C atomic ratio = n O /n C , H/C atomic ratio = n H /n C , FG j functionalization rate = n j /n C ∀ j ∈ G, FG j mass = i∈A m iλij n j ∀ j ∈ G, OC mass = m C n C , and OM mass = m T A n A .
