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Abst rac t - -We examine the operation of the phase-lock loop (PLL). The PLL is one of the fun- 
damental tools of the electrical engineer. It is nonlinear, and its operation is usually examined only 
after a number of simplifying assumptions are made. We derive an equation that governs this tool's 
operation and determine the properties of the solutions of the equation. We show that the linear 
time invariant approximation that is generally used to model the PLL is a good approximation to
the original nonlinear time-varying equation. © 2000 Elsevier Science Ltd. All rights reserved. 
Keywords--Phase- lock loop, The Mathieu equation, Nonlinear control theory. 
1. INTRODUCTION 
In this paper, we examine the phase-lock loop (PLL) - -a  nonlinear device that finds the phase and 
frequency of an input sinusoid and outputs a sinusoid of the same frequency whose phase differs 
from the phase of the input by a constant. If the input to a PLL is asin(wt), then the output 
will be cos(wt + qo)--a scaled and phase-shifted version of the input. PLLs are useful because if 
they are fed a signal with a sinusoid and other terms they tend to "find" the sinusoid and lock 
onto its phase and frequency. This is helpful, for example, if one is trying to "dig" a sinusoid 
out of noise, if one is trying to recover the modulation of a signal, or if one would like to recover 
a frequency modulated (FM) signal. In Figure 1, we show the "ideal" steady-state output of a 
PLL to a somewhat noisy input. Note that the output is a clean sinusoid, its amplitude is not 
related to the amplitude of the input, and that the difference between the phase of the output 
and the phase of the input remains constant. 
A PLL is made up of three parts: a multiplier, a low-pass filter (LPF), and a voltage controlled 
oscillator (VCO). A multiplier has two inputs, the voltages Mini and Min2, and one output, the 
voltage Mout. The equation that defines its operation is 
Mou t : ginlMin2 . 
An LPF has one input, the voltage Lin, and one output, the voltage Lout. We assume that our 
LPF is a simple R-C circuit. The LPF's  operation is then defined by 
Lout Li, R, C > 0, (1) 
Loat + n--5- = 
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The input (plain line) and steadystate output (dashed line) of a PLL 
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Figure 1. An example of the input and approximate steady-state output of a PLL. 
where R and C are the values of the resistor and the capacitor. It is easy to see that this device 
tends to pass low frequency inputs (after shifting their phase) while it attenuates high frequency 
inputs. 
A VCO has one input, the voltage Oin , and one output, the voltage Oout. The relation between 
the two is 
( // ) Oou t ---~ COS wt  -~- • O in (E)  d E • (2)  
With zero as the input, the frequency of oscillation will be w/(27r). If Oin is a constant, then the 
frequency will be (w + ~Oin)/(27r); Oin controls the frequency of oscillation. 
The block diagram of a PLL is given in Figure 2. Before describing the new techniques, we 
use to understand the behavior of the PLL, we discuss a simple approach to understanding the 
circuit's behavior [1]. (For a still simpler but somewhat incorrect description, see [2].) 
~n = M i m ~  - -  
I ,,,/ Min = Vou t
LPF ~ VCO 
Figure 2. The block diagram of a phase-lock loop. 
Oou t = Vou t
J 
Suppose that the input to the PLL is asin((co + Ace)t). Then the output of the multiplier is 
t acos((co + Aco)t + f0 (flOin(E) - Ace) dE) sin((co + Ace)t). This can be written as the sum of two 
terms 
2(s in  (2(w+Aco)t+ ~0t(flOin(~)-/~co) d~)+ sin ( j!0t(Aco- f l0 in(E)dE)) .  
The first term is a signal that is "located" near the frequency 2(w + Ace). Assuming that co + Ace 
is reasonably large and that the LPF stops such high frequency terms entirely, this part of the 
output can be ignored--it is stopped by the LPF. The other part of the output of the multiplier 
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is approximately equal to (a/2) fo(Aw -/3Oin(~)) d~ as long as this term is small. The output 
of the low-pass filter is the input to the VCO, so using (1) we find that 
~)in + - -  
Oin O~ 
RC 2RC 
- -  (~ot AW - ~Oin(~) d~) =0.  
Let Z(t) = fo(~Oin(~) - Aw) d~ and let b = 1/(2RC). Then we find that  Z(t) satisfies 
2 + 2bZ + a~bZ = -2Awb. (3) 
2. A MORE R IGOROUS DERIVATION 
We derive an equation that describes the PLL's behavior when Vin = O~ sin((w + Aw)t). Note 
that once we have found any of the variables Mout, Lout, or Oout we can find all of the rest of 
the variables. It is convenient consider Oi,, = Lout. Following the loop in Figure 2 and using the 
equations that describe the various components of the PLL we find that 
1 R---C c°s 1 ( fot ) Oin~-~- -~Oin  = 02t-]-Z Oin(~)d~ (asin((w+Aw)t)) 
° ( f ) (/0' ) - 2RC sin (2w + Aw) t + fl Oin(~) d~ + sin (Aw -- ]~Oin(~)) d~ . 
Assume that the initial charge on the capacitor is Vc~p--then Oin(O) = Ycap. Let z(t) = 
fo(/3Oin({) - Aw) d{. In terms of this new variable, we find that 
A02 
+ RCi _ 2RCC~ (sin(2(w + Aw)t + z) - sin(z)) RC" (4) 
Clearly, the initial conditions are z(0) = 0, ~(0) = Vcap - Aw. Assuming that z remains small 
enough that sin(z) ~ z and cos(z) ~ 1, this equation can be linearized to 
nu) 
5i + R~  - 2RC ~ (sin(2(w + Aw)t) + cos(2(w + Aw)t)z - z) RC" (5) 
In Section 4, we show that if Vc~p - Aw = s is small enough, solutions of (5) provide good 
approximations to solutions of (4). In the rest of this section, we make use of this fact- -that he 
solutions of the nonlinear equation are well approximated by the solutions of the linear variable- 
coefficient equation. 
Recalling that b = 1/(2RC), we find that (5) can be written as 
5 + 2b~ + a~bz = aC3bcos(2(w + Aw)t)z + a/3bsin(2(w + Aw)t) - 2bAw. 
By taking the exact linearized version of the ODE which describes the PLL we have added two 
terms to (3). One of the terms is an inhomogeneous term that involves functions at twice the 
frequency we are trying to detect--this i the term that we explicitly ignored when we made our 
first approximation of the equation governing the behavior of the PLL. The effect of this term 
should be to add some high frequency noise to the final solution. Assuming that the filtering in 
the loop is good, this term should have relatively little effect on the output of the circuit. The 
second is a term in which z appears with a periodic coefficient. We note that the coefficient of 
the new term cos(2(w + Aw)t)z--a~b-- is the same as the coefficient of z. We now show that this 
new term does not affect the solutions very much. 
To eliminate the term involving ~, we introduce the variable z = e-bty. We find that y satisfies 
the equation 
~) = a~b(cos(2(w + Aw)t) - 1)y + c~be bt sin(2(w + Aw)t) - 2bebt Aw + b2y. 
1256 S. ENGELBERG AND M. WEXLER 
Changing variables from t to 7 = 2(w + Aw)t, we find that in terms of our new variable 
y" + (5 + e cos(T))y = ee d~- sin(r) w d-~w ed~'Aw' (6) 
where 
5 = o#3b - b2 e= o#3b d= b 
+ + + 
and ' denotes differentiation with respect o r. 
For any reasonably large frequencies--and these are the frequencies for which the PLL is used-- 
all of these constants are small. Furthermore, as long as a/3 > b, the constant 5 is positive. In 
what follows, we assume that 5 is positive. 
Equation (6) is an inhomogeneous Mathieu equation. In the Appendix, we derive some proper- 
ties of the homogeneous Mathieu equation, and in Section 3, we use these properties to determine 
the behavior of the solutions of the ODE. 
3. ANALYSIS OF THE LINEARIZED EQUATION 
The theory of the Mathieu equation 
y" + (6 + e COS(T))y = 0 
is very well developed [3]. If 5 and e are both small, then as long as 5 > -e2/2,  the solutions of 
the equation are oscillatory. If 5 and e do not satisfy this condition, then the solutions may be 
unstable. We only deal with small coefficients, and we only consider the stable case. As it will 
be more convenient generally, we write the homogeneous Mathieu equation in the form 
Y' = A(T)Y, A(T) = -5 -  ecos(v) ' [y i ( r )  y~(r) " (7) 
It is well known [3] that in the stable case, solutions of (7) are of the form Y(7) = P(r)e zT 
where P(T) is periodic with period 2r, the eigenvalues of Z are i# and - i# ,  and # is real. 
Furthermore, if e << 1 it is known [4, p. 69] that # ~ ~ / 2 .  In the Appendix, we show that 
to order e + 5 the fundamental solution of the homogeneous Mathieu equation is 
[ (8) 
[ --/~ sin(~T) COS(#T) J 
As we show now, this is sufficient o allow us to solve the inhomogeneous equation to within 
order 5 + e. 
We solve the inhomogeneous equation by using the method of variation of parameters. If X(T) 
is the solution of Y'(T) = A(T)Y(T),Y(O) = I, i.e., if X(T) is the fundamental solution of the 
ODE, then the solution of the inhomogeneous problem Y'(T) = A(T)Y(T) + G(T), Y(0) = Y0 is 
/o Z(v) = X(v)Yo + X(T)X- I (~)G(~)  d~. 
If X(7) = Xo(T) + R(T) and R(T) is sufficiently small, then 
fo Y(T) = Xo(T)Y 0 -~- XO(T)XoI(~)C(E)  dE + R(T)Yo --t- R(T)(Xo(E) + R(~))-IG(~)dE 
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If IXo(T)l < g, IXol(T)I < c, IR(T)] < u, and if ]G(T)I < De rT, then we find that 
.~r .cDerr .c2gDer~ 
Y(T) - Xo(T)Yo + -v Xo(T)Xol(~)G(~)d~ < ~lY01+ r (1 -e~)  + r (1 -c~)"  
Thus, if one can approximate the fundamental solution of the problem to within order ~, one (:an 
approximate the solution of the inhomogeneous problem to within order ~e ~ as well. 
Note that if the approximate fundamental solution of the inhomogeneous problem, X(T), is 
the exact solution of some ODE, Y~(T) = B(T)Y(T), then the approximate solution of the in- 
homogeneous problem is the exact solution of Y'(T) = B(T)Y(T) + G(T). In particular, if the 
approximate fundamental solution is (8), then the ODE whose exact fundamental solution it is 
is [0 ° 1] 
v' (T)  = B(T)Z(T), B(T) = _ i~  . 
Thus, to order (5 + e)e d~ the solutions of the inhomogeneous equation will be identical to the 
solutions of 
# 
y,, + #2y = eedr sin(T) W ~- ~'-a-* wedr /kw (9) 
and to the same order, the derivative of the solution will be y~(T). Converting this back into an 
equation for z(t), we find that 
z/+ 2b;i + aZb+(2(w+ z=-at3bs in (2(w+Aw)) -2Awb.  (10) 
The solution z(t) is, to order (~ + e, the solution of (5). 
Comparing (10) with (3), we find that the inclusion of the high frequency terms has changed 
the equation of the phase locked loop in two ways. First of all, there is now a term that involves 
high frequency sinusoids. This term was expected and generally does not contribute very much 
to the solution because of the low-pass nature of the system. What is more interesting is that the 
coefficient of z has been increased by the term (2(aJ+Aco))2e2/2, and this changes the fundamental 
solution of the homogeneous ODE. However, as e = O(1/(w + Aco)2), the change will generally 
be very small indeed. We see that the solutions of the linearized equation are well approximated 
by the solutions of a constant coefficien.t ODE- -and this ODE is almost precisely the ODE that 
is found using the simple assumptions that are generally made by engineers. 
4. THE CORRESPONDENCE BETWEEN THE 
SOLUTIONS OF THE NONLINEAR EQUATION AND 
THE SOLUTIONS OF THE L INEAR EQUATION 
In this section, we prove that as long as V~p - Aw = ~ is sufficiently small, the solution of' (4), 
which we will refer to as y(t) in this section, is well approximated by the solution of (5), which 
we refer to here as z(t). We do this by constructing y(t) using an iterative scheme for which z(t) 
can be considered our "initial" guess. 
We rewrite (4) as 
ij + 2b9 + c~t3by = a~bcos(2(w + Ac0)t)y + a~b sin(2(co + AT)t) - 2bAa~ 
-af~b{(sin(y) - y) + cos(2(w + Aw)t)(y - sin(y)) + sin(2(w + AT)t)(1 - cos(y))}. 
We define the iterates by 
ijn + 2b~]n + a~byn = a/~b cos(2(w + Aw)t)yn + aflbsin(2(w + Aw)t) -- 2bAaJ + f(y**_,, t), 
y~(0) = o, yn(0) = 
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with 
f (x ,  t) = -a~b{(sin(x) - x) + cos(2(w + Aw)t ) (x  - sin(x)) + sin(2(w + Aw)t)(1 - cos(x))}, 
for n _> 1 and by the requirement that yo(t) = O. From this it follows that yl(t) = z(t). We show 
that yn(t) ~ v(t) uniformly, and that ~ ~ 7) uniformly. Standard arguments uffice to show 
that v(t) = y(t) - - that  he limit of the iterates is the solution of the original nonlinear equation. 
Consider the difference of consecutive i terates--wn(t) = yn+l(t)  - yn(t). For n _> 1, we find 
that find that the w,~ satisfy the equation 
iiJn + 2btbn + c~b(1 - cos(2(w + Aw)t))Wn = f (yn , t )  - f ' Yn - l ' t '  ~ wn(O) = (vn(O) = O. 
Yn - Y~- 1 
For n = 0, we find that Iw01 = lyl - y01 = ]yl[ _ ckle Considering the equation for 
W n : ebtwn,  we find that 
W~ + a~b(1 - cos(2(w + Aw)t)  )W~ - b2Wn = f(Yn, t) - -  f (Yn-1,  t) Wn-1 
Yn -- Yn -  1 
(11) 
and that W~ satisfies the initial conditions Wn(O) = IiV~(O) = O. 
Let d(t) = [a(t), d(t)] T. Writing (11) in system form we find that 
Wn = A(t)~lZn + B(t)W,~_I, Wn(0) = 0, (12) 
where 
[ 0 lj 
A(t) = a~b(1 - cos(2(w+ Aw)t)) - b 2 -2b  ' 
[ 0 :] 
B(t)  = f (yn , t )  + f (Yn - l , t )  " 
Yn - Yn-1 
Using the method of variation of parameters, we find that 
~ t 17Vn(t) = X(t )X- I (~)B(~) I fVn_ I (~)  d~, (13) 
where X( t )  is the solution matrix of the homogeneous Mathieu equation. We have already seen 
that for reasonable values of the parameters a, /~, b, w, Aw, and e that all of the entries of X( t )  
and of X- l ( t )  are uniformly bounded. Let Ildll be the max norm of the elements of the vector & 
We find that 
<_ c. f d~, 
J0 
where 
C~ <_ C f(yn,t)y~ - f(yn-l,t)y~_ 1 " (14) 
Clearly, if the Yn are uniformly less than ~e, then from the form of f (x ,  t) we find that Cn < V~. 
Proceeding inductively and using standard arguments, we find that 
- n [  
max I~ '0 ( t )  . 
t>0 
As 
1 0] ebt~o(t) ' 
I~'o(t)= b 1 
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and as I1~011 ~ Dlel e-bt, we find that 
- -  n !  
This implies that 
t n 
II~(t)[[ <- G{ I~=lCk}tn 
n! ]e[e-bt" (15) 
We now prove that if s is small enough, then [Ynl < Gle[ + c[el. The proof is by mathematical 
induction. First, we know that lyll < c[el. Pick Aw to be so small that as long as ]Y~I < (G+c)[el 
N for all n _< N, then Cn < C. < b for all n _< N. Noting that YN+I = }-~n=0 Wn, and noting that 
II~011 < cz, we find that lYN+I[ <2 G(e C't - 1)e-btH +c[~l < (G + c)lel. Thus, CN+ 1 < C. "Q b. 
We find that Yn are uniformly bounded as long as Aw is small enough• 
We see that (15) can now be reformulated as 
It follows that 
IIfN(t) - fM(t)ll = 
C~.tn 
* ~ -b t  
n=N n=N 
As C,/b < 1, we find that asN-~ ~ this tends to zero. We see that Yn ~ Y asn-~ ~.  
Moreover, it is clear that ~( t )  converges uniformly to ~(t). This suffices to prove that y(t) is the 
solution of the original nonlinear equation. 
It is clear that 
~=1 ~ cntn (eC't ll~7(t) - ff(t)l I = [[ffl(t) - ~7(t)[I = ~,~ <_ EG-~.  He-bt <_ 61 - 1) e-bt]c[. 
n=l  
A simple calculus argument shows that as long as C, < b, the maximum of (e c't - 1)e -bt is 
b---C, 1 - - -  ~ be_l. 
We have already shown that C, = o(H). Thus, the difference between £'(t) and ~(t) is of 
order lel 2. Thus, we see that ~7(t) approximates if(t) well as long as e is sufficiently small. 
5. CONCLUSIONS 
We have shown the following. 
THEOREM 1• As long as 
5 = a~b - b 2 
(2(~ + A~))2, 
a~b 
e = (2(~o + Au) )2 '  e = Vc~p - Aw 
are sufficiently small and 5 _> -e2/2,  then the solutions of (10) approximate the solutions of (4) 
to order 3 + e + ~2. 
By assuming that all of the parameters of our system are reasonable, we succeeded in showing 
that the behavior of the solutions of the nonlinear nonconstant coefficitient equation (4) that 
describes our system is very well approximated by the behavior of the solutions of the linear 
constant coefficient ODE, (10), whose coefficients are very close to the coefficients of the ODE 
that one arrives at using the "standard" approximations. 
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APPENDIX  
THE FUNDAMENTAL SOLUTIONS 
OF  THE MATHIEU EQUATION 
In this section, we prove that when 5 and e are small the fundamental solution of the Mathieu 
equation, X(T), is approximately equal to (8). The fundamental solution satisfies the ODE 
[ 0 
X'(r) = A(T)X(T), A(T) = - (e  + 5cos(r)) ' 
and the initial condition X(O) = I. Clearly, since 
as long as T is reasonably small the solutions of the equation should behave like the solutions of 
the equation 
Y'(T) = B(T)Y(T), 
The solution of this set of equations is just 
To prove that X(T) ~ Y(r), one considers the iteration scheme 
~0 r Xn(T) = + I ,  Xo(T) = Y(T).  
Using standard methods it is easy to show that X(T) = Y(T) + I(r, e, 5), where If(r, e, 5)] _< 
(27r)2e2~r([~[ + 5[) for r e [0, 27r]. 
Because X(r) solves the Mathieu equation, we know that X(T) = P(r)eZL where P(r) is 2rr 
periodic and where the eigenvalues of Z are pi and -# i .  If we let A be the diagonal matrix of 
the eigenvalues, then we know that there exists a matrix M such that Z = MAM -1. Clearly, 
P(2 ) = P(0)  = I .  
We find that 
X(2rr) = P(27r)e z2~ (16) 
=M[e2;  itt 0 ]M_ I __  [ l+a l i  27rq-a12] (17) 
e -2rri/z a21 1 -Jr- a22 J ' 
where 
and the a/j are of order 5 + e. 
. : [a ;] 
The matrix M is just the matrix of eigenvectors of Z--thus, there must be one equation relating 
a and c and another equation relating b and d. Making use of (17), we find that 
ae 2"i~ = (1 + au)a + (27r + a12)c, 
be -2~iu = (1 + all)b + (27r + a12)d. 
From these equations, we conclude that 
(27r + al2)C (2rr + al2)d 
a= b= e 2rcitt -- 1 - a l l  ' e -2rritt -- 1 -- a l l  " 
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We know that aij = 0(5 + e). Moreover, we know that # ~ x/6 + e2/2. Thus, provided that 
e 2 _< 5 we find that (since 5 << 1) # >> 5 + e. Thus, to order e + 5 we find that 
1 -1  [- 
M = ~ i# i# 
[ 1 1 
Clearly, M -1 is also correct to order e + 6. From this, we conclude that 
e ZT  ~_ 
cos(~r) 
-#  sin(#r) 
sin~r___~) ] q_ O(5+e) .  
cos(~r) I 
As # << 1, we find that for r E [0, 2rr] we have 
From the definition of # we see that this means that the error term is of order 6 + e. This shows 
that for small values of our parameters P(T) : X(T)e -Zr  ~ I. Finally, this implies that for all r 
the fundamental solution of the Mathieu equation satisfies 
= 
COS(tiT) sin(#T) 
P 
--# sin(pr) COS(#T) 
+ 0(5 + c), 
which was to be proved. 
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