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 Overview 
 
Since they were introduced in the market, Content Distribution Networks 
(CDNs) have been increasing their importance due to the “instantaneity” 
requirements pretended by nowadays web users. 
 
Thanks to the increment in the access speed, especially in the last mile with 
technologies such as xDSL, HFC, FTTH, the loading time has been reduced. 
However the “instantaneity” those users want could not be obtained without 
techniques such as caches and content distribution due to CDNs. These 
techniques aim to avoid fetching web objects from origin web server, especially 
in “heavy” objects such as multimedia files.  
 
CDN provides not only a clever way of distributing content in a globally, but 
also preventing problems such as the “flash crowd events”. This kind of 
situation could provoke huge monetary losses because it attacks the bottleneck 
introduced by clustering servers to reach scalability.  
 
The CDN leader provider is Akamai, and one of the most important decisions a 
CDN should perform is deciding witch of the available servers is the best one a 
user could use to be able to fetch a specific web object. This best server 
selection employs a technique based on DNS with the objective of mapping the 
IP address with the best available server in terms of latency. 
 
The current project presents a global performance of Akamai server selection 
technique using tools such as PlanetLab and Httperf. Different tests were done 
with the objective of comparing the results of the global distributed users to 
identify those areas where Akamai perform in a suitable way. To determinate 
this, the results obtained with Akamai were also compared with a non-CDN 
distribution web page. Finally a linear correlation between the latencies 
measured and the number of hops was identified. 
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Resumen  
 
 
Desde que fueron introducidas en el mercado las Redes de Distribución de 
Contenidos (CDN) ha incrementado su importancia debido a la tendencia de 
“instantaneidad” en la carga de las páginas web que actualmente pretenden 
los usuarios de Internet. 
 
Gracias al incremento en las velocidades de acceso sobretodo en la última 
milla con tecnologías como xDSL, HFC, FTTH, la velocidad de carga de las 
páginas webs se ha incrementado. Sin embargo esta “instantaneidad” ha sido 
posible gracias a diferentes técnicas como la utilización de caches y 
distribución de contenidos vía CDN. Estas técnicas tienen como objetivo evitar 
que la carga de los objetos web más “pesados” (como pueden ser los archivos 
multimedia) se haga desde el servidor origen.  
 
Las CDN proporcionan no sólo una forma efectiva de distribuir los contenidos 
de una manera global sino que también resuelven problemas como los “flash 
crowd events” que pueden llegar a ocasionar enormes perdidas monetarias  
debido a la inoperatividad que generan en la web origen. 
 
Uno de los proveedores más importantes de CDNs es Akamai y una de las 
decisiones más importantes que una CDN debe realizar es seleccionar el 
mejor servidor disponible en cierto instante de tiempo, para que un usuario 
pueda acceder al objeto web deseado. Para esto se utilizan técnicas basadas 
en DNS con el objetivo de “mappear” la dirección IP del servidor que presente 
mejor latencia. 
 
Este proyecto presenta una evaluación de performance, sobre la técnica de 
selección del mejor servidor que utiliza  Akamai.  Su comportamiento es 
evaluando de manera global gracias a la utilización de herramientas como 
PlanetLab y Httperf. En el mismo, se realizan diferentes pruebas que hacen 
hincapié en comparar los resultados desde puntos ubicados en diferentes 
zonas del planeta para así poder concluir en que zonas Akamai tiene mejor 
respuesta. Para ello se compararon los resultados obtenidos con una web que 
utiliza la CDN de Akamai  con otra que no utiliza distribución de contenidos a 
través de CDN. Finalmente se trata de identificar una correlación entre las 
respuestas de latencia y cantidad de “hops”. 
 
 
Título: Evaluación mundial del desempeño de Redes de Distribución de 
Contenidos utilizando PlanetLab. 
Autor: Andrés Nicolás Pais Cereghetti 
Director: Roc Meseguer Pallarés 
Fecha: 9 de Noviembre de 2012.  
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CHAPTER 1. INTRODUCTION 
 
When a web site becomes popular, it immediately increase their vulnerability to 
the flash crowd problem, in which request load overwhelms some aspects of the 
site’s infrastructure, such as the front-end Web servers, network equipment and 
bandwidth. To solve this problem, different approaches can be adopted with the 
aim of delivering content in a scalable and reliable way. Local clustering can 
improve fault-tolerance and scalability. However if the data center connectivity 
fails, the entire cluster is inaccessible to users. Sites can offer mirroring 
(deploying cluster in different locations) and multi-homing (using multiples ISPs 
to connect to the Internet) to prevent connectivity problems. However these 
methods introduce new problems such as: difficult to scale cluster to thousands 
of servers. Also synchronization problems in mirroring and bad responds to 
quickly restore coverage when connections fail in multi-homing, due to the use 
of BGP between the ISPs. Additionally each of these solutions is dimensioning 
with an excess of capacity, incrementing considerable the cost of deploying a 
scalable web site. 
 
Content Distribution Networks (CDNs) provides a valid alternative to solve the 
flash crowd problem in a very scalable way. CDNs attempt to improve web 
performance by delivering content to end users from multiple, geographically 
dispersed servers. In the traditional non-scalable approach all request for web 
content go to the origin server. Although such origin server may in fact be 
implemented as a large farm of server machines, those machines are usually in 
a single small geographic area. All of those machines may be far from a given 
client (in terms of latency).  On the other hand, a CDN has multiple replicas of 
each content item being hosted. Requests from a browser for a single content 
item is routed to a good replica, where good usually means that the item is 
served to the client quickly compared to the time it would take to fetch it from 
the origin server. Since most CDNs provide servers in ISP points of presence 
(POPs), clients request can be redirected to topology proximate replicas. 
 
Static information about geographic locations and network connectivity is not 
enough to establish a good replica selection. Instead CDNs incorporate 
dynamic information about network conditions and load on the replicas routing 
request, so as to balance the load. The most common redirection method is 
based on latency, in which each client is redirected to the server that has the 
lowest latency in order to reduce the download time to fetch the hosted content. 
So CDNs handles flash crowds by allocating more servers to site experiencing 
high load, while serving clients request to the nearest available server likely to 
have the requested content. 
 
A popular technique for redirecting clients is to perform the server selection 
function during the name resolution phase of web access, using the Domain 
Name System (DNS). The DNS maps domain names to IP addresses. The 
transparent nature of name resolution enables CDNs to redirect clients to the 
appropriate server without requiring any modification to client software, server 
protocols, or Web applications. Several commercial content distribution services 
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(e.g. Akamai, Digital Island), currently use modified DNS server to dynamically 
redirect clients to the appropriate content server or proxy. 
 
1.1. Objectives 
 
The general objective of the project consists on evaluating the performance of 
CDN in a global approach. To achieve this, different technologies used by CDN 
were studied and tested using vantage point distributed all over the world, due 
to PlanetLab platform reachability. 
 
The specific objectives identified in the project are: 
 
• Establish a valid global testbed using PlanetLab nodes. 
• Understand the efficiency of latency based on redirection enabling a 
CDN to deliver the best Round Trip Delay Time (RTT) possible to its 
users. 
• Identify the causes for poor latency, experienced by users distributed 
worldwide. 
• Research the correlation between the latency perceived to fetch a web 
page object, and the number of hops defined in the routing path. 
• Understand and quantify the benefits (in terms of latency) of using a CDN 
to deliver global distributed web page objects compared with a traditional 
centralized internet hosting. 
• Evaluate the global scalability of CDN providers such as Akamai, and 
identify the geographical zones that take more benefit from Akamai 
currently server distribution. 
 
1.2. Motivation 
 
Measurements of a leader commercial content distribution network provider 
have been taken in this project. Results show interesting performance 
properties of the service identifying the strength and weakness of Akamai 
server selection technique. However, the approach used was focused on 
latency and not in others parameters such as server availability of bandwidth 
capacity. On the other hand, a geographical best zone functionality tendency 
could be identify. 
 
The tools used for the project provides a global valid and robust scenario in 
other to identify tendency or even take certain conclusion that are presented in 
chapter 4. 
 
 
 
 
 
Background   3 
CHAPTER 2. BACKGROUND 
 
This chapter provides the technical background necessary to understand the 
results obtained during the execution of the project. It is structured in three main 
lines. 
Section 2.1 presents a detail overview of CDNs with the aim of introducing the 
reader in the main topic behind this project. Then section 2.2 details specific 
technologies and concepts that are not exclusively of CDN but are important to 
present in order to obtain a global understanding of the project. Finally section 
2.3 presents and explains the tools that were used in the project in order to 
encourage the reader to make his own experiment and contribute to the 
community with interesting results.  
 
2.1 CDN Considerations 
 
This section is organized as follows. Section 2.1.1 defines a CDN. Then section 
2.1.2 states the terminology of CDNs used all over the project. Section 2.1.3 
describes the typical model of distribution used by CDNs. Then section 2.1.4 
identifies the CDN components and their functionalities. In section 2.1.5 the 
different relationship between the components are identified. Then in section 
2.1.8 a brief description of the most important CDN companies is done. Finally 
in section 2.1.9 the different CDN business models are presented to understand 
the importance of the services that are provided by CDNs. 
 
2.1.1 CDN Definition 
 
A Content Delivery Network is a collaborative environment collection of 
networks elements spanning the Internet, where content is replicated over 
several mirrored Web servers in order to perform transparent and effective 
delivery of content to final users. CDNs provide services to improve network 
performance by maximizing bandwidth, improving accessibility, and maintaining 
correctness through content replication. [1] 
 
2.1.2 CDN Terminology 
 
• Content Delivery: Describes an action of serving content based on end 
user requests. 
• Content: Refers to any digital data resource, it consists of two main parts: 
encoded media and metadata. The encoded media includes static, 
dynamic, and continuous media data (audio, video, documents and Web 
pages). Metadata is the content description that allows identification, 
discovery, and management of multimedia data, and facilitates 
interpretation. 
• CDN Provider: Is a proprietary organization or company that provides 
infrastructure facilities to content providers in order to deliver content in a 
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timely and reliable manner. Examples of CDN providers are Akamai, 
EdgeStream, Limelight Networks, between others. 
• Content Provider (customer’s for CDNs): Delegates the URL (Uniform 
Resource Locator) name space of the Web objects to be distributed. 
Examples of Content Providers are CNN, ESPN, UOL, and BBC, just to 
name a few. 
• Origin Server: Is the server of the content provider that holds the objects 
to be distributed. 
• End User: Are the entities that access content to from the content 
providers Web site. 
• Surrogate:   A delivery server, other than the origin.  Receives a content 
request and delivers the corresponding content response. 
 
2.1.3 CDN Model 
 
A typical CDN have several replicated Web servers clusters spread over the 
globe located at the edge of the network to which users are connected.  A CDN 
distributes content to a set of Web Servers for delivering the content to the end 
users in a reliable manner.  
 
The content is replicated either on demand, when a user request for it, or it can 
be replicated beforehand, by pushing the content to the distributed Web 
servers. A user is served with the content from the nearly replicated Web 
server. The user ends up unknowingly communicating with a replicated CDN 
server close to it and retrieves files from that server. [2] 
 
 
Figure 2.1 CDN Global distribution network 
 
As it can be observed in the previous figure for each End User geographically 
located in any continent ideally exists a near web server that is able to handle 
the user requests, and so the content is fetch from this particular server. 
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2.1.4 CDN Components and their functionalities 
 
The main components in a CDN are described in the following figure. 
 
 
 
Figure 2.2 CDN Components 
 
 
• Content Delivery Components:  Servers can be distinguished between 
the origin servers and a set of replica servers that deliver copies to the 
end users. 
• Request Routing Components:  responsible for directing clients request 
to appropriate edge servers and for interacting with the distribution 
components to keep up-to-date view of the content stored in the CDN 
caches. 
• Distribution Components:  moves content from the origin server to the 
CDN edge server and ensures consistency of content in the caches.  
• Accounting component: maintains log of client accesses and records the 
usage of the CDN servers. This information is used for traffic reporting 
and usage based billing by the content provider itself or by a third party 
billing organization. 
 
This project will focused on the request redirection techniques. 
 
2.1.5 Relationships between CDN Components 
 
The complex distributed architecture of a CDN exhibit different relationship 
between its constituent components. This relationship involves components 
such as clients, surrogates, origin server, proxy caches, and other network 
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elements. These components communicate to replicate and cache content 
within a CDN. Replication typically involves “pushing” content from the origin 
server to the replica servers. On the other hand, caching involves storing 
cacheable responses in order to reduce the response time and network 
bandwidth consumption on future, equivalent requests. 
 
To have detail explanation of the relationship between the different 
components, see the Annex A.1 
 
2.1.6 Existing CDN  
 
Most or all of the operational CDNs are developed by commercial companies 
which are subject to consolidation over time due to acquisition and/or mergers.  
 
A brief summary of the Akamai, the most important CDN provider, is presented. 
Only Akamai was chosen because is the one used for performing the tests.  For 
additional description of other important CDN companies, such as EdgeStream, 
Limelight Networks and Mirror Image see Annex A.2.  
 
2.1.6.1 Akamai 
 
Akamai technologies, was founded in 1998 at Massachusetts, USA. It evolved 
out of an MIT research effort aimed at solving the flash crowd problem. Akamai 
is the market leader in providing content delivery services. It owns more than 
25,000 servers over 900 networks in 69 countries. 
 
Akamai’s approach is based on the observation that serving Web content from 
a single location can present serious problems for site scalability, reliability and 
performance. Hence, a system is devised to serve requests from a variable 
number of cache servers at the network edge. 
 
Akamai servers deliver static (e.g. HTML pages, embedded images, 
executable, and PDF documents), dynamic content (e.g. animations, scripts, 
and DHTML), and streaming audio and video. Akamai’s infrastructure handles 
flash crowds by allocating more servers to sites experiencing high load, while 
serving all clients from nearby servers. The system directs client requests to the 
nearest available server likely to have the requested content. Akamai provides 
automatic network control through the mapping technique (i.e. the direction of 
request to content servers), which uses a dynamic, fault tolerant DNS system.  
 
The mapping system resolves a hostname based on the service requested, 
user location, and network status. It also uses DNS for network load balancing. 
Akamai name servers resolve hostnames to IP addresses by mapping requests 
to a server. 
 
Akamai delivers static and dynamic content over HTTP and HTTPS. Akamai 
content servers apply lifetime and other features (e.g. ability to serve secure 
content over HTTPS protocol, support alternate content, transfer encodings, 
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and handle cookies) to the static content based on its type. Based on these 
attributes the edge server ensures the consistency of the content. On the other 
hand, Akamai handle dynamic content on the edge servers with the use of Edge 
Side Includes (ESI) technology. The use of ESI enables the content providers to 
break their dynamic content into fragments with independent cacheability 
properties. These fragments can be maintained as separate objects in Akamai’s 
edge servers and are dynamically assembled to a dynamic Web page in 
response to the end user requests. In order to avoid all single points of failure, 
backups are maintained for the entry point server. Moreover, the entry point 
server sends data on multiple redundant paths to the edge servers through 
using information dispersal techniques. [1] 
 
2.1.7 CDN Business Model  
 
In a CDN environment five important roles can be identify, these are: 
 
• Content providers: in charge of provide the content that need to be 
distributed to end users. 
• Hosting providers:  owns Internet connected data centers and offer their 
services to Content Providers. 
• Backbone carriers: provide wide-area transport services. 
• Access ISPs: connect end users to the Internet. 
• CDN Providers: Provides content distribution over a network of hosting 
servers. 
• End users: consumers of content. 
 
There are two primary CDN business models. The first is a content provider-
centric model driven by the needs of content owners, and the second is an 
Internet access provider-centric model driven by the needs of ISPs. In both 
models, the payer seeks to please content consumers, what differs is the choice 
of content distributed, the way it is distributed and who pays. [15] 
 
Most important CDNs companies such as Akamai are using the content centric 
model. Over the years this model had probe to be the most successful of both. 
This could be to the fact that the revenue earned by the access centric model 
was not enough to sustain most of the companies that took this approach. The 
evidence of this is that companies such as Edgix and Orblix no longer exist. So 
it can be concluded that CDN business model my facto is the content centric 
approach 
 
To see a full description of CDN business model, players and possible 
approaches check the Annex A.3. 
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2.2 Reference Technologies  
 
This section describes different technologies that are not exclusive of CDNs but 
are used in a CDN environment. It is structured as follows. Section 2.2.1 
introduces the concept of caching proxies and their role in the CDNs. Then 
section 2.2.2 defines load balancing and why is used in CDNs. Section 2.2.3 
explains the concept of clustering. In section 2.2.4 Flash Crowd Events are 
defined and how can a CDN help to prevent this events. In section 2.2.5, DNS 
one of the most important techniques used by CDN is explained for better 
understanding of experimental chapter. In section 2.2.6 the importance of DNS 
in CDN is explained. Finally section 2.2.7 gives a detail explanation of how 
Akamai perform the server selection based on DNS. 
 
2.2.1 Caching Proxies 
 
Caching Proxies play an essential role in the performance of the CDN. Caching 
Proxies might typically be employ by CDNs and by an ISP for the benefit of 
users accessing the Internet.  In the interest of improving performance and 
reducing bandwidth utilization, caching proxies are deployed close to the users.  
These users are encouraged to send their web requests through the caches 
rather than directly to origin servers. Once the copies are in the Proxy Server 
Cache there is no need to get the original copy of the origin server. [4] 
 
The key distinction between the CDN proxy caches and ISP-operated caches is 
that the former server content only for certain content provider, namely CDN 
customers,  while the ISP-operated cache content from all Web sites. [2] 
 
2.2.2 Load Balancing  
 
Load balancing is a computer networking methodology to distribute workload 
across multiple computers or a computer cluster, network links, central 
processing units, to achieve optimal resource utilization, maximize throughput, 
minimize response time, and avoid overload.  
 
Using multiples components with load balancing instead of single component 
increases reliability through redundancy. CDNs use several load balancing 
techniques. [5] 
 
Server-load balancing uses techniques including service-based (global load 
balancing) or hardware-based, i.e. layer 4–7 switches, to share traffic among a 
number of servers or web caches. Here the switch is assigned a single virtual IP 
address. Traffic arriving at the switch is then directed to one of the real web 
servers attached to the switch. This has the advantage of balancing load, 
increasing total capacity, improving scalability, and providing increased 
reliability by redistributing the load of a failed web server and providing server 
health checks. 
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Request routing directs client requests to the content source best able to serve 
the request. This may involve directing a client request to the service node that 
is closest to the client, or to the one with the most capacity. A variety of 
algorithms are used to route the request. These include Global Server Load 
Balancing, DNS-based request routing, etc. [6] 
 
CDNs use a variety of methods of content delivery including, but not limited to, 
manual asset copying, active web caches, and global hardware load balancers. 
2.2.3 Computer Cluster 
 
A computer cluster consists of a set of loosely connected computers that work 
together so that in many aspects they can be viewed as a single system. 
Clusters are usually deployed to improve performance and availability over a 
single computer. [7] 
 
2.2.4 Flash Crowd Events 
 
A flash crowd is a large spike or surge in traffic to a particular Web site. Big 
news Web sites experience this problem during major world events. Sometimes 
unpopular Web sites instantly become extremely popular after being mentioned 
in a popular news feed, also called the Slashdot effect.  
 
Flash crowds often cause very poor performance at the server side and result in 
a significant number of unsatisfied clients. [14] The natural alternative to avoid 
flash crowds is to use CDN services. 
 
2.2.5 DNS 
 
The Domain Name System (DNS) is a hierarchical distributed naming system 
for computers, services, or any resource connected to the Internet or a private 
network. At its most basic level, the DNS provides a distributed database of 
name-to-address mappings spread across a hierarchy of nameserver. [8] 
 
A Domain Name Service resolves queries for these names into IP addresses for 
the purpose of locating computer services and devices worldwide. By providing 
a worldwide, distributed keyword-based redirection service, the Domain Name 
System is an essential component of the functionality of the Internet and 
therefore also for CDNs. 
 
The Domain Name System distributes the responsibility of assigning domain 
names and mapping those names to IP addresses by designating authoritative 
name servers for each domain. Authoritative name servers are assigned to be 
responsible for their particular domains, and in turn can assign other 
authoritative name servers for their sub-domains. This mechanism has made 
the DNS distributed and fault tolerant and has helped avoid the need for a 
single central register to be continually consulted and updated. Additionally, the 
responsibility for maintaining and updating the master record for the domains is 
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spread among many domain name registrars, who compete for the end-user, 
domain-owner, business. Domains can be moved from registrar to registrar at 
any time. 
 
The Domain Name System also specifies the technical functionality of this 
database service. It defines the DNS protocol, a detailed specification of the 
data structures and communication exchanges used in DNS, as part of 
the Internet Protocol Suite. 
 
2.2.5.1 Address Resolution 
 
The next figure illustrates how a client typically finds the address of a server 
using DNS. The client application uses a resolver, usually implemented as a set 
of operating system library routines, to make a recursive query to its local 
nameserver. The local nameserver may be configured statically (e.g., in a 
system file), or dynamically using protocols like DHCP and PPP. 
 
After making the request, the client waits as the local nameserver (or Local 
DNS) iteratively tries to resolve the name (www.service.com in this example). 
The local nameserver first sends an iterative query to the root to resolve the 
name (steps 1 and 2), but since the subdomain service.com has been 
delegated, the root server responds with the address of the authoritative 
nameserver for the subdomain, i.e., ns.service.com (step 3) (the clients 
nameserver caches the address of the ns.service.com to avoid repeatedly 
querying the root servers). The client’s nameserver then queries ns.service.com 
(steps 4 and 5). Finally the nameserver returns the address to the client (step 6) 
and the client is able to connect to the server (step 7). [8] 
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Figure 2.3 DNS Basic Operation Diagram 
 
2.2.6 DNS role in CDNs 
 
The first step taken by a client to retrieve the content for a URL in a CDN 
environment is to resolve the server name portion of the URL to the IP address 
of a machine containing the URL content. A primary issue for a CDN is how to 
direct clients request for an object served by the CDN to a particular server 
within the network. DNS redirection an URL rewriting are two of the commonly 
used techniques for directing clients requests to a particularly server in a 
distributed network of content servers. URL rewriting is not in the scope of this 
project. 
 
For the DNS redirection technique, the authoritative DNS name server is 
controlled by the CDN. The technique is termed DNS redirection because when 
this authoritative DNS server receives the DNS request from the client (actually 
from the client’s local DNS server) the DNS server redirects the request by 
resolving the CDN server name to the IP address of one content server. This 
resolution is done based on factors such as availability of resources and 
network conditions. When the authoritative DNS server replies with the IP 
address mapping is also includes a time-to-live (TTL) for the mapping. 
Generally the reply has low TTL so that the CDN can change the mapping 
quickly to facilitate load balancing among its servers. (e.g. Akamai uses a TTL 
of 20 seconds).[9] A large TTL value reduces the load on the nameserver but 
limits the frequency of update propagation through the system.[8] 
 
2.2.6.1 Full and partial site content delivery 
 
There are two types of CDN using DNS redirection technique: full site content 
delivery and partial site content delivery.  
 
• Full Site Content Delivery: The origin server is largely hidden except to 
the CDN, the origin modifies its DNS zone file (a zone is a sub-tree of the 
DNS hierarchy that is separately administered) to reflect the authoritative 
DNS server provided by the CDN company. All requests for the origin 
server are directed, via DNS, to a CDN server. The CDN serve either the 
content from its cache or forwards on the request to origin server. 
 
• Partial Site Content Delivery: the origin site modifies the embedded URLs 
for objects (primarily images) to be served by the CDN so that the host 
names in the URLs are resolved by the CDN’s DNS server. Akamai, 
Digital Island, Speedera are examples of CDN companies delivering 
partial content. 
 
 
12  Global evaluation of CDNs performance using PlanetLab 
2.2.7 How Akamai works 
 
The measurements made in this project were performed to an Akamai customer 
so in the following section some of the techniques used by Akamai are 
explained. 
 
Akamai CDN uses DNS redirection to deliver partial content. Although Akamai’s 
network measurements, path selection and cache distribution algorithms are 
proprietary and private, the mechanisms that enable Akamai to redirect client’s 
requests are public knowledge. The next section explains these mechanisms. 
 
2.2.7.1 Akamai network infrastructure  
 
Akamai’s infrastructure handles flash crowds by allocating more servers to sites 
experiencing high load, while serving all clients from nearby servers. The 
system directs client requests to the nearest available server likely to have the 
requested content. It determines this as follows: 
 
• Nearest is a function of network topology and dynamic link 
characteristics.  A server with a lower round-trip time is considered 
nearer than one with a higher round-trip time. Likewise, a server with low 
packet loss to the client is nearer than one with high packet loss. 
• Available is a function of load and network bandwidth: A server carrying 
too much load or a data center serving near its bandwidth capacity is 
unavailable to serve more clients. 
• Likely is a function of which servers carry the content for each customer 
in a data center: If all servers served all the content — by round-robin 
DNS, for example,  then the servers’ disk and memory resources would 
be consumed by the most popular set of objects [13] 
 
2.2.7.2 DNS Translation  
 
Akamai performs DNS redirection using a hierarchy of DNS servers that 
translate a web client’s request for content in an Akamai customer’s domain into 
the IP address of a nearby Akamai server, also called an edge server. At a high 
level, the DNS translation is performed as follows. 
 
First, the end user (e.g., a web browser) requests a domain name translation to 
fetch content from an Akamai customer. The customer’s DNS server uses a 
canonical name (CNAME) entry containing a domain name in the Akamai 
network. A CNAME entry serves as an alias, enabling a DNS server to redirect 
lookups to a new domain. Next, a hierarchy of Akamai DNS servers responds to 
the DNS name-translation request, using the local DNS server’s IP address (if 
the client issues DNS requests to its local DNS) or end user’s IP address (if the 
DNS request is issued directly), the name of the Akamai customer and the 
name of the requested content as a guide to determine the best two Akamai 
edge servers to return. 
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The following figure illustrates a detailed example of Akamai DNS translation, 
using the home page for PCWorld.com as an example.  
 
At first, a web client issues a request for an embedded object that resides in the 
images.pcworld.com domain. It then queries its local DNS server (LDNS) for the 
IP address corresponding to images.pcworld.com (1); the LDNS then attempts 
a name translation on behalf of the client (2). When the pcworld.com name 
server is contacted for a name translation, it begins the DNS redirection by 
returning a CNAME entry for images.pcworld.com, because content in the 
images.pcworld.com domain is served by Akamai. The value of the CNAME 
entry in this case is images.pcworld.com.edgesuite.net; edgesuite.net is a 
domain owned by Akamai. The LDNS once again performs a name translation, 
this time on the edgesuite.net domain. Two more DNS redirections are 
subsequently performed, first to the akam.net domain (e.g., adns1.akam.net), 
then to a1694.g.akamai.net, where 1694 is the customer number for PCWorld. 
In general, Akamai redirections include a customer number in the domain 
name. 
 
In the final and most important stage of translation, the Akamai network uses a 
hierarchy of Akamai name servers to return to the LDNS the IP addresses of 
edge servers that should yield a fast download and are likely to be close to the 
web client that initiated the request. The LDNS is directed to the akamai.net 
name server (3), which begins the process of finding a nearby edge server by 
forwarding the LDNS to a high-level Akamai DNS server, e.g., one named 
za.akamaitech.net as shown in (4). A high-level Akamai DNS sever is one of a 
small, global set of DNS servers that is responsible for delegating the DNS 
request to an appropriate low-level Akamai DNS server (5). Generally, the low-
level Akamai DNS server is closer to the LDNS than the high-level one. Then, 
the low-level Akamai DNS server (currently named using the pattern 
n#g.akamai.net, where # is between 0 and 9) returns the IP addresses of two 
edge servers that it expects to offer high performance to the web client. The 
machines that acts as low level Akamai DNS servers and the edge servers can 
be (and frequently are) the same hardware equipment. Finally, the IP address 
of the edge server is returned to the web client, which is unaware of any of the 
redirections that occurred (6). [10] 
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Figure 2.4 Akamai DNS Translation 
 
 
2.2.7.3 System Dynamics  
 
It is important to note that many of the steps explained in the previous section 
are normally bypassed due to LDNS caching. Unfortunately, this same caching 
can reduce a CDN’s ability to direct clients to optimal servers. To ensure that 
clients are updated on the appropriate server to use, Akamai’s DNS servers set 
relatively small timeout values (TTL) for their entries. For example, the TTL 
value for an Akamai edge server’s DNS entry is 20 seconds. This means that 
the LDNS should request a new translation from a low-level Akamai DNS server 
every 20 seconds. [10] 
 
The whole TTL values chosen by Akamai for the DNS System are [12]: 
 
• Root and top-level DNS servers: 2 days (172800sec.) 
• High-Level DNS Server: 20 min (1200 sec.) 
• Low-Level DNS Server: 20 sec. 
 
2.2.7.4 Akamai DNS Criteria  
 
Akamai name servers resolve host names to IP addresses by mapping requests 
to a server using some or all of the following criteria: 
 
• Service requested:  The server must be able to satisfy the request. The 
name server must not direct a request for a QuickTime media stream to 
a server that handles only HTTP. 
• Server health: The content server must be up and running without errors. 
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• Server load: The server must operate under a certain load threshold and 
thus be available for additional requests. The load measure typically 
includes the target server’s CPU, disk, and network utilization. 
• Network condition: The client must be able to reach the server with 
minimal packet loss, and the server’s data center must have sufficient 
bandwidth to handle additional network requests. 
• Client location: The server must be close to the client in terms of 
measures such as network round trip time (RTT). 
• Content requested: The server must be likely to have the content, 
according to Akamai’s consistent hashing algorithm. [13] 
 
2.2.7.5 Akamai mapping system  
 
Internet routers use BGP messages to exchange network reachability 
information among BGP systems and compute the best routing path among the 
Internet’s autonomous systems (AS). Akamai agents communicate with certain 
border routers as peers; the mapping system uses the resulting BGP 
information to determine network topology. The number of hops between 
autonomous systems is a coarse but useful measure of network distance. The 
mapping system combines this information with live network statistics 
(e.g.  traceroute data) to provide a detailed, dynamic view of network structure 
and quality measures for different mappings. [13] 
2.2.7.6 Akamai Resource Locators (ARL)  
 
Akamai provides tools that tag embedded Web objects to deliver the network, 
transforming (“akamaizing”) their URLs into Akamai Resource Locators (ARLs). 
ARLs contain a number of fields that aid in the content delivery process. Their 
format is described in the following example: 
 
A typical embedded object URL such as: http://www.foo.com/images/logo.gif, 
would be transformed into the following ARL: 
 
 
Figure 2.5 ARL Example 
 
 
• Serial number:  identifies a virtual “bucket” of content – a group of 
“akamaized” Web objects that will always be served from the same set of 
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Akamai servers. Grouping content using serial numbers allows balancing 
load among servers and efficiently uses storage resources such as 
server RAM. Serial number values range from 0 to 2047. 
• Akamai domain: ensures that requests for “akamaized” content travel 
directly from the user to an Akamai server, completely avoiding the 
object’s home site. With rare exception, this field will be set to 
g.akamai.net. 
• Type code:  defines the way in which the content servers interpret an 
ARL. It is used to define and select extensions. Some functionality 
includes support for object expiration times, object fingerprint checking, 
and choices for query string interpretation. 
• Content provider code:  uniquely identifies an Akamai customer (content 
provider) account. It is used for usage reports, logging, and billing 
purposes. Customers may be assigned multiple codes to employ for 
special events, billing against cost centers, or for tracking usage of 
specific objects or content areas of their sites. 
• Object data field: is used to guarantee object freshness. Depending on 
the type code in use, this field will contain either the object’s expiration 
time, or a string that uniquely identifies a particular version of the object. 
In the latter case, when the object is modified, its object data field 
changes, so the ARL (embedded in the container HTML page) changes 
as well. Any user that requests the page after an update receives a page 
that points to the new version of the object. The old version is never 
referenced and cannot be mistakenly returned in place of the more up-to-
date information. Therefore, the object data ensures it will never serve a 
stale object. This field may be set up to be the cryptographic hash (MD5) 
of the object contents, or simply a version number. 
• Original absolute URL: is used by content servers to retrieve the object 
from the content provider’s home site the first time the object is 
requested. For security purposes, the Web server hostname in the 
original URL must be registered with Akamai in order for the ARL request 
to be honored. [12] 
2.2.7.7 Akamai numbers 
 
The following numbers shows the importance of Akamai in the worldwide IP 
distribution: 
 
• Akamai delivers between 15-30% of all Web traffic 
• Akamai delivers daily Web traffic reaching more than 8 Terabits per 
second 
• Akamai delivers over 2 trillion daily Internet interactions 
• Akamai helps securely enable more than $250 billion in annual e-
commerce for its online retail customers 
• Akamai has more than 105.000 servers in 78 countries within over 1.000 
networks. 
• 85% of the world's Internet users are within a single "network hop" of an 
Akamai server [27] 
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2.3 Tools used and important considerations 
 
This section explains the different tools that were used for the execution of the 
project. Some of them could be familiar to the reader but the objective of this 
section is to point out why the selected tool contributed to the project.  
 
One of the most important  was PlanetLab, a platform that allows researchers to 
develop globally distributed measurement and experiments. This project 
focuses on testing CDN request redirection techniques and evaluating their 
performance in a global way.  Thanks to the availability of nodes in many 
regions of the world provided by PlanetLab, several tests could be made from 
different and globally distributed nodes obtaining measurement, with tools such 
as Httperf and traceroute. 
 
2.3.1 PlanetLab  
 
2.3.1.1 PlanetLab the whole thing 
 
PlanetLab established in 2002, is a global network of computers available as a 
testbed (a platform for experimentation of large development projects) for 
computer networking and distributed systems research. Each research project 
runs a "slice” that gives experimenters access to a virtual machines on each 
node attached to that slice. By the time this project was written PlanetLab was 
composed of 1134 nodes at 545 sites. [16] 
 
 
 
Figure 2.6 PlanetLab Logo 
 
2.3.1.2 PlanetLab Important Characteristics 
 
• Most of the machines are hosted by research institutions, although some 
are located in co-location and routing centers.  
• All of the machines are connected to the Internet. 
• All PlanetLab machines run a common software package that includes a 
Linux-based operating system. 
• The software behinds PlanetLab supports distributed virtualization (the 
ability to allocate a slice of PlanetLab's network-wide hardware resources 
to an application). [16] 
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For more information about the principles taken into consideration for designing 
Planet see the Annex B.2. 
 
2.3.1.3 PlanetLab Europe 
 
PlanetLab Europe is the European portion of the publicly 
available PlanetLab testbed and is a part of the OneLab experimental facility. 
Accounts are available to persons affiliated with corporations and universities 
that host PlanetLab nodes. Those who join PlanetLab Europe have access to 
the entire system. 
 
As it was mentioned before any university can joined PlanetLab Europe, the 
steps needed to take in order to become a member are detailed in the Annex 
B.4. 
2.3.1.4 PlanetLab important terminology 
 
The following vocabulary is the one use in PlanetLab and is important to be 
familiarized especially when you are making your firsts steps in the PlanetLab 
testbed. 
 
• Site.  A site is a physical location where PlanetLab nodes are located 
(e.g. Universitat Politecnica de Catalunya).  
• Node.  A node is a dedicated server that runs components of PlanetLab 
services. (e.g. planetlab3.upc.es) 
• Slice.  A slice is a set of allocated resources distributed across 
PlanetLab. To most users, a slice means UNIX shell access to a number 
of PlanetLab nodes. After being assigned to a slice, a user may then 
assign nodes to it. After nodes have been assigned to a slice, virtual 
servers for that slice are created on each of the assigned nodes.(e.g. 
upcple_confine) 
• Sliver.  A sliver is a slice running on a specific node. It is a set of 
allocated resources on a single PlanetLab node. 
• Virtual Server (VServer).  Slivers are currently implemented as Linux-
Vservers, which implements both namespace and performance isolation 
among slivers on a single machine.  
• Principal Investigator (PI).  The Principal Investigator is responsible for 
managing slices and users at each site. Most sites have only one PI 
(typically a faculty member at an educational institution or a project 
manager at a commercial institution). 
• Technical Contact (Tech Contact).  Responsible for installation, 
maintenance, and monitoring of the site's nodes.  
• User.  A user is anyone who develops and deploys applications on 
PlanetLab. PIs and Tech Contacts may also be users. 
• Administrative Contact.  Each site is required to have an Administrative 
Contact who is responsible to handle contracts, invoices, etc. 
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• Authorized Official.  Each site is required to have a person who can 
bind the institution contractually/legally. It is often a provost or contracting 
officer. 
2.3.1.5 Generating SSH Key 
 
PlanetLab uses 1024bit RSA keys for authentication. Access to resources is 
secured through public key encryption. Before having access to any PlanetLab 
Europe nodes, including those at your own site an SSH key pair must be 
created for authentication purposes. SSH key can be generated using 
OpenSSH or PuTTy. 
 
For better understanding of public key encryption see the Annex B.1. 
 
2.3.1.6 Advantages of PlanetLab for the project 
 
• The ability to experiment with new services under real-world conditions, 
and at large scale.  
• The benefits from being widely distributed over the Internet. 
• Having multiple vantage points (position or place that allows one a wide 
or favorable overall view of a situation) from which applications can 
observe and react to the network's behavior,  
• Being in close proximity to many data sources and data sinks. 
• Being distributed across multiple administrative boundaries 
 
2.3.2 Httperf 
 
Httperf is a tool for measuring web server performance. It provides a flexible 
facility for generating various HTTP workloads and for measuring server 
performance. The three distinguishing characteristics of Httperf are its 
robustness, which includes the ability to generate and sustain server overload, 
support for the HTTP/1.1 and SSL protocols, and its extensibility to new 
workload generators and performance measurements [17] 
 
2.3.2.1 Installing Httperf 
 
To install httperf in the PL nodes the following command was used. 
 
sudo yum --nogpgcheck install httperf 
 
Notice that it is needed to be in a super user environment or just type the sudo 
before the yum as it is shown in the example. Yum is the way that packages are 
installed in the fedora distribution that runs on the PL nodes. For practicality 
reasons the gpg check was avoided in the installation. 
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2.3.2.2 Why Httperf 
 
One of the main important aspects that were considered during the project was 
latency, meaning RTT. This is because RTT is a very important measure to 
determinate the whole web page performance, if a reasonable bandwidth is 
taken for granted, and also is out of the scope of the CDN providers. 
 
Httperf is widely used for performing measurements and realizing benchmarks 
tests. However, while the research for the project was done, it was found that 
many researches also use the command ping to determinate the performance 
of a web page or CDN customer.  The advantage of using Httperf for measuring 
the latency is that it is not only consider the Network Layer of the OSI model (as 
pings do) but also the Application Layer (pings do not enter to this layer) 
performance. Httperf creates a connection to the host, sends a request, 
receives the reply, and close the connection. 
 
The output generated at the end of each run test shows the value “Reply time”. 
This attribute gives information on how long it took for the server to respond and 
how long it took to receive the reply, to be precise it measures the time   
between sending the first byte of the request and receiving the first byte of the 
reply. 
 
This tool could be used for many other interesting tests such as concurrent 
connection rates. However for this project was used only for latency 
measurements and all the latency measured were obtained with Httperf. 
 
2.3.3 Dig 
 
“Dig” stands for Domain Information Grouper and is a network administration 
command-line tool for querying Domain Name System (DNS) name servers. 
Dig is useful for network troubleshooting and for educational purposes.  
 
It is also part of the BIND domain name server software suite, so for installing 
dig in the PL nodes the following command was executed. 
 
sudo yum --nogpgcheck install bind-utils 
 
An important part of the experiments performance in the project were to 
determinate the IP addresses of the machines that the CDN uses to redirect 
requests to the closer node. The entire IP discovery was done using the dig 
command. 
 
2.3.4 At 
 
The “at” command is used to schedule commands to be executed once, at a 
particular time in the future. Usually comes as a default feature in Fedora, 
nevertheless the following command will install the latest version. 
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sudo yum --nogpgcheck install at 
 
The “at” command allows to execute scripts repeatedly during a period of time. 
For our project the httperf was executed every minute during a whole day. This 
allows collecting important amount of data to be able to evaluate it later. 
 
2.3.5 AWK 
 
AWK is an interpreted programming language typically used as a data 
extraction and reporting tool. It was used in the project for manipulating the data 
generated by the httperf and traceroute outputs. 
 
2.3.6 Traceroute 
 
Traceroute is a computer network diagnostic tool for displaying the route (path) 
and measuring transit delays of packets across an Internet Protocol (IP) 
network. It was used in the project to determinate the number of hops between 
the PL node and the manually selected surrogate server. 
 
2.3.7 PuTTy  
 
PuTTy is a free and open source terminal emulator application which can act as 
a client for the SSH, Telnet, rlogin, and raw TCP computing protocols and as 
a serial console client. During the project PuTTy was used for two reasons: 
 
• Generating a pair of key: It is needed to generate a Public Key and a 
Private Key to access to PlanetLab nodes.  
• Accessing the nodes slice via Telnet: to be able to run scripts in the 
nodes added in our slice.  
 
For a complete description of the step taken to be able to connect for the first 
time to PlanetLab check the Annex B.5 and B.6 
 
2.3.8 WinSCP 
 
WinSCP is a SFTP client and FTP client for Windows. Its main function is the 
secure file transfer between a local and a remote computer. It uses Secure 
Shell (SSH) and supports, in addition to Secure FTP, also SCP protocol. 
 
WinSCP was used in the project to be able transfer files between PlanetLab 
nodes and a windows PC. 
 
The complete configuration made in WinSCP is in the Annex B.7. 
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CHAPTER 3. EXPERIMENTS 
 
In this section the explanation of the different tests that were performed to 
measure Akamai performance in a global scenario are explained. The objective 
of this project is to evaluate Akamai “nearest” server selection, based on the 
latency response between a PL node and the selected content server.  
 
This chapter is structured as follows. First the selection of an Akamai customer 
is explained and also some peculiarities found in the content distribution 
implementation. Then the setup configuration is explained, detailing the node 
selection, the configurations applied to the PL nodes, the achievement of the 
IPs used by Akamai as possible content provider server and the different test 
that were performed in the project. In section 3.3 a setup validation of the 
testbed architecture is performed. 
 
Finally in section 3.4 the results of the four (4) tests done are shown. The first 
one measures the DNS resolution delay in a CDN environment. The second 
test provides real end-user latency CDN experience in a global environment. 
The third test compares the delay experience by a CDN and non-CDN 
webpage. The final test identifies a relationship between the number of hops 
and the latency experience in a CDN content distribution approach. 
 
3.1 First Steps  
 
The objective of this project is to measure the global performance of CDNs, in 
particular the Akamai CDN. In order to do this an Akamai customer was 
considered for the tests. 
 
The customer chosen was ESPN, because it claims themselves as “The 
Worldwide Leader in Sports” with presence in many countries and all the 
continents, also uses Akamai CDN to delivery content worldwide. ESPN is an 
American global cable television network focusing on sports-related 
programming including live and recorded event telecasts, sports talk shows, 
and other typical sports programming. [18] 
Besides being a cable operator it also offers sports news worldwide via web and 
is one of top 100 most visited pages. [24] 
 
The following table summarizes the presence of ESPN in the whole world and 
the recommended web pages for a specific location or area. 
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Table 3-1 ESPN Global Presence 
Web Site Editions 
Server for 
images 
Akamai 
CDN Akamai domain 
Asia 
www.espnstar.com Asia espnstar.com No   
www.espnstar.com Indonesia espnstar.co.id No   
www.espnstar.com India espnstar.com No   
www.espnstar.com Malaysia espnstar.my No   
www.espnstar.com.cn China espnstar.com.cn No   
www.espnstar.com.tw Taiwan espnstar.com.tw No   
sbsespn.sbs.co.kr South Korea 
img.medianet.sbs.
co.kr No   
            
America 
www.espn.com.br Brazil 
contenti1.espn.co
m.br Akamai a1638.g.akamai.net 
espndeportes.espn.go.com 
Argentina 
Colombia 
Mexico 
Venezuela 
espndeportes-
assets.espn.go.co
m 
a.espncdn.com 
Akamai a28.g.akamai.net 
a1589.g.akamai.net 
espn.go.com USA 
a.espncdn.com 
a1.espncdn.com 
a2.espncdn.com 
a3.espncdn.com 
a4.espncdn.com 
Akamai a1589.g.akamai.net 
            
Africa 
espn.go.com USA 
a.espncdn.com 
a1.espncdn.com 
a2.espncdn.com 
a3.espncdn.com 
a4.espncdn.com 
Akamai a1589.g.akamai.net 
www.espnclassic.com 
Africa 
Europe 
USA 
espn-
main.s3.amazona
ws.com 
Amazon
AWS 
s3-directional-
w.geo.amazonaws.c
om 
            
Oceania www.espn.com.au 
Australia 
New 
Zealand 
espn.com.au No   
            
Europe 
www.espn.co.uk United Kingdom espn.com.uk No   
tv.espn.co.uk/oo/espl/home United Kingdom 
espn-
main.s3.amazona
ws.com 
Amazon
AWS 
 s3-directional-
w.geo.amazonaws.c
om 
www.espnamerica.com United Kingdom 
espn-
main.s3.amazona
ws.com 
Amazon
AWS 
 s3-directional-
w.geo.amazonaws.c
om 
www.espnclassic.com Europe 
espn-
main.s3.amazona
ws.com 
Amazon
AWS 
 s3-directional-
w.geo.amazonaws.c
om 
 
 
As it can be observed ESPN offers specialized webpages for specific locations. 
However not all the webpages images distribution are provided by Akamai 
CDN.  For example,  the United Kingdom edition of www.espnclassic.com uses 
an Amazon Web Services solution branded as Amazon S3 (Simple Storage 
Service). In other regions such as Asia there is no presence of Akamai CDN. 
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Probably because for some specific regions the demand is not so high to 
implement a CDN solution, or the solution implemented uses other CDN 
configuration than the proposed by Akamai, and so it takes no part in this 
project. The ESPN web services implementation strategy is out of the scope of 
this project. 
 
This project is focused on testing the Akamai CDN globally with particular 
interest in evaluation the performance of the “fetchability” of images (usually 
distributed by the CDNs providers). Images are the predominant object being 
fetched by user, studies show that for similar sport web pages can represent 
more than 85% of the request according to [25].  
 
Of the domains identify for images detailed in the previous table, the selected 
one was a.espncdn.com  (for timing reasons only one domain was tested).This 
server is present in the web page espn.go.com (nowadays positioned as one of 
the 100 most popular website according to Alexa, the web Information 
Company [24]) and also it is used in the Latin America web page 
espndeportes.espn.go.com as an alternative valid name server to fetch 
specific images. 
 
3.1.1 The Americas Solution 
 
An interesting observation considering Table 3-1 is how ESPN resolves the 
distribution of images to the different sites they offered. 
 
The three webpages for America’s solution are: 
 
• www.espn.com.br: A site specialized on Brazilian sport news. The 
images are served by contenti1.espn.com.br that is part of the Akamai 
CDN with the correspondent domain in Akamai, a1638.g.akamai.net. 
The international section offered by the web page also has their own 
edition and the images used for a particular article are different than the 
one used by other EPSN sites for the same article news. 
 
• espndeportes.espn.go.com: This site offers 4 different editions 
(Argentina, Colombia, Mexico, and Venezuela). Each edition offers 
specific local news but they share the international news. Images that are 
used for the local news are hosted in the server espndeportes-
assets.espn.go.com that has the Akamai domain a28.g.akamai.net. 
However some images are retrieved from a.espncdn.com that has 
another Akamai domain, a1589.g.akamai.net. 
 
• espn.go.com: The worldwide ESPN web page uses the server 
a.espncdn.com with the correspondent Akamai domain 
a1589.g.akamai.net. As it can be notice, is the same server used by the 
web espndeportes.espn.go.com for retrieving some specific images. 
However, many cases were found that the same image for the same 
article news is replicated in both servers; in fact in some cases the 
resolution and quality of images are different also.  
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The following example shows how a specific image of different 
characteristics has presence in both domains.  
 
The URL where the images were obtained is specified as follows: 
 
 
http://a.espncdn.com/design05/images/2012/1017/englandvpolandjermai
ndefoe20121017_134x75.jpg 
 
 
 
Size: 9.68KB 
Dimensions: 134x75 
 
Figure 3.1 espncdn image 
 
 
http://espndeportes-
assets.espn.go.com/2003/photos2012/1017/a_Defoe_134.jpg 
 
  
 
Size: 7.92KB 
Dimensions: 134x75 
 
 
Figure 3.2 espndeportes-assets.espm.go.com image 
 
 
So it can be concluded that:  
 
• The Brazilian Site is completely independent from other ESPN site and it 
has his own customer number at Akamai. (As it was mentioned in section 
2.2.4, Akamai redirection includes the customer number in the domain 
name). 
 
• The Latin America Site (espndeportes.espn.go.com) and the Global Site 
(espn.go.com) for some cases share the same domain in Akamai. 
However it is not optimized because images can be found in both 
Akamai domains (a1589.g.akamai.net and a28.g.akamai.net). 
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3.2 Experiment Setup 
 
This section describes everything related to the configuration of the testbed. 
Including the selection of the nodes, the proper installations of the tools and a 
detailed explanation of the different tests performed. 
 
3.2.1 Network Terminology 
 
To start with, it is important to state the terminology used during the 
experimental section. 
• Latency:  
- Upload: Time to get a bit from client to server. 
- Download: Time to get a bit from server to client. 
- Round Trip Time (RTT): Upload Latency + Download Latency 
• Packet Loss Ratio (PLR): Average percentage of packet lost. 
• Effective Bandwidth: Real Upload/Download speed, after RTT and PLR. 
• Hops: is the step from one router to the next, on the path of a packet on 
any communications network. 
• Number of Hops: is the total number of steps along the path from source 
to sink. 
• Time To Leave (TTL): is a mechanism that limits the lifespan or lifetime 
of data in a computer or network. TTL may be implemented as a counter 
or timestamp attached to or embedded in the data. Once the prescribed 
event count or timespan has elapsed, data is discarded. 
 
3.2.2 Selecting the nodes 
 
To have global reachability at least one node in each continent is necessary. It 
was decided to use 10 nodes and their locations are shown in the Table 3-2. 
 
 
Table 3-2 Node selection 
  PlanetLab Node Country Region 
A planetlab2-saopablo.lan.redclara.net Brazil LATAM 
B planetlab1-santiago.lan.redclara.net Chile LATAM 
C plnode01.cs.mu.oz.au Australia Oceania 
D pl2.planetlab.ics.tut.ac.jp Japan Asia 
E planetlab2.esprit-tn.com Tunisia Africa 
F ple1.cesnet.cz Czech Republic  Europe 
G planetlab2.upm.ro Rumania Europe 
H planetlab4.cs.st-andrews.ac.uk United Kingdom Europe 
I planetlab1.temple.edu United States North America 
J pllx2.parc.xerox.com United States North America 
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The following map shows the geographical location of each of the PL nodes. 
 
 
 
Figure 3.3 PlanetLab global node selection distribution 
 
 
To be able to grant telnet access to the nodes (via PuTTy) first they need to be 
incorporated to a specific slice via the PlanetLab Europe web interface 
(www.planet-lab.eu/). This web page offers a slice management where one of 
the available options is to incorporate nodes to a slice.  
 
This web also provides visibility of the nodes that are currently in the slice, but it 
also shows the entire database of available nodes that could be added. The 
telnet access is not immediate and at least a waiting time of 2 to 4 hours after 
the web incorporation should be considered to be able to have telnet access. 
 
The following image shows the PlanetLab web user interface. 
 
 
 
Figure 3.4 Planet Lab user view 
28  Global evaluation of CDNs performance using PlanetLab 
3.2.3 Installing the tools 
 
Once the node access has been granted, the next step is to install the tools that 
will be used for the testing. Check  annex C for a full description of the steps 
made to install the different tools used in the project. 
 
3.2.4 Determining the servers 
 
As mentioned before the Fully Qualified Domain Name (FQDN) used by ESPN 
to retrieve images was a.espncdn.com. So to be able to determinate the best 
server associated to each of the selected PL nodes,  the dig command was 
used. 
 
The following chart shows the output of executing dig a.espncdn.com in one of 
the selected nodes. 
 
[upcple_confine@planetlab2 ~]$ dig a.espncdn.com 
 
; <<>> DiG 9.7.4-P1-RedHat-9.7.4-2.P1.fc14 <<>> a.espncdn.com 
;; global options: +cmd 
;; Got answer: 
;; ->>HEADER<<- opcode: QUERY, status: NOERROR, id: 57339 
;; flags: qr rd ra; QUERY: 1, ANSWER: 4, AUTHORITY: 8, ADDITIONAL: 0 
 
;; QUESTION SECTION: 
;a.espncdn.com.                 IN      A 
 
;; ANSWER SECTION: 
a.espncdn.com   289 IN CNAME   a.espncdn.com.edgesuite.net. 
a.espncdn.com.edgesuite.net.  21589 IN  CNAME     a1589.g1.akamai.net. 
a1589.g1.akamai.net.             13     IN     A       77.232.217.115 
a1589.g1.akamai.net.             13     IN     A       77.232.217.112 
 
;; AUTHORITY SECTION: 
g1.akamai.net.            17587   IN      NS      n2g1.akamai.net. 
g1.akamai.net.           17587   IN      NS      n3g1.akamai.net. 
g1.akamai.net.              17587   IN      NS      n4g1.akamai.net. 
g1.akamai.net.             17587   IN      NS      n5g1.akamai.net. 
g1.akamai.net.           17587   IN      NS      a0g1.akamai.net. 
g1.akamai.net.             17587   IN      NS      a1g1.akamai.net. 
g1.akamai.net.               17587   IN      NS      n0g1.akamai.net. 
g1.akamai.net.           17587   IN      NS      n1g1.akamai.net. 
 
;; Query time: 1 msec 
;; SERVER: 193.226.19.33#53(193.226.19.33) 
;; WHEN: Fri Oct 19 15:07:54 2012 
;; MSG SIZE  rcvd: 286 
 
 
The following information can be identified. 
 
• a.espncdn.com uses a CDN of Akamai 
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• a.espscdn.com has the CNAME a.espncdn.com.edgesuite.net that will 
be used as an alias, enabling the DNS server to redirect lookups to the 
new domain. 
• The domain used by Akamai to manage ESPN’s CDN, is 
a1589.g1.akamai.net. 
• The two best servers selected by Akamai to retrieve the content 
according to the node location in the network are; 77.232.217.115 and 
77.232.217.112. 
• The TTL for the next load-balancing will be in 13 seconds (as mentioned 
before the TTL used by Akamai is 20 seconds, so values between 0-20 
can be expected). 
• There are at least 8 Low-Level DNS Servers used by Akamai for this 
domain (e.g. n0g.akamai.net). 
• Query Time: The resolution time of the query was of 1msec. Notice that 
this is the time expended in consulting the cache and not the resolution 
of the IP mapping. As the TTL is still valid (less than 20 seconds) there is 
no need to resolve the IP mapping in a different level. 
• IP of the LDNS: The local DNS IP address is 193.226.19.33. 
• Date: When the command was executed. 
 
By repeating this test for the ten selected PL nodes the whole database of 
possible content servers IPs was obtained. The results are summarized in the 
following table. 
 
 
Table 3-3 IP mapping 
  PlanetLab node Country Region Akamai’s Choice 
A planetlab2-saopablo.lan.redclara.net Brazil Latam 189.45.253.235 
189.45.253.233 
B planetlab1-santiago.lan.redclara.net Chile Latam 189.45.253.235 
189.45.253.233 
C plnode01.cs.mu.oz.au Australia Oceania 203.13.161.16 
203.13.161.9 
D pl2.planetlab.ics.tut.ac.jp Japan Asia 96.17.180.160 
96.17.180.153 
E planetlab2.esprit-tn.com Tunisia Africa 213.254.248.144 
213.254.248.136 
F ple1.cesnet.cz Czech Republic  Europe 
80.239.200.8 
80.239.200.35 
G planetlab2.upm.ro Rumania Europe 77.232.217.115 
77.232.217.112 
H planetlab4.cs.st-andrews.ac.uk United Kingdom Europe 
92.122.126.131 
92.122.126.154 
I planetlab1.temple.edu United States North America 23.15.7.90 
23.15.7.162 
J pllx2.parc.xerox.com United States North America 23.61.195.91 
23.61.195.121 
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As it can be observed from Table 3-4, Akamai determinates two best servers to 
each PL node. To be able to perform the test one of them was chosen, the 
selected one is shown in bold.  
 
3.2.5 Defining the tests 
 
Four (4) different tests were performed to analyze Akamai DNS redirection 
technique. These tests were: 
 
• DNS Resolution Time 
• CDN global latency performance 
• Non CDN latency performance 
• Relationship between CDN latency and number of hops. 
3.2.5.1 Objective  
 
Determine if Akamai server choice was adequate in term of latency. To evaluate 
this, the Akamai selected server was compared with other available servers that 
can also retrieve the same image and belong to Akamai surrogates available 
servers. The database of possible servers was obtained in section 3.2.4. 
 
The results obtained for the CDN distributed customer (ESPN) were compared 
with a web page that does not distribute their content via CDN. Instead it uses a 
centralized Internet hosting where the local ISP (or access provider) connects 
the hosting servers to the Internet and makes the content accessible. Finally, 
the last test tries to identify a correlation between the latency values and the 
number of hops in the path between the PL nodes and the selected server. 
3.2.5.2 Using Httperf 
 
Httperf was used to measure the latency between one of the selected nodes of 
PL and a target server. 
 
The retrieved image selected for the CDN latency performance test was: 
 
 
Size: 3.89 KB 
Dimensions: 110x62 
 
Figure 3.5 Selected image for the CDN test 
 
Located at:  
 
http://a.espncdn.com/photo/2010/0319/espn_g_hockey_fans1_sw_110.jpg 
 
The Httperf command used was: 
 
 
Experiments   31 
httperf--server a.espncdn.com –-uri 
 /photo/2010/0319/espn_g_hockey_fans1_sw_110.jpg 
 
The retrieved image selected to the Non-CDN latency performance test was: 
 
 
 
 
 
Size: 10.2KB 
Dimensions: 225x148 
 
 
 
 
Figure 3.6  Selected image for the Non-CDN test 
 
Located at: 
 
http://www.elobservador.com.uy/upload/fotos/225x148/2012/08/26/recoba_240
006.jpg 
 
The Httperf command used: 
 
Httperf --server elobservador.com.uy --uri 
/upload/fotos/225x148/2012/08/26/recoba_240006.jpg 
3.2.5.3 Developed Scripts 
 
The following shell scripts were implemented to be able to perform the different 
test: 
 
• scriptHttperf.sh 
• scriptTrace.sh 
• readHttperf.sh 
• readTrace.sh 
• getInfoHttperf.sh 
• getInfoTrace.sh 
• at.sh 
 
To understand the purpose of each script go to Annex D.1 and to see the 
implementation of the scripts go to Annex D.2. 
 
3.2.5.4 DNS Resolution Time Test 
 
The aim of this test is to obtain the time for the CDN’s internal DNS system to 
provide the PL node the address of the best CDN content server. The following 
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figure shows the messages exchanged between the different components to be 
able to obtain the IP address mapped to the domain.  
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Figure 3.7 DNS resolution test 
 
 
To obtain a representative value of the average time that will take user to obtain 
the IP address of the best server available in a certain moment, a statistical test 
was performed. The number of samples used in this test was 1440. As 
mentioned before the TTL provided by Akamai to the LDNS is 20 seconds, so 
the measurements need to be performed at least with a separation of 20 
seconds between them. The separation of the sample chosen was 1 minute.  
The results of the 10 selected PL node obtained are shown in section 3.4.1 - 
DNS resolution delay. 
 
3.2.5.5 CDN latency performance Test 
 
In this test the global performance of the Akamai CDN was evaluated. Httperf 
was used to measure the time that takes a PL node to fetch the image from a 
server selected by Akamai.  
 
Not only was the Akamai choice server measured but also the response of 
other available content servers. The following image shows the representation 
of the test. 
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Figure 3.8 CDN performance test 
 
 
By comparing the results obtained for the different servers, the global 
performance of Akamai can be evaluated. The results obtained are shown in 
section 3.4.2.1 Akamai CDN performance. 
 
3.2.5.6 Non CDN latency performance Test 
 
In this test the performance of a Non-CDN web page was tested from the same 
nodes used in the Akamai test (CDN latency performance).  
 
The web page chosen was www.elobservador.com.uy. This web page 
represents the digital edition of the newspaper “El Observador”, that is one of 
the most popular in Uruguay. The web page is ranked globally 19.704 and holds 
the 13th position in Uruguay according to [26]. However, this webpage does not 
use a CDN distribution. This can be observed in the output of the dig command. 
 
[upcple_confine@planetlab4 ~]$ dig elobservador.com.uy 
;; flags: qr rd ra; QUERY: 1, ANSWER: 1, AUTHORITY: 2, ADDITIONAL: 0 
;; QUESTION SECTION: 
;elobservador.com.uy.           IN      A 
;; ANSWER SECTION: 
elobservador.com.uy.    300     IN      A       50.97.68.242 
;; AUTHORITY SECTION: 
elobservador.com.uy.    3600    IN      NS      ns1.netgate.com.uy. 
elobservador.com.uy.    3600    IN      NS      ns2.netgate.com.uy. 
 
;; Query time: 933 msec 
;; SERVER: 138.251.206.2#53(138.251.206.2) 
;; WHEN: Sun Oct 28 19:32:40 2012 
;; MSG SIZE  rcvd: 97   
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By using the same PL nodes defined in the previous section, the latency delay 
from the PL nodes to the unique IP address 50.97.68.242 (obtained through the 
dig command) was measured. 
 
The following images show the representation of the test and the distance in a 
global map between the PL nodes and the destiny IP address (identify with the 
green point in the map shown in Figure 3.10) 
 
 
 
Figure 3.9 Non-CDN test description 
 
 
Figure 3.10 Distances between PL nodes and the Non-CDN web page  
 
The results of the local web latency were compared with the result obtained in 
the Akamai web page. This comparison is shown in section 3.4.2.2. 
3.2.5.7 Relationship between CDN latency and number of hops Test 
 
Finally the relationship between the latency values and the number of hops in 
the path of a selected PL nodes and the server chosen by Akamai was 
measured.  
The following image shows a representation of this test. 
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Figure 3.11 Latency versus number of hops test 
 
The objective of this test is to identify, if exists, a relationship between this two 
measures and also identify if this relationship is worldwide or just apply to 
certain regions. 
 
To determine a relationship, the linear correlation was considered. In a linear 
relationship, the closer to a straight line the points fall the stronger the 
relationship is. The number called “Pearson product-moment correlation 
coefficient” defined as “r”, was used. This coefficient represents how well the 
data fits to a straight line, The Pearson product-moment correlation coefficient  
values, are always between -1 and 1. One is a perfect positive linear 
correlation. Negative one is a perfect negative linear correlation. If the 
correlation is zero or close to zero, there is no linear relationship between the 
variables. 
 
A guide line to “r” values is shown in the following table. 
  
 
Table 3-4 Correlation guidance 
Value Description 
1.0 Perfect Positive Correlation 
0.99 - 0.7 Strong/High Positive Correlation 
0.69 - 0.3 Moderate Positive Correlation 
0.29 - 0.1 Weak/low positive Correlation 
0.09 - 0.0 No or Random Correlation 
0.0 - (-) 0.09 No or Random Correlation 
(-) 0.1 - (-) 0.29 Weak/low negative Correlation 
(-) 0.3 -  (-) 0.69 Moderate Negative Correlation 
(-) 0.7 - (-) 0.99 Strong/High Negative Correlation 
(-) 1.0 Perfect Negative Correlation 
 
 
The coefficient of determination, r², is a measure of how much the variation in 
the independent “x” variable explains the variation in the dependent “y” variable. 
The result, which is always between 0 and 1 inclusive, is often expressed as a 
percentage and is better to understand correlation values. 
 
The results obtained for this test are shown in section 3.4.2.3 CDN Latency 
responses compared with the number of hops.  
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3.3 Setup Validation 
 
3.3.1 Objective 
 
To be able to contribute with interesting conclusions after analyzing the results 
obtained, the testbed methodology and the used tools had to be validated. 
 
Using the different tools explained in the previous chapter, the first milestone to 
achieve was to reproduce the result obtained by a recognized paper in the 
telecommunication community. 
 
The chosen paper was “The Measured Performance of CDN” [19]. Although this 
paper is quite old (May 2000) it has been referenced by numerous other papers 
in the community [9, 10, 20] since it was released. Also it is easy to mount a 
similar scenario using PlanetLab nodes and to obtain similar results. The values 
obtained by the author are impossible to replicate and the conclusions acquired 
also might have changed due to improvements over more than 10 years. 
However the methodology used is still valid and the aim of this section is to 
compare the results and verify a reasonable behavior. 
 
The first thing to determinate was the PL nodes used for the test. The following 
table shows the places defined by Johnson [18] compared with the nearest PL 
nodes selected to replicate the test. 
 
 
Table 3-5 Node selection comparison 
Johnson Criteria Replicated Scenario 
Node Geographic location PL Node Region 
A, X Waltham, Massachusetts planetlab1.cs.umass.edu Amherst, Massachusetts 
B, Y Cambridge, Massachusetts pluto.cs.brown.edu Providence, Rhode Island 
C, Z Boulder, Colorado planetlab1.cs.du.edu Denver, Colorado 
  
 
The following image shows the geographical distribution for the three selected 
nodes. 
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Figure 3.12 Geographical node distribution  
 
 
As it can be observed from the previous images the node selection chosen by 
Johnson is not distributed all over United States. The reason of the node 
selection is not explained in the paper but the idea is not to improve the results, 
but to reproduce the results and verify the behavior. 
 
The next step was to evaluate the performance of the “best server” selection 
made by Akamai. Once again using the command “dig” in different PL nodes 
(United States nodes were used to perform the tests) the following IP address 
were obtained resolving the FQDN. 
 
Table 3-6 Available Servers IP 
Host Region Servers 
planetlab1.cs.du.edu Denver, Colorado 130.253.103.5 
130.253.103.6 
planetlab1.cs.umass.edu Amherst, Massachusetts 128.119.66.142 
128.119.66.135 
pluto.cs.brown.edu Providence, Rhode Island 198.7.236.234 
198.7.236.241 
planetlab1.temple.edu Ambler, Philadelphia 
23.15.7.90 
23.15.7.162 
pllx2.parc.xerox.com Palo Alto, California 
23.61.195.91 
23.61.195.121 
planetlab3.cs.columbia.edu New York, New York 
128.59.47.216 
128.59.47.214 
planetlab2.cs.uoregon.edu Monmouth, Oregon 
96.17.109.114 
96.17.109.90 
planetlab1.mnlab.cti.depaul.edu Chicago, Illinois 
204.203.18.162 
204.203.18.171 
planetlab6.cs.uiuc.edu Champaign, Illinois 
72.36.126.57 
72.36.126.49 
planetlab1.cs.unc.edu Chapel Hill, North Carolina 
204.85.32.89 
204.85.32.97 
 
 
Having ten available IP address to be able to fetch content distributed on the 
Akamai CDN, an Httperf testbed was performed to evaluate the latency in the 
different servers and compare them with the results obtained by Johnson. [18] 
 
The test consisted on performing Httperf requests every minute during a whole 
day. This provides sufficient data to be able to identify tendencies. 
 
3.3.2 Results Obtained  
 
The following section shows the results obtained for the test explained in the 
previous section. 
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The results obtained by Johnson [18] concluded that, although Akamai selection 
mechanism was very close to determine the optimal server, some available 
servers were found that perform better in terms of latency. He concluded that 
95% of the time the Akamai had obtained the best server or was very close to 
the best. 
 
The measures obtained in this project show some similarities to the ones 
obtained by Johnson [18] but also some differences. 
 
As an example, the following table shows a summary of the results obtained for 
the PL node planetlab1.cs.umass.edu. 
 
 
Table 3-7 Statistical Results node planetlab1.cs.umass.edu 
Hosts Min Value 
Max 
Value Average 
Std. 
Deviation Median 
130.253.103.5 29.00 348 49.80 9.552 48.30 
Akamai Choice 0.10 202.4 3.00 7.069 1.10 
198.7.236.234 0.10 214.3 10.17 7.599 8.80 
23.15.7.90 0.90 236.2 17.90 10.109 16.30 
23.61.195.91 74.20 169.8 92.39 6.102 90.90 
128.59.47.214 0.10 274.5 11.29 8.854 9.90 
96.17.109.114 66.70 3832.1 93.07 157.409 82.70 
204.203.18.162 45.00 391 85.21 16.390 83.50 
72.36.126.57 12.00 258.2 32.53 9.234 30.60 
204.85.32.89 2.90 249.5 25.97 9.457 23.90 
 
 
The Cumulative Distribution Function (CDF) for the different nodes is shown in 
next image. 
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Figure 3.13 CDF for planetlab1.cs.umass.edu 
 
The previous table and graph shows that the performance of Akamai has clearly 
improved. Not only in terms of latency (Johnson [18] concluded that the best 
server responds in 128ms or less, almost 95% of the times.) but also in terms of 
the selection mechanism. This can be concluded because in the results 
obtained for this project the choice made by Akamai was the best. However 
there were some instants (e.g. the server selected by Akamai obtained a 
maximum value of 202 ms) where the chosen server was not the best one, and 
other server could be selected.  
 
Another important consideration to mention is that in the test performed in this 
project only nine (9) additional serves were considered to evaluate with the 
Akamai choice. While in the test performed by Johnson, he used a collection of 
45 name server thought out North America. Johnson also considered a sample 
size of 100 samples while in the methodology used in this project 1440 samples 
were studied during a whole day, considering day and night hours (where load 
can be significantly differently). 
 
In spite of the difference in the test configuration, it can be concluded that the 
testbed methodology is completely valid for performing CDN measurements 
and able to identify strengths and weakness of the CDN implementation.  
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3.4 Results 
 
Different tests were done during the execution of the project to evaluate CDN 
server selection performance. 
 
In assessing a CDN, it is necessarily to accurately and comprehensively 
measure its delay performance. A CDN has two major delay components: 
 
• DNS resolution delay: The time for the CDN’s internal DNS system to 
supply the client the address of the best CDN content server. 
• Content Server delay: The RTT between the client and the selected CDN 
server. 
 
As the whole end-user experience is evaluated in this project, tests for both 
delays were performed as it was explained in section 3.2.4 
 
3.4.1 DNS resolution delay 
 
The first sets of results examine the DNS lookup time to obtain the IP address 
of the specific CDN selected server. Table 3-8 shows the results of this study 
performed on October 2012, during a whole day with a total of 1440 samples 
per PL node. A statistical analysis of the data obtained was done, the following 
statistical measures were considered to evaluate the results: 
 
• Min. Value: Minimal value of the data set. 
• Max. Value: Maximal value of the data set. 
• Average (confidence interval of 95%): the average of the whole sample 
and the 95% lower and upper limits. 
• Standard Deviation: a measure to show the variation or dispersion from 
the average. 
• Median: The central or middle value in a data set. 
 
Also the error percentage is shown to be able to determinate the veracity of the 
statistical data. 
 
The following table shows the results obtained for the DNS resolution delay for 
each of the PL nodes. 
 
Table 3-8 DNS resolution delays 
  
DNS Response Time 
Host Country 
Min. 
Value 
Max. 
Value 
Avg (conf.inter. 
95%) 
Std. 
Deviation Median 
Error 
% 
saopablo.lan Brazil 9 691 136.43 ± 5.96 115.41 125 0.00% 
santiago.lan Chile 56 770 189.00 ± 5.90 114.19 172 0.00% 
cs.mu.oz.au Australia 51 4378 147.50 ± 11.16 216.03 75 0.00% 
ics.tut.ac.jp Japan 12 4677 76.84 ± 12.37 238.68 49 0.63% 
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esprit-tn.com Tunisia 16 925 111.00 ± 4.95 95.87 67 0.00% 
cesnet.cz 
Czech 
Republic  16 1024 66.26 ± 4.85 93.85 30 0.21% 
fhi-fokus.de Germany 23 366 58.88 ± 3.48 67.31 25 0.00% 
andrews.ac.uk United Kingdom 14 893 49.94 ± 3.54 68.57 16 0.00% 
temple.edu 
United 
States 1 2078 36.60 ± 6.52 126.14 11 0.00% 
parc.xerox.com 
United 
States 6 560 38.75 ± 2.68 51.78 28 0.00% 
 
 
In the next figure the Cumulative Distribution Function (CDF) is shown. The 
CDF describes the probability of a real-valued variable X (in this case the 
latency or delay measured in milliseconds) with a given probability distribution 
will be found at a value less than or equal to x. 
 
 
 
 
Figure 3.14 DNS resolution delay 
 
As it can be observed in table 3-8 the latency response is much more different 
depending on the country. It can be said that there are countries that have 
better performance than others. The better responses were found in United 
States. Also a good performance was found in the United Kingdom PL node.  
Next best zone was Europe followed by the Japan node. The worst country 
latency responds was found in South America.  
 
To summarize we can distinguish seven (7) different performance zones. These 
zones were defined considering the average latency value with a confidence 
interval of 95%. To identify a new zone the whole interval of confidence was 
compared. Where no overlapping was found between the limit values, a new 
zone was defined.   
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The following table shows the identified zones for the test performed. 
 
 
Table 3-9 Zones DNS delay performance 
Rank Zones Performance 
Worst Value 
(95%) 
Best Value 
(95%) 
1 United States Excellent 43 30.08 
2 United Kingdom Very Good 53 46.40 
3 Europe Good 71 49.44 
4 Japan - Asia Good-Regular 89 64.47 
5 Tunisia - Africa Regular 116 106.05 
6 Australia - Oceania Bad 159 136.34 
7 LATAM Very Bad 195 130.47 
 
 
The performance categorization is not based on previous studies and is just a 
way to distinguish the performance of the DNS resolution between the different 
zones. 
 
It can be concluded that the DNS resolution techniques used by Akamai 
perform are much better in United States and Europe and not so well in Latin 
American countries. This could be due to the expected user satisfaction which 
changes between countries. Also the number of connections that Akamai has in 
different countries plays an important role. Akamai is a North American 
company and it is reasonable that the biggest infrastructure investments were 
made in the USA. In fact they have been expanding their reachability over the 
years to increase worldwide experience. 
 
The following image illustrates a world map, which shows countries with 
percentage connections to Akamai greater than 5 Mbps. (sliding scale with light 
blue showing 100%). [28] 
 
 
Figure 3.15 Akamai worldwide penetration of connection greater than 5 Mbps 
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3.4.2 Content Server Delay 
 
DNS resolution is one the most important aspects to evaluate in a CDN. 
However to replicate a possible end-user experience a more realistic test is to 
evaluate the performance of fetching an object from the best server selected by 
Akamai, and measure the latency obtained from that particular server. 
 
To be able to distinguish the benefits of performance introduced by the CDN a 
second test was done to evaluate a web page without CDN distribution.  
According to Akamai, it is possible to improve latency by at least a factor of 10 
compared to centralize Internet hosting. [23] 
 
3.4.2.1 Akamai CDN performance 
 
This test was explained in section 3.2.5.5, and the results obtained were the 
following. 
 
First the worldwide performance was evaluated, the results are summarized in 
the next table. 
 
 
Table 3-10 Akamai CDN performance 
Host Country Akamai was Best 
planetlab2-saopablo.lan.redclara.net Brazil NO 
planetlab1-santiago.lan.redclara.net Chile NO 
plnode01.cs.mu.oz.au Australia YES 
pl2.planetlab.ics.tut.ac.jp Japan YES 
planetlab2.esprit-tn.com Tunisia NO 
ple1.cesnet.cz Czech Republic  NO 
planetlab2.upm.ro Rumania YES 
planetlab4.cs.st-andrews.ac.uk United Kingdom YES 
planetlab1.temple.edu United States YES 
pllx2.parc.xerox.com United States YES 
 
 
Once again it can be observed that Akamai server selection performed better in 
certain regions. The third column it is specify, if the server chosen by Akamai 
was the best in terms of latency response. To provide a more representatively 
data analysis the CDF of three (3) different scenarios are shown as follows: 
 
• Where Akamai made a bad decision. 
• Where the decision made by Akamai was not the best but it was very 
close and the difference will not be perceived by the user. 
• Where the decision made by Akamai was by far  the best. 
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Figure 3.16 Akamai bad choice example 
 
 
Figure 3.17 Akamai in the best options example 
 
 
Figure 3.18 Akamai good choice example 
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A summary of the results obtained and the CDFs of the entire PL node selection 
are presented in Annex E. 
 
One more time it can be concluded that there are certain regions where Akamai 
made very good decisions but others where the decisions are not good enough. 
Notice that in the test presented Akamai choices was compared with only other 
nine (9) available servers. However a certain tendency can be observed and the 
weakness of the system were identified. 
 
3.4.2.2 Akamai versus Local Web Page 
 
The first interesting thing to show before comparing the performance of both 
web pages is the overall result obtained for the webpage elobservador.com.uy. 
(a local web page of Uruguay).  
 
The CDF obtained from the different PL nodes is shown in the following image. 
 
 
Figure 3.19 elobservador.com.uy CDF for PL nodes 
 
 
In spite of some nodes such as planetlab2-saopablo.lan.redclara.net or 
planetlab1-santiago.lan.redclara.net are closer in terms of geographical 
distance, they do not perform better than nodes of United States or Europe. 
 
Another interesting thing to observe is the difference in response time between 
United States nodes.  Looking at the CDF it can be said that for the 
pllx2.parc.xerox.com (west coast) node, 60% of the samples are below 40 ms 
while the planetlab1.temple.edu (east coast) node, 60 % of the sample are 
below 200ms. This shows that the path chosen, in spite of being in the same 
country, was different and probably the peering agreement between the ISP 
providers in each side is also different. 
 
The following table summarized the results obtained from the comparison of 
Akamai performance and the webpage elobservador.com.uy. 
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Table 3-11 CDN vs. Non-CDN comparison 
Host 
CDN Latency (Avg 
(conf.inter. 95%)) 
Non-CDN Latency 
(Avg (conf.inter. 
95%)) CDN vs Server 
planetlab2-
saopablo.lan.redclara.net 225.8  ± 1.3  175.9  ± 15.8  -14.62% -29.50% 
planetlab1-
santiago.lan.redclara.net 235.6  ± 2.4  193.0  ± 3.5  -15.74% -20.33% 
plnode01.cs.mu.oz.au 109.8  ± 6.0  308.3  ± 16.3  212.81% 152.26% 
pl2.planetlab.ics.tut.ac.jp 151.9  ± 9.9  202.9  ± 15.8  54.03% 15.65% 
planetlab2.esprit-tn.com 120.0  ± 13.9  262.5  ± 18.3  164.66% 82.29% 
ple1.cesnet.cz 108.3  ± 4.9  157.9  ± 15.5  67.68% 25.94% 
planetlab2.upm.ro 8.2  ± 0.0  212.8  ± 15.6  2694.34% 2306.54% 
planetlab4.cs.st-
andrews.ac.uk 12.7  ± 0.1  150.6  ± 15.8  1219.09% 959.85% 
planetlab1.temple.edu 9.6  ± 0.4  70.5  ± 15.9  838.70% 447.92% 
pllx2.parc.xerox.com 21.1  ± 0.0  67.3  ± 15.8  294.14% 143.48% 
 
 
The comparison was done by considering the average latency value of the 
sample with a confidence interval of 95% in both cases, for CDN and non-CDN. 
In the last column a percentage relationship was done to identify in which zones 
the CDN obtained better results.  
 
A huge difference of performance is shown depending on the zones. From a – 
{29% - 14%} in the Sao Pablo node to the {2306% - 2694%} in the Romanian 
node. As mentioned before Akamai claims that it is possible to improve latency 
by at least a factor of 10 compared to a centralize Internet hosting. [23] 
However it can be concluded that this statement is true for certain nodes such 
as planetlab4.cs.st-andrews.ac.uk,   but not for the rest of the chosen nodes. To 
make matter worse, some zones served by CDNs presented worse 
performance than for the non-CDN web page.  
 
The following image show the CDF for three (3) selected nodes to illustrate the 
difference explained before. 
 
 
Figure 3.20 Akamai vs Non-CDN latency responds 
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The red lines shows the comparison for planetlab1.temple.edu node where 
Akamai response is better between {447.95% - 838.70%}. The green lines 
compare the planetlab2.esprit-tn.com node where Akamai performs better in 
{82.29% - 164.66%}. And the blue lines show the performance in the 
planetlab2-saopablo.lan.redclara.net node where Akamai performance is below 
the Non-CDN webpage between - { 29.5% - 14.62%}. 
 
3.4.2.3 CDN Latency responses compared with the number of hops 
 
The test aims to identify a correlation between the latency of a chosen Akamai 
server and the number of hops in the path to get from the PL node to the 
selected server. See section 3.2.5.7 for a complete explanation of the test. 
 
Intuitively it can be said that the more hops that are crossed in a path to get 
from point A to point B the more delay response will be obtained, due to the fact 
that each new hop introduces an additional delay.  The idea behind this section 
is to evaluate this performance in a CDN environment. 
 
The following table summarizes the results obtained for the PL nodes. 
 
 
Table 3-12 PL nodes correlation results 
Host Country 
Correlation 
r (Pearson) 
Coefficient 
r^2 Interpretation 
planetlab2-
saopablo.lan.redclara.net Brazil -0.04 0.16% No or Random Correlation 
planetlab1-
santiago.lan.redclara.net Chile 0.00 0.00% No or Random Correlation 
plnode01.cs.mu.oz.au Australia 0.12 1.33% No or Random Correlation 
pl2.planetlab.ics.tut.ac.jp Japan 0.18 3.17% No or Random Correlation 
ple1.cesnet.cz 
Czech 
Republic  0.76 57.43% Strong/High Positive  
planetlab2.upm.ro Rumania 0.80 63% Strong/High Positive  
planetlab4.cs.st-
andrews.ac.uk 
United 
Kingdom 0.94 87.35% Strong/High Positive  
planetlab1.temple.edu United States 0.74 55.10% Strong/High Positive  
pllx2.parc.xerox.com United States 0.42 17.99% Moderate Positive Correlation 
 
Note: The Tunisian node was not included in the result because the number of hops was impossible to determinate 
using the traceroute command.  
 
To obtain the correlation values the whole sample was considered so no 
approximations were introduce in the conclusions. 
 
From the table 3-12 we can conclude that a correlation exits only for certain 
zones such as Europe and United States with a strong to moderate correlation. 
However, in the Latin American, Asian and Oceanian countries a random 
correlation was obtained. 
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To be able to show that there is a real linear correlation in the result obtained, 
the following images show a graphic that represents the median values of the 
latency and the number of hops for each IPs server selection. 
 
In Figure 3.21 the node planetlab4.cs.st-andrew.ac.uk with an r = 0.94 is shown 
and Figure 3.22 the node planetlab2-saopablo.lan.redclara.net with an r = -0.04. 
makes a comparison for the different scenarios obtained. 
 
 
 
Figure 3.21 Strong/High positive correlation example 
 
 
 
Figure 3.22 No or Random negative correlation example 
 
 
In some cases a representative straight line could be obtained and in others 
where the correlation is very low, there is no point in presenting a representative 
straight line. The complete correlation results are presented in Annex F. 
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CHAPTER 4. CONCLUSIONS 
 
This chapter describes the conclusion identified by the author after analyzing 
the results obtained in the previous sections. It also presents some possible 
future work in order to keep evaluating CDNs global performance. 
 
4.1 Learned Lessons 
 
This project demonstrates how a worldwide testbed can be implemented using 
PlanetLab geographically distributed nodes. PlanetLab is a powerful platform 
and during the execution of this project some of the capabilities that provided 
were shown. However, as every heterogeneous open platform, it has some 
peculiarities in the configuration needed to apply to the different nodes as well 
as some limitations. For example the scarcity of nodes in regions such as South 
America and Africa, especially if a real global performance evaluation wants to 
be deploy. 
 
Also a variety of tools was presented as valid performance evaluation tools to 
test real end-to-end user experience. Although internal Akamai server 
information such as CPU usage and RAM consumption was not analyzed, from 
a user point of view, interesting result were presented.  
 
4.2 Future Work 
 
This project presents an important tendency in the global performance of CDNs. 
However deeper experimentation following this line could contribute in 
achieving a better understanding of CDN provider’s global approach. 
 
For timing reasons only one domain of the several identified by Akamai for 
distributing images was chosen. An interesting future line of work could be to 
evaluate the performance of other domains also in a global way and from the 
same PL nodes. By analyzing this data and compared with the one obtained in 
this project, additional comments on the Akamai distribution strategy could be 
identify specially in those regions were the server selection performance was 
not the best.   
 
Another interesting line of work could be to experiment with other Akamai 
customers and evaluate the different levels of services that are provided by 
Akamai. 
 
As it was stated in chapter 2, Akamai is one of the most important CDN 
providers but clearly not the only one. Similar experiments could be replicated in 
other CDN providers such as Limelight that present a different design 
philosophy. [20] 
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4.3 Conclusions 
 
Evaluating CDNs in a global way is not an easy task, maybe because the 
problem is not associated to a particular CDN, and the real problem is inherent 
in the word “global or globally”. It is impossible to predict the behavior that any 
of the more than 7.000 billion human being on earth will experience whenever 
they surf the web. Due to this, decisions must be made.  For instance, which 
CDN is the most representative to evaluate?, why not evaluate them all?, for 
how long the test must be running?, why not evaluate all of the domains of the 
100 most visited web pages?, from what countries?, cities?, etc.  As I am trying 
to point out the word “global”, represent a lot of thing and the time needed to 
process data if all the combinations are done will be infinity.  
 
Decision were done while performing this project, especially due to time 
limitations. In spite of the limitations, some remarked conclusions were 
identified. By the results obtained in this project the following statements could 
be concluded. 
• DNS resolution techniques used by Akamai, perform much better in 
United States and Europe and not so well in Latin America countries.  
• There are regions where Akamai made very good server choices but 
others were not good enough. 
• While comparing Akamai latency response with a non-CDN distribution 
web page, huge difference of performance were identify per zone. From 
a – {29% - 14%} in the Sao Pablo node to the {2306% - 2694%} in the 
Romanian node. 
• Strong to moderate correlation between the number of hops and latency 
exists only for certain zones such as Europe and United States. A 
random correlation was obtained in the others zones. 
 
To sum up, Akamai is highly optimized in certain regions such as United States 
and Europe, but not so mucho in Latin America. This is due to the fact that 
those highly optimized areas are very populated and where richer countries are 
placed. Consequently the best infrastructure conditions and the higher revenues 
are present in those regions; this could answer why most Akamai infrastructure 
effort was placed in United States and Europe. Also a linear correlation could be 
identified so it seems that things are more controlled.  
 
From the Asian market no important conclusion can be obtained because 
although the Akamai server choice was the best possible, no correlation was 
identified between the number of hops. However the Oceanian region was 
placed in 6th position out of 7, in the ranking showed in the DNS resolution test. 
This position seems very low especially if this result is contrasted with the map 
shown in Figure 3.16 that states that Akamai connectivity was very good in 
Australia. This seems unclear and that is why it was placed as one of the future 
lines of work of this project. 
 
Clearly the performance of Akamai in Latin American countries is very poor, in 
the comparison made with a local Uruguayan web page the latency responds 
obtained were between 15% to 30% worse. At least for now, Latin America is 
out of Akamai scope. 
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A. CDN Additional Information 
 
A.1. Relationship between CDN components 
 
In a CDN environment the basic relationship for content delivery is among the 
client, surrogates and origin servers. The clients communicates with the 
surrogates servers for requests, where a surrogate is not used, the client 
communicates directly with the origin server. The surrogate server request from 
it local cache, or acts as a gateway to the origin server. 
 
 
Figure A.1 Basic Relationship 
 
CDN using a network approach, logic is deployed in the network elements to 
forward traffic to caching servers/proxies that are capable of serving clients 
requests. In this case the relationship is between the client, network element, 
and the caching server/proxies or proxy arrays. The following figure shows this 
relationship. 
 
 
Figure A.2 Relationship in a network approach 
 A.2. Existing CDNs 
 
EdgeStream 
 
EdgeStream was founded in 2000 at California, USA. It is a provider of video 
streaming applications over the public Internet. It provides video on-demand 
and IPTV streaming software to enable transportation of high bit rate video over 
Internet. It uses HTTP streaming for content delivery.  
EdgeStream supports different compression formats for delivering content. It 
has developed Continuous Route Optimization Software (CROS), Internet 
Congestion Tunnel Through (ICTT) and Real Time Performance Monitoring 
Service (RPMS) technologies, which together assist to address the latency, 
packet loss, and congestion bottlenecks.  
Embedded applications in Consumer Electronics Devices, wireless handheld 
devices, IP set top boxes, and advanced digital TV’s can use the EdgeStream 
software for video streaming. 
It uses a streaming server module that is designed for load balancing and for 
running on standard low cost server platforms. [1] 
 
Limelight Networks 
 
Limelight Networks was founded in 2001 at Tempe, Arizona, USA. Its content 
delivery services include HTTP/Web distribution of digital media files such as 
video, music, games, software and social media. It delivers content to media 
companies, including businesses operating in television, music, radio, 
newspaper, magazine, movie, video game, and software industries. 
Content providers upload content either directly to the Limelight CDN’s servers 
or to their own servers, which are connected directly to Limelight’s network. 
Upon request from an end user, Limelight distributes that content to one or 
more Web server clusters which feed the specially configured servers at each 
content delivery location around the world. The content is then delivered directly 
to the end users either through ISPs or over the public Internet if appropriate. 
Like other commercial CDNs, it uses DNS redirection to reroute client requests 
to local clusters of machines, having built detailed maps of the Internet through 
a combination of BGP feeds and their own measurements, such as trace routes 
from numerous vantage points. Limelight Networks support Adobe Flash, MP3 
audio, Microsoft Windows Media, Real, and Apple’s QuickTime format for 
delivering on-demand streaming services. [1] 
 
Mirror Image 
 
Mirror Image was founded in 1999 at Massachusetts, USA. It is a provider of 
online content, application, streaming media, Web computing, reporting, and 
transaction delivery services to the end users. It follows a Concentrated 
“Superstore” architecture, where content is placed in large Web server clusters 
in central locations close to densely populated user regions. Mirror Image 
exploits a global Content Access Point (CAP) infrastructure on top of the 
  
Internet to provide content providers, service providers, and enterprises with a 
platform for content delivery. 
 
When a user request for content comes from a Mirror Image provisioned Web 
site, it is automatically routed to a global load balancer on the CAP network. 
The load balance uses DNS routing to determine the CAP location with fastest 
response time. Upon reception of the request at the selected CAP location, the 
caches and then the core databases are checked for the requested content. If 
the content is found, it is delivered to the user. On cache miss, the CAP network 
automatically returns a redirection status code “302” to the origin server’s URL. 
Then the requested content is delivered to the user from the origin server and 
the CAP network retrieves (or pull) the content from the origin server and stores 
it for future subsequent requests. [1] 
 
 
 A.3. CDN Business Models 
 
In a CDN environment five important roles can be identify, these are: 
 
• Content providers: in charge of provide the content that need to be 
distributed to end users. 
• Hosting providers:  owns Internet connected data centers and offer their 
services to Content Providers. 
• Backbone carriers: provide wide-area transport services. 
• Access ISPs: connect end users to the Internet. 
• CDN Providers: Provides content distribution over a network of hosting 
servers. 
• End users: consumers of content. 
 
 
 
Figure A.3 Data flow  
 
The previous image shows the data flows when the presence of all possible 
players is identify in the market. Depending on each country or region some 
players can act in more than one role. The most typical case is when large ISP 
provides not only backbone carrier services but also last mile access to end 
user or even hosting services. 
 
There are two primary CDN business models. The first is a content provider-
centric model driven by the needs of content owners, and the second is an 
Internet access provider-centric model driven by the needs of ISPs. 
In both models, the payer seeks to please content consumers, what differs is 
the choice of content distributed, the way it is distributed and who pays. [15] 
 
 
CDN 
  
a. Content-centric CDNs 
 
Content providers pay CDNs to accelerate their content, in order to please the 
content consumers. This is the model used by Akamai, Digital Island and 
Speedera. 
 
Content-centric CDNs replicate and deliver only content that the owners specify 
(in the case of Akamai, this is content that is specially tagged or “akamaized”) 
from caching servers throughout the Internet. 
Content-centric CDN caching servers are co-located by mutual agreement 
within data centers belonging to hosting providers, access ISPs and/or 
backbone carriers. The CDN pays a co-location fee covering space, utilities and 
network connectivity. In some cases, hosting providers resell content centric 
CDN services and receive a share of the CDN’s sales revenue. 
 
Access ISPs and backbone carriers do not typically receive a portion of the 
revenue generated by a content-centric CDN, This is, however, has been 
changing over the year, as content-centric CDNs realize that they need to earn 
the cooperation of network providers . This is especially true for access ISPs, 
which connect large numbers of content consumers. Some content-centric 
CDNs are therefore moving beyond simply sharing out co-location fees to 
access ISPs and backbone carriers. Akamai, for example, pays AOL for access 
to AOL users, and for information about content served from AOL’s own 
caches. Without AOL’s cooperation, Akamai’s customers would be “cache blind” 
that is, all information about their content that is served from AOL caches would 
be lost. [15] 
 
Other types of business relationships are also possible. Some CDN providers 
enables ISPs and backbone carriers to OEM (rebranding) its services, or to 
build and operate private CDNs for them. In a variation on the content centric 
business model, some CDNs providers are developing an enterprise focus, in 
which enterprises pay to have content distributed to themselves or to audiences 
of their choosing. These services can be used for business applications like on-
demand training, product launches, shareholder meetings and corporate 
communications. 
 
b. Access-centric CDNs  
 
This model was deployed by CDN such as Edgix, Orblynx and SkyServ. ISPs 
pay access-centric CDNs to serve popular content from caches close to the 
ISPs’ subscribers. This model is built on the tenets that storage is cheaper and 
faster than bandwidth, and that there is strength in numbers. By caching 
frequently-accessed content near users (regardless of who owns the content), 
access ISPs save bandwidth, and with upstream bandwidth costs being the 
single largest business expense for most access ISPs, this is vital to ISP 
profitability. 
 
Moreover, by serving popular content faster, access-centric CDNs help keep 
the access ISPs’ customers from defecting elsewhere for a better/faster 
 experience. The access-centric model draws strength from numbers, because a 
large community requests more objects than a small one. The larger the pool of 
users served, the greater the opportunity for common requests, and the greater 
the chance that content will be delivered from the cache instead of the origin 
server. By pooling the experience of many users across many ISPs, an access-
centric service can dramatically improve the chance that content will be served 
locally when requested. 
 
As it was said before, most important CDNs companies such as Akamai are 
using the content centric mode. Over the years this model have probe to be the 
most successful of both. This could be to the fact that the revenue earned by 
the access centric model was not enough to sustain most of the companies that 
took this approach. The evidence of this is that companies such as Edgix and 
Orblix no longer exist.  In 2001, and Mirror-Image Internet admits that the model 
collapsed.[15] 
So it can be concluded that CDN business model my facto is the content centric 
approach. 
 
c. Why Access-Centric CDNs Flopped 
 
The fact is that ISPs were unwilling and/or unable to pay for the benefits of 
having popular content distributed within their networks. With the ISPs hunkered 
down in survival mode, they have been in no position to buy anything but 
essentials, and managed caching services have been deemed nonessential. To 
compound the problem, Akamai and Digital Island bestow some of the same 
benefits for free, in exchange for placing their servers inside ISPs’ networks. 
And also most ISPs already do their own caching. These factors conspired to 
doom the access-centric business model. 
 
d. ISP and CDNs 
 
Concerned about being left out or relegated to a bit part, backbone carriers like 
AT&T, Teleglobe and Telefonica are rallying to insert themselves into the 
CDN loop by offering content distribution services which capitalize on their 
broadband transport to the network edge. 
Many ISP such as AT&T are expanding their business to a consolidated model 
playing the role of hosting provider, backbone carrier, access ISP and CDN into 
one entity, which it claims is an advantage because of the ability to control end-
to end service quality. [15] 
This approach is increasing popularity due to the increment in video traffic in the 
past years. By controlling the end-to-end solution, ISP can become a 
considerable threat to CDNs typical providers. Just by adding QoS they can 
achieve broadband line that guarantees a predefined quality for the delivery of 
content between the operator’s content delivery caches and customer viewing 
devices (TVs, computers, game consoles, set-top boxes, etc). [22] 
 
The following figure represents a hypothetical evolution of how video could be 
served in an end-to-end ISP CDN approach. 
  
 
 
Figure A.4 Congestion points in different ISP possible video delivery 
techniques 
 
e. Role of Hosting Providers 
 
The losers in the approach taken by the ISP are the hosting providers. The fact 
is that hosting providers lose business to CDNs. Providing content from local 
servers can dramatically reduce the load on origin servers, translating into fewer 
and smaller hosting servers, lower bandwidth requirements and diminished 
need for mirrored sites. 
 The content providers can save money using more CDN and fewer hosting 
services, because content distribution has a cost structure advantage over 
hosting. By putting servers near the edge of the Internet, CDNs cut outgoing 
bandwidth from hosted servers. Bandwidth costs are higher for content served 
from within the network core and at network peering points than for content 
delivered near users. 
During the last years many hosting providers developed CDN strategies, such 
as acquiring stakes in CDN companies. Also a number of hosting providers 
have reseller relationships with content-centric CDNs and some hosting 
providers have developed CDN services within their own network footprint.  
On the other hand, with the anchoring of cloud computing over the last years 
many hosting provider are offering cloud computing services to increase their 
portfolio options and revenues. 
 
 
f. Alternatives to Content Distribution 
 
Four generally different business models for IP based distribution can be 
distinguished [23]:  
 
1. Centralized Internet Hosting 
2. Direct Homing 
3. Content Delivery Networks 
4. P2P Distribution 
 
 
  
 Figure A.5 Content distribution models 
 
1. Centralized Internet Hosting 
 
• Activities and Roles: The centralized Internet hosting business model 
represents the traditional distribution method: A Content Provider assigns 
hosting either to an independent Hosting Providers or to a Network 
Service Providers. For simplicity reasons, only the second case is 
discussed. The HP/NSP connects the hosting servers to the Internet and 
makes the content accessible. It is then in the NSP’s domain to further 
route the traffic. 
 
• Technological Resources: The centralized internet hosting distribution 
does not require resources additional to the classical hosting and 
network infrastructure. The content is only hosted and accessible at a 
single location. That is, a HP maintains a single access point to the 
infrastructure of one or various NSPs. Thus a HP requires only a central 
data center infrastructure. NSPs pass on or terminate the traffic through 
their established interconnection or access network facilities. 
 
• Value Proposition: The distribution via centralized Internet hosting is 
suitable to make content accessible on the Internet, which does not need 
to fulfill high quality demands. The QoS highly varies, depending on the 
EC’s location and the specific route: Whereas the QoS will most likely be 
perfectly acceptable if the EC is connected to the same NSP as the HP, 
QoS quickly exceeds acceptance thresholds, if traffic is passed on 
through various interconnections. The CP has no influence on the routing 
and as such no influence on distribution quality. In hosting contracts, HPs 
generally only give guarantees with respect to server uptimes, but not 
with respect to QoS. 
 
• Revenue Model and Cost Structure: The IP based distribution business 
model does only allow indirect and transaction independent revenue 
models. Billing is carried out by CPs, distribution providers (HPs and/or 
NSPs) only receive a share: HPs charge per stored and accessed data 
volume, NSPs charge for access capacity. In both cases, charges are 
independent from individual transactions 
 
2. Direct Homing 
 
• Activities and Roles: In the direct homing distribution model, a CP directly 
contracts the access provider of its EC for distribution. The NSP carries 
out hosting and data transport. As the NSP already maintains a 
relationship to the ECs, it often also manages billing and takes over 
content related tasks such as content aggregation in a content portal. 
 
• Technological Resources : Distribution via direct homing often is realized 
on dedicated networks. IP traffic is not routed as part of the best effort 
Internet class, but as a privileged class or through reserved capacities. 
 Routing through dedicated networks does not necessarily imply the need 
to install separate hardware, but requires at least a reconfiguration of 
routing systems. 
 
• Value Proposition: In contrast to centralized Internet hosting, the direct 
homing traffic is never routed through interconnections. In addition, the 
usage of dedicated networks enables a more reliable and configurable 
QoS. That is why direct homing distribution meets stricter QoS 
requirements and is especially suited for TV and video services. 
 
• Revenue Model and Cost Structure: In this business model, direct 
revenue models are often applied: NSPs charge for the package of 
content and distribution and pass on a license fee to the CPs. Also, 
transaction dependent revenue models are possible: As the NSP 
controls hosting and termination and often also manages content portals 
(such as online video shops or pay per view TV portals), it is possible to 
impose charges per transaction and also configure the QoS closely to 
the service requirements. Routing through dedicated networks does not 
necessarily imply the need to install separate hardware, but requires at 
least additional costs in the installation and operation of routing systems. 
Hosting and termination are carried out by the same party. This leads to 
synergies which potentially result in lower costs and better quality  
 
3. Content Delivery Networks 
 
 
• Activities and Roles: In the CDN business model, the Content Provider 
tasks a CDN with hosting its content and with managing IP transit. The 
CDN operates a network of hosting servers and maintains transit 
agreements with a multitude of Network SPs. Ideally the CDN 
interconnects directly with the access provider of the EC. 
 
• Technological Resources: The core technology of this business model is 
a complex network of hosting servers operated by CDNs. Content is 
distributed and cached on these servers based on an optimization 
strategy, which takes into account the location of the ECs. In addition to 
caching, CDNs also apply prefetching and route optimization 
technologies  
 
• Value Proposition: The quality of distribution is highly dependent on the 
CDN’s efficiency of server management and route optimization. For 
cacheable content, significant improvements in the QoS can be realized 
in comparison to centralized Internet hosting. For non-cacheable content, 
the CDN technology cannot tap its full potential, because no caching can 
be applied.  
 
• Revenue Model and Cost Structure: In the CDN business model, only 
indirect revenue models are realized, i.e. CPs charges the ECs and pay 
a hosting fee to the CDNs. The CDNs offer different technologies for 
different types of content, and as such are able to realize service and 
  
price differentiation. Nevertheless, transaction based charges are not 
imposed. 
 
 
4. P2P Distribution 
 
• Activities and Roles: In the P2P distribution business model content 
distribution is managed by P2P software applications running on the 
ECs’ clients. The software application, which controls content distribution 
provided by a DSP, which sometimes also maintains additional hosting 
servers. ECs in this business model not only are consumers but also 
carry out hosting. 
 
• Technological Resources:  Required resources for P2P distribution are 
limited to the P2P software and an established Internet connection of the 
uploading and the downloading parties. To enable content protection, a 
DRM system needs to be installed additionally, which for example 
activates content after the download is finished (super-distribution). Such 
a system can also be used for billing. Optionally, the DSP also installs 
and operates seeding servers to improve QoS. 
 
• Value Proposition: The quality of IP based distribution in P2P business 
models is dependent on various factors: Firstly, the P2P application and 
the implemented mechanisms for exchanging content have a dominant 
impact on service quality. Secondly, in all P2P applications, QoS is 
dependent on characteristics of the seeding clients, such as the number 
of seeds, their upload bandwidth and their location. Additionally, 
dependent of the route between seed and client, the network as well has 
influence on QoS. Bottlenecks such as interconnections or access 
bandwidth limitations have a negative impact on QoS. Also, NSPs can 
actively disturb P2P traffic, which is referred to as throttling. The 
complexity of these factors leads to a high variance and low predictability 
of P2P QoS.  
 
• Revenue Model and Cost Structure – P2P distribution providers usually 
have an indirect revenue model, which is not transaction based. But, 
dependent on the P2P system and the specific contract, transaction 
based revenue models are possible. The P2P business model requires 
very little investments into network and hardware infrastructure. Having 
implemented an effective P2P distribution system, DSPs can offer 
services at relatively low costs. 
 
 B. PlanetLab  
 
 
B.1. Public Key Encryption 
 
Public-key cryptography refers to a cryptographic system requiring two separate 
keys, one of which is secret and one of which is public. Although different, the 
two parts of the key pair are mathematically linked. One key locks or encrypts 
the plaintext, and the other unlocks or decrypts the cipher text. Neither key can 
perform both functions. One of these keys is published or public, while the other 
is kept private. 
Public key cryptography uses asymmetric key algorithms (such as RSA), and 
can also be referred to by the more generic term asymmetric key cryptography. 
The algorithms used for public key cryptography are based on mathematical 
relationships that have no efficient solution. Although it is computationally easy 
for the intended recipient to generate the public and private keys, to decrypt the 
message using the private key, and easy for the sender to encrypt the message 
using the public key, it is extremely difficult (or effectively impossible) for anyone 
to derive the private key, based only on their knowledge of the public key. This 
is why, unlike symmetric key algorithms, a public key algorithm does not require 
a secure initial exchange of one (or more) secret keys between the sender and 
receiver. 
 
B.2. Building Planet Lab: design and principles 
 
a. From design to Development 
 
The Planet Lab network was developed based on three basic design concepts 
that are explained as follows: 
 
• Large overlay network: in order of 1000 sites to be able to enable wide 
deployment of services and measurements tools. The majority of these 
sites were aimed to run a single overlay node that connects a large 
client’s population to the overlay. These nodes can be thought as 
providing thousand viewpoints to the network. 
 
• Software Components: The overlay consists of two main software 
components:  
o A virtual machine monitor (VMM) running on each node;  
o A management service used to control the overlay. 
 
• The VMM specifies the interface to which the services distributed over 
the testbed are written. This is a controlled interface to abstract 
resources (e.g., network ports and logical disks), rather than an interface 
that provides direct access to hardware. The management service is 
  
used to control the testbed; for example, to discover the set of nodes in 
the overlay, monitor their health, and to keep the software running on 
these nodes up-to-date.  
 
Mode of Operation:  Rather than view the overlay strictly as a testbed, 
designers toke the long-term view in which the overlay is both a research 
testbed and a deployment platform. In other words, the overlay should support 
the seamless migration of an application from early prototype, through multiple 
design iterations, to a popular service that continues to evolve. 
 
Using an overlay as both a research testbed and a deployment platform is 
synergistic. As a testbed, the overlay’s value is to give researchers access to: 
 
o A large set of geographically distributed machines;  
o A realistic network substrate that experiences congestion, failures, and 
diverse link behaviors 
o The potential for a realistic client workload. Its value as a deployment 
platform is to provide  
 
Researchers with a direct technology transfer path for popular new services 
Users with access to those new services. We believe that supporting both roles 
is critical to the success of the system. 
 
An important consequence of dual use is that the testbed must support the 
continuous operation of network services, as opposed to providing mechanisms 
for starting and stopping experiments. This leads to an obvious tension between 
the needs of “test & measure” researchers for reproducible results, and those 
interested in the system as a deployment platform. As an overlay, however, the 
bandwidth/latency/loss that can be achieved through the network is variable, 
and hence, unpredictable. The overlay’s real value as a research platform is in 
providing realistic network conditions. 
 
The dual use paradigm also implies that many experimental services will have 
to share nodes, since it is unreasonable to dedicate on the order of 1000 
distributed nodes to a single experimental service for months at a time. This 
leads to strong security and resource control requirements on the virtual 
machine monitor. 
 
b. Design principle 
 
Our vision of an overlay that serves both service developers and service users 
has several implications for the architecture of the system. This section outlines 
the key design principles that shape such an overlay. 
 
 
Slice-ability 
 
 Because services are expected to run continuously, rather than be globally 
scheduled to run one at a time, the overlay must support distributed 
virtualization. That is, each application acquires and runs in a slice of the 
overlay. Distributed virtualization, in turn, requires each node to multiplex 
multiple competing services. Thus, a key responsibility of the VMM running on 
each node is to allocate and schedule slices of the node’s processor, link, and 
storage resources 
The node slicing mechanism must be secure in that it protects the node from 
faulty or malicious services. It must also use a resource control mechanism 
such as proportional share scheduling to enforce bounds on the resources 
consumed by any given service. Finally, it must be scalable in the sense that 
each node is able to eﬃciently multiplex resources among a large number of 
services. 
Note that while each node is able to enforce slices of its local resources 
(including its outgoing link bandwidth), since the system is an overlay network, it 
is not possible to ensure that a given application receives predictable network 
performance, given that the Internet does not yet support bandwidth 
reservations. 
Finally, in addition to viewing a slice as the collection of resources available on 
some set of nodes, a slice can also be characterized at the global level in terms 
of how those nodes (resources) are spread throughout the Internet. For 
example, one slice might contain resources that are uniformly distributed over 
as wide of area as possible, while another might wish to ensure that its 
resources are clustered in autonomous systems with a high degree of 
connectivity. 
 
Distributed Control of Resources 
 
In its dual role as testbed and deployment platform, there will be two types of 
users: 
o Researchers that want to install and evaluate new services.  
o Clients that want to access these services.  
 
Initially, the researchers are likely to be the only users (it is important that the 
researcher community develop applications that they themselves want to use), 
but in order to function as a deployment platform, the overlay must also provide 
explicit support for people that are willing to add nodes to the overlay for the 
sake of accessing its services. 
These two user populations have diﬀerent views of the nodes. Researchers 
want to dictate how their services are deployed. It may be as simple as “on as 
many nodes as possible” but they may also want to dictate certain node 
properties (e.g., at a crossroads site with sufficient storage capacity). Clients 
want to decide what services run on their nodes. They should be required to 
allocate slices of their machines to experimentation—thereby postponing future 
ossification— but they need to be able to set policy on how resources are 
allocated to diﬀerent services. 
This shared control of resources implies a highly-decentralized control structure. 
For example, a central authority may provide legitimate service developers with 
credentials that allow them to request a slice of a node, but each node will 
independently grant or deny such a request based on local policy. 
  
In essence, the node owner decides how many of the node’s resources may be 
consumed by diﬀerent services. 
From a security perspective, applications have to trust both the central testbed 
authority and the physical security of the nodes at individual sites. Ultimately, 
this means service overlays need to be aware of where they cross 
administrative domain boundaries, and protect themselves from rogue 
elements. 
 
Unbundled Management 
 
Rather than view testbed management as a single, fixed service, overlay 
management should be unbundled into a set of largely independent sub-
services, each running in their own slice of the overlay. For example, overlay 
management might be partitioned as follows: 
 
o discover the set of nodes in the overlay and learn their capabilities; 
o monitor the health and instrument the behavior of these nodes; 
o establish a default topology among the nodes; 
o manage user accounts and credentials; 
o keep the software running on each node up-to-date; 
o extract tracing and debugging information from a running node. 
 
Some of these sub-services are part of the core system (e.g., managing user 
accounts), and so there must exist a single, agreed-upon version. Others can 
be provided through a set of alternative services. The system will need to 
provide a default set of such services, more or less bundled, but we expect 
them to be replaced by better alternatives over time. 
The strategy of unbundling the management service requires that appropriate 
interfaces be defined. First, the individual services are likely to depend on hooks 
in the VMM that, for example, make it possible to retrieve the status of each 
node’s resources. Second, the various sub-services may depend on each other; 
for example, the node monitoring service might provide input to a realtime 
database that is later queried by the resource discovery service. Allowing these 
two services to evolve independently will require a common representation for 
node attributes. 
 
 
Application-Centric Interfaces 
 
Perhaps the single greatest failure of testbeds, in general, is that they do not 
promote application development. One reason is that they are short-lived: 
experience teaches us that no one builds applications for pure testbeds since 
their lifetime is, by definition, limited. Related to this point, there is usually little 
motivation to integrate the testbed with desktop machines, making it nearly 
impossible for clients to access applications that might be available. The hope is 
that by designing the overlay to serve as both a research testbed and a 
deployment platform we will lower the hurdle for application development. 
 A more tangible problem is that it is diﬃcult to simultaneously do the research 
needed to create an eﬀective testbed, and use the testbed as a platform for 
writing applications. 
Users require a stable platform, which is at odds with the need to do research 
on the platform. To make matters worse, such research often results in new 
APIs, requiring that applications be written from scratch. 
Thus, our final design principle is that the overlay must support an existing and 
widely adopted programming interface, with platform-related research changing 
the underlying implementation over time, while the API remains largely 
unchanged. Should an alternative API emerge from this eﬀort, new applications 
can be written to it, but the original API is likely to be maintained for legacy 
applications.  
 
PlanetLab 
 
The hardware is dedicated PlanetLab nodes, as opposed to client-owned 
desktop machines. To minimize heterogeneity headaches, we prescribe the 
permitted hardware configurations. To ensure conformance with the common 
interfaces and policies, only the central PlanetLab authority (as opposed to 
node owners) have root-access to the machines. Moreover, while node owners 
will be able to establish policy on how their nodes are sliced, PlanetLab will 
retain the right to allocate some fraction of each node to experimental services. 
Finally, to ensure stability, PlanetLab will maintain a “core” of highly available 
nodes and sites. 
 
 
 
B.3. Joining PlanetLab 
 
a. Steps 
 
Individuals who want to use PlanetLab Europe must arrange to do so through 
their home institution. The following are the steps required to complete a 
successful registration. 
1. Register your institution and initial site by filling in a Site Registration 
Form. As part of this process, a PDF of the Membership Agreement will 
be generated for your institution. Your application will be processed when 
your institution return a signed copy of this agreement. The following 
information about your institution is required: 
a. Membership Type (Charter, Full, Associate, etc.) 
b. Institution Name 
c. Institution Address 
d. Institution URL 
2. Supply the following contact information (name, address, phone, fax, 
personal URL, and e-mail) for these roles: 
a. Principal Investigator:  the person who accepts responsibility for 
researchers at your site. It is often a professor/lead researcher 
and must be an employee of your institution. 
  
b. Authorized Official:  the person who can bind the institution 
contractually/legally. It is often the president or contracting officer. 
Even though academic and non-profit institutions do not pay a 
membership fee,  a signature of an authorized official is still 
required 
c. Technical Contact:  the person we should contact when a node 
goes down or when an incident occurs. This is commonly a 
system administrator or graduate student.  
It is essential that each institution, even if it does not pay dues, contractually 
engage to meet the site responsibilities and to hold its researchers to the 
acceptable use policy.  
3. A member of the PlanetLab Europe support team will contact the 
Principal Investigator by email to establish contact, confirm the 
information provided, and respond to any questions. 
4. A PDF of the Membership Agreement will be generated and sent to the 
Principal Investigator, who will ensure that two copies are printed and 
correctly signed both by themselves and the Authorizing Official, and 
sent to the PlanetLab Europe support team by post. 
5. Once the Membership Agreement has been signed by both parties (your 
institution and UPMC, which represents the PlanetLab Europe 
Consortium), a member of the PlanetLab Europe support team will 
enable your site and contact the Principal Investigator by email with 
instructions of how to enable user accounts and install the required 
hardware. 
6. When the required hardware has been correctly installed, your site’s slice 
creation rights will be enabled and you can begin creating slices and 
running experiments on the PlanetLab Europe testbed. 
b. Access to nodes 
When your application is approved, all the involved persons will receive e-
mail notification. You will receive notification within 30 days of our receiving 
the signed agreement. 
Once the membership application is approved, the second step is to connect 
machines at your institution to the PlanetLab infrastructure. The connection 
process is documented in the Technical Contact's Guide.  
Some of the steps are outlined below: 
• Acquire at least two server-class machines that meet the Minimum 
Hardware Requirements. 
• Installation of PlanetLab software on these machines will completely 
initialize the hard disk, destroying any information already existing on 
them. 
• Get static IP addresses (whether assigned via DHCP or manually) for 
each of the above machines. 
• Get DNS entries (forward *and reverse) for each of the above 
machines. 
 • Machines must be outside firewalls, not NAT'ed, and be subject to as 
few traffic restrictions as possible. The Network Requirements section 
describes these requirements in more detail. 
• Provide a "remote management" service so that PLC can reboot 
and/or power-cycle the machines when they are not accessible 
through the network. The Specific PCUs section describes these 
requirements in more detail. 
Install software on each machine, as outlined in the Installing a Node section, to 
connect it to PlanetLab Europe. 
 
c. Machines 
Before joining PlanetLab, your site agrees to dedicate at least two server-
class machines (called nodes) to the PlanetLab network. The machines are 
exclusively devoted to PlanetLab operations, and all data on the nodes 
are erased as part of the installation process. 
A PlanetLab node is a fairly standard 1U rack-mounted server with a network-
addressable power control unit. However, as server technology is constantly 
evolving, it is important that the specific requirements be finalized soon after 
the date of purchase. We target 1000 Euro per server, prior to taking into 
account institutional overheads and unused amortization of equipment. 
B.4. Key Generation with PuTTy 
 
The following images show the screen shoots of the generation of the pair 
Public-Private key. You need to move the mouse to be able generate the 
keys, due to randness. 
 
 
Figure B.1 Public-Private keys generation 
 
  
Once the keys are generated you must upload the file of the public key 
(extension .pub) in the “my Account Section” after you are logged. 
 
Once you upload your public key, you need to wait for the authorization of the 
Principal Investigator (PI) that will need to allocate a slice for your project. 
 
First the PI will need to ask for a petition to add you as user. Once he did that 
you will receive an email with the following subject 
 
[Planet Lab Europe #XXXX] AutoReply: Re New account registration from 
YOUR NAME <YOUREMAIL@XXX.XXX> at YOURSITE 
 
The following image shows the steps taken to complete the authorization 
procces. 
 
 
 
Figure B.2 Authorization Steps 
 
 
Once your authorization have been approved, you now can navigate through 
you assigned slice, by clicking in the link “My Slices” on the right part of the 
screen. 
 
The following images shows the web interface for manipulating your slice. 
 
  
Figure B.3 PlanetLab web interface 
 
 
The following information appears: 
 
• Details: In this section the name, a description and other information 
associated with the slice will appeared. It is very important to remember 
the name of your slice because you will need it when you loggin via 
telnet. 
• User: The users that are currently using the slice 
• Node table layout: show different attributes that are allowed to be shown 
in the list of the nodes that are associated with the slice.  It is important to 
incorporate the IP address to the list of attributes to be able to access to 
the nodes via PuTTy 
• Nodes: The list of associated with the slice and the list of possible nodes 
that are could be incorporated to your slice. To add a node simple mark 
the checkbox and click AddSelected. 
 
B.5. Accessing a node via PuTTy 
 
To be able to access the nodes using PuTTy you need to know: 
 
1. The IP address of the node you want to access 
2. The slice name your PI have authorize you to use 
3. The node must be added to your slice via the PlanetLab web page 
4. The file that contains the private key 
5. Name of the host (not mandatory but recommended ) 
Once you have this information you can configure PuTTy to access the node. 
 
  
1. The IP address is required to access, and also is recommended to fill the 
name of the host and save the session in PuTTy to be able to access in 
future occasions without filling the values again. 
 
 
 
Figure B.4 Putty IP address 
 
 
2. The slice name is also the login name to the nodes, you can add this 
information to PuTTy so you do not have to type it every time you access 
to your nodes. In this case the name of the slice is “upcple_confine”. 
 
  
Figure B.5 Node user name 
3. You need to add the file containing the private so that PuTTy can use it 
to be able to login via Public Key infrastructure. 
 
 
 
  
Figure B.6 PuTTy Private Key 
 
 
 
4. After configuring this parameter in PuTTy interface you can now open the 
session and you will be required to enter your Passphrase used to 
generate the private key. 
 
 
 
Figure B.7 Access Granted via PuTTy 
 
 
B.6. WinSCP Configuration Details 
 
Once the installation is finished the following configuration was made to be able 
to share files between the remote and the local machine. 
The information needed is: 
 
1. IP address or hostname of the node wanted to connect. For this example 
we use the node planetlab2.upm.ro (193.226.19.31).  
2. Port: 22 
3. User: upcple_confine (by PlanetLab convention, user name and slice 
name are the same) 
4. The private key file (.ppk) generated with PuTTy 
5. Protocol: SCP (is a network protocol, based on the BSD RCP protocol, 
which supports file transfers between hosts on a network [21]) 
 
 
  
Figure B.8 WinSCP Configuration 
 
 
WinSCP offers a user friendly interface to navigate in the remote machine file 
system and also to copy files from the local repository and the remote one. 
It also provides an icon for quick access to initiate a PuTTy session with the 
current remote machine.  
 
An alternative to exchange files between PL nodes and the local PC is to use 
the SCP command, the following is an example of how to use this command. 
 
scp [[user@]host1:]filename1 [[user@]host2:]filename2 
 
 
C. Tools Installation 
 
In chapter 2.3 the tools needed for the test were explained, the following 
commands lines are the ones executed in a node to be able to run the scripts 
generated for the test. 
 
sudo yum --nogpgcheck install Httperf 
sudo yum --nogpgcheck install bind-utils 
sudo yum --nogpgcheck install at 
 
C.1. Fedora Releases with at command  
 
One peculiarly about using the “at” command is that with different releases of 
fedora different additional commands are needed to be executed to be able to 
run the shell script implemented. 
 
 
  
Table C-1 Nodes Fedora Releases 
  PlanetLab node Country Region Fedora Release 
A planetlab2-saopablo.lan.redclara.net Brazil Latam Fedora Release 8  
B planetlab1-santiago.lan.redclara.net Chile Latam Fedora Release 8  
C plnode01.cs.mu.oz.au Australia Oceania Fedora Release 8  
D pl2.planetlab.ics.tut.ac.jp Japan Asia Fedora Release 8  
E planetlab2.esprit-tn.com Tunisia Africa Fedora Release 12  
F ple1.cesnet.cz Czech Republic  Europe Fedora Release 12  
G planetlab2.upm.ro Rumania Europe Fedora Release 14  
H planetlab4.cs.st-andrews.ac.uk United Kingdom Europe Fedora Release 14  
I planetlab1.temple.edu United States North America Fedora Release 8  
J pllx2.parc.xerox.com United States North America Fedora Release 8 
 
 
As it can be observed from the previous table each node has a different Fedora 
Release. Apparently the Fedora 8 releases need to restart the atd daemon that 
is the one in charge of executing correctly the programed tasks generated with 
the at command. 
 
To restart the demon the following command lines need to be executed 
 
[upcple_confine@planetlab2 ~]$ su 
bash-4.1# /sbin/chkconfig atd on 
bash-4.1# /etc/rc.d/init.d/atd restart 
 
 
 
 
 D. Shell Scripts 
 
D.1. Script description 
 
sciptHttperf.sh 
 
This shell script generates a Httperf request for each of server defined. The IPs 
of servers are hardcoded in the script. The output of the Httperf is saved 
generating a file with the current hour (expressed in DD-MM-YYYY-HH-MM-SS) 
to be able to identify each individual Httperf petition. This file is saved in the 
folder Result/(IP of the server). This folder structure must be generated before 
running the test. The folder structure used will be explained later in this section. 
Also a log file is used to be able to record the time of each request for 
troubleshooting purposes. 
 
scriptTrace.sh 
 
This script is similar to scriptHttper.sh but instead of performing a Httperf 
request, a traceroute request is done. The idea behind this script is to 
determinate the number of hops between the PL nodes and the surrogated 
Akamai server. To avoid the limit of 30 hops, the –m option of the traceroute 
was used with the maximum value allowed (255). 
 
readHttperf.sh 
 
This script is used for reading the latency value of the Httperf request. The awk 
command was used for extracting the latency values and generate another 
temporally file called “salida”. This file is a concatenation of the latency values 
separated by “:” (colon, ASCII code 58). The “salida” file will be used by the 
getInfoHttperf.sh script. 
 
readTrace.sh 
 
This script counts the total number of hops from a PL node to the surrogates’ 
servers. Is very similar to previous script where a temporally file is created and 
the obtained values are concatenated by the colon symbol (“:”). 
 
getInfoHttperf.sh 
 
This script invokes the readHttperf.sh script and also generates a consolidated 
file call output. This file contains the latency values obtained for the whole 
selected servers. 
 
getInfoTrace.sh 
 
This script invokes the readTrace.sh script and also generates a consolidated 
file call outputTrace.sh. This file contains the number of hops values obtained 
for the whole selected servers. 
  
 
at.sh 
 
This is the main script. It uses the “at” command to execute scriptHttperf.sh and 
the scriptTrace.sh every minute during a whole day (24 hours). Also invokes the 
getInfoHttperf.sh and the getInfoTrace.sh to generate the output and the 
outputTrace files containing the results recorded during the last 24 hours. 
 
The folder structure that must be generated in each of PL nodes is the 
following. 
 
 
 
Figure D.1 PL node folder structure 
 
The scripts explained before were used for the relationship between CDN 
latency and number of hops test. Other scripts were implemented to perform the 
rest of the tests. However the implementation is very similar to the one 
explained before so it no needs to explain them all.  
 
 
 
 
 
 D.2. Script implementations 
 
The following section shows the implementation of the scripts used for the 
project. 
 
scriptHttperf.sh 
 
#Script for generating the Httperf requests. 
 
DATA="/home/upcple_confine/apais/Results" 
OUT="$DATA/$(date +"%d-%m-%y-%H.%M.%S")" 
LOG="$DATA/log" 
PAG="/photo/2010/0319/espn_g_hockey_fans1_sw_110.jpg" 
 
S1="189.45.253.235" 
S2="189.45.253.233" 
S3="203.13.161.16" 
S4="96.17.180.160" 
S5="213.254.248.144" 
S6="80.239.200.8" 
S7="77.232.217.115" 
S8="92.122.126.154" 
S9="23.15.7.90" 
S10="23.61.195.91" 
LISTA="$S1 $S2 $S3 $S4 $S5 $S6 $S7 $S8 $S9 $S10" 
 
echo "Iniciando Prueba $(date +"%d/%m/%y %Hh:%M':%S\"") desde host 
$(whoami)"  >>$LOG 
 
for i in $LISTA 
do 
 OUT="$DATA/$i/$(date +"%d-%m-%H.%M.%S")" 
 httperf --server $i --uri $PAG  >$OUT 
done 
echo "Prueba Terminada $(date +"%d/%m/%y %Hh:%M':%S\"") desde host 
$(whoami)" >>$LOG 
 
 
  
scriptTrace.sh 
 
#Script for generating the traceroute requests  
 
DATA="/home/upcple_confine/apais/Results/Trace" 
OUT="$DATA/$(date +"%d-%m-%y-%H.%M.%S")" 
S1="189.45.253.235" 
S2="189.45.253.233" 
S3="203.13.161.16" 
S4="96.17.180.160" 
S5="213.254.248.144" 
S6="80.239.200.8" 
S7="77.232.217.115" 
S8="92.122.126.154" 
S9="23.15.7.90" 
S10="23.61.195.91" 
LISTA="$S1 $S2 $S3 $S4 $S5 $S6 $S7 $S8 $S9 $S10" 
 
 
for i in $LISTA 
do 
 OUT="$DATA/$i/$(date +"%d-%m-%H.%M.%S")" 
 Traceroute –m 255 $i >$OUT 
 sleep 5 
done 
 
 
 
readHttperf.sh 
 
 
 
# Script for reading the files that contains latency info 
 
DIRPATH="/home/upcple_confine/apais/Results/$1/" 
SALIDA="$1" 
 
while read line 
do 
 RUTA=$(echo -e "$DIRPATH$line") 
# echo -e "$RUTA" 
 VALOR=$(awk '{if ($1 =="Reply" && $2=="time") print ":",$5;}' 
$RUTA) 
# echo -e "$VALOR" 
 SALIDA=$(echo -e "$SALIDA$VALOR") 
done 
echo -e "$SALIDA" 
 
 
 
 
 
 
 
 
 
 
 readTrace.sh 
 
 
# Script for reading number of hops for each traceroute 
 
DIRPATH="/home/upcple_confine/apais/Results/Trace/$1/" 
SALIDA="$1" 
 
while read line 
do 
 RUTA=$(echo -e "$DIRPATH$line") 
# echo -e "$RUTA" 
 VALOR=$(awk 'END{print ":",$1}' $RUTA)  
# echo -e "$VALOR" 
 SALIDA=$(echo -e "$SALIDA$VALOR") 
done 
echo -e "$SALIDA" 
 
 
getInfoHttperf.sh 
 
 
# Obtains the data of httperf commands execution and generated an 
# output file 
 
RUTA=/home/upcple_confine/apais 
 
S1="189.45.253.235" 
S2="189.45.253.233" 
S3="203.13.161.16" 
S4="96.17.180.160" 
S5="213.254.248.144" 
S6="80.239.200.8" 
S7="77.232.217.115" 
S8="92.122.126.154" 
S9="23.15.7.90" 
S10="23.61.195.91" 
LISTA="$S1 $S2 $S3 $S4 $S5 $S6 $S7 $S8 $S9 $S10" 
 
for i in $LISTA 
 do 
  ls $RUTA/Results/$i > $RUTA/salida 
  bash $RUTA/readHttperf.sh $i < $RUTA/salida > output$i 
 done 
rm $RUTA/salida 
 
for j in $LISTA 
do 
 AUX=$(head -1 $RUTA/output$j) 
 echo $AUX >> output 
 rm $RUTA/output$j 
done 
 
 
  
getInfoTrace.sh 
 
 
#Obtains the data generated by the traceroute and generate an  
# outputTrace file 
 
RUTA=/home/upcple_confine/apais 
S1="189.45.253.235" 
S2="189.45.253.233" 
S3="203.13.161.16" 
S4="96.17.180.160" 
S5="213.254.248.144" 
S6="80.239.200.8" 
S7="77.232.217.115" 
S8="92.122.126.154" 
S9="23.15.7.90" 
S10="23.61.195.91" 
LISTA="$S1 $S2 $S3 $S4 $S5 $S6 $S7 $S8 $S9 $S10" 
 
for i in $LISTA 
 do 
  ls $RUTA/Results/Trace/$i > $RUTA/salida2 
  bash $RUTA/readTrace.sh $i < $RUTA/salida2 > outputTrace$i 
 done 
rm $RUTA/salida2 
 
for j in $LISTA 
do 
 AUX=$(head -1 $RUTA/outputTrace$j) 
 echo $AUX >> outputTrace 
 rm $RUTA/outputTrace$j 
done 
 
 
at.sh 
 
 
# Main script that runs the latency and traceroute execution and 
# generated the output files 
 
i=1 
while [ $i -lt 1440 ]; do 
      at now + $i minutes<scriptHttperf.sh 
      at now + $i minutes<scriptTrace.sh 
 #echo $i 
    i=$(($i+1)) 
done 
sleep 240 
at now + 24 hours<getInfoHttperf.sh 
at now + 24 hours<getInfoTrace.sh 
 
 E. Results and CDF for Akamai CDN performance test 
E.1. planetlab2-saopablo.lan.redclara.net 
 
planetlab2-
saopablo.lan.redclara.ne
t Statistical Analysis 
Host Min Max Avg (conf.inter. 95%) Desviacion 
90% 
Percentil 
Num. Valid 
samples Error % Mode Median 
Lower Level 
95% 
Upper 
Level 95% 
Akamai Choice 123.80 879.9 225.76 ± 1.30 25.00219358 229.91 1414.00 1.60% 223.10 223.00 224.46 227.07 
189.45.253.233 174.60 891.7 225.68 ± 1.56 29.94419518 238.35 1414.00 1.60% 223.20 222.90 224.12 227.24 
203.13.161.16 316.90 2238 383.10 ± 5.47 105.7468007 392.26 1437.00 0.00% 372.70 372.90 377.64 388.57 
96.17.180.160 316.50 16969 393.83 ± 23.74 458.9473222 394.43 1436.00 0.07% 364.30 372.40 370.10 417.57 
213.254.248.144 147.50 1231 224.04 ± 1.72 33.29510757 243.55 1436.00 0.07% 216.60 220.40 222.32 225.76 
80.239.200.8 194.70 1025 258.98 ± 1.78 34.443202 273.20 1437.00 0.00% 256.50 256.20 257.20 260.76 
77.232.217.115 213.40 1798 276.83 ± 3.46 66.83420349 302.93 1436.00 0.07% 264.00 264.65 273.38 280.29 
92.122.126.154 132.80 1178 238.33 ± 2.56 49.48017871 253.75 1436.00 0.07% 226.70 227.50 235.77 240.89 
23.15.7.90 79.60 698 148.69 ± 1.56 30.09128843 167.54 1437.00 0.00% 143.80 144.10 147.13 150.24 
23.61.195.91 141.40 806.4 216.49 ± 2.40 46.35052832 278.73 1436.00 0.07% 190.50 191.60 214.09 218.89 
 
  
 
 E.2. planetlab1-santiago.lan.redclara.net 
 
planetlab1-
santiago.lan.redclara.net Statistical Analysis 
Host Min Max 
Avg (conf.inter. 
95%) Desviacion 
90% 
Percentil 
Num. 
Valid 
samples 
Error 
% Mode Median 
Lower Level 
95% 
Upper 
Level 95% 
189.45.253.235 172.10 1389 237.64 ± 3.66 70.22845587 235.64 1414.00 1.60% 231.80 231.50 233.98 241.30 
Akamai Choice 194.50 975.3 235.55 ± 2.36 45.25661842 247.64 1414.00 1.60% 231.80 231.50 233.19 237.91 
203.13.161.16 304.50 2125 362.11 ± 4.41 85.35216562 372.64 1437.00 0.00% 353.80 353.90 357.69 366.52 
96.17.180.160 323.90 8306 392.44 ± 11.86 229.426591 401.00 1437.00 0.00% 381.80 380.70 380.57 404.30 
213.254.248.144 173.80 1379 235.78 ± 3.73 72.17237751 243.62 1437.00 0.00% 229.40 229.00 232.05 239.51 
80.239.200.8 206.50 1130 267.79 ± 2.16 41.83691134 279.40 1437.00 0.00% 265.00 264.60 265.63 269.95 
77.232.217.115 204.10 20308 300.95 ± 27.64 534.5265579 310.90 1437.00 0.00% 271.50 273.00 273.31 328.58 
92.122.126.154 167.80 2741 250.82 ± 4.33 83.71641367 275.12 1437.00 0.00% 235.30 236.00 246.49 255.15 
23.15.7.90 101.10 852.9 155.95 ± 1.60 30.90874608 167.64 1437.00 0.00% 152.30 152.70 154.36 157.55 
23.61.195.91 126.70 1718 228.71 ± 4.54 87.85124742 286.50 1437.00 0.00% 199.10 200.20 224.17 233.25 
 
 
 
  
 
 
 E.3. plnode01.cs.mu.oz.au 
 
plnode01.cs.mu.oz.au Statistical Analysis 
Host Min Max 
Avg (conf.inter. 
95%) Desviacion 
90% 
Percentil 
Num. Valid 
samples Error % Mode Median 
Lower Level 
95% 
Upper 
Level 
95% 
189.45.253.235 334.80 5032 462.02 ± 15.14 290.2321598 498.20 1411.00 1.81% 354.10 407.50 446.88 477.17 
189.45.253.233 365.20 26642 522.91 ± 50.23 961.9934846 561.82 1409.00 1.95% 372.10 426.00 472.68 573.14 
Akamai Choice 32.00 1994 109.75 ± 5.99 115.8213162 211.32 1437.00 0.00% 41.00 82.90 103.76 115.74 
96.17.180.160 190.00 3532 292.17 ± 8.95 173.0703101 384.00 1436.00 0.07% 217.60 259.20 283.22 301.12 
213.254.248.144 352.40 4350 448.11 ± 12.24 236.6796527 528.78 1437.00 0.00% 360.50 411.60 435.88 460.35 
80.239.200.8 381.90 5458 514.02 ± 18.32 354.3792451 590.92 1437.00 0.00% 394.40 445.50 495.70 532.35 
77.232.217.115 382.70 4754 491.21 ± 14.67 283.6687866 564.02 1437.00 0.00% 390.90 438.70 476.55 505.88 
92.122.126.154 349.80 22324 474.05 ± 32.48 628.1881877 534.80 1437.00 0.00% 357.00 409.70 441.57 506.53 
23.15.7.90 285.80 2983 438.67 ± 12.99 251.212488 744.68 1436.00 0.07% 386.10 377.70 425.68 451.66 
23.61.195.91 182.90 7786 377.38 ± 19.65 380.086137 670.10 1437.00 0.00% 217.10 299.80 357.72 397.03 
 
 
 
 
 
 
  
 
 E.4. pl2.planetlab.ics.tut.ac.jp 
 
pl2.planetlab.ics.tut.ac.jp Statistical Analysis 
Host Min Max 
Avg (conf.inter. 
95%) Desviacion 
90% 
Percentil 
Num. 
Valid 
samples Error % Mode Median 
Lower 
Level 95% 
Upper 
Level 
95% 
189.45.253.235 269.80 10834 361.57 ± 21.58 413.8217206 405.60 1412.00 1.74% 290.80 297.80 339.99 383.16 
189.45.253.233 271.90 4491 363.65 ± 15.52 297.7080619 490.75 1414.00 1.60% 294.80 297.90 348.13 379.17 
203.13.161.16 226.50 13114 299.73 ± 20.10 388.824181 417.00 1437.00 0.00% 229.90 243.90 279.63 319.84 
Akamai Choice 80.00 4688 151.87 ± 9.89 191.0389128 287.80 1434.00 0.21% 99.90 110.90 141.98 161.76 
213.254.248.144 266.90 10439 351.42 ± 19.24 372.047516 447.30 1437.00 0.00% 291.80 294.80 332.19 370.66 
80.239.200.8 299.00 33003 415.35 ± 49.92 964.1171416 507.72 1433.00 0.28% 322.80 328.80 365.43 465.26 
77.232.217.115 292.80 11240 387.76 ± 21.17 409.4306993 493.90 1437.00 0.00% 307.80 326.80 366.59 408.93 
92.122.126.154 258.90 2702 330.43 ± 10.87 210.3052775 432.00 1437.00 0.00% 278.80 282.90 319.56 341.31 
23.15.7.90 199.90 10138 263.87 ± 15.75 304.6737579 388.80 1437.00 0.00% 206.90 215.90 248.12 279.63 
23.61.195.91 115.10 10365 184.37 ± 21.74 420.442037 283.48 1437.00 0.00% 123.90 128.90 162.64 206.11 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 E.5. planetlab2.esprit-tn.com 
 
planetlab2.esprit-
tn.com Statistical Analysis 
Host Min Max 
Avg (conf.inter. 
95%) Desviacion 
90% 
Percentil 
Num. Valid 
samples Error % Mode Median 
Lower Level 
95% 
Upper 
Level 95% 
189.45.253.235 253.10 5499 325.03 ± 12.35 236.4319387 392.64 1409.00 1.95% 265.20 277.20 312.68 337.37 
189.45.253.233 252.40 25189 330.74 ± 35.56 681.7399051 455.14 1412.00 1.74% 258.50 270.45 295.18 366.30 
203.13.161.16 370.70 17477 484.65 ± 29.42 569.0795664 630.16 1437.00 0.00% 373.80 389.50 455.23 514.07 
96.17.180.160 305.60 21699 420.54 ± 38.73 748.2622832 551.05 1434.00 0.21% 318.10 329.00 381.81 459.27 
Akamai Choice 63.70 7048 120.04 ± 13.93 269.3372898 238.68 1437.00 0.00% 75.00 80.50 106.12 133.97 
80.239.200.8 69.90 1691 108.26 ± 4.85 93.76294219 223.16 1435.00 0.14% 71.70 77.40 103.41 113.11 
77.232.217.115 75.70 1376 117.62 ± 4.54 87.80364682 224.46 1435.00 0.14% 85.20 87.60 113.08 122.16 
92.122.126.154 65.90 5182 103.80 ± 8.28 160.1473859 219.76 1437.00 0.00% 68.90 71.00 95.52 112.08 
23.15.7.90 145.80 11159 199.04 ± 16.11 311.4832966 316.93 1436.00 0.07% 149.50 158.45 182.93 215.15 
23.61.195.91 205.00 11691 275.47 ± 17.03 328.9902025 433.60 1434.00 0.21% 218.50 224.30 258.44 292.50 
 
 
 
 
 
 
  
 
 E.6. ple1.cesnet.cz 
 
ple1.cesnet.cz Statistical Analysis 
Host Min Max 
Avg (conf.inter. 
95%) Desviacion 
90% 
Percentil 
Num. 
Valid 
samples Error % Mode Median 
Lower 
Level 
95% 
Upper 
Level 95% 
189.45.253.235 253.10 5499 325.03 ± 12.35 236.4319387 392.64 1409.00 1.95% 265.20 277.20 312.68 337.37 
189.45.253.233 252.40 25189 330.74 ± 35.56 681.7399051 455.14 1412.00 1.74% 258.50 270.45 295.18 366.30 
203.13.161.16 370.70 17477 484.65 ± 29.42 569.0795664 630.16 1437.00 0.00% 373.80 389.50 455.23 514.07 
96.17.180.160 305.60 21699 420.54 ± 38.73 748.2622832 551.05 1434.00 0.21% 318.10 329.00 381.81 459.27 
213.254.248.144 63.70 7048 120.04 ± 13.93 269.3372898 238.68 1437.00 0.00% 75.00 80.50 106.12 133.97 
Akamai Choice 69.90 1691 108.26 ± 4.85 93.76294219 223.16 1435.00 0.14% 71.70 77.40 103.41 113.11 
77.232.217.115 75.70 1376 117.62 ± 4.54 87.80364682 224.46 1435.00 0.14% 85.20 87.60 113.08 122.16 
92.122.126.154 65.90 5182 103.80 ± 8.28 160.1473859 219.76 1437.00 0.00% 68.90 71.00 95.52 112.08 
23.15.7.90 145.80 11159 199.04 ± 16.11 311.4832966 316.93 1436.00 0.07% 149.50 158.45 182.93 215.15 
23.61.195.91 205.00 11691 275.47 ± 17.03 328.9902025 433.60 1434.00 0.21% 218.50 224.30 258.44 292.50 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 E.7. planetlab2.upm.ro 
 
planetlab2.upm.ro Statistical Analysis 
Host Min Max 
Avg (conf.inter. 
95%) Desviacion 
90% 
Percentil 
Num. 
Valid 
samples Error % Mode Median 
Lower 
Level 
95% 
Upper 
Level 
95% 
189.45.253.235 240.50 262.5 249.13 ± 0.16 2.988958978 252.90 1412.00 1.74% 246.60 249.00 248.97 249.29 
189.45.253.233 243.30 269.8 251.74 ± 0.15 2.964678392 256.44 1414.00 1.60% 249.30 251.60 251.59 251.90 
203.13.161.16 319.10 1424 326.29 ± 1.54 29.82223657 329.04 1437.00 0.00% 326.10 326.10 324.74 327.83 
96.17.180.160 296.80 1236 318.90 ± 1.31 25.24741839 329.92 1437.00 0.00% 317.90 318.00 317.59 320.20 
213.254.248.144 54.70 146.9 55.54 ± 0.14 2.692984349 59.90 1437.00 0.00% 55.10 55.20 55.41 55.68 
80.239.200.8 28.90 61.2 30.82 ± 0.11 2.04154326 32.20 1437.00 0.00% 32.00 31.70 30.71 30.93 
Akamai Choice 8.00 11.5 8.18 ± 0.01 0.167563074 8.40 1437.00 0.00% 8.10 8.10 8.17 8.19 
92.122.126.154 52.70 108.4 56.58 ± 0.37 7.120606203 57.60 1437.00 0.00% 55.30 55.30 56.21 56.95 
23.15.7.90 135.10 564.3 143.34 ± 0.62 12.03153673 145.60 1437.00 0.00% 143.80 143.50 142.72 143.96 
23.61.195.91 202.80 226.3 211.53 ± 0.10 1.919960869 214.10 1436.00 0.07% 212.50 212.10 211.43 211.63 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 E.8. planetlab4.cs.st-andrews.ac.uk 
 
planetlab4.cs.st-
andrews.ac.uk Statistical Analysis 
Host Min Max 
Avg (conf.inter. 
95%) Desviacion 
90% 
Percentil 
Num. Valid 
samples Error % Mode Median 
Lower 
Level 
95% 
Upper Level 
95% 
189.45.253.235 193.30 2085 202.51 ± 2.75 52.73886706 208.00 1412.00 1.74% 196.30 199.40 199.76 205.26 
189.45.253.233 193.30 5208 211.68 ± 9.03 173.2050613 209.50 1414.00 1.60% 200.30 199.65 202.65 220.71 
203.13.161.16 290.60 356.6 292.28 ± 0.37 7.08155785 296.10 1437.00 0.00% 290.70 290.90 291.92 292.65 
96.17.180.160 256.30 1092 269.16 ± 1.17 22.6294257 281.32 1437.00 0.00% 268.30 268.60 267.99 270.33 
213.254.248.144 21.80 248 22.54 ± 0.44 8.580626024 23.50 1437.00 0.00% 21.90 21.90 22.09 22.98 
80.239.200.8 39.50 825.3 45.08 ± 1.08 20.94529018 50.60 1437.00 0.00% 44.10 44.20 44.00 46.16 
77.232.217.115 62.90 79.5 63.43 ± 0.03 0.517569392 63.80 1437.00 0.00% 63.60 63.50 63.40 63.46 
Akamai Choice 11.90 48.2 12.66 ± 0.05 0.975083009 13.00 1437.00 0.00% 12.50 12.60 12.61 12.71 
23.15.7.90 108.20 2126 114.42 ± 4.71 91.01280496 110.72 1437.00 0.00% 109.00 109.00 109.72 119.13 
23.61.195.91 155.40 1769 161.46 ± 4.34 84.0257745 158.30 1437.00 0.00% 157.20 157.00 157.12 165.81 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 E.9. planetlab1.temple.edu 
 
planetlab1.temple.edu Statistical Analysis 
Host Min Max 
Avg (conf.inter. 
95%) Std. Deviation 
90% 
Percentil 
Num. 
Valid 
samples Error % Mode Median 
Lower 
Level 95% 
Upper 
Level 
95% 
189.45.253.235 112.10 751.7 119.32 ± 1.49 28.66034904 119.60 1412.00 1.74% 117.90 117.60 117.82 120.81 
189.45.253.233 112.30 1014 118.73 ± 1.31 25.08600683 124.94 1414.00 1.60% 118.00 117.50 117.42 120.04 
203.13.161.16 239.30 450.7 241.98 ± 0.58 11.26188897 248.82 1437.00 0.00% 239.60 240.10 241.40 242.57 
96.17.180.160 242.00 2734 266.16 ± 5.31 102.5715102 279.10 1434.00 0.21% 269.40 259.30 260.85 271.47 
213.254.248.144 77.70 1124 83.57 ± 1.66 32.08685744 87.72 1437.00 0.00% 80.60 80.80 81.91 85.23 
80.239.200.8 109.80 201 114.03 ± 0.28 5.419463357 117.64 1437.00 0.00% 113.40 113.60 113.75 114.31 
77.232.217.115 116.30 1196 123.08 ± 1.75 33.7844309 125.50 1437.00 0.00% 121.90 121.60 121.34 124.83 
92.122.126.154 70.20 357 75.85 ± 0.68 13.19144708 78.12 1437.00 0.00% 73.70 74.70 75.17 76.53 
Akamai Choice 7.50 165.7 9.59 ± 0.39 7.453467883 13.22 1437.00 0.00% 7.80 8.50 9.21 9.98 
23.61.195.91 74.10 36505 128.25 ± 69.86 1350.621081 84.40 1436.00 0.07% 74.40 75.00 58.39 198.10 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 E.10. pllx2.parc.xerox.com 
 
pllx2.parc.xerox.com Statistical Analysis 
Host Min Max 
Avg (conf.inter. 
95%) Desviacion 
90% 
Percentil 
Num. Valid 
samples Error % Mode Median 
Lower 
Level 
95% 
Upper 
Level 95% 
189.45.253.235 160.30 168.6 162.36 ± 0.04 0.806471474 163.10 1412.00 1.74% 162.30 162.40 162.31 162.40 
189.45.253.233 160.30 169 162.38 ± 0.04 0.792886415 163.30 1414.00 1.60% 162.30 162.50 162.34 162.42 
203.13.161.16 170.80 3339 179.72 ± 5.76 111.4672169 174.40 1437.00 0.00% 171.00 171.10 173.95 185.48 
96.17.180.160 181.10 222.4 196.57 ± 0.44 8.471134342 211.80 1430.00 0.49% 200.30 195.60 196.13 197.00 
213.254.248.144 156.80 284.2 159.77 ± 0.22 4.2359758 162.60 1437.00 0.00% 160.20 159.60 159.55 159.99 
80.239.200.8 191.00 200.1 193.24 ± 0.05 1.008730289 194.90 1437.00 0.00% 192.90 193.10 193.19 193.29 
77.232.217.115 187.50 205.9 190.60 ± 0.07 1.429470562 192.80 1437.00 0.00% 189.80 190.40 190.53 190.68 
92.122.126.154 146.20 150.4 146.87 ± 0.02 0.302317224 147.30 1437.00 0.00% 146.90 146.90 146.86 146.89 
23.15.7.90 71.00 430 73.20 ± 0.67 12.99911653 74.20 1437.00 0.00% 72.50 72.50 72.53 73.87 
Akamai Choice 19.90 31.4 21.11 ± 0.04 0.694284198 22.10 1437.00 0.00% 20.90 21.00 21.07 21.14 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 F. Correlation Results 
 
 
 
 
  
 
 
  
 
 
  
 
 
 
 
  
 
  
 
 
 
 
  
 
 
  
 
 
   
 
