Given a function f from {0, 1, . . . , N − 1} to {0, 1, . . . , N − 1}, we prove that f m (x), the mth iterate of f at x, can be computed in time O(log N ) for each natural number m and each x by using O(N ) information that is generated in a preprocessing procedure. Two types of optimal orbit decompositions of functional graphs are proposed for the preprocess. 
Introduction
Let V = {0, 1, . . . , N − 1} and f : V → V . Use f m (x) to denote the mth iterate of f at x ∈ V . The problem we are interested in here is how to preprocess a function f so that the evaluation of f m (x) can be done efficiently for each natural number m and x ∈ V by using the information generated in the preprocess. The property that the iteration of a function can be computed efficiently is called the fast forward property. Such a property is important in many cryptographic applications, in particular in the issue of pseudo-randomness [12, 15, 16] .
The approach in the paper requires O(N) space to store the information generated in the preprocess. Practically, this means that N cannot be too large. In contrast, N is very large in the context of pseudorandomness. Still, the order N space is tolerable for the problem, since most random mappings have no shorter definition than specifying their value for all mappings. However, if space is not a main issue, the problem becomes quite easy, since the iterates are ultimately periodic and they could be tabulated in order N 2 space. Tsaban [15, 16] investigated the problem for f being a permutation and f being an arbitrary function. The approach is to construct an "orbit decomposition" of a function f and derive a formula for f m (x) from the orbit decomposition. The formula consists of one recursion and five mappings and these mappings are implemented as lookup tables. Then the complexity is measured by the number of times the recursion is called in the process of evaluating f m (x). The occasion of applying the recursion corresponds to the "descent" in the orbit decomposition. Thus, the efficiency of evaluating f m (x) by this approach relies essentially on the number of descents. Tsaban proposed a greedy orbit decomposition to lower the number of descents for practical use. The average number of descents with respect to the greedy orbit decomposition is O(log N) by experiments. However, this result is not optimal and the maximal number of descents is O( √ N ) in the worst case. In this paper we follow the same approach as that of Tsaban, which reduces the problem to finding orbit decompositions that minimize the number of descents. However, different from Tsaban [16] , the orbit decompositions that we propose are optimal. Namely, we propose two types of orbit decompositions that minimize the maximal number of descents and the average number of descents, respectively. Moreover, the numbers of descents of both types are O(log N) for all cases.
The optimal orbit decompositions are closely related to certain functionals on rooted trees. The procedures for constructing the orbit decompositions are the same, but the rules of orbit are different. The orbits of the decompositions of the first type are determined by the extended Horton-Strahler numbers (see [2] and a list of references in Section 3.2 for more information). The orbits of the second type are determined by the number of nodes of subtrees while the orbits in the greedy orbit decomposition [16] are determined essentially by the number of levels (or depth) of subtrees.
Preliminary
We recall some basic definitions and results in [15, 16] .
Definition. The sequence of orbits
Given an orbit decomposition of f
where
where p i is the sequence such that f (b s i −1 ) = b p i and π is the permutation with the cycle decomposition (8)(9) and θ is the function defined by the arrows of the directed graph on the right hand side. Also, the connections of C 2 to C 1 , C 4 to C 1 and C 3 to C 2 are descents. Thus D θ (x) = 0 for x = 0, 1, 2, 3, 4, 5, D θ (x) = 1 for x = 6, 7, 9 and D θ (x) = 2 for x = 8.
Note that the orbit
We call this mapping, or the connection between two orbits, a descent. An example of an orbit decomposition of a function and the associated terms are given in Figure 1 .
By implementing σ and σ −1 as lookup tables, we only need to investigate the complexity of evaluating
(1)
Recursion (3) corresponds to a descent. By implementing the mappings i → p i , i → s i and x → i(x) as lookup tables, we see that the complexity is measured by the number of descents on the tour (x, θ(x), θ 2 (x), . . . , θ m (x)). D θ (x) denotes the number of descents on the infinite tour
Theorem (Tsaban, 2007) . The evaluation of θ m (x) can be done in time O (D θ (x) + 1) for all x ∈ V by using (1), (2), (3) and the lookup tables mentioned above.
Nevertheless, D θ (x) is not always small (i.e. O(log N)). Tsaban proposed a greedy orbit decomposition for a solution. The functional graph on the left hand side can be regarded as the rooted tree on the right hand side by ignoring all labels and shrinking the cycle to a root.
Definition.
The greedy orbit decomposition of f is C 0 , C 1 , . . . , C ℓ−1 constructed as follows. C 0 is a maximal length orbit in V and C i is a maximal length orbit in
A simulation by Tsaban indicates that the average (for random functions f and random points x) of D θ (x) with respect to the greedy orbit decompositions is only about (log 2 N)/5. However, Tsaban also proved that the worst case is about √ 2N.
New results
We present two types of orbit decompositions that minimize
respectively, in this section. The minimization implies optimal algorithms for computing f m (x) in the sense of worst and average performance.
Reduction of the problem to the orbit decomposition of a rooted tree
A functional graph (or random mapping) is a disjoint union of components of directed graphs with out-degree equal to one and each component containing exactly one cycle. Functional graphs are widely used and studied in discrete probability (see [4] and the references cited there). We simplify the problem from finding orbit decompositions of a functional graph to finding orbit decompositions of a rooted tree.
We consider the functional graphs without labels since they are unrelated to the values in (4). The components are orbit independent. The first orbit in a component must complete the cycle and terminate on the cycle. Thus the cycle can be regarded as a root and each component can be regarded as a rooted tree (see an example in Figure 2 ).
In the procedure of constructing an orbit decomposition, for each component an orbit, a path from a node to the root, is chosen and called chief orbit and then is eliminated from the component. The remainder is again a disjoint union of rooted trees (see an example in Figure 3 ). The procedure continues recursively until all remainders are empty. The number of descents of a node is the number of orbits passed on the path from the node to the root. For instance, the number of descents of p is two since the path from p to the root r passes two orbits (orbit c and chief orbit r). The right graph shows the number of descents for all nodes.
From the above graphical point of view, the number of descents for a node is the number of orbits passed through by the path from the node to the root (cycle). See a demonstration of counting the number of descents in Figure 4 . Also, an example showing a good orbit decomposition and a poor orbit decomposition of a comb tree is given in Figure 5 . Now, the problem is to find two types of orbit decompositions of a rooted tree that minimize the maximal number of descents and the average number of descents, respectively. Figure 5 : Middle: a tree rooted at the bold point. Left: a good orbit decomposition with a maximal number of descents 1. Right: a poor orbit decomposition with a maximal number of descents as large as 5. Actually, the left orbit decomposition is an orbit decomposition minimizing the maximal number of descents and the right orbit decomposition is the greedy orbit decomposition.
T is a tree rooted at r with subtrees T 1 , T 2 , . . . , T k .
An orbit decomposition minimizing the maximal number of descents
A bottom-up method is applied to construct optimal orbit decompositions. Let T be a tree rooted at r with subtrees T 1 , . . . , T k , k ≥ 1, as the graph shows in Figure 6 . Assume that each subtree T i has been given an orbit decomposition. Then there are k possible extensions of orbit decomposition to T . That is, we can prolong the chief orbit of any subtree T i by including r in the chief orbit and then it forms an extended orbit decomposition on T . The following lemma shows the increase of the number of descents for the extended orbit decomposition.
Lemma 1.
Let D old (x) be the number of descents of x with respect to the existing orbit decompositions on subtrees T 1 , . . . , T k . If we extend the orbit decompositions to T by prolonging the chief orbit of T a to r, then the number of descents with respect to the extended orbit decomposition on T is D new (r) = 0 and
Proof. It is obvious that (5) holds since D new (x) is the number of orbits passed on the path from x to r.
Suppose that each subtree T i is given an orbit decomposition that minimizes the maximal number of descents. What is the best choice of subtree T a in Lemma 1 to minimize the maximal number of descents in T ? It is easy to guess that the answer is provided by the subtree that has a node with the largest D old (x). Moreover, if there is only one subtree that has a node with the largest D old (x) then the maximum of D new (x) is equal to the maximum of D old (x) by Lemma 1. Otherwise, if there is more than one subtree with the same largest D old (x), then the maximum of D new (x) is the maximum of D old (x) plus 1 by Lemma 1.
The function characterized by the above rule has been studied in other areas. It was originally used to classify river systems [7, 14] and later also appeared in computer science as register functions [6, 8] . The definition was on binary trees. Now, we extend it to rooted trees with branching factor ≥ 1.
The extended Horton-Strahler (H-S) number. It is defined on nodes inductively by
if there is only one child u i with S(u i ) = M(r), M(r) + 1 if there are at least two children u i and u j with S(u i ) = S(u j ) = M(r), where M(r) = max{S(u 1 ), . . . , S(u k )} and u 1 , . . . , u k are children of r.
Average-case analysis of the H-S number on random binary trees was studied in [2, 5, 6, 8, 9, 10, 11, 13] . A different extension to m-ary trees was proposed and analyzed in [1, 3] . However, the extended H-S numbers for random functional graphs (random mappings) have not been investigated yet.
For each component, a "best" chief orbit should be a path from the root to a leaf passing the nodes with the largest extended H-S number locally (if there is more than one node with the same largest extended H-S number, then choose any one of them). Examples of a rooted tree associated with the extended H-S numbers and the number of descents for the nodes are given in Figure 7 .
An algorithm to construct an optimal orbit decomposition: Step 1. Find the functional graph.
Step 2. Compute the extended H-S numbers.
Step 3. Create a to-do list of components.
Step 4. Choose a best chief orbit from the first component in the to-do list.
Step 5. Eliminate the chosen orbit and add new components into the to-do list. Stop when the to-do list is empty. The complexity of the algorithm is O(N).
We have the following theorem.
Theorem 2.
The least maximal number of descents is equal to the extended H-S number on the root of the tree.
Proof. The theorem can be proved easily by induction on N. It is trivial that the theorem holds for N = 1. For N ≥ 2, assume that the theorem holds for all rooted trees with N − 1 nodes. Let T be a tree rooted at r with N nodes and subtrees T 1 , . . . , T k , k ≥ 1, as the graph shows in Figure 6 . Let u i be the root of T i . Then the least maximal number of descents for T i is equal to S(u i ) by the assumption. By the definition of the extended H-S number and Lemma 1, the least maximal number of descents for T is equal to S(r).
Remark. Let T be a rooted tree with N nodes and S(T ) be the extended H-S number of the root of T . Then we have S(T ) ≤ log 2 (N + 1) − 1 and the equality holds if, and only if, T is a complete binary tree; or, equivalently, if
and only if, T is a complete binary tree.
Proof of the remark. We prove the second proposition by induction on N. It is trivial that it holds for N = 1. Assume it holds for N − 1. Let T 1 , . . . , T k be the subtrees of T , as the graph shows in Figure  6 . Without loss of generality, assume that |T 1 | ≥ |T 2 | ≥ · · · ≥ |T k |. There are two cases:
If T is a complete binary tree then clearly S(T ) = d − 1. Suppose T is not a complete binary tree. We will show S(T ) < d − 1. Note that for all i,
Thus, it is enough to show that there is at most one i such that S(T i ) = d − 2. If k = 2 and |T 1 | = |T 2 | = 2 d−1 − 1 then at least one of T 1 and T 2 is not a complete binary tree, and thus
An orbit decomposition minimizing the average number of descents
We follow the bottom-up method in the previous subsection. From Lemma 1 we have the following lemma. . Also, the sum of the numbers on the center tree is equal to the sum of the numbers on the right tree.
Lemma 3.
Let m i be the total number of descents for nodes in T i with respect to the existing orbit decompositions on subtrees T 1 , . . . , T k . If we extend the orbit decompositions to T by prolonging the chief orbit of T a to r, then the total number of descents of nodes in T with respect to the extended orbit decomposition is equal to
To minimize (6), the best choice of subtrees should be the one with the largest number of nodes. Thus, a best chief orbit should be a path from the root to a leaf passing the nodes with the largest number of offspring locally (if there is more than one node with the same largest number of offspring then choose any of them). The construction of the orbit decomposition is similar to the algorithm in the previous subsection, except for the rule of choosing the orbit. Define
as the smallest increment in (6) . Examples of a rooted tree associated with the number of offspring of nodes, the number of descents for the nodes with respect to an orbit decomposition determined by the number of offspring and the values of Λ(r) are given in Figure 8 . It is easy to prove that the least total number of descents is equal to r Λ(r) by induction on N. Thus we have the following theorem. 
where d is the number of levels. Intuitively, one would guess that complete binary trees are the worst cases. However, we found some trees that are not complete binary trees, but they have the same values of r Λ(r) and the same number of nodes as complete binary trees. Examples are given in Figure 9 . It is not easy to justify whether complete binary trees are always worst cases or not. The average (with respect to all functional graphs of the same number of nodes) of the value r Λ(r) is also unknown.
Remarks. We can give another interpretation of our work in terms of transportation systems. Consider the problem of designing a system of bus transportation without overlapping routes. It is analogous to an orbit decomposition of a graph. By regarding orbits as bus lines, descents as transfers and the root of a tree as the center of the system, our work can then be translated into designing two systems that minimize the maximal and average numbers of transfers from each stop to the center, respectively. The example in Figure 5 shows an efficient system (good orbit decomposition) and an inefficient system (poor orbit decomposition). However, it is not obvious if our method can be extended to general graphs. How to find an orbit decomposition that minimizes the number of "transfers" for general graphs is an interesting question.
