The article is devoted to the study of some mathematical models arising in ltration theory. We examine an inverse problem of determining an unknown right-hand side and coecients in a pseudoparabolic equation of the third order. Equations of this type and more general Sobolev-type equations arise in ltration theory, heat and mass transfer, plasma physics, and in many other elds. We reduce the problem to an operator equation whose solvability is established with the help of a priori estimates and the xed point theorem. Together with the natural smoothness conditions for the data, we require also some well-posedness condition to be fullled which is actually reduced to the condition of nondegeneracy of some matrix constructed with the use of the data of the problem. Theorems on existence and uniqueness of solutions to this problem are stated and proven. Stability estimates are exposed. In the linear case the result is global in time, while in the nonlinear case it is local. The main function spaces used are the Sobolev spaces.
Introduction
Together with a solution U , we determine an unknown right-hand side and coecients of the equation
where L, M are the second-order dierential operators in the variables x and G is a bounded domain in R n (n ≥ 1) with boundary Γ ∈ C 2 . The equation is complemented with the initial and boundary conditions U | S = φ, S = Γ × (0, T ),
We employ the values of a solution U at separate points as overdetermination conditions. So, our overdetermination conditions are as follows:
with x i being arbitrary points in G.
Mathematical models based on the pseudoparabolic equations arise when describing heat and mass transfer, ltration, wave processes, and many other processes [1, 2] . Many articles are devoted to the study of solvability of boundary value problems for pseudoparabolic equations (see, for instance, [3, 4] ). In particular, initial, initial-boundary, and periodic problems, the questions of global (in time) solvability and blow-up of solutions are studied. In the case of global solvability some investigations are devoted to the questions of asymptotic behavior of solutions to the direct problems, scattering theory, and stability of soliton-type solutions to both Âåñòíèê ÞÓðÃÓ. Ñåðèÿ ≪Ìàòåìàòè÷åñêîå ìîäåëèðîâàíèå è ïðîãðàììèðîâàíèå≫ (Âåñòíèê ÞÓðÃÓ ÌÌÏ). 2015. Ò. 8, 2. Ñ. 105116 # one-dimensional and multidimensional equations, in particular, to the BenjaminBonaMahony Burgers and RosenauBurgers equations [5, 6] . The semigroup approach to singular Sobolevtype equations was developed by Sviridyuk and Fedorov [4] . Some results devoted to the theory of pseudoparabolic equations with an indenite or noninvertible operator at the higher-order derivative with respect to time can be found in [7] . The questions of local solvability for nonlinear pseudoparabolic equations are examined in [8] .
The pseudoparabolic equations with a monotone nonlinearity are studied by R.E. Showalter in [9] , where the classical monotonicity method in an expanded form was applied to various classes of equations of mathematical physics, in particular, to nonlinear Sobolev-type equations with monotone nonlinearities. The existence of global (in time) solutions for the Boussinesq equation with a source and nite-time blow-up solutions were studied by Kozhanov in [10] . In his articles the blow-up of solutions to the rst boundary value problem is proven with the use of the comparison principle for these equations. In particular, the blow-up of a positive solution is proven and some existence and nonexistence theorems are exhibited.
The question of uniqueness of solutions to the Cauchy problem for the quasilinear pseudoparabolic equation
is studied in [11] in a class of growing functions φ(u), with u from some well-posedness class.
The maximum principle for pseudoparabolic equations is also presented in [12] . The method of the proof of nonexistence of solutions to some boundary value problems relying on the maximum principle is developed in the articles by Yu.V. Egorov and V.A. Kondratev. The methods of complex analysis are employed in the study of pseudoparabolic equations in [13] . A principally new approach called the method of test functions was proposed in [14, 15] . The existence and nonexistence questions for dierent mathematical models on the base of Sobolev-type equations are presented in the well-known monograph [2] , where the necessary bibliography can be found. The inverse problems for Sobolev-type equations are not studied well. In [1, 16] the authors consider a model that discribes ltration of a uid in a fractured media. They state some inverse problems, including a problem close to that of out article, and establish local existence and uniqueness theorems under an integral overdetermination condition on the boundary. Moreover, some properties of solutions to inverse problems of this type are derived there. The problem of recovering of a kernel of an integral operator occurring in Sobolev-type equations when some functional of a solution is given is examined in [17] . The coecient inverse problems are considered in [18] . The uniqueness theorem is proven and an algorithm for solving an inverse problem for the equation
is specied. The unknowns are u(t, x), b(y), c(y), and a constant a and the functions u(t, x, 0), u y (t, x, 0), and u(0, x, y) are given. Here δ(t, x, y) is the Dirac delta function. One more problem is considered in [19] , where the value of a functional of a solution allows us to recover a scalar function depending on t which is a factor before an element of a given Banach space on the right-hand side of an abstract Sobolev-type equation. A similar problem is treated in [20] , where an element of a Banach space is recovered under the integral overdetermination condition. We can refer also to [21] , where some inverse problems for composite type equations are considered.
Point out a series of monographs and articles [2226] , where essential advancements in the theory of inverse problems for parabolic equations and systems are made. In particular, the inverse problems in the same statement but for parabolic equations and systems are treated in [2729] .
The main result of the article is Theorem 3, where existence and uniqueness of a solution to the problem (1) (4) are proven and a stability estimate is obtained. The problem of determination ÌÀÒÅÌÀÒÈ×ÅÑÊÎÅ ÌÎÄÅËÈÐÎÂÀÍÈÅ a right-hand side (a source function) is linear and the result in this case is global in time (see [30] ).
Preliminaries
In the article we employ the Sobolev spaces W s p (G) and the H older spaces C α (G). The space of strongly measurable functions on [0, T ] with values in a Banach space H is denoted by L p (0, T ; H). The condition Γ ∈ C 2m means that, for every x 0 ∈ Γ, there exists a neighborhood U (the coordinate neighborhood) and a coordinate system y (local coordinate system), obtained after a rotation and translation of the initial system in which
where
Without loss of generality, we can assume that the axis y n of the local coordinate system is directed along the normal to Γ at x 0 .
Let L and M be second-order operators of the form:
Here L is assumed to be elliptic. Thus, there exists a constant δ > 0 such that
Write out the conditions on the coecients of L, M . Fix a parameter p > n and assume that
Under these conditions on the coecients of L, the following theorem is valid.
, where c is a constant independent of f and t.
Proof. The solvability of problems (8) 
If b ∈ L q (G) with q > n/2 for p ≤ n/2 and q ≥ p for p > n/2 then there exists a constant c > 0 such that, for all functions u ∈ W 2 p (G), we have
Proof. Prove the former statement, the latter is established by analogy. Fix i = 1, 2, . . . , n. The H older inequality yields
By the embedding theorems (see [34] ), we have the estimate
Thus
. The estimate (10) is obtained similarly.
, where p ∈ (n, ∞), and conditions (6) , (7) for the coecients hold together with the consistency conditions
Then there exists a unique solution to problem (1) (3) such that
If φ ≡ 0, U 0 (x) ≡ 0, then there exists a constant c > 0 independent of γ ∈ [0, T ] such that a solution to problem (1) (3) meets the estimate
Proof. Consider the segment [0, T ]. Find a function Φ such that
ÌÀÒÅÌÀÒÈ×ÅÑÊÎÅ ÌÎÄÅËÈÐÎÂÀÍÈÅ It can be constructed as follows:
(the existence of a function ψ 0 follows from the known results (see, for instance, [31] ). Make the change V = U − Φ. Function V satises the conditions
Using Theorem 1 we can obtain that
Conditions (6) and Lemma 1 justify the estimate
where 1/p + 1/q = 1, which together with the xed point theorem allows us to prove the claim on solvability on some time interval Consider the interval (0, γ) (γ ≤ T ) and prove the estimate of the theorem. Consider problem (1) (3), (4), where U 0 = 0, φ = 0, and
There exists a unique solutionŨ to problem (1) (3) satisfying the estimate:
By the uniqueness theorem, a solutionŨ agrees with a solution U to the problem (1) - (3), with U 0 = 0 and φ = 0 on [0, γ]. Thus, we can rewrite (13) as follows
We can easily formulate an analogue of this theorem for any p ∈ (1, ∞). But to obtain the main results we need a condition p > n for p. Hence, we state the above theorems in this case.
The Main Results
We consider the inverse problem of determining the unknown functions occurring in the righthand side of the equation, and in the operator itself. In this case the problem is nonlinear. We assume that the right-hand side of (1) is represented as
Âåñòíèê ÞÓðÃÓ. Ñåðèÿ ≪Ìàòåìàòè÷åñêîå ìîäåëèðîâàíèå è ïðîãðàììèðîâàíèå≫ (Âåñòíèê ÞÓðÃÓ ÌÌÏ). 2015. Ò. 8, 2. Ñ. 105116 ' where the functions f i are given. We suppose also that some coecients of the operator M depending on t are unknown and operator M has the form
Consistency conditions:
Construct the function
, Φ| S = φ (see the proof of theorem 2). Construct also the matrix B with the rows
where j = 1, 2, ..., r, and assume that there exists δ 0 > 0 such that
Here
We assume that the coecients of the operator
meet conditions (6) and the coecients of M i the conditions
In this case, locally in time, conditions (16) does not depend on the choice of function Φ. Indeed, let Φ 1 and Φ 2 be such functions. Consider
. This inequality shows that if B 1 and B 2 are matrices constructed using Φ 1 and Φ 2 , respectively, and
Theorem 3. Let conditions (5) , (6), (15) (17) be fullled. Then there exists a constant γ 0 > 0 such that on the interval [0, γ 0 ] problem (1) (4) has a unique solution (U, c 1 , . . . , c r ) such that
) be a solution to the problem (see Theorem 2)
ÌÀÒÅÌÀÒÈ×ÅÑÊÎÅ ÌÎÄÅËÈÐÎÂÀÍÈÅ
In this case the function V = U − Φ is a solution to the problem
There exists γ 0 > 0 such that condition (16) , with δ 0 /2 rather than δ 0 , holds on [0, γ 0 ]. Note that U is solution to problem (1) (4). In this case
The function Φ ∈ W 2 p (G; W 1 p (0, T )) after a possible modication on a set of zero measure possesses the property
Inverting L in (18), we have [35, (5.4 
)]). In this case we have
Similarly, we can prove that L −1 f i (x j , t) ∈ L ∞ (0, T ) and this trace is dened. Let x = x j in (21). We have
The overdetermination condition yields
We can rewrite equation (23) in the form
Âåñòíèê ÞÓðÃÓ. Ñåðèÿ ≪Ìàòåìàòè÷åñêîå ìîäåëèðîâàíèå è ïðîãðàììèðîâàíèå≫ (Âåñòíèê ÞÓðÃÓ ÌÌÏ). 2015. Ò. 8, 2. Ñ. 105116
As a result, we infer
The right-hand side can be viewed as an operator R(⃗ c) taking the vector ⃗ c(t) in a solution V (x, t) to problem (18) and then taking V (x, t) into the right-hand side of (25) . Investigate properties of this operator. Fix
By construction,α it ∈ L p (0, T ). Due to the fact that the entries of the matrix B belong to
is uniquely solvable. For λ > 0, we have that
From (26) it follows that 
where constant c 0 is independent of λ > 0, γ ≤ T . Choosing a suciently large λ > 0 and estimating ∥⃗ c∥ Lp(0, γ) 
where c(R 0 ) is independent of ⃗ c ∈ B R 0 ,γ . Obtain the remaining estimates. Let ⃗ c 1 , ⃗ c 2 be a vectorfunction from L p (0, γ) and V 1 , V 2 be corresponding solutions to (26) . Thus, we infer Thus, R takes the ball B R 0 ,γ 0 into itself and is contractive. By the xed-point theorem, equation (26) is solvable. By construction, V is a solution to (18) . The fact that V meets (19) is proven by analogy with arguments those of in the linear case (see [30] ).
2 Conclusion. Thus, we proved that the inverse problems under consideration are well-posed at least locally in time. The results obtained allow to construct new numerical algorithms for solving problems of form (1) (4).
