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THE ROLE OF PHASES IN DETECTING THREE-QUBIT
ENTANGLEMENT
KYUNG HOON HAN AND SEUNG-HYEOK KYE
Abstract. We propose separability criteria for three-qubit states in terms of diago-
nal and anti-diagonal entries to detect entanglement with positive partial transposes.
We report that the phases, that is, the angular parts of anti-diagonal entries, play
a crucial role in determining whether a given three-qubit state is separable or en-
tangled, and they must obey even an identity for separability in some cases. These
criteria are strong enough to detect PPT (positive partial transpose) entanglement
with nonzero volume. In several cases when all the entries are zero except for diagonal
and anti-diagonal entries, we characterize separability using phases. These include
the cases when anti-diagonal entries of such states share a common magnitude, and
when ranks are less than or equal to six. We also compute the lengths of rank six
cases, and find three-qubit separable states with lengths 8 whose maximum ranks of
partial transposes are 7.
1. Introduction
The notion of entanglement is a unique phenomenon in quantum physics, and is now
considered as one of the main resources in various fields of current quantum information
and computation theory, like quantum cryptography and quantum teleportation. See
survey articles [13, 21] for general aspects on the topics. In cases of multipartite
systems, there are several kinds of entanglement as it was classified in [1, 9, 10], and it
is important to find separability criteria to distinguish entanglement from separability.
Positivity of partial transposes is a simple but powerful criterion [7, 27].
Some of other criteria are to test quite simple relations between diagonal and anti-
diagonal entries of states. See [11, 12, 28] for example. This approach is very suc-
cessful to detect kinds of multi-qubit entanglement arising from bi-separability or full
bi-separability, and some of them actually characterize those separability when a given
state has zero entries except for diagonal and anti-diagonal entries [12, 18, 28]. The
main purpose of this note is to give criteria for (full) separability of three qubit states
in terms of diagonal and anti-diagonal entries. These criteria tell us that the (full) sep-
arability of three-qubit states depends heavily on the phases, that is, the angular parts
of anti-diagonal entries. Furthermore, they detect PPT (positive partial transpose)
entanglement with nonzero volume. We recall that a state is said to be separable, or
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fully separable, if it is a convex combination of pure product states, or equivalently,
that of product states.
By anti-diagonal entries of an n×n matrix [ai,j], we mean ai,n−i+1 for i = 1, 2, . . . , n.
States with zero entries except for diagonal and anti-diagonal entries are usually called
X-shaped states, or X-states, in short. Those states arise naturally in quantum in-
formation theory in various aspects. See [1, 26, 29, 30, 31, 32] for example. Notable
examples include Greenberger-Horne-Zeilinger diagonal states, which are mixtures of
GHZ states with noises. We note that the X-part of a three-qubit separable state is
again separable [19], and so any necessary criteria for separability of X-shaped states
still work for arbitrary three qubit states in terms of diagonal and anti-diagonal entries.
Very little is known for full separability of three-qubit X-states, even though we now
have a complete characterization of bi-separability and full bi-separability of arbitrary
multi-qubit X-states [18, 28]. Only recently, separability of three-qubit GHZ diagonal
states has been completely characterized by the authors [19], complimenting earlier
partial results in [11, 22]. We note that anti-diagonal entries of GHZ diagonal states
are real numbers, and so it is very natural to ask what happens when the anti-diagonal
part has complex entries.
Three-qubit states are considered as 8 × 8 matrices, by the identification M8 =
M2⊗M2⊗M2 with the lexicographic order of indices in the tensor product. Therefore,
a three-qubit X-shaped Hermitian matrix is of the form
(1) X(a, b, c) =


a1 c1
a2 c2
a3 c3
a4 c4
c¯4 b4
c¯3 b3
c¯2 b2
c¯1 b1


,
for a, b ∈ R4 and c ∈ C4. We also denote by θi the phase of ci = rieiθi throughout this
note. For a given state ̺ whose X-part is given by X(a, b, c), we define the following
three numbers:
(2)
∆̺ = min{
√
a1b1,
√
a2b2,
√
a3b3,
√
a4b4,
4
√
a1b2b3a4,
4
√
b1a2a3b4},
R̺ = max{|c1|, |c2|, |c3|, |c4|},
r̺ = min{|c1|, |c2|, |c3|, |c4|}.
We note that if a three-qubit state ̺ with the X-part X(a, b, c) is separable then it
satisfies the inequality
(3) ∆̺ ≥ R̺.
The inequality
√
aibi ≥ R̺ comes from the positivity of partial transposes, as it was
also observed for general multi-qubit states [18]. The others appear in [11]. This
criterion gives us a restriction on the maximum of magnitudes of anti-diagonal entries
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for separable states. We consider here the minimum of the anti-diagonal magnitudes,
and show that a separable state ̺ must satisfy the inequality:
(4) ∆̺ ≥ r̺
√
1 + | sinφ̺/2|,
which depends on the phase difference φ̺ of ̺ defined by
(5) φ̺ = (θ1 + θ4)− (θ2 + θ3) mod 2π.
If the phase difference is nonzero then our criterion (4) detects entanglement with PPT
property. Actually, we will see that the set of all PPT entanglement detected by (4)
has nonzero volume.
For given fixed diagonal parts and magnitudes of anti-diagonals, our criterion also
gives rise to a restriction on the phase difference for a separable state. Especially, if
∆̺ = R̺ = r̺, then separable states must obey the phase identity:
(6) θ1 + θ4 = θ2 + θ3 mod 2π
which can be easily observed for pure product states [11]. For non-diagonal X-states
with rank ≤ 6, we will also see that the phase identity is a necessary condition for
separability, with which we characterize separability of them in terms of entries. If a
three-qubit X-state ̺ shares a common magnitude, that is, R̺ = r̺, then our criterion
(4) characterize separability.
After we prove the criterion (4) in the next section, we apply this result in Section
3 to give a complete characterization of separability for three-qubit X-states with rank
four. This will be used in Section 4 to show that the criterion (4) gives us a complete
characterization of separability for X-states with common anti-diagonal magnitudes. In
Section 5, we will show that separable X-states with rank ≤ 6 must satisfy the phase
identity, and characterize their separability. We compute in Section 6 the lengths of
separable X-states of rank six. In some cases, the length exceeds the maximum rank
of partial transposes.
2. Separability criterion with anti-diagonal phases
In order to justify the criterion (4), we begin with the separability criterion by
Gu¨hne [11] which was simplified by the authors [19]. It was shown that every three-
qubit separable state ̺ with the X-part X(a, b, c) satisfies the inequality
(7) |Re (z1c1 + z2c2 + z3c3 + z4c¯4) | ≤ ∆̺max
τ
(|z1eiτ + z4|+ |z2eiτ + z¯3|)
for each z ∈ C4. Note that the number in the right side of (7) appear in the char-
acterization of X-shaped three-qubit entanglement witnesses [17], which correspond to
positive bi-linear maps between 2 × 2 matrices [25]. In order to get a preliminary
criterion, we introduce the number
(8) A̺ =
1
2
√
2
max
θ
(|c1eiθ + c2|+ |c3eiθ − c4|)
3
which is determined by the anti-diagonal parts.
For a three-qubit state ̺, we denote by ̺ΓA the partial transpose with respect to
the system A, and ̺ΓB , ̺ΓC similarly. Then we have
X(a, b, (c1, c2, c3, c4))
ΓA = X(a, b, (c¯4, c¯3, c¯2, c¯1)),
X(a, b, (c1, c2, c3, c4))
ΓB = X(a, b, (c3, c4, c1, c2)),
X(a, b, (c1, c2, c3, c4))
ΓC = X(a, b, (c2, c1, c4, c3)).
Therefore, we see that the number A̺ is invariant under all the kinds of partial trans-
poses.
Proposition 2.1. If ̺ is a three-qubit separable state with its X-part X(a, b, c), then ̺
satisfies the inequality
(9) ∆̺ ≥ A̺.
Proof. For a given θ, define φ = − arg(c1eiθ + c2) and ψ = − arg(c3eiθ − c4), and
take z = (ei(θ+φ), eiφ, ei(θ+ψ),−e−iψ) ∈ C4 in the the inequality (7). We have Re(z4c¯4) =
Re(z¯4c4) and
c1z1 + c2z2 + c3z3 + c4z¯4 = (c1e
iθ + c2)e
iφ + (c3e
iθ − c4)eiψ
= |c1eiθ + c2|+ |c3eiθ − c4|
in the left hand side. In the right hand side of (7), we see that
|z1eiτ + z4|+ |z2eiτ + z¯3| = |ei(θ+φ+ψ+τ) − 1|+ |ei(φ+θ+ψ+τ) + 1|
has the maximum 2
√
2 through the variable τ . 
Now, we consider the case when the anti-diagonal entries share a common magni-
tude, say R = |ci| for each i = 1, 2, 3, 4. In this case, the number A̺ has a natural
geometric interpretation. To see this, put
T (θ) : = |eiθ1eiθ + eiθ2|+ |eiθ3eiθ − eiθ4|
= |eiθ − ei(θ2−θ1+π)|+ |eiθ − ei(θ4−θ3)|.
Then the maximum of T (θ) occurs when the three points ei(θ2−θ1+π), ei(θ4−θ3) and eiθ on
the complex plane make an isosceles triangle, and so we have 2
√
2 ≤ maxθ T (θ) ≤ 4.
See FIGURE 1. Since A̺ = Rmaxθ T (θ)/2
√
2, we have
R ≤ A̺ ≤
√
2R.
Note that A̺ = R if and only if maxθ T (θ) = 2
√
2 if and only if two angles θ2 − θ1 + π
and θ4 − θ3 are antipodal if and only if θ1 + θ4 = θ2 + θ3. We also have A̺ =
√
2R if
and only if θ1 + θ4 and θ2 + θ3 are antipodal.
Now, we proceed to find the maximum of T (θ). By the relation
max
θ
T (θ) = max
θ
T (θ − θ3 + θ4) = max
θ
{|eiθ − ei(−φ̺+π)|+ |eiθ − 1|},
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Figure 1. For two fix points A and B on the circle, the length AP+PB
takes the maximum when the three points A,B and P make an isosceles
triangle. Furthermore, the number maxP (AP + PB) becomes largest
when A and B coincide, and smallest when A and B are antipodal.
we see that the maximum occurs when three points 1, ei(−φ̺+π) and eiθ make an isosceles
triangle, that is, θ = −φ̺/2± π/2. Therefore, we see that
max
θ
T (θ) = max
±
{|ei(−φ̺/2±π/2) − ei(−φ̺+π)|+ |ei(−φ̺/2±π/2) − 1|},
= max
±
2|ei(−φ̺/2±π/2) − 1|
= max
±
2
√
2− 2 cos(−φ̺/2± π/2)
= 2
√
2max
±
√
1± sin φ̺/2 = 2
√
2
√
1 + | sinφ̺/2|,
whenever R = |ci| for each i = 1, 2, 3, 4. Therefore, we have the following:
Lemma 2.2. We have maxθ T (θ) = 2
√
2
√
1 + | sinφ̺/2|. Therefore, if |c1| = |c2| =
|c3| = |c4| = R, then A̺ = R
√
1 + | sinφ̺/2|.
Considering the general cases with arbitrary magnitudes of anti-diagonal entries,
we get the main criterion (4). In fact, we show that the inequality (9) implies the
inequality (4). Note that the number | sinφ̺/2| in the criterion is invariant under three
kinds of partial transposes of ̺.
Theorem 2.3. If ̺ is a three-qubit separable state with the X-part X(a, b, c), then the
inequality (4) holds.
Proof. Let ci = rie
iθi . When r2 ≤ r1, we have
|c1eiθ + c2| = r2
∣∣∣∣r1r2 ei(θ+θ1−θ2) + 1
∣∣∣∣ ≥ r2|ei(θ+θ1−θ2) + 1| = r2|eiθ1eiθ + eiθ2|.
In case of r1 ≤ r2, applying the above yields
|c1eiθ + c2| = |c1 + c2e−iθ| ≥ r1|eiθ1 + eiθ2e−iθ| = r1|eiθ1eiθ + eiθ2|.
It follows that |c1eiθ + c2| ≥ min{r1, r2}|eiθ1eiθ + eiθ2 |, which yields
|c1eiθ + c2|+ |c3eiθ − c4| ≥ r̺T (θ).
5
t♣
♣♣
♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
Figure 2. The square in the picture represents the four dimensional
cube determined by the criterion (3), and the union of strips is the re-
gion determined by (4). So, the region S located in the intersection of
these regions, and the dotted part is PPT entanglement detected by the
criterion (4). It will be shown in Section 4 that the ‘corner point’ of the
strip, shown by a big dot, is on the boundary of the separability region
S.
Therefore, we have A̺ ≥ r̺T (θ)/2
√
2 for every θ. By Lemma 2.2, we have
(10) A̺ ≥ r̺
√
1 + | sinφ̺/2|.
The result follows from the criterion (9). 
Corollary 2.4. Suppose that the diagonal and anti-diagonal entries of a three-qubit
state ̺ satisfy the relation ∆̺ = R̺ = r̺. If ̺ is separable, then it obeys the phase
identity.
If the anti-diagonal entries of separable ̺ share a common magnitude and it X-part
is singular, then ∆̺ = R̺ = r̺, and so we have the following:
Corollary 2.5. Suppose that the anti-diagonal entries of a three-qubit state ̺ share a
common magnitude and its X-part is singular. If ̺ is separable, then it obeys the phase
identity.
Corollary 2.4 will be useful to characterize separability of rank four X-states in the
next section. In order to compare two criteria (3) and (4), we fix the diagonal parts a, b
and the phase part (eiθ1, eiθ2 , eiθ3, eiθ4), and consider the four dimensional convex body S
consisting of (r1, r2, r3, r4) ∈ R4 so that the X-state X(a, b, c) is separable. The criterion
(3) tells us that S is sitting in the cube with the width ∆̺. On the other hand, we see
that the region S is located in the union of strips with the width ∆̺/
√
1 + | sinφ̺/2|
by (4). See FIGURE 2.
Now, we take an X-state ̺ = X(a, b, c) satisfying the strict inequality in (3) but
violating (4). Then we have |ci| <
√
ajbj for every i, j = 1, 2, 3, 4. This means that all
the partial transposes of ̺ have full ranks, and so we see that ̺ is an interior point of
the set of all three-qubit PPT states. Therefore, we conclude that PPT entanglement
detected by (4) has nonzero volume.
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3. Separable X-states with rank four
In this section, we characterize the separability of three-qubit X-states with rank
four in terms of their diagonal and anti-diagonal entries. It was shown in [19] that the
X-part ̺X of a pure product state ̺ = |ξ〉〈ξ| with |ξ〉 = |x〉 ⊗ |y〉 ⊗ |z〉 is given by the
average of four pure product states:
(11) ωX =
1
4
3∑
k=0
|ξ(k)〉〈ξ(k)|,
where |ξ(k)〉 is given by
(12)
|ξ(0)〉 =|x+〉 ⊗ |y+〉 ⊗ |z+〉,
|ξ(1)〉 =|x+〉 ⊗ |y−〉 ⊗ |z−〉,
|ξ(2)〉 =|x−〉 ⊗ |y+〉 ⊗ |z−〉,
|ξ(3)〉 =|x−〉 ⊗ |y−〉 ⊗ |z+〉,
with the notations |x±〉 = (x0,±x1)t and |y±〉, |z±〉 similarly. This simple observation
was used to see in [19] that the X-part of a separable state is again separable, and
the X-part of an entanglement witness is again an entanglement witness. Actually, the
X-parts of the pure product states of these four vectors coincide. If the X-part of ̺ is
given by X(a, b, c), then we have√
aibi = |x0y0z0x1y1z1| = |cj|, i, j = 1, 2, 3, 4.
Therefore, we see that the X-part of ̺ = |ξ〉〈ξ| is of rank ≤ 4, and is of rank four if it
is not diagonal.
Proposition 3.1. Every three-qubit separable X-state is a convex combination of non-
diagonal separable X-states of rank four and diagonal states.
Proof. Suppose that ̺ is a separable X-state, and write ̺ =
∑
i λi|ξi〉〈ξi| with product
vectors |ξi〉. Take the X-part in both side. If |ξ〉 has no zero entry then the X-part of
|ξ〉〈ξ| is a non-diagonal separable X-states of rank four. On the other hand, if |ξ〉 has
a zero entry then the X-part of |ξ〉〈ξ| is a diagonal state. 
We proceed to show that the decomposition (11) is unique. It was shown in [15] that
a separable state ̺ =
∑
i λi|ξi〉〈ξi| into pure product states has a unique decomposition
whenever the following two conditions are satisfied:
(A) the family {|ξi〉〈ξi|} of pure product states is linearly independent in the real
vector space of all Hermitian matrices,
(B) a product vector which belongs to the span of {|ξi〉} is parallel to one of |ξi〉.
The proof is same for multipartite cases.
Proposition 3.2. The X-part of a pure product state is a separable state with a unique
decomposition into pure product states.
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Proof. It remains to show the uniqueness of decomposition. It also suffices to prove
this when the X-part of ̺ = |ξ〉〈ξ| is non-diagonal, or equivalently all the entries of
|ξ〉 = |x〉 ⊗ |y〉 ⊗ |z〉 are nonzero. We denote by |x⊥〉, |y⊥〉 and |z⊥〉 the orthogonal
vectors to |x〉, |y〉 and |z〉, respectively. If ∑3k=0 ak|ξ(k)〉〈ξ(k)| = 0, then we have
0 =
3∑
k=0
ak|ξ(k)〉〈ξ(k)|x⊥−〉 ⊗ |y⊥−〉 ⊗ |z⊥−〉 =
(
a0〈x+|x⊥−〉〈y+|y⊥−〉〈z+|z⊥−〉
) |ξ(0)〉,
and so we have a0 = 0. We also have a1 = a2 = a3 = 0 in the same say, by applying
|x⊥−〉 ⊗ |y⊥+〉 ⊗ |z⊥+〉, |x⊥+〉 ⊗ |y⊥−〉 ⊗ |z⊥+〉, |x⊥+〉 ⊗ |y⊥+〉 ⊗ |z⊥−〉,
respectively.
We consider the span E of {|ξ(k)〉 : k = 0, 1, 2, 3}, and suppose that a product
vector |ζ〉 = |ζ1〉 ⊗ |ζ2〉 ⊗ |ζ3〉 is in the orthogonal complement E⊥. We first note that
|ζ1〉 must be orthogonal to |x+〉 or |x−〉, that is, |ζ1〉//|x⊥+〉 or |ζ1〉//|x⊥−〉 in notation for
parallel. If |ζ1〉//|x⊥+〉, then we have two possibilities:
• both |ζ2〉//|y⊥+〉 and |ζ3〉//|z⊥+〉 hold,
• both |ζ2〉//|y⊥−〉 and |η3〉//|z⊥−〉 hold.
Therefore, |ζ〉must be parallel to |x⊥+〉⊗|y⊥+〉⊗|z⊥+〉 or |x⊥+〉⊗|y⊥−〉⊗|z⊥−〉. Now, we write
|η〉 = |x⊥〉⊗|y⊥〉⊗|z⊥〉. We have shown that if |ζ1〉//|x⊥+〉 then |ζ〉//|η(0)〉 or |ζ〉//|η(1)〉.
In the same way, if |ζ1〉//|x⊥−〉 then we have |ζ〉//|η(2)〉 or |ζ〉//|η(3)〉. Therefore, we see
that E⊥ has only four product vectors |η(k)〉 with k = 0, 1, 2, 3. Again, the orthogonal
complement E = (E⊥)⊥ of E⊥ has only four product vectors |ξ(k)〉 with k = 0, 1, 2, 3.
This completes the proof. 
Uniqueness of decomposition into pure product states has been considered by sev-
eral authors. For examples, see [2, 15, 24] for bi-partite cases, and [16] for multi-qubit
cases. Especially, it was shown in Theorem 4.1 of [16] that generic choice of four
product vectors in the three-qubit system gives rise to a separable state with unique
decomposition. We could not use this result, because four vectors in the range of ̺ are
not in general position in the above discussion. Note that separable states with rank
four have been studied extensively in [5].
Theorem 3.3. Suppose that ̺ = X(a, b, c) is a non-diagonal X-state of rank four.
Then the following are equivalent:
(i) ̺ is separable;
(ii) ̺ satisfies the relations
(13) a1a4 = a2a3,
√
aibi = |cj | (i, j = 1, 2, 3, 4), c1c4 = c2c3.
(iii) there exists a product vector |ξ〉 = |x〉⊗ |y〉⊗ |z〉 with nonzero entries such that
̺ is the X-part of |ξ〉〈ξ|.
If |η〉 is another product vector satisfying (iii), then we have |η〉 = |ξ(k)〉 up to scalar
multiplication for some k = 0, 1, 2, 3.
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Proof. Suppose that ̺ is separable, and so ̺ satisfies the inequality (3). We first note
that ̺ is of rank four if and only if
√
aibi = |ci| for each i = 1, 2, 3, 4. This shows that
the inequality
√
aibi ≥ |cj| given by the PPT condition actually becomes the identity√
aibi = |cj| for i, j = 1, 2, 3, 4. Write this number by R. By (3), we have
R2 ≤ 4
√
a1b2b3a4
4
√
b1a2a3b4 =
4∏
i=1
4
√
aibi = R
2,
which implies the identity 4
√
a1b2b3a4 = R =
4
√
b1a2a3b4. Therefore, we have
a1a4 =
R4
b1b4
= a2a3.
Especially, we see that the relation ∆̺ = R̺ = r̺ holds, and so the last condition of
(13) must hold by Corollary 2.4. This proves the implication (i) =⇒ (ii).
For the direction (ii) =⇒ (iii), we may assume that |ci| = 1 and write ci = eiθi for
each i = 1, 2, 3, 4. We put
(14) α =
−θ2 − θ3
2
, β =
−θ2 + θ4
2
, γ =
−θ3 + θ4
2
,
and
|ξ〉 = 1
a1
(
√
a1,
√
b4e
iα)t ⊗ (√a1,√a3eiβ)t ⊗ (√a1,√a2eiγ)t.
It is directly checked that the X-part of |ξ〉〈ξ| is ̺. The direction (iii) =⇒ (i) follows
by Proposition 3.2.
Suppose that |η〉 is another product vector satisfying (iii). We may write
|η〉 = (x0, x1eiα)t ⊗ (y0, y1eiβ)t ⊗ (z0, z1eiγ)t,
with positive numbers xi, yi and zi. Let |x〉 = (x0, x1)t, |y〉 = (y0, y1)t and |z〉 = (z0, z1)t
and |ζ〉 = |x〉 ⊗ |y〉 ⊗ |z〉. Since |ζ〉〈ζ | shares the diagonal with |η〉〈η|, we have
(15) |ζ〉 = (√a1,
√
a2,
√
a3,
√
a4,
√
b4,
√
b3,
√
b2
√
b1)
t.
The relation (13) shows that the following two matrices(√
a1
√
a2√
a3
√
a4
)
,
(√
a1
√
a2
√
a3
√
a4√
b4
√
b3
√
b2
√
b1
)
are of column rank one. From their row rank, we have
|x〉 = (√a1,
√
b4)
t, |y〉 = (√a1,
√
a3)
t, |z〉 = (√a1,
√
a2)
t,
up to scalar multiplication. From the anti-diagonals of |η〉〈η|, we get the equations
α + β − γ = −θ2, α− β + γ = −θ3, −α + β + γ = θ4.
Their solutions are given by (14). If we replace one of θi as θi + 2π, then two of (14)
are changed up to ±π. Hence, |η〉 must be one of |ξ(k)〉, up to scalar multiplication.

9
We note that the relation (13) in fact tells us that the right side of vector (15) has
the Schmidt rank (1, 1, 1) in the sense of [17]. The following sufficient condition for
separability will be useful in the next section.
Corollary 3.4. A three-qubit X-state ̺ = X(a, b, c) is separable whenever
∆̺ ≥ R̺ = r̺, c1c4 = c2c3.
Proof. If ̺ is diagonal, then there is nothing to prove. When ̺ is not diagonal, we
have R̺ = r̺ > 0, and may assume that R̺ = r̺ = 1 by multiplying a scalar. We
consider the following three intervals
I1 = [1/a1, b1], I2 = [1/b2, a2], I3 = [1/b3, a3],
which are nonempty by the assumption aibi ≥ 1 for i = 1, 2, 3. Therefore, we see that
every real number in the interval [1/a1b2b3, b1a2a3] can be written by the product x1x2x3
of real numbers xi ∈ Ii for i = 1, 2, 3. Now, we see that the intersection [1/b4, a4] ∩
[1/a1b2b3, b1a2a3] of the two intervals is nonempty by the assumption a1b2b3a4 ≥ 1 and
b1a2a3b4 ≥ 1. Hence, we can take xi satisfying
1
a1
≤ x1 ≤ b1, 1
b2
≤ x2 ≤ a2, 1
b3
≤ x3 ≤ a3, 1
b4
≤ x1x2x3 ≤ a4.
Now, we define a′i and b
′
i by
a′1 =
1
x1
, a′2 = x2, a
′
3 = x3, a
′
4 = x1x2x3, b
′
i = 1/a
′
i (i = 1, 2, 3, 4).
Then we have a′i ≤ ai and b′i ≤ bi for i = 1, 2, 3, 4, and the X-state ̺′ = X(a′, b′, c) is a
separable state of rank four by Theorem 3.3. Therefore, we see that ̺ is the sum of a
separable state ̺′ and a diagonal state. 
We denote by S the convex set of all three-qubit separable states. A separable state
̺ determines a unique face F̺ of S such that ̺ is an interior point of F̺. This is the
smallest face containing ̺. A nonempty convex subset F of a convex set C is said to be
a face of C if x, y ∈ F whenever a nontrivial convex combination of x, y ∈ C belongs
to F . A separable state ̺ has a unique decomposition into pure product states if and
only if F̺ is a simplex. In this case, the set of extreme points of F̺ consists of pure
product states in the decomposition. Theorem 3.3 tells us that if ̺ is a non-diagonal
X-state of rank four, then F̺ is a simplicial face, that is, a face which is a simplex,
whose extreme points arise from four product vectors in the set
Πξ = {|ξ(k)〉 : k = 0, 1, 2, 3}
listed in (12) for a product vector |ξ〉. We note that Πξ(k) = Πξ for k = 0, 1, 2, 3.
Proposition 3.5. If ̺ is a non-diagonal three-qubit separable X-state of rank four,
then the face F̺ coincides with the set {ω ∈ S : ωX = ̺}.
10
Proof. Take a product vector |ξ〉 so that ̺ is the X-part of |ξ〉〈ξ|. Then F̺ consists
of convex combinations of |ξ(k)〉〈ξ(k)| with k = 0, 1, 2, 3. Since the X-part of each
|ξ(k)〉〈ξ(k)| is ̺, we see that F̺ is a subset of {ω ∈ S : ωX = ̺}. Suppose that the
X-part of ω =
∑
i λi|ηi〉〈ηi| coincides with ̺. By (11), we have
̺ = ωX =
∑
i
λi
4
(|ηi(0)〉〈ηi(0)|+ |ηi(1)〉〈ηi(1)|+ |ηi(2)〉〈ηi(2)|+ |ηi(3)〉〈ηi(3)|).
By the uniqueness part of Theorem 3.3, each |ηi〉 is one of |ξ(k)〉, and so we conclude
that ω belongs to F̺. 
We have established one-to-one correspondence between the following objects:
• non-diagonal three-qubit separable X-states ̺ of rank four,
• the set Πξ of four product vectors with nonzero entries,
• the 3-dimensional simplicial faces F̺ determined by Πξ.
The X-state ̺ is located at the center of the simplex F̺. If ̺1 and ̺2 are distinct non-
diagonal separable X-states of rank four, then two faces F̺1 and F̺2 have no intersection
by the above proposition. If we denote by SX the convex set of three-qubit separable
X-states, then SX ∩ F̺ consists of a single point ̺. This shows that ̺ is an extreme
point of the convex set SX. On the other hand, Proposition 3.1 tells us that an extreme
point of SX is a non-diagonal state of rank four or a diagonal state.
Theorem 3.6. A three-qubit separable X-state is an extreme point of the convex set
SX if and only if it is non-diagonal of rank four, or diagonal of rank one.
4. Sufficient criteria for separability
In this section, we consider the case of R̺ = r̺, and show that the inequality (4)
is sufficient for separability of an X-state ̺ = X(a, b, c). Actually, we will express ̺ as
the mixture of two X-states satisfying the conditions in Corollary 3.4.
We assume that |ci| = 1 and 0 ≤ φ̺ < 2π without loss of generality. In this case, we
have A̺ =
√
1 + sin φ̺/2 by Lemma 2.2. For notational convenience, write φ = φ̺/2
and r = A̺ =
√
1 + sin φ = sinφ/2 + cosφ/2. Then we have
tan φ
2
(
1− rei(φ/2−π/2)) = tan φ
2
(
1 + irei(φ/2)
)
= tan φ
2
(
1− r sin φ
2
+ ir cos φ
2
)
= tan φ
2
(
cos2 φ
2
− sin φ
2
cos φ
2
)
+ ir sin φ
2
=r cos φ
2
− 1 + ir sin φ
2
=rei(φ/2) − 1,
which tells us that the three points rei(φ/2), 1, rei(φ/2−π/2) are co-linear on the complex
plane. See FIGURE 3.
Therefore, we can take nonnegative numbers p and q such that
p+ q = 1, 1 = prei(φ/2) + qrei(φ/2−π/2).
11
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Figure 3. Three complex numbers rei(φ/2), 1 and rei(φ/2−π/2) are co-
linear on the complex plane. Note that 0 ≤ φ/2 < π/2.
If we put u = rei(φ/2) and v = rei(φ/2−π/2), then we have pu+qv = 1. Put ̺1 = X(a, b, c′)
and ̺2 = X(a, b, c
′′) with
c′ = (c1u¯, c2u, c3u, c4u¯), c
′′ = (c1v¯, c2v, c3v, c4v¯).
Now, we suppose that ̺ satisfies the inequality (9). Then we have
̺ = p̺1 + q̺2, ∆̺i = ∆̺ ≥ A̺ = r = R̺i ,
for i = 1, 2. Furthermore, we have
(c1u¯)(c4u¯) = |c1||c4|r2ei(θ1+θ4−φ)
= |c2||c3|r2ei(θ2+θ3+φ) = (c2u)(c3u),
and (c1v¯)(c4v¯) = (c2v)(c3v) similarly. Therefore, we see that ̺1 and ̺2 are separable by
Corollary 3.4, and so (9) implies the separability of ̺ when R̺ = r̺. We know that the
separability of ̺ implies (9), and two criteria (9) and (4) are equivalent when R̺ = r̺
by Lemma 2.2. Therefore, we have the following:
Theorem 4.1. Let ̺ = X(a, b, c) be a three-qubit X-state with a common anti-diagonal
magnitude. Then ̺ is separable if and only if ̺ satisfies the inequality (9) if and only
if ̺ satisfies the inequality (4).
We return to the four dimensional convex body S consisting of (r1, r2, r3, r4) so that
the X-state X(a, b, c) is separable. See FIGURE 2 again. Theorem 4.1 tells us that the
‘corner point’ of the union of strips belongs to the region S, and so, the bound (4) for
the minimum of anti-diagonal magnitudes is optimal. Furthermore, the ‘corner point’
represents a boundary separable state with full ranks whenever φ̺ 6= 0. Construction
of such a state has been asked in [6] and answered in [25]. We add here more examples.
In general cases with arbitrary anti-diagonal magnitudes, we have the following
sufficient condition for separability, which tells us that the the region S lies between
two cubes determined by (3) and (16) below:
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Figure 4. The thick curve is 1 = r
√
1 + | sin(θ/2)| on the complex
plane with the polar coordinate, which represents the boundary of the
region for separability of the X-state ̺r,θ = X(1, 1, (r, r, re
iθ, r)). The
circle represents the region of PPT property.
Proposition 4.2. Let ̺ = X(a, b, c) be a three-qubit X-state. Then ̺ is separable
whenever it satisfies the following inequality:
(16) ∆̺ ≥ R̺
√
1 + max{| sinφ̺/2|, | cosφ̺/2|}
Proof. For a string ǫ = ǫ1ǫ2ǫ3ǫ4 of ±1, we consider the X-state ̺ǫ = X(a, b, R̺Φǫ̺)
with the phase part Φǫ̺ = (ǫ1e
iθ1 , ǫ2e
iθ2 , ǫ3e
iθ3 , ǫ4e
iθ4). Since
| sinφ̺ǫ/2| ≤ max{| sinφ̺/2|, | cosφ̺/2|}
in general, the inequality (16) tells us that the criterion (4) holds for the state ̺ǫ. Be-
cause each ̺ǫ shares a common anti-diagonal magnitude R̺, we see that ̺
ǫ is separable
by Theorem 4.1 for each string ǫ. This shows that the state ̺ is also separable since ̺
is a convex combination of ̺ǫ’s. 
Example 1: Consider the X-shaped matrix
̺r,θ = X(1, 1, (r, r, re
iθ, r)),
where 1 = (1, 1, 1, 1). Then ̺r,θ is a state if and only if it is a PPT state if and only if
r ≤ 1. On the other hand, our main criterion (4) tells us that ̺r,θ is separable if and
only if
1 ≥ r
√
1 + | sin(θ/2)|.
This example shows clearly the role of phases for the criteria of separability. See
FIGURE 4. When θ = 0 and c = (r, r, r, r), we see that ̺r,0 is separable if and only
if r ≤ 1. On the other hand, in the case of θ = π and c = (r, r,−r, r), it is known
[11, 19, 22] that ̺r,π is separable if and only if r ≤ 1√2 . Our result interpolates these
two boundary separable states ̺1,0 and ̺1/
√
2, π to get a one parameter family ̺r,θ of
boundary separable states, with the curve r = 1/
√
1 + | sin(θ/2)|. 
Example 2: We examine various criteria for the X-shaped matrix
̺p,q = X(1, 1, (p, p, q,−q))
with real numbers p and q. We note that ̺p,q is a state if and only if it is of PPT if
and only if 1 ≥ max{|p|, |q|}. This a GHZ diagonal state. The inequality (9) is just
13
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Figure 5. The circle centered at the origin on the pq-plane represents
the region for separability of ̺p,q = X(1, 1, (p, p, q,−q)). The diamond
and the union of horizontal and vertical strips represent the regions sat-
isfying the inequalities (9) and (4), respectively. Two cubes by the con-
ditions (3) and (16) are squares (which are not shown in the picture)
circumscribing and inscribing the circle, respectively.
1 ≥ (|p| + |q|)/√2, which does not detect entanglement when |p|/|q| is big or small
enough. One can also check that ̺p,q is separable if and only if 1 ≥
√
p2 + q2 by the
result in [19]. See FIGURE 5. 
We compare two separability criteria (4) and (9). The criterion (4) shows the role
of phases more directly, but it is weaker criterion than (9) by the inequality (10). These
two criteria are equivalent to each other when the anti-diagonal entries share a common
magnitude, by Lemma 2.2. We note that the inequality r̺ ≤ R̺ ≤ ∆̺ holds for general
separable states. Therefore, the smaller is the ratio R̺/r̺, the sharper is the criterion
(4). In fact, we have shown in Theorem 4.1 that each of two criteria also gives rise to
a sufficient condition for separability of X-states when R̺ = r̺. On the other hand,
they are of little use to detect entanglement when the ratio R̺/r̺ is big, as we have
seen in the example ̺p,q = X(1, 1, (p, p, q,−q)).
We note that these two criteria (4) and (9) depend on the criterion (7) which is
not so easy to apply directly. In the case when all the zi’s are real, the maximum
part in the criterion (7) can be evaluated in terms of zi’s. This was useful in [19] to
characterize separability of GHZ diagonal states, where all the anti-diagonal entries
are real numbers.
5. Rank five and six cases
We have seen that every non-diagonal separable X-state with rank four should
satisfy the phase identity: θ1 + θ4 = θ2 + θ3. In this section, we show that this is
also the case whenever the rank is five or six. We stress here that a separable X-state
of rank six may not satisfy the identity c1c4 = c2c3 even though it obeys the phase
identity.
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Theorem 5.1. Let ̺ = X(a, b, c) be a three-qubit non-diagonal X-state of rank ̺ ≤ 6.
Then ̺ is separable if and only if the following hold:
(i) the relation (3) holds;
(ii) there exists a partition {i1, i2} ⊔ {i3, i4} = {1, 2, 3, 4} such that√
aibi = R̺ = |ci| (i = i1, i2),
√
ajbj ≥ R̺ ≥ r̺ = |cj|, (j = i3, i4);
(iii) if r̺ > 0, then the phase identity holds.
Proof. By the rank condition and non-diagonality, we see that there exists {i1, i2}
such that
√
aibi = |ci| for i = i1, i2. Suppose that ̺ is separable. We first note that ̺
satisfies the condition (3), from which we see that the first condition of (ii) holds. Now,
we write ̺ =
∑
k λkωk with pure product states ωk’s, where λk > 0 and
∑
k λk = 1.
Suppose that the X-part of ωk is given by X(d
k, ek, fk). Then we have the inequalities:
(17)
|ci| = |
∑
k
λkf
k
i | ≤
∑
k
λk|fki |
≤
∑
k
λk
√
dki e
k
i
≤ (
∑
k
λkd
k
i )
1/2(
∑
k
λke
k
i )
1/2 =
√
aibi,
for i = 1, 2, 3, 4. Therefore, all the above inequalities must be identities for i = i1, i2.
By the first identity, we have arg ci = arg f
k
i for i = i1, i2 and all k with f
k
i 6= 0.
We first consider the case {i1, i2} = {1, 2}. By Theorem 3.3, we have |fki | = |fkj |
and fk1 f
k
4 = f
k
2 f
k
3 , which implies e
iθ1fk4 = e
iθ2fk3 . Therefore, we have
c1c4 = |c1|
∑
k
λke
iθ1fk4 = |c2|
∑
k
λke
iθ2fk3 = c2c3.
Especially, we have |c3| = |c4| and the phase identity. This completes the proof of ‘only
if’ part, for the case of {i1, i2} = {1, 2}. For the converse, we will express ci (i = 3, 4)
by the average of two complex numbers with absolute value R̺. To do this, define
the phase φ by the relation cosφ = r̺/R̺, and put αi = φ + θi and βi = −φ + θi for
i = 3, 4. See FIGURE 6. In the case r̺ = 0, take arbitrary θ3 and θ4 satisfying the
phase identity. Then we have 1
2
(R̺e
iαi +R̺e
iβi) = ci for i = 3, 4, and θ1+α4 = θ2+α3
together with θ1 + β4 = θ2 + β3. By condition (3) on the diagonal part, we can take λ
so that
a1
a3
,
a2
a4
≤ λ ≤ b4
b2
,
b3
b1
.
Now, we put a′ = (a1, a2, a1/λ, a2/λ) and b′ = (b1, b2, λb1, λb2). We also put c′ =
(c1, c2, R̺e
iα3 , R̺e
iα4) and c′′ = (c1, c2, R̺eiβ3 , R̺eiβ4). Then we see that
X(a, b, c) =
1
2
X(a′, b′, c′) +
1
2
X(a′, b′, c′′)) +D
with a diagonal state D. Here, the first two summands are separable X-states of rank
four by Theorem 3.3.
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Figure 6. ci is the midpoint of two points on the circle of radius R̺.
It remains to prove the other cases: {i1, i2} is {1, 3}, {1, 4}, {2, 3}, {2, 4} or {3, 4}.
To do this, we consider the operation on M2⊗M2⊗M2 which interchanges the second
and third subsystems. Then this operation preserves separability and sends X(a, b, c)
to
X((a1, a3, a2, a4), (b1, b3, b2, b4), (c1, c3, c2, c4)).
If {i1, i2} = {1, 3} then we take this operation to get the above states. Applying the
previous result with {i1, i2} = {1, 2} gives rise to the relations identical with those in
(ii). For the case {i1, i2} = {1, 4}, we may consider the operation which interchange
the first and third subsystems. This operation sends X(a, b, c) to the state
X((a1, b4, a3, b2), (b1, a4, b3, a2), (c1, c¯4, c3, c¯2))
for which all the conditions do not change. For the remaining cases, we use the oper-
ations which interchange |0〉 and |1〉 in the second or third subsystem, and apply the
results when {i1, i2} is {1, 2}, {1, 3} and {1, 4}. This completes the proof. 
A separable X-state of rank six may have zero anti-diagonal entries, as we see in
the following example:
X(1, 1, (1, 1, 0, 0)) =
1
2
[X(1, 1, 1) +X(1, 1, (1, 1,−1,−1))] .
In case that {i1, i2} is one of {1, 2}, {3, 4}, {1, 3}, {2, 4}, the conditions (ii) and (iii) in
Theorem 5.1 tells us that the relation c1c4 = c2c3 actually holds. But, if {i1, i2} = {1, 4}
or {2, 3}, then this relation may not hold for separable X-states with rank six. Indeed,
̺ = X(1, 1, (1, r, r, 1)) is separable whenever −1 ≤ r ≤ 1, but the relation c1c4 = c2c3
holds only when r = ±1.
If an X-state ̺ = X(a, b, c) is of rank five, then we have R̺ = r̺ in Theorem 5.1,
and the relation
√
aibi = r̺ holds for three of i = 1, 2, 3, 4. We denote these three
by i1, i2, i3. If we take d, e ∈ R4 by di = ai, ei = bi for i = i1, i2, i3 and take di4, ei4
so that the relations (13) hold then X(d, e, c) is a separable X-state of rank four, and
̺ − X(d, e, c) is a diagonal state. Therefore, we see that a separable X-state of rank
five is the sum of a separable X-state of rank four and a diagonal state of rank one or
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two. We may go further to show that ̺ has a unique decomposition. To do this, we
need the following:
Lemma 5.2. Suppose that a separable X-state ̺ = X(a, b, c) has a decomposition
̺ =
∑
k λkX(d
k, ek, fk) + ̺D into the sum of non-diagonal separable X-states of rank
four and a diagonal state. Suppose that
√
ai0bi0 = |ci0| = |fki0| = 1 for some i0 and all
k. Then, we have
∑
k λk = 1, d
k
i0
= ai0, e
k
i0
= bi0 and f
k
i0
= ci0 for each k.
Proof. We again consider the inequalities (17), where all the equalities must be
identities for i = i0. By the first identity, we have f
k
i0
= ci0 for all k. Since
∑
k λkf
k
i0
=
ci0 , we have
∑
k λk = 1. By the third identity, there exists µ > 0 such that d
k
i0
= µeki0 =
µ/dki0 for each k, and so, we have d
k
i0 =
√
µ for each k. From
1 =
∑
k
λk|fki0|2 =
∑
k
λkd
k
i0
eki0 =
√
µ
∑
k
λke
k
i0
≤ √µbi0
and √
µ =
∑
k
λkd
k
i0 ≤ ai0 ,
we obtain ai0 =
√
µ = dki0 for each k. Similarly, we have bi0 = e
k
i0
. 
Theorem 5.3. Every non-diagonal separable X-state of rank five has a unique decom-
position into the sum of a non-diagonal separable X-state of rank four and a diagonal
state of rank one or two. Furthermore, the decomposition into the convex sum of pure
product states is also unique.
Proof. Suppose that ̺ = X(a, b, c) is a separable X-state of rank five, and
√
aibi =
R̺ = r̺ holds for i = i1, i2, i3. Let ̺ =
∑
k λkX(d
k, ek, fk) +D be a decomposition of
̺ into the sum of non-diagonal separable X-states of rank four and a diagonal state.
We may assume that |ci| = |fki | = 1 for all i, k. Then we see that
∑
k λkX(d
k, ek, fk) is
a single non-diagonal separable X-state of rank four by Lemma 5.2 and Theorem 3.3.
Let ̺ = X1 +D1 = X2 +D2 for non-diagonal separable X-states X1, X2 of rank four
and diagonal states D1, D2. Since ̺ is of rank five, all entries of diagonal states D1, D2
are zero except (i0, i0) and (9 − i0, 9 − i0) positions for some i0. Hence, X1 and X2
coincide except (i0, i0) and (9− i0, 9− i0) positions. By (13), entries on those positions
determined by other diagonal entries. It follows that X1 = X2 and D1 = D2.
Suppose that ̺ =
∑
k λk|ξk〉〈ξk|+
∑
ℓ µℓ|ηℓ〉〈ηℓ| is a decomposition into pure product
states, where every entry of |ξk〉 is nonzero and some entry of ηℓ is zero. Taking their
X-parts, we get ̺ =
∑
k λkX(d
k, ek, fk) +D, where X(dk, ek, fk) and D are X-parts of
|ξk〉〈ξk| and
∑
ℓ µℓ|ηℓ〉〈ηℓ|, respectively. Since X(dk, ek, fk) is non-diagonal of rank four
and D is diagonal, all X(dk, ek, fk) coincide up to scalar by Lemma 5.2 and (13). By
Theorem 3.3, we conclude that each |ξk〉 must be one of four vectors in (12) for a fixed
|ξ〉. Now, we look at the diagonal part D = ∑ℓ µℓ|ηℓ〉〈ηℓ|. Since ̺ is of rank five, all
entries of a diagonal state D are zero except (i0, i0) and (9 − i0, 9 − i0) positions for
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some i0. This shows that |ηℓ〉 must be either |i〉|j〉|k〉 or |¯i〉|j¯〉|k¯〉 for i, j, k = 0, 1, where
i¯ is given by the relation i+ i¯ = 1 mod 2. This completes the proof of uniqueness of
decomposition. 
Now, we have seen that a separable X-state ̺ of rank five is located in the simplcial
face determined by four product vectors in (12) together with |i〉|j〉|k〉 and |¯i〉|j¯〉|k¯〉.
These six product vectors span a five dimensional space, and determine a 5-simplex.
If we take five of them then they also span the five dimensional space. Therefore,
they makes a 4-simplex whose interior points are still of rank five. This 4-simplex has
an X-state if and only if the five choice includes all of product vectors in (12). In
short, a separable X-state of rank five is decomposed into the sum of six or five pure
product states, which include four pure product states arising from (12). Compare
with Theorem 4.4 in [16].
For a three-qubit state ̺, we consider the number P̺ defined by
P̺ = rank ̺+ rank ̺
ΓA + rank ̺ΓB + rank ̺ΓC .
It was observed in [1] and proved in [23] that if P̺ ≤ 28 then generically there exists
no product vector in the range of ̺ satisfying the range criterion [20]. In short, a
PPT state ̺ with P̺ ≤ 28 is entangled with the probability one. We see that if
rank ̺ ≤ 6 then P̺ ≤ 28. In this contexts, it is not so surprising that our separability
characterization involves an identity; the phase identity. If ̺ itself and all the partial
transposes of ̺ have rank seven then we still have P̺ = 28, and so one may suspect if
the phase identity is still necessary for separability. This is not the case, as we see in
the following example:
̺ = X(1, 1, (1, 1
3
, i
3
, 2−i
3
))
=
1
3
[X(1, 1, (1, 1, 1, 1)) +X(1, 1, (1, i,−1,−i)) +X(1, 1, (1,−i, i, 1))] .
This is a separable state, and all the partial transposes have rank seven as well as ̺
itself. But, ̺ does not satisfy the phase identity: θ2 + θ3 = π/2 6= θ1 + θ4.
6. optimal decompositions
A decomposition of a separable state ̺ into the sum of pure product states is said to
be optimal when the number of pure product states is minimal. This minimal number
is also called the length ℓ(̺) of ̺. The length of an m ⊗ n bi-partite separable state
does not exceed (mn)2 [20]. It was shown in [8] that the length may be strictly greater
than the rank of the state. Chen and Djokovic´ [3] showed that the length of a 2 ⊗ 3
separable state ̺ is equal to the maximum of rank ̺ and rank ̺Γ. They also showed [4]
that the length of an m⊗ n separable state may exceed mn when (m− 2)(n− 2) > 1.
Later, 3⊗3 and 2⊗4 separable states with length 10 have been constructed in [14, 15].
In the previous section, we have shown that a three-qubit separable X-state of rank 5
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has length 5 or 6. We show in this section that the lengths ℓ(̺) of three-qubit separable
X-states ̺ of rank six are equal to the maximum
Γ(̺) = max{rank ̺, rank ̺ΓA , rank ̺ΓB , rank ̺ΓC}
of the ranks, except for the case
(18) Γ(̺) = 7, a1a4 6= a2a3, b1b4 6= b2b3,
for which we have ℓ(̺) = 8. Note that ℓ(̺) ≥ Γ(̺) in general. In the course of
discussion, we get an alternative proof for Theorem 5.1.
From now on, we suppose that ̺ = X(a, b, c) is a three-qubit non-diagonal separable
X-state with rank≤ 6. By the PPT condition√aibi ≥ R̺, we see that
√
aibi = R̺ = |ci|
for i ∈ {i1, i2}. Without loss of generality, we may assume that R̺ = 1. We consider
the case of {i1, i2} = {1, 2}. Note that ̺ has two kernel vectors;
(c1, 0, 0, 0, 0, 0, 0, 0,−a1)t, (0, c2, 0, 0, 0, 0,−a2, 0)t.
If a product vector |x〉 ⊗ |y〉 ⊗ |z〉 ∈ C2 ⊗ C2 ⊗ C2 belongs to the range of ̺, then we
have the equations
(19) c¯1x0y0z0 = a1x1y1z1, c¯2x0y0z1 = a2x1y1z0,
where |x〉 = (x0, x1)t, |y〉 = (y0, y1)t and |z〉 = (z0, z1)t. It is routine to check that a
solution with a zero entry is one of the following:
(20)
|ξx〉 := (x0, x1)t ⊗ (1, 0)t ⊗ (0, 1)t = (0, x0, 0, 0, 0, x1, 0, 0)t,
|ηx〉 := (x0, x1)t ⊗ (0, 1)t ⊗ (1, 0)t = (0, 0, x0, 0, 0, 0, x1, 0)t,
|ξy〉 := (1, 0)t ⊗ (y0, y1)t ⊗ (0, 1)t = (0, y0, 0, y1, 0, 0, 0, 0)t,
|ηy〉 := (0, 1)t ⊗ (y0, y1)t ⊗ (1, 0)t = (0, 0, 0, 0, y0, 0, y1, 0)t,
|ξz〉 := (1, 0)t ⊗ (0, 1)t ⊗ (z0, z1)t = (0, 0, z0, z1, 0, 0, 0, 0)t,
|ηz〉 := (0, 1)t ⊗ (1, 0)t ⊗ (z0, z1)t = (0, 0, 0, 0, z0, z1, 0, 0)t.
Now, we proceed to look for solutions which have no zero entries. In this case, we may
put x0 = y0 = z0 = 1, and see that the solution is of the form
x1 = b
1
2
1 c
− 1
2
1 α
−1, y1 = ±b
1
2
2 c
− 1
2
2 α, z1 = ±b
1
2
1 a
1
2
2 c
− 1
2
1 c
1
2
2 ,
with a nonzero complex number α. Therefore, the solutions are given by
|ξ±α 〉 :=(1, b
1
2
1 c
− 1
2
1 α
−1)t ⊗ (1,±b
1
2
2 c
− 1
2
2 α)
t ⊗ (1,±b
1
2
1 a
1
2
2 c
− 1
2
1 c
1
2
2 )
t
=(αc
1
2
1 , b
1
2
1 )
t ⊗ (α−1c
1
2
2 ,±b
1
2
2 )
t ⊗ (a
1
2
1 c
1
2
1 ,±a
1
2
2 c
1
2
2 )
t
=(a
1
2
1 c1c
1
2
2 ,±a
1
2
2 c
1
2
1 c2,±αa
1
2
1 b
1
2
2 c1, αc
1
2
1 c
1
2
2 , α
−1c
1
2
1 c
1
2
2 ,±α−1a
1
2
2 b
1
2
1 c2,±b
1
2
2 c
1
2
1 , b
1
2
1 c
1
2
2 )
t,
up to scalar multiplication.
Hence, the only possible decomposition of ̺ into pure product states is of the form
̺ = ̺1 + ̺0, where
̺1 =
∑
i∈I
pi|ξ+αi〉〈ξ+αi|+
∑
j∈J
qj |ξ−βj〉〈ξ−βj |
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and ̺0 is a separable state which is decomposed into the sum of pure states in (20).
We compare (1, j)-entries and (4, 5), (4, 6)-entries of ̺ and ̺1 + ̺0 to get the relations
(21)
∑
i∈I
pi =
∑
j∈J
qj =
1
2
,
∑
i∈I
piαi =
∑
i∈I
piα
−1
i =
∑
j∈J
qjβj =
∑
j∈J
qjβ
−1
j = 0
and
(22)
∑
i∈I
piαiα¯
−1
i =
∑
j∈J
qjβj β¯
−1
j =
1
2
c4,
respectively. These conditions imply that
̺1 =


a1 · · · · · · c1
· a2 · · · · c2 ·
· · a1b2A+ a
1
2
1 b
1
2
2 c
1
2
1 c¯
1
2
2A− · c1c¯2c4 · ·
· · a
1
2
1 b
1
2
2 c¯
1
2
1 c
1
2
2A− A+ c4 · · ·
· · · c¯4 B+ a
1
2
2 b
1
2
1 c
1
2
1 c¯
1
2
2B− · ·
· · c¯1c2c¯4 · a
1
2
2 b
1
2
1 c¯
1
2
1 c
1
2
2B− a2b1B+ · ·
· c¯2 · · · · b2 ·
c¯1 · · · · · · b1


,
where
(23) A± =
∑
i∈I
pi|αi|2 ±
∑
j∈J
qj|βj |2, B± =
∑
i∈I
pi|αi|−2 ±
∑
j∈J
qj|βj |−2.
From this, we see that the numbers A+ and B+ satisfy the relations
(24) a1b2A+ ≤ a3, A+ ≤ a4, a2b1B+ ≤ b3, B+ ≤ b4,
and 1, 2, 7, 8-th rows and columns of ̺0 are zero.
In the above discussion, we actually have shown that c1c¯2c4 = c3, or equivalently
c1c4 = c2c3. Furthermore, we see that
a1b2b3a4 ≥ a1b2(a2b1B+)A+ = A+B+ ≥ 1,
where the last inequality follows from the Cauchy-Schwarz inequality. We also have
b1a2a3b4 ≥ 1 similarly. Therefore, we have an alternative proof for the necessity part
of Theorem 5.1.
Theorem 6.1. Suppose that ̺ is a three-qubit non-diagonal separable X-state of rank
6. We have Γ(̺) = ℓ(̺) except for the case of (18). When (18) holds, we have ℓ(̺) = 8.
Proof. We may assume that R̺ = 1 as before. We may also assume that {i1, i2} =
{1, 2} by the argument in the proof of Theorem 5.1. First, let us show that ℓ(̺) ≤ 8.
Since |c4| ≤ R̺ = 1, we can take 0 ≤ t ≤ 1 and θ so that c4 = (2t− 1)e2iθ. If we put
(25)
α1 =
√
reiθ, α2 =
√
reiθ(−t+ i
√
1− t2), α3 =
√
reiθ(−t− i
√
1− t2),
β1 =
√
seiθ, β2 =
√
seiθ(−t + i
√
1− t2), β3 =
√
seiθ(−t− i
√
1− t2),
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and
p1 =
t
2(1 + t)
, p2 = p3 =
1
4(1 + t)
, qi = pi,
then (21) and (22) are satisfied. Furthermore, we have
A± =
1
2
(r ± s), B± = 1
2
(r−1 ± s−1).
In order to prove ℓ(̺) ≤ 8, it suffices to show that there exist z and z′ in C2
satisfying
(26) ̺ = ̺1 + |ξz〉〈ξz|+ |ηz′〉〈ηz′|.
For this purpose, we put
z =
1√
2
(
λ
1
2a
1
2
1 b
1
2
2 c
1
2
1 |r − s|
1
2 , ±λ− 12 c
1
2
2 |r − s|
1
2
)t
,
z′ =
1√
2
(
µ−
1
2 c
1
2
1 |r−1 − s−1|
1
2 , ∓µ 12a
1
2
2 b
1
2
1 c
1
2
2 |r−1 − s−1|
1
2
)t
,
where λ, µ > 0 and the signs are determined whether s > r or s < r in order. We
compare {3, 4} and {5, 6} principle submatrices of (26), to get
(27)
(
a3 0
0 a4
)
=
1
2
(
a1b2(r + s) a
1
2
1 b
1
2
2 c
1
2
1 c¯
1
2
2 (r − s)
a
1
2
1 b
1
2
2 c¯
1
2
1 c
1
2
2 (r − s) r + s
)
+
1
2
(
a1b2λ|r − s| a
1
2
1 b
1
2
2 c
1
2
1 c¯
1
2
2 (s− r)
a
1
2
1 b
1
2
2 c¯
1
2
1 c
1
2
2 (s− r) λ−1|r − s|
)
,
and
(28)
(
b4 0
0 b3
)
=
1
2
(
r−1 + s−1 a
1
2
2 b
1
2
1 c
1
2
1 c¯
1
2
2 (r
−1 − s−1)
a
1
2
2 b
1
2
1 c¯
1
2
1 c
1
2
2 (r
−1 − s−1) a2b1(r−1 + s−1)
)
+
1
2
(
µ−1|r−1 − s−1| a
1
2
2 b
1
2
1 c
1
2
1 c¯
1
2
2 (s
−1 − r−1)
a
1
2
2 b
1
2
1 c¯
1
2
1 c
1
2
2 (s
−1 − r−1) a2b1µ|r−1 − s−1|
)
.
Comparing the diagonal entries of (27) and (28), we see that the existence of z and z′
satisfying (26) is guaranteed if we can take r, s > 0 satisfying
(29)
(r − s)2 = (r + s− 2b1a2a3)(r + s− 2a4),
(r − s)2 = (r + s− 2a1b2b3rs)(r + s− 2b4rs).
By putting x = r + s and y = rs, this is equivalent to
(30) (b1a2a3 + a4)x− 2y = 2b1a2a3a4, (a1b2b3 + b4)x− 2a1b2b3b4y = 2.
If a3b3 > 1 or a4b4 > 1 then the solution is given by
x =
2(a3b3a4b4 − 1)
b4(a3b3 − 1) + a1b2b3(a4b4 − 1) , y =
a4(a3b3 − 1) + b1a2a3(a4b4 − 1)
b4(a3b3 − 1) + a1b2b3(a4b4 − 1) .
We note that both the above x and y are nonnegative. Since the discriminant
x2 − 4y = 4(a3b3 − 1)(a4b4 − 1)(a1b2b3a4 − 1)(b1a2a3b4 − 1)
(a3b3b4 + a1b2b3a4b4 − b4 − a1b2b3)2
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is nonnegative, we can take r and s satisfying (29). If a3b3 = 1 and a4b4 = 1, then
r = s = a4 satisfies (29), and this completes the proof of ℓ(̺) ≤ 8.
We classify non-diagonal separable X-states of rank six by the number Γ(̺) as
follows:
(i) Γ(̺) = 6;
√
aibi = R̺ > r̺ for i = 3, 4 or
√
aibi > R̺ = r̺ for i = 3, 4,
(ii) Γ(̺) = 7;
√
a4b4 >
√
a3b3 = R̺ > r̺ or
√
a3b3 >
√
a4b4 = R̺ > r̺,
(iii) Γ(̺) = 8;
√
aibi > R̺ > r̺ for i = 3, 4.
We retain our assumption R̺ = 1. If
√
aibi = R̺ = 1 for i = 3, 4 then we have
a1b2b3a4 = b1a2a3b4 = 1 by ∆̺ ≥ 1. Taking r = s = a4 in (25), we have
A+ = a4, a1b2A+ = a3, B+ = b4, a2b1B+ = b3, A− = 0 = B−,
which shows ℓ(̺) = 6. In case of R̺ = r̺ = 1, we write c4 = e
2iθ and put
α1 =
√
reiθ, α2 = −
√
reiθ, β1 =
√
seiθ, β2 = −
√
seiθ
and p1 = p2 = q1 = q2 =
1
4
, then (21) and (22) are satisfied. The similar argument
of the preceding paragraph establishes ℓ(̺) = 6. This proves that if Γ(̺) = 6 then
ℓ(̺) = 6. If Γ(̺) = 8 then we also have 8 = Γ(̺) ≤ ℓ(̺) ≤ 8, and so ℓ(̺) = 8.
Finally, we consider the case when Γ(̺) = 7. We have |I| ≥ 2 and |J | ≥ 2 by (21).
When |I| = 2, solving algebraic equations
p1 + p2 = 1/2, p1α1 + p2α2 = 0 = p1α
−1
1 + p2α
−1
2
yields the solutions α1 = −α2 and p1 = p2 = 1/4. We also see that α1α¯−11 = c4 by (22),
and so |c3| = |c4| = 1 which implies R̺ = r̺. Therefore, we have |I| ≥ 3. Similarly, we
also have |J | ≥ 3. Note that (̺1)11(̺1)44 = (̺1)22(̺1)33 and (̺1)55(̺1)88 = (̺1)66(̺1)77.
Therefore, the condition (18) implies that ℓ(̺) = 8.
Now, it remains to consider the case when Γ(̺) = 7 but (18) does not hold. We
first consider the case a4b4 > a3b3 = 1. If a1a4 = a2a3 then a1b2a4 = a3. In this case,
taking r = s = a4 in (25) yields
A+ = a4, a1b2A+ = a3, B+ = 1/a4, a2b1B+ = b3, A− = 0 = B−.
Therefore, we see that ̺−̺1 is a diagonal state of rank one since 1/a4 < b4, and conclude
that ℓ(̺) = 7. If b1b4 = b2b3 then b1a2b4 = b3, and so we may take r = s = 1/b4 to see
ℓ(̺) = 7. The case a3b3 > a4b4 = 1 can be done similarly. 
In the case of (ii) in the above proof, the condition
√
aibi = R̺ for i = 1, 2, 3 implies
that
a1a4 = a2a3 ⇐⇒ 4
√
a1b2b3a4 = R̺, b1b4 = b2b3 ⇐⇒ 4
√
b1a2a3b4 = R̺.
This is also the case when
√
aibi = R̺ for i = 1, 2, 4. Therefore, the last two conditions
in (18) may be replaced by 4
√
a1b2b3a4 > R̺ and
4
√
b1a2a3b4 > R̺.
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7. Conclusion
In this note, we gave separability criteria in terms of diagonal and anti-diagonal
entries to detect three-qubit entanglement, which depends on phases of anti-diagonal
entries. The main criterion is the inequality
∆̺ ≥ r̺
√
1 + | sinφ̺/2|
in terms of the phase difference φ̺. This criterion is strong enough to detect PPT
entanglement of nonzero volume. Anti-diagonal phases play a role in general to deter-
mine positivity of Hermitian matrices. For example, if we consider the n × n matrix
[ai,j ] whose entries are all 1 except for a1,n = a¯n,1 = e
iθ with n ≥ 3, then it is positive
only when θ = 0. But, they play no role for positivity of X-shaped Hermitian matri-
ces. This means that criterion for positivity with diagonal and anti-diagonal entries
depends only on the magnitudes of entries.
This is also the case for bi-separability and full bi-separability of multi-qubit X-
states. A multipartite state is called an (S|T ) bi-separable if it is separable as a
bi-partite state according to the bi-partition (S|T ) for systems. It is called fully bi-
separable if it is (S|T ) bi-separable for every bi-partition (S|T ), and bi-separable if
it is a mixture of (S|T ) bi-separable states through bi-partitions (S|T ) for systems.
Characterization of bi-separability and full bi-separability of multi-qubit X-states de-
pends only on the magnitudes of entries, and is free from the phases [18, 28]. In fact,
bi-separability and full bi-separability of multi-qubit X-states are equivalent to the cor-
responding notions of positivity of partial transposes [18]. Nevertheless, we have shown
that phases of anti-diagonal entries play a crucial role to determine full separability of
three-qubit X-states. In other words, detecting entanglement with the PPT property
depends on the anti-diagonal phases. It was shown in [17, 19] that the anti-diagonal
phases also play a role to characterize three-qubit X-shaped entanglement witnesses.
Because our main criterion depends on the diagonal and anti-diagonal entries, it
is very natural to ask for which X-states it gives a sufficient condition for separability.
We have shown that this is the case when the anti-diagonal entries of X-states share
a common magnitude. In some extreme cases, the phase difference must be zero, or
equivalently the anti-diagonal entries must satisfy the phase identity
θ1 + θ4 = θ2 + θ3 mod 2π
for separability. This is the case when the rank is less than or equal to six. Actually,
we characterize separability of three-qubit X-states with rank ≤ 6, using the phase
identity. As a byproduct, we found examples of three-qubit separable states whose
length is strictly greater than the rank of every kind of partial transpose.
It would be interesting to find analogous identities for general multi-qubit cases and
determine to what extent these identities give rise to a separability criterion. Finally,
23
it would be also nice to have a calculable characterization of separability of general
multi-qubit X-shaped states.
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