Abstract. Identification of thresholds (state changes over a narrow range of values) is of basic and applied ecological interest. However, current methods of estimating thresholds in occupancy ignore variation in the observation process and may lead to erroneous conclusions about ecological relationships or to the development of inappropriate conservation targets. We present a model to estimate a threshold in occupancy while accounting for imperfect species detection. The threshold relationship is described by a break-point (threshold) and the change in slope (threshold effect). Imperfect species detection is incorporated by jointly modeling species occurrence and species detection. We used WinBUGS to evaluate the model through simulation and to fit the model to avian occurrence data for three species from 212 sites with two replicate surveys in [2007][2008]. To determine if accounting for imperfect detection changed the inference about thresholds in avian occupancy in relation to habitat structure, we compared our model to results from a commonly used threshold model (segmented logistic regression). We fit this model in both frequentist and Bayesian modes of inference. Results of the simulation study showed that 95% posterior intervals contained the true value of the parameter in approximately 95% of the simulations. As expected, the simulations indicated more precise threshold and parameter estimates as sample size increased. In the empirical study, we found evidence for threshold relationships for four species by covariate combinations when ignoring species detection. However, when we included variation from the observation process, threshold relationships were not supported in three of those four cases (95% posterior intervals included 0). In general, confidence intervals for the threshold effect were larger when we accounted for species nondetection than when we ignored nondetection. This model can be extended to investigate abundance thresholds as a function of ecological and anthropogenic factors, as well as multispecies hierarchical models.
INTRODUCTION
Thresholds occur when the state of an ecological system changes significantly across a narrow range of values, or a single value, for a particular system variable (Huggett 2005) . The identification of these abrupt changes in ecological processes is of basic ecological and conservation interest, and numerous investigations have evaluated both theoretical and applied aspects of thresholds. For example, thresholds in animal occurrence and abundance have been associated with site-level disturbances (Gue´nette and Villard 2005) and landscape composition and configuration (With and King 1999) . Threshold concepts hold particular promise for conservation programs, as they can inform specific quantitative targets for management actions (Gue´nette and Villard 2005, Groffman et al. 2006) .
Several statistical methods have been proposed for the estimation of thresholds and threshold effects (Bacon and Watts 1971 , Feder 1975 , Seber and Wild 1989 , Andersen et al. 2009 ), some of which draw on Bayesian methods (Go¨ssl and Ku¨chenhoff 2001, Beckage et al. 2007 ). More recently, Muggeo (2003) developed an estimation approach for segmented logistic regression models that has been employed in several ecological studies to identify thresholds in animal occurrence as a function of various types of disturbance (Betts et al. 2007, Zuckerberg and Porter 2010) .
Despite these advancements, important challenges in the quantification of thresholds remain (Martin et al. 2009, Swift and Hannon 2010) . For example, it is broadly acknowledged that animal surveys do not detect individuals with perfect certainty (MacKenzie et al. 2002) . Such imperfect detection results in downward biases in occupancy and abundance estimates, and may lead to biased inference with respect to the response of animals to disturbance (Kroll et al. 2008) . Unfortunately, formal means to account for imperfect detection when evaluating species' threshold responses do not exist (Betts et al. 2007 ). Most statistical methods for threshold estimation were developed for problems in which the response is measured with minimal error (e.g., incidence of disease in humans; Muggeo 2003) . Given the rapid proliferation of threshold studies, and the increased attention received by thresholds in management programs, rigorous methods are needed to identify thresholds while accounting for possible nondetection.
In this paper, we present a Bayesian approach to estimating occupancy thresholds while incorporating imperfect species detection. This approach represents an extension of the Bayesian ''change-point'' analysis described in Go¨ssl and Ku¨chenhoff (2001) to identify thresholds; however, our model allows the assumption of perfect detection to be relaxed. As such, our model is conceptually similar to the occupancy model of MacKenzie et al. (2002) that accounts for variable detection probability. Here, we describe the model and evaluate its performance via simulation. We also apply the model to empirical data on site occupancy for three avian species at 212 early-successional forest sites in Oregon, USA, to assess whether accounting for species nondetection can change inferences regarding thresholds in occupancy response.
METHODS

Sampling design
We consider the type of data that arise from spatially and temporally replicated surveys of species, with N different spatial locations (e.g., sites) and with T visits per site. The data from such surveys can be summarized in a matrix of detections where columns j represent individual visits and rows i represent individual sites. The elements of the matrix are either 0 or 1, denoting species detection. In addition to the detection histories, we consider the collection of site-level covariates, as well as possible visit-level covariates. For the purposes of this study, we assume that each study site is closed to changes in occupancy for the duration of the surveys. Further assumptions include no false detection of species and the independence of detection among sites (after MacKenzie et al. 2002) .
Notation
We use the following notation throughout this article: N, the total number of surveyed sites; T, the number of surveys per site; w i , the probability that the species is present at site i; z i , an indicator taking the value of 1 if the species is (truly) present at site i, and 0 otherwise; p i, j , the detection probability of the species at site i during visit j; y i, j , an indicator taking the value of 1 if the species is detected at site i during visit j, and 0 otherwise; x i , a covariate measured on site i; and t is a possible threshold value.
The model
We assume that the (true) site-specific occupancy follows a conditional Bernoulli distribution with parameter w i : z i ; Bern(w i ), where z i is 1 if the species is present at site i, and 0 otherwise. Following Zipkin et al. (2009) , we take species detection to follow a conditional Bernoulli distribution with parameter p i, j z i : y i, j ; Bern( p i, j z i ), where y i, j is 1 if the species species is detected at site i during visit j, or 0 otherwise. Note that under this parameterization, the probability of detecting the species at site i will be zero if it does not occupy site i, since z i ¼ 0.
To model covariate and threshold effects, we consider parameterizations of w i and possibly p i, j . In the case of covariate and threshold effects on the occupancy, one of the simplest specifications is as follows:
where x is a site-level covariate, t is the unknown threshold parameter, and (
. t, and 0 otherwise. This parameterization represents a continuous piecewise-linear-logit model for species occupancy, with a slope change at the value x ¼ t; the change in slope is given by the parameter b 2 . Fig. 1b provides an illustration of such a model. A simple example of a parameterization of p i,j is given in Eq. 2:
Note that for the detection probability, the variable x may be either a site-level covariate or a visit-level covariate, whereas for Eq. 1, the variable x must be a site-level covariate.
Estimation
Unknown thresholds represent nonlinear parameters and make estimation using maximum likelihood challenging, as the likelihood surface may not be logconcave. Moreover, likelihood-based inference for unknown thresholds is complicated by the piecewise differentiability of the log-likelihood surface (Ku¨chen-hoff and Wellisch 1997, Muggeo 2003) .
As an alternative to the likelihood and frequentist approaches to threshold estimation, we consider the problem within a Bayesian framework. This approach has two appealing advantages. First, it does not require the differentiability or linearity assumptions of likelihood inference and it does not rely on asymptotic arguments for inference (Ke´ry 2010) . Second, flexible and relatively straightforward estimation of these models is possible using Markov Chain Monte Carlo (MCMC) technology implemented in free software.
To fit this model in a Bayesian context, we must specify prior distributions for all of our parameters. The choice of prior distributions is an important consideration in any Bayesian analysis and can have a significant impact on posterior estimates (Gelman et al. 2004) . For most applications, we envision using ''diffuse'' prior distributions for all parameters, by which we mean priors that are not expected to impose a substantive constraint on the posterior distribution. However, informative priors may be useful when evaluating differing prior opinions or when incorporating the results of earlier research (Gelman et al. 2004 ).
Simulation methods
We conducted a simulation study to help understand the properties of estimators obtained from the proposed approach. Although our proposed model is set in a Bayesian framework, we would like to understand the frequentist properties of the posterior estimates such as coverage probabilities of posterior intervals and the amount of bias of posterior mean estimates. Any Bayesian estimate based on finite sample sizes will depend, to some extent, on the choice of the prior, making it difficult to generalize results of a simulation study of this kind. Nevertheless, we thought that examining the properties of our posterior estimates would be instructive, even if under a limited set of conditions and while using relatively diffuse priors.
For the simulation study, we used Eq. 1 to describe the relationship between the probability of occupancy and a covariate. The simulation study evaluated two general cases: one with an occupancy threshold (b 2 6 ¼ 0), and one without an occupancy threshold (b 2 ¼ 0). Fig. 1 illustrates the two different trends on both the logit and the probability scales. In addition to the two threshold cases, we included two different values for detection probability (0.38, 0.62) which reflect species with low and moderate detectability, respectively, in empirical studies (Kroll et al. 2007 , Zipkin et al. 2009 ). We also considered two different numbers of sites (250, 1000). We established a full-factorial combination of these three factors for a total of eight study conditions. The values of the study factors and of the additional study conditions are shown in Table 1 . For each condition in Table 1 , we generated 500 data sets as follows: 1) Sample the covariate vector x from a uniform (0,1) distribution. 2) Sample z i conditional on the scalar x i from a Bernoulli distribution with a probability given by Eq. 1 and parameters b 0 , b 1 , b 2 , t, given in Table 1 . 3) Sample y i,j conditional on z i from a Bernoulli distribution with probability given by the value of p in Table 1 .
For each data set, we fit our model using WinBUGS (Spiegelhalter et al. 2003) , called from R (R Develop-FIG. 1. Illustration of the two general cases included in the simulation study. (a, b) Trends for probability of species occupancy, w(x), on the logit scale; (c, d) trends on the probability scale. In all cases, x is the predictor variable used in the simulations. Lefthand panels show the case with no threshold effect, while the right-hand panels show the case with a threshold effect. ment Core Team 2010) using the ''bugs'' function in package R2WinBUGS (Sturtz et al. 2005) . For all simulations, we ran three Markov chains of length 20 000 with a burn-in period of 2000 and 1/20 thinning. The choice of prior distributions for this simulation study is shown in Table 2 and was fixed for all conditions. The simulation study required ;28 days running on a Windows XP machine with a 2.16 GHz processor and 3.25 GB of RAM.
Field methods and data collection
We apply our model by evaluating data from a study of avian responses to early-successional forest conditions at 212 sites located in the western hemlock zone in western Oregon, USA. Our database consisted of 212 point locations sampled in 2007 or 2008 in separate stands (.250 m apart) and .50 m from clearly identifiable forest edges (i.e., roads, forest of different age classes). We selected point count locations using a stratified sampling design that represented available gradients in stand age (3-12 years) and percentage of hardwood tree cover (estimated visually upon initial encounter; 0-75%). We did not use a stratified-random design because stands with .10% hardwood cover were relatively rare in our study area. We sampled all stands with .10% cover that we could locate on state or private land within Benton and Polk Counties, Oregon. We conducted fixed-radius point counts of forest passerines (Ralph et al. 1995) at each sample point. We conducted T ¼ 2 visits with 5-minute counts on separate occasions, spaced .10 days apart, between 05:30 and 10:00 hours.
Sampling did not occur in the rain or when wind speed exceeded 20 km/h. We recorded as ''present'' all male birds seen or heard within a 50 m radius.
At each point count station, we estimated the canopy cover of deciduous broadleaved trees and determined tree age in three circles of 3 m radius distributed throughout the 50-m count area (the point center, and 50 m from the point in two random directions). Deciduous broadleaved trees are associated with avian occupancy and abundance in early-seral forests of the Pacific Northwest (Betts et al. 2010) . Reductions in early-seral deciduous forest due to intensive forest management and/or succession have been associated with songbird population declines on the breeding grounds (Betts et al. 2010) . Reliable identification of thresholds in songbird occurrence as a function of the amount of broadleaf forest at the stand scale can inform management targets (Villard and Jonsson 2009) .
Our analysis included data on occurrence of three bird species, Orange-crowned Warbler Vermivora celata, MacGillivray's Warbler Oporornis tolmiei, and Willow Flycatcher Empidonax traillii, along with two covariates thought to be associated with avian occupancy, stand age (AGE) and deciduous broadleaf cover (DECB-ROAD) (see the Supplement). For each species and each covariate we evaluated three different models: two ignored detection probability (i.e., assumed perfect detection) and one accounted for species nondetection. For the two models that ignored detection probability, the observed occupancy for the two survey visits was collapsed to a single value for each site (i.e., if the species was detected on either visit, we labeled the species present at that site; otherwise it was labeled vacant). The three models follow, the last one being our proposed model for estimating occupancy threshold relationships while accounting for nondetection. 1) Segmented logistic regression; ignores detection (SLR); 2) Bayesian segmented logistic regression; ignores detection (BSLR); 3) Bayesian occupancy/threshold model (i.e., Eq. 1), accounting for species nondetection (DBSLR). Notes: Refer to Eq. 1 for the occupancy model specification. N is the number of sites surveyed, T is the number of visits per site, p is the detection probability, b 0 is the occupancy mean model intercept, b 1 is the occupancy initial-slope coefficient, b 2 is the occupancy slope-change coefficient (i.e., ''threshold effect''), and t is the covariate threshold value. Blank cells are not applicable to the condition being summarized. 
Note: The parameters of the normal distribution are the mean and variance. The precision equal to 1/variance was used in the WinBUGS models.
Model SLR was fit in R using the ''segmented'' function from package segmented (Muggeo 2008) . Model BSLR is a Bayesian version of SLR and was included to illustrate the extent to which the Bayesian and non-Bayesian methods agree. Model DBSLR is our proposed occupancy threshold model.
All Bayesian models were fit using WinBUGS called from R using the R2WinBUGS package. For all models fit with AGE, we used N(0,2) priors for all occupancy parameters. For all models fit with DECBROAD, we assigned a N(0,2) prior for the occupancy intercept and N(0,0.33) priors for the remaining occupancy parameters. A Unif(0,1) distribution (uniform) was used for detection probability in model DBSLR, and for the threshold parameter in models BSLR and DBSLR we used a Unif(10,50) for DECBROAD and Unif(À5,7) for AGE, after centering on an age of 8 years. Note that the range of DECBROAD was 0-95 and the range of AGE was 1-18. The smaller prior variance for the linear covariate terms compared to the value used in the simulation study reflects the different scales for each of the covariates. For all Bayesian models, we ran three chains of length 30 000 each, with a burn-in period of 5000 and a thin rate of 1/20. We assessed convergence with theR statistic (Gelman et al. 2004 ) and with visual inspection of the chains. In addition, we checked for consistency between the data and the model using posterior predictive checks (Gelman et al. 2004 ). We provide all code for Bayesian threshold models in the Supplement.
The assessment of evidence for or against the existence of a threshold is a critical issue in any analysis of ecological thresholds (Swift and Hannon 2010) . Within the context of a model, confidence (or credible) intervals for the threshold effect parameter provide the most direct measure of information about the existence of potential thresholds Other, more formal, approaches to Bayesian model comparison are also available, such as those that use a prior distribution to reflect the possibility that some covariates may be exactly zero (George and McCulloch 1993, Hoff 2009 ).
In the empirical examples presented here, we used confidence intervals (model SLR) or posterior credible intervals (models BSLR and DBSLR) for the threshold effect parameter, b 2 , to assess evidence for the existence of a threshold. In cases where the intervals did not contain zero, we took this to indicate some evidence for the existence of a threshold. In cases where the intervals did contain zero, support for a threshold effect is less certain. This approach was used to investigate all combinations of species and covariates in our data set. We considered only single occupancy covariates in any of the models. Our main objective was to assess whether accounting for species nondetection would affect our inference about thresholds and threshold effects using empirical data.
RESULTS
Simulation results
The simulation results showed that posterior estimates of b 2 had some bias for our choice of priors; however, coverage probabilities of the quantile-based 95% posterior credible intervals gave close to nominal coverage (in a frequentist sense) for all cases (Table 3) . That is, the 95% posterior intervals contained the true value of the parameter in approximately 95% of the simulations. The coverage results are relevant to making inference about parameter estimates, as they provide some indication that these posterior intervals can be interpreted in a similar manner to confidence intervals. We report results for b 2 , t, and p; however, coverage probabilities for the other parameters in the model were also close to nominal values (Appendix).
In Fig. 2a and b, we illustrate a portion of the simulation results with histograms of the estimated threshold effect b 2 , threshold t, and detection probability p. Fig. 2a shows four different examples of Case 2 and Fig. 2b shows four examples of Case 4. In general, the posterior distributions tended to cluster around the true value of the parameter (when it exists). Notes: Results include the mean value of the posterior means across all 500 simulations of each condition. The standard deviation of the posterior mean and coverage probability estimates of the 95% equal-tail credible intervals are also shown. Estimates for b 0 and b 1 (intercept and initial slope) are not shown but had similar coverage probabilities. Blank cells are not applicable to the condition being summarized. Results for all parameters are included in the Appendix.
Finally, the simulation results also show reductions of variability in the mean estimates of b 2 as sample sizes increase. This result is expected and indicates that the precision of parameter estimates will improve with increased sample sizes.
Given that the simulation study indicated that coverage probabilities were reasonable for the estimation of parameters using relatively diffuse prior distributions, one approach to weighing evidence for the existence of a threshold effect is to use the posterior distribution of the threshold effect, i.e., b 2 in Eq. 1. For example, if the 95% (equal-tail) credible interval for b 2 does not contain 0, then some evidence exists for a threshold effect in the response. This approach, along with posterior predictive checks, could be used to assess evidence for a threshold.
As with most inferential procedures, small samples may not provide adequate power to detect trends. For example, we simulated cases 3, 4, 7, and 8 with threshold effects (Table 1) , but the 95% posterior intervals for b 2 contained 0 in 38%, 5%, 51%, and 20% of simulated data sets, respectively. As expected, the power to detect thresholds increased with sample size. A similar study with N ¼ 25 and N ¼ 100 (results not reported here) showed close to nominal coverage for b 2 , but had very low power: 95% posterior credible intervals for b 2 contained zero in 95% and 71% of the simulated data sets ( p ¼ 0.62) for N ¼ 25 and N ¼ 100, respectively.
Empirical results
We found evidence for a threshold effect for all three species as a function of AGE, and for Willow Flycatcher as a function of DECBROAD, in models that ignored nondetection (conducted in both frequentist and Bayesian modes of inference) ( Table 4) . Regardless of the model considered, occupancy of these species tended to FIG. 2 . Histograms of posterior samples of b 2 (the change in slope), t (the point of change), and p (detection probability) for (a) four replications of Case 2 and (b) four replications of Case 4. The y-axes represent the probability density, such that the area of each bar is equal to the proportion of results in that interval. The true values of the parameters, when appropriate, are shown with the vertical dashed line. Note that Case 2 was simulated with no threshold. The prior distributions are shown with the gray solid lines and were the same for all cases and for all replications. respond positively to either AGE (all three species) or to DECBROAD (Orange-crowned Warbler, Willow Flycatcher) at lower values of these covariates.
We found relatively close agreement between the Bayesian and non-Bayesian estimates when ignoring detection in each of these four cases; 95% confidence/ credible intervals for b 2 in models SLR and BSLR did not contain zero. Therefore, significant threshold effects for Willow Flycatcher, Orange-crowned Warbler, and MacGillivray's Warbler were a function of AGE, and for Willow Flycatcher as a function of DECBROAD, with species occupancy declining at higher levels of these covariates (Table 4, Fig. 3) . In contrast, when we accounted for imperfect detection, we found no convincing evidence of a threshold effect for Willow Flycatcher with DECBROAD or for either MacGillivray's Warbler or Orange-crowned Warbler with AGE; credible intervals surrounding the estimates of b 2 were large and contained zero (Table 4 ).
The posterior estimates for both Orange-crowned Warbler and MacGillivray's Warbler with DECB-ROAD provided little evidence of a threshold effect even when we accounted for nondetection, whereas Willow Flycatcher did show evidence of a threshold effect with AGE when we accounted for species nondetection. In these three examples, our conclusions regarding evidence for a threshold are the same when using the model accounting for detection as when we ignored nondetection. As expected, the estimated occupancy probability is generally higher when we account for species nondetection (Table 4, Fig. 3 ).
DISCUSSION
Discriminating between process and sampling variation is a critical component of ecological investigations. Although effects of environmental variables on species occupancy in our empirical examples were generally in the same direction across model types, we report three examples where putative threshold responses were not FIG. 2. Continued. supported when we accounted for imperfect species detection. Our modeling approach represents a method for obtaining estimates of threshold effects while including an aspect of sampling variation that has often been ignored in investigations of threshold responses. Set in a Bayesian framework, this method is a tractable, flexible, and relatively straightforward approach to threshold estimation that is readily implemented using freely available software (Supplement).
Results from our simulation studies showed close to nominal coverage probabilities for all model parameters using intervals based on the posterior distributions. These results suggest the possibility of using posterior intervals for assessing evidence for the existence of a threshold effect. The simulation results also highlight the importance of sample size in the estimation of threshold effects: parameter estimates from simulations of 1000 sites were much more precise and had much better power to detect thresholds than simulations of 250 sites. Presence/absence data are inherently variable and careful planning should dictate the number of sites to include in a study (MacKenzie and Royle 2005) . Finally, the simulation studies conducted here were limited in scope due to the time required to fit several thousand of these models. Future simulation studies will be necessary to test the impact of prior distributions on parameter estimates and to model the influence of covariates on detection probability.
The examples presented here demonstrate that failure to account for species nondetection in an occupancy threshold study may lead to different inferences as compared to when species nondetection is included in the analysis. From the six examples that we considered, we found four cases in which a threshold effect would have been supported if we did not account for species nondetection, compared to only one case when we did Notes: Posterior means and 95% confidence/credible limits are shown for all parameter estimates, where b 0 is the estimated occupancy intercept, b 1 is the estimated linear covariate effect on occupancy, b 2 is the estimated threshold effect, t is the estimated threshold, and p is the estimated species detection probability. Model abbreviations are: SLR, segmented logistic regression; BSLR, Bayesian segmented logistic regression; and DBSLR, Bayesian segmented logistic regression accounting for nondetection. Blank cells are not applicable to the condition being summarized. account for nondetection. One important consequence of accounting for imperfect detection is that the estimated occupancy is generally higher than naı¨ve occupancy (MacKenzie et al. 2002) . In five of our Bayesian threshold models in the empirical study, the probability of occupancy approaches the asymptote of 1 for covariate values in the lower or middle portions of the sampled range (Fig. 3) . For instance, Willow Flycatcher occupancy approaches 1 at ;20% deciduous broadleaf canopy cover. It is important to note that the de facto threshold seen as probabilities approach 1 is distinct from those discussed in this paper, in part due to the different scales on which we consider the thresholds. For example, the thresholds used in our examples are estimated on the logit scale, as is common with statistical models, and not the probability scale. Although not formally estimated, these de facto thresholds may be useful in management as they can be interpreted as points along an environmental gradient beyond which further increases in the covariate (e.g., broadleaf cover) have no effect on the response (e.g., Willow Flycatcher occupancy). Interestingly, in two of the six cases we observed (Willow Flycatcher and MacGillivray's Warbler), these de facto thresholds correspond to thresholds estimated using the segmented approach without detection (Fig. 3) . Unfortunately, because the frequency of this correspondence across species and systems is unknown, it remains essential to account for detection probability in threshold occupancy models.
Results of the empirical study also displayed reduced precision for parameter estimates when accounting for nondetection compared to models that ignored nondetection. This difference is not due to fitting the former models within a Bayesian mode of inference, as evidenced by the close agreement in estimates and intervals between the frequentist and Bayesian models that ignore detection (i.e., model SLR vs. model BSLR). Rather, the lower precision arises from the additional uncertainty that exists when detection probabilities are less than 1. Ignoring nondetection does not remove this uncertainty; rather, it fails to account for this uncertainty. In instances where thresholds are used as management targets (Villard and Jonsson 2009) , we suggest that acknowledging and estimating the magnitude of this uncertainty is critical.
The models we have discussed are relatively simple examples of the proposed approach for estimating occupancy thresholds with variable species detection. This same methodology could be applied to the inclusion of additional occupancy covariates, covariates for detection probability, and thresholds on detection probability. Further, this approach to threshold estima- FIG. 3 . Estimated mean trends in expected occupancy for model SLR (segmented logistic regression, which ignores detection) and model DBSLR (Bayesian occupancy/threshold model, which accounts for species nondetection) as a function of deciduous broadleaf cover (DECBROAD) or stand age (AGE). All estimates are shown on the probability scale. Estimated threshold values are reported in Table 4 ; note that not all threshold values shown in this figure may be ''significant.'' The observed covariate values are shown as a rug plot on the x-axes. tion fits naturally into hierarchical-Bayesian models where, for example, multiple species are included in a single analysis (Ke´ry and Royle 2008) . Such a model would be particularly useful in situations when a group of species is expected to respond similarly to environmental change (e.g., foliage-gleaning birds; Betts et al. 2010) . These extensions are areas of current research within the broader topic of examining threshold responses.
