INTRODUCTION

ABSTRACT
Validating modern oceanographic theories using models produced through stereo computer vision principles has recently emerged. Space-time (4-D) models of the ocean surface may be generated by stacking a series of 3-D reconstructions independently generated for each time instant or, in a more robust manner, by simultaneously processing several snapshots coherently in a true "4-D reconstruction." However, the accuracy of these computer-vision-generated models is subject to the estimations of camera parameters, which may be corrupted under the influence of natural factors such as wind and vibrations. Therefore, removing the unpredictable errors of the camera parameters is necessary for an accurate reconstruction. In this paper, we propose a novel algorithm that can jointly perform a 4-D reconstruction as well as correct the camera parameter errors introduced by external factors. The technique is founded upon variational optimization methods to benefit from their numerous advantages:
continuity of the estimated surface in space and time, robustness, and accuracy. The performance of the proposed algorithm is tested using synthetic data produced through computer graphics techniques, based on which the errors of the camera parameters arising from natural factors can be simulated.
Within the past twenty years, computer vision principles have been gradually adopted to create three-dimensional (3-D) models of the ocean surface for measurement and analysis purposes. These computer models are generated through a process known as 3-D reconstruction in the field of stereo computer vision, where the 3-D shape of an object is recovered based on its 2-D projections (e.g. observed images) obtained from various viewpoints.
Three-dimensional reconstruction methods can be categorized into two types: feature-based and variational methods. Due to its simplicity, the former type was adopted by many researchers to reconstruct ocean surfaces [1] [2] [3] [4] [5] [6] [7] . Such methods achieve reconstruction in two steps, by first matching corresponding features (e.g. points) across images and then backprojecting them to produce a set of 3-D points (e.g. a point cloud) that represents the spatial positions of the observed 2-D features. However, this type of methods is not particularly effective when applied to a target object that lacks distinctive (e.g. textured) image features, such as the ocean surface, because few object are reconstructed. Consequently, the yielded point cloud representation of the object surface is sparse and therefore inadequate for applications requiring a dense model. Variational 3-D reconstruction methods have been founded upon the advantages of the calculus of variations to overcome the aforementioned disadvantages of feature-based methods. By converting a computer vision problem into a variational optimization one, these 3-D reconstruction methods approximate the surface of the target object by piece-wise smooth functions [8, 9] instead of a collection of 3-D points. Therefore, users can arbitrarily sample the functions to visualize the model at any resolution or to analyze the model at any location. Utilizing this concept, Gallego et al. [10] [11] [12] proposed a variational framework to reconstruct the space-time model of a patch of ocean surface. In this framework, the reconstructed surface of the object is obtained as the minimizer of a functional that takes into account both the smoothness of the surface and its photometric error. The latter quantifies the discrepancy between the measurements (snapshots of videos) and the "reprojections" of the reconstruction onto measurements via mathematical coordinate transformations and pin-hole projection formulas. The resulting reconstruction consists of two parts: the height or elevation map and the superficial texture pattern (called radiance map) of the ocean surface. When the radiance map is superimposed on top of the elevation map, a computer model of the ocean surface is obtained.
However, the accuracy of all aforementioned computervision-generated models strongly depends on the accuracy in the determination of the cameras' parameters, a technique called camera calibration. These parameters specify the perspective projection operation carried out by the cameras (mapping points in the 3-D world to 2-D sensors) and its inverse operation (backprojection), hence they have a direct effect in the evaluation of reprojection errors. The reconstruction process is very sensitive to the changes of camera parameters, e.g., small deviations of the camera parameters can cause a magnified incorrect reprojection error and, consequently, change the minimizers of the error functional, yielding incorrect reconstruction. Since cameras are installed outdoors in real applications, extrinsic camera parameters-parameters that accounts for the relative orientation and location of the cameras in the scene-are prone to be perturbed by natural factors such as breeze or vibrations. Therefore, the reconstruction of a patch of the ocean surface over a time interval should not be performed alone but be incorporated with a camera calibration refinement technique.
In this paper, we address the problem of reconstructing a patch of the ocean surface over a given period of time in the case that the extrinsic camera parameters might be perturbed by environmental factors. To this end, we adopt a variational optimization framework and jointly estimate the 4-D reconstruction of the ocean surface and the refinement of the camera parameters as the minimizers of an error functional that measures /) the photometric error between acquired videos and the reprojection of the 4-D reconstruction onto the videos, ii) the spatial and temporal smoothness of the reconstruction, and Hi) the temporal variance of the perturbed camera parameters. As a result of iteratively obtaining the minimizers of the error functional, our algorithm can reconstruct the space-time model for the target region and decrease the influence of the errors caused by deviations of the camera parameters on the reconstruction. Since introducing the desired perturbations to the camera parameters and acquiring the ground truth of the reconstruction in real cases are difficult tasks, we validate the algorithm and show its effectiveness by applying it to reconstruct a synthetic ocean surface generated by a computer graphics tool (OpenGL) under the conditions that deviations are deliberately added into the true camera parameters.
METHODOLOGY Notation and Geometric Image Formation
We use X T to denote the coordinates of a general point on the model observed in the world coordinate system at moment T. When observed by the i 01 camera coordinate system, X T can be expressed as X¡ = (X;,Y;,Z;)
T . Coordinates X T and X¡ are linearly related by a rigid body motion, X; = R JX T +1], where R] is a three-by-three rotation matrix accounting for the difference between the orientations of the world and the i 01 camera coordinate systems, and t] e R 3 is the displacement between the origins of the two systems.
Suppose the apertures of the cameras are small enough and lens are ideal. Thus, the imaging of a 3-D point onto the sensor can be approximated as a pin-hole model without considering the distortion effects of lens; as such, each point X¡ is projected onto a 2-D point x on the image plane using the pin-hole projection formula:
Up to now, x is given with respect to the i th camera coordinate system, so one more transformation is required to convert it to pixel coordinates x = (x,y) T , i.e., the position of x on a CCD image plane. Such a transformation is given by x = where the internal parameters of the camera (L' x and L' y are the focal lengths and (x' 0 ,y' 0 ) is the principal point of the i th camera, in pixel units) are compactly represented by the intrinsic camera matrix [13] K,-= Note that we use bold fonts to represent vector quantities and add superscript T to the extrinsic parameters of the cameras -RJ and t]-to emphasize their temporal dependence due to the possible influence of environmental factors, whereas such a notation is not used in case of the intrinsic camera parameters in K; since we assume that they remain constant or that the effect on the system of their small variations is negligible compared to that of the extrinsic parameters. In addition, to simplify notation, T is not particularly used on some symbols such as x, x, and X;, even though they are time dependent. All symbols and their relationships are geometrically shown in Fig. 1 .
Proposed Error Functional
To jointly reconstruct a dense space-time model of a patch of ocean surface and simultaneously refine the extrinsic camera parameters, we propose the following error functional E(/,Z,A)=W/,Z,A) (1) "T ^geom (ZJ + ii r ad \J ) ~r ^cam \" ). tion A J represents a single camera parameter. The minimizers of this functional-a special set of (/,Z, A)-are expected to optimally fit the visual measurements and appropriately approximate the superficial properties on the observed ocean surface and the temporal variations of the camera parameters. Therefore, £data> EgQom, £rad> and E cam are designed as follows:
where a, j8,7 > 0. In the data fidelity term ( (2)), N c is the number of cameras, Ri is the reprojection region of the reconstruction at time x on the / th image (denoted by //), and //(x) is the image intensity at pixel x. The forward perspective projection (the aforementioned coordinate transformations from X T to x in the previous section) is represented by 7%, and, by abuse of notation, its inverse operation is represented by %^x. In the formulation, the first term of ¿data ( (2)) quantifies the sum of the discrepancies between the measurements (the acquired synchronized stereo videos) and the reprojections of the reconstructed surface onto the image planes.
Because the target object is the ocean surface, the shape (Z) and the texture (/) can be assumed to be smooth functions with respect to time and space, which is formulated in (3) and (4). The term £g e0 m measures the spatial and temporal smoothness of Z through its derivatives Z U ,Z V , and Z T , whereas E T2L & does the same for /.
Given that natural factors such as breeze or vibrations smoothly influence the extrinsic camera parameters, we design ^cam to restrict the temporal behavior of X. Instead of penalizing the temporal changes of X in terms of derivatives, as it is done with Z and / in (3) and (4), £ cam is designed to penalize the temporal variations of X with respect to a local variance, as expressed by (5) . In the equation, ¡i{x;w) represents the local mean of X in an interval of duration 2w centered around time T. that is,
By choosing an appropriate w, we can eliminate different types of perturbations on the camera parameters that are otherwise not possible to be removed using penalties on the derivatives.
Minimizers of the Error Functional
The minimizers of (1) 
b(ZJ) + a-j-= 0 on dU T:
B^J-=QondU Tdv
In the equations above, g(Z,f) and b(Z,f) are nonlinear terms due to the data fidelity component of the error functional,
g(Z,f)=V {UiV) f-Y,\K i \Z^(I i -f)(u-CJ,v-C
and /,-is the Jacobian of the change of variables from U to the i th image plane, i.e., J¡ = |K¡|Zr 3 max (0, -(X T -C¡, X* x XJ}) according to the derivations in [11] . The symbol d in (9) and (10) To compute |£, we augment X with an artificial time variable t and differentiate X with respect to t using chain rule relationship, yielding ¿f = (j §J^t J ) L , where ( v ) L 2 (r) is the L 2 -inner product operator between functions defined over the interval of duration T. This lays down the path toward obtaining an extrema of E by evolving X with respect to t using a descent method.
Thus (11) where the smoothness terms in £geom and E iad vanish because they do not depend on the camera parameters X. Next, let us show how to compute each term in (11), starting with the data fidelity one: Since R] and t] are the parameters of the i th camera, we can drop the summation symbol in (2) when differentiating E with respect to t. Hence,
Operator jj in (12) cannot be directly moved inside J R . because Ri depends on Xi, and consequently on t. In this case, deriving the analytical form of (12) requires the use of Reynolds' transport theorem and a change of variables, which was completed by Shih et al. in [14] . Compared with the assumption in this paper, the extrinsic camera parameters discussed in [14] are regarded as temporally constant variables, which, nevertheless, does not affect the reasoning process of the derivations in this case. Hence, the right hand side of (12) is ultimately differentiated as
where (•, •} is the usual inner product operator in R" ((a,b) = a J b) and Q is a planar (two-by-two) rotation matrix that rotates a unit tangent vector to the corresponding outward normal. In addition, V s / stands for (^-) , which is (/", f v , 0) T . T t? depends on T, the corresponding superscript is not explicitly shown. [14] ,
3{*i(X
X = t], according to
and ~Jx
where N¡ is an outward normal on the reconstructed model observed in the ft 1 camera frame. Furthermore, [14] indicates that if X = a>¡ (a>¡ is the rotation vector of R] in exponential coordinates), then ¿fc(X Next, let us deal with the second term in (11) . Taking into account that X = X{p,t) depends on t, and therefore ¡l = IÜ(T,Í;W) mdE cam (X) depend on t, too, the second term in (11) is computed as follows:
Because \l t does not depend on p, \i t can be moved out of the inner integral. As such, z+w {X-n) J ii t dp = z+w {X-n)dp) ¡i t = 0, H{x) = 1 ifx>0 0 otherwise which accounts for the fact that the integrand of (14) may not vanish if T -w < p < t + w, or equivalently, if p -w <t <p + w . Then, recalling that X = X{p,t) and n = ¡i{x,t;w) in (14), it becomes
using the vectorial version of (•, -) L 2i T \ • Therefore, we identify
where in the last line we substituted the definition (6) for the local mean \i and omitted the dependence of X with respect to t.
Combining the functional gradients (with respect to the camera parameters) of the data fidelity and the camera refinement components of the error functional, the gradient descent flow corresponding to |£ = 0 is X t = -ff • Therefore,
so we are left with
To further simplify (14), let us swap the order of integration by using a window function W(T, p; w) = H{p -t + w) -H{p -t -w). H is the Heaviside step function defined as is the cross product matrix associated to 
EXPERIMENTS
To validate the proposed algorithm, we conduct experiments on synthetic data, which are adopted because the true extrinsic camera parameters of a stereo computer vision apparatus and the space-time model of a real ocean surface are difficult to obtain. Therefore, we will rely on a computer graphics libraryOpenGL-to generate a synthetic ocean surface for the experiments [15] , which is based on the work by Tessendorf [16] . Although the synthetic model generated through OpenGL may not fully approximate the physical properties of real data, OpenGL does offer users the flexibility to quantify and control various types of camera parameters. Based on this property, we can simulate the situations in which the extrinsic camera parameters are perturbed by external factors.
Synthetic Data
Computer graphics and 3-D reconstruction applications are reverse operations of each other. In computer graphics, imaginary objects are created in a virtual world and can be viewed from various angles. Using computer graphics tools, such as OpenGL, we can create a region of deforming ocean waves in a virtual world and set up multiple virtual cameras to acquire videos of the synthetic ocean surface. The synthetic ocean waves will be a dense 3-D point cloud deforming with respect to time in which the coordinates (in the virtual world) of all points are known (because we create them), and textures will be rendered on the point cloud as the superficial pattern of the synthetic waves. The videos-the contents shown in the application programming interface (API) windows-can be read from the memory of the computer graphics card. However, because the reference frame of the virtual world is different from that of our algorithm, we must perform a coordinate transformation (a rigid body motion) to express the simulated extrinsic camera parameters in the reference system used by the algorithm. After this information is ready, we can add errors to the camera parameters, reconstruct the model of the synthetic waves, and apply our calibration refinement algorithm to see how the reconstruction is rectified. By deliberately discretizing the elevation and radiance maps of the reconstructed model with the same number of samples as the input point cloud, we can verify the accuracy of the reconstructed model by point-wise comparison with respect to the input point cloud and radiance.
The configuration of the synthetic data is illustrated in Fig. 3 . A deforming ocean surface is created in a virtual world and observed from three different positions (as shown in Fig. 3a) for a specified time interval. Artificial errors are added to the true extrinsic camera parameters converted from the configuration of virtual scene developed using OpenGL. Since the purpose of this experiment is to explore the performance of our algorithm under the smooth influence of environmental factors, the artificial errors are deliberately smoothed within the observation interval (nine temporal samples), as shown in Figs. 3b and 3c .
We particularly take out the inputs and outputs at temporal samples 1, 3, 5, 7, and 9 for demonstration. The visual observations of the deforming ocean surface are listed in Fig. 4a , and the elevation maps produced through OpenGL at those time samples are listed in Fig. 4b . The width and height of the surface are set to be 7,475.2 mm, and the range of the height is configured to be [-500,450] mm, as marked by the hue bars.
We initially set a = 5, /3 = 50, y = 500, and w = 3 for numerically solving (7) -(10) and (16) . These parameters produce a rough reconstruction. Afterward, we continue to solve the aforementioned equations while a, ¡5,y, and w are gradually reduced to a = 0.2, /3 = 0.025, y = 100, and w = 1. Eventually, the elevation maps generated through this process are shown in Fig 4c. In addition, the differences between Figs. 4b and 4c are shown in Fig. 4d . All hue bars are given in millimeter units.
•DC (a) A patch of synthetic ocean surface observed from three different viewpoints at a particular time.
(b) Errors introduced to the translational part t¡ of the extrinsic parameters.
(c) Errors introduced to the rotational part R¡ of the extrinsic parameters.
FIGURE 3:
Configuration of the synthetic data: Artificial errors, temporally smooth, are added to corrupt the true camera parameters converted from OpenGL to simulate the effects imposed by natural factors on a 3-D reconstruction camera system. Note that the vertical axes indicate that errors are limited to be less than 2% of the true values.
