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Введение
Эта работа представляет собой непосредственное продолже-
ние предыдущей части I [29] и составляет с ней единый текст.
Автору представилось естественным организовать эту работу
таким образом, что в ней продолжаются все нумерации [29], в
том числе нумерации глав, параграфов, определений, формул,
утверждений и даже нумерации примечаний и библиографи-
ческих ссылок.
Также формулы, понятия или символы, используемые в этой
работе без пояснений, уже были введены и использовались в
работах автора [27], [28], в части I [29], или считаются об-
щепринятыми, или используются в замечательной книге Йе-
ха [18] “Lectures in Set Theory with Particular Emphasis on the
Method of Forcing” (русский перевод “ Теория множеств и ме-
тод форсинга”, М., 1973), содержащей многие базовые понятия
и сведения и гораздо более того; поэтому они будут считаться
известными и часто будут использоваться без пояснений.
Таким образом, читателю было бы удобнее предварительно озна-
комиться с [29] и с основными понятиями и обозначениями этой
работы хотя бы в общих чертах.
Во всяком случае, было бы полезно ознакомиться предвари-
тельно с планом всей этой работы и с кратким изложением
предстоящего развития основных её идей в том виде, как он
изложен в [29] на стр. 11–20.
Руководствуясь этими соображениями, читателю следует пом-
нить, что все ссылки на предшествующие параграфы с номе-
рами меньшими 7 относятся к части I [29], аналогично для ну-
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мерации утверждений и т.д.
Что же касается содержания этой работы и технической
стороны дела в целом, следует отметить, что она следует её
предыдущему изданию [17] 2000 года, но более систематиче-
ским образом.
Также следует отметить, что в этом издании [17] и предше-
ствующих работах автор стремился избежать использования
личных авторских понятий и символики (кроме самых необхо-
димых), так как он был обеспокоен трудностями и неприятием,
которые они могут вызвать у читателя.
Однако восприятие этого предыдущего издания [17] чита-
телями показало, что подобные опасения бесполезны, поэтому
подобное использование неизбежно в любом случае.
Поэтому в настоящей работе автор предпринял иной под-
ход и посчитал более естественным вовлечь всю систему его
личных авторских понятий и определений в целом, которые он
разрабатывал с 1976 года, так как она обладает технической
и концептуальной выразительностью и ведёт напосредственно
к сути дела, и, таким образом, было бы слишком исскуствен-
ным избегать её использования (см. примечание 3 [29] в каче-
стве примера). Как это обычно бывает, некоторые утверждения
получили свои усиления; некоторые фрагменты, считавшиеся
очевидными в предыдущих работах автора, получили свою де-
тализацию; некоторые аргументы изменили своё расположение
на более удобное; также иногда использованы некоторые удоб-
ные переобозначения.
Но что касается основных конструкций и рассуждений сле-
дует отметить, что данная работа следует изданию [17] 2000
года, но в более прояснённом виде. Основной результат этой
работы таков: система
ZF + ∃k (k слабо недосижимый кардинал)
несовместна; все рассуждения проводятся в этой теории. Все
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слабо недостижимые кардиналы становятся сильно недости-
жимыми в конструктивном классе L и поэтому рассуждения
переносятся в стандартную счётную основную исходную мо-
дель
M = (Lχ0 , ∈, =)
теории
ZF + V = L+ ∃k (k слабо недостижымый кардинал),
и далее k это наименьший недостижимый кардинал в M. В
действительности в этой теории используются только форму-
лы некоторой ограниченной длины; более того, счётность этой
модели нужна только для некоторого технического удобства и
можно обойтись без неё (см. “Введение” [29]). В этой модели
M строятся так называемые матричные функции, обладаю-
щие несовместными свойствами монотонности и немонотонно-
сти; этим противоречием устанавливается
Основная теорема (ZF )
Не существует слабо недостижимых кардиналов.
Это влечёт несуществование сильно недостижимых кардина-
лов и несуществование всех других больших кардиналов. Эти
матричные функции конструируются и рассматриваются по-
средством элементарного языка из формульных классов (см.
определение 2.1 [29]) некоторого фиксированного уровня > 3
над стандартной моделью
(Lk,∈,=)
и затем все конструкции осуществляются посредством этого
языка (если обратное не устанавливается контекстом).
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В дополнение к этому в §12 приводятся некоторые простые
следствия основной теоремы и некоторых хорошо известных
результатов.
Глава II
Специальная теория: матричные
функции
7 Матричные δ -функции
Здесь мы собираемся осуществить дальнейшее развитие идеи
доказательства основной теоремы и модифицировать простей-
шие матричные функции S<α1χf (см. определение 5.14 [29])
таким образом, чтобы их новый специальные варианты – так
называемые α-функции – доставили требуемое противоречие:
они будут обладать свойством ⋖-монотонности и в то же время
будут лишены этого свойства.
Напомним, что простейшие матричные функции, которые
рассматривались в § 5 [29], обладают свойством монотонности,
но оказалось, что непосредственное доказательство требуемого
противоречия – доказательство их немонотонности – препят-
ствуется следующим обстоятельством: некоторые существен-
ные свойства нижних уровней универсума не распротраняются
до кардиналов скачка матриц на их носителях, которые явля-
ются значениями таких матричных функций.
С целью разрушить это препятствие мы снабдим такие мат-
рицы их соответствующими диссеминаторами, и в результате
простейшие матричные функции будут преобразованы в их бо-
лее сложные формы, α-функции.
Однако непосредственное формирование этих функций пред-
ставляется значительно усложнённым и некоторые важные их
13
14 Глава II. Специальная теория
особенности немотивированными.
Поэтому, чтобы представить их введение более прозрачным об-
разом, мы предварительно предпримем второе приближение к
идее доказательства основной теоремы и обратимся к их более
простой форме, то есть к δ-функциям.
С этой цеью мы применим результаты §6 [29] для m = n + 1
и фиксированного уровня n > 3, но понятие диссеминатора
должно быть уточнено; все диссеминаторы в дальнйшем будут
уровня n+ 1 (см. определение 6.9 [29]).
Определение 7.1
Пусть
γ < α < α1 ≤ k.
1) Мы обозначаем через K∀<α1n (γ, α) формулу:
SIN<α1n−1 (γ) ∧ ∀γ
′ ≤ γ (SIN<α1n (γ
′) −→ SIN<αn (γ
′)) .
Если эта формула выполняется константами γ, α, α1, то
мы будем говорить, что α сохраняет SIN<α1n -кардиналы
≤ γ ниже α1.
Если S – это матрица на носителе α и её кардинал пред-
скачка α⇓χ после χ сохраняет такие кардиналы, то мы так-
же будем говорить, что S на α сохраняет эти кардиналы
ниже α1.
2) Мы обозначаем через K∃n+1(χ, δ, γ, α, ρ, S) следующую Πn−2-
формулу:
σ(χ,α, S) ∧ Lj<α(χ) ∧ χ < δ < γ < α ∧ S ⊳ ρ ≤ χ+ ∧ ρ = ρ̂∧
∧SIN
<α
⇓
χ
n (δ) ∧ SIN
<α
⇓
χ
n+1 [< ρ] (δ).
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Здесь, напомним, Πn−2-формула σ(χ,α, S) означает, что S
это сингулярная матрица на её носителе α, редуцированная
к кардиналу χ (см. определение 5.7 [29]); δ это диссемина-
тор для S на α с базой данных ρ уровня n+1 (определение
6.9 [29]); верхние индексы < α⇓χ означают ограничение фор-
мульных кванторов кардиналом предскачка α⇓χ (см. также
определения 2.3, 5.9 [29]); ρ̂ это замыкание ρ относительно
функции пары; и Lj<α(χ) это ∆1-свойство насыщенности
кардинала χ ниже α (см. определение 6.9 4) [29]):
χ < α∧SIN<αn−1(χ)∧Σrng
(
S˜
sin⊳χ
n
)
∈ Bχ ∧ supdom
(
S˜
sin⊳χ
n
)
= χ.
Мы обозначаем через K<α1(χ, δ, γ, α, ρ, S) формулу:
K
∀<α1
n (γ, α
⇓
χ) ∧K
∃⊳α1
n+1 (χ, δ, γ, α, ρ, S) ∧ α < α1 .
3) Если эта формула выполняется константами χ, δ, γ, α,
ρ, S, α1, то мы будем говорить, что χ, δ, α, ρ, S сильно
допустимы для γ ниже α1.
Если некоторые из них фиксированы или подразумеваются
контекстом, то мы будем говорить, что остальные также
сильно недостижимы для них (и для γ) ниже α1.
4) Матрица S называется сильно диссеминаторной матри-
цей или, короче, δ-матрицей, сильно допустимой на носителе
α для γ = γ<α1τ ниже α1, если она обладает некоторым дис-
семинатором δ < γ с базой ρ, сильно допустимым для них
(также ниже α1).
В каждом подобном случае δ-матрица обозначается общим
символом δS или S.
Если α1 = k, или α1 указывается в контексте, то верх-
ние индексы < α1, ⊳ α1 здесь и другие упоминания о α1
опускаются. ⊣
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Далее вплоть до конца § 7 понятия допустимости и δ-матрицы
будут рассматриваться как сильные понятия, поэтому термин
“сильно” будет опускаться. Все матрицы будут считаться δ-
матрицами; в качестве редуцирующего кардинала χ далее
будет использоваться полный кардинал χ∗ (см. определе-
ние 5.4 [29]) – если констекст не указывает на другой случай.
Здесь следует обратить внимание на понятие насыщенности
кардинала χ ниже α, то есть на ∆1-свойство Lj<α(χ);
из леммы 5.5 [29] следует, что χ∗ это кардинал, насыщенный
ниже всякого α > χ∗, α ∈ SINn−2.
Символ χ∗ в обозначениях и написаниях формул будет часто
опускаться для некоторой краткости.
Далее каждый ограничивающий кардинал α1 будет принад-
лежать SINn−2 и выполнять условие
χ∗ < α1 ≤ k ∧A
⊳α1
n (χ
∗) =
∥∥u⊳α1n (l)∥∥ , (7.1)
или α1 = k (если иное не предусмотрено контекстом).
Кардинал α1 ≤ k здесь с этим свойством будет называть-
ся эквиинформативным (равно информативным) с кардина-
лом χ∗.
Этот термин вводится здесь вот почему: в этом случае ника-
кое Σn-утверждение ϕ(l) не имеет ординалов скачка после
χ∗ ниже α1 (см. определение 2.4 [29]). Нетрудно видеть,
что это равносильно следующему: для всякого генерического
расширения M[l] каждое Πn-утверждение ϕ(l), которое
выполняется в M[l] ниже χ∗, выполняется также в этом
расширении и ниже α1 благодаря (7.1) и α1 ∈ Πn−2; по-
этому каждое Πn-утверждение ϕ(l) выполняется или нет в
обоих случаях одновременно для каждого расширения M[l]
(см. также примечание 7 [29] для иллюстрации важности этого
понятия).
Следует обратить внимание на важный пример такого кар-
динала: на кардинал предскачка α⇓χ∗ после χ
∗ для всякого
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носителя матрицы α > χ∗. Кроме того, будет всегда полагать-
ся для χ∗ и α1, что
∀γ < α1∃γ
′ ∈ [γ, α1[ SIN
<α1
n (γ
′) ∧ cf(α1) ≥ χ
∗+
для удобства некоторых формульных преобразований.
Символы граничения < α1, ⊳ α1 будут опускаться, как все-
гда, если α1 = k, или α1 подразумевается контекстом.
Определение 7.2
Пусть χ∗ < α1.
1) Мы называем матричной δ-функцией уровня n ниже
α1 редуцированной к χ
∗ следующую функцию
δS<α1f = (δS
<α1
τ )τ ,
принимающую значения для τ :
δS<α1τ = min⋖
{
S ⊳ χ∗+ : ∃δ, α, ρ < γ<α1τ+1 K
<α1(δ, γ<α1τ , α, ρ, S)
}
;
2) следующие сопровождающие ординальные функции опре-
деляются ниже α1:
δˇ<α1f = (δˇ
<α1
τ )τ ; ρ
<α1
f = (ρ
<α1
τ )τ ; α
<α1
f = (α
<α1
τ )τ ,
принимающие значения:
δˇ<α1τ = min{δ < γ
<α1
τ : ∃α, ρ < γ
<α1
τ+1 K
<α1(δ, γ<α1τ , α, ρ, δS
<α1
τ )};
ρ<α1τ = min{ρ < χ
∗+ : ∃α < γ<α1τ+1 K
<α1(δˇ<α1τ , γ
<α1
τ , α, ρ, δS
<α1
τ )};
α<α1τ = min{α < γ
<α1
τ+1 : K
<α1(δˇ<α1τ , γ
<α1
τ , α, ρ
<α1
τ , δS
<α1
τ )}.
Для каждой матрицы δS<α1τ эти функции определяют её
производящий диссеминатор δˇ<α1τ < γ
<α1
τ вместе с его базой
ρ<α1τ и её носителем α
<α1
τ . ⊣
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Используя лемму 6.8 [29] легко видеть, что здесь δˇ<α1τ – это
минимальный диссеминатор с базой
ρ<α1τ = ρ̂1, ρ1 = Od(δS
<α1
τ ),
то есть замыканием ординала Od(δS<α1τ ) относительно функ-
ции пары; поэтому такой диссеминатор будет называться про-
изводящим собственным диссеминатором матрицы δS<α1τ на
α<α1τ ниже α1 и обозначаться через δˇ
S<α1
τ (см. также опре-
деление 6.9 2) [29]), а его база ρ<α1τ будет обозначаться через
ρS<α1τ .
Нетрудно получить следующие леммы из этих определений
и лемм 5.15, 5.16 [29]:
Лемма 7.3
Для α1 < k формулы K
∀<α1
n , K
<α1 принадлежат ∆1 и
поэтому все функции
δS<α1f , δˇ
<α1
f , ρ
<α1
f , α
<α1
f
∆1-определимы через χ
∗, α1.
Для α1 = k формулы K
∀
n, K принадлежат Σn и эти
функции ∆n+1-определимы. ⊣
Лемма 7.4 (О абсолютности δ-функций)
Пусть χ∗ < γ<α1τ+1 < α2 < α1 ≤ k, α2 ∈ SIN
<α1
n−2 и
(γ<α1τ + 1) ∩ SIN
<α2
n = (γ
<α1
τ + 1) ∩ SIN
<α1
n ,
тогда на множестве
{τ ′ : χ∗ ≤ γ<α2τ ′ ≤ γ
<α1
τ }
функции
δS<α2f , δˇ
<α2
f , ρ
<α2
f , α
<α2
f
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тождественно совпадают соответственно с функциями
δS<α1f , δˇ
<α1
f , ρ
<α1
f , α
<α1
f .
⊣
Следующая лемма и её доказательство демонстрируют идею,
которая будет применяться далее в различных типичных ситу-
ациях:
Лемма 7.5 (О диссеминаторе)
1) Пусть
(i) ]τ1, τ2[ ⊆ dom
(
δS<α1f
)
, γτ2 ∈ SIN
<α1
n ;
(ii) τ3 ∈ dom
(
δS<α1f
)
, τ2 ≤ τ3;
(iii) δˇ<α1τ3 < γ
<α1
τ2
.
Тогда
δˇ<α1τ3 ≤ γ
<α1
τ1
.
2) Пусть δ-матрица S на её носителе α допустима для
γ<α1τ вместе со своим диссеминатором δ и базой ρ ниже
α1, тогда:
(i) {τ ′ : δ < γ<α1τ ′ ≤ γ
<α1
τ } ⊆ dom
(
δS<α1f
)
;
(ii) эта матрица S вместе с теми же δ, ρ обладает ми-
нимальным носителем α′ ∈ ]γ<α1τ , γ
<α1
τ+1 [ , допустимым
ниже α1.
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Доказательство. 1) Верхние индексы < α1, ⊳ α1 будут опус-
каться. Рассмотрим матрицу S3 = δSτ3 и δˇ
3 = δˇτ3 , ρ
3 = ρτ3 .
Предположим, что 1) неверно, тогда по (iii)
γτ1 < δˇ
3 < γτ2 и δˇ
3 = γτ4
для некоторого τ4 ∈ ]τ1, τ2[. Расмотрим ситуацию ниже α3 =
α⇓τ3 , стоя на α
3 = α⇓τ3 . Из (i) и леммы 7.4 следует, что
δS<α
3
f ≡ δSf на ]τ1, τ2[
и матрица S4 = δS<α
3
τ4
= δSτ4 на носителе α
<α3
τ4
= ατ4 имеет
диссеминатор
δˇ4 = δˇ<α
3
τ4
= δˇτ4 < γτ4 = δˇ
3 с базой ρ4 = ρ<α
3
τ4
.
Теперь аргумент из доказательства леммы 6.6 [29] нужно по-
вторить следующим образом. Из δˇ4 < δˇ3 вытекает, что
ρ4 < ρ3 и поэтому δˇ4 /∈ SIN<α
3
n+1 [< ρτ3 ],
тогда по лемме 6.6 [29] (для m = n+1) существует некоторое
Σn-предложение ϕ(α,
−→a ) с кортежем −→a констант < ρτ3 и
некоторый ординал α0 ∈ [δˇ4, α3[ такие, что
∀α < α0 ϕ
⊳α3(α,−→a ) ∧ ¬ϕ⊳α
3
(α0,
−→a ) .
Диссеминатор δˇ3 ограничивает предложение ∃α¬ϕ(α,−→a ) ни-
же α3, поэтому α0 ∈ ]δˇ4, δˇ3[. Очевидно, Πn+1-предложение
∀α, γ
(
¬ϕ(α,−→a ) −→ ∃γ1
(
γ < γ1 ∧ SINn−1(γ1)∧
∧ ∃δ < α ∃α′ K(δ, γ1, α
′, ρ4, S4)
))
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выполняется ниже δˇ3 и, значит, δˇ3 продолжает его до α3,
потому что
S4 ⊳ ρ4 < ρ3.
Следовательно, для каждого γ<α
3
τ > δˇ
3 появляется δ-матрица
S4 допустимая на некотором носителе
α ∈ [γ<α
3
τ , α
3[ для γ<α
3
τ
вместе со своим диссеминатором δˇ4 < δˇ3 и его базой ρ4.
Отсюда следует, что ниже α3 определяется минимальный кар-
динал δˇm и минимальная база ρm с этим свойством, то есть
выполняющие следующее утверждение ниже α3:
∃γm∀γ > γm
(
SINn−1(γ)→ ∃α
′, S K(δˇm, γ, α′, ρm, S)
)
,
то есть существует γm < α3 такой, что для каждого
γ<α
3
τ ∈ ]γ
m, α3[ существует некоторая δ-матрица S, допу-
стимая на некотором носителе α ∈ [γ<α
3
τ , α
3[ для γ<α
3
τ ниже
α3 вместе со своим производящим диссеминатором δˇm < γm
с базой ρm.
Очевидно, δˇm < δˇ3. Так как минимальное значение ρm опре-
деляется ниже α3, то по лемме 4.6 [29] о спектральном типе
это влечёт
ρm < OT (δSτ3) ≤ Od(δSτ3).
Но тогда это влечёт противоречие: существует δ-матрица Sm
на некотором носителе αm ∈ ]γτ3 , α
3[, допустимая для γτ3
вместе с диссеминатором δˇm < γτ3 с базой ρ
m и по условию
K
∃
n+1
Sm ⊳ ρm < OT (δSτ3) ≤ Od(δSτ3),
хотя δSτ3 является ⋖-минимальной по определению 7.2.
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Утвеждение 2) (i) повторяет лемму 5.17 2) (i) [29] и следует из
определения 7.2 непосредственно; а утверждение 2) (ii) можно
легко установить посредством аргумента доказательства лем-
мы 5.17 2) (ii) [29] для матрицы S вместо S<α1χτ и для
формулы K вместо σ; мы вернёмся к этому аргументу в § 8
в более важном случае. ⊣
Нерелятивизированная функция δSf действительно определе-
на на финальном подинтервале недостижимого кардинала k,
как это показывает
Лемма 7.6 (Об определённости δ-функции)
Существует ординал δ < k такой, что δSf определена
на множестве
T = {τ : δ < γτ < k}.
Минимальный из таких ординалов δ обозначается через δ∗,
следующий за ним в SINn кардинал – через δ
∗1; также
вводятся следующие соответствующие ординалы:
τ∗1 = τ(δ
∗), τ∗1 = τ(δ∗1),
так что δ∗ = γτ∗
1
, δ∗1 = γτ∗1 ,
и α∗1 = α⇓
τ∗1
, ρ∗1 = ρτ∗1 .
Доказательство состоит в непосредственном применении лем-
мы 6.14 [29] для α1 = k, m = n+ 1, χ = χ∗. ⊣
Лемма 7.7
δ∗ ∈ SINn ∩ SIN
<α∗1
n+1
[
< ρ∗1
]
.
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Доказательство. Рассмотрим диссеминатор δˇτ∗1 с базой ρ
∗1
матрицы δSτ∗1 на носителе ατ∗1 . Так как
δ∗1 ∈ SINn, δˇτ∗1 < δ
∗1
и
δˇτ∗1 ∈ SIN
<α∗1
n ∩ SIN
<α∗1
n+1 [< ρ
∗1],
то лемма 3.8 [29] влечёт δˇτ∗1 ∈ SINn и по леммам 7.5 2), 7.6
δˇτ∗1 = δ
∗. ⊣
Определение 7.8
1. Функция δS<α1τ называется монотонной на интерва-
ле [τ1, τ2[, или на соответствующем интервале [γ
<α1
τ1
, γ<α1τ2 [
ниже α1, если τ1 + 1 < τ2, ]τ1, τ2[ ⊆ dom(αS
<α1
f ) и
∀τ ′, τ ′′(τ1 < τ
′ < τ ′′ < τ2 −→ δS
<α1
τ ′ ⋖ δS
<α1
τ ′′ ).
2. Соответственно этому функция δSf называется (то-
тально) монотонной, если для τ∗1 = τ(δ
∗):
∀τ ′, τ ′′(τ∗1 < τ
′ < τ ′′ < k −→ δSτ ′ ⋖ δSτ ′′).
⊣
Некоторые простые фрагменты монотонности матричной
функции δSf следуют из определения 7.2 и леммы 7.5 2) (ii)
немедленно:
Лемма 7.9 (О монотонности δ-функции)
Пусть
τ1 < τ2 и δˇ
<α1
τ2
< γ<α1τ1 .
24 Глава II. Специальная теория
Тогда
δS<α1τ1 ⋖ δS
<α1
τ2
.
⊣
Обсудим возникшую ситуацию.
Мы видели выше, что простейшая матричная функция Sf
является ⋖-монотонной, но для каждого τ > τ∗ кардинал
предскачка α⇓ матрицы Sτ на её соответствующем носи-
теле α ∈ ]γτ , γτ+1[ не сохраняет субнедостижимость уровней
≥ n кардиналов ≤ γτ , и некоторые другие важные свойства
нижних уровней универсума также нарушаются при реляти-
визации к α⇓ (см. леммы 5.17, 5.18 и их обсуждение в конце
§5 [29]).
Чтобы преодолеть это препятствие мы снабдили значения
этой функции, то есть матрицы Sτ , диссеминаторами уровня
n+1 и потребовали сохранения субнедостижимости уровня n
для кардиналов ≤ γτ , то есть мы перешли к δ-функции δSf .
Но теперь это вызывает новое осложнение: теперь с помощью
лемм 7.3-7.7 нетрудно видеть, что после этой модификации δ-
функция δSf лишается своего свойства ⋖-монотонности на
[τ∗1 , k[ , и именно благодаря тому, что во многих случаях кар-
диналы предскачков α⇓ носителей δ-матриц α, наоборот, вы-
зывают возникновение субнедостижимости уровня n неко-
торых кардиналов ≤ γτ , которые становятся субнедостижи-
мыми (релятивизированно к α⇓), не являясь таковыми до
этого (Киселев [13]).
Выход из этой новой затруднительной ситуации обнаружива-
ется с помощью следующего явления, которое в дальнейшем
предоставит решение всей проблемы:
А именно, можно видеть, что δ-матрица δSτ0 , нарушающая
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⋖-монотонность на [τ∗1 , k[ впервые, то есть для
τ0 = sup{τ : δSf является ⋖-монотонной на ]τ
∗
1 , τ [ } ,
помещается на некотором носителе ατ0 ∈ ]δ
∗, δ∗1[ и δSτ0 ⊳ ρ
∗1
по лемме 3.2 [29].
Поэтому из лемм 7.7, 6.3 [29] (для m = n+1, α1 = α∗1) следу-
ет, что диссеминатор δˇτ∗1 переносит в точности ту же самую
ситуацию, но ниже α0 = α⇓τ0 , то есть:
класс SIN<α
0
n содержит некоторые кардиналы γ
<α0
τ1
< γ<α
0
τ2
такие, что
]τ1, τ2[ ⊆ dom(δS
<α0
f ),
и снова та же самая матрица
δSτ0 = δS
<α0
τ ′
0
нарушает монотонность δS<α
0
f на ]τ1, τ2[ впервые для неко-
торого ординала τ ′0 ∈]τ1, τ2[ , но ниже α
0.
Таким образом, здесь мы приходим к третьему и последне-
му приближению к главной идее:
Следующие требования необходимо наложить на δ-матрицы:
1) они должны обладать свойством “самоисключения"в подоб-
ных ситуациях нарушения монотонности (будем называть
его “свойством автоэкзорцизивности”); матрицы с этим свой-
ством ( матрицы “единичной характеристики”) должны иметь
приоритет над другими матрицами ( матрицами “нулевой
характеристики” соответственно) в ходе определения мат-
ричной функции;
2) ещё одно требование должно быть наложено на матри-
цы нулевой характеристики, препятствуя их образованию: их
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базы данных должны существенно возрастать, когда предше-
ствующая часть матричной функции, которая уже опреде-
лена, содержит нарушение монотонности, с целью скоррек-
тировать это нарушение – использование матрицы нулевой
характеристики;
на этих основаниях матричная δ-функция должна получить
несовместные свойства монотонности и немонотонности од-
новременно.
Очевидно, все эти соображения требуют рекурсивного опре-
деления матричной функции, определяя её значения в зависи-
мости от свойств её предшествующих значений.
Мы начинаем осуществлять эту идею в следующем параграфе.
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8 Матричные α -функции
Для предстоящего рекурсивного определения необходимо
усложнить предыдущую формулу K∃n+1 (определение 7.1).
Но предварительно следует ввести некоторые субформулы для
большей ясности конструкции этой формулы, где переменная
X1 играет роль матричной функции αS<αf , а переменная X2
играет роль характеристической функции a<αf , которые будут
обе определены ниже α; последняя функция будет приписы-
вать соответствующие характеристики (единичные или нуле-
вые) редуцированным матрицам, служащим значениями функ-
ции αS<αf ; эти характеристики матриц на их носителях будут
принимать значения единичное a = 1 или нулевое a = 0 со-
ответственно принципу, обрисованному выше.
В ходе их введения эти формулы будут сопровождаться пояс-
нениями их смысла, а после результирующего определения 8.2
мы опишем как оно действует в целом, без вхождения в детали.
Все эти формулы были использованы в предыдущих рабо-
тах автора [10–17], но некоторые из них были рассеяны в тексте
в их определённых формах (некоторые в неформализованном,
некоторые другие в семантическом виде), и здесь они излага-
ются систематическим образом; также применяется несколько
удобных переобозначений.
В этих формулах используются различные кардиналы из
классов SINn, SINn−1, SINn−2 субнедостижимости. Необхо-
димо иметь ввиду, что после <- или ⊳-ограничения этих фор-
мул некоторым кардиналом α (см. определение 2.3 [29]) возни-
кают субнедостижимые классы того же уровня, но релятиви-
зированные к этому α; например, SINn-субнедостижимость
преобразуется в SIN<αn -субнедостижимость, но уже ниже α;
поэтому все формулы после этого повествуют о соответствую-
щей ситуации ниже α.
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Такие трансформации обеспечиваются определениями и лем-
мами 3.3-3.8 [29].
Определение 8.1
Вводятся следующие вспомогательные формулы:
I. Интервалы определённости матричной функции:
1.0 A0(χ, τ1, τ2,X1):
τ1 + 1 < τ2 ∧
(
X1 is a function on ]τ1, τ2[
)
∧
∧ τ1 = min
{
τ : ]τ, τ2[ ⊆ dom(X1)
}
∧
∧ ∃γ1
(
χ ≤ γ1 = γτ1 ∧ SINn(γ
1)
)
;
очевидно, эта формула означает, что интервал [τ1, τ2[ зани-
мает особое место по отношению к матричной функции X1:
эта функция определена на ]τ1, τ2[ и τ1 есть минимальный
ординал с этим свойством, сверх того кардинал γτ1 принад-
лежит SINn;
благодаря этой минимальности X1 никогда не определена
для этого ординала τ1.
1.1 A1(χ, τ1, τ2,X1):
A0(χ, τ1, τ2,X1) ∧ ∃γ
2
(
γ2 = γτ2 ∧ SINn(γ
2)
)
;
такой интервал [τ1, τ2[, а также интервал [γτ1 , γτ2 [, будут
называться интервалами определённости матричной функ-
ции X1 максимальными влево (в dom(X1)), максимальны-
ми в том смысле, что не существует интервала ]τ ′, τ2[ в
dom(X1) с меньшим левым концом τ
′ < τ1; сверх того по-
прежнему требуется γτ1 ∈ SINn, и ещё γτ2 ∈ SINn.
8. Матричные α -функции 29
1.2 AM1.1(χ, τ1, τ2,X1):
A1(χ, τ1, τ2,X1) ∧ τ2 = sup
{
τ : A1(χ, τ1, τ2,X1)
}
;
здесь интервал ]τ1, τ2[ ( включённый в dom(X1)) – мак-
симальный в том смысле, что он не включается ни в какой
другой интервал ]τ ′1, τ
′
2[ ⊆ dom(X1) такой, что γτ ′2 ∈ SINn;
помимо этого по-прежнему требуется, чтобы γτ1 ∈ SINn,
γτ2 ∈ SINn; по этой причине такой интервал [τ1, τ2[ и соот-
ветствующий интервал [γτ1 , γτ2 [ будут называться макси-
мальными интервалами определённости матричной функции
X1 .
1.3 A1.2(τ1, τ2, η):
∃γ1, γ2
(
γ1 = γτ1 ∧ γ
2 = γτ2∧
∧ η = OT
({
γ : γ1 < γ < γ2 ∧ SINn(γ)
}))
;
здесь, напомним, OT обозначает порядковый тип указанно-
го множества, поэтому мы будем называть такой ординал
η типом интервала [τ1, τ2[ и также типом соответству-
ющего интервала [γτ1 , γτ2 [ .
1.4 A2(χ, τ1, τ2, τ3,X1):
A1(χ, τ1, τ3,X1) ∧ τ1 + 1 < τ2 < τ3 ∧ τ2 =
= sup
{
τ < τ3 : ∀τ
′, τ ′′
(
τ1 < τ
′ < τ ′′ < τ −→ X(τ ′)⋖X(τ ′′)
)}
;
здесь τ2 – это минимальный индекс, на котором нарушает-
ся ⋖-монотонность матричной функции X1 на интервале
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]τ1, τ3[ .
1.5 A3(χ, τ1, τ ′1, τ2, τ3,X1,X2):
A2(χ, τ1, τ2, τ3,X1)∧ τ1 < τ
′
1 < τ2 ∧
(
X2 это функция ]τ1, τ3[
)
∧
∧τ ′1 = min
{
τ ∈ ]τ1, τ2[ : X1(τ)⋗X1(τ2) ∧X2(τ) = 1
}
;
здесь указывается, что ⋖ -монотонность матричной функ-
ции X1 на ]τ1, τ3[ впервые нарушается на индексе τ2 и имен-
но из-за матрицы единичной характеристики X1(τ
′
1)⋗X1(τ2)
для τ ′1 ∈ ]τ1, τ2[ .
1.6.a Ab4(χ, τ1, τ
′
1, τ2, τ3, η,X1,X2):
A3(χ, τ1, τ
′
1, τ2, τ3,X1,X2) ∧A1.2(τ1, τ3, η);
1.6.a(i) Ab4(χ, τ1, τ2, η,X1,X2):
∃τ ′1, τ
′
2 ≤ τ2 A
b
4(χ, τ1, τ
′
1, τ
′
2, τ2, η,X1,X2);
1.6.b AMb4 (χ, τ1, τ
′
1, τ2, τ3, η,X1,X2):
Ab4(χ, τ1, τ
′
1, τ2, τ3, η,X1,X2) ∧A
M
1.1(χ, τ1, τ3,X1);
1.6.b(i) AMb4 (χ, τ1, τ2, η,X1,X2):
∃τ ′1, τ
′
2 ≤ τ2 A
Mb
4 (χ, τ1, τ
′
1, τ
′
2, τ2, η,X1,X2);
в дальнейшем всякий интервал [τ1, τ3[, обладающий свой-
ством Ab4 для некоторых τ
′
1, τ2, η и соответствующий
интервал [γτ1 , γτ3 [ будут называться блоками типа η, а
если они вдобавок выполняют AM1.1(χ, τ1, τ3,X1) – то макси-
мальными блоками этого типа.
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Такие блоки будут рассматриваться далее как неприемлимые
по причине их фатального дефекта: нарушения монотонно-
сти матричной функции. По этой причине мы наложим на
такие блоки некоторые обременительные требования с целью
избежать их формирования в ходе определения матричной
функции (см. условие K0 ниже).
Приостановим ненадолго это определение 8.1 чтобы пояс-
нить смысл и направление развития его последующей части.
Формулы и понятия, введённые выше и последующие, бу-
дут использоваться в результирующем определении 8.2 в их
релятивизированных формах, то есть их индивидные перемен-
ные и константы будут <- или ⊳-ограничиваться некото-
рым соответствующим кардиналом α1. В подобных случаях
используются их настоящие формулировки, но с добавленной
ремаркой “ниже α1”; соответственно их обозначения снабжа-
ются верхним индексом < α1 или ⊳ α1.
Таким образом,
A⊳α11 (χ, τ1, τ2,X1)
это формула:
τ1 + 1 < τ2 ∧
(
X1 это функция на ]τ1, τ2[
)
∧
∧τ1 = min
{
τ : ]τ, τ2[ ⊆ dom(X1)
}
∧
∧∃γ1, γ2
(
χ ≤ γ1 ∧ γ1 = γ<α1τ1 ∧ γ
2 = γ<α1τ2 ∧
∧SIN<α1n (γ
1) ∧ SIN<α1n (γ
2)
)
,
которая означает, что ]τ1, τ2[ есть интервал из области опре-
деления функции X1 с минимальным левым концом τ1, и
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сверх того соответствующие кардиналы γ<α1τ1 , γ
<α1
τ2
являются
SIN<α1n -кардиналами – и всё это ниже α1.
Соответственно этому,
Ab⊳α14 (χ, τ1, τ
′
1, τ2, τ3, η,X1,X2)
это формула:
A⊳α13 (χ, τ1, τ
′
1, τ2, τ3,X1,X2) ∧A
⊳α1
1.2 (τ1, τ3, η)
которая означает, что [τ1, τ3[ и [γ<α1τ1 , γ
<α1
τ3
[ это блоки ниже
α1 типа η, то есть интервал ]τ1, τ3[ является максимальным
влево в dom(X1) и кардиналы γ<α1τ1 , γ
<α1
τ3
оба содержатся
в SIN<α1n , и ⋖-монотонность X1 на ]τ1, τ3[ нарушается
впервые на индексе τ2 ∈ ]τ1, τ3[ и именно по причине матри-
цы X1(τ ′1)⋗X1(τ2) единичной характеристики для некоторого
τ ′1 ∈ ]τ1, τ2[ – и всё это ниже α1.
Нетрудно видеть, что все эти и последующие подобные огра-
ниченные формулы содержаться в классе ∆11 для каждого
α1 > χ, α1 < k, α1 ∈ SINn−2.
Но чтобы ввести последующие понятия наиболее прозрач-
ным образом, удобно предварительно прояснить принцип, ре-
гулирующий приписывание характеристик матрицам на их но-
сителях и взаимодействие этих характеристик между собой,
так как характеристическая функция играет ведущую роль в
рекурсивном определении 8.2 матричной функции ниже.
Итак, матрица S на её носителе α — и сам этот носитель
α — будет получать нулевую характеристику a = 0, если
она участвует в нарушении монотонности матричной функции
в следующем смысле:
существует интервал определённости матричной функции
[γ
<α
⇓
χ
τ1 , γ
<α
⇓
χ
τ3 [
ниже кардинала предскачка α⇓χ после χ этого носителя α, где
встречается та же самая матрица S как значение матричной
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функции X1, но ниже α
⇓
χ:
X1(τ2) = S
для индекса τ2 ∈]τ1, τ3[, который является минимальным, на-
рушающим монотонность функции X1 на ]τ1, τ3[ ниже α
⇓
χ,
то есть когда выполняется
A
⊳α
⇓
χ
2 (χ, τ1, τ2, τ3,X1).
И здесь наступает последнее уточнение этого понятия: вдоба-
вок не должно существовать допустимых матриц для γ
<α
⇓
χ
τ1 и
все значения матричной функции X1 на интервале ]τ1, τ2]
ниже α⇓χ должны быть единичной характеристики:
∀τ(τ1 < τ ≤ τ2 → X2(τ) = 1). 9)
В противном случае S на α и сам α будут получать еди-
ничную характеристику a = 1.
И по ходу того, как матричная функция будет получать своё
рекурсивное определение 8.2, матрицы единичной характери-
стики буду систематически получать приоритет над матри-
цами нулевой характеристики — чтобы избежать нарушение
монотонности этой функции.
Естественно понимать понятие “приоритет” в следующе смыс-
ле: когда определяется некоторое значение X1(τ) матричной
функции X1 и на такое значение представляются матрицы
S0, S1 нулевой и единичной характеристики, тогда именно
матрица S1 должна быть назначена значением X1(τ).
Но не исключаются некоторые определённые случаи, когда
матрицы нулевой характеристики будут отвергаться по неко-
торым другим причинам, когда матрица нулевой характери-
стики S на её носителе α будет запрещена к представлению
на значение матричной функции; в каждом таком случае мы
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будем говорить, что S на α подавляется .
Мы используем термин “ подавление”, а не “отсутствие приори-
тета”, так как подобное подавление будет применяться только
в специальных особых случаях в зависимости от расположения
этого носителя α.
Итак, мы переходим к описанию случаев, когда действует
подобное подавление нулевой характеристики.
Для этото следует отметить, что приведённые в этом определе-
нии 8.1 формулы должны использоваться следующим особым
образом:
До сих пор в этих формулах 1.0–1.6 b (i) символы X1, X2
означали функции, определённые на ординалах.
Но для рекурсивного определения 8.2 матричной функции необ-
ходимо использовать функции, определённые на парах ордина-
лов. Поэтому введём для такой функции X другую функцию
X[α] = {(τ, η) : ((α, τ), η) ∈ X},
так что
X(α, τ) = X[α](τ)
для каждой пары (α, τ) ∈ dom(X).
Соответственно этому указанные формулы в определении 8.2
и последующие формулы будут часто использоваться для X1,
X2 как функций
X1[α
0], X2[α
0],
где α0 это некоторый ординал.
Теперь вернёмся к определению 8.1 чтобы сформулировать так
называемое “условие подаления”, оно возникает в связи с по-
крытиями кардиналов блоками специального вида и для этого
необходима следующая группа условий:
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II. Условия подавления
2.1a. Asc5.1(χ, γ
m, γ,X1,X2):
γm < γ ∧ ∀γ′ ∈ [γm, γ[ ∃τ1, τ2, η
(
γm ≤ γτ1 ≤ γ
′ < γτ2 ≤ γ∧
∧AMb4 (χ, τ1, τ2, η,X1,X2)
)
∧
∧∀γm′ < γm¬∀γ′′ ∈ [γm′, γ[ ∃τ ′1, τ
′
2, η
′
(
γm′ ≤ γτ ′
1
≤ γ′′ < γτ ′
2
≤ γ∧
∧AMb4 (χ, τ
′
1, τ
′
2, η
′,X1,X2)
)
;
здесь указывается, что интервал [γm, γ[ с правым концом
γ является объединением максимальных блоков и что его ле-
вый конец γm – минимальный с этим свойством; такое се-
мейство блоков будет называться покрытием кардинала γ;
легко видеть, что при этом условии γm, γ являются SINn-
кардиналами;
если опустить здесь правый конец γ, то получается следу-
ющее условие:
2.1b. Asc5.1(χ, γ
m,X1,X2):
∀γ′ ≥ γm ∃τ1, τ2, η
(
γm ≤ γτ1 ≤ γ
′ < γτ2∧
∧AMb4 (χ, τ1, τ2, η,X1,X2)
)
∧
∧∀γm′ < γm¬∀γ′′ ≥ γm′ ∃τ ′1, τ
′
2, η
′
(
γm′ ≤ γτ ′
1
≤ γ′′ < γτ ′
2
∧
∧AMb4 (χ, τ
′
1, τ
′
2, η
′,X1,X2)
)
.
Чтобы сформировать условия подавление продуктивным об-
разом следует наложить следующие специальные условия на
ординалы γm < γ∗ < γ, η∗:
2.2. Asc5.2(χ, γ
m, γ∗, η∗,X1,X2):
Asc5.1(χ, γ
m, γ∗,X1,X2)∧
36 Глава II. Специальная теория
∧∀τ1, τ2, η
(
γτ1 < γτ2 ≤ γ
∗ ∧AMb4 (χ, τ1, τ2, η,X1,X2)→ η < η
∗
)
∧
∧∀η < η∗ ∃γ′ < γ∗ ∀τ ′1, τ
′
2, η
′
(
γ′ < γτ ′
2
≤ γ∗∧
∧AMb4 (χ, τ
′
1, τ
′
2, η
′,X1,X2)→ η < η
′
)
;
в подобном случае, когда Asc5.2 выполняется, мы будем гово-
рить, что типы покрытия кардинала γ∗ неубывают до η∗
существенно; таким образом ординал η∗ предельный;
2.3. Asc5.3(χ, γ
∗, γ1, γ, η∗,X1,X2):
∃τ1, τ
(
γτ1 = γ
1 ∧ γτ = γ ∧A
b
4(χ, τ1, τ, η
∗,X1,X2)∧
∀τ ′1, τ
′
2, η
′
(
γ∗ < γτ ′
2
≤ γ1 ∧AMb4 (χ, τ
′
1, τ
′
2, η
′,X1,X2)→
→ η′ = η∗
))
;
теперь эти три условия следует собрать вместе в следующее
2.4. Условие подавляющего покрытия
Asc5.4(χ, γ, η
∗,X1,X2):
∃γm, γ∗, γ1
(
γm < γ∗ < γ1 < γ ∧ η∗ < χ+∧
Asc5.1(χ, γ
m, γ1,X1,X2) ∧A
sc
5.2(χ, γ
m, γ∗, η∗,X1,X2)∧
∧Asc5.3(χ, γ
∗, γ1, γ, η∗,X1,X2)
)
;
назовём покрытие γ, обладающее этим свойством, подавля-
ющим покрытием для γ типа η∗;
таким образом, эти три условия Asc5.1−A
sc
5.3 вместе означа-
ют, что покрытие кардинала γ разделяется на три части:
его типы неубывают до ординала η∗ < χ+ существенно слева
от γ∗, затем они стабилизируются от γ∗ до γ1, то есть
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интервал [γ∗, γ1[ покрыт максимальными блоками посто-
янного типа η∗, также существует блок [γ1, γ[ того же
типа η∗ < χ+; очевидно, эти условия определяют ординалы
γm < γ∗ < γ1 < γ, η∗ единственным образом через γ (если
они существуют);
2.5. Asc5.5(χ, γ, η
∗, α,X1,X2):
∀γ′
(
γ ≤ γ′ < α→ ∃τ ′1, τ
′
2, η
′
(
γ<α
τ ′
1
≤ γ′ < γ<α
τ ′
2
∧
∧AMb⊳α4 (χ, τ
′
1, τ
′
2, η
′,X1,X2) ∧ η
′ ≥ η∗
))
;
здесь указывается, что интервал [γ, α[ покрыт максималь-
ными блоками ниже α типов η′ ≥ η∗.
Теперь следует интегрировать все эти условия в единое
2.6. Результирующее условие подавления
AS,05 (χ, a, γ, α, ρ, S,X
0
1 ,X
0
2 ,X1,X2):
a = 0 ∧ SINn(γ) ∧ ρ < χ
+ ∧ σ(χ,α, S)∧
∧ ∃η∗, τ < γ
(
γ = γτ ∧A
sc
5.4(χ, γ, η
∗,X01 ,X
0
2 )∧
∧ ∀τ ′
(
τ < τ ′ ∧ SINn(γτ ′)→
→ ∃α′, S′
[
γτ ′ < α
′ < γτ ′+1 ∧ SIN
<α
′⇓
χ
n (γτ ′) ∧ σ(χ,α
′, S′)∧
∧Asc5.5(χ, γ, η
∗, α′⇓χ ,X1[α
′⇓
χ ],X2[α
′⇓
χ ])
]))
;
это последнее условие накладывает на матрицу S на её но-
сителе α тяжёлые требования, и если оно может быть
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реализовано, то только в следующем очень особом случае:
редуцированная матрица S должна иметь нулевую харак-
теристику на носителе α, кардинал γ должен быть SINn-
субнедостижим, база ρ должна быть строго меньше кардина-
ла χ+, кардинал γ должен быть покрыт подавляющем по-
крытием типа η∗; более того, для всех γ′ > γ, γ′ ∈ SINn су-
ществуют носители α′ > γ′ с кардиналами предскачка α′⇓χ ,
сохраняющими все SINn-сардиналы ≤ γ
′, и с интервалом
[γ, α′⇓χ [, покрытым максимальными блоками типов η′ ≥ η∗
ниже α′⇓χ .
Далее такие случаи матрицы S нулевой характеристи-
ки на её носителе α будут систематически отвергаться
в ходе определения матричной функции и поэтому мы будем
говорить, что эта нулевая матрица S здесь на α подав-
ляется для γ.
Соответственно, нулевая матрица S на α с диссеминато-
ром δ и базой ρ не подавляется для γ, если это условие
нарушается; следовательно, всякая матрица S на α не по-
давлена для γ, если она единичная, или имеет базу ρ ≥ χ+
на α, или γ не SINn-кардинал; так что надо всегда иметь
ввиду характеристику матрицы, её базу ρ и соответству-
ющий кардинал γ.
Приостановим в последний раз ненадолго это определение
8.1 чтобы пояснить направление развития его финальной ча-
сти; его суть состоит в обычной диагональной конструкции,
вызывающей финальное противоречие.
Чтобы дальнейшая конструкция определения 8.2 матричной
функции работала надлежащим образом, она должна руковод-
ствоваться Πn−2-формулой
Un−2(n, x, χ, a, δ, γ, α, ρ, S),
универсальной для класса Πn−2 формул с указанными сво-
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бодными переменными
x, χ, a, δ, γ, α, ρ, S,
и переменным гёделевым номером n таких формул в базовой
модели M ( см. Тарский [25], также Аддисон [23]).
Когда этот номер n и переменная x примут определённое
специальное значение nα одновременно:
n = x = nα,
тогда эта формула вместе с Σn-формулой K∀n(γ, α
⇓
χ) станут
утверждать, что S – это α-матрица, редуцированная к χ на
носителе α характеристики a с её диссеминатором δ и базой
ρ, допустимые для γ и подчиняющиеся определённым рекур-
сивным условиям; напомним, что формула K∀n(γ, α) (опреде-
ление 7.1 ) означает, что ординал α сохраняет все SINn-
кардиналы ≤ γ.
Однако до тех пор, пока значение nα не будет придано пе-
ременным n, x, эта формула будет действовать в определе-
нии 8.2 при n = x:
Un−2(x, x, χ, a, δ, γ, α, ρ, S).
Также далее будут использоваться следующие функциональ-
ные ограничения:
X|τ0 =
{
(τ, η) ∈ X : τ < τ0
}
;
X|1α0 =
{
((α, τ), η) ∈ X : α < α0
}
.
Теперь вернёмся к определению 8.1 в последний раз. Условие
неподавления ¬AS,05 будет действовать в следующей конъюнк-
ции с формулой Un−2, осуществляющей “несущую конструк-
цию” всего предстоящего определения:
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III. Несущее условие
3.1 U∗n−2(n, x, χ, a, δ, γ, α, ρ, S,X
0
1 |τ
′,X02 |τ
′,X1|
1α0,X2|
1α0) :
Un−2(n, x, χ, a, δ, γ, α, ρ, S)∧
∧¬AS,05 (χ, a, γ, α, ρ, S,X
0
1 |τ
′,X02 |τ
′,X1|
1α0,X2|
1α0);
это условие в конъюнкции с формулой K∀n(γ, α
⇓
χ) после их
⊳-ограничения кардиналом α0 и для констант
x = nα, χ, δ, γ, α, ρ, τ ′ < α0, S ⊳ ρ
будет описывать следующую ситуацию ниже α0: S – это
матрица, редуцированная к χ на её носителе α характери-
стики a, допустимая для γ вместе со своим диссеминато-
ром δ и с базой ρ, которая неподавлена для γ ниже α0 –
и следует подчеркнуть, что эта ситуация для каждой пары
(α0, τ ′) будет определяться функциями
X01 |τ
′ = X1[α
0]|τ ′, X02 |τ
′ = X2[α
0]|τ ′, и X1[α
′⇓
χ ], X2[α
′⇓
χ ]
для различных α′⇓χ < α0 и определённых на меньших парах,
поэтому рекурсивная конструкция, заданная этим условием,
будет действовать корректно.
3.2 A0(x, χ, τ):
∃γ
(
γ = γτ ∧ ¬∃a, δ, α, ρ, S
(
K
∀
n(γ, α
⇓
χ)∧
Un−2(x, x, a, δ, γ, α, ρ, S)
))
;
это условие для x = nα будет означать, что нет α-матрицы
S на некотором носителе α, допустимой для γτ .
3.3 A02(x, χ, τ1, τ2, τ3,X1):
A0(x, χ, τ1) ∧A2(χ, τ1, τ2, τ3,X1).
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IV. Замыкающее условие
Это условие осуществит в дальнейшем замыкание диагональ-
ного рассуждения, устанавливающего финальное противоре-
чие.
4.1
(
a = 0 −→ ∀τ ′1, τ
′′
1 , τ
′
2, τ
′
3, η
′ < α⇓χ
[
γ
<α
⇓
χ
τ ′
1
≤ δ < γ
<α
⇓
χ
τ ′
3
∧
∧A
Mb⊳α
⇓
χ
4
(
χ, τ ′1, τ
′′
1 , τ
′
2, τ
′
3, η
′,X1[α
⇓
χ],X2[α
⇓
χ]
)
→ η′ < ρ∨ρ = χ+
])
;
эта формула имеет вот какое содержание для нулевой мат-
рицы S на носителе α с диссеминатором δ и базой ρ:
если этот диссеминатор попадает в максимальный блок[
γ
<α
⇓
χ
τ ′
1
, γ
<α
⇓
χ
τ ′
3
[
ниже кардинала предскачка α⇓χ, то есть если
γ
<α
⇓
χ
τ ′
1
≤ δ < γ
<α
⇓
χ
τ ′
3
,
то эта база ρ должна существенно возрасти и превзойти
тип η′ этого самого блока, или даже принять максимальное
возможное значение:
η′ < ρ ∨ ρ = χ+,
за неимением ничего лучшего;
поэтому в подобных случаях интервал [τ ′1, τ
′
3[ и соответ-
ствующий интервал
[
γ
<α
⇓
χ
τ ′
1
, γ
<α
⇓
χ
τ ′
3
[
будут считаться “обременительными” для такой нулевой мат-
рицы S с таким диссеминатором на носителе α и будут
препятствовать образованию матрицы S на этом носителе
(с этим диссеминатором δ).
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V. Условие эквиинформативности
5.1 Ae6(χ,α
0):
χ < α0 ∧A⊳α
0
n (χ) = ‖u
⊳α0
n (l)‖ ∧ SINn−2(α
0)∧
∧∀γ < α0∃γ1 ∈ [γ, α
0[ SIN<α
0
n (γ1);
кардинал α0 здесь с этим свойством называется, напомним,
эквиинформативным с кардиналом χ.
⊣
Последнее понятие было использовано выше несколько раз (см.
также [11–17], [29]) и здесь оно акцентируется по причине его
особой важности: каждое Πn-утверждение ϕ(l) выполняется
или нет в каждом генерическом расширении M[l] ниже χ
и также в этом же расширении ниже α0 одновременно (см.
комментарий после (7.1)); наилучший пример такого α0 – это
кардинал предскачка α⇓χ после χ любого матричного носите-
ля α > χ (если этот кардинал пределен для класса SIN
<α
⇓
χ
n ).
Теперь всё готово для того, чтобы собрать все введённые
выше фрагменты вместе в следующем интегрирующем опре-
делении 8.2, где рассматривается переменная матрица S на
её носителе α.
Требования, которые накладываются в нём на матрицу S на
её носителе α и на её диссеминатор δ с базой ρ, зависят
от функций Xi, i = 1, 5, которые уже будут рекурсивно опре-
делены ниже кардинала предскачка α⇓χ; они будут заданы на
определённом подмножестве множества
A
α
⇓
χ
χ =
{
(α0, τ) : ∃γ < α0
(
χ < γ = γ<α
0
τ ∧
(8.1)
∧α0 ≤ α⇓χ ∧A
e
6(χ,α
0)
)}
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и поэтому функции
X0i = Xi[α
0], i = 1, 5
будут заданы на соответствующем подмножестве множества
{
τ : γτ ∈ SIN
<α0
n−1
}
для каждого кардинала α0 ≤ α⇓χ эквиинформативного с χ.
Это множество A
α
⇓
χ
χ полагается канонически упорядоченным
(с α0 как первой компонентой в этом упорядочении и с τ как
второй).
Итак, переменная X02 будет играть здесь роль характе-
ристической функции (то есть функции характеристик) a<α
0
f ,
определённой ниже кардинала α0; X01 будет играть роль мат-
ричной функции αS<α
0
f ; X
0
3 – роль диссеминаторной функции
(то есть фунции диссеминаторов) δ˜<α
0
f ; X
0
4 – её базовой функ-
ции (то есть функции баз данных) ρ<α
0
f ; X
0
5 – роль несущей
функции (то есть функции носителей) α<α
0
f ; все они будут
определены ниже α0.
После того, как все эти функции будут будут определены
для всех таких кардиналов
α0 ≤ α⇓χ
– тогда в заключение результирующее требование будет нало-
жено на саму матрицу S на её носителе α вместе с её диссеми-
натором δ и базой данных ρ в зависимости от расположения
этого δ, более точно – в зависимости от максимального блока
[
γ
<α
⇓
χ
τ ′
1
, γ
<α
⇓
χ
τ ′
3
[
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заключающего в себе этот δ, который будет уже определён
ниже α⇓χ.
Здесь, напомним, действует замыкающее требование, наложен-
ное на матрицу S на её носителе α, упомянутое выше:
если S на α имеет нулевую характеристику и его допусти-
мый диссеминатор δ попадает в максимальный блок типа η′
ниже α⇓χ, то η′ < ρ ∧ ρ = χ+; таким образом, в этом случае
база данных ρ должна значительно возрасти и мы увидим,
что это возможно, но всякий раз ведёт к противоречию.
Ещё здесь потребуется формулировка Lj<α(χ) понятия
насыщенности кардинала χ (см. аргумент перед (7.1) или
определение 6.9 4) [29] ); напомним также, что ρ̂ обознача-
ет замыкание ρ относительно функции пары.
Итак, рекурсивное определение матричной функции, задан-
ное на множестве A
α
⇓
χ
χ , начинается ; после определения 8.4 мы
покажем, как это рекурсивное определение действует: 10)
Определение 8.2
1) Пусть
Un−2(n, x, χ, a, δ, γ, α, ρ, S)
это Πn−2-формула, универсальная для класса Πn−2, где n
это переменный гёделев номер Πn−2-формул со свободными
переменными x, χ, a, δ, γ, α, ρ, S, и пусть
U∗n−2(x, χ, a, δ, γ, α, ρ, S,X
0
1 |τ
′,X02 |τ
′,X1|
1α0,X2|
1α0).
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это формула
Un−2(x, x, χ, a, δ, γ, α, ρ, S)∧
∧ ¬AS,05 (χ, a, γ, α, ρ, S,X
0
1 |τ
′,X02 |τ
′,X1|
1α0,X2|
1α0).
2) Пусть
ARC7 (x, χ,X1,X2,X3,X4,X5, α
⇓
χ)
это следующая ∆1-формула, составляющая требуемое усло-
вие рекурсии:
∧
1≤i≤5
(
(Xi это функция) ∧Xi ⊳ α
⇓+
χ ∧
∧dom(Xi) ⊆
{
(α0, τ) : ∃γ < α0
(
χ < γ = γ<α
0
τ ∧
∧α0 ≤ α⇓χ ∧Ae6(χ,α
0)
)})
∧
∧∀α0
((
α0 ≤ α⇓χ ∧Ae6(χ,α
0)
)
−→
−→ ∃X01 ,X
0
2 ,X
0
3 ,X
0
4 ,X
0
5 ,X
1,0
1 ,X
1,0
2
[∧
1≤i≤5X
0
i = Xi[α
0]∧
∧X1,01 = X1|
1α0 ∧X1,02 = X2|
1α0∧
∧∀τ ′, γ′, γ′′ < α0
(
χ < γ′ ∧ γ′ = γ<α
0
τ ′ ∧ γ
′′ = γ<α
0
τ ′+1 −→
∀a′
(
X02 (τ
′) = a′ ↔
↔ a′ = max≤
{
a′′ : ∃δ′′, α′′, ρ′′ < γ′′∃S′′ ⊳ χ+
(
K
∀<α0
n (γ
′, α′′⇓χ )∧
∧U∗⊳α
0
n−2 (x, χ, a
′′, δ′′, γ′, α′′, ρ′′, S′′,X01 |τ
′,X02 |τ
′,X1,01 ,X
1,0
2 )
)})
∧
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∧∀S′
(
X01 (τ
′) = S′ ←→ ∃a′
(
a′ = X02 (τ
′)∧
∧S′ = min⋖
{
S′′ ⊳ χ+ : ∃δ′′, α′′, ρ′′ < γ′′
(
K
∀<α0
n (γ
′, α′′⇓χ )∧
∧U∗⊳α
0
n−2 (x, χ, a
′, δ′′, γ′, α′′, ρ′′, S′′,X01 |τ
′,X02 |τ
′,X1,01 ,X
1,0
2 )
)}))
∧
∧∀δ′
(
X03 (τ
′) = δ′ ←→ ∃a′, S′
(
a′ = X01 (τ
′) ∧ S′ = X02 (τ
′)∧
∧δ′ = min≤
{
δ′′ < γ′ : ∃α′′, ρ′′ < γ′′
(
K
∀<α0
n (γ
′, α′′⇓χ )∧
∧U∗⊳α
0
n−2 (x, χ, a
′, δ′′, γ′, α′′, ρ′′, S′,X01 |τ
′,X02 |τ
′,X1,01 ,X
1,0
2 )
)}))
∧
∧∀ρ′
(
X04 (τ
′) = ρ′ ←→ ∃a′, S′, δ′
(
a′ = X01 (τ
′) ∧ S′ = X02 (τ
′)∧
∧δ′ = X03 (τ
′) ∧ ρ′ = min≤
{
ρ′′ < χ+ : ∃α′′ < γ′′
(
K
∀<α0
n (γ
′, α′′⇓χ )∧
∧U∗⊳α
0
n−2 (x, χ, a
′, δ′, γ′, α′′, ρ′′, S′,X01 |τ
′,X02 |τ
′,X1,01 ,X
1,0
2 )
)}))
∧
∧∀α′
(
X05 (τ
′) = α′ ←→ ∃a′, S′, δ′, ρ′
(
a′ = X01 (τ
′)∧S′ = X02 (τ
′)∧
δ′ = X03 (τ
′) ∧ ρ′ = X04 (τ
′) ∧ α′ = min
≤
{
α′′ < γ′′ : K∀<α
0
n (γ
′, α′′⇓χ )∧
∧U∗⊳α
0
n−2 (x, χ, a
′, δ′, γ′, α′′, ρ′, S′,X01 |τ
′,X02 |τ
′,X1,01 ,X
1,0
2 )
})))])
.
3) Мы обозначаем через
αK∃n+1(x, χ, a, δ, γ, α, ρ, S)
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Πn−2-формулу, которая эквивалентна следующей формуле:
(a = 0 ∨ a = 1) ∧ σ(χ,α, S) ∧ Lj<α(χ) ∧ χ < δ < γ < α∧
∧S ⊳ ρ ≤ χ+ ∧ ρ = ρ̂ ∧ SIN
<α
⇓
χ
n (δ) ∧ SIN
<α
⇓
χ
n+1 [< ρ] (δ)∧
∧∀γ < α⇓χ ∃γ′ ∈ [γ, α
⇓
χ[ SIN
<α
⇓
χ
n (γ′) ∧ cf(α
⇓
χ) ≥ χ+∧
∧∃X1,X2,X3,X4,X5
{
ARC7 (x, χ,X1,X2,X3,X4,X5, α
⇓
χ)∧
(
a = 0←→ ∃τ ′1, τ
′
2, τ
′
3 < α
⇓
χ
(
A
0⊳α⇓χ
2 (χ, τ
′
1, τ
′
2, τ
′
3,X1[α
⇓
χ])∧
∧∀τ ′′
(
τ ′1 < τ
′′ ≤ τ ′2 → X2[α
⇓
χ](τ ′′) = 1
)
∧X1[α
⇓
χ](τ ′2) = S
))
∧
∧
(
a = 0 −→ ∀τ ′1, τ
′′
1 , τ
′
2, τ
′
3, η
′ < α⇓χ
[
γ
<α
⇓
χ
τ ′
1
≤ δ < γ
<α
⇓
χ
τ ′
3
∧
∧A
Mb⊳α
⇓
χ
4 (χ, τ
′
1, τ
′′
1 , τ
′
2, τ
′
3, η
′,X1[α
⇓
χ],X2[α
⇓
χ])→
→ η′ < ρ ∨ ρ = χ+
])}
.
Обозначим через K0(χ, a, δ, α, ρ) последний конъюнктив-
ный член в больших фигурных скобках { , } в последней фор-
муле, то есть замыкающее условие:
(
a = 0 −→ ∀τ ′1, τ
′′
1 , τ
′
2, τ
′
3, η
′ < α⇓χ
[
γ
<α
⇓
χ
τ ′
1
≤ δ < γ
<α
⇓
χ
τ ′
3
∧
∧A
Mb⊳α
⇓
χ
4 (χ, τ
′
1, τ
′′
1 , τ
′
2, τ
′
3, η
′,X1[α
⇓
χ],X2[α
⇓
χ])→
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→ η′ < ρ ∨ ρ = χ+
])
. 11)
Функции X1[α
⇓
χ],X2[α
⇓
χ] не упоминаются здесь в обозначении
K
0 для краткости, так как они определяются единственным
образом в предшествующей части этой формулы αK∃n+1.
4) Формула αK∃n+1 – это Πn−2-формула и поэтому она
получает свой гёделев номер nα, то есть:
αK∃n+1(x, χ, a, δ, γ, α, ρ, S) ←→ Un−2(n
α, x, χ, a, δ, γ, α, ρ, S).
Присвоим значение nα переменной x здесь в этой эквива-
лентности и везде далее и соответственно этому символы
n
α, x будут опущены везде далее в обозначениях.
Мы обозначаем через αK<α1(χ, a, δ, γ, α, ρ, S) следующую ∆1-
формулу:
K
∀<α1
n (γ, α
⇓
χ) ∧ αK
∃⊳α1
n+1 (χ, a, δ, γ, α, ρ, S) ∧ α < α1,
и, соответственно, через αK∗<α1(χ, a, δ, γ, α, ρ, S) – формулу,
которая получается из формулы αK<α1 присоединением к
ней конъюнктивного условия неподавления матрицы S на
α для γ (см. определение 8.1 2.6 ), но ниже α1 < k (это
делалось выше в пунктах 2), 3) для α0, α⇓χ) – следующим
образом:
K
∀<α1
n (γ, α
⇓
χ) ∧ αK
∃⊳α1
n+1 (χ, a, δ, γ, α, ρ, S) ∧ α < α1∧
∧¬
(
a = 0 ∧ SIN<α1n (γ) ∧ ρ < χ
+ ∧ σ(χ,α, S)∧
∧∃X1,X2,X3,X4,X5
(
ARC7 (n
α, χ,X1,X2,X3,X4,X5, α1)∧
∧∃η∗, τ < γ
(
γ = γ<α1τ ∧A
sc⊳α1
5.4 (χ, γ, η
∗,X1[α1]|τ,X2[α1]|τ)∧
∧∀τ ′
(
τ < τ ′ ∧ SIN<α1n (γ
<α1
τ ′ )→
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∃α′, S′
[
γ<α1τ ′ < α
′ < γ<α1τ ′+1 ∧ SIN
<α
′⇓
χ
n (γ
<α1
τ ′ ) ∧ σ(χ,α
′, S′)∧
∧Asc⊳α15.5 (χ, γ, η
∗, α′⇓χ ,X1[α
′⇓
χ ],X2[α
′⇓
χ ])
]))))
;
здесь утверждается допустимость матрицы S на α, и
сверх того — её неподавленность для γ ниже α1. Таким
образом, если αK<α1 выполняется, но αK∗<α1 нарушается,
то S на α допустима, но подавлена (всё это ниже α1).
12)
5) Если формула αK<α1(χ, a, δ, γ, α, ρ, S) выполняется
константами χ, a, δ, α, γ, ρ, S, α1, то мы говорим, что
χ, a, δ, α, ρ, S очень сильно допустимы для γ ниже α1.
Если некоторые из них фиксированы или указываются в кон-
тексте, то мы говорим, что остальные очень сильно допу-
стимы для них (и для γ) ниже α1. Соответственно, через
αK<α1(χ, γ, α, S)
будет обозначаться формула
∃a, δ, ρ < γ αK<α1(χ, a, δ, γ, α, ρ, S)
означающая, что S на α очень сильно допустима для γ
ниже α1.
6) Матрица S называется автоэкзорцизивной или, ко-
ротко, α-матрицей характеристики a, очень сильно допу-
стимой на носителе α для γ = γ<α1τ ниже α1, если она
обладает на α некоторым диссеминатором δ < γ с базой ρ
очень сильно допустимыми для них также ниже α1.
В каждом подобном случае α-матрица обозначается об-
щим символом αS или S.
Если a1 = k, или α1 указывается в контексте, то
верхние индексы < α1,⊳ α1 и другие упоминания о α1 опус-
каются.
Далее все понятия допустимости полагаются очеь силь-
ными, поэтому термин “очень сильно” будет в дальнейшем
опускаться. ⊣
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Таким образом, ограниченная формула
αK∗<α1(χ, a, δ, γ, α, ρ, S)
возникает из формулы αK<α1 посредством присоединения к
ней условия неподавления матрицы S на α для γ ниже
α1, которое получается из условия ¬A
S,0
5 описанным выше
способом — ⊳-ограничением кардиналом α1 (то есть ⊳-
ограничением его индивидных переменных этим кардиналом и
заменой его подформул SINn(γ) на SIN<α1n (γ)).
Соответственно, если матрица S на α подавлена для карди-
нала γ ниже α1, то γ – это SIN<α1n -кардинал и S имеет
нулевую характеристику на α и базу ρ < χ+ ниже α1.
Везде далее χ = χ∗ < α1; мы будем часто опускать обо-
значения функций X1 = αS
<α1
f , X2 = a
<α1
f и символов χ
∗,
n
α в написаниях формул
A0 −A
S,0
5 , A
0, A02, αK
∃
n+1, K
0, αK<α1 , αK∗<α1
(из определений 8.1, 8.2) и других обозначений для некоторой
краткости (если это не вызовет недоразумений); например, вся-
кий кардинал предскачка α⇓χ∗ будет обозначаться через α
⇓ и
так далее.
Касательно этих формул следует отметить, что определение
8.2 было сформировано с целью получить ключевую формулу
αK∃n+1 из класса Πn−2. Для этого все составляющие форму-
лы были ⊳-ограничены кардиналами α0 или α⇓.
Но в дальнейшем эти ограничения будут часто опускаться безо
всякой потери содержания этих формул, потому что их ин-
дивидные переменные и константы будут в действительности
ограничены указанными в контексте кардиналами в ходе их
применения.
Очевидно, переменные Xi, i = 1, 5 задаются в определении
8.2 единственным образом через его параметры, поэтому такие
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же функции можно рекурсивно определить той же рекурси-
ей на таком же множестве пар (α1, τ) (напомним множество
(8.1))
A =
{
(α1, τ) : ∃γ < α
1(χ∗ < γ = γ<α1τ ∧A
e
6(χ,α1))
}
упорядоченном как и выше канонически (с α1 как первой
компонентой в этом упорядочении и τ как второй).
Определение 8.3
Пусть χ∗ < α1.
1) Мы называем характеристической функцией уровня n ни-
же α1 редуцированной к χ
∗ следующую функцию
a<α1f = (a
<α1
τ )τ ,
принимающую значения:
a<α1τ =
= max
≤
{
a : ∃δ, α, ρ < γ<α1τ+1 ∃S ⊳ χ
∗+ αK∗<α1(a, δ, γ<α1τ , α, ρ, S)
}
;
2) мы будем называть матричной автоэкзорцизивной (само-
исключающейся в нарушении монотонности) функцией или,
короче, α-функцией уровня n ниже α1 редуцированной к χ
∗
следующую функцию
αS<α1f = (αS
<α1
τ )τ
принимающую значения:
αS<α1τ =
= min
⋖
{
S ⊳ χ∗+ : ∃δ, α, ρ < γ<α1τ+1 αK
∗<α1(a<α1τ , δ, γ
<α1
τ , α, ρ, S)
}
;
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3) следующие сопрвождающие ординальные функции определя-
ются ниже α1:
диссеминаторная функция δ˜<α1f = (δ˜
<α1
τ )τ ,
базовая функция ρ<α1f = (ρ
<α1
τ )τ ,
несущая функция α<α1f = (α
<α1
τ )τ ,
производящая диссеминаторная
функция δˇ<α1f = (δˇ
<α1
τ )τ ,
принимающие значения для aτ = a
<α1
τ , Sτ = αS
<α1
τ :
δ˜<α1τ =
= min
≤
{
δ < γ<α1τ : ∃α, ρ < γ
<α1
τ+1 αK
∗<α1(aτ , δ, γ
<α1
τ , α, ρ, Sτ )
}
;
ρ<α1τ =
= min
≤
{
ρ ≤ χ∗+ : ∃α < γ<α1τ+1 αK
∗<α1(aτ , δ˜
<α1
τ , γ
<α1
τ , α, ρ, Sτ )
}
;
α<α1τ =
= min
≤
{
α < γ<α1τ+1 : αK
∗<α1(aτ , δ˜
<α1
τ , γ
<α1
τ , α, ρ
<α1
τ , Sτ )
}
;
и для α1 = α
<α
⇓
1
τ :
δˇ<α1τ = min
≤
{
δ < γ<α1τ : SIN
<α1
n (δ) ∧ SIN
<α1
n+1
[
< ρ<α1τ
]
(δ))
}
;
Значение a<α1τ называется, напомним, характеристикой мат-
рицы αS<α1τ на носителе α
<α1
τ и самого этого носителя
ниже α1.
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Все функции
a<α1f , δ˜
<α1
f , δˇ
<α1
f , ρ
<α1
f
называются, для некоторой краткости, атрибутами функ-
ций
α<α1f , αS
<α1
f ,
а их значения для индекса τ называются также атрибута-
ми значений
α<α1τ , αS
<α1
τ ;
аналогично функция α<α1f называется атрибутом функции
αS<α1f , а её значение α
<α1
τ – атрибутом матрицы αS
<α1
τ
ниже α1, и так далее.
⊣
Понятие характеристики вводится в общем случае:
Определение 8.4
Мы называем характеристикой матрицы S на носителе
α > χ∗ число a(S, α) = a, определяемое следующим образом:
(
a = 1∨a = 0
)
∧
(
a = 0←→
←→ ∃τ ′1, τ
′
2, τ
′
3 < α
⇓
(
A0⊳α
⇓
2 (τ
′
1, τ
′
2, τ
′
3, αS
<α⇓
f )∧
∧∀τ ′′
(
τ ′1 < τ
′′ ≤ τ ′2 → a
<α⇓
τ ′′ = 1
)
∧ αS<α
⇓
τ ′
2
= S
))
.
Матрица S на её носителе α называется единичной мат-
рицей на α, если она имеет единичную характеристику на
α; иначе она называется нулевой матрицей на α. ⊣
Таким образом, в ходе определения α-функции αS<α1f прио-
ритет отдаётся α-матрицам, обладающим большей характери-
стикой.
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Это обстоятельство, хотя и позволяющее решить всю проблему
больших кардиналов, существенно усложняет теорию матрич-
ных функций в целом, так как релятивизирующие рассужде-
ния не работают теперь вполне свободно: ситуации, связанные
с нулевой характеристикой могут не переноситься на нижние
части универсума, например, определённые единичной харак-
теристикой, или по другим причинам, связанным с подавлени-
ем.
Определение 8.3 α-функции и сопровождающих её орди-
нальных функций следует рекурсивному определению 8.2 и так
как функции Xi, i = 1, 5 определяются этой рекурсией в фор-
муле αK∃n+1 в её подформуле A
RC
7 единственным образом
через её параметры, то нетрудно видеть, что функции Xi[α0],
i = 1, 5, в определении 8.2 совпадают с соответствующими
функциями
a<α
0
f , αS
<α0
f , δ˜
<α0
f , ρ
<α0
f , α
<α0
f , (8.2)
для каждого кардинала α0 эквиинформативного с χ∗. По этой
причине мы будем использовать их обозначения (8.2) вместо со-
ответствующих обозначений этих функций Xi[α0], i = 1, 5 в
формулах из определения 8.1, то есть используя эти формулы,
но для функций Xi[α0], i = 1, 5, заменённых на соответству-
ющие функции (8.2) для α0 = α1; мы даже будем опускать их
для некоторой краткости, когда это не будет вызывать недора-
зумений и когда контекст будет очевидно на них указывать.
Например, формула A⊳α10 (τ1, τ2, αS
<α1
f ) означает, что ниже
α1 выполняется
τ1 + 1 < τ2 ∧ (αS
<α1
f это функция на ]τ1, τ2[)∧
∧τ1 = min
{
τ : ]τ, τ2[ ⊆ dom(αS
<α1
f )∧
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∧χ∗ ≤ γ<α1τ1 ∧ γ
<α1
τ1
∈ SIN<α1n ;
формула A⊳α11 (τ1, τ2, αS
<α1
f ) означает, что ниже α1 выпол-
няется
A⊳α10 (τ1, τ2, αS
<α1
f ) ∧ γ
<α1
τ2
∈ SIN<α1n ;
формула
A0⊳α
⇓
2 (τ1, τ2, τ3, αS
<α⇓
f ) ∧ ∀τ ∈ ]τ1, τ2] a
<α⇓
τ = 1 ∧ αS
<α⇓
τ2
= S
означает, что здесь α⇓ – это кардинал предскачка носителя
α после χ∗, и что не существует α-матрицы, допустимой для
γ<α1τ1 ниже α
⇓, и ниже того же α⇓ выполняется
A⊳α
⇓
1 (τ1, τ3, αS
<α⇓
f ),
и τ2 ∈ ]τ1, τ3[ это первый ординал, на котором нарушается
монотонность на ]τ1, τ3[ матричной функции αS<α
⇓
f (но уже
ниже α⇓ ) и, более того, αS<α
⇓
τ2
= S и все матрицы αS<α
⇓
τ
обладают единичной характеристикой на ]τ1, τ2] – и так далее.
Теперь необходимо сделать следующие два простых замечания:
1. Все интервалы [γ<α1τ1 , γ
<α1
τ2
[ определённости ниже α1,
рассмотренные в определении 8.1 для функций
X1 = αS
<α1
f , X2 = a
<α1
f ,
были различных видов и были определены различными усло-
виями, но все они включали условие максимальности интерва-
ла [γ<α1τ1 , γ
<α1
τ2
[ влево:
A⊳α10 (τ1, τ2, αS
<α1
f ),
которое утверждает, помимо прочего, что матричная функция
αS<α1f ниже α1 определена на интервале ]τ1, τ2[ и ординал τ1
является минимальным с этим свойством и, более того, γ<α1τ1
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является SIN<α1n -кардиналом. Благодаря этой минимально-
сти нетрудно видеть, что эта функция αS<α1f не определена
для самого этого ординала τ1 !
2. Понятия допустимости, приоритетности и подавления сле-
дует различать. Можно представить себе две матрицы S′, S′′
на их носителях α′, α′′ соответственно вместе с их соответ-
ствующими атрибутами, обе допустимые для единого кардила
γ<α1τ ; когда S
′ обладает единичной характеристикой на α′
она всегда неподавлена и имеет приоритет над S′′ нулевой
характеристики на α′′. Но даже когда нет такой матрицы S′,
всё-таки матрица S′′ on α′′ может быть подавлена, если
выполняется условие подавления AS,05 ниже α1; и в любом
случае каждая подавленная матрица не может быть значением
матричной функции αS<α1f .
Таким образом, для интервала [γ<α1τ1 , γ
<α1
τ2
[, максимального
влево ниже α1, не существует значения αS<α1τ для τ = τ1, но
тем не менее это не исключает существования некоторой мат-
рицы только допустимой (но подавленной) для γ<α1τ1 ниже
α1.
А теперь, имея эти замечания ввиду, рассмотрим, как опре-
деление 8.2 – и, следовательно, определение 8.3 – работает ни-
же α1 (мы рассматриваем, напомним, самый важный случай,
когда χ = χ∗, n = nα).
I. Итак, в его третьей части в начале формулы
αK∃<α1n+1 (a, δ, γ, α, ρ, S)
утверждается, что S – это δ-матрица на её носителе α > χ∗,
α < α1, редуцированная к χ∗ с диссеминатором δ < γ и
базой ρ:
S ⊳ ρ = ρ̂ ≤ χ∗+;
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кардинал предскачка α⇓ = α⇓χ∗ является предельным для
SIN<α
⇓
n и имеет конфинальность ≥ χ
∗+; диссеминатор δ
обладает субнедостижимостью ниже α⇓ уровня n и даже
уровня n+ 1 с базой ρ, то есть
δ ∈ SIN<α
⇓
n ∩ SIN
<α⇓
n+1 [< ρ].
II. Затем ниже α⇓ определяются функции Xi, i = 1, 5 на
парах (α0, τ ′) ∈ Aα
⇓
χ∗ , где кардиналы α
0 ∈
]
χ∗, α⇓
]
эквиин-
формативны с χ∗ и существуют кардиналы γ<α
0
τ ′ .
Все эти функции рекурсивно определяются через определение
функций X0i , i = 1, 5, посредством условия рекурсии A
RC
7 из
второй части определения 8.2:
X1[α
0] = αS<α
0
f , X2[α
0] = a<α
0
f , X3[α
0] = δ˜<α
0
f ,
X4[α
0] = ρ<α
0
f , X5[α
0] = α<α
0
f .
Цель этого определения – получить результирующую матрич-
ную функцию αS<α
0
f , но первой определяется именно харак-
теристическая функция
X02 = X2[α
0] = a<α
0
f .
Эта функция принимает максимальные возможные значения,
единичное или нулевое, которые являются характеристиками
матриц, допустимых ниже α0, но только не нулевую харак-
теристику подавленных нулевых матриц S′′ на их носителях
α′′, которые удовлетворяют условию своего подавления ниже
α0:
AS,0⊳α
0
5 (0, γ
<α0
τ ′ , α
′′, ρ′′, S′′,X01 |τ
′,X02 |τ
′,X1|
1α0,X2|
1α0),
где функции здесь
X01 |τ
′, X02 |τ
′, X1|
1α0, X2|
1α0
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уже определены. И везде в дальнейшем такие подавленные ну-
левые матрицы систематически отвергаются.
После того, как характеристическая функция X2[α0] = a
<α0
f
определена, все оставшиеся функции
X1[α
0], Xi[α
0], i = 3, 5
определяются последовательно одна за другой посредством ми-
нимизации их допустимых и неподавленных значений.
Таким образом, следующей по очереди определяется матрич-
ная функция X1[α0] = αS<α
0
f , после этого соответствую-
щая диссеминаторная функция X3[α0] = δ˜<α
0
f , затем базовая
функция X4[α0] = ρ<α
0
f , и в последнюю очередь определяется
несущая функция X5[α0] = α<α
0
f .
При этом значения каждой из последующих из этих функций
существенно зависят от значений предыдущих функций.
III. После того, как эти функции сформированы для всяко-
го
α0 ∈]χ∗, α⇓[ ,
это определение переходит к кардиналу
α0 = α⇓
и здесь определяет характеристику самой матрицы S на её
носителе α:
матрица S на α получает нулевую характеристику, когда она
участвует в следующем нарушении монотонности матричной
функции
X1[α
⇓] = αS<α
⇓
f
ниже α⇓: когда ниже α⇓ выполняется условие
8. Матричные α -функции 59
∃τ ′1, τ
′
2, τ
′
3 < α
⇓
(
A0⊳α
⇓
2 (τ
′
1, τ
′
2, τ
′
3, αS
<α⇓
f )∧
∧ ∀τ ′′ ∈ ]τ ′1, τ
′
2] a
<α⇓
τ ′′ = 1 ∧ αS
<α⇓
τ ′
2
= S
)
;
иначе S на α получает единичную характеристику.
IV. И в последнюю очередь это определение формирует за-
мыкающее условие для S на α:
Если S – это нулевая матрица на α и её допустимый диссе-
минатор δ попадает в некоторый масимальный блок типа η′
ниже α⇓
[γ<α
⇓
τ ′
1
, γ<α
⇓
τ ′
3
[
обременительный для S на α, то есть если выполняется
γ<α
⇓
τ ′
1
≤ δ < γ<α
⇓
τ ′
3
∧AMb⊳α
⇓
4 (τ
′
1, τ
′′
1 , τ
′
2, τ
′
3, η
′, αS<α
⇓
f , a
<α⇓
f )
ниже α⇓, тогда требуется допустимая база данных ρ диссе-
минатора δ матрицы S на α, но только такая, что
η′ < ρ ∨ ρ = χ∗+.
Таким образом, подобный случай затрудняет существенно ис-
пользование такой матрицы S на α; кроме того, S на
α должна быть неподавлена; во всех других случаях никаких
требований на матрицу S на α не накладывается.
Но напомним, что база ρ = χ∗+ и каждая единичная матрица
всегда допустимы и неподавлены; каждая матрица неподавле-
на для γ /∈ SINn в любом случае.
После этого определение 8.2 в четвёртой части формирует
конъюнкцию αK<α1 :
K
∀<α1
n (γ, α
⇓) ∧ αK∃⊳α1n+1 (a, δ, γ, α, ρ, S) ∧ α < α1
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где дополнительно требуется, как обычно, что α⇓ сохраняет
все SIN<α1n -кардиналы ≤ γ ниже α1; и, наконец, возникает
формула αK∗<α1 , получающаяся из формулы αK<α1 присо-
единением требования неподавления нулевой матрицы S на
α ниже α1.
Так как определение 8.3 матричной α-функции и сопр-
вождающих функций следует определению 8.2, то выполняется
следующая очевидная лемма, которая в действительности по-
вторяет это определение 8.2. Здесь используется понятие соб-
ственного порождающего диссеминатора δˇS для произвольной
матрицы S на носителе α, который, напомним, является ми-
нимальным допустимым диссеминатором для S на α с мини-
мальной допустимой базой ρS = ρ̂1, ρ1 = Od(S) (см. [29], [17]).
Лемма 8.5
Пусть S – произвольная α-матрица, редуцированная к
χ∗ и характеристики a на носителе α < α1, допустимая
для γ<α1τ вместе с её диссеминатором δ˜, производящим
диссеминатором δˇ с базой ρ и порождающим собственным
диссеминатором δˇS ниже α1, тогда для кардинала пред-
скачка α⇓ после χ∗ ниже α1 выполняется:
1) ∀γ ≤ γ<α1τ (SIN
<α1
n (γ) −→ SIN
<α⇓
n (γ)) ;
2) χ∗ < δ˜ < γ<α1τ < α
⇓ ∧ S ⊳ ρ ≤ χ∗+ ∧ ρ = ρ̂ ;
3) δ˜ ∈ SIN<α
⇓
n ∩ SIN
<α⇓
n+1 [< ρ]; аналогично для δˇ;
4) supSIN<α
⇓
n = α
⇓ ∧ cf(α⇓) ≥ χ∗+;
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5) a = 0←→ ∃τ ′1, τ
′
2, τ
′
3
(
A0⊳α
⇓
2 (τ
′
1, τ
′
2, τ
′
3, αS
<α⇓
f )∧
∧∀τ ′′ ∈ ]τ ′1, τ
′
2] a
<α⇓
τ ′′ = 1 ∧ αS
<α⇓
τ ′
2
= S
)
;
6) a = 0 −→ ∀τ ′1, τ
′′
1 , τ
′
2, τ
′
3, η
′
[
γ<α
⇓
τ ′
1
≤ δ˜ < γ<α
⇓
τ ′
3
∧
∧AMb⊳α
⇓
4 (τ
′
1, τ
′′
1 , τ
′
2, τ
′
3, η
′, αS<α
⇓
f , a
<α⇓
f ) −→ η
′ < ρ ∨ ρ = χ∗+
]
;
7) (i) δˇS ≤ δˇ ≤ δ˜ < γ<α1τ ;
(ii) если δ˜ это минимальный плавающий диссеминатор
матрицы S на α с минимальной базой ρ, допустимые для
γ<α1τ вместе с ρ, тогда:
a = 1 −→ δ˜ = δˇS ∧ ρ = ρS = ρ̂1,∧ρ1 = Od(S),
то есть когда S это единичная матрица на α, тогда δ˜
это производящий собственный диссеминатор δˇS матрицы
S на α с базой ρS;
8) существует минимальный носитель α′ < γ<α1τ+1 матрицы
S той же характеристики a, допустимые для γ<α1τ вместе
с теми же своими атрибутами δ˜, ρ ниже α1:
γ<α1τ < α
′ < γ<α1τ+1 ;
аналогично для неподавленности S для γτ вместе с теми
же атрибутами.
Доказательство. Осталось доказать последние два утвержде-
ния; верхний индекс < α1 часто будет опускаться.
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Итак, рассмотрим матрицу S характеристики a на её носите-
ле α < α1, допустимую для γ<α1τ вместе с её диссеминатором
δ˜ и базой ρ. Утверждение 7) (i) очевидно; переходя к 7) (ii)
предположим a = 1, тогда база
ρ = ρS = ρ̂1, ρ1 = Od(S)
вместе с минимальным диссеминатором
δˇS ∈ SIN<α
⇓
n ∩ SIN
<α⇓
n+1 [< ρ
S ]
очевидно выполняет все требования условия
αK(a, δˇS , γ, α, ρS , S)
вплоть до последнего её конъюнктивного члена K0.
Но последнее выполняется тоже, так как для a = 1 его по-
сылка нарушается.
Таким образом, вся формула αK выполняется и δ˜ = δˇS ,
ρ = ρS .
Обращаясь к доказательству 8) легко применить лемму 3.2 [29]
об ограничении, как это было сделано в доказательстве леммы
5.17 2) (ii) . Однако подобное применение составляет типичное
рассуждение, которое будет использоваться далее в различных
важных случаях, поэтому следует представить его себе в дета-
лях.
Во-первых, выше преполагается, что α1 – предельный карди-
нал для класса SIN<α1n−1 (напомним также соглашение после
(7.1)), поэтому γ<α1τ+1 всегда существует для каждого γ
<α1
τ .
Далее, предположим, что матрица S с диссеминатором δ и
базой ρ на носителе
α ∈ ]γ<α1τ , α1[
допустимы для γ<α1τ ниже α1, тогда выполняется следующее
утверждение ϕ(χ∗, δ, γ<α1τ , ρ, S):
∃α′ (γ<α1τ < α
′ ∧ αK(δ, γ<α1τ , α
′, ρ, S))
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ниже α1, то есть после его ⊳-ограничения кардиналом α1.
Само это утверждение ϕ содержится в классе Σn, так как оно
включает в себя Σn-формулу K∀n. Но рассмотрим кардинал
γτn = sup
{
γ ≤ γ<α1τ : γ ∈ SIN
<α1
n
}
;
по лемме 3.4 [29] γτn также принадлежит классу SIN<α1n .
Теперь заменим в формуле αK её подформулу K∀n ∆1-
формулой
SIN<α
⇓
n (γτn),
тогда Σn-формула αK преобразуется в некоторую Πn−2-
формулу, которую обозначим через αKn−2. Соответствен-
но, формула ϕ преобразуется в некоторую Σn−1-формулу
ϕn−2(χ
∗, δ, γτn , γ
<α1
τ , ρ, S):
∃α′ (γ<α1τ < α
′ ∧ αKn−2(δ, γτn , γ
<α1
τ , α
′, ρ, S))
в точности того же содержания ниже α1, и поэтому выполня-
ется
ϕ⊳α1n−2(χ
∗, δ, γτn , γ
<α1
τ , ρ, S).
Последнее предложение содержит индивидные константы
χ∗, δ, γτn , γ
<α1
τ , ρ, S
строго меньшие SIN<α1n−1 -кардинала γ
<α1
τ+1 и, следовательно,
этот кардинал ограничивает это предложение по лемме 3.2 [29]
(где n заменено на n− 1), то есть выполняется утверждение
∃α′ ∈ [γ<α1τ , γ
<α1
τ+1 [ αK
<α1
n−2(δ, γτn , γ
<α1
τ , α
′, ρ, S)
и S получает свой носитель α′ ∈ [γ<α1τ , γ
<α1
τ+1 [, допустимый
для γ<α1τ вместе с теми же диссеминатором и базой данных.
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Утверждение 8) о неподавленности не будет использоваться до
§11 и там мы вернёмся к нему ещё раз.
⊣
Нетрудно видеть, что введённые в определении 8.3 функции
обладают многими простыми свойствами δ-функций и её со-
провождающих функций, поэтому доказательства следующих
трёх лемм вполне аналогичны доказательствам лемм 7.3, 7.4
(или лемм 5.16, 5.15 [29]) и леммы 7.5:
Лемма 8.6
Для α1 < k формулы αK
<α1 , αK∗<α1 принадлежат ∆1
и поэтому все функции из определения 8.3:
a<α1f , αS
<α1
f , δ˜
<α1
f , ρ
<α1
f , α
<α1
f , δˇ
<α1
f
∆1-определимы через χ
∗, α1. Для α1 = k формула αK при-
надлежит Σn+1.
⊣
Лемма 8.7 (Об абсолютности α-функций)
Пусть χ∗ < γ<α1τ+1 < α2 < α1 ≤ k, α2 ∈ SIN
<α1
n−2 и
(γ<α1τ + 1) ∩ SIN
<α2
n = (γ
<α1
τ + 1) ∩ SIN
<α1
n ,
1) тогда на множестве
T = {τ ′ : χ∗ ≤ γ<α2τ ′ ≤ γ
<α1
τ }
допустимость ниже α2 равносильна допустимости ниже
α1: для всякого τ
′ ∈ T и матрицы S′ на её носителе
α′ ∈ ]γ<α2τ ′ , γ
<α1
τ ′+1[
αK<α2(γ<α2τ ′ , α
′, S′)↔ αK<α1(γ<α2τ ′ , α
′, S′);
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2) на множестве
{
τ ′ : χ∗ ≤ γ<α2τ ′ ≤ γ
<α1
τ ∧ (a
<α2
τ ′ = 1 ∨ ¬SIN
<α2
n (γ
<α2
τ ′ ))
}
функции (8.2) ниже α0 = α2 тождественно совпадают со-
ответственно с функциями (8.2) ниже α0 = α1.
⊣
Лемма 8.8 (О диссеминаторе)
1) Пусть
(i) ]τ1, τ2[ ⊆ dom
(
αS<α1f
)
, γτ2 ∈ SIN
<α1
n ;
(ii) τ3 ∈ dom
(
αS<α1f
)
, τ2 ≤ τ3;
(iii) δ˜<α1τ3 < γ
<α1
τ2
и a<α1τ3 = 0.
Тогда
δ˜<α1τ3 ≤ γ
<α1
τ1
.
Аналогично для δˇ<α1τ3 .
2) Пусть α-матрица S характеристики a на носите-
ле α допустима для γ<α1τ вместе с её диссеминатором δ˜
и базой ρ ниже α1, тогда
{τ ′ : δ˜ < γ<α1τ ′ < γ
<α1
τ } ⊆ dom
(
αS<α1f
)
.
Доказательство 1) Предстоящее рассуждение аналогично до-
казательству леммы 7.5 1), но теперь некоторые специальные
свойства диссеминаторов матриц единичной или нулевой ха-
рактеристики вызывают особые обстоятельства. Поэтому здесь
следует использовать следующий аргумент, который будет ис-
пользоваться в дальнейшем в различных типичных ситуациях;
верхние индексы < α1, ⊳ α1 будут опускаться для краткости.
Предположим, что 1) нарушается; рассмотрим матрицу S3 =
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αSτ3 характеристики a
3 = aτ3 = 0 на носителе ατ3 с карди-
налом предскачка α3 = α⇓τ3 , обладающую диссеминаторами
δˇ3 = δˇτ3 , δ˜
3 = δ˜τ3 с базой ρ
3 = ρτ3 , и предположим что
γτ1 < δ˜
3 < γτ2 . (8.3)
Здесь следует иметь ввиду минимальный ординал τ1, выпол-
няющий условие (i).
По определению 8.3 выполняется утвеждение αK и поэтому
выполняется утвеждение K0:
a3 = 0 −→ ∀τ ′1, τ
′′
1 , τ
′
2, τ
′
3, η
′ < α3
[
γ<α
3
τ ′
1
≤ δ˜3 < γ<α
3
τ ′
3
∧
∧AMb⊳α
3
4 (τ
′
1, τ
′′
1 , τ
′
2, τ
′
3, η
′, αS<α
3
f , a
<α3
f ) −→ η
′ < ρ3 ∨ ρ3 = χ∗+
]
.
Предположим, что существуют ординалы τ ′1, τ
′′
1 , τ
′
2, τ
′
3, η
′ < α3,
выполняющие посылку этого утверждения:
γ<α
3
τ ′
1
≤ δ˜3 < γ<α
3
τ ′
3
∧AMb⊳α
3
4 (τ
′
1, τ
′′
1 , τ
′
2, τ
′
3, η
′, αS<α
3
f , a
<α3
f ) . (8.4)
Следует отметить снова, что благодаря AMb⊳α
3
4 эти ордина-
лы определяются через δ˜3, α3 единственным образом. Так как
γτ2 ∈ SINn и γτ1 минимален, то можно видеть, что из пред-
положения (8.3) следует
γτ ′
1
< δˇ3 = δ˜3 < γτ2 (8.5)
как результат минимизации диссеминатора δ˜τ3 в интервале
[γτ ′
1
, γτ2 [ согласно определению 8.3. Теперь мы приходим к си-
туации из доказательства леммы 7.5 1) и остаётся повторить
его аргументы, то есть использовать ⋖-минимальную матри-
цу Sm ⋖ S3 на некотором носителе αm ∈]γτ3 , α
3[ характе-
ристики am, допустимую и неподавленную для γτ3 вместе
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со своим минимальным диссеминатором δ˜m < γτ2 и базой
ρm < Od(S3), потому что подавленность матрицы Sm для
γτ3 влечёт подавленность самой матрицы S
3 для γτ3 , хотя
она неподавлена по определению (ниже α1).
Это вызывает противоречие: так как Sm ⋖ S3 и a3 = 0, то
по определению 8.3 матрица S3 не может быть минимальным
значением αSτ3 .
Если же таких ординалов τ ′1, τ
′′
1 , τ
′
2, τ
′
3, η
′ нет, то утвержде-
ние K0 очевидно сохраняется при минимизации диссеминато-
ра δ˜τ3 в [γτ1 , γτ2 [ и тогда δ˜τ3 ≤ γτ1 , иначе снова выполняется
γτ1 < δˇτ3 = δ˜τ3 < γτ2 и прежнее рассуждение вызывает преж-
нее противоречие.
Обращаясь к утверждению 2 следует просто заметить, что
это утверждение повторяет предшествующие леммы 5.17 2)
[29], 7.5 2) в следующей форме:
матрица S, допустимая для γτ на её носителе ατ , по лемме
8.5 8) и определению 8.2 остаётся допустимой и неподавленной
для всякого γτ ′ < γτ , такого, что δ˜ < γτ ′ , вместе с теми
же сопровождающими ординалами a, δ˜, ρ, α. Для единичной
характеристики a = 1 это очевидно; для a = 0 эта лемма
будет использоваться только в §11 и там мы вернёмся к её до-
казательству, изложенному более подробно. ⊣
Следующие леммы подтверждают дальнейшее распростра-
нение теории δ-функций на α-функции и аналогичны лем-
мам 7.6, 7.7 об определённости δ-фукций на заключительном
интервале недостижимого кардинала k.
Итак, следующая лемма показывает, что существует кардинал
δ < k такой, что
{τ : δ < γτ < k} ⊆ dom(αSf );
более точно:
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Лемма 8.9 (Об определённости α-функции)
Существуют ординалы δ < γ < k такие, что для каждого
SINn-кардинала α1 > γ, α1 < k, предельного для SINn ∩ α1,
функция αS<α1f определена на непустом множестве
Tα1 = {τ : δ < γ<α1τ < α1}.
Минимальный из таких ординалов δ обозначается через αδ∗,
следующий за ним в SINn кардинал – через αδ
∗1; также
вводятся следующие соответствующие ординалы:
ατ∗1 = τ(αδ
∗), ατ∗1 = τ(αδ∗1),
так что αδ∗ = γατ∗
1
, αδ∗1 = γατ∗1 ,
и α∗1 = α<α1⇓
ατ∗1
, αρ∗1 = ρ<α1
ατ∗1
.
Доказательство состоит в применении леммы 6.14 [29], как
это было сделано в доказательстве леммы 7.6, но для большего
редуцирующего кардинала
χ = (χ∗)+ω0 и α1 = k, m = n+ 1.
Получающуюся функцию A, определённую на некотором непу-
стом множестве
T = {τ : γτ0 ≤ γτ < k},
нужно рассмотреть следующим образом:
Рассмотрим согласно лемме 6.14 [29] матрицу S1τ = A(τ), ре-
дуцированную к кардиналу χ = (χ∗)+ω0 на носителе α1τ > γτ ;
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она имеет допустимый производящий собственный диссемина-
тор δˇ1τ < γτ с базой ρ
1
τ ⊲ S
1
τ . Можно видеть, что ρ
1
τ > χ
∗+
и поэтому δˇ1τ может быть рассмотрен как допустимый диссе-
минатор для S1τ на α
1
τ с базой χ
∗+.
Теперь обратимся к кардиналу предскачка
α1 = α1⇓τ ;
по той же лемме cf(α1) ≥ χ∗+ и можно ввести матрицу S2τ
редуцированную к χ∗ и обладающую тем же кардиналом пред-
скачка скачка α1 и поэтому тем же диссеминатором δˇ1τ с той
же базой χ∗+ , используя лемму 5.12 [29] следующим образом:
Если выполняется утверждение
∃α ∈ [α1, α1τ [ σ(χ
∗, α), (8.6)
тогда пусть S2τ будет матрица, редуцированная к χ
∗ на
минимальном носителе α2τ и порождённая кардиналом α
1,
так что α1 = α2⇓τ (как это было сделано в доказательстве
леммы 6.12 [29] с кардиналом α0, играющем здесь роль α1 ).
В противном случае, когда (8.6) нарушается, можно видеть,
что так как утверждение леммы 5.12 [29] сохраняется ниже α1,
то матрица S1τ сохраняет кардинал предскачка α
↓
τ (и, значит,
сохраняет α1), то есть он сохраняется (остаётся кардиналом
предскачка) при редуцировании матрицы S1τ на носителе α
1
τ
к кардиналу χ∗; поэтому мы можем определить следующую
матрицу (см. определения 4.1, 5.1, 5.5 [29])
S2τ ⇒ S˜
sin ⊳α1τ
n ⌈χ
∗ на носителе α2τ = sup dom
(
S˜
sin ⊳α1τ
n ⌈χ
∗
)
.
Эта матрица – сингулярная на носителе α2τ : условия 1), 3)
определения сингулярности 5.7 [29] очевидно выполняются, а
условие 2) можно установить с помощью расщепляющего ме-
тода, повторяя дословно аргумент из даказательства леммы
5.12 [29] (где α1, χ заменяются на α2τ , χ
∗ соответственно).
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В любом случае α1 = α2⇓τ и S2τ оказывается допустимой на
α2τ для γτ вместе с тем же диссеминатором δˇ
1
τ и его базой
χ∗+, так как все условия утверждения K0 из определения
8.2 очевидно выполняются когда ρ = χ∗+. Точно также та-
кая матрица S2τ на носителе α
2
τ неподавлена благодаря базе
ρ = χ∗+. Она может быть единичной или нулевой, но в лю-
бом случае существует некоторая α-матрица, редуцированная
к χ∗, допустимая и неподавленная для γτ вместе со своими
атрибутами.
Теперь нужно взять любой достаточно большой кардинал γ
такой, что для всякого γτ > γ существует некоторая матрица
S2τ с базой ρ = χ
∗+; она допустима и неподавлена для γτ
ниже α1 для каждого α1 ∈ SINn, α1 > γ, α1 < k, по опре-
делению.
Таким образом, после минимизации таких получающихся мат-
риц и их атрибутов следуя определению 8.3 возникает функция
αS<α1f и её сопровождающие ординальные функции, опреде-
лённые на Tα1 для всякого α1 ∈ SINn, α1 > γ.
⊣
В заключение этого раздела применяя метод доказательства
леммы 7.7 устанавливается
Лемма 8.10
αδ∗ ∈ SINn ∩ SIN
<α∗1
n+1 [< αρ
∗1].
Доказательство. Будем использовать обозначения из преды-
дущей леммы 8.9.
Сначала начинает действовать рассуждение из доказательства
леммы 7.7, рассматривая диссеминатор δ˜ατ∗1 с базой αρ
∗1
матрицы αSατ∗1 на носителе αατ∗1 с кардиналом предскачка
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α∗1 = α⇓
ατ∗1
. Так как
αδ∗1 ∈ SINn, δ˜ατ∗1 < αδ
∗1
и
δ˜ατ∗1 ∈ SIN
<α∗1
n ∩ SIN
<α∗1
n+1 [< αρ
∗1],
то лемма 3.8 влечёт δ˜ατ∗1 ∈ SINn.
Теперь предположим, что эта лемма 8.10 неверна:
αδ∗ /∈ SINn,
тогда
δ˜ατ∗1 < αδ
∗ = γατ∗
1
.
Благодаря лемме 3.2 [29] можно ограничить Σn−1-утверждение
о существовании носителя матрицы αSατ∗1 , допустимом вме-
сте с теми же δ˜ατ∗1 , αρ
∗1, имеющимся SINn−1-кардиналом
γατ∗
1
+1, как это было сделано в доказательстве леммы 8.5 8).
Тогда матрица αSατ∗1 получает снова некоторый свой носи-
тель
α′ ∈ ]γατ∗1 , γατ∗1+1[,
допустимый для γατ∗1 вместе с теми же диссеминатором и
базой данных.
Но благодаря минимальности ατ∗1 выполняется
ατ∗1 /∈ dom(αSf ).
Это может быть только когда матрица αSτ∗1 на α
′ допустима,
но подавлена для γατ∗
1
; в свою очередь если это может быть,
то только когда
αδ∗ = γατ∗
1
∈ SINn,
вопреки предположению.
Что касается оставшейся части леммы:
αδ∗ ∈ SIN<α
∗1
n [< αρ
∗1],
то она не используется в дальнейшем вплоть до §11 и поэтому
мы мы вернёмся к ней в §11 . ⊣
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9 Анализ монотонности α -функций
В этом разделе первая составляющая требуемого противо-
речия – монотонность α-функций – исследуется в различных
важных случаях.
Как мы увидим, это свойство довольно сильное; в частно-
сти всякий интервал [τ1, τ2[ монотонности такой функции не
может быть “слишком длинным”, – соответствующий интервал
]γτ1 , γτ2 [ не может содержать никаких SINn-кардиналов, и
если γτ2 ∈ SINn, то такая функция получает некоторые по-
стоянные характеристики и стабилизируется на таком [τ1, τ2[.
Мы начинаем с последней ситуации стабилизации:
Определение 9.1
Функция αS<α1f называется монотонной на интервале
[τ1, τ2[ и на соответствующем интервале [γ
<α1
τ1
, γ<α1τ2 [ ниже
α1, если τ1 + 1 < τ2, ]τ1, τ2[ ⊆ dom(αS
<α1
f ) и
∀τ ′, τ ′′(τ1 < τ
′ < τ ′′ < τ2 −→ αS
<α1
τ ′ ⋖αS
<α1
τ ′′ ) .
⊣
Чтобы оперировать этим понятием, удобно использовать сле-
дующие ∆1-формулы, которые будут играть основную роль в
этом разделе:
A1⊳α10 (χ, τ1, τ2, αS
<α1
f ):
A⊳α10 (χ, τ1, τ2, αS
<α1
f ) ∧ ∀τ
′, τ ′′
(
τ1 < τ
′ < τ ′′ < τ2 →
→ αS<α1f (τ
′)⋖αS<α1f (τ
′′)
)
;
таким образом, здесь утверждается, что функция αS<α1f опре-
делена на интервале ]τ1, τ2[, обладающим свойством A0 (на-
помним определение 8.1 1.0 ), и более того – она монотонна на
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интервале [τ1, τ2[ ; поэтому мы будем называть его и соот-
ветствующий интервал [γτ1 , γτ2 [ интервалами монотонности
функции αS<α1f ;
A1⊳α11 (χ, τ1, τ2, αS
<α1
f ):
A1⊳α10 (χ, τ1, τ2, αS
<α1
f ) ∧ ∃γ
2
(
γ2 = γτ2 ∧ SIN
<α1
n (γ
2)
)
;
далее символы функции αS<α1f будут опускаться в таких обо-
значениях (если она будет подразумеваться в контексте ).
Теперь ещё не все готово для доказательства (тотальной)
монотонности функции αSf – второго компонента заключи-
тельного противоречия – но некоторые её фрагменты очевид-
ны аналогично леммам 5.17 1) [29], 7.9. Например, из леммы
3.2 [29] непосредственно следует
Лемма 9.2 (О монотонности α-функции)
Пусть
τ1 < τ2, a
<α1
τ2
= 1 , δ˜<α1τ2 < γτ1 ,
тогда
αS<α1τ1 ⋖ αS
<α1
τ2
, a<α1τ1 = 1.
Аналогично для нулевой характеристики a<α1τ1 = a
<α1
τ2
= 0.
⊣
Лемма 9.3 (О стабилизации α-функции)
Пусть
(i) αS<α1f монотонна на [τ1, τ2[ ниже α1:
A1⊳α11 (τ1, τ2);
(ii) γ<α1τ2 это наследник в SIN
<α1
n .
Тогда функция αS<α1f стабилизируется на [τ1, τ2[, то есть
существуют S0 и τ0 ∈ ]τ1, τ2[ такие, что
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∀τ ∈ [τ0, τ2[ αS
<α1
τ = S
0.
Наименьший из таких ординалов τ0 называется ординалом
стабилизации функции αS<α1f для τ2 ниже α1 и обознача-
ется через τ s<α12 .
Доказательство снова представляет собой типичное примене-
ние леммы 3.2 [29]; мы будем опускать верхние индексы < α1,
⊳ α1. Предположим, что эта лемма неверна; рассмотрим ор-
динал
ρ0 = sup{Od(αSτ ) : τ1 < τ < τ2}.
Мы будем применять метод рассуждений, использованный вы-
ше в доказательстве леммы 8.5 8); введём для этого кардиналы
γτn
2
= sup{γ < γτ2 : γ ∈ SINn};
γτn1,2 = max{γτ1 , γτn2 }.
Затем следует повторить определение 8.3 матричной функции
αSf и сопровождающих его ординальных функций ниже α1
на множестве
Tα1τn
1,2
= {τ : γτn
1,2
< γτ < α1}, (9.1)
но сохраняя только SINn-кардиналы ≤ γτn
2
; это можно сде-
лать следующим образом:
Определение 8.3 базируется на формуле
αK∗(a, δ, γτ , α, ρ, S) (9.2)
ниже α1 (см. определение 8.2 4) ), которая означает, напом-
ним, что S это α-матрица на её носителе α характеристики
a с диссеминатором δ и базой ρ, допустимая для γτ и,
9. Анализ монотонности α -функций 75
более того, неподавленная на этом α для γτ ниже α1; но
так как для каждого τ ∈ T<α1τn
1.2
выполняется γτ /∈ SINn, то
условие неподавления ¬AS,05 в αK
∗ тривиально выполняет-
ся и может быть опущено, а тогда αK∗ трансформируется в
формулу αK.
Эта последняя формула относится к классу Σn, потому что
она включает в себя Σn-формулу K∀n. Но рассмотрим карди-
нал γτn
2
и заменим в формуле (9.2) её поформулу K∀n ∆1-
формулой
SIN<α
⇓
n (γτn2 ),
тогда Σn-формула (9.2) преобразуется в некоторую Πn−2-
формулу, которую будем обозначать через
αK∗1n−2(a, δ, γτ , α, ρ, S).
Таким образом матричная функция, определённая на множе-
стве Tα1τn
1,2
(9.1) как в определении 8.3, но посредством формулы
(9.2) заменённой на αK∗1n−2, очевидно совпадает с функцией
αSf на интервале ]τn1,2, τ2[ ; мы будем обозначать эту послед-
нюю функцию через αS1f .
Далее, так как эта αS1f монотонна на on ]τ
n
1,2, τ2[, но не ста-
билизируется на этом интервале, то ординал ρ0 – предельный
и поэтому выполняется следующее предложение ниже γτ2 :
∀τ (τn1,2 < τ −→ ∃S (S = αS
1
τ ∧ S ⊳ ρ
0)) .
Оно может быть сформулировано в Πn-форме:
∀τ, γ′, γ′′
[
γτn
1,2
< γ′ = γτ < γ
′′ = γτ+1 →
→
(
∃δ, α, ρ < γ′′∃S ⊳ ρ
(
αK∗1n−2(1, δ, γ
′, α, ρ, S) ∧ S ⊳ ρ0
)
∨
(9.3)
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∨
(
∃δ, α, ρ < γ′′∃S ⊳ ρ αK∗1n−2(0, δ, γ
′, α, ρ, S) ∧ S ⊳ ρ0∧
∧∀δ′, α′, ρ′ < γ′′∀S′ ⊳ ρ′ ¬αK∗1n−2(1, δ
′, γ′, α′, ρ′, S′)
))]
.
Теперь возникает противоречие:
С одной стороны, SINn-кардинал γτ2 продолжает утвержде-
ние (9.3) до α1 и в результате возникает минимальная мат-
рица αS1τ2 ⊳ ρ
0 .
Но сдругой стороны ρ0 – это предельный ординал и поэтому
существует
τn1,3 ∈]τ
n
1,2, τ2[ такой, что αS
1
τn
1,3
⋗ αS1τ2 .
Поэтому ниже γτ2 выполняется следующее предложение:
∀τ
(
τn1,3 < τ −→ ∀S(S = αS
1
τ −→ S ⋗ αS
1
τ2
)
)
.
Оно тоже может быть сформулировано в Πn-форме:
∀τ, γ′, γ′′
[
γτn
1,3
< γ′ = γτ < γ
′′ = γτ+1 →
→
(
∀δ, α, ρ < γ′′ ∀S ⊳ ρ
(
αK∗1n−2(1, δ, γ
′, α, ρ, S)→ αS1τ2 ⋖ S
)
∧
∧ ∀δ, α, ρ < γ′′ ∀S ⊳ ρ
(
αK∗1n−2(0, δ, γ
′, α, ρ, S)∧ (9.4)
∧∀δ′, α′, ρ′ < γ′′ ∀S′ ⊳ ρ′¬αK∗1n−2(1, δ
′, γ′, α′, ρ′, S′)→
→ αS1τ2 ⋖ S
))]
,
которое γτ2 продолжает до α1 и поэтому
αS1τ2 ⋖ αS
1
τ2
.
⊣
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Напомним, что символы nα, χ∗, αS<α1f , a
<α1
f в написа-
ниях формул могут часто опускаться для сокращения записей.
Кроме того, условие эквиинформативности Ae6(α1)
χ∗ < α1 ∧A
<α1
n (χ
∗) = ‖u⊳α1n (l)‖ ∧ SINn−2(α1)∧
∧ ∀γ < α1∃γ1 ∈ [γ, α1[ SIN
<α1
n (γ1)
всегда накладывается на ограничивающие кардиналы α1.
Стабилизационное свойство чрезвычайно существенно для
дальнейшего; более того, оказывается, что аналогичное свой-
ство возникает у характеристической функции, играющее да-
лее ключевую роль –
усложняя определённым образом доказательство леммы 9.3 мож-
но доказать аналогичное характеристическое свойство:
Лемма 9.4 (О стабилизации характеристики)
Пусть
(i) A1⊳α11 (τ1, τ2);
(ii) ∀τ < τ2 ∃τ
′ ∈ [τ, τ2[ a
<α1
τ ′ = 1;
Тогда
∀τ ′ ∈ ]τ1, τ2[ a
<α1
τ ′ = 1.
В таком случае мы будем говорить, что единичная характе-
ристика стабилизируется на [τ1, τ2[ ниже α1.
Аналогично для нулевой характеристики.
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Доказательство проводится индукцией по (α1, τ2) (напом-
ним, что множество таких пар рассматривается как канониче-
ски упорядоченное как и ранее, с α1 как первым компонентом
и τ2 вторым). Предположим, что эта пара – минимальная на-
рушающая эту лемму. Нетрудно видеть, что γ<α1τ2 является
наследником в классе SIN<α1n ; именно этот случай использу-
ется в дальнейшем. Напомним, что для каждой матрицы еди-
ничной характеристики на её носителе и каждого γτ /∈ SINn
условие неподавления ¬AS,05 тривиально выполняется и может
быть опущено; таким образом для единичной характеристики
a = 1 формула αK∗<α1 эквивалентна αK<α1 ; верхние ин-
дексы < α1, ⊳ α1 будут опускаться для краткости.
Согласно предыдущей лемме существует стабилизационный ор-
динал τ s2 функции αSf на [τ1, τ2[ и матрица S
0 такие, что
∀τ ∈ [τ s2 , τ2[ αSτ = S
0.
По условию существует минимальный ординал τ1 ∈ [τ s2 , τ2[
такой, что aτ1 = 1. Дальнейшее рассуждение разделяется на
две части:
1. Сначала докажем, что ∀τ ∈ [τ1, τ2[ aτ = 1.
Допустим это неверно, тогда существует минимальный орди-
нал τ0 ∈]τ1, τ2[ для которого aτ0 = 0; так что aτ ≡ 1 on
[τ1, τ0[ (можно заметить кстати, что здесь матрица S0 на
разных носителях может обладать разными характеристика-
ми). Рассмотрим следующие подслучаи для
S0 = αSτ0 , δˇ
0 = δˇτ0 , α
0 = α⇓
τ0
:
1a. δˇ0 /∈ SINn. Так как γτ1 ∈ SINn, то лемма 3.8 1) [29]
влечёт
γτ1 < δˇ
0, δˇ0 ∈
(
SIN<α
0
n − SINn
)
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и можно использовать кардинал
γτ2 = min
(
SIN<α
0
n − SINn
)
.
Благодаря лемме 3.8 [29] нетрудно видеть, что γτ2 этонаследник
SIN<α
0
n некоторого кардинала
γτ3 ≥ γτ1 , γτ3 ∈ SINn ниже α1,
и функция αS<α
0
f монотонна на интервале [τ
3, τ2[ . Так
как aτ ≡ 1 на [τ1, τ0[, то лемма 3.2 [29] влечёт, что интер-
вал ]γτ1 , γτ2 [ содержит допустимые носители матриц единич-
ной характеристики, расположенные конфинально кардиналу
γτ2 , потому что SIN
<α0
n -кардинал γτ2 ограничивает Σn-
утверждение о существовании таких носителей. После этого
кардинал γτ2 продолжает единичную характеристику до α0,
и таким образом S0 на ατ0 становится единичной матрицей
вопреки предположению.
Метод этого аргумента состоит в ограничениях и продолжени-
ях, применяемых по очереди, поэтому мы будем называть его
методом ограничения-и-продолжения. Он будет часто исполь-
зоваться в дальнейшем в разнообразных типичных ситуациях,
поэтому сейчас следует остановиться на нём подробнее:
Рассмотрим произвольный кардинал γ < γτ2 ; имеется единич-
ная матрица S0 на некотором носителе α > γ и она остаётся
единичной ниже α0 благодаря лемме 8.7 об абсолютности. За-
тем рассуждение переходит к ситуации ниже α0; очевидно,
выполняется утверждение ниже α0:
∃δ, γτ , α, ρ
(
γ < γτ ∧ αK(1, δ, γτ , α, ρ, S
0)
)
,
оно относится Σn и содержит только константы
χ∗, γ < γτ2 , S
0
⊳ χ∗+ < γτ2 .
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Поэтому Πn-кардинал γτ2 ниже α0 ограничивает его по
лемме 3.2 [29], то есть оно выполняется после его ограничения
кардиналом γτ2 :
∃δ, γ
<γ
τ2
τ , α, ρ < γτ2
(
γ < γ
<γ
τ2
τ ∧ αK
⊳γ
τ2 (1, δ, γ
<γ
τ2
τ , α, ρ, S
0)
)
.
Но здесь верхние индексы < γτ2 , ⊳ γτ2 можно опустить благо-
даря Π<α
0
n -субнедостижимости кардинала γτ2 и в результате
здесь появляются допустимые носители
α ∈ ]γ, γτ2 [
матрицы S0 единичной характеристики ниже α0 для произ-
вольного γ < γτ2 .
Тогда по индуктивной гипотезе aτ ≡ 1 на ]τ1, τ2[, и ниже γτ2
выполняется утверждение
∀τ (γτ3 < γτ −→ aτ = 1)
которое может быть сформулировано в Πn-форме:
∀γ
(
γτ3 < γ ∧ SINn−1(γ) −→
−→ ∃δ, α, ρ, S
(
SIN<α
⇓
n (γτ3) ∧ αK
∗∃
n+1(1, δ, γ, α, ρ, S)
))
.
Кардинал γτ2 ∈ SIN
<α0
n продолжает это предложение до α
0
и ниже α0 появляется матрица единичной характеристики на
некотором носителе ∈ ]γτ0 , α
0[, допустимая вместе со своим
диссеминатором < γτ0 и его базой для γτ0 .
Таким образом, aτ0 = 1 вопреки предположению, и мы пере-
ходим к следующему подслучаю:
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1b. δˇ0 ∈ SINn. Так как aτ ≡ 1 на [τ1, τ0[, то существует
матрица
S0 = αSτ1,0 на носителе ατ1,0 ∈ [δˇ
0, γτ0 [
единичной характеристики aτ1,0 = 1 и можно рассмотреть
ситуацию ниже α1,0 = α⇓
τ1,0
следующим образом.
Предстоящее рассуждение применяется далее не один раз, по-
этому нужно остановиться на нём внимательнее.
Начнём с матрицы S0 на on ατ0 . По лемме 8.5 5) нулевая
характеристика матрицы S0 на ατ0 значает, что выполняется
∃τ ′1, τ
′
2, τ
′
3 < α
0
(
A0⊳α
0
2 (τ
′
1, τ
′
2, τ
′
3, αS
<α0
f )∧
(9.5)
∧∀τ ′′ ∈ ]τ ′1, τ
′
2] a
<α0
τ ′′ = 1 ∧ αS
<α0
τ ′
2
= S0
)
.
Поэтому могут быть использованы некоторые ординалы
τ ′1 < τ
′
2 < τ
′
3 < α
0
такие, что выполняется
A02(τ
′
1, τ
′
2, τ
′
3, αSf ) ∧ ∀τ
′′ ∈ ]τ ′1, τ
′
2] a
<α0
τ ′′ = 1 ∧ αSτ ′2 = S
0 (9.6)
ниже α0, то есть после ⊳-ограничения кардиналом α0.
Ключевую роль будет играть так называемый медиатор: это
некоторый SIN<α
0
n -кардинал γ
0 такой, что
γ<α
0
τ ′
1
< γ<α
0
τ ′
2
< γ<α
0
τ ′
3
< γ0 < α0 (9.7)
который существует благодаря лемме 8.5 4). По лемме 8.7 об
абсолютности допустимости и единичной характеристики мат-
ричной α-функции эти значения и их атрибуты ниже α0 и
ниже γ0 сопадают на множестве{
τ : γ<α
0
τ < γ
0 ∧ a<α
0
τ = 1
}
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и поэтому (9.7), (9.6) влекут следующее Σn+1-утверждение ни-
же α0:
∃γ0∃τ ′1, τ
′
2, τ
′
3 < γ
0
(
SINn(γ
0) ∧ γ<γ
0
τ ′
1
< γ<γ
0
τ ′
2
< γ<γ
0
τ ′
3
< γ0∧
∧A0⊳γ
0
2 (τ
′
1, τ
′
2, τ
′
3, αS
<γ0
f ) ∧ ∀τ
′′ ∈ ]τ ′1, τ
′
2] a
<γ0
τ ′′ = 1∧ (9.8)
∧αS<γ
0
τ ′
2
= S0
)
.
По лемме 8.5 3)мы имеем
δˇ0 ∈ SIN<α
0
n+1 [< ρτ0 ]
и тогда по лемме 3.2 [29] существует некоторое γ0, для кото-
рого выполняется (9.8), но уже ниже δˇ0. Отсюда и из леммы
3.8 [29] следует, что SINn-субнедостижимость δˇ0 влечёт суще-
ствование SINn-кардинала γ0′ < δˇ0 с тем же свойством (9.8);
отметим, что γ0′ обладает той же SINn-субнедостижимостью,
что и δˇ0. Таким образом, для некоторых кардиналов
γ<γ
0′
τ ′′
1
< γ<γ
0′
τ ′′
2
< γ<γ
0′
τ ′′
3
< γ0′ (9.9)
выполняется
A0⊳γ
0′
2 (τ
′′
1 , τ
′′
2 , τ
′′
3 , αS
<γ0′
f )∧
(9.10)
∧∀τ ′′′ ∈ ]τ ′′1 , τ
′′
2 ] a
<γ0′
τ ′′′ = 1 ∧ αS
<γ0′
τ ′′
2
= S0.
Так как γ0′ это SINn-кардинал, то везде в (9.9), (9.10) ⊳- и
<-ограничения этим кардиналом γ0′ могут быть опущены по
тем же леммам 3.8, 8.7.
Начиная с этого места следует повторить проведённые вы-
ше рассуждения, но в обратном порядке, и не для α0, но для
α1,0. Тогда (9.9), (9.10) влекут (9.5), где α0 заменён на α1,0
и поэтому матрица S0 на ατ1,0 получает нулевую характери-
стику в противоречии с предположением.
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2. Итак, утвеждение 1. здесь доказано; осталось проверить ор-
динал
τ1,2 = min
{
τ ∈ [τ1, τ2[: ∀τ
′ ∈]τ, τ2[ aτ ′ = 1
}
и доказать, что он совпадает с τ1.
Допустим, это не так и τ1 < τ1,2, тогда нужно рассмотреть
две единичные матрицы
S1 = αSτ1,2 , S
2 = αSτ1,2+1,
используя матрицу S2 на её носителе ατ1,2+1 с её произ-
водящим диссеминатором δˇ2 = δˇτ1,2+1 следующим образом.
Согласно леммам 8.5 7) (ii), 8.8 2) получается
γτ1 ≤ δˇ
2 = δ˜τ1,2+1
и поэтому возникают только три подслучая:
2a. γτ1 = δˇ
2. Тогда по определению 8.3
∀τ ∈]τ1, τ
1,2[ aτ = 1
в противоречии с предположением.
2b. γτ1 < δˇ
2, δˇ2 /∈ SINn. Тогда действует метод ограничения-
и-продолжения, буквально как выше в случае 1а. этого дока-
зательства, но для
S2, δˇ2 вместо αSτ0 , δˇ
0
и снова получается aτ ≡ 1 on ]τ1, τ1,2].
2c. γτ1 < δˇ
2, δˇ2 ∈ SINn. Здесь снова используется метод
ограничения-и-продолжения, но в несколько другой манере.
Сначала по лемме 3.2 [29] матрица S1 получает свои допу-
стимые носители, расположенные конфинально кардиналу δˇ2,
так что по индуктивной гипотезе
aτ ≡ 1 на множестве {τ : γτ1 < γτ < δˇ
2}.
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Тогда ниже диссеминатора δˇ2 выполняется следующее Πn+1-
утверждение
∀γ
(
γτ1 < γ ∧ SINn−1(γ) → ∃δ, α, ρ, S αK(1, δ, α, γ, ρ, S)
)
которое распространяется этим диссеминатором до α⇓
τ1,2+1
со-
гласно лемме 6.6 [29] (для m = n+ 1, δ = δˇ2, α1 = α
⇓
τ1,2+1
) –
и снова получается aτ ≡ 1 на том же множестве ]τ1, τ1,2].
И в любом случае мы приходим к τ1 = τ1,2. ⊣
Следующая важная лемма будет доказана снова методом
ограничения-и-продолжения, но в несколько более синтезиро-
ванной форме.
Однако предварительно хорошо ввести следующие доволь-
но удобные понятия, использующие понятия редуцированных
спектров и матриц (напомним определения 4.1, 5.1 [29]).
В дальнейшем основной технический приём в рассуждени-
ях будет состоять в рассмотрении некоторой матрицы S на её
различных носителях по очереди. Такую трансформацию реду-
цированной матрицы S от одного её носителя α к другому
её носителю α1 мы будем называть переносом матрицы S от
α к α1.
Такая техника будет часто применяться в дальнейшем и уже
была использована в доказательствах лемм 7.5, 8.8, 9.4.
В ходе такого переноса редуцированной матрицы S от α
к α1 некоторые свойства универсума, ограниченного кардина-
лами скачка или предскачка матрицы S на α, сохраняются и
поэтому мы будем называть их внутренними свойствами мат-
рицы S; другие свойства при этом нарушаются и поэтому они
будут называться внешними свойствами.
Более точно: свойство или признак матрицы S, редуциро-
ванной к χ∗ на её носителе α, будет называться внешним
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свойством или признаком этой S (на α), если оно определимо
ниже некоторого кардинала скачка или предскачка спектра
dom
(
S˜
sin⊳α
n ⌈χ
∗
)
через её некоторые другие кардиналы скачка или предскачка;
аналогично для других объектов из Lα; во всех других случа-
ях они будут называться внешними свойствами или призна-
ками матрицы S.
Эти понятия вводятся в действие леммой 5.11 [29] о матрич-
ной информативности, которая означает, напомним, что такие
внутренние свойства сохраняются во время переноса матрицы
S от одного её носителя к другому.
И вот очень важный пример внешнего свойства – свойство
характеристики; оно включает в себя всю матрицу S на её
носителе α, а не только некоторые её кардиналы скачка.
Действительно, возьмём произвольную матрицу S на её носи-
теле α нулевой характеристики (если он существует), тогда
по лемме 8.5 5) выполняется
∃τ ′1, τ
′
2, τ
′
3 < α
⇓
(
A0⊳α
⇓
2 (τ
′
1, τ
′
2, τ
′
3, αS
<α⇓
f )∧
∧ ∀τ ′′ ∈ ]τ ′1, τ
′
2] a
<α⇓
τ ′′ = 1 ∧ αS
<α⇓
τ ′
2
= S
)
,
где S получает меньший носитель α<α
⇓
τ ′
2
, но уже единичной
характеристики, благодаря условию ∀τ ′′ ∈ ]τ ′1, τ
′
2] a
<α⇓
τ ′′ = 1.
Но в дальнейшем все другие матричный свойства – внутрен-
ние, и одно из них релизует метод ограничения-и-продолжения
в доказательстве нижеследующей леммы 9.5.
Эта лемма использует удобную функцию, которая уже была
использована в доказательстве леммы 9.3:
OdαS<α1f (τ1, τ2) = sup{Od(αS
<α1
τ ) : τ1 < τ < τ2};
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она необходима для формирования так называемых лестниц
– семейств интервалов, которые будут служить главным тех-
ническим средством в доказательстве основной теоремы. Для
этого необходимы следующие формулы ниже α1:
1. Am⊳α11.1 (τ1, τ2, αS
<α1
f ):
A1⊳α11 (τ1, τ2, αS
<α1
f ) ∧ τ2 = sup
{
τ : A1⊳α11 (τ1, τ, αS
<α1
f )
}
;
здесь интервал [τ1, τ2[ – это максимальный интервал монотон-
ности с левым SIN<α1n -концом γ
<α1
τ1
и с правым SIN<α1n -
концом γ<α1τ2 (максимальный в том смысле, что он не вклю-
чается ни в какой другой такой интервал), поэтому мы будем
называть его и соответствующий интервал [γ<α1τ1 , γ
<α1
τ2
[ макси-
мальным интервалом монотонности функции αS<α1f ниже
α1.
2. Am1⊳α11.1 (τ1, τ2, αS
<α1
f , a
<α1
f ):
A0⊳α1(τ1)∧A
m⊳α1
1.1 (τ1, τ2, αS
<α1
f )∧ ∀τ
(
τ1 < τ < τ2 → a
<α1
τ = 1
)
;
в добавление к Am⊳α11.1 здесь утверждается, что не существует
α-матриц, допустимых для γ<α1τ1 ниже α1 и функция αS
<α1
f
имеет на ]τ1, τ2[ значения αS<α1τ только единичной характе-
ристики a<α1τ = 1; в этом случае единичная характеристика
a = 1 стабилизируется на интервале [τ1, τ2[ и на соответству-
ющем интервале [γ<α1τ1 , γ
<α1
τ2
[ ниже α1 по лемме 9.4.
3. Ast⊳α11.1 (τ1, τ∗, τ2, αS
<α1
f , a
<α1
f ):
Am1⊳α11.1 (τ1, τ∗, αS
<α1
f , a
<α1
f ) ∧ τ1 < τ∗ ≤ τ2 ∧A
⊳α1
1 (τ1, τ2, αS
<α1
f );
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здесь говорится, что функция αS<α1f определена на интерва-
ле ]τ1, τ2[, но на его начальном максимальном подинтервале
монотонности ]τ1, τ∗[ с γτ∗ ∈ SIN
<α1
n она имеет даже еди-
ничную характеристику, стабилизирующуюся на нём; поэтому
этот интервал и соответствующий интервал [γ<α1τ1 , γ
<α1
τ2
[ будут
называться далее (единичными) ступенями ниже α1 (как мы
увидим, этот термин оправдывается ростом гёделевской функ-
ции Od на таких ступенях); в этом случае ординал
OdαS<α1f (τ1, τ∗)
будет называться высотой такой ступени.
4. AMst⊳α11.1 (τ1, τ∗, τ2, αS
<α1
f , a
<α1
f ):
Ast⊳α11.1 (τ1, τ∗, τ2, αS
<α1
f , a
<α1
f ) ∧A
M⊳α1
1.1 (τ1, τ2, αS
<α1
f );
в дополнение здесь указывается, что интервал ]τ1, τ2[ – мак-
симальный с γ<α1τ2 ∈ SIN
<α1
n , поэтому мы будем называть ин-
тервал [τ1, τ2[ и соответствующий интервал [γ<α1τ1 , γ
<α1
τ2
[ мак-
симальными (единичными) ступенями ниже α1.
Эти наблюдения приводят к следующему понятию лестни-
цы:
5. ASt⊳α18 (St, χ, αS
<α1
f , a
<α1
f ):
(St это функция наχ∗+)∧
∧∀β < χ∗+ ∃τ1, τ∗, τ2
(
St(β) = (τ1, τ∗, τ2)∧
∧AMst⊳α11.1 (τ1, τ∗, τ2, αS
<α1
f , a
<α1
f )∧
∧∀τ1, τ∗, τ2
(
AMst⊳α11.1 (τ1, τ∗, τ2, αS
<α1
f , a
<α1
f ) −→
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−→ ∃β < χ∗+ St(β) = (τ1, τ∗, τ2)
)
∧
∧∀β1, β2 < χ
∗+ ∀τ ′1, τ
′
∗, τ
′
2 ∀τ
′′
1 , τ
′′
∗ , τ
′′
2
(
β1 < β2∧
∧St(β1) = (τ
′
1, τ
′
∗, τ
′
2) ∧ St(β2) = (τ
′′
1 , τ
′′
∗ , τ
′′
2 )→ τ
′
2 < τ
′′
1∧
∧Od αS<α1f (τ
′
1, τ
′
∗) < Od αS
<α1
f (τ
′′
1 , τ
′′
∗ )
)
∧
∧ sup
{
Od αS<α1f (τ1, τ∗) : ∃β, τ2 St(β) = (τ1, τ∗, τ2)
}
= χ∗+;
здесь указывается, что St это функция на χ∗+ и что её
значения – это все тройки (τ1, τ∗, τ2) такие, что интервалы
[τ1, τ2[ являются максимальными единичными ступенями, рас-
положенными последовательно, одна за другой. Поэтому такая
функция St будет называться лестницей, а интервалы [τ1, τ2[
и соответствующие интервалы [γ<α1τ1 , γ
<α1
τ2
[ будут называться
её ступенями ниже α1.
Это понятие оправдывается строгим возрастанием высот таких
ступеней; мы будем также говорить, что эта лестница St со-
стоит из этих ступеней, или содержит эти ступени.
Соответственно этому, ординал
h(St) = sup
{
Od αS<α1f (τ1, τ∗) : ∃β, τ2 St(β) = (τ1, τ∗, τ2)
}
будет называться высотой всей лестницы St. Таким образом,
здесь требуется, чтобы высота всей лестницы St возрастала
до χ∗+, то есть чтобы
h(St) = χ∗+.
Также кардинал
υ = sup {γτ2 : ∃β, τ1, τ∗ St(β) = (τ1, τ∗, τ2)}
будет называться завершающим кардиналом лестницы St и
будет обозначаться через
υ(St);
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так что мы будем говорить, что лесница St завершается в
этом кардинале υ(St).
Если такая лестница St существует ниже кардинала α1, то
мы будем говорить, что этот α1 обладает этой лестницей St.
Когда кардинал α > χ∗ это носитель матрицы S и его
кардинал предскачка α1 = α
⇓
χ∗ после χ∗ обладает некоторой
лестницей St, то мы будем говорить, что эта S на α обладает
этой лестницей.
И вот очень важный пример внутреннего свойства матри-
цы: внутреннее свойство обладания матрицы S некоторой
лестницей.
Это свойство для матрицы S на её носителе α определяется
формулой
∃St ⊳ α⇓+ ASt⊳α
⇓
8 (St, αS
<α⇓
f , a
<α⇓
f ),
которая может быть ограничена кардиналом скачка α↓ её
носителя α после χ∗. Поэтому согласно лемме 5.11 [29] тем
же свойством матрица S обладает на любом другом своём
носителе α1 > χ∗:
∃St1 ⊳ α1⇓+ ASt⊳α
1⇓
8 (St
1, αS<α
1⇓
f , a
<α1⇓
f ),
которое теперь может быть ограничено кардиналом скачка α1↓
носителя α1 после χ∗, и таким образом S на α1 снова
обладает некоторой лестницей St1 как и раньше.
Лемма 9.5 (О срезании лестницы сверху)
Пусть
(i) A1⊳α11 (τ1, τ2);
(ii) τ2 ≤ τ3 и S
3 это матрица характеристики a3 на
носителе
α3 ∈ ]γ
<α1
τ3
, α1[
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с диссеминатором δ˜3 и базой данных ρ3, допустимые для
γ<α1τ3 ниже α1, с производящим собственным диссеминато-
ром δˇS
3
на α3;
(iii) ∀τ < τ2 ∃τ
′ ∈ [τ, τ2[ a
<α1
τ ′ = a
3.
Тогда
1. OdαS<α1f (τ1, τ2) < Od(S
3);
2a. таким образом, если a3 = 1, то не существует
лестницы ниже α1, завершающейся в некотором SIN
<α1
n -
кардинале υ < α⇓3 ;
2b. следовательно, если существует некоторая единичная
мактрица S0 на её носителях ниже кардинала α1, распо-
ложенных конфинально этому кардиналу α1:
∀γ < α1 ∃γ
1 ∈ ]γ, α1[ ∃δ, α, ρ < α1
(
SIN<α1n−1 (γ
1)∧
∧ αK<α1(1, δ, γ1, α, ρ, S0)
)
,
то этот кардинал α1 не обладает никакой лестницей;
3. если S3 это матрица, ⋖-минимальная изо всех мат-
риц той же характеристики a3 на носителях ∈ ]γ<α1τ3 , α1[
допустимых для γ<α1τ3 , то
γ<α1τ2 < δˇ
S3 ≤ δ˜3 < γτ3 .
Доказательство. Проведём это рассуждение для a3 = 1,
именно этот случай используется в дальнейшем; в этом важном
случае δ˜3 = δˇS
3
и условие (iii) можно ослабить до a3 = 1 по
лемме 3.2 [29]. В этом случае условие неподавления ¬AS,05 для
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единичной матрицы S на её носителях может быть опущено,
потому что такая матрица S всегда неподавлена и форму-
лы αK∗<α1 , αK∗<α1n+1 эквивалентны формулам αK
<α1 , αK<α1n+1;
верхние индексы < α1, ⊳ α1 будут опускаться, как всегда.
По этому условию этой леммы матрица S3 получает единич-
ную характеристику на её допустимых носителях, расположен-
ных конфинально кардиналу γτ2 , как это было в доказатель-
стве части 1а. леммы 9.4, где γτ2 , S
0 на ατ1 следует заменить
на γτ2 , S
3 на α3. Таким образом, (i) и лемма 9.4 влекут
OdαSf (τ1, τ2) ≤ Od(S
3) и aτ ≡ 1 на ]τ1, τ2[ .
Теперь предположим, что функция αSf стабилизируется на
[τ1, τ2[ и пусть τ s2 – это стабилизационный ординал для αSf
на [τ1, τ2[, так что существует матрица S0 такая, что
αSτ ≡ αSτs
2
= S0 на [τ s2 , τ2[ .
Мы применим сейчас метод ограничения-и-продолжения, ко-
торый уже был использован выше несколько раз. Для этого
вернёмся к матрице S0 на носителе ατs
2
+1 с кардиналом
предскачка α1 = α⇓τs
2
+1 и диссеминатором δˇ
1 = δˇτs
2
+1. Та
же самая матрица S0 на носителе ατs
2
единичной характе-
ристики по лемме 3.2 [29] об ограничении получает единичные
характеристики на её допустимых носителях, расположенных
конфинально кардиналу δˇ1 и поэтому ниже δˇ1 выполняется
следующее Πn+1-утверждение для S = S0:
∀γ∃γ′
(
γ < γ′∧SINn−1(γ
′)∧
(9.11)
∧∃δ, α, ρ αK(1, δ, γ′, α, ρ, S)
)
.
Диссеминатор δˇ1 продолжает его до α1 и поэтому матрица
S0 получает единичную характеристику на её допустимых но-
сителях, расположенных конфинально кардиналу α1, то есть
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(9.11) выполняется матрицей S = S0 при ограничении ⊳ α1.
После минимизации таких матриц S мы получаем матрицу
S = S1 со свойством (9.11) ниже α1 и по лемме 4.6 [29] S1⋖S0.
Нужно отметить, что утверждение (9.11), ⊳-ограниченное кар-
диналом α1 с S = S1, это внутреннее свойство матрицы S0.
Если теперь
OdαSf (τ1, τ2) = Od(S
3), то есть S0 = S3,
то матрица S1 по лемме 5.11 [29] об информативности полу-
чает свои допустимые носители той же единичной характери-
стики, расположенными конфинально кардиналу предскачка
α3 = α⇓3 , так как S
0 на носителе ατs
2
+1 обладает тем же
свойством.
После этого снова по лемме 3.2 [29] такие носители появляют-
ся, расположенные конфинально γτ2 . Таким бразом, наконец,
благодаря (i) появляется противоречие:
OdαSf (τ1, τ2) ≤ Od(S
1) < Od(S0). (9.12)
Если же функция αSf не стабилизируется на [τ1, τ2[, то ор-
динал
ρ = OdαSf (τ1, τ2)
– предельный. Теперь для того, чтобы закончить доказатель-
ства утверждения 1., можно заметить, что гёделевская кон-
структивная функция F принимает значения F (α) = F |α
для предельных ординалов α (см. Гёдель [22]). Нетрудно
видеть, что Od(S) не может быть предельным и поэтому
ρ ≤ Od(S) влечёт ρ < Od(S).
Обращаясь к утверждению 3., допустим, что оно неверно и
δˇ3 = δˇS
3
≤ γτ2
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и, стоя на кардинале α3 = α⇓3 , рассмотрим получающуюся
ситуацию ниже α3 . Здесь следует рассмотреть два случая:
Случай 1. γτ1 < δˇ
3 ≤ γτ2 .
Так как γτ2 ∈ SINn и δˇ
3 ∈ SIN<α
3
n , то из лемм 3.8 [29],
8.5 1), 8.7, 9.4 следует, что δˇ3 ∈ SINn и
αS<α
3
τ ≡ αSτ на {τ : γτ1 < γτ < δˇ
3}
и затем диссеминатор δˇ3 продолжает до α3 следующее Πn+1-
утверждение об определённости функции αSf единичной ха-
рактеристики со значениями ⋖S3 благодаря части 1.:
∀γ′
(
γτ1 < γ
′∧SINn−1(γ
′) −→
(9.13)
−→ ∃δ, α, ρ, S
(
S ⋖ S3 ∧ αK(1, δ, γ′, α, ρ, S)
))
и поэтому существует допустимая матрица αS<α
3
τ3
на носителе
α<α
3
τ3
∈ ]γτ3 , α
3[
единичной характеристики и со значением αS<α
3
τ3
⋖S3 вопре-
ки ⋖-минимальности самой матрицы S3 на α3. Осталось
рассмотреть следующий
Случай 2. δˇ3 ≤ γτ1 .
Нужно отметиь, что условие ⋖-минимальности матрицы S3
не используется в этом случае. Здесь матрица S0 = αSτ1+2
единичной характеристики должна рассматриваться на носи-
теле ατ1+2 с кардиналам предскачка α
1 = α⇓τ1+2 и диссемина-
тором δˇ1 = δˇτ1+2, как это было сделано выше для S
0 = αSτs
2
+1,
α1 = α⇓τs
2
+1, δˇ
1 = δˇτs
2
+1 в доказательстве утверждения 1. (до-
говоримся сохранить прежние обозначения для удобства). И
снова матрица αSτ1+1 получает единичные характеристики
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на своих допустимых носителях расположенных конфинально
диссеминатору δˇ1 = γτ1 и он продолжает утверждение (9.11)
для S = αSτ1+1 до α
1; таким образом, это вызывает появле-
ние минимальной матрицы S1 ⋖ S0 с прежними свойствами:
она получает единичную характеристику на её допустимых но-
сителях, расположенных конфинально кардиналу α1.
По лемме 3.2 [29] появляются носители матрицы S1 единичной
характеристики, расположенные конфинально диссеминатору
δˇ3, то есть (9.11) выполняется для S = S1 при ⊳-ограничении
этим диссеминатором δˇ3; поэтому δˇ3 продолжает это утвер-
ждение до α3. После этого кардинал γτ2 ∈ SINn ограни-
чивает это утверждение с γ заменённым на произвольный
постоянный кардинал γ1 < γτ2 . В результате матрица S
1 по-
лучает единичную характеристику на допустимых носителях,
расположенных конфинально кардиналу γτ2 и мы снова при-
ходим к противоречию (9.12).
Обращаясь к характеристике α3 = 0 следует повторить
это рассуждение, но для нулевых матриц S на их носите-
лях α, допустимых для рассматриваемых кардиналов γτ ,
но только для γτ /∈ SINn. Во всех подобных случаях такие
матрицы S неподавляются по определению и снова поэто-
му условие неподавления ¬AS,05 может быть опущено и сно-
ва формулы αK∗<α1 , αK∗<α1n+1 можно заменить на формулы
αK<α1 , αK<α1n+1. Именно такие матрицы S на их носителях
α следует использовать в методе ограничения-и-подавления,
применённом выше, что обеспечивает доказательство для ха-
рактеристики a3 = 0.
И, наконец, утверждение 2а. следует из 1. почти очевидно.
Предположим, оно не выполняется, то есть существует некото-
рая лестница St ниже α1, завершающаяся в SINn-кардинале
υ(St) < α⇓3 ; отсюда следует, что
υ(St) < γ<α1τ3 .
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Дальнейшее рассуждение можно представить себе как “среза-
ние этой лестницы сверху” матрицей S3 и тем самым исклю-
чение этой лестницы:
По определению эта лестница состоит из единичных ступеней
ниже α1
St(τ ′) = (τ ′1, τ
′∗
2 , τ
′
2)
и каждая из них обладает свойством
A1⊳α11 (τ
′
1, τ
′∗
2 )
с единичной характеристикой, стабилизирущейся на [τ ′1, τ
′∗
2 [
(см. определение лестницы перед леммой 9.5). Поэтому дока-
занное утверждение 1. влечёт, что высота всех её ступеней, то
есть высота h(St) всей лестницы St, ограничена сверху ор-
диналом
Od(S3) < χ∗+
(“срезается” этим ординалом), хотя по определению лестницы
St высота её ступеней возрастает до χ∗+, то есть h(St) = χ∗+.
Это же рассуждение составляет и доказательство утверждения
2b., если матрицу S0 использовать вместо матрицы S3.
⊣
Отметим, что для характеристики a3 = 1 условие мини-
мальности матрицы S3 в пункте 3. это леммы 9.5 можно
опустить, используя немного изменённые аргументы из обсуж-
дения случая 1.
Следующее очевидное следствие показывает, что высоты
таких ступеней строго возрастают:
Следствие 9.6
Пусть
(i) A1⊳α11 (τ1, τ2), A
1⊳α1
1 (τ3, τ4), τ2 < τ4;
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(ii) ∀τ < τ4 ∃τ
′ ∈ [τ ; τ4[ a
<α1
τ ′ = 1.
Тогда
1) ∀τ ∈ ]τ1, τ2[ ∪ ]τ3, τ4[ a
<α1
τ = 1;
2) OdαS<α1f (τ1, τ2) < OdαS
<α1
f (τ3, τ4);
3) ∀τ ∈ ]τ3, τ4[ γ
<α1
τ2
< δˇSτ = δ˜
<α1
τ < γ
<α1
τ ,
где δˇSτ – это производящий собственный диссеминатор мат-
рицы αS<α1τ на α
<α1
τ ; поэтому
γ<α1τ2 < γ
<α1
τ3
.
Доказательство. Из условий (i), (ii) и лемм 3.2 [29], 9.4 сле-
дует, что a<α1τ ≡ 1 на интервалах ]τ1, τ2[, ]τ3, τ4[ . Поэто-
му лемма 9.5 (где τ3 играет роль любого τ ∈ ]τ3, τ4[ ) вле-
чёт утверждения 2), 3). Для τ = τ3 + 1 тогда получаается
γ<α1τ2 < δˇ
<α1
τ и в то же время согласно леммам 8.5 7) (ii), 8.8 2)
– δˇSτ = γ
<α1
τ3
; таким образом τ2 < τ3.
⊣
Следствие 9.7
Пусть
(i) A1⊳α11 (τ1, τ2);
(ii) τ3 ∈ dom(αS
<α1
f ), τ3 ≥ τ2;
(iii) матрица αS<α1τ3 на α
<α1
τ3
имеет производящий
собственный диссеминатор
δˇSτ3 ≤ γ
<α1
τ2
ниже α1.
Тогда
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1) a<α1τ ≡ 1 on ]τ1, τ2[, a
<α1
τ3
= 0;
2) δˇSτ3 ≤ γ
<α1
τ1
и
3) OdαS<α1f (τ1, τ2) > Od(αS
<α1
τ3
).
Аналогично для производящего диссеминатора δˇ<α1τ3 матрицы
αS<α1τ3 на α
<α1
τ3
.
Доказательство. Мы будем опускать верхние индексы < α1,
⊳ α1. По лемме 9.5 для S3 = αS<α1τ3 условие (iii) влечёт, что
для некоторого τ < τ2
∀τ ′ ∈ [τ, τ2[ aτ ′ 6= aτ3 ;
благодаря лемме 3.2 [29] это возможно только когда
∀τ ′ ∈ [τ, τ2[ aτ ′ = 1, aτ3 = 0,
а тогда по лемме 9.4 aτ ≡ 1 on ]τ1, τ2[ .
Если δˇSτ3 ∈ ]γτ1 , γτ2 [ , то можно получить aτ3 = 1, используя
снова рассуждение из доказательства леммы 9.5, и продолжая
утверждение (9.13) без его подформулы S ⋖ S3 диссеминато-
ром δˇSτ3 до α
⇓
τ3 , а это влечёт a
<α1
τ3
= 1.
После этого достаточно провести рассуждение из конца это-
го доказательства (случай 2.), буквально повторяя его посред-
ством метода ограничения-и-повторения.
⊣
Немедленное следствие этой леммы для τ2 = τ3 составляет
следующая
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Теорема 1
Пусть
(i) αS<α1f монотонна на [τ1, τ2[ ниже α1;
(ii) τ1 = min{τ : ]τ, τ2[ ⊆ dom(αS
<α1
f )}.
Тогда
]γ<α1τ1 , γ
<α1
τ2
[ ∩ SIN<α1n = ∅.
Доказательство. Предположим, что наоборот – существует
SIN<α1n -кардинал γ
<α1
τ ′
2
∈]γ<α1τ1 , γ
<α1
τ2
[ .
Тогда кардинал γ<α1τ1 также принадлежит классу SIN
<α1
n ;
это можно увидеть, повторяя доказательство леммы 8.10. Та-
ким образом, выполняется утверждение A1⊳α11 (τ1, τ
′
2); остаётся
применить следствие 9.7, используя τ ′2 как τ2 = τ3, так как
δˇS
τ ′
2
< γ<α1
τ ′
2
по определению.
⊣
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10 Анализ немонотонности α -функции
Итак, всякий интервал монотонности α-функции не может
быть “слишком длинным” по теореме 1.
Однако такая функция может быть определена на “довольно
длинных” интервалах; например, функция αS<α1f может быть
определена на заключительном промежутке Tα1 для всякого
достаточно большого SINn-кардинала α1 < k (лемма 8.9 ).
Следовательно, её монотонность нарушается на некоторых ор-
диналах из такого промежутка.
Как это случается? В этом разделе анализируются все суще-
ственные случаи подобных нарушений. Для этого нужно вспом-
нить формулу A⊳α12 (τ1, τ2, τ3) (см. определение 8.1 1.4 для
X1 = αS
<α1
f ):
A⊳α11 (τ1, τ3, αS
<α1
f ) ∧ τ1 + 1 < τ2 < τ3∧
∧τ2 = sup
{
τ < τ3 : ∀τ
′, τ ′′(τ1 < τ
′ < τ ′′ < τ → αS<α1τ ′ ⋖αS
<α1
τ ′′
)
}.
Здесь указывается, что τ2 – это минимальный ординал, на ко-
тором нарушается монотонность функции αS<α1f на интервале
[τ1, τ3[ . Таким образом, во всех рассуждениях этого парагра-
фа рассматривается некоторая немонотонность A⊳α12 (τ1, τ2, τ3)
на интервалах [τ1, τ3[ в различных ситуациях (но условие
SIN⊳α1n (γτ3) может быть опущено везде, кроме последней лем-
мы 10.5 ).
Лемма 10.1
Пусть
(i) A⊳α12 (τ1, τ2, τ3);
(ii) SIN
<α
⇓
τ2
n ∩ γ<α1τ2 ⊆ SIN
<α1
n .
Тогда
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1) a<α1τ ≡ 1 на ]τ1, τ2[, a
<α1
τ2
= 0 и
2) δ˜<α1τ2 ≤ γ
<α1
τ1
. 13)
Доказательство. Верхние индексы < α1, ⊳ α1 будут опус-
каться. Так как функция αSf монотонна на ]τ1, τ2[, то из
теоремы 1 следует, что
]γτ1 , γτ2 [ ∩ SINn = ∅. (10.1)
Стоя на кардинале α2 = α⇓τ2 рассмотрим ниже α
2 функцию
αS<α
2
f . По условию (ii) и лемме 8.7 об абсолютности она сов-
падает с αSf на ]τ1, τ2[ и монотонна на этом интервале.
Поэтому δ˜τ2 ≤ γτ1 , иначе δ˜τ2 ∈ ]γτ1 , γτ2 [ вопреки (ii), (10.1).
Если теперь aτ2 = 1, то по лемме 9.2
OdαSf (τ1, τ2) ≤ Od(αSτ2)
несмотря на (i) и поэтому aτ2 = 0. То же самое получается,
если
∀τ < τ2 ∃τ
′ ∈ [τ ; τ2[ aτ ′ = 0,
так как в этом случае благодаря условию (i) можно рассмот-
реть τ21 ∈ ]τ1, τ2[ такой, что для S
2 = αSτ2
aτ2
1
= 0, αSτ2
1
⋗ S2. (10.2)
Благодаря заключению 2) и лемме 3.2 [29] об ограничении ну-
левая матрица S2 получает некоторые допустимые носители
α ∈ ]γτ2
1
, γτ2
1
+1[ как результат ограничения SINn−1-кардиналом
γτ2
1
+1 следующего Σn−1-утверждения
∃α
(
γτ2
1
< α∧∃δ, α, ρ
(
δ ≤ γτ1∧SIN
<α⇓
n (γτ1)∧
(10.3)
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∧αK∃n+1(0, δ, γτ2
1
, α, ρ, S2)
))
,
которое выполняется ниже γτ2
1
+1, так как оно выполняется
для α = ατ2 ниже α1.
Следовательно, из (10.2), (10.3) следует, что матрица S2 за-
прещается для определения матричного значения αSτ2
1
по
определению 8.3 2).
Но это может случиться, только если S2 на α подавлена для
γτ2
1
, что влечёт SINn(γτ2
1
) вопреки (10.1).
Поэтому
∃τ < τ2 ∀τ
′ ∈ [τ, τ2[ aτ ′ = 1,
и лемма 9.4 влечёт aτ ≡ 1 на ]τ1, τ2[ .
⊣
Отсюда и из теоремы 1 сразу же вытекает
Следствие 10.2
Пусть
(i) A⊳α12 (τ1, τ2, τ3);
(ii)
]
γ<α1τ1 , γ
<α1
τ2
]
∩ SIN<α1n 6= ∅.
Тогда
1) γ<α1τ2 – это наследник кардинала γ
<α1
τ1
в SIN<α1n ;
2) a<α1τ ≡ 1 на ]τ1, τ2[, a
<α1
τ2
= 0 и
3) δ˜<α1τ2 ≤ γ
<α1
τ1
. 14)
⊣
Лемма 10.3
Пусть
(i) A⊳α12 (τ1, τ2, τ3);
102 Глава II. Специальная теория
(ii) a<α1τ2 = 1.
Тогда для кардинала предскачка α2 = α<α1⇓τ2 существует ор-
динал
τ∗ = min{τ ∈ ]τ1, τ2[ : γ
<α1
τ ∈ SIN
<α2
n }
такой, что:
1) γ<α1τ∗ < δ˜
<α1
τ2
, γ<α1τ∗ /∈ SIN
<α1
n ;
2) a<α
2
τ ≡ a
<α1
τ ≡ 1 on ]τ1, τ∗[;
3) αS<α
2
f монотонна на [τ1, τ∗[ и
4) OdαS<α1f (τ1, τ∗) > Od(αS
<α1
τ2
).
Доказательство. Верхние индексы < α1, ⊳ α1 будут опус-
каться. Во-первых, нужно отметить, что γτ1 < δ˜τ2 , иначе (ii)
и лемма 9.2 нарушают условие (i).
Затем, из леммы 10.1 и условий (i), (ii) следует, что имеется
следующий ординал ниже кардинала предскачка α2 = α⇓τ2 :
τ∗ = min
{
τ > τ1 : γτ ∈
(
SIN<α
2
n − SINn
)}
.
На интервале [τ1, τ∗[ функция αSf монотонна и по теореме 1
(для α2 вместо α1) кардинал γτ∗ является наследником
γτ1 в классе SIN
<α2
n . Благодаря лемме 9.3 функция αSf
стабилизируется на интервале [τ1, τ∗[, поэтому для некоторых
τ0 ∈ ]τ1, τ∗[ и S0 выполняется утверждение ∀τ ≥ τ0 αSτ =
S0 ниже γτ∗ . Следовательно, ниже γτ∗ справедливо более
слабое утверждение:
∀τ
(
τ0 < τ → ∃S(S = αSτ ∧ S⋗S
0)
)
.
Оно может быть сформулировано в Πn-форме, как это было
сделано в доказательстве леммы 9.3 посредством утверждения
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(9.4), где τn1,3, αS
1
τ2
следует заменить на τ0, S0 соответствен-
но.
Затем кардинал γτ∗ продолжает это утверждение до α
2 и
поэтому по условию (i)
ρ = OdαSf (τ1, τ∗) > Od(αSτ2).
Далее, обсудим единичную характеристику. Лемма 3.2 [29] и
условия (i), (ii) влекут, что существуют некоторые допусти-
мые носители α-матриц единичной характеристики, располо-
женные конфинально кардиналу γτ1 , как это происходило
несколько раз выше. Поэтому такие носители должны быть
также в интервале ]γτ∗ , α
2[ , иначе кардинал γτ∗ был бы
определим ниже α2 вместе с ординалом ρ, а тогда по лемме
4.6 [29] получается противоречие:
ρ < Od(αSτ2).
Осталось применить лемму 3.2 [29], 9.4 (где τ∗, α2 играют
роль τ2, α1 соответственно) что завершает доказательство,
так как αS<α
1
f , a
<α1
f совпадают с αS
<α2
f , a
<α2
f на [τ1, τ∗[
согласно лемме 8.7 об абсолютности.
⊣
С помощью рассуждений, вполне аналогичных доказательствам
лемм 10.1-10.3, легко устанавливается
Лемма 10.4
Пусть
(i) A⊳α12 (τ1, τ2, τ3);
(ii) ∀γ < γ<α1τ2 ∃τ (γ < γ
<α2
τ ∧ a
<α2
τ = 1) для α
2 = α<α1⇓τ2 ;
(iii) a<α1τ2 = 0.
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Тогда
1) δ˜<α1τ2 ≤ γ
<α1
τ1
и
2) ∃τ ∈ ]τ1, τ2[ (a
<α1
τ = 1 ∧ αS
<α1
τ ⋗ αS
<α1
τ2
). 15)
Доказательство. Верхние индексы < α1, ⊳ α1 будут опус-
каться. Как обычно, рассмотрим ситуацию ниже, стоя на α2 =
α⇓τ2 . Предположим, что δ˜τ2 ∈]γτ1 , γτ2 [; здесь достаточно рас-
смотреть следующие два случая:
Случай 1. [γτ1 , γτ2 [ ∩ SIN
<α2
n ⊆ SINn, тогда снова (бук-
вально как это было в доказательстве теоремы 1 ) функция
αSf монотонна на интервале [τ1, τ2[, в то время как интервал
]γτ1 , γτ2 [ содержит SINn-кардинал δ˜τ2 , в противоречии с
теоремой 1.
Случай 2. [γτ1 , γτ2 [ ∩ SIN
<α2
n * SINn. В этом случае нуж-
но снова применить технику ограничения-и-продолжения, бук-
вально как это было сделано в доказательстве части 1a. лем-
мы 9.4. Сначала повторим аргумент из доказательства леммы
10.3 касательно функции αSf , определённой на интервале
]τ1, τ∗[ , где
γτ∗ = min
(
SIN<α
2
n − SINn
)
и aτ ≡ 1 on ]τ1, τ∗[
благодаря условию (ii). По теореме 1. (для τ∗, α2 как τ2, α1)
и условию (i), кардинал γτ∗ является наследником кардинала
γτ1 в SIN
<α2
n . Следовательно, утверждение
∀τ > τ1 aτ = 1
выполняется ниже γτ∗ ; в этом нетрудно убедиться с помощью
условия (ii) и лемм 3.2 [29], 9.4. Это условие можно сформули-
ровать в Πn-форме буквально как это было сделано в доказа-
тельстве части 1a. леммы 9.4 с τ3 как τ1:
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∀γ
(
γτ1 < γ ∧ SINn−1(γ) −→
−→ ∃δ, α, ρ, S
(
SIN<α
⇓
n (γτ1) ∧ αK
∃
n+1(1, δ, γ, α, ρ, S)
))
.
После этого SIN<α
2
n -кардинал γτ∗ продолжает это предло-
жение до α2 и поэтому aτ2 = 1 вопреки условию (iii).
Итак, δ˜τ2 ≤ γτ1 ; для завершения доказательства следует при-
менить лемму 9.2. Предположим, что
∃τ ∈ ]τ1, τ2[ ∀τ
′ ∈ [τ, τ2[ aτ ′ = 0,
тогда по этой лемме монотонность функции αSf на ]τ1, τ2[
влечёт
OdαSf (τ1, τ2) ≤ Od(αSτ2),
нарушая условие (i). Это противоречие вместе с (i) устанавли-
вает 2) и завершает доказательство этой леммы.
⊣
Следующая лемма будет использована в конце доказатель-
ства основной теоремы, снова полагаясь на формулу A0⊳α1(τ)
(напомним определение 8.1 3.2 ):
∃γ < α1
(
γ = γ<α1τ ∧ ¬∃a, δ, α, ρ < α1∃S ⊳ ρ
(
K
∀<α1
n (γ, α
⇓
χ)∧
∧ αK∃⊳α1n+1 (a, δ, γ, α, ρ, S)
))
,
означающую, что не существует α-матрицы на каком-то носи-
теле α > γ<α1τ , допустимой для γ
<α1
τ ниже α1.
Соответственно, через A0⊳α11 (τ1, τ2, αS
<α1
f ) обозначается фор-
мула (напомним определение 8.1 1.1 для X1 = αS
<α1
f ):
A0⊳α1(τ1) ∧A
⊳α1
1 (τ1, τ2, αS
<α1
f );
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также будет использоваться формула A0⊳α12 (τ1, τ
′
2, τ3, αS
⊳α1
f ) (на-
помним определение 8.2 3.3 ):
A0⊳α1(τ1) ∧A
⊳α1
2 (τ1, τ
′
2, τ3, αS
<α1
f ).
Лемма 10.5
Пусть
(i) A0⊳α11 (τ1, τ2, αS
<α1
f );
(ii) τ2 ≤ τ3 и S
3 это матрица характеристики a3 на
носителе
α3 ∈ ]γ
<α1
τ3
, α1[
сохраняющая SIN<α1n -кардиналы ≤ γ
<α1
τ2
ниже α1 и об-
ладающая производящим собственным диссеминатором δˇS
3
;
(iii) δˇS
3
≤ γ<α1τ1 .
Тогда a3 = 0.
Аналогично для всякого диссеминатора δ˜ матрицы S3 на
α3 с любой базой ρ ≥ ρS
3
.
Доказательство. Как обычно, мы будем исследовать ситу-
ацию ниже, стоя на кардинале предскачка a3 = α⇓3 и рас-
сматривая диссеминатор δˇS
3
с базой данных ρ3 = ρS
3
= ρ̂1,
ρ1 = Od(S
3); верхние индексы < α1, ⊳ α1 будут опускаться
для некоторого удобства.
Допустим, что эта лемма неверна и a3 = 1, тогда δˇS
3
до-
пустимый и неподавленый диссеминатор матрицы S3 на α3
для каждого γτ ∈ ]τ1, τ3[ и по лемме 9.2 aτ ≡ 1 на ]τ1, τ2[ и
OdαSf (τ1, τ2) ≤ Od(αSτ3).
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Из леммы 9.5 следует, что благодаря условию (iii) функция
αSf немонотонна на [τ1, τ2[ (напомним случай 2. в доказа-
тельстве пункта 3. леммы 9.5 ) и поэтому существует τ ′2, для
которого выполняется
A02(τ1, τ
′
2, τ2). (10.4)
Теперь следует повторить рассуждение из случая 1b. доказа-
тельства леммы 9.4. Ниже α3 справедливо следующее Σn+1-
утверждение по лемме 8.7 об абсолютности (напомним (9.8) ):
∃γ0∃τ ′1, τ
′′
2 , τ
′
3 < γ
0
(
SINn(γ
0)∧γ<γ
0
τ ′
1
< γ<γ
0
τ ′′
2
< γ<γ
0
τ ′
3
< γ0∧
∧A0⊳γ
0
2 (τ
′
1, τ
′′
2 , τ
′
3, αS
<γ0
f )∧ ∀τ
′′′ ∈ ]τ ′1, τ
′′
2 ] a
<γ0
τ ′′′ = 1∧ (10.5)
∧αS<γ
0
τ ′′
2
= αSτ ′
2
)
.
Оно содержит индивидные константы < ρ3 и αSτ ′
2
⊳ ρ3,
поэтому диссеминатор δˇS
3
ограничивает это предложение и
оно выполняется уже ниже δˇS
3
.
Теперь перейдём к ситуации ниже кардинала предскачка
α2 = α⇓
τ ′
2
единичной матрицы αSτ ′
2
на носителе ατ ′
2
. По усло-
вию (i) γτ1 ∈ SINn, поэтому по лемме 8.5 1) получается
γτ1 ∈ SIN
<α3
n . Так как δˇ
S3 ≤ γτ1 и δˇ
S3 ∈ SIN<α
3
n , то лемма
3.8 [29] (для α3, γτ1 как α1, α2) влечёт δˇ
S3 = γτ1 или
δˇS
3
∈ SIN
<γτ1
n ; затем из той же леммы (для γτ1 как α2)
вытекает δˇS
3
∈ SINn.
Отсюда и из леммы 8.5 1) следует δˇS
3
∈ SIN<α
2
n ; значит, в
утверждении (10.5) можно заменить γ0 на α2 по лемме 8.7
об абсолютности, а тогда по лемме 8.5 5) ( для ατ ′
2
как α)
мы получаем противоречие: aτ ′
2
= 0 вопреки тому, что aτ ≡ 1
на всём интервале ]τ1, τ2[ .
⊣
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Теперь специальная теория матричных функций разрабо-
тана достаточно для того, чтобы приступить к доказательству
основной теоремы.
Глава III
Приложения специальной теории
11 Доказательство основной теоремы
Противоречие, доказывающее основную теорему, достигает-
ся следующим диагональным рассуждением:
С одной стороны, по лемме 8.9 функция αS<α1f определена на
непустом множестве
Tα1 = {τ : αδ∗ < γτ < α1}
для каждого достаточно большого кардинала α1 ∈ SINn.
Её монотонность на этом множестве исключена по теореме 1.
Но с другой стороны, эта монотонность устанавливается сле-
дующей теоремой для каждого SINn-кардинала α1 > αδ∗
всякой достаточно большой конфинальности. Напомним, что
ограничивающие кардиналы α1 всегда предполагаются эк-
виинформативными с χ∗, то есть что всегда выполняется
Ae6(χ
∗, α1) (см. определение 8.1 5.1 для χ = χ∗, α0 = α1).
Теорема2.
Пусть функция αS<α1f определена на непустом множе-
стве
Tα1 = {τ : γ<α1τ1 < γ
<α1
τ < α1}
таком, что α1 < k и:
(i) τ1 = min{τ : ∀τ
′(γ<α1τ < γ
<α1
τ ′ −→ τ
′ ∈ dom(αS<α1f ))};
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(ii) supSIN<α1n = α1;
(iii) cf(α1) ≥ χ
∗+.
Тогда эта функция αS<α1f монотонна на этом множе-
стве:
∀τ1, τ2 ∈ T
α1
(
τ1 < τ2 → αS
<α1
τ1
⋖αS<α1τ2
)
.
Доказательство. План этого доказательства состоит в следу-
ющем:
Рассуждение будет проводиться индукцией по кардиналу α1.
Предположим, что эта теорема неверна и кардинал α∗1 – ми-
нимальный, нарушающий эту теорему, то есть функция αS
<α∗
1
f
немонотонна на множестве
Tα
∗
1 =
{
τ : γ
<α∗1
τ∗
1
< γ
<α∗1
τ < α
∗
1
}
с указанными свойствами (i)–(iii) для некоторого τ∗1 ; таким
образом, принимается первая индуктивная гипотеза:
для каждого α1 < α∗1 функция αS
<α1
f монотонна на множе-
стве Tα1 со свойствами (i)–(iii).
Из теоремы 1 сразу же следует, что этот α∗1 – это просто ми-
нимальный кардинал α1, для которого такое множество Tα1
существует, потому что для каждого α1 < α∗1 это множество
не существует, так как функция αS<α1f на таком T
α1 немо-
нотонна по теореме 1 и в то же время монотонна по первой
индуктивной гипотезе о минимальности α∗1.
Всё рассуждение будет проводиться ниже α∗1 (и все пе-
ременные будут ограничиваться этим α∗1), или ниже огра-
ничивающих кардиналов α1 ≤ α∗1, поэтому верхние индексы
< α∗1, ⊳ α
∗
1 будут опускаться для некоторого удобства вплоть
до конца доказательства теоремы 2.
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Сначала отметим, что в условиях теоремы 2 выполняется
γ<α1τ1 ∈ SIN
<α1
n ;
чтобы убедиться в этом достаточно ещё раз повторить аргу-
мент, уже применённый выше несколько раз (сначала в дока-
зательствах лемм 7.7, 8.10 ). Благодаря этому нетрудно видеть,
что для каждого достаточно большого ординала τ∗3 ∈ T
α∗1 ин-
тервал [γτ∗
1
, γτ∗
3
[ может рассматриваться как блок, то есть су-
ществуют некоторые ординалы τ∗′1 , τ
∗
2 , η
∗3 которые выполня-
ют утверждение (напомним определение 8.1 1.6 для X1 = αSf ,
X2 = af ):
Ab4(τ
∗
1 , τ
∗′
1 , τ
∗
2 , τ
∗
3 , η
∗3, αSf , af ).
Здесь (согласно этому определению 8.1 ) τ∗′1 это индекс матри-
цы αSτ∗′
1
единичной характеристики aτ∗′
1
= 1 на её носителе
ατ∗′
1
и η∗3 — тип этого интервала.
Далее, благодаря условию (iii) этой теоремы 2 мы можем ис-
пользовать индекс τ∗3 ∈ T
α∗1 такой, что интервал [γτ∗
1
, γτ∗
3
[
имеет именно тип
η∗3 > Od(αSτ∗′
1
), η∗3 < χ∗+.
Теперь формула K0 начинает действовать и замыкает диа-
гональное рассуждение:
Рассмотрим матрицу αSτ∗
3
на носителе ατ∗
3
вместе с её диссе-
минатором δ˜∗3 = δ˜τ∗
3
и базой данных ρ∗3 = ρτ∗
3
; мы увидим,
что по лемме 10.5 она имеет нулевую характеристику на этом
носителе.
Стоя на кардинале предскачка α∗3 = α⇓τ∗
3
следует рассмотреть
ситуацию ниже этого α∗3:
Почти очевидно, что по лемме 8.8 диссеминатор δ˜∗3 попадает
в некоторый максимальный блок [γτ∗
1
, γ∗3[ ниже α∗3 типа
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η∗3′ < χ∗+, где γ∗3 это некоторый γ<α
∗3
τ∗′
3
. Нетрудно видеть,
что
γτ∗
3
≤ γ∗3 ∧ η∗3 ≤ η∗3′,
поэтому выполняется
AMb⊳α
∗3
4 (τ
∗
1 , τ
∗′
1 , τ
∗
2 , τ
∗′
3 , η
∗3′, αS<α
∗3
f , a
<α∗3
f ).
Вс эти факты вместе составляют посылку леммы 8.5 6):
aτ∗3 = 0 ∧ γ
<α∗3
τ∗
1
≤ δ˜∗3 < γ<α
∗3
τ∗′
3
∧
∧AMb⊳α
∗3
4 (τ
∗
1 , τ
∗′
1 , τ
∗
2 , τ
∗′
3 , η
∗3′, αS<α
∗3
f , a
<α∗3
f ).
Следовательно, эта лемма влечёт
η∗3′ < ρ∗3 ∨ ρ∗3 = χ∗+
и во всяком случае
Od(αSτ∗′
1
) < η∗3 ≤ η∗3′ < ρ∗3.
Но мы увидим скоро, что это невозможно, так как по лемме 9.5
о срезании лестницы сверху и по лемме 11.3 (установленной
ниже) выполняется:
ρ∗3 ≤ Od(αSτ∗′
1
).
Это противоречие завершит доказательство теоремы 2.
Чтобы осуществить изложенный план нужна некоторая до-
понительная информация.
Рассуждение, описанное выше, полагается на следущие неслож-
ные вспомогательные леммы 11.1, 11.3, которые представляют
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собой его “несущую конструкцию” и описывают некоторые су-
щественные свойства поведения нулевых матриц; они не были
представлены ранее по причине их довольно специального ха-
рактера. С этой целью следует вспомнить формулу (см. опре-
деление 8.1 1.1 для X1 = αS
<α1
f )
A⊳α11 (τ1, τ2, αS
<α1
f ):
τ1 + 1 < τ2 ∧ τ1 = min
{
τ : ]τ, τ2[ ⊆ dom(αS
<α1
f )
}
∧γ<α1τ1 ∈ SIN
<α1
n ∧ γ
<α1
τ2
∈ SIN<α1n ;
Напомним также, что мы часто опускаем обозначения функций
αS<α1f , a
<α1
f в написаниях формул ниже α1; напомним также,
что тип интервала [γ<α1τ1 , γ
<α1
τ2
[ ниже α1 – это тип множества
(см. определение 8.1 1.3 ):
{
γ : γ<α1τ1 < γ < γ
<α1
τ2
∧ SIN<α1n (γ)
}
.
Предварительно следует остановиться на следующих дополни-
тельных аргументах, удобных для сокращения последующих
рассуждений; с этой целью нужно ввести такие понятия:
Интервал [τ1, τ2[ и соответствующий интервал [γ<α1τ1 , γ
<α1
τ2
[
будут называться интервалами матричной допустимости, или
просто интервалами допустимости, ниже α1, если для каж-
дого τ ′ ∈ ]τ1, τ2[ существует некоторая α-матрица S на
некотором носителе > γ<α1τ ′ , допустимом для γ
<α1
τ ′ ниже
α1:
∀τ ′ ∈ ]τ1, τ2[ ∃a
′, δ′, α′, ρ′, S′ αK<α1(a′, δ′, γ<α1τ ′ , α
′, ρ′, S′),
и γ<α1τ1 ∈ SINn, γ
<α1
τ2
∈ SINn и τ1 – это минимальный орди-
нал с этими свойствами.
Затем, нужно обратиться к следующим свойствам произволь-
ной нулевой матрицы S на её носителе α, допустимыми для
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γ<α1τ вместе со своими минимальным допустимым диссеми-
натором δ˜ с базой ρ ниже α1 для α1 ≤ α∗1 :
(1a.) если γ<α1τ1 < γ
<α1
τ2
≤ γ<α1τ и δ˜ попадает в интервал
допустимости [γ<α1τ1 , γ
<α1
τ2
[ , то есть γ<α1τ1 ≤ δ˜ < γ
<α1
τ2
, то
γ<α1τ1 = δ˜;
(1b.) если существует некоторая нулевая матрица S1 на
некотором другом носителе α1 6= α, тоже допустимая для того
же γ<α1τ вместе с своими минимальным допустимым диссеми-
натором δ˜1 с базой ρ1, то S на α неподавлена для γ<α1τ
вместе со своими δ˜, ρ ниже α1.
Проверка этих свойств будет проводиться индукцией по трой-
кам (α1, α, τ), упорядоченным канонически как обычно (с α1
как первым компонентом, α – вторым и с τ – третьим).
Предположим, тройка (α01, α
0, τ0) – минимальная нарушаю-
щая (1a.) или (1b.); таким образом принимается вторая индук-
тивная гипотеза:
для всякой меньшей тройки (α1, α, τ) выполняются (1a.) и (1b.).
Мы увидим, что это вызывает противоречия; предстоящее до-
казательство этого будет проводиться ниже α01, поэтому верх-
ние индексы < α01, ⊳ α
0
1 как обычно будут опускаться (вплоть
до специального замечания, если контекст не укажет явно на
другой случай).
1. Начнём со свойства (1a.); допустим, оно нарушается, то
есть существует нулевая матрица S0 на её носителе α0 > γτ0
с её минимальным диссеминатором δ˜0 с базой ρ0, все допу-
стимые для γτ0 , и δ˜0 попадает в интервал допустимости
[γτ0
1
, γτ0
2
[, но
γτ0
1
< δ˜0 < γτ0
2
≤ γτ0 , то есть δ˜
0 = γτ0
3
, τ01 < τ
0
3 < τ
0
2 .
(11.1)
Отсюда и из леммы 3.8 [29] немедленно следует, что
δ˜0 ∈ SINn,
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так как δ˜0 < γτ0
2
, δ˜0 ∈ SIN<α
0⇓
n , γτ0
2
∈ SINn.
По определению интервала допустимости существует некото-
рая матрица αSτ0
3
на её носителе ατ0
3
, допустимые для γτ0
3
вместе с её минимальным диссеминатором δ˜τ0
3
с базой ρτ0
3
(всё это ниже α01).
Из второй индуктивной гипозы следует, что можно рассматри-
вать δ˜τ0
3
= γτ0
1
; поэтому из леммы 3.2 [29] следует, что для
каждого γτ ∈ ]γτ0
1
, γτ0
3
[ матрица αSτ0
3
обладает многими но-
сителями α ∈ ]γτ , γτ+1[, допустимыми для γτ , которые непо-
давлены для этого γτ благодаря той же индуктивной гипотезе,
поэтому выполняется утверждение A01(τ
0
1 , τ
0
3 , αS
<α0
1
f ):
A0(τ01 ) ∧A1(τ
0
1 , τ
0
3 , αS
<α01
f )
ниже α01. Те же аргументы действуют ниже кардинала пред-
скачка α0⇓, поэтому ниже α0⇓ также выполняется:
A0<α
0⇓
1 (τ
0
1 , τ
0
3 , αS
<α0⇓
f ).
Для производящего диссеминатора δˇ0 матрицы S0 на α0 с
той же базой ρ0 это влечёт:
δˇ0 ≤ γτ0
1
, (11.2)
так как в противном случае δˇ0 попадает строго в интервал
допустимости ]γτ0
1
, γτ0
2
]:
γτ0
1
< δˇ0 ≤ γτ0
3
, (11.3)
а тогда δˇ0 продолжает до α0⇓ Πn+1-предложение о допусти-
мости некоторых матриц для каждого γ<α
0⇓
τ > γτ0
1
например
так, как это было сделано в доказательстве леммы 7.5 1), где
в формуле (7.2) нужно теперь связать ρ4, S4 кванторами
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существования. Такие матрицы становятся даже неподавлен-
ными для всех таких γ<α
0⇓
τ по второй индуктивной гипотезе
(всё это ниже α0⇓); следовательно, возникает множество Tα
0⇓
со свойствами (i)–(iii), указанными в теореме 2, в противоре-
чии с первой индуктивной гипотезой и теоремой 1, то есть с
минимальностью α∗1.
Начиная с этого места рассуждение переходит к ситуации ниже
α0⇓ и верхние индексы < α0⇓, ⊳ α0⇓ будут опускаться.
Ниже α0⇓ функция αSf определена на интервале ]τ03 , τ
1
3 [,
где γτ1
3
наследник кардинала δ˜0 в SINn, по лемме 8.7 об
абсолютности. Отсюда и из (11.2) следует
τ03 /∈ dom(αSf ), (11.4)
иначе снова возникает (11.3), или δ˜0 = γτ0
1
как результат
минимизации δ˜0 внутри [γτ0
1
, γτ0
3
[ в противоречии с предпо-
ложением (всё это ниже α0⇓).
Но (11.4) возможно только если допустимая матрица αSτ0
3
по-
давлена для γτ0
3
, то есть если выполняется условие подавления
AS,05 для αSτ03 на ατ03 характеристики aτ03 с базой ρτ03 (см.
определение 8.1 2.6 ) ниже α0⇓, — и теперь все ограничения
нужно подробно указать:
aτ0
3
= 0 ∧ SIN<α
0⇓
n (γτ0
3
) ∧ ρτ0
3
< χ∗+ ∧ σ(χ∗, ατ0
3
, Sτ0
3
)∧
∧∃η∗ < γτ0
3
(
Asc⊳α
0⇓
5.4 (γτ0
3
, η∗, αS<α
0⇓
f |τ
0
3 , a
<α0⇓
f |τ
0
3 )∧
∧ ∀τ ′
(
γτ0
3
< γ<α
0⇓
τ ′ ∧ SIN
<α0⇓
n (γ
<α0⇓
τ ′ )→ (11.5)
→ ∃α′, S′
[
γ<α
0⇓
τ ′ < α
′ < γ<α
0⇓
τ ′+1 ∧SIN
<α′⇓
n (γ
<α0⇓
τ ′ )∧σ(χ
∗, α′, S′)∧
∧Asc⊳α
0⇓
5.5 (γτ0
3
, η∗, α′⇓, αS<α
′⇓
f , a
<α′⇓
f )
]))
.
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Следовательно, существуют кардиналы
γm < γ∗ ≤ γτ0
1
< γτ0
3
и предельный тип η∗,
которые выполняют все составляющие его условия Asc5.1 − A
sc
5.5
ниже α0⇓ (см. определение 8.1 2.1–2.5 ); в частности, интервал
[γτ0
1
, γτ0
3
[ является блоком типа η∗ благодаря условию
Ab<α
0⇓
4 (τ
0
1 , τ
0
3 , η
∗, αS<α
0⇓
f |τ
0
3 , a
<α0⇓
f |τ
0
3 )
из условия Asc5.4 (см. определение 8.1 2.4, 2.3 ). Более того,
существует последующий за ним максимальный блок
[γτ0
3
, γ<α
0⇓
τ2
2
[ типа ≥ η∗ ниже α0⇓. (11.6)
Действительно, рассмотрим кардинал
γ′ = γ<α
0⇓
τ ′
2
∈ SIN<α
0⇓
n , τ
′
2 > τ2
такой, что ниже α0⇓
τ ′2 6∈ dom(αS
<α0⇓
f ). (11.7)
Тогда согласно (11.5) существует некоторая сингулярная мат-
рица S′ на её носителе α′ > γ′ с кардиналом предскачка α′⇓,
сохраняющим все SIN<α
0⇓
n -кардиналы ≤ γ
′ и выполняющим
ниже α′⇓ условие (напомним определение 8.1 2.5 ):
Asc5.5(γτ0
3
, η∗, α′⇓, αS<α
′⇓
f , a
<α′⇓
f );
оно означает, что весь интервал [γτ0
3
, α′⇓[ покрыт блоками
типов ≥ η∗ ниже α′⇓ . Среди них имеется последующий блок
[γτ0
3
, γ<α
′⇓
τ3
2
[ типа ≥ η∗,
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поэтому можно рассмотреть его подблок [γτ0
3
, γ<α
′⇓
τ4
2
[ в точно-
сти типа η∗.
Напомним, тип η∗ – предельный, поэтому для каждого γτ
из этого подблока существует много разных матричных носи-
телей, допустимых для таких γτ по лемме 3.2 [29] об ограни-
чении; благодаря второй индуктивной гипотезе все они непо-
давлены для всех соответствующих γτ – и всё это ниже α′⇓.
Тот же аргумент действует ниже α0⇓ и мы возвращаемся к
ситуации ниже этого кардинала. Из (11.7) следует
γ<α
′⇓
τ4
2
= γ<α
0⇓
τ4
2
, γ<α
0⇓
τ4
2
∈ SIN<α
0⇓
n ,
поэтому интервал [γτ0
3
, γ<α
0⇓
τ4
2
[ действительно является блоком
типа η∗, но уже ниже α0⇓, который содержит допустимый
диссеминатор δ˜0 матрицы S0 на α0.
Но это составляет противоречие. С одной стороны, матрица S0
допустима для γτ0 и тогда согласно замыкающему условию
K
0 она имеет диссеминатор δ˜0 с базой ρ0 > η∗. Но с другой
стороны, предшествующий блок [γτ0
1
, γτ0
3
[ ниже α0⇓ имеет
тот же тип η∗ и согласно (11.2) его левый конец γτ0
1
может
служить допустимым диссеминатором для S0 на α0 с той
же базой ρ0, и поэтому δ˜0 ≤ γτ0
1
благодаря минимальности
δ˜0, в противоречии с предположением (11.1).
2. Итак, предложение (1a.) выполняется для (α01, α
0, τ0) и
осталось предположить, что (1b.) нарушается для этой тройки,
и мы возвращаемся к ситуации ниже α01; это означает:
имеется некоторая матрица S01 на носителе α01 6= α0 нуле-
вой характеристики, допустимая для γ0 = γτ0 вместе со своим
минимальным диссеминатором δ˜01 и производящим диссеми-
натором δˇ01 с базой ρ01,
но всё-таки S0 на α0 подавлена для γ0 = γτ0 (ниже α
0
1);
мы рассмотрим минимальный носитель α01 такой S01.
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Так как матрица S0 на α0 допустима для γ0, то это по-
давление означает, что выполняется условие подавления (11.5)
ниже α01, то есть для α
0⇓, γτ0
3
, заменённых на α01, γ
0 соот-
ветственно везде в (11.5).
Отсюда следует, что
α0 < α01,
потому что если α0 > α01, то вторая индуктивная гипотеза
утверждает, что S01 на α01 неподавлена для γ0 ниже α01, и в
то же время она подавлена тем же условием подавления . Кро-
ме того, S0 на α0 – это единственная матрица, допустимая
для γ0 на носителе α0 ∈ ]γ0, α01[ согласно минимальности
α01.
Теперь это условие (11.5), с α01, γ
0 вместо α0⇓, γτ0
3
соответ-
ственно, утверждает существование кардиналов (мы сохраня-
ем предыдущие обозначения, чтобы подчеркнуть аналогию с
рассуждениями в части 1.):
γm < γ∗ ≤ γτ0
1
< γ0 и предельного типа η∗,
выполняющих все составляющие его условия Asc5.1 − A
sc
5.5; в
частности, интервал [γm, γ∗[ покрыт максимальными блоками
типов, существенно неубывающих до предельного ординала η∗;
[γ∗, γτ0
1
[ покрыт максимальными блоками в точности типа η∗;
[γτ0
1
, γ0[ тоже блок того же типа η∗ – и так далее.
Эти условия определяют γm, γ∗, γτ0
1
, η∗ единственным
образом через γ0 ниже α01 и задают особый тип подавляю-
щий этого покрытия; чтобы обсуждать его удобны следующие
вспомогательные Σn-формулы, использующие только понятие
допустимости (напомним определение 8.2 5 ):
αK1(γ) : ∃α′, S′ αK(γ, α′, S′);
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αK2(γ) : ∃α′, S′ ∃α′′, S′′
(
α′ 6= α′′∧
∧αK(γ, α′, S′) ∧ αK(γ, α′′, S′′)
)
.
Первое из них означает, что существует по крайней мере один
матричный носитель α′, допустимый для γ; второе – что
существует более одного такого носителя α′ 6= α′′; таким об-
разом ¬αK1(γ) означает, что таких носителей не существует
вовсе.
Так как тип η∗ – предельный, то каждый максимальный
блок [γτ1 , γτ2 [ из покрытия интервала [γ
∗, γτ0
1
[ обладает сле-
дующими двумя свойствами:
(i) если γτ – внутренний кардинал в [γτ1 , γτ2 [, τ1 < τ < τ2,
то выполняется αK2(γτ ); это следует из второй индуктивной
гипотезы и леммы 3.2 [29] об ограничении;
(ii) если γτ – это левый или правый конец этого блока, то
αK1(γτ ) нарушается.
В этом можно убедиться следующим образом. Предположим,
что γτ это правый конец, γτ = γτ2 , тогда существование неко-
торой S′ н α′, допустимой для γτ2 , влечёт объединение этого
блока и следующего за ним блока [γτ2 , γτ3 [ в единый интервал
допустимости [γτ1 , γτ3 [ типа 2η
∗. И снова по второй индуктив-
ной гипотезе и лемме 3.2 [27] существует несколько матричных
носителей α′, допустимых для γτ2 , которые становятся непо-
давленными для γτ2 и поэтому функция αSf становится
определённой на всём интервале [τ1, τ3[, хотя [γτ1 , γτ2 [ это
максимальный блок (всё это ниже α01). Левый конец γτ = γτ1
нужно рассмотреть аналогичным образом.
Следовательно, для каждого γτ ∈ [γ∗, γ0[ выполняется ∆n+1-
формула:
αK2(γτ ) ∨ ¬αK
1(γτ ); (11.8)
нетрудно видеть, что та же ситуация выполняется ниже α01⇓
по тем же причинам.
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Далее производящий диссеминатор δˇ01 матрицы S01 на α01
осуществляет метод ограничения-и-продолжения.
Во-первых,
δ˜01 ≤ γτ0
1
;
в противном случае
γτ0
1
< δˇ01 = δ˜01 < γ0
и δˇ01 продолжает до α01⇓ Σn+1-утверждение
∀γτ > γτ0
1
αK2(γτ ).
Этот факт вместе со второй индуктивной гпотезой влечёт опре-
делённость функции αS<α
01⇓
f на некотором непустом множе-
стве Tα
01⇓
со свойствами (i)–(iii), указанными в теореме 2,
вопреки минимальности α∗1.
Далее, из δ˜01 ≤ γτ0
1
следует
γ∗ < δˇ01 ≤ δ˜01 ≤ γτ0
1
. (11.9)
Действительно, блок [γτ0
1
, γ0[ очевидно обеспечивает справед-
ливость следующего Σn+1-утверждения ϕ(τ01 , τ
0, η∗) ниже
α01:
∃γ
(
γτ0
1
< γτ0 ≤ γ ∧ SINn(γ) ∧A
⊳γ
1.2(τ
0
1 , τ
0, η∗)∧
∧∀τ ∈ ]τ1, τ
0[ αK2⊳γ(γτ )
)
;
напомним, здесь A1.2(τ1, τ0, η∗) означает, что интервал [γτ0
1
, γτ0 [
имеет тип η∗.
Диссеминатор δ˜01 попадает в интервал [γτ0
1
, γ0[ и поэтому
δ˜01 = γτ0
1
, иначе δ˜01 < γτ0
1
и по лемме 3.2 [29] появляется мно-
го носителей матрицы S01, допустимых для этого γτ0
1
; затем
по второй индуктивной гипотезе все они неподавлены для γτ0
1
;
поэтому матричная функция αSf становится определённой
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для τ01 в противоречии с минимальностью левого конца γτ01
по определению понятия блока.
Так как δ˜01 = γτ0
1
, то замыкающее условие K0 для S01 на
α01 влечёт η∗ < ρ01 для базы ρ01 диссеминатора δ˜01.
Но тогда производящий диссеминатор δˇ01 с этой базой огра-
ничивает Σn+1-утверждение
∃τ ′1, τ
′ ϕ(τ ′1, τ
′, η∗),
потому что оно содержит только индивидные константы, огра-
ниченные этой базой ρ01.
Поэтому ниже δˇ01 появляются блоки типов ≥ η∗ (снова бла-
годаря второй индуктивной гипотезе).
Теперь если δˇ01 ≤ γ∗, то нарушается условие Asc5.2 суще-
ственного неубывания типов покрытия интервала [γm, γ∗[ до
η∗ (см. определение 8.1 2.2).
Таким образом, (11.9) установлено. Благодаря (11.8) ниже
δˇ01 выполняется Πn+1-утверждение
∀τ
(
γ∗ < γτ → (αK
2(γτ ) ∨ ¬αK
1(γτ ))
)
и диссеминатор δˇ01 продолжает его до α01⇓ по лемме 6.6 [29]
(для m = n + 1, δ = δˇ01, α0 = γ∗, α1 = α01⇓). Но это вы-
зывает противоречие: (11.8) выполняется для γτ = γ0, хотя
существует в точности одна матрица S0 на α0 ниже α01⇓,
допустимая для γ0.
Итак, свойства (1a.) и (1b.) установлены. Теперь можно об-
ратиться к леммам 8.5 8), 8.8, 8.10 (для α1 ≤ α∗1):
(2) Сначала можно остановиться на лемме 8.8 1) и на
утверждении (8.5). Для этого сравним два интервала
]γτ1 , γτ2 [ , ]γτ ′1 , γτ2 [ .
Благодаря (8.3), (8.4) δ˜3 содержится в каждом из них, что
вызывает
γτ ′
1
≤ γτ1 ,
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иначе γτ1 < γτ ′1 и тогда условие (i) и (8.3) влекут существова-
ние некоторой матрицы S1 на её носителе α1 с диссемина-
тором δ˜1 и базой ρ1, допустимой для γτ ′
1
. По лемме 3.2 [29]
матрица S1 получает свои носители, допустимые для каждого
γτ ∈ ]δ˜
1, γτ ′
1
] с теми же δ˜1, ρ1. Таким образом возникает неко-
торый интервал допустимости [γτ ′′
1
, γτ3 [ с γτ ′′1 < γτ ′1 и по уже
доказанному (1a.) минимальный допустимый δ˜3 совпадает с
γτ ′′
1
, δ˜3 = γτ ′′
1
, вопреки (8.4). Поэтому выполняется γτ ′
1
≤ γτ1
и вместе с (8.3), (8.4) это влечёт (8.5), что обеспечивает остав-
шуюся часть доказательства леммы 8.8 1).
Обращаясь к лемме 8.8 2) рассмотрим α-матрицу S харак-
теристики a на носителе α, допустимые для γ<α1τ вместе с
диссеминатором δ˜ и базой ρ ниже α1; можно установить
{τ ′ : δ˜ < γ<α1τ ′ < γ
<α1
τ } ⊆ dom(αS
<α1
f )
рассуждениями, уже использованными выше:
для каждого γ<α1τ ′ ∈ ]δ˜, γ
<α1
τ [ существует много допустимых
носителей матрицы S по лемме 3.2 [29], поэтому все они непо-
давлены благодаря (1b.) и поэтому τ ′ ∈ dom(αS<α1f ).
Такие же рассуждения устанавливают, что в лемме 8.10 функ-
ция αS<α1f определена на всём интервале ]ατ
∗
1 , ατ
∗1[ для
каждого α1 > αδ∗1, α1 ∈ SINn, и αδ∗ = γατ∗
1
– это дис-
семинатор матрицы αS<α1
ατ∗1
на её носителе α<α1
ατ∗1
с базой
αρ∗1 = ρ<α1
ατ∗1
.
Такие же рассуждения следует использовать и в доказатель-
стве леммы 8.5 8). Чтобы закончить это доказательство для
неподавленности достаточно заметить, что если S вместе с
δ, ρ имеет носитель α, допустимый и неподавленный для
γ<α1τ только в [γ
<α1
τ+1 , α1[ , то γ
<α1
τ+1 ограничивает SIN
<α1
n−1 -
утверждение
∃α′
(
γ < α′ ∧ αKn−2(δ, γτn , γ
<α1
τ , α
′, ρ, S)
)
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(см. доказательство леммы 8.5. 8)) для каждого γ ∈ ]γ<α1τ , γ
<α1
τ+1 [ ,
поэтому S получает много своих носителей в ]γ<α1τ , γ
<α1
τ+1 [, до-
пустимых для γ<α1τ , которые также становятся неподавлен-
ными для γ<α1τ ниже α1 благодаря (1b.).
Следующая лемма показывает, что интервалы [γ<α1τ1 , γ
<α1
τ3
[
определённости матричной функции αS<α1f с минимальны-
ми левыми концами γ<α1τ1 ∈ SIN
<α1
n имеют особое строение:
для каждого SIN<α1n -кардинала γ
<α1
τ ∈ ]γ
<α1
τ1
, γ<α1τ3 [ матри-
ца αS<α1τ имеет нулевую характеристику и диссеминаторы
δˇτ ≤ δ˜τ = γ
<α1
τ1
ниже α1:
Лемма 11.1
Пусть
(i) A<α11 (τ1, τ2);
(ii) S2 это α-матрица характеристики a2 на носителе
α2 ∈ ]γ<α1τ2 , α1[,
допустимая для γ<α1τ2 ниже α1 вместе со своими мини-
мальным допустимым диссеминатором δ˜2 с базой ρ2 и
производящим собственным диссеминатором δˇS
2
;
Тогда
δˇS
2
≤ δ˜2 = γ<α1τ1 и a
3 = 0.
Доказательство. Верхние индексы < α1,⊳ α1 будут опус-
каться как обычно.
Рассмотрим α-матрицу S2 на её носителе α2, допустимую
для γτ2 вместе с её минимальным диссеминатором δ˜
2 с базой
ρ2 и с производящим собственным диссеминатором δˇ2 = δˇS
2
,
и рассмотрим ситуацию ниже кардинала предскачка α2⇓.
1. Предположим, что наоборот – эта лемма неверна и δˇ2  γτ1 ,
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так что
γτ1 < δˇ
2 < γτ2 .
По условию (i) γτ2 ∈ SINn и, следовательно, γτ2 ∈ SIN
<α2⇓
n .
Благодаря этому и лемме 8.7 допустимость ниже α1 равно-
сильна допустимости ниже α2⇓ для всякого γτ ∈ ]χ∗, γτ2 [.
Тогда производящий собственный диссеминатор δˇ2 продолжа-
ет до α2⇓ Πn+1-предложение о существовании допустимых α-
матриц αS<α
2⇓
f , как это было несколько раз ранее, например,
в форме:
∀γ′
(
γτ1 < γ
′ ∧ SINn−1(γ
′)→ ∃α, S αK(γ′, α, S)
)
.
В результате появляется функция αS<α
2⇓
f , определённая на
множестве со свойствами (i)–(iii) из теоремы 2:
Tα
2⇓
=
{
τ : γτ1 < γ
<α2⇓
τ < α
2⇓
}
,
потому что для каждого τ ∈ Tα
2⇓
появляются некоторые
α-матрицы на многих носителях, допустимые для γ<α
2⇓
τ , ко-
торые неподавлены для γ<α
2⇓
τ благодаря (1b.), (1a.); но это
противоречит минимальности α∗1.
2. Итак, δˇ2 ≤ γτ1 ; более того – выполняется A
0(τ1). Допу-
стим, это не так и существует некоторая α-матрица S1 на
её носителе α1, допустимая для γτ1 вместе с её минималь-
ным диссеминатором δ˜1 = γτ1
1
с базой ρ1; поэтому τ11 < τ1.
Согласно лемме 8.8 2) ]τ11 , τ1[ ⊆ dom(αSf ) и поэтому для каж-
дого τ ∈ ]τ11 , τ2[ существует некоторая α-матрица на носителе,
допустимые для γτ . Следовательно, возникает некоторый ин-
тервал допустимости ]τ1′1 , τ2[ с τ
1′
1 ≤ τ
1
1 < τ2. Благодаря
(1a.) получается δ˜2 = γτ1′
1
и снова по лемме 8.8 2) получается
]τ1′1 , τ2[ ⊆ dom(αSf ) вопреки минимальности τ1, требуемой
здесь в условии (i).
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3. Таким образом, выполняется A0(τ1) и, следовательно, вы-
полняется A01(τ1, τ2); поэтому лемма 10.5 влечёт a
2 = 0. И,
наконец, снова из (1a.) следует δ˜2 = γτ1 .
⊣
Теперь обратимся к следующему удобному понятию, кото-
рое уже было несколько раз использовано выше, но в даль-
нейшем оно будет играть ключевую роль и поэтому на него
обращает особое внимание
Определение 11.2
Пусть S это матрица на некотором носителе α вместе
со своим диссеминатором δ˜ < γ<α1τ с базой ρ.
1) Мы будем говорить, что матрица S опирается на
этот диссеминатор δ˜ на её носителе α ниже α1, если δ˜
попадает в некоторый блок [γ<α1τ1 , γ
<α⇓
τ3
[ типа η, то есть
если существуют ординалы τ1, τ
′
1, τ2, τ3, η такие, что
γ<α1τ1 ≤ δ˜ < γ
<α⇓
τ3
∧Ab⊳α
⇓
4 (τ1, τ
′
1, τ2, τ3, η).
Если вдобавок этот блок – максимальный ниже α⇓ и имеет
тип η < ρ, то мы будем говорить, что матрица S опира-
ется на δ˜ очень сильно.
2) Пусть существует покрытие кардинала υ ∈ ]χ∗, α⇓]
блоками; это покрытие будет называться η-ограниченным
(ниже α⇓) если типы всех его блоков в ]χ∗, α⇓] ограничены
некоторым постоянным ординалом η < χ∗+:
∀γ′ < υ ∀τ ′1, τ
′
2, η
′
(
χ∗ < γ<α
⇓
τ ′
1
< γ<α
⇓
τ ′
2
< υ∧
∧AMb⊳α
⇓
4 (τ
′
1, τ
′
2, η
′)→ η′ ≤ η
)
.
⊣
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Часть (I) следующей леммы играет роль “несущей конструк-
ци” в дальнейших рассуждениях; часть (II) будет использована
в самом конце доказательста теоремы 2 как решающий аргу-
мент. Здесь нужно вспомнить понятие лестницы и его разнооб-
разных атрибутов, которые были введены выше перед леммой
9.5 посредством формул 1.–8.; такая лестница, определённая
ниже кардинала предскачка α1 = α⇓ носителя α матрицы S
формулой ASt⊳α
⇓
8 (St, αS
<α⇓
f , a
<α⇓
f ), должна быть использова-
на как функция на χ∗+
St =
(
(τβ1 , τ
β
∗ , τ
β
2 )
)
β<χ∗+
такая, что для всяких β, β1, β2:
(i) β < χ∗+ → τβ1 < τ
β
∗ ≤ τ
β
2 ∧A
Mst⊳α⇓
1.1 (τ
β
1 , τ
β
∗ , τ
β
2 , αS
<α⇓
f , a
<α⇓
f ),
то есть [γ<α
⇓
τ
β
1
, γ<α
⇓
τ
β
2
[ это максимальная единичная ступень ни-
же α⇓:
Ast⊳α
⇓
1.1 (τ
β
1 , τ
β
∗ , τ
β
2 , αS
<α⇓
f , a
<α⇓
f ) ∧A
M⊳α⇓
1.1 (τ
β
1 , τ
β
2 , αS
<α⇓
f );
(ii) β1 < β2 < χ∗+ −→
−→ τβ12 < τ
β2
1 ∧OdαS
<α⇓
f (τ
β1
1 , τ
β1
∗ ) < OdαS
<α⇓
f (τ
β2
1 , τ
β2
∗ ),
то есть такие ступени располагаются последовательно одна по-
сле другой и при этом их высоты строго возрастают;
(iii) supβ OdαS
<α⇓
f (τ
β
1 , τ
β
∗ ) = χ
∗+,
то есть h(St) = χ∗+ и высоты этих ступеней строго возраста-
ют до χ∗+;
(iv) для каждой максимальной единичной ступени [γ<α
⇓
τ1
, γ<α
⇓
τ2
[
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ниже α⇓ соответствующая тройка ординалов (τ1, τ∗, τ2) яв-
ляется значением этой функции. 16)
Соответственно, эта лестница St завершается в кардинале
υ(St) = α⇓, если её ступени располагаются конфинально этому
кардиналу α⇓, то есть если выполняется условие H(α⇓):
∀γ < α⇓∃β < χ∗+∃τβ1 , τ
β
∗ , τ
β
1 ,
(
γ < γ<α
⇓
τ
β
1
< γ<α
⇓
τ
β
2
< α⇓∧
∧ St(β) = (τβ1 , τ
β
∗ , τ
β
2 )
)
.
Лемма 11.3
Для каждой матрицы S нулевой характеристики на но-
сителе α > χ∗:
(I) Матрица S на носителе α обладает некоторой лестни-
цей St.
(II) Эта лестница St завершается в кардинале α⇓, то
есть
υ(St) = α⇓ = sup
{
γ<α
⇓
τ2
: ∃β, τ1, τ∗ St(β) = (τ1, τ∗, τ2)
}
.
Доказательство I. Рассмотрим любой носитель α0 > χ∗ мат-
рицы S0 нулевой характеристики на носителе α0 и его кар-
динал предскачка α0 = α⇓0 .
По лемме 8.5 5) существуют τ ′1, τ
′
2, τ
′
3 такие, что ниже α
0
A0⊳α
0
2 (τ
′
1, τ
′
2, τ
′
3, αS
<α0
f ) ∧ ∀τ
′′ ∈ ]τ ′1, τ
′
2] a
<α0
τ ′′ = 1 ∧ αS
<α0
τ ′
2
= S0
и, следовательно, a<α
0
τ ′
2
= 1. Теперь перейдём к носителю α2 =
α<α
0
τ ′
2
и рассмотрим матрицу S0 на этом носителе α2 = α<α
0
τ ′
2
и
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его кардинал предскачка α2 = α⇓2 . По лемме 10.3 существуют
ординалы τ ′∗, τ
′′
2 такие, что τ
′
1 < τ
′
∗ ≤ τ
′′
2 и
Ast⊳α
2
1.1 (τ
′
1, τ
′
∗, τ
′′
2 , αS
<α2
f , a
<α2
f ) ∧A
M⊳α2
1.1 (τ
′
1, τ
′′
2 , αS
<α2
f ); (11.10)
OdαS<α
2
f (τ
′
1, τ
′
∗) > Od(S
0). (11.11)
Занумеруем без пропусков все тройки ординалов (τ ′1, τ
′
∗, τ
′′
2 ),
обладающих свойством (11.10) в порядке возрастания их пер-
вых компонент, то есть определим функцию
St =
(
(τβ1 , τ
β
∗ , τ
β
2 )
)
β
,
обладающую свойством (i) лестницы, представленным выше
для α⇓ = α2; свойство (ii) получается затем из следствия 9.6
для α1 = α2.
Отсюда и из (11.11) следует, что ординал OdαS<α
2
f (τ
β
1 , τ
β
∗ ) воз-
растает вместе с β до χ∗+; в противном случае можно опреде-
лить ниже α2 верхнюю границу множества таких ординалов
ρ ∈
[
OdαS<α
2
f (τ
′
1, τ
′
∗);χ
∗+
[
,
а тогда по лемме 4.6 [29] о спектральном типе
ρ < Od(S0)
вопреки (11.11). Поэтому dom(St) = χ∗+; свойство (iv) оче-
видно из конструкции функции St.
Таким образом, свойства (i)–(iv) установлены для носителя α2
матрицы S0 и на α2 она обладает этой лестницей. Тогда по
лемме 5.11 [29] об информативности матрица S0 точно так же
обладает некоторой лестницей St0 на её носителе α0, потому
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что это свойство является внутренним свойством матрицы S0
(см. комментарий перед леммой 9.5 ).
II. Обращаясь к утвеждению (II) предположим, что оно
ложное и эта лестница St0 завершается в некотором карди-
нале υ0 < α0 = α⇓0 :
υ0 = sup
{
γ<α
0
τ2
: ∃β, τ1, τ∗ St
0(β) = (τ1, τ∗, τ2)
}
;
очевидно, υ0 содержится в SIN<α
0
n и имеет конфинальность
χ∗+.
Оставшаяся часть доказательства этой леммы основывается на
методе, который может быть назван зашивающм методом; вот
его общее описание (ниже α0):
Рассматривая некоторый кардинал υ можно столкнуться с
ситуацией, когда существуют кардиналы γτ < υ , расположен-
ные “близко” к этому υ, но такие, что функция αSf пред-
полагается не определённой для соответствующих τ ; поэтому
такие кардиналы γτ < υ могут быть названы “проколами” во
множестве
υ ∩
{
γτ : τ ∈ dom(αSf )
}
.
С целью преодолеть эту ситуацию и, тем не менее, установить
определённоть функции αSf для таких проколов, нужно осу-
ществить следующие два действия:
Нужно найти некоторую α-матрицу S на носителе α ≥ υ
некоторой характеристики a вместе с производящим диссе-
минатором δˇρ < υ и базой ρ такими, что интервал ]δˇρ, υ[
содержит такие проколы.
Одновременно с этим нужно обнаружить некоторый кардинал
γδ ∈ [δˇρ, υ[ ∩ SINn
который вместе с S, ρ нарушает посылку замыкающего усло-
вия
K
0(a, γδ , α, ρ)
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или выполняет его заключение и тем самым выполняет его в
целом и по этой причине по лемме 6.8 1) [29] γδ становится
также допустимым диссеминатором матрицы S на α с той
же базой. Более того, можно видеть, что этот диссеминатор
допустим и неподавлен для каждого
γτ ∈ {γτ : γ
δ < γτ < υ},
потому что это условие тривиально выполняется для γτ и
поэтому всё условие допустимости
αK(a, γδ , γτ , α, ρ, S)
выполняется для многих носителей α > γτ матрицы S тоже.
Поэтому благодаря (1b.) функция αSf оказывется определён-
ной на всём множестве
{τ : γδ < γτ < υ},
и таким образом производится “зашивание” интервала [γδ, υ[
– это означает, что это множество включается в dom(αSf ) и
этот интервал не содержит никаких проколов вопреки предпо-
ложению.
Противоречие этого типа поможет продвинуть далее доказа-
тельство леммы 11.3, и тем самым доказательство теоремы 2
на каждой его решающей стадии.
Итак, рассмотрим в качестве подобного υ кардинал υ1 ∈
SIN<α
0
n , являющийся χ
∗+ -им по порядку в SIN<α
0
n , то есть
множество
υ1 ∩ SIN<α
0
n
имеет порядковый тип χ∗+; этот кардинал υ1 ≤ υ0 действи-
тельно существует благодаря υ0 < α0, cf(υ0) = χ∗+.
Так как υ1 ∈ SIN<α
0
n и cf(υ
1) = χ∗+, то существует
δ-матрица S1 характеристики a1, редуцированная к χ∗ и
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порождённая кардиналом υ1 на носителе α1 < α0 с кар-
диналом предскачка α1⇓ = υ1 с производящим собственным
диссеминатором δˇ1 = δˇS
1
< υ1 с базой ρ1 = ρS
1
по лем-
ме 6.13 [29], использованной здесь для m = n + 1, α0 = υ1,
α1 = α
0 и функции
f(β) = OT (β ∩ SIN<υ
1
n ) ;
мы рассмотрим минимальный из таких α1 для некоторой
определённости.
Мы увидим, что это вызывает противоречие: возникает опре-
делённое множество
T υ
1
= {τ : γ < γυ
1
τ < υ
1} ⊆ dom(αS<υ
1
f )
выполняющее все условия теоремы 2 (для υ1 вместо α1),
в противоречии с с минимальностью α∗1; это противоречие
устанавливает, что на самом деле лестница St0 завершается
в кардинале υ0 = α0 = α⇓0 . Этот результат будет достигнут
методом зашивания, применённым к υ1.
Во-первых, возникает покрытие интнрвала [δˇ1, υ1[ максималь-
ными блоками (ниже υ1). Допустим, что это не так, тогда
существует некоторый кардинал
γ1 ∈ SIN<υ
1
n ∩ ]δˇ
1, υ1[
который не принадлежит ни одному блоку (ниже υ1). Тогда
этот γ1 может служить диссеминатором
δ˜1 = γ1
с той же базой ρ1 для той же матрицы S1 характеристики a1
на носителе α1 по лемме 6.8 [29] (для m = n+1), допустимым
для каждого γτ ∈ ]δ˜1, υ1[ , так как выполняется замыкающее
∆1-условие K0(α1, δ˜1, α1, ρ1)
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(
a1 = 0→ ∀τ ′1, τ
′′
1 , τ
′
2, τ
′
3, η′ < α
1⇓
[
γ<α
1⇓
τ ′
1
≤ δ˜1 < γ<α
1⇓
τ ′
3
∧
(11.12)
∧AM⊳α
1⇓
4 (τ
′
1, τ
′′
1 , τ
′
2, τ
′
3, η′, αS
<α1⇓
f , a
<α1⇓
f )→ η
′ < ρ1 ∨ ρ1 = χ∗+
])
благодаря ложности его посылки AM⊳α
1⇓
4 . Теперь действует
зашивающий метод: для каждого γτ ∈ ]δ˜1, υ1[ и для
γτn = sup{γ ≤ γτ : γ ∈ SIN
<υ1
n }
выполняется Πn−2-условие ϕ(a1, δ˜1, γτn , γτ , α1, ρ1, S1):
γτ < α
1 ∧ SIN<α
1⇓
n (γτn) ∧ αK
∃
n+1(a
1, δ˜1, γτ , α
1, ρ1, S1)
утверждающее, что S1 на α1 допустима для γτ вместе с теми
же a1, δ˜1, ρ1. Тогда SINn−1-кардинал γτ+1 ограничивает
Σn−1-утверждение
∃α
(
γτ < α ∧ ϕ(a
1, δ˜1, γτn , γτ , α, ρ
1, S1)
)
(11.13)
и поэтому в ]γτ , γτ+1[ появляется много допустимых для γτ
носителей α с тем же свойством (11.13) и это вызывает про-
тиворечие ниже υ1:
все они неподавлены для γτ благодаря (1b.) и функция αS<υ
1
f
становится определенной для γτ и, таким образом, становится
определённой для всего интервала [δˇ1, υ1[ (то есть соверши-
лось зашивание этого интервала); но это и составляет противо-
речие – появляется некоторое множество T υ
1
определённости
этой функции αS<υ
1
f со свойствами (i)-(iii) из теоремы 2 (для
α1 = υ
1), в противоречии с минимальностью α∗1.
Итак, интервал [δˇ1, υ1[ покрывается максимальными бло-
ками ниже υ1 и выполняется условие
Asc⊳υ
1
5.1 (γ
m, αS<υ
1
f , a
<υ1
f )
134 Глава III. Приложения специальной теории
утверждающее покрытие интервала [γm, υ1[ максимальными
блоками ниже υ1 и минимальность кардинала γm с этим
свойством (напомним определение 8.1 2.1a., 2.1b.).
Оставшаяся часть доказательства этой леммы 11.3 проводится
ниже υ1 и верхние индексы < υ1, ⊳ υ1 и обозначения функ-
ций αS<υ
1
f , a
<υ1
f будут как обычно опускаться (когда контекст
будет очевидно на них указывать).
Мы переходим к заключительному противоречию этого дока-
зательства:
это покрытие не может быть η-ограниченным, и в то же время
оно должно быть η-ограниченным ниже υ1 (см. определение
11.2 2) для α⇓ = υ1).
Действительно, это покрытие не может быть η-ограниченным,
так как в противном случае существует некоторый постоянный
тип его максимальных блоков, располагающихся конфинально
υ1. Минимальный тип η1 из таких типов очевидно определя-
ется ниже υ1 = α1⇓ и по лемме 4.6 [29] о спектральном типе
это влечёт
η1 < Od(S1) < ρ1.
Но тогда действует метод зашивания. Пусть [γτ1 , γτ2 [ это мак-
симальный блок в [δ˜1, υ1[ типа η1 с минимальным левым
концом γτ1 , тогда SINn-кардинал γτ1 может служить дис-
семинатором δ˜1′ = γτ1 для S
1 на on α1 с той же базой ρ1.
И снова выполняется утверждение (11.12) (где δ˜1 следует за-
менить на δ˜1′), но теперь потому, что S1 на α1 опирается
на δ˜1′ очень сильно: существует единственный максималь-
ный блок [γ<α
1⇓
τ ′
1
, γ<α
1⇓
τ ′
3
[ , совпадающий с [γτ1 , γτ2 [ типа η
1,
который содержит δ˜1′ и который выполняет его заключение
η1 < ρ1. И снова выполняется (11.13) для каждого γτ ∈ ]δ˜1′, υ1[
и поэтому таким же образом существует множество T υ
1
, во-
преки минимальности α∗1.
Следовательно, покрытие интервала [γm, υ1[ не должно быть
η-ограниченным, а тогда типы его максимальных блоков долж-
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ны существенно неубывать до χ∗+ (ниже υ1), то есть:
∀η < χ∗+ ∃γ′ < υ1 ∀τ ′1, τ
′
2, η
′
(
γ′ < γτ ′
2
≤ υ1∧ (11.14)
∧AMb4 (τ
′
1, τ
′
2, η
′, αS<υ
1
f , a
<υ1
f )→ η < η
′
)
;
в противном случае снова существует некоторый постоянный
тип его максимальных блоков, располагающихся конфинально
υ1 и приводящий к прежнему противоречию.
Но и это приводит к противоречию: бесконечно много значений
матричной функции αS<υ
1
f становятся подавленными (ниже
υ1), хотя они неподавлены по определению 8.3 этой матричной
функции.
Чтобы убедиться в этом, нужно применить следующий метод
рассуждения, который может быть назван “отсечение блоков
справа” и который состоит в “укорачивании слишком длинных
блоков” с правого конца посредством “отсечения” их конечных
подинтервалов справа.
Этот метод будет действовать здесь вполне успешно, потому
что это покрытие не является η-ограниченным и поэтому дей-
ствует на такие блоки как подавляющее покрытие, выполняя
условие (см. определение 8.1 2.4 для X1 = αS<υ
1
f |τ , X2 =
a<υ
1
f |τ):
Asc5.4(γτ , η
∗, αS<υ
1
f |τ, a
<υ1
f |τ)
для бесконечно многих кардиналов γτ , расположенных кон-
финально υ1, и для некоторых соответствующих γm, γ∗, γ1,
η∗ .
Здесь кардинал γm уже определён выше как минимальный из
левых концов блоков покрытия кардинала υ1.
Далее, ординалы γ∗, η∗ могут быть определены здесь разными
способами, например, согласно (11.14) как предельные значе-
ния следующих последовательностей ниже υ1 (обозначения
αS<υ
1
f , a
<υ1
f будут опущены):
γ0 = γ
m;
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ηi = sup
{
η : ∃τ1, τ2
(
γτ1 < γτ2 < γi ∧A
Mb
4 (τ1, τ2, η)
)}
;
γi+1 = min
{
γ : ∃τ1, τ2, η
(
γi < γτ1 < γτ2 = γ ∧ ηi < η∧
∧AMb4 (τ1, τ2, η) ∧ ∀τ
′
1, τ
′
2, η
′
(
γ ≤ γτ ′
1
< γτ ′
2
∧ (11.15)
∧AMb4 (τ
′
1, τ
′
2, η
′)→ η ≤ η′
))}
;
η∗ = sup
i∈ω0
ηi; γ
∗ = sup
i∈ω0
γi.
Так как типы максимальных блоков этого покрытия существен-
но неубывают до χ∗+, то существует максимальный блок в
[γ∗, υ1[
[γτ∗
1
, γτ∗
2
[ большего типа η∗1 > η∗
и следует рассмотреть такой блок с минимальным левым кон-
цом γτ∗
1
> γ∗. Очевидно, этот блок включает в себя свой
начальный подинтервал
[γτ∗
1
, γ∗1[ типа в точности η∗,
который тоже является блоком (не максимальным) с правым
концом γ∗1 ∈ SINn, γ∗1 = γτ∗1
2
.
Следовательно, существует матрица
S∗1 = αSτ∗1
2
на её носителе α∗1 = ατ∗1
2
характеристики a∗1 = aτ∗1
2
, которая
допустима и неподавлена для γ∗1 вместе со своим диссемина-
тором δ˜∗1 = δ˜τ∗1
2
с базой ρ∗1 = ρτ∗1
2
по определению (всё это
ниже υ1).
Но в то же время эта матрица S∗1 и все её атрибуты, наобо-
рот, подавлены для γ∗1, так как для них выполняется условие
подавления AS,05 ниже υ
1 (напомним определение 8.1 2.6, а
также (11.5) ), которое для этой ситуации можно сформулиро-
вать так:
a∗1 = 0 ∧ SIN<υ
1
n (γ
∗1) ∧ ρ∗1 < χ∗+ ∧ σ(χ∗, α∗1, S∗1)∧
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∧∃η∗, τ < γ∗1
(
γ∗1 = γ<υ
1
τ ∧A
sc⊳υ1
5.4 (γ
∗1, η∗, αS<υ
1
f |τ, a
<υ1
f |τ)∧
∧ ∀τ ′
(
τ < τ ′ ∧ SIN<υ
1
n (γ
<υ1
τ ′ )→ (11.16)
→ ∃α′, S′
[
γ<υ
1
τ ′ < α
′ < γ<υ
1
τ ′+1 ∧ SIN
<α′⇓
n (γ
<υ1
τ ′ ) ∧ σ(χ
∗, α′, S′)∧
∧Asc⊳υ
1
5.5 (γ
∗1, η∗, α′⇓, αS<α
′⇓
f , a
<α′⇓
f )
]))
.
Здесь действительно a∗1 = 0 по лемме 11.1; SIN<υ
1
n (γ
∗1) вы-
полняется по построению; ρ∗1 < χ∗+ так как υ1 это χ∗+–
кардинал по порядку в SIN<υ
1
n ; σ(χ
∗, α∗1, S∗1) выполняется
благодаря допустимости S∗1 на α∗1 для γ∗1; Asc⊳υ
1
5.4 выпол-
няется потому, что типы покрытия γ∗ существенно неубывают
до η∗ по (11.15); и максимальные блоки из интервала [γ∗, γτ∗
1
[
имеют постоянный тип η∗ благодаря минимальности γτ∗
1
– и
осталось проверить условие Asc5.5 из (11.16). Для этого следует
применить обычный ограничивающий аргумент:
Каждый максимальный блок [γτ1 , γτ2 [ в [γ
∗, υ1[ имеет тип
η ≥ η∗ согласно (11.15) и поэтому выполняется следующее
Πn−2-утверждение ψ(γ∗1, η∗, α1, S1, αS<α
1⇓
f , a
<α1⇓
f ):
σ(χ∗, α1, S1) ∧Asc5.5(γ
∗1, η∗, α1⇓, αS<α
1⇓
f , a
<α1⇓
f ),
где Asc5.5 – это ∆1-формула (см. определение 8.1 2.5 ):
∀γ′
(
γ∗1 ≤ γ′ < α1⇓ → ∃τ ′1, τ
′
2, η
′
(
γ<α
1⇓
τ ′
1
≤ γ′ < γ<α
1⇓
τ ′
2
∧
∧AM⊳α
1⇓
4 (τ
′
1, τ
′
2, η
′, αS<α
1⇓
f , a
<α1⇓
f ) ∧ η
′ ≥ η∗
))
.
Теперь рассмотрим любой кардинал γτ ′ > γ∗1, γτ ′ ∈ SIN<υ
1
n ;
согласно лемме 3.2 [29] об ограничении SINn−1-кардинал γτ ′+1
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ограничивает Σn−1-утверждение ∃α′ ψ1(γ∗1, η∗, α′, γτ ′), где ψ1
это формула:
∃S′
[
γτ ′ < α
′ ∧ SIN<α
′⇓
n (γτ ′)∧
∧ ψ(γ∗1, η∗, α′, S′, αS<α
′⇓
f , a
<α′⇓
f )
]
,
и поэтому некоторые носители α′ матрицы S′ с этим свой-
ством появляются в ]γτ ′ , γτ ′+1[. Следовательно, ниже υ1 вы-
полняется утверждение:
∀τ ′
(
τ∗12 < τ
′ ∧SIN<υ
1
n (γτ ′) → ∃α
′ < γτ ′+1 ψ
⊳υ1
1 (γ
∗1, η∗, α′, γτ ′)
)
.
В результате условие подавления (11.16) выполняется в целом
для матрицы S∗1 на её носителе α∗1 и она не может быть
значением матричной функции αS<υ
1
f ниже υ
1 вопреки пред-
положению.
⊣
Теперь заключительная часть доказательства теоремы 2 при-
ходит к своему завершению. Снова все рассуждения будут ре-
лятивизированы к α∗1 и поэтому верхние индексы < α
∗
1, ⊳ α
∗
1
и обозначения функций αS
<α∗1
f , a
<α∗1
f в записях формул будут
опускаться.
По предположению эта теорема нарушается для минимального
кардинала α∗1, поэтому существуют τ
∗
2 , τ
∗
3 < α
∗
1 такие, что
выполняется
A2(τ
∗
1 , τ
∗
2 , τ
∗
3 ),
где, напомним, τ∗1 это минимальный ординал во множестве
Tα
∗
1 и где τ∗2 это минимальный ординал на котором наруша-
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ется монотонность функции αSf на Tα
∗
1 ; рассмотрим произ-
вольно большой ординал τ∗3 из множества
Z∗ = {τ : γ∗2 < γτ < α
∗
1 ∧ γτ ∈ SINn},
и рассмотрим соответствующие кардиналы
γ∗i = γτ∗i , i = 1, 3 ,
а также матрицу S∗2 = αSτ∗
2
на носителе ατ∗
2
характери-
стики a∗2 = aτ∗
2
с кардиналом предскачка α∗2 = α⇓τ∗
2
и её
производящий собственный диссеминатор δˇ∗2 = δˇSτ∗
2
.
Но главную роль будет играть далее матрица
S∗3 = αSτ∗
3
на носителе ατ∗
3
для этого τ∗3 ∈ Z
∗ с кардиналом предскачка α∗3 = a⇓τ∗
3
и с
производящим и плавающим диссеминаторами
δˇ∗3 = δˇτ∗
3
, δ˜∗3 = δ˜τ∗
3
с базой ρ∗3 = ρτ∗
3
.
Из леммы 11.1 (для τ∗1 , τ, αSτ , ατ , α
∗
1 как τ1, τ2, S
2, α2, α1) сле-
дует:
∀τ ∈ Z∗ (aτ = 0 ∧ δ˜τ = γ
∗
1). (11.17)
Теперь возникают следующие случаи:
Случай 1. a∗2 = 1. Тогда по лемме 10.3 существует τ∗′1
такой, что
A3(τ
∗
1 , τ
∗′
1 , τ
∗
2 , τ
∗
3 ) (11.18)
(см. определение 81. 1.5) где, напомним, матрица αSτ∗′
1
имеет
единичную характеристику на её носителе ατ∗′
1
.
Начиная с этого места следует использовать только такой ор-
динал τ∗3 , что соотвествующий интервал
[γ∗1 , γτ∗3 [
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имеет тип
η∗3 > Od(αSτ∗′
1
);
существование таких ординалов τ∗3 следует из условий (i),
(iii) этой теоремы 2.
Рассмотрим следующие подслучаи:
Подслучай 1a. Предположим, что
αSτ∗′
1
⊳ ρ∗3.
Но это исключается рассуждением ограничения-и-продолжения,
обеспечивающим здесь следующий аргумент, который может
быть назван “срезание лестницы сверху” и который состоит в
срезании высот ступеней лестницы:
Матрица αSτ∗′
1
единичной характеристики имеет допустимый
носитель
ατ∗′
1
∈ ]δ˜∗3 , γ
∗
3 [ ,
так как δ˜∗3 = γ
∗
1 . По лемме 3.2 [29] об ограничении эта мат-
рица получает свои допустимые носители, расположенные кон-
финально диссеминатору δˇ∗3 ≤ δ˜∗3, и поэтому выполняется
следующее Πn+1-предложение ниже δˇ∗3:
∀γ ∃γ1 > γ ∃δ, α, ρ
(
SINn−1(γ
1) ∧ αK(1, δ, γ1, α, ρ, αSτ∗′
1
)
)
и благодаря Sτ∗′
1
⊳ ρ∗3 и лемме 6.6 [29] (для m = n + 1)
этот диссеминатор продолжает это утверждение до кардинала
предскачка α∗3 и поэтому αSτ∗′
1
получает свои допустимые
носители ниже α∗3, расположенные конфинально α∗3.
По лемме 11.3 существует лестница St ниже α∗3, завершаю-
щаяся в α∗3, но по лемме 9.5 2b. (о срезании лестницы сверху,
где α1, S0 нужно заменить на α∗3, αSτ∗′
1
) эта лестница St
невозможна, так как высоты всех ступеней St(β) этой лест-
ницы ограничиваются ординалом
Od(αSτ∗′
1
) < χ∗+
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(срезаются этим ординалом), хотя они возрастают до χ∗+ по
определению.
Подслучай 1b. Таким образом
ρ∗3 ≤ Od(αSτ∗′
1
).
Но напомним, что здесь используется тип
η∗3 > Od(αSτ∗′
1
)
блока [γ∗1 , γ
∗
3 [ .
Согласно (11.18) существуют ординалы τ ′3, η
′
3 такие, что для
α∗3 = α⇓τ∗
3
выполняется
AMb⊳α
∗3
4 (τ
∗
1 , τ
∗′
1 , τ
∗
2 , τ
′
3, η
′
3). (11.19)
Эти ординалы τ∗1 , τ
∗′
1 , τ
∗
2 , τ
′
3, η
′
3 однозначно определяются через
χ∗, γ∗1 = δ˜
∗3 ниже α∗3 и нетрудно видеть, что
τ∗3 ≤ τ
′
3, η
∗3 ≤ η′3.
Из допустимости S∗3 на ατ∗3 и леммы 8.5 6) следует замыка-
ющее условие K0(a∗3, δ˜∗3, ατ∗
3
, ρ∗3):
a∗3 = 0 −→ ∀τ ′1, τ
′′
1 , τ
′
2, τ
′
3, η
′
[
γ<α
∗3
τ ′
1
≤ δ˜∗3 < γ<α
∗3
τ ′
3
∧
∧AMb⊳α
∗3
4 (τ
′
1, τ
′′
1 , τ
′
2, τ
′
3, η
′, αS<α
∗3
f , a
<α∗3
f )→ η
′ < ρ∗3 ∨ ρ∗3 = χ∗+
]
,
которое и заканчивает это рассуждение следующим образом:
Так как блок [γ<α
∗3
τ ′
1
, γ<α
∗3
τ ′
3
[ однозначно определяется через
δ˜∗3 = γ∗1 ниже α
∗3, то
δ˜∗3 = γ∗1 = γ
<α∗3
τ ′
1
, η∗3 ≤ η′3 = η
′.
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Отсюда, из (11.17) и (11.19) следует, что S∗3 на ατ∗
3
опирается
на δ˜∗3 очень сильно, то есть
αSτ∗′
1
⊳ ρ∗3,
в противоречии с условием этого подслучая.
Случай 2. a∗2 = 0. В этом случае ниже кардинала предскач-
ка α∗2 = α⇓τ∗
2
выполняется
∀γ < γ∗2 ∃τ (γ < γ
<α∗2
τ ∧ a
<α∗2
τ = 1).
Это утверждение очевидно следует из леммы 11.3, потому что
существует некоторая лестница St единичных ступеней, за-
вершающаяся в α∗2. Отсюда и из леммы 10.4 следует суще-
ствование ординала τ∗′1 , для которого (11.18) снова выполня-
ется (мы сохраняем здесь обозначения из случая 1. для неко-
торого удобства). Остаётся буквально повторить рассуждение,
следующее за (11.18), и получить прежнее противоречие. До-
казательство теоремы 2 закончено.
⊣
Подведём итоги.
Все рассуждения проводились в теории
ZF + ∃k (k слабо недостижимый кардинал);
в ней рассматривалась счётная стандартная модель
M = (Lχ0 ,∈,=)
теории
ZF + V = L+ ∃k (k слабо недостижимый кардинал),
где всякий слабо недостижимый кардинал является сильно недо-
стижимым.
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В этой модели рассматривались матричные функции; такая
функция αS<α1f определена на всяком непустом множестве
Tα1 , которое существует для всякого достаточно большого кар-
динала α1 < k, α1 ∈ SINn согласно лемме 8.9.
Это влечёт заключительное противоречие: рассмотрим любой
SINn-кардинал α1 > αδ∗ предельный для SINn ∩ α1 и кон-
финальности cf(α1) ≥ χ∗+, доставляющий такое непустое
множество Tα1 со свойствами (i)–(iii) из теоремы 2, тогда
функция αS<α1f немонотонна на этом T
α1 по теореме 1 и в
то же время монотонна на этом множестве по теореме 2.
Это противоречие завершает доказательство основной теоре-
мы.
⊣
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12 Некоторые следствия
Вернёмся к началу во Введение в [29], где приводились различ-
ные хорошо известные связи между Гипотезами больших кар-
диналов, Аксиомой детерминированности, регулярными свой-
ствами континуальных множеств и так далее (см. Дрейк [8],
Канамори [9]). Здесь мы укажем некоторые простые следствия
из таких результатов и основной теоремы.
I. Гипотезы больших кардиналов
Рассмотрим здесь Гипотезы больших кардиналов, утвер-
ждающие существование больших кардиналов какого-либо ви-
да. Иерархия больших кардиналов располагает их по “степени
недостижимости” и базируется на (слабо) недостижимых кар-
диналах. Существование некоторых из них (кардиналов Мало,
слабо компактных и т.д.) прямо исключается основной теоре-
мой. Следовательно, не существует кардиналов, обладающих
более сильными партиционными свойствами, например, неопи-
сываемых кардиналов, кардиналов Рамсея, Эрдёша и других;
измеримые кардиналы также не существуют, так как они явля-
ются кардиналами Рамсея. В некоторых случаях в доказатель-
стве несовместности Гипотез больших кардиналов может быть
использована AC, но можно обойтись и без этого, извлекая из
таких гипотез существование модели ZFC+ ∃ недостижимый
кардинал (см., например, Сильвер [31]).
Мы опускаем переформулировку таких результатов в тер-
минах фильтров, деревьев, инфинитарных языков и т.д.
II. Сингулярные кардиналы. Шарпы.
Так как недостижимые кардиналы не существуют, то всякий
несчётный предельный кардинал сингулярен. Известно, что в
ZFC каждый наследный кардинал регулярен. Следователь-
но, каждый несчётный кардинал сингулярен в точности тогда,
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когда он пределен.
Хорошо известен замечательный результат Йенсена: отри-
цание гипотезы недостижимых кардиналов влечёт Гипотезу
сингулярных кардиналов (см. также Стерн [32]). А несущество-
вание внутренней модели с измеримым кардиналом влечёт По-
крывающую лемму для стержневой модели K: для каждого
несчётного X ⊆ On существует Y ∈ K такое, что X ⊆ Y и
|X| = |Y |.
Отсюда следует Гипотеза сингулярных кардиналов (Додд, Йен-
сен [33, 34]). Таким образом, несуществование недостижимых
кардиналов устанавливает Покрывающую лемму и Гипотезу
сингулярных кардиналов.
Эта ситуация проливает новый свет на проблему шарпов.
Хорошо известно, что существование 0♯ влечёт существование
недостижимого в L кардинала (Гитик, Магидор, Вудин [35]).
Следовательно, 0♯ не существует; этот результат влечёт По-
крывающую лемму для L по выдающейся теореме Йенсена
(см. Девлин, Йенсен [36]).
Отсюда и из знаменитого результата Кюнена, устанавливаю-
щего эквивалентность существования элементарного вложения
L ≺ L и существования 0♯, следует, что не существует элемен-
тарных вложений L ≺ L и, далее, не существует элементарных
вложений Lα ≺ Lβ с критической точкой меньшей |α|.
III. Аксиома детерминированности
Хорошо известно, что AD влечёт некоторые Гипотезы боль-
ших кардиналов. Например, Соловай установил, что AD вле-
чёт измеримость кардинала ω1; кардиналы ω2, ωω+1, ωω+2
тоже измеримы (см. также Клейнберг [37], Mignone [38]). Кро-
ме того, AD устанавливает, что кардиналы ω1, ω2 являются
δ-суперкомпактными для некоторого недостижимого кардина-
ла δ (Беккер [39]). Мыциельский [40] получил выдающийся
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результат: совместность
ZF +AD
влечёт совместность
ZFC + ∃ недостижимый кардинал.
Следовательно, аксиома AD несовместна, но можно более
точно выделить её несовместную часть:
Именно, аксиома AD(Σ12) равнонепротиворечива с Гипоте-
зой измеримых кардиналов (Louveau [41]). Поэтому существу-
ют недетерминированные Σ12-игры.
Также, используя ACω(ωω), можно доказать ¬Det(Π11) (см.
Канамори [9]). Поэтому в
ZF +ACω(
ωω)
существуют недетерминированные Π11-игры. Этот результат
вряд ли можно улучшить, потому что все △11-игры детерми-
нированы (Мартин [42]).
IV. Континуальные множества
Хорошо известен ряд выдающихся результатов, устанавли-
вающих связи между регулярными свойствами континуальных
множеств и большими кардиналами (по относительной непро-
тиворечивости). Например, Шелах [43] установил необходимость
недостижимых кардиналов для утверждения, что все множе-
ства действительных чисел измеримы по Лебегу; измеримость
Σ13-множеств влечёт недостижимость ω1 в L (см. также
Raisonnier [44]). Отсюда следует существование неизмеримого
Σ13-множества действительных чисел. Аналогично, непротиво-
речивость
ZF+DC+каждое несчётное множество
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действительных чисел имеет совершенное ядро
не может быть доказана без Гипотезы измеримых кардиналов
(см. Мыциельский [40]). Кроме того, следующие гипотезы рав-
нонепротиворечивы над ZF :
1) AC + ∃ недостижимый кардинал;
2) DC+ каждое несчётное множество действительных
чисел имеет совершенное ядро;
3) ω1 регулярен + ∀a ∈ ωω
(
ω
L[a]
1 < ω1
)
(см. Соловай [26], Шпекер [45], Леви [21]). Поэтому DC влечёт
существование множества действительных чисел без совершен-
ного ядра и регулярность ω1 влечёт
ω
L[a]
1 ≮ ω1
для некоторого a ∈ ωω. Также хорошо известно, что Гипоте-
за слабо компактного кардинала равнонепротиворечива (над
ZFC ) с утверждением о регулярных свойствах всех контину-
альных несчётных множеств в ZF +MA (Харингтон, Ше-
лах [46]). Следовательно, основная теорема влечёт существо-
вание несчётных множеств ⊆ ωω без регулярных свойств.
Эти результаты можно уточнить; например, Соловай [30] уста-
новил, что для всякого a ∈ ωω ωL[a]1 < ω1 эквивалент-
но свойству совершенного ядра всякого Π11(a)-множества дей-
ствительных чисел. Отсюда следует, что регулярность ω1 вле-
чёт существование Π11(a)-множества действительных чисел без
совершенного ядра для некоторого a ∈ ωω.
V. Аксиома Мартина
Следствия из результатов Харингтона, Шелаха [46] и основ-
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ной теоремы, упомянутые выше, можно сформулировать более
точно, например, следующим образом:
MA влечёт существование ∆13-множеств, лишённых свойства
Бэра, и неизмеримых Σ13-множеств ⊆
ωω.
Кановей [47] установил в
ZFC +MA+ |R| > ω1 + ∀x ⊆ ω1 ω
L[x]
1 = ω0
совместность
ZFC + ∃ недостижимый кардинал.
Следовательно, MA несовместна с
ZFC + |R| > ω1 + ∀x ⊆ ω1 ω
L[x]
1 = ω0.
Ряд других следствий основной теоремы слишком велик,
чтобы здесь их перечислить, поэтому автор намеревается пред-
ставить более детальный анализ таких следствий в дальнейших
публикациях.
Примечания
9) стр. 33. Это последнее уточнение не является необходи-
мым и доказательство основной теоремы можно провести без
него (ценой некоторых незначительных усложнений), однако
мы примем его, чтобы несколько сократить предстоящие рас-
суждения.
10) стр. 44. Это определение использовалось ранее (Кисе-
лев [15–17]) в виде единого текста, а теперь оно разделено на
части чтобы прояснить его структуру.
11) стр. 48. Это замыкающее условие K0 действует здесь как
условие K0, использованное ранее (Киселев [15–17]), но бо-
лее оперативным образом, так как оно действует теперь вполне
успешно без подформулы (γ
<α
⇓
χ
τ ′
3
= γ → lim(γ)), которая ранее
вызывала значительное усложнение доказательства.
12) стр. 49. Эти понятия аналогичным образом можно ввести
и в нерялитивизованной форме для α1 = k, но в этой форме
они не используются в дальнейшем; кроме того, в этой форме
они нуждаются в привлечении более сложного (неэлементар-
ного) языка над Lk.
13) стр. 100. Можно доказать, что здесь δ˜<α1τ2 = γ
<α1
τ1
.
149
150 Примечания
14) стр. 101. Снова в действительности здесь δ˜<α1τ2 = γ
<α1
τ1
.
15) стр. 104. В действительности десь a<α1τ ≡ 1 на ]τ1, τ2[
и снова δ˜<α1τ2 = γ
<α1
τ1
.
16) стр. 128. Последнее условие не является необходимым, но
всё-таки принимается чтобы обеспечить единственность такой
лестницы для некоторого удобства.
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