We investigate the achievable rate for a practical receiver under on-off keying modulation based on Kullback-Leibler (KL) divergence and Chernoff α-divergence. The asymptotic tightness of the derived bounds is analyzed for large symbol duration and large peak power. We prove the tightness of the derived bounds for large symbol duration, large peak power with zero background radiation with exponential convergence rate, and for low peak power of order two. For large peak power with fixed background radiation and low background radiation with fixed peak power, the proposed bound gap is a small positive value for low background radiation and large peak power, respectively. Moreover, we propose an approximation on the achievable rate in the low background radiation and large symbol duration regime, which is more accurate compared with the derived upper and lower bounds in the medium signal to noise ratio (SNR) regime. The proposed bounds and the approximations are evaluated by the numerical results.
I. INTRODUCTION
On some specific occasions where the conventional RF is prohibited and direct link transmission cannot be guaranteed, non-line-of-sight (NLOS) optical scattering communication can be adopted to provide certain information transmission rate [1] . Optical scattering communication is typically developed in the ultraviolet (UV) spectrum due to solar blind region (200nm-280nm) where the solar background radiation is negligible [1] . On the UV scattering communication channel characterization, extensive studies based on Monte Carlo simulation [2] , [3] , theoretical analysis [4] , [5] , [6] and experimental results [7] , [8] , [9] show that the atmospheric attenuation among scattering channel can be extremely large, especially for long-range transmission. Hence, it is difficult to detect the received signals using conventional continuous waveform receiver, such as photon-diode (PD) and avalanche photon-diode (APD). Instead, a photon-counting receiver is widely deployed.
For photon-counting receiver, the received signals are usually characterized by discrete photoelectrons, whose number in a certain interval satisfies a Poisson distribution. For such a Poisson channel, recent works mainly focus on the channel capacity, such as the continuous Poisson channel capacity [10] , [11] , discrete Poisson channel capacity [12] , [13] , as well as the Poisson interference channel capacity [14] . Besides, the system characterization and optimization, as well as the signal processing [15] , [16] , [17] , [18] , [19] have also been extensively studied from the receiver side.
Most information theoretical and signal processing works assume perfect photon-counting receiver, which is difficult to realize. A practical photon-counting receiver typically consists of a photomultiplier tube (PMT) as well as the subsequent sampling and processing blocks [20] . Recently, extensive efforts have been made to design and characterize practical photoncounting receivers, such as single photon avalanche diode (SPAD), which has been applied in many optical communication scenarios [21] , [22] . In optical scattering communication, we consider a practical photon-counting receiver typically consists of a photomultiplier tube (PMT) and the subsequent pulse-holding circuits to generate a series of rectangular pulses with certain width. The square pulses generated by pulse-holding circuits typically have positive width that incurs dead time effect [23] , where a photon arriving during the pulse duration of the previous photon cannot be detected due to the merge of two pulses. The dead time effect and the model of sub-Poisson distribution for the photon-counting processing have been investigated in [24] , [25] , where the variance is lower than its mean. The photon-counting system with dead time effect for infinite sampling rate has been investigated in optical communication for channel characterizations [26] , [27] , optical wireless communications using SPAD detector [28] , [29] and experimental implementation [21] , [30] . The photon-counting system with dead time effect for finite sampling rate with shot noise of PMTs is investigated in [31] based on a risingedge detector. However, the performance analysis for a sampling-based detector focusing on the achievable transmission rate is still missing.
In this work, we analyze the achievable rate of a sampling-based detector under positive dead time and finite sampling rate, assuming negligible electrical thermal noise and shot noise.
We first derive the upper and lower bounds on the achievable rate based on Kullback-Leibler (KL) divergence and Chernoff α-divergence between the two symbols, respectively, with respect to three important parameters, the number of samples per symbol, the peak power, and the background radiation intensities. We investigate the convergence rate of the proposed upper and lower bounds. We demonstrate that the bound gap converges to zero with exponential rate for large sampling number L, large peak power A and zero background radiation Λ 0 . For low peak power A, the bound gap converges to zero with order A 2 . For large peak power A with fixed background radiation Λ 0 and low background radiation Λ 0 with fixed peak power A, the bound gap converges to certain small positive value for low background radiation Λ 0 and large peak power A, respectively.
The remainder of this paper is organized as follows. In Section II, we characterize the system model of the practical photon-counting receiver and achievable rate with on-off keying (OOK) modulation. In Section III, we derive the upper and lower bounds on the maximum achievable rate and demonstrate the asymptotic tightness. In Section IV, we investigate the asymptotic tightness of the upper and lower bounds for five scenarios. An approximation on the achievable rate is proposed for the medium signal to noise ratio (SNR) regime in Section V. Numerical results are shown in Section VI. Finally, we conclude this paper in Section VII.
II. SYSTEM MODEL
We introduce the following notations that will be adopted throughout this paper. Random variables and vectors are denoted by upper-case letters and bold uppercase letters, respectively.
We use notation Z [j] to denote a sequence of random variables {Z 1 , Z 2 , · · · , Z j }. Realizations of random variables and random processes are denoted in lowercase letters, and follow the above notation conventions.
Consider single-user communication with a non-perfect receiver. Let Λ(t) denote the R + 0 -valued photon arrival rate at time t, and
denote the Poisson photon arrival process at the receiver, where Λ 0 is the background radiation arrival intensities, and P(·) is the Poisson arrival process that records the time instants and number of photon arrivals. Let N t−τ,t denote the number of photons arriving at the receiver during time interval [t − τ, t], satisfying the following probability,
where
We consider peak power constraint, i.e., photon arrival rate Λ(t) must satisfy the following constraint:
where upper bound A is related to the maximum transmission power. Assume OOK modulation with symbol interval T b , where Λ(t) = A for symbol one and Λ(t) = 0 for symbol zero.
Let X i ∈ {0, 1} denote the symbol in the i th slot, which is independent across different time slots. Then, the arrival rate
where ½{·} is an indicator function. Further assume that X i is independent and identically distributed for each i with probability P(X i = 1) = µ. In the remainder of this paper, since we are interested in the achievable rate and symbols X i are independent, we consider one symbol interval and omit subscript i.
Consider a practical receiver with finite sampling rate consisting of a PMT detector, an ADC, and a digital signal processor (DSP) unit. When a photon arrives, the PMT detector generates a pulse with certain width, which causes the merge of two pulses if the interval of two photon arrival instant is shorter than the pulse width. The maximum arrival time interval where the two pulses merge is called dead time, denoted as τ . Denote T s as the ADC sampling interval and assume low to medium sampling rate such that T s ≥ τ . Considering the PMT sampling
⌋, ⌊·⌋ is the lower rounding function. Note that for any τ > 0, the number of photon arrivals N 0,τ on [0, τ ] together with the corresponding (ordered) arrival time instants T Nτ = (T 1 , · · · , T Nτ ) are complete descriptions of random process Y 0,τ . According to above statement, we have
In other words, Z i is an indicator on whether one or more photons arrive within τ prior to the sampling instant. We call such equivalent channel binominal channel.
Consider the achievable rate for the above communication system. Let p 0 and p 1 denote probability P(Z i = 1) for symbol X = 0 and X = 1, respectively. As the sum of variables with i.i.d. binary distribution is a sufficient statistic for these variables, we define summation
Z i and the achievable rate is given as follows,
whereN follows binomial distributions B(p 0 , L) and B(p 1 , L) for symbol X = 0 and X = 1, respectively, and B(p, L) denotes binomial distribution with probability p for each trial and L trials.
III. THE BOUND ON MUTUAL INFORMATION
The mutual information involves the entropy of mixture distribution with intractable analytical form. Thus, pairwise-distances are adopted to provide the lower bound and upper bound on the mutual information [32] . The results are shown in the following proposition for completeness.
Proposition 1: Define X as the transmitted signal with measurable supports {x 1 , · · · , x n } and
The channel transition probability P(Y |X) can be represented by a set of distribution {p 1 , · · · , p n }, where p i (y)
We have the following lower bound and upper bound on mutual information I(X; Y ),
where Chernoff α-divergence C α (p||q) = − ln p α (y)q 1−α (y)dy and Kullback-Leibler diver-
dy.
Consider OOK modulation at the transmitter and photon-counting detection at the receiver. As T s ≥ τ , the samples are mutually independent and photon-counting detection is performed via examining whether each sample is higher than a certain threshold. Assume negligible shot and thermal noise such that each sample can distinguish whether photons arrived or not perfectly.
, the Chernoff α-divergence and KL divergence are given by 
A. Lower Bound on Mutual Information
According to Proposition 1, the lower bound on I(X;N) is given as
Note that the right-hand side of equation (10) increases with respect to C α (P , where the optimal α to maximize the right-hand side is intractable. We resort to a suboptimal solution to α, given as follows,
We have the following Lemma 1 on optimal α * .
Lemma 1:
The optimal solution to problem (11) , denoted as α * , is 1 2 .
Proof: Please refer to Appendix VIII-A.
Define β
We aim to maximize F l (µ, β) with respect to µ to tighten the lower bound on I(X;N). Since
we have
Thus, the optimal µ maximizing F l (µ) uniquely exists and satisfies
. Thus, we have the following lower bound,
B. Upper Bound on Mutual Information
The upper bound can be obtained using similar method as that of obtaining the lower bound.
Defining
, we have the following,
Define µ
we have the following properties on µ
Lemma 2: Cycle µ * (β 1 , β 2 ) must satisfy the following properties,
Proof: Please refer to Appendix VIII-B.
Lemma 3:
We have that
where equality holds if and only if β 1 = β 2 .
Proof: Please refer to Appendix VIII-C.
According to Lemma 3, an upper bound on the maximal mutual information is given by,
The above discussions can be summarized into the following result.
Theorem 1:
We have that lower and upper bounds on I max (Λ 0 , A, L) are given by Equations (15) and (19), respectively.
C. Asymptotic Mutual Information
We first provide an interpretation to show the tightness of the upper and lower bounds. By applying Jensens inequality to Chernoff α-divergence, we have
i.e., C 1 (22) i.e., β > β 2 ≥ max{β 1 , β 2 }. We consider two cases, large C α (P As the asymptotic maximum mutual information approaches 0 in low SNR regime, we focus on high SNR regime, including large L and A. For large L, we have the following Theorem 2 on the asymptotic results of the maximum mutual information.
Theorem 2:
For large L, the asymptotic maximum mutual information is given by
≤ ln 2 +
Proof: Please refer to Appendix VIII-D.
Theorem 2 implies that the asymptotic maximum mutual information lim
For large peak power A, we have the following expansions on β, β 1 , β 2 .
Lemma 4:
For large A, the expansion on β, β 1 and β 2 are given by
Proof: Please refer to Appendix VIII-E.
Noting that 1 − p 1 = exp(−(A + Λ 0 )τ ), Lemma 4 shows the expansions of β, β 1 and β 2 with exponential convergence for large A. Furthermore, we have the following Theorem 3 on the asymptotic maximum mutual information.
Theorem 3:
For large A, the asymptotic maximum mutual information is given by
Proof: Please refer to Appendix VIII-F.
Theorem 3 shows the upper and lower bounds on the maximum mutual information as
Specifically, we have the following on the asymptotic maximum mutual information for zero Λ 0 ,
IV. ASYMPTOTIC TIGHTNESS OF UPPER AND LOWER BOUND Section III-C provides an interpretation on the tightness of bounds and show the asymptotic maximum mutual information for large L and A. However, the convergence rate of upper and lower bounds is still unknown. In this Section, we proceed to investigate the convergence rate of the upper and lower bounds.
Defining bound gap ∆(β,
, we have the following Theorem 4 on the upper and lower bounds on ∆(β, β 1 , β 2 ).
Theorem 4:
For low SNR, we have the following upper bound on ∆(β,
and for high SNR, we have the following upper bound on ∆(β,
For general β, β 1 , β 2 , we have the following lower bound on ∆(β, β 1 , β 2 ),
Proof: Please refer to Appendix VIII-G.
To characterize the convergence of ∆(β, β 1 , β 2 ), we consider the exponential rate of convergence [33] . In summary, we consider five scenarios, where the convergence rates of the bound gap are shown in Table I .
A. Asymptotic Tightness of Bound Gap for Large L
As L approaches infinity, β, β 1 and β 2 approach 0, which corresponds to high SNR regime.
Then, we have the following Theorem 5 on the convergence rate of bound gap ∆(β, β 1 , β 2 ).
Theorem 5:
As L approaches infinity, the convergence rate of gap ∆(β, β 1 , β 2 ) is given by,
Proof: Please refer to Appendix VIII-H.
Theorem 6 demonstrates that the proposed bounds is asymptotically tight, where bound gap ∆(β, β 1 , β 2 ) approaches zero with exponential rate − ln 
B. Bound Gap for Large Peak Power A
As peak power A approaches infinity, probability p 1 approaches 1 and β, β 1 , β 2 approach 0, which also corresponds to high SNR regime. We have the following upper and lower bounds on the bound gap ∆(β, β 1 , β 2 ).
Theorem 6: For large peak power and fixed background radiation arrival intensities, we have the following upper and lower bounds on ∆(β,
Proof: Please refer to Appendix VIII-I.
Theorem 6 demonstrates that the offset items ǫ u and ǫ l converge to 0 as peak power A approaches infinity. Furthermore, the exponential rates of ǫ u and ǫ l with respect to A are given as follows,
When peak power A approaches infinity, the offset items are negligible for low p 0 , and the following is approximately satisfied,
C. Bound Gap for Low Background Noise Λ 0
For low background radiation arrival intensities, probability p 0 approaches 0 and β, β 1 , β 2 approach 0, which corresponds to high SNR regime. We have the following upper and lower bounds on bound gap ∆(β, β 1 , β 2 ).
Theorem 7:
For low background radiation arrival intensities given fixed peak power, we have the following upper and lower bounds on ∆(β,
Proof: According to reciprocities p 0 ←→ 1 − p 1 , p 1 ←→ 1 − p 0 and Theorem 6, we can readily obtain the results in Theorem 7. The detailed procedure is omitted here. 
As background radiation arrival intensities Λ b approaches 0, the gap is negligible for small Λ b and the following is approximately satisfied,
D. Bound Gap for Large Peak Power
A and Λ 0 = 0
For zero background radiation arrival intensities, we have probability p 0 = 0 and β
L , which corresponds to high SNR regime. We have the following on bound gap ∆(β, β 1 , β 2 ).
Theorem 8: For large peak power A and zero background radiation arrival intensities Λ 0 , we have the following on ∆(β,
Proof: Please refer to Appendix VIII-J. 
E. Bound Gap for Low Peak Power A
For low peak power, probability p 1 approaches p 0 and β, β 1 , β 2 approach 1, which corresponds to low SNR regime. We have the following result on bound gap ∆(β, β 1 , β 2 ).
Theorem 9: For low peak power A given fixed background radiation arrival intensities Λ 0 , we have the following on ∆(β, β 1 , β 2 ),
Proof: Please refer to Appendix VIII-K.
Theorem 9 demonstrates that bound gap ∆(β, β 1 , β 2 ) converges to 0 with order A 2 . The approximated mutual information I(X;N) based on low Λ 0 is shown in Theorem 10.
Theorem 10: For low background radiation arrival intensities Λ 0 , we have the following expansion on I(X;N),
Proof: Please refer to Appendix VIII-L.
The approximation mutual information can be obtained from Equation (50) is typically large and background radiation arrival intensities Λ 0 is low. Thus, the proposed approximate mutual information can be adopted in the medium SNR regime.
VI. NUMERICAL AND SIMULATION RESULTS
Assume photon-counting receiver with OOK modulation. We adopt the following system parameters: symbol rate is set to 1Msps; dead time 20ns [34] ; background radiation arrival intensities 20000s −1 , such that the normalized dead time is 0.02 and the normalized background photon rate is 0.02. For simplicity, we adopt normalized dead time, peak power, background radiation arrival intensities. We first investigate the optimal duty cycle for binominal channel by brute-force method (red full line), the suboptimal duty cycle by approximation based on Equation (50) (black full line), and the lower and upper bounds (blue and purple full line) with respect to peak power A, for L = 20 and L = 30 as shown in Figure 1 and Figure 2 , respectively. It is seen that the optimal duty cycle and proposed suboptimal duty cycle from the derived lower and upper bound approach 0.5 as the peak power approaches infinity, i.e., the proposed suboptimal duty cycle from the derived lower and upper bounds is asymptotically optimal for large peak power. In addition, the proposed suboptimal duty cycle converges to optimal duty cycle faster for a larger sampling number L. For large peak power and large L, the suboptimal duty cycle by approximation method is less accurate due to omitted larger coefficient one-order term in Equation (96) [35] .
For mutual information, Figure 3 shows the mutual information of binominal channel, discrete
Poisson channel, along with the derived upper and lower bounds and the approximation based on Equation (50) with respect to duty cycle. The normalized dead time, background noise, peak power and sampling numbers are set to 0.02, 0.02, 10 and 30, respectively. It is seen that proposed upper bound and lower bound are more accurate in low or large duty cycle and approximation is more accurate for medium and large duty cycle. The mutual information of discrete Poisson channel is also plotted as a benchmark to show the small loss due to imperfect receiver. "Lower bound opt" and "Lower bound" curves are obtained by brute-force search on α and suboptimal α in Lemma 1, respectively. Figure 4 shows the maximum mutual information over duty cycle µ with respect to peak power. The maximum mutual information with respect to duty cycle µ for binominal channel, approximation method, discrete Poisson channel, the lower bound and the upper bound are obtained by brute-force search, and that for "lower bound sub"
and "upper bound sub" are obtained from Lemma 1 and Lemma 3, respectively. It is seen that proposed upper bound and lower bound become more accurate as peak power A increases, and the approximation is more accurate in low and medium peak power regimes.
Consider the asymptotic tightness of the proposed upper and lower bounds. The normalized dead time and background noise are both set to 0.02. We focus on the five scenarios addressed in Section IV. For large sampling numbers L, Figure 5 plots the bound gap by numerical method and the derived upper and lower bounds against sampling numbers L for different peak power values A. It is seen that the proposed upper and lower bounds on gap is becomes tighter as the peak power increases. Figure 6 shows the numerical values and the exponential term from Equation (33) of ∆(β, β 1 , β 2 ) against sampling numbers L for different peak power values A.
It is seen that the proposed upper and lower bounds converge to 0 with exponential rate as Equation (33) predicted. The normalized dead time and background noise are both set to 0.02.
Set the normalized dead time and sampling numbers to 0.1 and 10, respectively. For large peak power A given fixed background radiation arrival intensities Λ 0 , Figure 7 plots the difference of derived upper and lower bounds on ∆(β, β 1 , β 2 ) against peak power A for different background radiation arrival intensities Λ 0 , from both numerical computations and the limit from Equation (40) via omitting the vanishing terms. It is seen that the gap converges as A increases beyond 100. Figure 8 plots the offset items in the derived upper and lower bounds from Equations (34) and (35), respectively, against peak power A for different background radiation arrival intensities Λ 0 . The approximation values are obtained from the exponential terms. It is seen that the derived upper and lower bounds on the offset terms can well predict the true value with the same attenuation rate. In addition, the gap converges to 0 exponentially with the peak power.
Consider low background radiation arrival intensities Λ 0 given fixed peak power A, where the normalized dead time and sampling numbers are set to 0.1 and 10, respectively. Figure 9 plots the difference of derived upper and lower bounds on ∆(β, β 1 , β 2 ) against background radiation arrival intensities Λ 0 for different peak power A. It is seen that the limit of the gap can well predict the true value. Figure 10 plots the offset item in the derived upper and lower bounds from Equations (41) and (42), against background radiation arrival intensities Λ 0 for different peak power A. It is seen that the offset items in the derived upper and lower bounds can well predict those from numerical computation. In addition, the gap between the numerical computation and theoretical approximation converges to 0 with linear rate for low peak power.
Consider large peak power A given background radiation arrival intensities Λ 0 = 0 where the normalized dead time and sampling numbers are set to 0.1, 10, respectively. Figure 11 plots the gap between derived upper and lower bounds on ∆(β, β 1 , β 2 ) from Equations (84) predicted by Equation (49) for low peak power.
VII. CONCLUSION
We have investigated the achievable rate of a photon counting receiver with positive dead time and finite sampling rate. We have proposed upper and lower bounds on the maximum achievable rate over duty cycle based on Kullback-Leibler (KL) divergence and Chernoff α-divergence, and shown the tightness of the proposed bounds. The convergence rate of proposed bounds is investigated for five scenarios. Moreover, an approximation on the achievable rate is proposed based on low background radiation, which is more accurate compared with the proposed upper and lower bounds in the medium signal to noise ratio (SNR) regime. The proposed upper/lower bounds and the approximation are evaluated by the numerical results.
VIII. APPENDIX

A. Proof of Lemma 1
Note that and f
Since the symmetry f (α|p 0 , p
where the last inequality follows from the fact that the right term of the numerator of Equation (53) decreases with p 0 and becomes 0 for p 0 = 1 − p 1 . Based on the above statement, we can readily obtain
B. Proof of Lemma 2
Based on symmetry
i.e., µ
, we have
Thus we have G 1 − (1 − β 2 )µ,
decreases with x, we can obtain µ
C. Proof of Lemma 3
Consider the following three cases.
Case 1: β 1 = β 2 . According to Equation (12), we have max
, i.e., the equality holds.
Case 2: β 1 < β 2 . According to Lemma 2, we have
, we have the following upper bound on max
Case 3: β 1 > β 2 . Similarly to Case 2, we have
D. Proof of Theorem 2
Note that β, β 1 and β 2 approach 0 as L approaches infinity. According to Equation (15) and
For β 1 > β 2 , since
+ o(β 1 ), we have
Similarly, for β 1 < β 2 , we have
For For β 1 = β 2 , we have
E. Proof of Lemma 4
As β =
Since β 1 = (
Noting that β 2 = (
F. Proof of Theorem 3
For large A, p 1 and β 2 approach 1 and 0, respectively. According to Lemma 4, Equation (15) and ln(a + x) = ln a + x a + o(x), we have
For the upper bound, since
the maximal mutual information is given by
G. Proof of Theorem 4
Note that
For low SNR, according to Taylor Theorem and β > max{β 1 , β 2 }, we have
where (a) holds due to the Taylor expansion in terms of β 1 , ξ 1 ∈ (β 1 , β) and (b) holds since
is monotone decreasing with respect to β 1 . Furthermore, we have
where (c) holds
. Similar to equation (70), we have
As F l (µ, β) = F u (µ, β, β), we have the upper bound on ∆(β, β 1 , β 2 ) in low SNR regime,
where (d) holds due to max
and (e) holds according to Equations (70) and (71).
For high SNR, note that
where (f ) and (g) hold due to ln(1 + x) ≤ x and µ ≤ (1 − µ)β 1 + µ, respectively. Thus, we have max
Similarly to Equation (74), we have
Thus, we have the following upper bound on ∆(β, β 1 , β 2 ) in high SNR regime,
where (g) holds since that for positive function f (x) and g(x),
, and x * = arg max
H. Proof of Theorem 5
As
) → 0 as L approaches infinity, such scenario corresponds to high SNR regime. According to Theorem 4, β 1 = o(β) and β 2 = o(β), we have
Thus, we have the following lower bound on the exponential rate of ∆(β, β 1 , β 2 ) with respect
Similarly, we have
and thus an upper bound on exponential rate of ∆(β, β 1 , β 2 ) with respect to L is given as follows,
From Equations (78) and (80), we have
It demonstrates the asymptotic tightness of the upper and lower bounds for large L, with exponential rate − ln
I. Proof of Theorem 6
According to Lemma 4 and Theorem 4, we have the upper bound on ∆(β, β 1 , β 2 ),
where ǫ u is shown in Equation (36). Similarly, according to Theorem 4, we have the following upper bound on ∆(β, β 1 , β 2 ),
where ǫ l is showed in equation (37).
J. Proof of Theorem 8
According to Theorem 4, we have the following upper and lower bounds on bound gap ∆(β, β 1 , β 2 ), ∆(β, β 1 , β 2 ) ≤ (β − β 1 ) + (β − β 2 ),
Thus, the asymptotic tightness is demonstrated as follows,
= lim
Furthermore, we have the following on the exponential rate of the bound gap with respect to peak power A,
i.e., − lim A→∞ ln ∆(β,β 1 ,β 2 ) A = Lτ 2 .
K. Proof of Theorem 9
For low peak power A, we have p 1 → p 0 and p 1 − p 0 = e −Λ 0 τ (1 − e −Aτ ) = (1 − p 0 )τ A + o(A).
Noting that √ x + p 0 = √ p 0 + 
Note that KL(P 
Thus, we have the following Taylor expansion on the β 1 ,
Similarly, we have the following Taylor expansion on the β 2 ,
According 
∆(β, β 1 , β 2 ) ≥ 1 2 ln 1 + β 1 + β 1 + 1 2 ln
Based on Equations (94) and (95), we have ∆(β, β 1 , β 2 ) =
L. Proof of Theorem 10
Note that for binomial distribution P 
According to the continuity of entropy function, we have
Based on Taylor expansion, we have 
Since I(X;N) = H(N) − H(N|X), we can obtain Equation (50).
