When an attacker wants to falsify an image, in most of cases she/he will perform a JPEG recompression. Different techniques have been developed based on diverse theoretical assumptions but very effective solutions have not been developed yet. Recently, machine learning based approaches have been started to appear in the field of image forensics to solve diverse tasks such as acquisition source identification and forgery detection. In this last case, the aim ahead would be to get a trained neural network able, given a to-be-checked image, to reliably localize the forged areas. With this in mind, our paper proposes a step forward in this direction by analyzing how a single or double JPEG compression can be revealed and localized using convolutional neural networks (CNNs). Different kinds of input to the CNN have been taken into consideration, and various experiments have been carried out trying also to evidence potential issues to be further investigated.
Introduction
Nowadays the pervasiveness of images and also videos as primary source of information has led the image forensics community to question about their reliability and integrity more and more often. The context in which pictures are involved is disparate. A magazine, a social network, an insurance practice, an evidence for a trial. Such images can be easily altered through the use of powerful editing software, often leaving no visual trace of any modification, so answering reliably about their integrity becomes fundamental. Image forensics deals with these issues by developing technological instruments which allow to determine, only on the basis of a picture, if that asset has been modified and sometimes to understand what has happened localizing the tampering. Regarding forgeries individuation three are the * indicates equal contribution and corresponding authors. principal classes of detectors studied so far: those based on features descriptors [1, 6, 7] , those based on inconsistent shadows [10] and finally those based on double JPEG compression [25, 5, 13, 14, 2] .
In recent years, machine learning and neural networks, such as convolutional neural networks (CNNs), have shown to be capable of extracting complex statistical features and to efficiently learn their representations, allowing to generalize well across a wide variety of computer vision tasks, including image recognition and classification and so on [11, 8, 18, 9, 21] . The extensive use of such networks in many areas has motivated and led the multimedia forensics community to comprehend if such technological solutions can be employed to exploit source identification [20, 3] or for image and video manipulation detection [15, 16, 4, 23] . In particular, Wang et al. [23] use the histogram of Discrete Cosine Transform (DCT) coefficients as input to a CNN to detect single or double JPEG compressions in order to detect tampered images. The main idea behind [15, 4] is to develop a sort of pre-processing module, designed to suppress image content before training a CNN; while, in [16] the CNN architecture is fed with patches without preprocessing and tampered patches are extracted from the borders of the tampered areas. Although the interest in neural network in image forensics domain is growing, a real comprehension of what is possible to accomplish with it is still in an early stage. This paper presents a step forward in this direction. Our objective is to train a neural network that, given a to-bechecked image, is able to reliably localize the possible forged areas by analyzing the presence of single or double JPEG compressed areas. In particular, different kinds of CNNs-based approaches have been proposed and different inputs to the nets are given. First of all, a spatial domainbased CNN is exploited performing image forgery detection starting from the RGB color images; neither pre-processing is carried out nor side information on the borders of the tampered area is adopted. The CNN is trained to distinguish among uncompressed, single and double JPEG compressed images, to reveal the primary (hidden) JPEG compression and then localize the forgery regions. Secondly, another frequency domain-based CNN is introduced taking as input to the net the histogram of the DCT coefficient similarly as [23] . The third proposed approach is a multi-domainbased CNN able to join the two previous input information on RGBs patches and on DCT histograms. The main contribution of this work is to explore the use of a spatial domain CNN and its combination with the frequency domain for the image forgery detection task. Disparate experimental tests have been carried out trying also to evidence potential issues to be further investigated and improved.
The rest of the paper is organized as follows. In Section 2 we discuss the proposed approaches; Section 3 contains experimental results, while conclusions and open issues are finally drawn in Section 4.
CNN-based proposed approaches
In this work, our objective is to investigate the possibility to discern among uncompressed, single or double compressed images with the intent to detect image regions involved in a splicing attack. In addition to this, our secondary goal is to reveal the primary quality factor applied to the image or to the patch before the secondary compression is applied. To accomplish this task three different CNNbased approaches are devised on the basis of the input data given to the net and on the net itself. A convolutional neural network consists of several cascaded of convolutional layers and pooling layers followed by one or more fullyconnected layers. Each considered CNN in the proposed approaches differs from the others in how components of the nets are combined together and from the number of layers employed, as described in detail in the following. In order to learn discriminant features directly from data a con-sistent set of labeled images is needed in the training phase. For this reason, for all the considered approaches, images of different sizes are subdivided in patches (not overlapping) and then each of them is fed to the net. Differently from the input, that it is different among the approaches, the output of the nets is the same. In particular, the three different proposed CNNs are able to discern among 9 classes: uncompressed, single compressed and double compressed patches (7 quality factors from 60 to 95, step by 5 is considered).
Spatial-domain CNN
In the first CNN-based approach, named spatial domainbased CNN, the input of the net is a NxN size patches on the three color channels (RGB), pre-processing is not considered at all and only a normalization of the data (between 0 and 1) is performed. First of all a convolutional network [12] is designed and it is summarized in Figure 1 (top). This particular net is composed by two convolutional blocks and two fully connected layers. Each convolutional block is composed by two convolutional layers with ReLU activation followed by a pooling layer. All convolutional layers use a kernel size of 3x3 while pooling layer kernel size is 2x2. In order to prevent overfitting, we use Dropout [19] that randomly drops units at training time from the fully connected layers. In particular, a CNN of this kind is trained for each of the considered secondary quality factor QF 2 = 60 : 5 : 95. Thus, we obtained eight different classifiers corresponding to each value of QF 2 . Each classifier is required to output two levels of classifications for an input patch. The first is an inter-class categorization between uncompressed, single compressed and double compressed patch. The second is the intra-class of the QF 1 (ranging in 60 : 5 : 95, excluding QF 1 = QF 2 ) in the case of double compressed patches. We thus choose to output 9 plain classes, the uncompressed class, the single com-pressed class and a class for each QF 1 . As a result, the last fully connected layers of the CNN is sent to a nine-way softmax connection, which produces the probability that each sample should be classified into each class. As loss function, we use a categorical cross-entropy function [22] . We note that mis-classifying the intra-class of a double compressed patch is a smaller error compared to wrongly classify the inter-class of a patch. So, we adjust the loss to weight an intra-class error as 1/9 of an inter-class error. In our preliminary experiments, this improved the intra-class classification accuracy.
The proposed CNN model is trained based on the labeled patch samples from the training set composed by uncompressed, single or double compressed patches (i.e QF 2 = 90 and QF 1 varies from 60 to 95). In the test phase, one of the eight trained CNN (selected accordingly to the quality factor saved in EXIF header of the JPEG format) is used to extract the patch-based features for a test image by applying a patch-sized sliding window to scan the whole image, assigning a class for each patch and therefore performing localization at image level.
Frequency-domain CNN
In the second proposed approach, frequency domainbased CNN, a pre-processing is performed for a given patch computing the histogram of the DCT coefficients following the idea in [23] expanding the number of the evaluated coefficients. In detail, given a NxN patch, DCT coefficients are extracted and, for each 8x8 block, the first 9 spatial frequencies in zig-zag scan order (DC is skipped) are selected. For each spatial frequency i, j, the histogram h i,j , representing the occurrences of absolute values of quantized DCT values, is built. In detail, h i,j (m) is the number of values m in the histogram of the i, j DCT coefficient with m = (−50.., 0.., +50). So the network take in total a vector of 909 elements (101 histogram bins x 9 DCT frequencies) as input. Again, as before, an array of eight CNNs is trained, each of them corresponding at the different values of the second compression quality factor QF 2 . The feature vector is then used to train each CNN, in order to distinguish among the 9 classes defined before (uncompressed, single compressed and double compressed with QF 2 fixed and primary quality factors varying in QF 1 = 60 : 5 : 95). The architecture of the proposed CNN model is illustrated in Figure 1 (bottom) . It contains two convolutional layers followed by two pooling connections and three full connections. The size of the input data is 909x1, and the output is a distribution of nine classes. Each fully connected layer has 256 neurons, and the output of the last one is sent to a nine-way softmax, which produces the probability that each sample should be classified into each class. In our network, rectified linear units (ReLUs) f (x) = max(0, x) as activation function, are used in each layer. In both fully connected 
Multi-domain CNN
The third considered approach is a multi-domain CNN where the three channels color patch and the histogram of DCT coefficient computed on the patch serve as input of the net in order to combine the previous two approaches. In Figure 2 the proposed net is depicted and it consists of one spatial domain-based CNN and one frequency domainbased CNN up to their first respective fully connected layers. The multi-domain-based CNN learns the inter-modal relations between features coming from R,G,B domain and from the histogram of DCT joining together the outputs of the fully connected layers of the two nets (256 dimensions each). In this way the last fully connected layer has 512 neurons, and the output is sent to a nine-way softmax connection, which produces the probability that each sample is classified into each class also using a dropout layer. So, as well as before, eight different 9 classes classifiers are devised corresponding to each value of QF 2 . The training and testing phase are performed as before.
Experiments
In this section some of the experimental tests carried out are presented. In particular, in Section 3.1 the general set-up is primarily introduced while in Section 3.2 results obtained with the 9-classes classifiers are presented and in Section 3.2, the performance of the three proposed approaches are compared. Ultimately, in Section 3.3, a qualitative point of view on some forensic-like examples is debated.
Experimental setup
The UCID dataset [17] has been used for the experimental tests; it is composed by 1338 images (TIFF format and size 384 × 512). The whole dataset has been subdivided in training set (1204, about 90%), validation set (67, about 5%) and test set (67, about 5%) in order to keep separate the bunches of images involved in the different phases. It have been considered 8 diverse JPEG quality factors with QF = 60 : 95 with a step of 5 both for the first and the second compression; according to this, 8 CNNs (one for each QF 2 ) have been trained on non-overlapping image patches of size N = 64 that is 48 patches for every UCID image. Each CNN is trained to classify 9 different classes of images which are: uncompressed, single compressed and double compressed (7 classes, given that the case QF 1 = QF 2 is skipped because it would fall in the single compressed one). The neural network learns on 57,792 patches (1204 × 48) for each of the 9 classes and is optimized by using AdaDelta method [24] . The training phase is stopped when the loss function on the validation set reaches its minimum that usually happens after 15/20 epochs. Performance on the test set (28,944 patches in total) are evaluated in terms of True Positive Rate (T P R = T P T P +F N ) and Accuracy (ACC = T P +T N T P +F N+T N+F P ).
CNN-based approaches evaluation
In this experiment, we have investigated the performance in terms of TPR of the CNNs trained with spatial domainbased examples and with frequency domain-based ones. Results, over a test-set of 28,944 image patches, of the different CNNs are presented in Table 1 and Table 2 respectively. Both methods are able to classify all uncompressed patches almost perfectly while the spatial domain-based CNN has an higher TPR for single compressed patches. Regarding double compressed patches, it can be seen that both methods show good performance in the top-right zone of the matrix. It is quite well-known in fact that when QF 2 > QF 1 , traces of the first compression still survive and are easily detectable.
In Table 3 , the results obtained for the multi-domainbased approach which combines the two previous kinds of input, are listed. It is worthy underlining that there is a significant improvement, as general, and also in the bottom-left part of the table (QF 1 < QF 2 ). This suggests that the two inputs provide complementary information that the multidomain approach is able to correlate and exploit.
The three approaches are also compared in terms of accuracy for the different 8 classifiers according to QF 2 . Fig-Figure 3 : Three approaches comparison in terms of accuracy for each of the 8 (QF 2 ) classifiers. ure 3 provides a clear evidence of the respective behaviors: the multi-domain approach outperforms the others and basically tends to achieve high level of accuracy (over 95%) when QF 2 is superior to the value of 80.
Qualitative results
In this section, some experimental results are extrapolated and presented to provide a qualitative view of the achieved performance mainly in terms of forgery localization. In particular, in Figure 4 five sample counterfeited pictures (top row) and their corresponding localization masks (bottom row) are visualized. Forged images have been constructed by inserting a 64 × 64 patch, coming from another UCID image, within a host picture (for sake of clarity, the patch is located always in the same position in this figure) . Such a processing can be carried out in different manners in terms both of used JPEG quality factors and of areas undergone to single or double compression; to provide an as-wide-as-possible view of the various cases diverse situations are represented. In Figure 4 (a) and (f), the forged patch was double compressed (blue color) with QF 1 = 60 and QF 2 = 90 while the remaining part was single compressed (green color) at QF 2 = 90; different color tones indicate prediction probability of that class assigned by the CNN. So in this initial case, the second JPEG quality factor is higher than the first. In Figure 4 (b) and (g), a similar case is considered but now QF 1 = 80 and QF 2 = 85, so quality factors are again in increasing order but much closer each other. On the contrary, in Figure 4 (c)-(h) and (d)-(i), quality factors in decreasing order have been used (QF 1 = 80, QF 2 = 70 and QF 1 = 95, QF 2 = 90 respectively). It can be seen that now, as expected, the behavior is more noisy especially when the second compression is Table 2 : Frequency domain-based CNNs: performance of the 8 CNNs to distinguish the 9 different classes of images in terms of TPR. stronger (QF 2 = 70). Finally, in Figure 4 (e) and (j), the case with QF 1 = 60 and QF 2 = 90 is presented but, this time, the forged patch is single (QF 2 = 90) compressed (green color). This is the dual circumstance, in terms of areas involved in compression, with respect to Figure 4 (a) and (f).
Conclusions
In this paper we presented a step forward into adopting convolutional neural networks for the task of detecting splicing forgery. We began to explore CNN capabilities to classify and localize uncompressed, single and double compressed patches of images. In the latest case, our approach is also able to recover the original compression quality factor. We proposed a spatial domain-based CNN and its combination with a frequency-based CNN into a multi-domainbased approach. Experimental results suggest that the spatial domain can be used directly and, when combined with the frequency domain, can lead to superior performance where DCT methods are usually weak (e.g. QF 2 < QF 1 ). Some open issues remain to be explored. First, the choice of the CNN architecture can lead to very different performance as it was seen on the object classification task [11, 18] where deeper architectures are used. Second, how much data is needed to train a good CNN model should be explored by collecting a larger dataset. Our results suggest that spatial information could help where DCT methods require patches with at least 64x64 to build a useful statistic. Third, the capability of CNNs to detect different kind of compressions (e.g. JPEG 2000 or lossy PNG) should be explored. Our promising results show that this tool can detect the subtleties features of previous compressions and learn to predict the first quality factor used in re-compressions. 
