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ABSTRACT 
Correlation is commonly present in genetic association studies and may yield incorrect 
inference when ignored. Hence, developing methods for properly analyzing correlated 
data is crucial. However, there is a lack of analytical tools to answer certain questions 
because existing methods are not applicable when some model assumptions are violated. 
In this thesis, we propose three methods for correlated phenotypes, particularly 
correlation arising from family data.  
 
We first develop an iterated weighted linear mixed effects (IWLME) method to account 
for heteroscedasticity. We compare the model performance of IWLME with five other 
methods by simulation studies. When applying methods that ignore heteroscedasticity, 
the occurrence of heteroscedasticity results in lower power, but not excessive type I error. 
When heteroscedasticity is present, meta-analysis, linear mixed effects (LME) models in 
GENetic EStimation and Inference in Structured samples (GENESIS), weighed LME and 
IWLME provide a more precise estimate of the effect size with smaller bias and mean 
square error, compared with LME and generalized estimating equations (GEE). In an 
  vii
Epi-genome wide association study, by applying IWLME, more CpGs reach the 
significance threshold compared with LME. 
 
We then explore R2 statistics in LME, defining R2 as the proportion of the variance in the 
response that is predictable from the fixed effect variables. We review six existing R2 
estimators and extend these estimators to estimate partial R2. We propose three R2/partial 
R2 estimators based on our R2 definition and variance decomposition. We compare the 
performance among the methods by simulation studies. Our proposed R2 estimators have 
the smallest mean square error, low bias, and no or only a small percentage of negative 
estimation when the true R2/partial R2 is modest or higher (>2%).  
 
Finally, a Firth bias corrected generalized estimating equations (FBC-GEE) approach is 
proposed to address separation for correlated binary data, a common occurrence in 
association analyses of rare genetic variants. We compare GEE, FBC-GEE, Firth logistic 
regression and Scalable and Accurate Implementation of GEneralized mixed model 
(SAIGE) by conducting simulation studies. FBC-GEE helps reduce type I error inflation 
compared with GEE.  
 
With these projects, we develop new methodologies and improve the understanding of 
the performance of available methods for genetics studies with family data. 
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CHAPTER 1    Overview 
Statistical association analysis has been widely applied to uncover genetic loci associated 
with a disease or trait and to better understand the genetic architecture underlying a 
disease. However, most studies are based on unrelated samples. Analysis of correlated 
samples, particularly family clustered samples remains a challenge. This dissertation 
includes three projects addressing different aspects of genetic association studies with 
correlated data. There are three specific topics: accounting for heteroscedasticity when 
modeling correlated data with linear mixed effects (LME), estimating variance predicted 
by a set of predictors in LME, correcting the type I error inflation when modeling binary 
trait correlated data with separation. We extend existing methods and provide alternative 
approaches for both continuous and binary traits in family samples. In the first two 
projects, we focus on continuous outcome under the linear mixed effects models 
framework. Methods are proposed to deal with heteroscedasticity and estimate the 
coefficient of determination. In the final project, we focus on a binary outcome, which 
can be separated by a combination of predictors, under the generalized estimating 
equations framework.  
 
In Chapter 2, we propose an iterated weighed linear mixed effects model to account for 
heteroscedasticity. We solve the weighted linear mixed effect model by maximizing the 
profile log-likelihood and estimate the weight vector by an iterated procedure. We 
evaluate our algorithm by means of simulation studies in various scenarios. Based on the 
results, our proposed method has well-controlled type I error rate and has higher power 
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when heteroscedasticity occurs compared with methods not accounting for 
heteroscedasticity. Our approach also provides a good estimation of regression 
coefficient β with low bias and MSE. In an epi-genome wide association study on six 
cognitive tests with sample size from 1544 to 2235, by applying IWLME, we are able to 
identify more CpGs with p value<1×10-4. At the same time, the genomic inflation factor 
is closer to one compared with standard LME applied to the same data 
 
In Chapter 3, we review the definition of R2 statistic in linear regression. We define R2 as 
the variation of outcome that can be explained by fixed effects predictors in LME. Six 
existing methods to estimate R2 in LME are reviewed. We extend these methods to 
estimate partial R2 in LME, which is the proportion of variation that can be explained by 
some pre-specified fixed effect predictors included in a full model. We decompose 
variance of the response variable in an LME model into three parts and propose the R2 
estimators based on these variance components. Two simulation studies with various 
effect sizes, ratio between random effect and random error variance and correlation 
between predictors are conducted and we compare the performance of the R2 estimators. 
The true value of R2, ratio between random effect and random error variance and 
correlation between predictors affect the performance of the R2 estimators. Our proposed 
methods have multiple advantages: smallest MSE, small upwards bias and very few 
negative estimations.  
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In Chapter 4, we propose a Firth bias corrected version of generalized estimating 
equations to deal with separation. An independent working correlation structure is 
assumed for simplicity. We apply the Firth bias adjustment to the generalized estimating 
equation as if it is the score function of a logistic regression model to estimate regression 
coefficients. We also revise the GEE sandwich variance estimator by applying the Morel 
small sample adjustment [Morel et al., 2003]. Two simulation studies are conducted. The 
first simulation study has a relatively small sample size, severely imbalanced outcome 
and dichotomous predictors. The second simulation study has a large sample size, 
extremely imbalanced outcome and rare genotype predictors. FBC-GEE performs well in 
the former because it helps reduce the inflation of type I error rate and provides a better 
regression coefficient estimator with respect to bias and MSE compared with GEE. 
SAIGE outperforms in the second simulation study.   
 
In Chapter 5, we summarize the three methods developed as part of this dissertation and 
discuss future directions we want to pursue. 
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CHAPTER 2    A Solution to the Heteroscedasticity Problem in Linear Mixed 
Effects Models 
2.1 | Introduction 
Heteroscedasticity arises when there are sub-populations with unequal variabilities. In a 
regression model, variability of the dependent variable that is correlated with the levels of 
the independent variable(s) is referred to as conditional heteroscedasticity. Variability of 
the dependent variable that does not systematically increase or decrease with changes in 
the value of the independent variable(s) is referred to as unconditional heteroscedasticity. 
 
A number of approaches have been proposed to address the issue of conditional 
heteroscedasticity in uncorrelated samples. In a linear regression model, when 
heteroscedasticity is present, the ordinary least square (OLS) estimators for regression 
coefficients are unbiased, but they no longer are the best linear unbiased estimators 
(BLUE).  
At the same time, in the presence of heteroscedasticity, the standard error estimates are 
biased, which may result in inflated type I error or loss of power, and invalid confidence 
intervals.  
There are several tests to detect heteroscedasticity, including the Breusch-Pagan test 
[Breusch & Pagan, 1979] which is designed to detect any linear form of 
heteroscedasticity, and White’s test [White, 1980] which also works for nonlinear forms 
of heteroscedasticity.  
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There are multiple proposed methods to account for heteroscedasticity. The most 
common approach is to apply the heteroscedasticity consistent standard errors (HCES), 
i.e. White corrected standard errors [White, 1980], which gives a consistent estimator of 
standard errors in regression models with heteroscedasticity without altering the estimates 
of the regression coefficients. Other methods include generalized least square [Aitken, 
1936] (GLS), feasible generalized least squares [Wooldridge, 2013] (FGLS) estimators or 
taking non-linear transformation of the variables to modify the model specification 
[Gaudry & Dagenais, 1979].  
 
Despite several available solutions for independent samples, for correlated samples, only 
limited work exists addressing heteroscedasticity tests, the effect of heteroscedasticity on 
mixed effects models and how to account for heteroscedasticity. In this study, we 
investigate the effect of conditional heteroscedasticity on linear mixed effects models in 
the context of modeling genetic association with family clustered data and propose a 
method to account for heteroscedasticity.  
 
2.2 | Methods and Materials  
2.2.1 Linear mixed effects models and iterated weighted linear mixed effects models 
algorithm   
The linear mixed effects model for correlated samples with family clusters can be 
denoted as: 
 =  +  + 	, (1) 
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where  is a  × 1 vector of observations;  is a  ×  known, constant design 
matrix;  is a  × 1 vector of unknown parameters;  is a  ×  known, constant 
design matrix corresponding to the m×1 vector of unknown random effects 
 ~ (0, );  	 ~ (0, )  is the random error;  is the family kinship 
matrix to account for the correlations among observations; and  = .The total 
number of observations is , and the number of subjects is m.  
 
In a LME model with heteroscedasticity, the random error distribution can be modeled as 
	 ~ 0,  !"#($, , … , &)', equivalent to 	 ~ (0, ()$), where ( =
 !"# *+,-+.-/. Therefore, in the presence of heteroscedasticity, equation (1) is a weighted 
linear mixed effects (WLME) model. 
 
In order to solve a WLME problem, we can multiply equation (1) by ($/ : 
($/ = ($/ + ($/ + ($/	, (2) 
Let  = ($/,  = ($/,  = ($/ and 	 = ($/	; then 	 ~ (0, ). 
After the transformation, we get a standard LME model. Solving equation (1) with 
heteroscedasticity is equivalent to solving a LME after transformation of response (y), 
design matrix for fixed effect (X) and for random effect (Z). If the weight matrix is 
known, we can estimate ,  and  by maximizing the likelihood function: 
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3,  ,  4' = 5 6(|,  ,  )89$
= 1(2:)& exp >
− ∑ A4B − C − CD4A89$ 2 E 5 F
G|det(∆)|K4CLC4M
N89$ ,
(3) 
where B = P0 Q, C = P0 Q, C = P∆ Q; ∆ is from the Cholesky decomposition of ∆L ∗ ∆=
S())$, where S() =  ×  is a part of the random effect variance (Var(b)=  ×  ×
); D = CLC')$CL(B − C).  
 
However, maximizing the likelihood with respect to ,   and  simultaneously is 
computationally challenging.  Instead, we apply the profile likelihood method and 
consider the likelihood as a function of  only. That is, we calculate the conditional 
estimates () and () as the values that maximize 3(,  ,  ) for a given . As the 
estimator D depends on , we must determine the least square estimates jointly as:  
D$, … , D8, TL'L = "U#!V ∑ A4B − C − CD4A89$ . Substituting the estimator for 
D$, … , D8, TL'Land the conditional MLE for  into the likelihood function (3) provides 
the profile likelihood function [Pinheiro & Bates, 2000]: 
3() = 3 WT(), , X()Y = exp (−/2)Z2:X()[&/ 5 |det (∆)|K|CLC|
8
9$ , (4) 
Finally, 3() can be maximized by the Newton algorithm. 
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For data with conditional heteroscedasticity and unknown weights, the weight vector also 
needs to be estimated. Here, we assume that the heteroscedasticity is due to one or 
several known factors from a pool of predictors. For example, the response variable was 
measured at different lab sites or in several batches. Following the idea of a feasible least 
square method [Wooldridge, 2013], we propose an iterated weighted linear mixed effects 
(IWLME) model as the solution, starting with a weight matrix equal to the identity 
matrix. A weighted linear mixed effects model is fitted and the residuals are calculated. 
We then regress the residuals on the predictors that are known to cause 
heteroscedasticity. The weight vector is then updated by plugging in the inverse of the 
fitted value from the regression. We repeat the procedure of fitting the weighted linear 
mixed model, obtaining the residuals, regressing the residuals and updating the weights 
until the weight parameters converge.  
 
In addition, we include a Likelihood Ratio (LR) test for heteroscedasticity in the 
proposed algorithm to help improve the computational efficiency of our method when 
there is no heteroscedasticity in our data. For a total of N observations, assuming that 
there are k subgroups with sample size V$, V, … , V], we write the hypothesis of equality 
of variances as ^: $ =  =  … = ] and $^: not all  are equal, i=1, 2, …, k. The 
test statistic -2log(`) follows asymptotically a chi-square distribution with degree of 
freedom k-1. 
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` = ∏ Xb'cd/]b9$∑ Vb]b9$ Xb/'&/ , (5) 
where Xb is the variance component obtained by fitting within group LME model and 
calculating 
$cd ∑  − T'cd9$ . If the hypothesis of homoscedasticity is not rejected, a 
standard linear mixed effects model, which requires shorter computation time, is fitted 
instead of the IWLME model. 
 
Finally, we summarized the IWLME algorithm: 
a) Conduct a test for heteroscedasticity. If there is no heteroscedasticity, stop and fit 
a standard linear mixed effects model, otherwise, go to step b: 
b) Start with f = 1, i=1, 2, …, N 
c) Fit a weighted linear mixed effects model and obtain the residuals: g =  −
T − D 
d) Assuming g = gh6 (), regress iV (g) on the independent variables which 
lead to the heteroscedasticity and obtain the fitted value ĝ 
e) Update the model weights: f = 1/ĝ and normalize the weights for different 
groups/observations summing to one 
f) Repeat step c) to e); after a burn-in period, stop until weights converge, i.e. 
 max Af(m) − f(m)$)A < r (In this study, r is selected to be 0.1%.) 
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2.2.2 Simulation studies 
2.2.2.1 Simulation of a continuous main predictor 
In order to show the effectiveness of our proposed method, we conduct a simulation 
study. We compare the performance of the new method (IWLME) with that of four other 
methods, including the standard LME, the generalized estimation equations with identity 
link functions (GEE-identity link), the weighted linear mixed effects model (WLME) 
with weight parameter set to the inverse of the within group variance of dependent 
variable and the meta-analysis, in which we fit separate LME for each group and conduct 
the fixed effect meta-analysis to combine the results. Standard LME and GEE do not 
account for heteroscedasticity, but WLME and meta-analysis do.  
 
The Framingham Heart Study (FHS) family structures are utilized to simulate correlated 
individuals in the simulation. We first include all participants from the FHS offspring 
cohort [Feinleib et al., 1975] attending exam five and all participants from the FHS 
generation three cohort [Splansky et al., 2007] attending exam one. From this subset of 
individuals, we randomly draw 320 extended families, generating a sample size of 2,034 
(mean family size=6.4). A family kinship matrix is built based on the family structures of 
the 2,034 individuals. FHS family structures are used in the simulation as a representative 
of family clustered samples with various family sizes and pedigrees. We assume that the 
participants’ outcome variable were measured at two different laboratory sites, which 
introduced heteroscedasticity. The simulation model is denoted as: 
 =  ×  + 3 +  ×  + 	, (6) 
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where Main Predictor X is simulated from (0, 1); lab effect L= 0.5, which means that if 
the participant is measured at laboratory two, it has lab effect equal to 0.5, and if the 
participant is measured at laboratory one, it has lab effect equal to zero; the random effect 
vector is simulated from a multivariate normal distribution (0, ); and the 
random error vector is simulated from (0, ) for lab one participants and from 
(0, `) for lab two participants. There are four parameters to vary in the simulation 
study: a) the variance of the random error  = 52, 102 or 202; b) the magnitude of the 
random effect variance  = 1/3, 1 or 3; c) the proportion of samples from laboratory one 
Prop1 = 20%, 50% or 80%; and d) the severity of the heteroscedasticity λ=1, 3 or 5, i.e. 
qrs = `qrs$. Here, if heteroscedasticity exists, laboratory one data has a smaller 
variance. For each simulation scenario, we fix two of the three parameters ,  and 
Prop1, and vary both the other parameter and λ. There are 21 scenarios.  
Four additional scenarios with participants measured at five and ten laboratories are 
simulated, two scenarios with homoscedastic data and two with heteroscedasticity. In the 
additional simulations with more than two laboratories,  and  are fixed to be 10 and 1, 
respectively. Approximately, an equal number of observations are measured from each 
laboratory. For the two heteroscedastic scenarios, λ is equal to 1 for laboratory one and is 
sampled from a uniform distribution U(1, 5) for the other four or nine laboratories. About 
half of the laboratories have lab effect to be 0.5. In total, our simulation study contains 25 
scenarios.  
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For our type I error evaluation, the fixed effect coefficient β is set to be zero. In total, 
10,000 data sets are simulated for each scenario. The empirical type I error rate is the 
number of times that p value of the main predictor is less than 0.05 divided by the 
number of simulation replicates (10,000). We evaluate if each method (IWLME, LME, 
GEE, WLME and meta-analysis) has empirical type I error rate close to 0.05 in the 25 
scenarios. The bias and mean squared error (MSE) of the regression coefficient 
estimators from different methods are also compared.  
 
For the power evaluation, the fixed effect coefficient β is set to one. In total, 2,000 data 
sets are simulated for each scenario. Due to the inflated type I error rates of some 
methods in certain scenarios, for a fair comparison, we estimated power of these methods 
at the test-specific empirical α levels that yield type I error rate=0.05 and the empirical 
power is the number of times that p value of the main predictor is less than 0.05 (or 
inflation adjusted α levels) divided by the number of simulation replicates (2,000). We 
compare inflation adjusted power of the five methods (IWLME, LME, GEE, WLME and 
meta-analysis) in all 25 scenarios. The bias and MSE of the regression coefficient 
estimator are evaluated. 
 
2.2.2.2 Simulation of a genotype main predictor 
Additionally, we simulate data sets with genotype as the main predictor. The simulation 
set up is similar to that conducted in 2.2.2.1. The simulation model is denoted as follows: 
 = tu ×  + 3 +  ×  + 	, (7) 
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where alleles for each variant are randomly drawn from the Bernoulli distribution with 
probability equal to a predefined minor allele frequency (0.01, 0.1, 0.25). Then we 
perform the gene-dropping using these sequences as founder haplotypes that are 
propagated through the pedigree of 2,034 FHS participants. We set lab effect = 0.5, 
which means that if the participant is measured at laboratory two, it has lab effect equal 
to 0.5 and if the participant is measured at laboratory one, it has lab effect equal to zero. 
The random error vector is simulated from (0, 10) for lab one participants and from 
(0, (` × 10)) for lab two participants. The sample size for each laboratory is 1,017. 
The random effect vector is simulated from a multivariate normal distribution 
(0, 10 × ). There are two parameters to vary in the simulation study: a) minor 
allele frequency for the genetic variants MAF=1%, 10% or 25% and b) the severity of the 
heteroscedasticity λ=1, 3 or 5, i.e. qrs = `qrs$. There are nine scenarios.  
Six additional scenarios with participants measured at ten laboratories are simulated, 
three scenarios with homoscedastic data and three with heteroscedasticity. Approximately 
an equal number of observations are measured from each laboratory. About half of the 
laboratories have fixed lab effect of 0.5. For the three heteroscedastic scenarios, λ is equal 
to one for laboratory one and is sampled from a uniform distribution U(1, 5) for the other 
four or nine laboratories. In total, our genotype simulation study contains 15 scenarios.  
 
For our type I error evaluation, the fixed effect coefficient β is set to be 0. In total, 10,000 
data sets are simulated for each scenario. For the power evaluation, the fixed effect 
coefficient β is set to one and type I error rate is controlled at 0.05. In total, 2,000 data 
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sets are simulated for each scenario. Empirical type I error rate and inflation adjusted 
power of six methods are compared. The methods are IWLME, LME, GEE, WLME, 
meta-analysis of results from group stratified analysis, and linear mixed models in 
GENetic EStimation and Inference in Structured samples (GENESIS) [Conomos et al., 
2019]. Note that GENESIS was not included in the simulation of a continuous predictor 
because three categories genotype data is required as the input of main predictor for this 
software package. For genotype main predictors, we also included GENESIS in the 
comparison, which provided genetic association testing using mixed models and could 
also correct for heteroscedasticity by estimating separate residual variance components 
by a categorical variable when the null model is fitted (the null model contains all the 
covariates but no single nucleotide polymorphisms (SNP) genotype terms). [Conomos et 
al., 2019] Additionally, we calculate the bias and MSE of the β estimators. 
 
2.2.3 Epi-genome wide association study on six cognitive tests  
We apply our proposed method using deoxyribonucleic acid (DNA) methylation 
association analysis with six cognitive function measures from the Framingham Heart 
Study [Feinleib et al., 1975].  
 
The Framingham Heart Study DNA methylation data were measured at two lab sites, 
Johns Hopkins University (JHU) and University of Minnesota (UMN) at different times. 
A total of 2,636 participants’ data passed quality control (QC) filters. Among them, 487 
observations are from the JHU laboratory and 2,152 observations are from the UMN 
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laboratory. The variance of multiple probes differs between the two lab sites and thus 
heteroscedasticity is identified on numerous probes in the DNA methylation data set. 
(Table 7) In total, there are 443,313 measured CpGs used as the response variable in our 
models.  
 
The six cognitive tests include: a) Wechsler Logical Memory [Wechsler, 1987; Wechsler, 
1997] (sum of the immediate and delayed tasks); b) Semantic Verbal Fluency [Lezak, 
2004] (animal naming in total score); c) Phonemic Verbal Fluency [Benton et al., 1994; 
Lezak, 2004] (controlled oral word association test in total score); d) Trail Making Test 
Part B [Reitan, 1958; Bowie & Harvey, 2006] (natural log of the time taken in seconds); 
e) Wide Range Achievement Test III edition [Wilkinson, 1993] (total number of right 
answers) and f) Mini-Mental State Examination [Folstein et al., 1975]. The cognitive test 
scores are used as predictor variables in our models.  
 
Epigenome-wide Association Study (EWAS) model specification: for each cognitive test, 
a LME and an IWLME model are fitted for all CpGs. The models treat methylation at the 
CpG sites as the dependent variable with the cognitive test measures, one at a time, as the 
predictor of interest. In each model, covariates include age, age squared, sex, an age × sex 
interaction, binary smoking status (whether or not the participant smoked cigarettes 
regularly in the last year), body mass index, white blood cell covariates, technical 
covariates, such as plate, chip and array, surrogate variables calculated by using DNA 
methylation epi-genotype matrix to adjust for latent confounding [Leek & Storey, 2007; 
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Leek et al., 2012] and associated GWAS principal components to account for population 
stratification. Individuals with prevalent dementia or clinical stroke are excluded from the 
analysis.  
 
A description of the FHS offspring cohort, measurement details of DNA methylation 
data, cognitive tests and covariates can be found in the methods and appendix section 
(https://static-content.springer.com/esm/art%3A10.1038%2Fs41380-017-0008-
y/MediaObjects/41380_2017_8_MOESM1_ESM.docx) of an EWAS of cognitive 
abilities. [Marioni et al., 2018] 
 
Previously, a meta-analysis of epigenome-wide association studies of cognitive abilities, 
involving the Framingham Heart Study, identified four CpGs that have significant 
association with Phonemic verbal fluency, vocabulary and Mini-Mental State 
Examination (MMSE) test. [Marioni et al., 2018] We compare the performance of new 
method with that of the standard LME for the four significant CpGs. In addition, we 
compare the EWAS results from IWLME and LME, in terms of the number of top hits 
identified, and genomic inflation factor in the analysis restricted to FHS participants.  
 
2.3 | Results 
The family sizes of the 320 FHS families in the simulation studies ranged from 1 to 146. 
The first quartile, median and third quartile of the family sizes were 2, 3 and 7. The 
majority of families had relatively small family size and only a few had large family 
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sizes. (Figure 1) Full details of the connectedness of the 320 FHS families in the 
simulation studies are provided in the Supplementary Table 1. 
 
2.3.1 Performance with a continuous main predictor 
Figure 2 illustrates the empirical type I error rates for LME, GEE, meta-analysis, WLME 
and IWLME in different scenarios. All five methods’ type I error rates were very close to 
0.05, which confirmed the effectiveness of IWLME in controlling false positives. The 
type I error rates were mostly bounded within 0.05±0.0025. Results showed that if 
heteroscedasticity existed and was not taken into account (for example, using LME), the 
calculated type I error rate would still match the α level of 0.05. Results indicated that, 
overall, the empirical type I error rate of LME best matched the target value of 0.05. The 
type I error rate of LME could be slightly inflated when the majority of the observations 
came from the laboratory with smaller variance (Figure 2.i) and deflated when the 
minority of the observations came from the laboratory with smaller variance (Figure 2.g). 
The same pattern was also identified with analysis of variance (ANOVA) with inequality 
of variance and different size of groups. [Box, 1954] The GEE empirical type I error rate 
was slightly inflated, especially in the homoscedasticity scenarios (Figure 2.a-c, e-k). The 
type I error rates of meta-analysis and WLME were slightly inflated in the 
heteroscedasticity scenarios (Figure 2.a-c, e, g-h, j-k), at the same time, the type I error 
rate of these two methods could also be deflated when the majority of the observations 
came from the laboratory with small variance (Figure 2.i). For IWLME, the empirical 
type I error rate tended to be slightly conservative in each scenario.  
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Figure 3 presents the empirical inflation adjusted power for LME, GEE, meta-analysis, 
WLME and IWLME in different scenarios. Results showed that with the increase of 
overall variance, the power decreased for all five methods (Figure 3.a-c); with the 
increase of random effect variance only, the power decreased for all the methods (Figure 
3.d-f); with the increase of sample proportion with smaller random error variance, the 
power increased for all the methods in heteroscedastic scenarios (Figure 3.g-i); with the 
increase of severity of the heteroscedasticity λ, the power decreased for all the methods 
(Figure 3.a-k), given other parameters were fixed. Empirical power also decreased with 
an increasing number of laboratory in heteroscedastic cases (Figure 3.j-k). When there 
was a substantial heteroscedasticity issue present in the data (λ increased from 3 to 5), the 
loss of power is more severe for LME and GEE compared with meta-analysis, WLME 
and IWLME. In most scenarios, when the severity of heteroscedasticity increased (λ 
increased from 3 to 5), the power decreased greatly for LME and GEE, however, not for 
meta-analysis, WLME and IWLME. In most homoscedastic cases, GEE had slightly 
lower power compared with the other four methods. The simulation results demonstrated 
that not adjusting for heteroscedasticity would results in loss of power when 
heteroscedasticity existed.  
 
Table 1 and 2 indicates that when compared with LME and GEE, applying meta-analysis, 
WLME or IWLME would provide a better estimation of regression coefficients. The bias 
and MSE of the β estimator from these three methods were smaller than those of LME 
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and GEE. In each case, LME and GEE (method ignoring heteroscedasticity) had similar 
results, however, GEE β estimator had a larger bias and MSE compared with the LME 
estimator. Additionally, results of the meta-analysis, WLME and IWLME (method 
accounting for heteroscedasticity) were similar, although the IWLME β estimator had a 
smaller MSE than those of the meta-analysis and WLME.  
 
2.3.2 Performance with a genotype main predictor 
Figure 4 illustrates the empirical type I error rates for LME, GEE, meta-analysis, 
GENESIS, WLME and IWLME in different scenarios. LME, GENESIS and IWLME had 
empirical type I error rates close to 0.05. Their type I error rates were mostly bounded 
within 0.05±0.005. However, inflation of type I error rate were observed for GEE, meta-
analysis and WLME in certain scenarios. Results indicated that, overall, the empirical 
type I error rate of LME matched the target value of 0.05. The GEE empirical type I error 
rate was severely inflated, especially in the homoscedasticity scenarios and for rare 
variants analysis (Figure 4.a, d). The type I error rates of meta-analysis and WLME were 
inflated in the heteroscedasticity scenarios. For IWLME, the empirical type I error rate 
was slightly deflated for rare variants analysis in the heteroscedastic scenarios and could 
be slightly inflated in the heteroscedastic scenarios when there were multiple (10) 
laboratories. The GENESIS empirical type I error rate was even more deflated for rare 
variant association tests than that of IWLME and it matched the target value well in the 
ten laboratories scenarios. Results showed that if heteroscedasticity existed and was not 
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taken into account by applying standard LME, the calculated type I error rate was stable 
near 0.05%. 
 
Figure 5 presents the empirical inflation adjusted power for LME, GEE, meta-analysis, 
GENESIS, WLME and IWLME in different scenarios. Results showed that with an 
increase of minor allele frequency, power increased for all six methods; with an increase 
of severity of the heteroscedasticity λ, the power decreased for all methods, given other 
fixed parameters. When the data set was homoscedastic, LME, meta-analysis, GENESIS, 
WLME and IWLME had similar power and GEE had slightly lower power when 
compared with other methods. When heteroscedasticity was present, applying methods 
that took account of heteroscedasticity (meta-analysis, GENESIS, WLME and IWLME) 
could help improve power, particularly for common variants analysis. However, for rare 
variants analysis, the power is low for all methods, as would be expected.   
 
Table 3 and 4 indicates that, compared with LME and GEE, applying meta-analysis, 
GENESIS, WLME and IWLME would provide a better estimation of β. The bias was 
slightly reduced for meta-analysis, GENESIS, WLME and IWLME for common variants 
analysis in the heteroscedastic scenarios compared with LME and GEE. The MSE was 
reduced for meta-analysis, GENESIS, WLME and IWLME for both rare and common 
variants analysis in the heteroscedastic scenarios compared with LME and GEE. 
Generally, GENESIS β estimator had a smaller MSE but larger bias than the β estimator 
of IWLME.  
  
21
 
We compared the computational speed among different methods. The results and 
software packages were summarized in Table 5. Among all the methods, GEE and 
GENESIS were most efficient for multiple SNPs analysis. Parts of the R function were 
written in C for those methods. LME, meta-analysis and WLME had similar 
computational speed and it took the most amount of time for IWLME to analyze 1,000 
SNPs due to its iterative nature. GENESIS outperformed IWLME in computational speed 
for multiple traits analysis also due to the algorithm difference. For GWAS, GENESIS fit 
only one null model to estimate variance components. Each SNP-phenotype association 
test was then conducted with the same variance components. However, for IWLME, 
variance components were estimated and different for each SNP. For a single SNP 
analysis, GENESIS took the most amount of time (Estimating the variance components 
for the null model is required for both multiple SNPs analysis and a single SNP analysis. 
This step is computational intensive.), followed by IWLME, WLME, meta-analysis, 
LME and GEE.  
 
2.3.3 Epi-genome wide association study on six cognitive traits  
Table 6 presents the EWAS result of the top signals sites by utilizing the standard LME 
as well as the IWLME algorithm. There were six CpGs that reached EWAS significance 
level (Bonferroni corrected p value threshold was chosen as 0.05/number of 
CpGs=1.2×10-7) corresponding to four cognitive tests in the meta-analysis [Marioni et al., 
2018]. Among the four cognitive tests, FHS had data available for three tests, which 
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corresponded to four EWAS significant CpGs. Among them, three CpGs (cg16201957, 
cg04513006 and cg12507869) were identified with heteroscedasticity that was caused by 
laboratory effects (P<0.05 for heteroscedasticity test). The p values for the association 
test of these three CpGs by applying IWLME and LME were similar. The estimated 
variance of the UMN laboratory was 1.25, 1.47 and 1.66 times the variance of JHU 
laboratory samples for these three CpG sites. Thus, the magnitude of heteroscedasticity 
for the CpGs was not as large as that in the simulation studies, which could be a possible 
explanation why we did not obtain more significant results by applying IWLME. The β 
estimator of LME and IWLME were also similar for these four CpGs.  
 
Table 7 presents the EWAS result of all DNA methylation probes on six cognitive traits 
applying both IWLME and LME method. From 59.3 to 67.8 percent of the CpGs were 
identified with heteroscedasticity for different cognitive tests. The modeled data set here 
had potentially significant heteroscedasticity problems. Using the IWLME method, five 
out of six cognitive traits had an increased number of top CpG hits (p value<1×10-4) 
compared with LME. The number of top hits increased from 1.75 to 16.95 percent across 
the five traits. LME had more top CpGs hits than IWLME using the MMSE cognitive 
trait. A total of 316 top CpGs hits were identified by LME and 340 top CpGs hits were 
detected by applying IWLME across all six traits. In addition, for the genomic inflation 
factor, five out of six cognitive traits had lambda closer to one when applying the 
IWLME compared with using LME; one out of six cognitive traits (WRAT) had the same 
lambda using the IWLME and LME methods. 
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Overall, the EWAS on cognitive tests results showed that the IWLME method had 
potential advantages of increasing power (more top hits were discovered), controlling 
false positive rate and achieving a robust regression coefficient and standard error 
estimation (genomic inflation/deflation was reduced) over a standard LME method which 
ignores heteroscedasticity.  
 
2.4 | Discussion  
Results from the simulation and the EWAS studies showed great potential of the IWLME 
algorithm for discovery of true positives and controlling false positive error rate, as well 
as minimizing the bias and MSE of regression coefficient estimation when the data were 
heteroscedastic. IWLME had higher power compared with standard LME and GEE. 
Among the methods that adjusted for heteroscedasticity, IWLME had a well-controlled 
type I error rate compared with WLME and meta-analysis where minor inflation was 
detected in heteroscedastic scenarios. In meta-analysis, the result of each lab could 
correlate with each other, because individuals measured at different labs might belong to 
the same family in the simulation. The type I error inflation of the fixed effect meta-
analysis could be attributed to the fact that the correlation among the result of each lab 
were not properly adjusted. If all individuals in the same family were measured at the 
same lab or the correlation was adjusted appropriately in the meta-analysis, the type I 
error inflation of meta-analysis might disappear. IWLME β estimator had smaller MSE 
compared with meta-analysis and WLME and smaller bias compared with GENESIS.  
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The IWLME method was more flexible compared with meta-analysis and GENESIS as it 
could be applied to the situations where residual variance is correlated with a group 
variable (as shown in our simulation studies), a continuous variable or multiple variables. 
If heteroscedasticity was caused by a continuous variable or multiple variables, further 
simulation studies would be required to verify the convergence of the algorithm and the 
convergence rule of IWLME might need to be adjusted.  
Compared with GENESIS, an approach that can only evaluate genotype association, our 
proposed method could be widely applied to correlated samples with conditional 
heteroscedasticity. For example, our approach is application to a single study where the 
dependent variable is affected by environmental conditions (temperature, humidity, light) 
and measured by different lab bathes, with different equipment, during diverse time 
periods, such as the DNA-methylation wide association analysis in our example. IWLME 
could also be applied to projects containing data from multiple studies where the 
variability of the outcome variable was not identical among different cohorts.  
 
There were also limitations of the proposed method, which require further investigation 
and improvements. The work here was on conditional heteroscedasticity modeling. Prior 
knowledge or correct information of which variables caused the heteroscedasticity is 
needed and it is possible that the variables that led to the heteroscedasticity are not 
available.  
The simulation study focused on the scenarios with homoscedasticity and substantial 
heteroscedasticity. However, when there was low level of heteroscedasticity, the 
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performance of our proposed method was not superior and might not have much 
advantage over methods that do not accounting for heteroscedasticity.  
The IWLME algorithm depended on a profile likelihood method and the parameter 
estimation D could be inaccurate for high dimension of nuisance parameters [Pace et al., 
2011]. Additionally, the IWLME algorithm estimate weight parameter and other 
parameters (, , ) in two steps. The convergence of weight might not be equivalent to 
the convergence of likelihood. As a result, the maximum likelihood estimator, as well as 
the weight parameter estimation, might not be optimal. These could be the reason that 
IWLME did not show as much of an advantage over meta-analysis, WLME or GENESIS 
with respect to power. Alternative algorithms should be investigated. One way to solve 
the problem is to treat weights as a latent variable and utilize the expectation–
maximization (EM) algorithm to find maximum likelihood estimates. The E-step would 
be performed using a Markov Chain Monte Carlo (MCMC) constructed with Metropolis–
Hastings algorithm. The M-step could be performed by conditionally maximizing the 
likelihood function. Additionally, a method to maximize likelihood with respect to 
,  ,   and weight simultaneously could be explored.  
Finally, IWLME was more computationally intensive than the other methods. Even 
though it typically took fewer than 10 steps for the weights to converge in our simulation 
studies and real data analysis, the iterative procedure to calculate the weight vector 
required more computational resources than other methods and might not be easily 
applied to analysis with millions of tests, such as GWAS. 
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CHAPTER 3    R-squared statistic for linear mixed effects models 
3.1 | Introduction 
The coefficient of determination, R2, is defined as the proportion of the variance in the 
dependent variable that is predictable from the predictor variable(s). In the linear model, 
R2 and partial R2 (coefficient of partial determination) are well defined. The former 
involves comparison of two models: 1) a full model that consists of predictors and an 
intercept, and 2) a null model that has the intercept only. R2 measures the overall 
correlation of the dependent variable with the linear model of all predictors. Partial R2 
measures the proportion of the variance that can be explained by a subset of predictors 
given all other predictors included in a reduced model.  
 
While several R2 measures for linear mixed effects (LME) models have been proposed, 
there lacks a consensus on which one to use. In LME models, the definition of R2 is 
ambiguous and there is no consensus on the appropriate null model.  
Moreover, existing methods to estimate R2 have several drawbacks, including an 
estimated R2 can decrease when more predictors are added, resulting in a negative 
estimate of R2. In linear models, adding a fixed effect predictor results in an increase in 
the amount of variance explained by the predictors and, hence, the monotonic property of 
both the sample R2 and true population R2 hold, which is not the case in LME. Note that 
both the true population and estimated R2 for the linear model range from 0 to 1 and are 
non-negative. 
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In this study, we focus on deriving an R2 measure in LME for family (correlated) data. 
The LME has a random intercept to account for family correlation within a family. We 
start by reviewing the existing methods to estimate R2 for correlated data, then we extend 
the methods to estimate partial R2. We implemented these R2 measures in R functions 
and evaluated their performance to estimate R2 in multiple scenarios by simulation 
studies. In addition, we propose ways to calculate the R2 statistic for LME to estimate the 
variance explained by the fixed effects (all predictors). We also propose partial R2 
measurements to estimate the variance explained by a subset of fixed effect predictors 
given all other predictors already included in the model. 
 
3.2 | Methods and Materials  
3.2.1 R-squared statistic for linear mixed effects models 
Assuming n independent sampling units (i.e. families), the LME models for family i can 
be written as: 
 =  +  + 	.  (8) 
Here,  is a 6 × 1 vector of observations in family i,  is a 6 ×  known, constant 
design matrix for family i, while  is a  × 1 vector of unknown parameters.  is a 6 ×
 known, constant design matrix for family i corresponding to the mi×1 vector of 
unknown random effects  and  ~ (0, ). The matrix  is the kinship matrix 
for family i; 	 is a 6 × 1 vector of unknown random errors and 	 ~ (0, x); the 
variance matrix of ,  () = y = z + . The total number of observations 
is  = ∑ 6c9$ . If each subject in a family only has one observation, 6 is the number of 
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subjects in family i, and we can write  = , () = y =  + , and N to be the 
total number of subjects. We also refer to a stacked data formulation of model (8) given 
by the following: 
 =  +  + 	, (9) 
where  = Z$z , … , cz [z,  = Z$z , … , cz [z,  =  !"#($, … , c),  = Z$z , … , cz [z and 	 =
Z	$z , … , 	c′[′. Here, ~(0, ) and 	~(0, &). In turn, 
~,  !"#(y$, . . . , yc)'. For a data set with one single observation for each 
subject that are correlated within families, ~(,  + ).  
 
There are some of the existing definition and estimation of  R2 in LME: 
Method 1. Xu [Xu, 2003] defined R2 statistic in LME as the proportionate reduction in 
residual variation explained by the fixed effect only, as: 
}~ = 1 − (|,  )(| ) = 1 − 
 , (10) 
where  is the residual variance for a full model and  is the residual variance for an 
intercept-only null model with both the fixed and random effects. The parameter  can 
be replaced by the residual variance in a reduced model to calculate the partial R2 
statistic.  
 
Method 2. Kramer [Kramer, 2005] proposed a measure of R2 based on the Likelihood 
Ratio (LR) test, calculated as the following: 
} = 1 − exp−2)$Z3() − 3()[ , (11) 
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where 3() is the log-likelihood of the full model and 3() is the log-likelihood of the 
null model with only a fixed effect intercept based on maximum likelihood method. We 
extend this approach to measure partial R2 by switching the null model to the reduced 
model with a set of predictors.  
 
Method 3. Edwards [Edwards et al., 2008] defined R2 as the multivariable association 
between the response variable and the fixed effects predictor variables in the LME 
models. He used an approximate F statistic for a Wald test of fixed effects to calculate an 
R2 statistic for fixed effects in LME. In his work, he first expressed the relationship 
between F statistic and R2 for linear model. 
S = }/( − 1) (1 − })/ .  (12) 
Then, he defined the F statistic for LME, given ^:  = 0. Here C is a contrast matrix 
with rank q-1 to test $ = ⋯ = )$ = 0.  
ST, yD' = T'z PzyD)$')$zQ)$ (T)U"V() .  (13) 
He extended the relationship between F statistic and R2 to the LME by interpreting S as 
an approximate F statistic for a Wald test of the appropriate model coefficients, deriving 
the following: 
} = ( − 1))$ST, yD'1 + ( − 1))$ST, yD'.         (14) 
The Kenward-Roger method is applied in deriving Edwards R2 estimator to approximate 
the F statistic denominator degrees of freedom  as the precision and inference for fixed 
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effects restricted maximum likelihood (REML) estimators are based on their asymptotic 
distribution, which is known to be inadequate for some small-sample problems. 
[Kenward & Roger, 1997] When an F approximation is used and numerator degrees of 
freedom is set to q-1, the denominator degree of freedom needs to be adjusted. 
Using ST, yD' allows the computation of }  using a single model fit for the model of 
interest, rather than needing to fit both a full model and a null model. By changing the 
contrast matrix and altering the F statistic accordingly, the formula (14) can also be used 
to estimate partial R2.  
 
Method 4. Snijders and Bosker [Snijders & Bosker, 1994] defined R2 for fixed effects in 
the LME models using the proportional reduction of prediction error. The proportional 
reduction of the mean squared error of prediction is defined as: 
1 − (] − ])(]) ,  = 1, … , . (15) 
The family clustered LME is equivalent to a two-level hierarchical models (level 1: 
individual j and level 2: family i). The outcome variable can be predicted by an individual 
value b at the lowest level, or an aggregated value . at a higher level, where  . is the 
mean for family i across subject j. The R2 can then be defined at the individual level and 
the family level, respectively.  
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For the level 1 model proportion of variance, they considered the prediction of b for a 
randomly drawn individual j within a randomly drawn family i. The level 1 proportion of 
variance is defined as the proportional reduction in mean squared error: 
}.$ = 1 − b − b'b' .  (16) 
The quantities (b − b) and b' are the mean squared prediction error (MSPE), 
estimated by X + X, where X is the estimated variance of the random intercepts, for 
the model of interest and the null model (contains only an intercept in the fixed and 
random effect), respectively. Hence, }.$  is the proportional reduction in the value of 
X + X due to including the predictors in the model. The level 2 model proportion of 
variance is defined as the proportion reduction of mean prediction error for the prediction 
of  . for a randomly drawn family i. The level 2 R2 is: 
}. = 1 − (. − .)(.) .  (17) 
where . is the mean vector of predictor variables across subject j in family i. The 
quantities (. −. ) and (. ) can be estimated by V∗)$X + X, based on the model 
of interest and the null model, respectively. When the number of subjects in each family 
differs, Snijders and Bosker suggested choosing n* as the harmonic mean W$c ∑ $x.c9$ Y)$. 
Formulas (16) and (17) can also be used to calculate partial R2 at the individual level and 
family level when  and  are estimated using a reduced model instead of the null 
model.  
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Method 5. Vonesh and Chinchilli [Vonesh & Chinchilli, 1997] described a goodness-of-
fit measure for generalized linear mixed models and interpreted it as the proportionate 
reduction in residual variation explained by the predictors. The goodness-of-fit R2 is 
measured by: 
} = 1 − ( − X)z)$( − X)( − X)z)$( − X) , (18) 
and overall  
} = 1 − ∑ ( − X)z)$( − X)c9$∑ ( − X)z)$( − X)c9$ , (19) 
in which X and X estimate yi under the full model and null model, respectively. The 
formula gives weighted distance values in the spirit of Mahalanobis distances for the full 
and null models. The distances depend on a matrix , which can be chosen from the 
random error covariance matrix (which is equivalent for both full and null model if 
random error variance is of the form  ) or y of the full/null model. We can extend 
this method to estimate partial R2 by exchanging the null model for the reduced model.  
 
Method 6. Hössjer [Hössjer, 2008] first decomposed the variance of the response 
variable into three parts: variance explained by covariates (), individual variance not 
explained by covariates due to random effects () and remaining noise variance (). 
He defined R2 as the estimated proportion of variance explained by the covariates, 
/( +  + ). Hössjer derived the R2 for a weighted generalized mixed regression 
model (linear, logistic and Poisson). R2 for LME can be computed as the following: 
  
33
} = ∑ ]T − '&]9$ ∑ (] − )&]9$ .          (20) 
Hössjer’s R2 can also be extended to calculate partial R2. By definition, partial R2 can be 
computed using the following: 
}xrmrq =  − qq , (21) 
where UEV is the unexplained variance, that is to subtract the numerator from the 
denominator of formula (20), i.e.  ∑ (] − )&]9$ − ∑ ]T − '&]9$ .  
 
Proposed Methods 1, 2, and 3. Following the definition of R2, we define the R2 of LME 
as the proportion of the variance in the dependent variable that is predictable from the 
fixed effect variables. Also, the partial R2 of LME is defined as the proportion of 
variation that cannot be explained in a reduced model, however, can be explained by the 
additional fixed effect predictors specified in a full model. 
 
In this study, we propose alternative approaches to calculate the R2 statistic and a partial 
R2 statistic for LME. Similar to Hössjer’s method, we can first decompose the variance of 
the response into three parts: 
"U(]) = "U(] + ] + 	]) = L"U(]) + ]L"U()] + "U(	])
= L"U(]) + "U(]) + "U(	]) = L() +  + .  (22) 
The three parts are the variance that can be explained by the fixed effect variables, 
L(), the variance that can be explained by random intercept,  and the residual 
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variance  that cannot be predicted by either fixed effects or random intercept. R2 in 
LME by our definition is:  
} = L()L() +  +  .  (23) 
 
We propose three methods to estimate R2: 
}$ = TLCov ()TS(y) .  (24) 
} = TLCov ()TTLCov ()T + X + X .  (25) 
} = TLCov ()TS(y) + bias adj.  (26) 
The numerators of the three approaches are identical. The estimation of  and covariance 
of predictors are plugged into formula (24-26). The denominator is the sample variance 
of response for proposed method one (formula 24). We use the sample variance to 
estimate the total variance of outcome. However, since the observations are correlated, 
we will underestimate the variance of response using sample variance and }$  will be 
overestimated compared with the true value. The denominator of the proposed method 
two is the estimation of the three variance components of response from LME (formula 
25). In our third method, we inflate the denominator sample variance of outcome by 
adding a bias adjustment term (formula 26, detailed in Appendix A1).  
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We can subtract TLCov ()T  from the denominator of formula (24-26) to estimate 
unexplained variance of the full/reduced model and then calculate partial R2 using 
formula (21). The partial R2 estimator of proposed method two turns out to be identical to 
the Snijders and Bosker’s level 1 partial R2 estimator.  
 
3.2.2 Simulation studies   
We conduct multiple simulation studies to compare performance among three proposed 
methods with existing methods in multiple scenarios, based on three performance 
measurements: bias, mean squared error (MSE) and proportion of estimation that is 
negative.  
 
3.2.2.1 Simulation of a single predictor 
We first simulate data sets with a single predictor. The model is denoted by: 
 = h ×  +  ×  + 	, (27) 
where h is generated from (0, 1); the random effect vector b is simulated from a 
multivariate normal distribution (0,  × ); the random error vector 	 is 
simulated from (0, ). We utilize the FHS family structures to generate random effect. 
The sample size for each data set is 1,079, which consists of 100 families randomly 
selected from the Framingham Heart Study [Dawber & Kannel, 1966; Feinleib et al., 
1975; Splansky et al., 2007]. FHS participants are included in the simulation as a 
representative of family clustered samples with various family sizes and family 
structures. A family kinship matrix (K) is built based on these 1,079 participants to model 
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the correlation within families. We fix =25 and vary  to be 0.2, 1 and 5. Then, for 
each  selected, we vary  to be 0, 0.3, 1, 2 and 5. There are a total of 15 scenarios. We 
calculate the theoretical true R2 using formula (23) with our pre-specified parameters for 
each scenario. In each scenario, 2,000 data sets are generated. We compare the estimated 
R2 from each methods to the theoretical values using the three performance 
measurements.  
 
3.2.2.2 Simulation of multiple predictors 
We also generate a series of data sets with two predictors. The model is denoted as: 
 = h$ × $ + h ×  +  ×  + 	, (28) 
where h$ and h are simulated from a multivariate normal distribution (0, 1 × ¢), 
with ¢ = £1 ¤¤ 1¥.  The two predictors both have unit variance. The correlation between 
the two predictors is ¤. Other parameter settings are similar to the simulation of a single 
predictor. In this study, we fix =25, =1 and  = 1. The value of ¤ is selected from 0 
(x1 and x2 are independent), 0.15 (low correlation between x1 and x2) and 0.75 (high 
correlation between x1 and x2). In each scenario, we vary $ to be 0, 0.3, 1, 2 and 5. We 
have a total of 15 different scenarios and we calculate the theoretical true R2 by formula 
(23) and theoretical true partial R2 (additional variance explained by x1 given x2) by the 
formula (57, detailed in Appendix A2). In each scenario, 2,000 data sets are generated. 
We compare the estimated R2 and partial R2 from each methods to the theoretical values 
using the three performance measurements.  
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3.3 | Results 
The family sizes of the 100 FHS extended families in the simulation studies ranged from 
2 to 97. The first quartile, median and third quartile of the family sizes were 3, 6 and 11. 
The majority of families had relatively small family size and only a few had large family 
sizes. (Figure 6) Full details of the connectedness of the 100 FHS families in the 
simulation studies are provided in the Supplementary Table 1. 
 
We evaluated the performance of the R2 estimator among different methods based on 
bias, MSE and the percentage of negative estimations. Among all the methods we 
compared, the R2 and partial R2 measurements of Xu (Method 1 in 3.2.1, formula 10), 
SB.2 (Snijders and Bosker Level 2, Method 4 in 3.2.1, formula 17) and VC (Vonesh and 
Chinchilli, Method 5 in 3.2.1, formula 19) methods showed larger bias and MSE. In 
addition, a large percentage of the estimations from Xu, SB.2 and VC’s methods were 
negative (Supplementary Table 2-4). Compared to other methods, Xu, SB.2 and VC’s 
methods were inferior in estimating R2 statistic and were excluded from the following 
results discussion.  
 
3.3.1 Simulation of a single predictor 
The theoretical R2 in the simulation of a single predictor study ranged from 0 to 45.45% 
and the minimum non-zero R2 was 0.06%. (Table 8) 
The bias of the R2 estimators depended on both true R2 and the ratio between random 
effect and random error variance (θ). For the LR (Kramer likelihood ratio, Method 2 in 
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3.2.1, formula 11), Edwards (Method 3 in 3.2.1, formula 14) and SB.1 (Snijders and 
Bosker level 1, Method 4 in 3.2.1, formula 16) R2 estimators, θ had substantial influence 
on bias. The value of θ also affected the bias of the Hössjer (Method 6 in 3.2.1, formula 
20) and P2 (Proposed method 2 in 3.2.1, formula 25) R2 estimators. Bias (absolute value) 
rose with an increase of θ for these methods. For the P1 (Proposed method 1 in 3.2.1, 
formula 24) and P3 (Proposed method 3 in 3.2.1, formula 26) R2 estimators, bias was 
relatively stable with varying θ. With fixed θ and an increase of true R2, bias of the LR, 
Edwards and SB.1 R2 estimator increased, at the same time, bias of the Hössjer, P1, P2 
and P3 R2 estimator decreased. (Figure 7) 
The LR and Edwards R2 estimators were biased upwards. The SB.1 R2 estimator was 
biased downwards. The Hössjer, P1, P2 and P3 R2 estimator tended to bias upwards and 
could also bias downwards when true R2 is very large. We found that the 95% confidence 
interval of SB.1 estimator’s bias included 0 when true R2 was near zero and θ was small. 
The 95% confidence interval of Hössjer, P1, P2 and P3 estimator’s bias included 0 when 
true R2 was large. Among the seven methods, bias was the smallest for the SB.1 estimator 
when both true R2 and θ was small, for the P1 estimator when true R2 was very large and 
for the P2 estimator otherwise. The P1, P2 and P3 estimators’ bias showed similar 
patterns and their relative bias (absolute bias divided by R2) was lower than 5% when the 
true R2 was larger than 2%. (Figure 8)  
Based on the MSE of R2 measurements, SB.1 was preferred when both true R2 and θ was 
small and P2 was preferred in other scenarios. (Figure 9)  
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Additionally, there was a large percentage of negative R2 estimations of SB.1 methods. 
LR R2 estimations could also be negative when true R2 was zero or small. (Table 8) 
 
3.3.2 Simulation of multiple predictors: R2 
The theoretical R2 in the simulation of the multiple predictors study ranged from 1.96% to 
40.12%. In this study, we had two predictors. As  was set to be 1, there was no 
scenario with a zero or very small R2.  
The bias of the R2 estimators depended on both true R2 and the correlation between the 
two predictors (ρ). For the LR R2 estimators, bias was stable with the change of ρ. For the 
Edwards R2 estimators, bias (absolute value) reduced with an increase of ρ, at the same 
time, bias rose with an increase of ρ in the scenarios where true R2 was very large. For 
SB.1 estimators, bias (absolute value) was smaller with correlated predictors compared to 
the scenarios with independent predictors. For Hössjer, P1, P2 and P3 R2 estimators, bias 
was larger with correlated predictors compared to the scenarios with independent 
predictors. With fixed ρ and an increase of true R2, bias of the LR and SB.1 R2 estimator 
grew larger, bias of the Hössjer, P1, P2 and P3 R2 estimator reduced, and bias of the 
Edwards estimator increased from negative to positive. (Figure 10) 
The LR, Hössjer, P1, P2 and P3 R2 estimators had an upward bias. The SB.1 R2 estimator 
had a downward biased. The Edwards estimator tended to be biased downwards and 
could also be biased upwards when the true R2 was very large. We found that the 95% 
confidence interval of SB.1 estimator’s bias included 0 in all scenarios. The 95% 
confidence interval of P2 and P3 estimators’ bias included 0 when true R2 was very large. 
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The 95% confidence interval of Edwards estimator’s bias also included 0 in certain 
scenarios. (Figure 11.e, n) Among the seven methods, bias was the smallest for the P2 
estimator when the true R2 was very large and for the SB.1 estimator otherwise. The 
Hössjer, P1, P2 and P3 estimators’ bias and MSE showed a similar pattern and their 
relative bias was lower than 5% when the true R2 was larger than 2%. (Figure 11) 
Based on the MSE of R2 measurements, P2 was preferred in all scenarios. (Figure 12)  
There was a small percentage of negative R2 estimations of SB.1 method when the true 
R2 was less than 2.4%. (Table 9) The other six methods did not generate negative R2 
estimations.  
 
3.3.3 Simulation of multiple predictors: partial R2 
The theoretical partial R2 in the simulation of the multiple predictors study ranged from 0 
to 33.33% and the minimum non-zero partial R2 was 0.08%.  
The bias of the partial R2 estimators depended on the value of true partial R2. With an 
increase of true partial R2, bias of the LR, Edwards, SB.1 and P2 partial R2 estimator 
increased, at the same time, bias of the Hössjer, P1 and P3 partial R2 estimator decreased. 
(Figure 13) 
The SB.1 and P2 partial R2 estimator was biased downwards and the other methods’ 
estimator as biased upwards. The 95% confidence interval of SB.1 and P2 estimator’s 
bias included 0 in all scenarios. The 95% confidence interval of Hössjer, P1 and P3 
estimator’s bias included 0 when true partial R2 was very large. Among the seven 
methods, bias was the smallest for SB.1 and P2 estimator. SB.1 and P2 methods provided 
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an unbiased estimation of partial R2. The Hössjer, P1 and P3 estimator’s bias and MSE 
showed similar pattern and the relative bias was lower than 5% when the partial R2 was 
larger than 2%. (Figure 14) 
P3 partial R2 estimator has the smallest MSE among all methods except for the scenarios 
where partial R2 was 0. In these cases, SB.1 and P2 had the smallest MSE of R2 
estimator. (Figure 15)  
SB.1 and P2 partial R2 estimations had a large proportion of negative values when the 
true partial R2 was small. There was also a small percentage of negative R2 estimations 
from Hössjer, P1 and P3 methods when partial R2 was small. (Table 10) 
 
3.4 | Discussion 
In this study, we proposed three new methods to estimate R2 in LME models. We 
extended these three methods, as well as existing methods to estimate partial R2. Two 
simulation studies were conducted to compare the performance of different R2 and partial 
R2 estimators and the applicability of these methods were evaluated. Our proposed 
methods presented advantages over existing methods in certain scenarios.  
 
Our main purpose was to obtain an unbiased estimator of R2 and partial R2. We also 
favored the R2 estimator with a small standard deviation and no negative values.  
Regarding these point, Snijders and Bosker’s level 1 method is preferred to estimate R2 
when the true R2 is small (<2%) and the random effect variance is not too large compared 
to the random error variance ( ≤ 1). The SB.1 estimator is unbiased and its MSE is 
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relatively small. A major concern, however, is that a large proportion of the R2 estimates 
are negative.  
When it is expected that the true R2 is large (>2%) or the random effect variance is large 
(>1), our proposed method 2 is recommended, which has the smallest MSE of the R2 
estimators. The estimator tends to bias upwards. However, the bias is within an 
acceptable range (relative bias<5%). The proposed method two estimates are non-
negative when true R2 is large than two percent.  
 
For partial R2, the Snijders and Bosker’s level 1 (proposed method 2) estimator is 
preferred when the true partial R2 is small (<2%). This method provides an unbiased 
estimation of partial R2. However, its MSE is not as small as the estimator of Hössjer, P1 
and P3 methods. At the same time, a large proportion of the Snijders and Bosker’s level 1 
R2 estimates are negative.  
When it is expected that the true partial R2 is large (>2%), the proposed method three is 
recommended. P3 estimator tends to bias upwards, however, the bias is within an 
acceptable range (relative bias<5%); its MSE is the smallest among all methods and the 
estimates are non-negative.  
 
For statistical genetics analysis, where typically a small percentage of outcome variation 
can be explained by a single genetic locus, the Snijders and Bosker’s level 1 is a more 
suitable method. Proposed method three is an appropriate R2 estimator for response 
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variation explained by multiple genetic loci or by environmental factors, where R2 is 
large.  
 
The P1 and P3 results in the simulation studies are very similar. This is because the bias 
adjustment term is small. The bias adjustment is 
$&)$ ×($& ×(sum of all non-diagonal 
element of  × ∗)) (formula 47 and 51). When the random effect variance  is small, 
the individuals do not have strong connectedness with others within a family, or there are 
a large number of small families, then the individuals are nearly independent and the bias 
adjustment term will be close to 0. When the random effect variance  is large, the 
individuals have strong family connectedness (for example, they are identical twins, 
parent-offspring and full siblings) and the individuals belong to a few large families, the 
P3 estimator will be expected to differ much from the P1 estimator. 
 
The major limitation of our proposed methods is the low precision of the estimators when 
the true R2 is small. The relative bias can be as large as one. Given this situation, 
alternative methods to provide an unbiased and non-negative estimation of R2 in LME 
models when true R2 is small should be further investigated.  
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CHAPTER 4    Firth Bias Correction for Binary Traits in Correlated Samples 
4.1 | Introduction 
Separation is a phenomenon associated with models for categorical or binary response. 
Complete separation refers to the circumstance that a single predictor (or a linear 
combination of the predictors) yields a perfect prediction of the response variable. For a 
complete separation example with continuous predictor(s), the predictor (or a linear 
combination of the predictors) is observed with only one outcome value when the 
predictor is larger than some constant and the other outcome value when the predictor is 
smaller than that constant. Quasi-complete separation happens when a predictor variable 
(or a linear combination of predictor variables) separate the outcome variable to certain 
degree. For a quasi-complete separation example with continuous predictor(s), when the 
predictor (or a linear combination of the predictors) is larger (smaller) than some 
constant, the observations are all cases (or controls), however, when the predictor (or a 
linear combination of the predictors) is smaller (larger) than that constant, the 
observations contains both cases and controls. The overlap between cases and controls in 
the middle range of the predictor (or a linear combination of predictors) makes the 
separation quasi-complete.  
An example is shown in Table 11. In this example, y is the outcome variable, x1 and x2 
are two predictor variables. Observations with y=0 all have values of x1≤2, hence, the 
first predictor predicts the outcome perfectly, which leads to a complete separation (Table 
11.a). In a two by two contingency table, all the non-diagonal elements equal zero when 
complete separation occurs (Table 11.b). Additionally, observations with x2<2 all have 
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y=0 and observations with x2>2 all have y=1, leaving only when x2 = 2 as cases with 
uncertainty (Table 11.a). This is referred to as quasi-complete separation. In a two by two 
contingency table, one of the non-diagonal elements equals zero when there is quasi-
complete separation (Table 11.c).  
Separation can be caused by a number of factors, including small sample size, rare or 
very prevalent outcome and predictors, an analysis that focus on only a subgroup of data, 
and coding error when a variable used to define the outcome is mistakenly included as a 
predictor. When there is separation, the maximum likelihood estimator (MLE) does not 
exist: at least one parameter estimate tends toward infinity or the likelihood is maximized 
at a very large value for that parameter. Moreover, the Wald confidence interval also has 
infinite width. The model results are invalid in this case. Heinze showed with simulation 
that the probability of separation increases with small sample sizes, a large number of 
dichotomous covariates, imbalanced dichotomous covariates, an imbalanced outcome and 
large effect size (regression coefficient). [Heinze, 1999]  
There are methods designed to deal with separation for independent samples, such as 
exact logistic regression [Mehta & Patel, 1995] and Firth logistic regression [Firth, 1993; 
Heinze & Schemper, 2002]. However, limited work has been published on correlated 
samples with complete or quasi-complete separation. A few methods, making adjustment 
on generalized estimating equations (GEE), may be applied to correlated data with 
separation. Wang proposed a 2-step approximation to modify the standard GEE that first 
gets the leverage values from a GEE with independence working correlation, and then in 
the second step add half the leverage value to each response before rerunning GEE based 
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on a working correlation matrix. [Wang, 2014] However, Wang does not provide 
technical detail or a simulation study to validate the idea. Paul and Zhang proposed two 
bias adjusted GEE estimators of the regression parameters focusing on small-size data 
[Paul & Zhang, 2014]. The first method, GEEBc, subtracts a Cordeiro and Klein bias 
correction term [Cordeiro & Klein, 1994] from the standard GEE β estimator to obtain 
the bias-corrected estimates. The second method, GEEBr, treats the generalized 
estimating functions as if they were likelihood score functions and modifies the 
estimating functions by subtracting the multiple of Fisher Information matrix and the 
vector of Cordeiro and Klein bias of β to obtain the bias-reduced GEE estimator of β. 
[Paul & Zhang, 2014] Nevertheless, the simulation exploring these methods is only 
conducted on small sized data sets (N≤50) and does not directly explore on the problem 
of separation. In this study, we propose a Firth bias corrected version of generalized 
estimating equations (FBC-GEE) to deal with separation for correlated samples. 
 
Our new model has direct application to provide valid testing results for rare genetic 
variants or rare disease association analysis. Due to the large number of rare variants 
uncovered by human exome and whole genome sequencing, separation is commonly 
encountered in genetic association studies.  
 
There are well-known software packages (RAREMETALWORKER [Feng et al., 2014], 
seqMeta [Voorman et al., 2013], EPACTS [Kang, 2012], and RVFam [M. Chen & Yang, 
2016]) that can be applied to rare variant analysis with separation; however, each has 
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drawbacks. For binary traits, seqMeta can only analyze unrelated individuals. 
RAREMETALWORKER and EPACTS use linear mixed effects (LME) models and treat 
binary traits as continuous, so the effect estimate is not interpretable. RVFam provides 
meaningful effect size estimates and performs a likelihood ratio test by fitting generalized 
linear mixed effects models (GLMM), but for very rare variants, RVFam effect estimates 
for binary traits can be biased.  
Another method, generalized mixed model association test (GMMAT) [H. Chen et al., 
2016], uses logistic mixed models, controls for both population structure and relatedness, 
and provides robust score test statistics. But GMMAT suffers type I error rate inflation 
when case-control ratios are unbalanced because unbalanced case-control ratios 
invalidate the asymptotic properties of logistic regression estimators [Ma et al., 2013]. 
When case-control ratios are moderately or extremely unbalanced (1:9 and 1:99, 
respectively), GMMAT provides greatly inflated type I error rate and this inflation is 
more serious as the unbalanced case-control ratio increases. [Zhou et al., 2018] At the 
same time, for very low frequency variants, the type I error rates for all these programs 
are inflated. [Zhou et al., 2018]  
Recently, Zhou, W. et al. proposed a scalable and accurate generalized mixed model 
(SAIGE) association test that uses the saddle point approximation to calibrate the 
distribution of score statistics, which solves the issues mentioned above. The method, 
SAIGE [Zhou et al., 2018], can provide accurate association results controlling for 
unbalanced case-control ratios and sample correlation in genetic studies. Simulation 
studies have shown that SAIGE corrects the type I error inflation issue due to extremely 
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unbalanced case-control ratios of binary outcome and low minor allele frequency (MAF). 
However, when the case-control ratios are extremely unbalanced, the results of SAIGE 
can be conservative. [Zhou et al., 2018]  
 
By developing the method and software with FBC-GEE for rare variants association 
analysis for binary traits in related individuals, our work fills a gap in methods and 
software tools, and it provides an alternative approach for rare variants analyses. FBC-
GEE can also be applied to non-genetic analysis of correlated samples with separation.  
 
4.2 | Methods and Materials  
4.2.1 Background: logistic regression, Firth logistic regression and generalized 
estimating equations  
The logistic regression model is commonly used to analyze independent observations 
with a binary outcome. The log likelihood function has the following form: 
i() = z log(©) + (1 − )z log(1 − ©) , (29) 
where © = ª«¬ (~­)$®ª«¬ (~­). Here, y is a vector of binary outcomes, X is a known design matrix 
of predictors, while effect size  is a vector of unknown parameters. Taking the first 
derivative of the log likelihood function, we get the score function:  
() = ¯i¯ = Xz(y − u) = 0.  (30) 
The Fisher information matrix is:  
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() =  ²− ¯i¯¯³ = z((), (31) 
where (() = diag(u´(1 − u´)). The parameter vector  can be iteratively solved by 
applying the Newton Raphson algorithm: 
(µ®$) = (µ) + (µ)' ∗ )$(µ)'.  (32) 
 
When separation occurs with independent observations, we can apply the Firth logistic 
regression model [Firth, 1993; Heinze & Schemper, 2002]. A penalized term is added to 
the log likelihood function of the logistic regression model: 
i∗() = i() + 12 log|()|.  (33) 
Taking the first derivative, the score function of the Firth logistic regression model is: 
∗() = ¯i∗¯ = ¶Z( − ©) *1 + ℎ2 / + (1 −  − ©) ℎ2
c
9$ [h
= z £( − ©) +  !"#(^) *12 − ©/¥ = () + 12 ¸U"¹g()$() ¯()¯ ),
(34) 
where ℎis the i-th diagonal element of the hat matrix 
^ = (()º-(z(()))$z(()º-. The parameter vector  can then be iteratively 
solved by using the score function ∗ of the Firth logistic regression model and the 
Fisher information matrix () of the logistic regression model, which is a first order 
approximation of the Firth logistic regression’s Fisher information matrix:  
(µ®$) = (µ) + ∗(µ)' ∗ )$(µ)'.  (35) 
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By fitting the Firth logistic regression model, each original observation is split into two 
new observations, the response  and the pseudo-response 1 − , with different weights 
$®».  and ». , respectively, eliminating the issues arising from separation and guaranteeing 
a finite estimate. Firth logistic regression reduces the estimation bias and standard 
deviation of β when separation occurs.  
 
Generalized estimating equations [Liang & Zeger, 1986] provide a solution to model 
correlated data when the outcome is not normally distributed. For binary traits, the 
marginal response ©b = (b) is related to linear predictors through a logistic link: 
#©b' = i# ¼ ©b1 − ©b½ = bz , (36) 
for observation j from known cluster i (e.g., families). The working variance-covariance 
matrix for  in GEE is defined as: 
 = ¾¿$/}¿$/, (37) 
where ¾ is an over-dispersion parameter, which equals to 1 for binary data; Ai is a 
diagonal matrix with b' = ©b' = ©b1 − ©b' as diagonal element; and Ri is a 
working correlation matrix. Assuming an independent working correlation, Ri=I and the 
working variance covariance matrix reduces to:  
 = ¿ =  !"# W©b1 − ©b'Y . (38) 
The GEE estimator of β solves the following estimating equation: 
() = ¶ Àz)$( − ©) = 0c9$ , (39) 
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where À = Á.Á­ = ÁÁ­ P ª«¬(~.­)$®ª«¬(~.­)Q = X´ for an independent working correlation matrix. 
Moreover, the estimating equations reduce to the following:  
¶ z( − ©) = 0.  (40)c9$  
Formula (40) is exactly the score function of a logistic regression model (30). The 
variance of T  is estimated by applying the robust sandwich estimator: 
D() = Â)$Â)$, (41) 
where Â = ∑ ÀÃzD)$ÀÃc9$ ,  = ∑ ÀÃzD)$( − ©X)( − ©X)zD)$ÀÃc9$ = ∑   zc9$  and  
  = ÀÃzD)$( − ©X). The GEE estimator of β is consistent and asymptotically normally 
distributed, whether the within cluster correlation is correctly specified or not. The loss of 
efficiency in estimating β and V(β) from applying an incorrect working correlation is 
lessened as the number of clusters gets large.  
 
4.2.2 Firth bias corrected generalized estimating equations  
In this work, we propose a Firth bias corrected generalized estimating equation (FBC-
GEE) to account for possible separation with a binary trait and to account for correlations 
among observations.  
 
The estimating equation from the GEE approach is identical to the score function of 
logistic regression model assuming an independent working correlation structure. By 
treating the generalized estimating functions as likelihood score functions, we make the 
same adjustment to the estimating equations as is done in the score function of the 
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logistic regression model, which consists of solving ∗() = 0 in equation (34). Hence, 
the revised β estimator of FBC-GEE is equal to the β estimator of Firth logistic 
regression. 
 
Rare events and small sample size can both contribute to complete or quasi-complete 
separation. Additionally, the standard GEE sandwich estimator is highly variable for rare 
events or a small number of large clusters. Morel’s small sample correction [Morel et al., 
2003] has been proposed to address this issue; it makes adjustment directly to the 
variance-covariance matrix and is most effective when the number of clusters is small 
and the values of covariates for each sample within a cluster are distinct. Given the 
simplicity and computation ease, we apply the Morel adjustment on the sandwich 
estimator to obtain the FBC-GEE variance estimator of β, in order to get a more robust 
estimation of V(β) when separation occurs. The FBC-GEE variance estimator is as 
follows: 
T'∗ = Â)$∗Â)$ + ÄT¢DÂ)$, (42) 
where ∗ = &)$&)] ∗ cc)$ ∑   −  ̅'  −  ̅'zc9$ , N is the number of observations, n is the 
number of clusters, k is the number of covariates,  ̅ = $c ∑  c9$ , ÄT = min (0.5, ]c)]) and 
¢D = max(1, ÇÈÉÊªËÌº8∗ÍÎ ). By multiplying with a number larger than one and adding an 
additional term, the standard sandwich estimator is inflated with Morel adjustment. When 
the number of clusters increases, 
&)$&)] ∗ cc)$ → 1 and ÄT¢DÂ)$ → 0; as a result, Morel’s 
variance estimator converges to the sandwich estimator. The term ¢DÂ)$ is an estimate of 
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the covariance matrix, in which ¢D denotes a generalized design effect. Morel’s small 
sample estimator of V(β) consists of applying an adjustment to the whole sandwich 
estimator outside the summation, which is easy to compute. Utilizing formula (42) to 
estimate V(β) guarantees that the estimated variance-covariance matrix is positive 
definite, reduces the type I error rate of Wald test statistics, and improves the standard 
sandwich estimator. [Morel et al., 2003]  
 
4.2.3 Simulation studies 
To evaluate the effectiveness of our proposed method, we conduct two simulation 
studies. In the first study, we directly simulate data sets with complete or quasi-complete 
separation. In the second study, we simulate genotypes with low MAF, and phenotypes 
that are moderately or extremely imbalanced. We conduct association tests between 
simulated low frequency genotype variants and rare phenotype for the second study. 
Various models are compared, including GEE, Firth logistic regression, FBC-GEE and 
SAIGE. We focus on type I error rate, the bias and the MSE of β estimator.  
 
4.2.3.1 Simulation of family data with separation 
Following Heinze [Heinze, 1999], we vary five parameters to generate data sets with 
separation. The parameters are as follows: a) balance of the response variable (BY=5% 
cases or 10% cases); b) number of dichotomous predictors (k=3, 5, 10 and all predictors 
are dichotomous and uncorrelated); c) frequency of each dichotomous predictor (BX=5% 
  
54
or 10%); d) odds ratio effect size (exp()=1, 2, 4, 16, and  is the same for all 
predictors); e) number of clusters, that is number of families (n=30, 50, 100).  
To simulate correlated data, we use the Framingham Heart Study [Dawber & Kannel, 
1966; Feinleib et al., 1975; Splansky et al., 2007] (FHS) family structures to build a 
family kinship matrix (K). In total, 100 families (clusters) are randomly selected, yielding 
a total number of 955 participants (mean family size=9.55). For the number of clusters 
equals to 50 and 30, we randomly select n=50 or 30 families out of 100 and sample sizes 
are 483 and 279, respectively. In addition, we generate scenarios with fixed sample size 
(N=483) and different mean family sizes (4.83, 9.66 and 16.1), using the previously 
selected 100 family structures from FHS. We conduct a family stratified random under-
sampling, omit samples within each family and obtain a subset of 100 families with mean 
family size=4.83. The previously selected 50 families are used as a group of 50 families 
with mean family size=9.66. Finally, we select 30 families with relatively large family 
size among the 100 to obtain a subset of 30 families with mean family size=16.1. For this 
simulation, we also vary the other 4 parameters: BY, k, BX,  as previously described.  
 
Predictors are randomly sampled from a Bernoulli distribution (p=BX) and b is then 
simulated from a Bernoulli distribution with 6b = ª«¬ (~.d­®Ð.d)$®«¬ (~.d­®Ð.d) for subject j in family i. 
We use Ñb to model the within-family correlation, which is sampled from a multivariate 
normal distribution MVN(0, K). Further, the intercept 0 is calculated to obtain the 
specified imbalance ratio of the response variable. The combination of the parameters 
yields a total of 240 scenarios. For each scenario, we simulate 10,000 data sets. We test 
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the model performance of GEE, Firth logistic regression and FBC-GEE in each scenario. 
The empirical coverage is calculated as the percentage of times when the fitted model 
provides a 95% confidence interval containing the true value of . We also calculate the 
bias and MSE of 1 (coefficient for first covariate).  
 
4.2.3.2 Simulation of imbalanced genotype and case-control data  
Similar to what Zhou implemented in their simulation studies to assess SAIGE [Zhou et 
al., 2018], in the second simulation study, we generate genotype data and binary 
phenotypes to evaluate and compare the performance of FBC-GEE to ordinary GEE, 
Firth logistic regression and SAIGE. We begin by randomly generating a set of 10 
million base-pair pseudo sequences, in which variants are independent, using PLINK 
[Purcell et al., 2007]. Alleles for each variant are randomly drawn from a Bernoulli 
distribution with probability equal to a predefined minor allele frequency. We consider 3 
different values of MAF: 0.005, 0.01 and 0.05. Then we perform gene-dropping 
simulations with the software Mendel [Lange et al., 2013] using these sequences as 
founder haplotypes that are propagated through the pedigree structures of FHS [Dawber 
& Kannel, 1966; Feinleib et al., 1975; Splansky et al., 2007] participants. A total of 1000 
families consisting of 10,247 participants are simulated. There are 4,034 founders and the 
mean family size is 10.25. In the simulation study Zhou performed, he simulated 
genotypes for 1,000 families each with 10 family members (N=10,000), and all families 
share the same family structure. Our simulation is similar to Zhou’s simulation in total 
sample size and mean family size, but unlike the Zhou simulation, where all families 
were simulated from the same pedigree structure, our simulated families have a range of 
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sizes because the family structures of Framingham Heart Study families are diverse. By 
focusing on FHS families, we aim to evaluate the performance of the methods in family 
data of various family structures and sizes.  
 
Binary phenotypes are generated from the following logistic mixed model: 
i#!¸(6) = Ñ +  + h$ + h + Ò, (43) 
where Gi is the genotype value (0, 1 or 2) of subject i, β is the genetic log odds ratio, bi is 
the random effect of subject i and vector b is simulated from N(0, K). The matrix K is the 
family kinship matrix of the selected FHS participants. Two covariates, binary x1 and 
continuous x2, are simulated from Bernoulli (p=0.5) and N(0,1), respectively. The 
intercept α0 is determined from the given prevalence (i.e. case-control ratios).  
To evaluate the type I error rates, 10 million replicates are simulated with β=0 for each 
MAF along with 2 phenotypes with different random seeds for each case-control ratio 
(1:99 and 1:9). Association tests are performed on all 10 million genetic markers for each 
of the phenotypes using FBC-GEE, ordinary GEE, Firth logistic regression and SAIGE. 
In total, 2×107 tests are performed for each combination of outcome imbalance ratio and 
MAF. The empirical type I error rate at level α=5×10-7, 5×10-6, 5×10-5 and 5×10-4, and 
the genomic inflation factor are calculated. The bias and MSE of  is evaluated.  
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4.3 | Results 
4.3.1 Family data with separation issue 
The family sizes of the 100 FHS families ranged from 2 to 84. The first quartile, median 
and third quartile of the family sizes were 3, 6 and 9. Most families were small (fewer 
than six individuals) and only a few family were large. Full details of the connectedness 
of the 100 FHS families in the simulation studies are provided in the Supplementary 
Table 1. In the simulation with fixed mean family sizes varying sample sizes (N), the 
histograms of family sizes showed a similar pattern (Figure 16.a.1-16.a.3). In the 
simulation of fixed sample sizes and varying mean family sizes, the histograms showed 
different patterns: as mean family size increased, the distribution of family size shifted to 
the right. (Figure 16.b.3-16.b.1) 
 
The percentage of simulated data sets with separation in each of the 240 scenarios varied 
from 0% to 99.8%. In 205 of the 240 scenarios, there was at least one generated data set 
with percentage of separation not equal to zero. Overall, 27.04 percent of the simulated 
data sets showed separation. With an increase of imbalance of response, imbalance of 
dichotomous covariates, the number of dichotomous covariates and the number of 
clusters, separation became severe (Table 12.a-c, e). When the effect size increased, the 
frequency of separation decreased (Table 12.d). In our simulation setting, the outcome 
and predictors are severely imbalanced (BY/BX=0.05 or 0.1). With small to zero effect 
size, predictors and outcome are almost independent. u( = 0,  = 0) ≈ u( = 0) ×
u( = 0). This suggests that very few observations have outcome and predictors equal to 
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zero at the same time. In this simulation, separation is likely to occur. Additionally, with 
equal sample size and increasing mean family size (decreasing number of families), the 
likelihood of separation remained the same (Table 12.f).  
 
Among the 240 total scenarios, we found that FBC-GEE had empirical coverage closer to 
95% than GEE in 163 scenarios (68%) and FBC-GEE had empirical coverage closer to 
95% than Firth logistic regression in 122 scenarios (51%).  For the 205 scenarios with 
separation, we found that empirical coverage was closer to 95% for FBC-GEE than for 
GEE in 137 scenarios (67%) and FBC-GEE had empirical coverage closer to 95% than 
Firth logistic regression in 108 scenarios (53%).  FBC-GEE and Firth regression showed 
advantages over GEE with respect to empirical coverage when separation occurred based 
on the results of our simulations. (Figure 17, Figure 18) This finding could be attributed 
to the smaller bias in the estimation of  and V() with Morel adjustment.  
In 82% of the 240 scenarios, Firth logistic regression had empirical coverage greater than 
95% (Figure 17), suggesting that Firth logistic regression is conservative. With deflated 
false positive rate, we might have lower power to discover true signals when applying 
Firth logistic regression. In 10% of the 240 scenarios, GEE had empirical coverage 
greater than 95%. As the percentage of data set identified with separation increased, the 
empirical coverage declined, indicating a severe inflation of the type I error rate. At the 
same time, by applying our new proposed method, FBC-GEE, 51% of the 240 scenarios 
had empirical coverage greater than 95%.  
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When the percentage of data sets having a separation issue increased, the FBC-GEE type 
I error rate was less inflated compared with the GEE Wald test. However, FBC-GEE 
could not eliminate the type I error rate inflation when separation was severe. (Figure 17)  
Additionally, we summarized the results by each parameter in the simulation and found 
that FBC-GEE had better empirical coverage (closer to 95%) than both GEE and Firth 
logistic regression when imbalance of response and dichotomous covariates was severe, 
effect size was neither zero nor very large and number of clusters was large, and the 
mean family sizes and the number of dichotomous covariates was not very large (Table 
12.a-f, Figure 18.a-f). Results also showed that empirical coverage of FBC-GEE 
increased with an increasing mean family sizes of the samples (Figure 18.f).  
 
To further evaluate the  estimator, we calculated the bias and mean squared error. 
Among the 205 scenarios where at least one replicate had separation, the  estimator with 
Firth adjustment had smaller bias compared with the GEE  estimator in 167 scenarios. 
The Firth  estimator had smaller MSE compared with the GEE estimator in all 205 
scenarios. The regression coefficient estimator with Firth correction was consistently 
better than standard GEE  estimator when separation occurred. (Figure 17, Figure 18) 
Simulation results demonstrated the great potential for applying Firth adjustment to 
estimate  when separation occurred.  
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4.3.2 Imbalanced genotype and case-control data  
The family sizes of the 1000 simulated families ranged from 3 to 639. Overall, most of 
the selected FHS family structures were relatively small with only a small percentage of 
large families. (Figure 19)  
The first quartile, median and third quartile of the family sizes were 3, 6 and 10. In total, 
8.3 percent of the families had more than 20 persons and 1.8 percent of the families had 
more than 50 persons. Full details of the connectedness of the 1000 FHS families in the 
simulation studies are provided in the Supplementary Table 1. 
 
The three genotype data sets simulated with gene-dropping matched our expectation. For 
each data set, the observed MAF was close to the target MAF (0.05, 0.01 and 0.005) in 
the simulation (Figure 20).  
 
In the simulation study with extremely imbalanced case-control ratio (1:99), with 
decreasing MAF, the inflation factor (λif) increased for GEE, FBC-GEE and SAIGE but 
decreased for the Firth logistic regression that does not account for correlation among the 
observations. Severe inflation was observed for GEE and FBC-GEE when MAF was 0.01 
and 0.005. Inflation was also detected for Firth logistic regression, though the inflation 
factor λif was smaller than 1 when MAF was 0.01 and 0.005. Among all these methods, 
the observed p-values best aligned with the expected p-values in the Q-Q plot for SAIGE, 
however, λif was smaller than 1 when MAF was 0.05 and 0.01. (Figure 21).  
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Comparing the type-I error cutoff (α) at 4 different levels (5×10-7, 5×10-6, 5×10-5 and 
5×10-4), the empirical p-values were larger than the corresponding α levels for GEE, 
FBC-GEE and Firth logistic regression, suggesting inflated association testing results for 
the 3 methods. Among the 3 methods, the empirical type I error rates were closest to the 
corresponding α levels for Firth logistic regression; GEE provided the most inflated 
association testing results. The FBC-GEE results were less inflated than GEE but more 
inflated than Firth logistic regression. For SAIGE, the empirical error rates were smaller 
than the corresponding α levels under the 3 MAF scenarios, indicating that SAIGE is 
conservative. The bias of β was the smallest for Firth estimator when MAF was 0.05 and 
0.01 and for the SAIGE estimator when the MAF was 0.005. The MSE of β was the 
smallest for the SAIGE estimator when the MAF was 0.05 and 0.01 and for Firth 
estimator when the MAF was 0.005. For all scenarios, the GEE β estimator had larger 
bias and MSE than all other methods. (Table 13.a-c) 
 
In the simulation study of extremely rare variants (MAF=0.005), with decreasing case-
control ratio, λif increased for GEE, FBC-GEE and SAIGE and decreased for Firth 
logistic regression. Severe inflation was observed for GEE and FBC-GEE when case-
control ratio was 1%. Inflation was also identified for Firth logistic regression, though the 
λif was smaller than 1 when case-control ratio was 1%. Observed p-values best aligned 
with the expected p-values in the Q-Q plot for SAIGE among all methods applied; 
however, λif was smaller than 1 when case-control ratio was 10%. (Figure 22).  
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Comparing the type-I error cutoff (α) at 4 different levels (5×10-7, 5×10-6, 5×10-5 and 
5×10-4), the empirical p-values were larger than the corresponding α levels for GEE, 
FBC-GEE and Firth logistic regression, suggesting inflated association testing results for 
the 3 methods. Among the 3 methods, the empirical type I error rates were closest to the 
corresponding α levels for Firth logistic regression; GEE provided the most inflated 
results and the FBC-GEE result was less inflated than GEE but more inflated than Firth 
logistic regression. The empirical error rates were smaller than the corresponding α levels 
for SAIGE under the 2 case-control ratio scenarios, indicating SAIGE is conservative. 
The bias of β was the smallest for Firth estimator when the case-control ratio was 10% 
and for the SAIGE estimator when case-control ratio was 1%. The MSE of β was the 
smallest for the SAIGE estimator when case-control ratio was 10% and for the Firth 
estimator when case-control ratio was 1%. For both scenarios, the GEE β estimator had 
larger bias and MSE comparing with other three methods. (Table 13.c-d) 
 
In summary, for the simulation settings presented here (large sample size, extremely 
imbalanced phenotype and rare variants), SAIGE outperformed the other three methods 
with respect to type I error rate and computational speed (Table 14). However, the type I 
error rate results could be slightly deflated for SAIGE. 
 
4.4 | Discussion 
In this study, we developed the FBC-GEE method to analyze correlated data with binary 
outcome and separation, aiming to produce a less biased estimator for the regression 
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coefficient and to remedy the type I error inflation observed for rare events and/or rare 
genotype variants. The method was computationally feasible and easy to implement.  
 
A simulation study of small sized family data with serious separation was conducted first. 
Results showed that the regression coefficient estimator with Firth bias correction was 
consistently better than the standard GEE  estimator. At the same time, the type I error 
rate of FBC-GEE was less inflated compared with GEE. FBC-GEE showed an advantage 
over GEE and Firth logistic regression in certain scenarios, but it could not eliminate the 
type I error rate inflation entirely when severe separation was presented. An additional 
simulation study consisting of large sample data with rare variants (MAF≤0.05) and 
extremely imbalanced case-control ratio was conducted. Inflation of type I error was 
observed for GEE, FBC-GEE and Firth logistic regression. FBC-GEE type I error was 
less inflated than that of GEE and more inflated than that of Firth logistic regression. 
With large sample size, the Morel adjusted sandwich variance estimator converged to the 
regular sandwich estimator. Hence, the treatment of inflation by applying FBC-GEE was 
no longer effective. For β estimation, both Firth and SAIGE estimator had small bias and 
low MSE. 
 
Given the results of our study, future work and alternative adjustments of the GEE 
method should be investigated to deal with separation. We could implement the Firth 
corrected GEE  and variance estimator with different working correlation structure. In 
GEE, the loss of efficiency from an incorrect working correlation should be lessened as 
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the number of clusters increases. From our genotype simulation study, FBC-GEE with 
independent working correlation, however, had severely inflated type I error rate, even 
with large numbers of clusters and sample size. Thus, the type I error rate inflation 
observed in our simulations might not be attributed to incorrect working correlation 
specified.  
We could propose a GEE based association test other than Wald test. Moreover, given the 
simulation results, the β estimator with Firth adjustment worked well for correlated data 
with separation. However, the standard error estimator needs to be further improved. 
Hence, investigating a better GEE variance estimator by making additional adjustment 
may be the most promising direction.  
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CHAPTER 5    Future Work 
In this dissertation, we address key topics of in statistical genetics: heteroscedasticity, 
separation, and the regression coefficient of determination for correlated data. We 
provide alternative approaches to model family clustered samples and our proposed 
methods can be widely applied to various kinds of correlated data. By exploring the novel 
approaches and comparing their performance with existing methods, our study shows the 
applicability and limitations of different methods and facilitates a better understanding of 
methods for correlated samples.  
 
In the first topic, we implement the iterated weighted linear mixed effects algorithm to 
account for heteroscedasticity. Compared with LME and GEE, our method has improved 
power and better regression coefficient estimators when heteroscedasticity is present. In 
an EWAS study, applying the IWLME, we are able to discover more associated 
methylation CpGs, compared with the standard LME.  
The major limitation of IWLME is the computational speed due to its iterative nature. In 
a GWAS, it is substantially slower than GENESIS. Following the method of GENESIS, 
in the future, we plan to implement an alternative IWLME algorithm for GWAS. The 
alternative method will estimate the covariance components only for the null model (the 
null model contains all the covariates but no SNP genotype terms). In the following step, 
the covariance estimation from the null model will be utilized for each SNP association 
analysis. We will implement the algorithm in the programing language C to improve 
computational efficiency.  
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Currently, we use the profile likelihood method to estimate covariance components and 
regression coefficients, then an iterated procedure for weights estimation. In the future, 
we plan to modify the algorithm to obtain the optimal ML and REML estimators, by 
estimating covariance components, regression coefficients and weights simultaneously 
utilizing a gradient descent algorithm.  
Based on results of the simulation, IWLME has slightly deflated type I error rate at the 
level of 0.05. We will continue to study the type I error rate at lower significance levels 
(5×10-3 and 5×10-4) by generating more replicates in the simulation study.  
 
For the second topic, we propose three R2 and partial R2 estimators. Compared with other 
methods, our estimators (P2 for R2 and P3 for partial R2) have the smallest MSE, small 
bias when the true R2 is larger than two percent, no negative estimation for R2 and a small 
percentage of negative estimation for partial R2. The major limitation is the low precision 
when the true R2 and partial R2 is smaller than two percent.  
In the future, we plan to explore alternative ways to estimate R2 and partial R2. We will 
also investigate a weighted average of R2 estimators from different methods.  
In this study, we focus on coefficient of determination R2 statistics for continuous traits. 
In the future, we will explore approaches to estimate R2 for binary traits in correlated 
samples.  
 
In the third topic, we propose a Firth bias corrected GEE to deal with separation in 
correlated samples. The Firth regression coefficient estimator is superior and the new 
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method reduces the type I error inflation, compared with GEE. In the genotype 
simulation study of large sample size, extremely imbalanced case-control ratio and rare 
genotype variants, severe inflation is identified for FBC-GEE.  
In the future, we will explore other methods to obtain a better GEE variance estimator 
and a GEE based association test other than Wald test. Additionally, we will investigate a 
Firth bias corrected version of GLMM with various correlation structure.  
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TABLES 
Table 1. Simulation of a continuous main predictor: Bias and MSE of β estimator (β=0) 
Parameters Bias(β) MSE(β) 
σea θb λc Prop1d ne LME GEE Meta WLME 
IW 
LME 
LME GEE Meta WLME 
IW 
LME 
5 1 1 50% 2 0.0003 0.0005 0.0003 0.0002 0.0003 0.0174 0.0183 0.0178 0.0174 0.0174 
5 1 3 50% 2 0.0015 0.0017 -0.0002 -0.0003 -0.0003 0.0667 0.067 0.031 0.0313 0.0309 
5 1 5 50% 2 0.0028 0.003 -0.0005 -0.0006 -0.0005 0.1647 0.1648 0.0339 0.0344 0.0339 
10 1 1 50% 2 0.0005 0.001 0.0005 0.0004 0.0005 0.0696 0.0731 0.0712 0.0695 0.0696 
10 1 3 50% 2 0.003 0.0035 -0.0004 -0.0006 -0.0005 0.2669 0.2682 0.1239 0.1251 0.1235 
10 1 5 50% 2 0.0055 0.006 -0.0009 -0.0012 -0.0011 0.659 0.6594 0.1356 0.1375 0.1354 
20 1 1 50% 2 0.001 0.0019 0.0011 0.0009 0.001 0.2784 0.2924 0.285 0.2782 0.2784 
20 1 3 50% 2 0.006 0.007 -0.0009 -0.0012 -0.001 1.0677 1.0727 0.4957 0.5005 0.4938 
20 1 5 50% 2 0.011 0.012 -0.0019 -0.0024 -0.0022 2.6358 2.6375 0.5423 0.5501 0.5416 
10 0.33 1 50% 2 0.0002 0.0004 0.0003 0.0002 0.0002 0.0559 0.0564 0.0563 0.0558 0.0559 
10 0.33 3 50% 2 0.0026 0.0029 0.0008 0.0007 0.0007 0.251 0.2511 0.0999 0.1 0.0998 
10 0.33 5 50% 2 0.005 0.0054 0.0006 0.0006 0.0006 0.6422 0.6419 0.1079 0.1081 0.1078 
10 3 1 50% 2 0.0006 0.0021 0.0008 0.0005 0.0004 0.1074 0.1243 0.1137 0.1072 0.1075 
10 3 3 50% 2 0.0036 0.0047 0.0026 0.0023 0.0024 0.313 0.321 0.1851 0.192 0.1839 
10 3 5 50% 2 0.0062 0.0072 0.0026 0.0025 0.0025 0.7102 0.7139 0.2079 0.2211 0.207 
10 1 1 80% 2 0.0005 0.001 0.0005 0.0004 0.0005 0.0696 0.0731 0.0708 0.0695 0.0696 
10 1 3 80% 2 0.0008 0.0014 0.0009 0.0008 0.0009 0.1511 0.1532 0.0841 0.0853 0.084 
10 1 5 80% 2 0.0012 0.0018 0.0009 0.0008 0.0009 0.3126 0.3137 0.086 0.0876 0.086 
10 1 1 20% 2 0.0004 0.0009 0.0001 0.0005 0.0005 0.0696 0.0731 0.0704 0.0696 0.0696 
10 1 3 20% 2 0.0022 0.0026 0.0018 0.0021 0.002 0.3829 0.3835 0.2231 0.2231 0.2222 
10 1 5 20% 2 0.004 0.0044 0.0019 0.0022 0.0021 1.0062 1.0061 0.2962 0.2971 0.2955 
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10 1 1 20%
g 5 0.0006 0.0011 0.0001 0.0004 0.0005 0.0697 0.0732 0.0731 0.0696 0.0697 
10 1 (1,5)
f 20%g 5 -0.0018 -0.0014 0.004 0.0043 0.0045 0.4337 0.4339 0.1921 0.191 0.1904 
10 1 1 10%
g 10 0.0005 0.001 0.0003 0.0002 0.0004 0.0699 0.0734 0.0743 0.0695 0.0699 
10 1 (1,5)
f 10%g 10 0.0034 0.004 0.001 0.0014 0.002 0.4823 0.483 0.2355 0.2348 0.2306 
a The variance of the random error. 
b The magnitude of the random effect variance, random effect variance  =  × . 
c The severity of the heteroscedasticity. 
d The proportion of samples from laboratory 1. 
e The number of total laboratories. 
f The severity of the heteroscedasticity λ is 1 for laboratory 1 and is sampled from a uniform distribution U(1, 5) for the other 4 or 9 
laboratories. 
g Approximately equal number of observations are measured from each laboratory when there are more than 2 laboratories.  
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Table 2. Simulation of a continuous main predictor: Bias and MSE of β estimator (β=1) 
Parameters Bias(β) MSE(β) 
σea θb λc Prop1d ne LME GEE Meta WLME 
IW 
LME 
LME GEE Meta WLME 
IW 
LME 
5 1 1 50% 2 -0.0014 -0.0018 -0.0021 -0.0025 -0.0014 0.0175 0.0184 0.0179 0.0175 0.0175 
5 1 3 50% 2 -0.0036 -0.0041 -0.0022 -0.0024 -0.002 0.068 0.0681 0.0315 0.032 0.0315 
5 1 5 50% 2 -0.006 -0.0064 -0.0019 -0.0021 -0.002 0.1681 0.1678 0.035 0.0352 0.0345 
10 1 1 50% 2 -0.0028 -0.0037 -0.0041 -0.0041 -0.0028 0.0699 0.0736 0.0714 0.0698 0.0699 
10 1 3 50% 2 -0.0073 -0.0082 -0.0043 -0.0044 -0.0041 0.2719 0.2724 0.126 0.128 0.126 
10 1 5 50% 2 -0.0121 -0.0127 -0.0038 -0.0039 -0.004 0.6723 0.6711 0.1389 0.1407 0.1382 
20 1 1 50% 2 -0.0056 -0.0074 -0.0083 -0.0073 -0.0056 0.2794 0.2942 0.2858 0.2793 0.2795 
20 1 3 50% 2 -0.0146 -0.0164 -0.0086 -0.0083 -0.0081 1.0877 1.0898 0.5036 0.512 0.5038 
20 1 5 50% 2 -0.0241 -0.0255 -0.0076 -0.0076 -0.0079 2.689 2.6844 0.5576 0.5626 0.5527 
10 0.33 1 50% 2 -0.0036 -0.0004 -0.0038 -0.0046 -0.0036 0.0577 0.0584 0.0581 0.0576 0.0578 
10 0.33 3 50% 2 -0.0082 -0.0085 -0.0033 -0.0033 -0.0034 0.2567 0.2567 0.1049 0.1051 0.1049 
10 0.33 5 50% 2 -0.013 -0.0131 -0.0027 -0.0026 -0.0029 0.6556 0.6547 0.1132 0.1135 0.1131 
10 3 1 50% 2 -0.0076 -0.0119 -0.01 -0.0088 -0.0077 0.1095 0.1281 0.1164 0.1095 0.1097 
10 3 3 50% 2 -0.0133 -0.0164 -0.0037 -0.0036 -0.004 0.3191 0.3272 0.1905 0.1988 0.1897 
10 3 5 50% 2 -0.0187 -0.0209 -0.0007 -0.0001 -0.0012 0.7237 0.7261 0.2173 0.2283 0.2157 
10 1 1 80% 2 -0.0029 -0.0038 -0.0031 -0.004 -0.003 0.0698 0.0735 0.0712 0.0698 0.0698 
10 1 3 80% 2 -0.0075 -0.0085 -0.0017 -0.0017 -0.0019 0.1513 0.1542 0.0855 0.0861 0.085 
10 1 5 80% 2 -0.0126 -0.0132 -0.012 -0.0011 -0.0014 0.315 0.3171 0.0879 0.0887 0.0873 
10 1 1 20% 2 -0.003 -0.0038 -0.0043 -0.0038 -0.0029 0.0698 0.0735 0.0706 0.0697 0.0698 
10 1 3 20% 2 -0.0063 -0.0071 -0.0084 -0.0097 -0.0079 0.3981 0.3983 0.2241 0.2237 0.2235 
10 1 5 20% 2 -0.0094 -0.0104 -0.0098 -0.0108 -0.0097 1.0537 1.0539 0.2956 0.2951 0.2945 
10 1 1 20%
g 5 -0.003 -0.0038 -0.0046 -0.0068 -0.003 0.0699 0.0737 0.0738 0.0699 0.0699 
10 1 (1,5)
f 20%g 5 -0.0078 -0.0085 -0.0027 -0.0056 -0.0006 0.4623 0.4616 0.1957 0.1946 0.1941 
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10 1 1 10%
g 10 -0.0036 -0.0044 -0.0039 -0.0118 -0.0036 0.0701 0.0738 0.0747 0.0696 0.0701 
10 1 (1,5)
f 10%g 10 -0.0151 -0.0154 -0.0035 -0.0112 -0.0033 0.5084 0.5086 0.2393 0.2402 0.2345 
a The variance of the random error. 
b The magnitude of the random effect variance, random effect variance  =  × . 
c The severity of the heteroscedasticity. 
d The proportion of samples from laboratory 1. 
e The number of total laboratories. 
f The severity of the heteroscedasticity λ is 1 for laboratory 1 and is sampled from a uniform distribution U(1, 5) for the other 4 or 9 
laboratories. 
g Approximately equal number of observations are measured from each laboratory when there are more than 2 laboratories. 
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Table 3. Simulation of a genotype predictor: Bias and MSE of β estimator (β=0) 
Parameters Bias(β) MSE(β) 
λa mafb nc LME GEE Meta 
GENE 
SIS 
WLME 
IW 
LME 
LME GEE Meta 
GENE 
SIS 
WLME 
IW 
LME 
1 0.01 2 -0.0262 -0.0176 -0.0263 -0.0255 -0.0260 -0.0259 4.3614 4.629 4.4583 4.3458 4.3532 4.3616 
3 0.01 2 -0.0028 0.0010 -0.0275 -0.0278 -0.0155 -0.0230 15.213 15.304 7.4706 7.4044 7.5863 7.4406 
5 0.01 2 0.0182 0.0195 -0.0302 -0.0305 -0.0158 -0.0249 36.687 36.714 8.1924 8.1436 8.3571 8.1864 
1 0.1 2 0.0068 0.0075 0.0066 0.0071 0.0071 0.0069 0.4587 0.4895 0.4703 0.4572 0.4583 0.4586 
3 0.1 2 0.0097 0.0098 0.0016 0.0021 0.0008 0.0021 1.5891 1.5992 0.762 0.7543 0.7712 0.7579 
5 0.1 2 0.0121 0.0121 0.0001 0.0005 -0.0005 0.0004 3.8126 3.8179 0.8258 0.8205 0.8402 0.8237 
1 0.25 2 0.0008 0.0018 0.0012 0.0009 0.0010 0.0008 0.221 0.2359 0.2264 0.2204 0.2209 0.221 
3 0.25 2 -0.0043 -0.0039 0.0015 0.0015 0.0014 0.0013 0.7567 0.761 0.3693 0.3653 0.3764 0.3682 
5 0.25 2 -0.0100 -0.0095 0.0020 0.0021 0.0019 0.0019 1.81 1.8103 0.3998 0.3969 0.4101 0.3996 
1 0.01 10 -0.0239 -0.0150 -0.0195 -0.0239 -0.0218 -0.0233 4.3737 4.6474 4.6668 4.3321 4.3356 4.3552 
(1, 5)d 0.01 10 -0.0022 0.0001 -0.0194 -0.0167 -0.0164 -0.0082 27.119 27.170 14.136 13.709 13.829 13.804 
1 0.1 10 0.0066 0.0073 0.0058 0.0060 0.0053 0.0054 0.4596 0.4905 0.4898 0.4536 0.4542 0.4566 
(1, 5)d 0.1 10 0.0100 0.0095 -0.0031 -0.0035 -0.0039 -0.0026 2.7802 2.7846 1.3999 1.3584 1.3717 1.3694 
1 0.25 10 0.0006 0.0016 0.0007 0.0005 0.0004 0.0004 0.2216 0.2362 0.2367 0.2191 0.22 0.2206 
(1, 5)d 0.25 10 -0.0018 -0.0025 -0.0017 -0.0010 -0.0011 -0.0008 1.3583 1.3613 0.673 0.6505 0.6596 0.6576 
a The severity of the heteroscedasticity. 
b The minor allele frequency of the genotype predictor. 
c The number of total laboratories. 
d The severity of the heteroscedasticity λ is 1 for laboratory 1 and is sampled from a uniform distribution U(1, 5) for the other 9 
laboratories.  
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Table 4. Simulation of a genotype predictor: Bias and MSE of β estimator (β=1) 
Parameters Bias(β) MSE(β) 
λa mafb nc LME GEE Meta 
GENE 
SIS 
WLME 
IW 
LME 
LME GEE Meta 
GENE 
SIS 
WLME 
IW 
LME 
1 0.01 2 0.0030 0.0185 0.0089 0.0049 0.0046 0.0036 4.3047 4.6167 4.4194 4.291 4.2995 4.3065 
3 0.01 2 0.0579 0.0681 0.0098 0.0034 0.0174 0.0093 15.437 15.604 7.4059 7.312 7.4842 7.3507 
5 0.01 2 0.1117 0.1176 0.0026 -0.0030 0.0153 0.0031 37.457 37.540 8.0871 8.0168 8.2172 8.0542 
1 0.1 2 -0.0084 -0.0070 -0.0118 -0.0107 -0.0100 -0.0083 0.4599 0.5009 0.4785 0.4588 0.46 0.46 
3 0.1 2 -0.0216 -0.0175 -0.0179 -0.0178 -0.0143 -0.0145 1.5466 1.5657 0.8051 0.7937 0.8159 0.7984 
5 0.1 2 -0.0327 -0.0280 -0.0178 -0.0186 -0.0139 -0.0149 3.689 3.7033 0.8812 0.8738 0.8986 0.8785 
1 0.25 2 0.0020 0.0010 0.0025 -0.0001 0.0010 0.0011 0.2224 0.2372 0.2274 0.2216 0.2219 0.2218 
3 0.25 2 -0.0053 -0.0047 0.0050 0.0029 0.0026 0.0027 0.7696 0.774 0.3823 0.378 0.3903 0.3808 
5 0.25 2 -0.0110 -0.0103 -0.0084 0.0038 0.0036 0.0034 1.8458 1.8442 0.4156 0.4123 0.4265 0.4157 
1 0.01 10 0.0031 0.0193 0.0073 -0.0043 -0.0019 0.0039 4.3303 4.6401 4.6675 4.2815 4.2922 4.3081 
(1, 5)d 0.01 10 -0.0171 -0.0102 0.0527 0.0494 0.0490 0.0490 27.446 27.491 14.421 13.816 14.049 14.019 
1 0.1 10 -0.0087 -0.0069 -0.0096 -0.0199 -0.0197 -0.0085 0.4595 0.4999 0.4671 0.4521 0.4523 0.4524 
(1, 5)d 0.1 10 -0.0277 -0.0256 -0.0310 -0.0400 -0.0341 -0.0247 2.7423 2.7529 1.4503 1.4026 1.4224 1.4216 
1 0.25 10 0.0029 0.0017 0.0008 -0.0070 -0.0073 0.0028 0.2221 0.2366 0.2347 0.2192 0.2203 0.222 
(1, 5)d 0.25 10 0.0032 0.0029 0.0033 -0.0035 -0.0024 0.0028 1.3559 1.3571 0.676 0.6571 0.6687 0.6642 
a The severity of the heteroscedasticity. 
b The minor allele frequency of the genotype predictor. 
c The number of total laboratories. 
d The severity of the heteroscedasticity λ is 1 for laboratory 1 and is sampled from a uniform distribution U(1, 5) for the other 9 
laboratories. 
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Table 5. Computation speed comparisons (in seconds) among different methods  
Number of SNP 
Method 
LMEa GEEb Meta-analysisc GENESISd WLMEe IWLMEf 
1  1.2 0.03 1.2 28.3 1.5 7.2 
1,000 1,158 26 1,219 88 1,468 7242 
a LME is based on the lmekin function from coxme R package. 
b GEE is based on the gee function from gee R package. 
c Meta-analysis is to first fit stratified LME for each laboratory data and then combine the results 
using fixed effect meta-analysis. The meta-analysis is based on the rma function from metaphor R 
package. 
d GENESIS is to first fit a null model and then conduct Wald type association test. It is based on 
the fitNullMM and assocTestMM function from GENESIS R package.  
e WLME is based on the lmekin function from coxme R package with revision on the weight 
parameter.  
f IWLME is based on the algorithm we proposed. It is implemented by R script.  
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Table 6. Results of four significant CpGs from EWAS meta-analysis 
Cognitive Test CpG 
Meta-analysis FHS 
N P N β 
LMEa 
β 
IWLMEb 
P 
LMEc 
P 
IWLMEd 
P 
Hetere 
MMSEf cg21450381 6780 1.6×10-8 2235 -4.81×10-4 -4.88×10-4 0.0703 0.0703 0.0561 
FAS_L2g cg16201957 6390 4.7×10-8 1588 -1.76×10-4 -1.70×10-4 0.0234 0.0286 0.0231 
WRATh cg04513006 3007 1.8×10-8 1544 -3.20×10-4 -3.19×10-4 0.0019 0.0019 1.4×10-4 
FAS_L2g cg12507869 6390 2.5×10-9 1588 -1.02×10-4 -1.03×10-4 0.0045 0.0041 2.9×10-7 
a The regression coefficient estimated by standard LME. 
b The regression coefficient estimated by IWLME. 
c The p value of association test by standard LME. 
d The p value of association test by IWLME. 
e The p value of heteroscedasticity likelihood ratio test. 
f The Mini-Mental State Examination. 
g The Phonemic Verbal Fluency test.  
h The Wide Range Achievement Test III edition.  
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Table 7. Number of top hits and genomic inflation factor of EWAS on six cognitive tests 
Cognitive Test 
Number of  
Heteroscedastic Probesa 
Number of Top Hitsb 
Percentage Change 
λgcc 
LME IWLME LME IWLME 
LMd 262,864 37 40 8.1% 0.955 0.981 
FAS_L2e 269,474 59 69 17.0% 1.063 1.056 
ANIMAL_L2f 276,584 59 63 6.8% 0.966 0.969 
WRATg 300,398 57 58 1.8% 1.030 1.030 
TrBh 268,304 63 70 11.1% 0.981 1.005 
MMSEi 270,674 41 40 -2.4% 0.976 0.977 
a Number of CpGs with heteroscedasticity likelihood ratio test p-value less than 0.05. 
b Number of CpGs with association test p value less than 1×10-4. 
c The genomic inflation factor. The target value of λgc is one. 
d The Wechsler Logical Memory test. 
e The Phonemic Verbal Fluency test. 
f The Semantic Verbal Fluency test. 
g The Wide Range Achievement Test III edition.  
h Trail Making Test Part B. 
i The Mini-Mental State Examination. 
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Table 8. Simulation of a single predictor: Percentage of R2 measurements with negative values 
θa βb R2 (%)c 
R2 measurements 
LRd Ede SB.1f Hg P1h P2i P3j 
0.2 0 0.00 0.04 0 68.58 0 0 0 0 
0.2 0.3 0.30 0 0 21.12 0 0 0 0 
0.2 1 3.23 0 0 0 0 0 0 0 
0.2 2 11.76 0 0 0 0 0 0 0 
0.2 5 45.45 0 0 0 0 0 0 0 
1 0 0.00 0 0 67.92 0 0 0 0 
1 0.3 0.18 0 0 34.3 0 0 0 0 
1 1 1.96 0 0 0.06 0 0 0 0 
1 2 7.41 0 0 0 0 0 0 0 
1 5 33.33 0 0 0 0 0 0 0 
5 0 0.00 0.4 0 63.84 0 0 0 0 
5 0.3 0.06 0.66 0 51.8 0 0 0 0 
5 1 0.66 1.62 0 11.82 0 0 0 0 
5 2 2.60 0 0 7.46 0 0 0 0 
5 5 14.29 0 0 1.42 0 0 0 0 
a The magnitude of the random effect variance, random effect variance !"# = % × !'#. 
b Regression coefficient for the single predictor. 
c True value of R2. 
d Kramer likelihood ratio R2 estimator, method 2 in 3.2.1. 
e Edwards R2 estimator, method 3 in 3.2.1. 
f Snijders and Bosker level 1 R2 estimator, method 4 in 3.2.1. 
g Hössjer R2 estimator, method 6 in 3.2.1. 
h Proposed method 1 R2 estimator in 3.2.1. 
i Proposed method 2 R2 estimator in 3.2.1. 
j Proposed method 3 R2 estimator in 3.2.1.   
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Table 9. Simulation of multiple predictors: Percentage of R2 measurements with negative values 
ρa βb R2 (%)c 
R2 measurements 
LRd Ede SB.1f Hg P1h P2i P3j 
0 0 1.96 0 0 0.02 0 0 0 0 
0 0.3 2.13 0 0 0.04 0 0 0 0 
0 1 3.85 0 0 0 0 0 0 0 
0 2 9.09 0 0 0 0 0 0 0 
0 5 34.21 0 0 0 0 0 0 0 
0.15 0 1.96 0 0 0.12 0 0 0 0 
0.15 0.3 2.31 0 0 0.02 0 0 0 0 
0.15 1 4.40 0 0 0 0 0 0 0 
0.15 2 10.07 0 0 0 0 0 0 0 
0.15 5 35.48 0 0 0 0 0 0 0 
0.75 0 1.96 0 0 0.06 0 0 0 0 
0.75 0.3 2.99 0 0 0 0 0 0 0 
0.75 1 6.54 0 0 0 0 0 0 0 
0.75 2 13.79 0 0 0 0 0 0 0 
0.75 5 40.12 0 0 0 0 0 0 0 
a Correlation between the two predictors. 
b Regression coefficient for the first predictor, x1. 
c True value of R2. 
d Kramer likelihood ratio R2 estimator, method 2 in 3.2.1. 
e Edwards R2 estimator, method 3 in 3.2.1. 
f Snijders and Bosker level 1 R2 estimator, method 4 in 3.2.1. 
g Hössjer R2 estimator, method 6 in 3.2.1. 
h Proposed method 1 R2 estimator in 3.2.1. 
i Proposed method 2 R2 estimator in 3.2.1. 
j Proposed method 3 R2 estimator in 3.2.1. 
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Table 10. Simulation of multiple predictors: Percentage of partial R2 measurements with negative values 
ρa βb R2 (%)c 
R2 measurements 
LRd Ede SB.1f Hg P1h P2i P3j 
0 0 0.00 0 0 67.2 3.4 3.1 67.2 3.1 
0 0.3 0.18 0 0 35.36 1.26 1.02 35.36 0.98 
0 1 1.96 0 0 0.04 0 0 0.04 0 
0 2 7.41 0 0 0 0 0 0 0 
0 5 33.33 0 0 0 0 0 0 0 
0.15 0 0.00 0.02 0 68.26 3.52 3.26 68.26 3.22 
0.15 0.3 0.18 0 0 34.5 1.44 1.36 34.5 1.34 
0.15 1 1.92 0 0 0.1 0 0 0.1 0 
0.15 2 7.25 0 0 0 0 0 0 0 
0.15 5 32.83 0 0 0 0 0 0 0 
0.75 0 0.00 0 0 67.46 3.86 3.64 67.46 3.74 
0.75 0.3 0.08 0 0 49.8 2.28 2.1 49.8 2.16 
0.75 1 0.87 0 0 3.14 0 0 3.14 0 
0.75 2 3.38 0 0 0 0 0 0 0 
0.75 5 17.95 0 0 0 0 0 0 0 
a Correlation between the two predictors. 
b Regression coefficient for the first predictor, x1. 
c True value of partial R2. 
d Kramer likelihood ratio R2 estimator, method 2 in 3.2.1. 
e Edwards R2 estimator, method 3 in 3.2.1. 
f Snijders and Bosker level 1 R2 estimator, method 4 in 3.2.1. 
g Hössjer R2 estimator, method 6 in 3.2.1. 
h Proposed method 1 R2 estimator in 3.2.1. 
i Proposed method 2 R2 estimator in 3.2.1. 
j Proposed method 3 R2 estimator in 3.2.1. 
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Table 11. Example of complete separation and quasi-complete separation 
11.a. Example data 
y1 x1b x2c 
0 1 1 
0 2 2 
0 2 2 
1 3 2 
1 4 4 
1 5 5 
 
11.b. Cross tabulation between x1 and y 
 y=0 y=1 ÔÕ ≤ Ö 3 0 ÔÕ > Ö 0 3 
 
11.c. Cross tabulation between x2 and y 
 y=0 y=1 ÔÖ ≤ Ö 3 1 ÔÖ > Ö 0 2 
a The response variable. 
b The first predictor, x1. 
c The second predictor, x2. 
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Table 12. Family data with separation issue: summary of empirical coverage and separation ratio by parameters 
12.a. Separation and empirical coverage by event proportions (BY) 
BY 0.05 0.1 
Percent data with separation 25.62% 8.46% 
FBC-GEE closer to 0.95, compared with GEE 73% 63% 
FBC-GEE closer to 0.95, compared with Firth Logrega 50% 52% 
 
12.b. Separation and empirical coverage by number of dichotomous predictors (k) 
k 3 5 10 
Percent data with separation 11.22% 15.89% 24.01% 
FBC-GEE closer to 0.95, compared with GEE 65% 66% 73% 
FBC-GEE closer to 0.95, compared with Firth Logrega 55% 59% 39% 
 
12.c. Separation and empirical coverage by balance of each predictor (BX) 
BX 0.05 0.1 
Percent data with separation 25.74% 8.33% 
FBC-GEE closer to 0.95, compared with GEE 77% 59% 
FBC-GEE closer to 0.95, compared with Firth Logrega 53% 49% 
 
12.d. Separation and empirical coverage by effect size (β) 
β ln(1) ln(2) ln(4) ln(16) 
Percent data with separation 40.25% 18.26% 7.22% 2.42% 
FBC-GEE closer to 0.95, compared with GEE 68% 58% 55% 90% 
FBC-GEE closer to 0.95, compared with 
Firth Logreg1 
30% 63% 70% 40% 
 
12.e. Separation and empirical coverage by number of clusters (n) 
n 30 50 100 
Percent data with separation 25.14% 15.63% 9.64% 
FBC-GEE closer to 0.95, compared with GEE 80% 71% 54% 
FBC-GEE closer to 0.95, compared with Firth Logrega 40% 54% 60% 
 
12.f. Separation and empirical coverage by family size 
Mean family size 5 10 16 
Percent data with separation 15.61% 17.97% 15.68% 
FBC-GEE closer to 0.95, compared with GEE 50% 76% 60% 
FBC-GEE closer to 0.95, compared with Firth Logrega 58% 53% 35% 
* Results are aggregated and summarized by each parameter. The first row of each table shows 
the overall percentage of data sets with separation, second and third rows show the percentage of 
scenarios in the simulation where the FBC-GEE’s empirical coverage is smaller than that of GEE 
and logistic regression. The target empirical coverage is 95%. 
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a Firth logistic regression   
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Table 13. Imbalanced genotype and case-control data: empirical type I error rate, inflation factor (λif), bias and 
mean squared error 
13.a. Result of simulation (case=1%, MAF=0.05) 
 GEE FBC-GEE Firth logistic SAIGE 
α=5.0×10-7 7.5×10-6 7.2×10-6 4.8×10-6 3.5×10-7 
α=5.0×10-6 3.5×10-5 3.0×10-5 2.7×10-5 3.1×10-6 
α=5.0×10-5 1.9×10-4 1.5×10-4 1.6×10-4 3.3×10-5 
α=5.0×10-4 1.1×10-3 8.3×10-4 9.7×10-4 3.7×10-4 
λifa 1.033 1.044 1.028 0.973 
Biasb -3.28×10-2 -1.28×10-3 -1.28×10-3 -1.60×10-3 
MSEc 8.74×10-2 8.02×10-2 8.02×10-2 7.26×10-2 
 
13.b. Result of simulation (case=1%, MAF=0.01) 
 GEE FBC-GEE Firth logistic SAIGE 
α=5.0×10-7 5.5×10-2 4.2×10-5 2.2×10-5 5.0×10-8 
α=5.0×10-6 5.5×10-2 1.6×10-4 1.0×10-4 1.8×10-6 
α=5.0×10-5 5.5×10-2 7.7×10-4 4.6×10-4 2.6×10-5 
α=5.0×10-4 5.6×10-2 9.0×10-3 2.2×10-3 3.3×10-4 
λifa 1.076 1.130 0.973 0.976 
Biasb -8.38×10-1 3.48×10-3 3.48×10-3 -5.20×10-3 
MSEc 11.144 0.411 0.411 0.346 
 
13.c. Result of simulation (case=1%, MAF=0.005) 
 GEE FBC-GEE Firth logistic SAIGE 
α=5.0×10-7 2.3×10-1 1.0×10-4 3.8×10-5 1.0×10-7 
α=5.0×10-6 2.3×10-1 3.5×10-4 1.5×10-4 3.1×10-6 
α=5.0×10-5 2.3×10-1 1.2×10-3 6.6×10-4 3.4×10-5 
α=5.0×10-4 2.4×10-1 4.3×10-3 2.9×10-3 3.8×10-4 
λifa 1.103 1.799 0.928 1.011 
Biasb -2.974 6.88×10-2 6.88×10-2 -1.58×10-2 
MSEc 41.251 0.577 0.577 0.727 
 
13.d. Result of simulation (case=10%, MAF=0.005) 
 GEE FBC-GEE Firth logistic SAIGE 
α=5.0×10-7 6.0×10-5 1.6×10-5 3.6×10-6 3.5×10-7 
α=5.0×10-6 1.3×10-4 5.9×10-5 1.8×10-5 3.2×10-6 
α=5.0×10-5 3.8×10-4 2.3×10-4 1.2×10-4 2.8×10-5 
α=5.0×10-4 1.5×10-3 1.1×10-3 7.8×10-4 3.0×10-4 
λifa 1.084 1.052 1.050 0.936 
Biasb -3.36×10-2 -2.02×10-3 -2.02×10-3 -3.21×10-3 
MSEc 0.155 0.138 0.138 0.115 
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* In each of the four scenario, we evaluate the empirical type I error rate at four different 
significance level (α). The target empirical type I error rate is the corresponding value of α.  
a The inflation factor λ. The target value of λ is one. 
b Bias of the regression coefficient estimator.  
c Mean square error of the regression coefficient estimator.  
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Table 14. Computation speed comparisons (in seconds) among different methods  
Number of SNP 
Method 
GEEa FBC-GEEb Firth logisticc SAIGEd 
1,000 209 354 211 5 
a GEE is based on the geem function from geeM R package. 
b FBC-GEE β estimator is calculated by logistf function from logistf R package. The function to 
estimate the standard error is implemented by R script.  
c Firth logistic regression is based on the logistf function from logistf R package. 
d SAIGE is to first fit a null logistic mixed model and then perform the single-variant association 
tests. It is based on the fitNULLGLMM and SPAGMMATtest function from SAIGE R package.  
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Supplementary Table 1. Family connectedness in the simulation studies 
 
Simulation Studies 
Chapter 2.2.2 Chapter 3.2.2 Chapter 4.2.3.1 Chapter 4.2.3.2 
Sample Size 2034 1079 955 10247 
Number of Families 320 100 100 1000 
Family Sizes (min, max) (1, 146) (2, 97) (2, 84) (3, 639) 
Family Sizes (mean±sd) 6.36±11.79 10.79±14.15 9.55±11.92 10.25±24.99 
Pairs of     
Parent/Offspring 1504 1265 1091 12426 
Full Siblings 1598 737 580 5338 
Half Siblings 136 36 21 287 
First Cousins 1978 889 536 5631 
Double First Cousins 30 30 12 43 
Half First Cousins 174 25 16 343 
Avuncular 1727 1093 774 7336 
Half Avuncular 182 43 23 429 
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Supplementary Table 2. Simulation of a single predictor: Results of Xu, SB.2 and VC R2 measurements  
2.a. Bias (in percentage) 
θa βb R2 (%)c 
R2 measurements 
Xud SB.2e VC.ff VC.ng VC.eh 
0.2 0 0 0.0027 0.0021 0.0979 0.0981 0.0969 
0.2 0.3 0.3 0.0540 -0.1282 0.1898 0.1905 0.1929 
0.2 1 3.23 0.5840 -1.3390 1.1027 1.1101 1.1444 
0.2 2 11.76 1.9381 -4.5952 3.4080 3.4412 3.5463 
0.2 5 45.45 4.3777 -12.6825 7.4377 7.6001 7.7494 
1 0 0 -0.0006 0.0007 0.1075 0.1076 0.1003 
1 0.3 0.18 0.1649 -0.1243 0.3755 0.3759 0.3833 
1 1 1.96 1.8262 -1.3287 3.0242 3.0301 3.1745 
1 2 7.41 6.2546 -4.9073 9.9211 9.9671 10.4306 
1 5 33.33 16.4741 -19.4712 24.4007 24.7873 25.5746 
5 0 0 -0.2767 -0.0137 -0.9822 -0.9820 -1.0100 
5 0.3 0.06 0.6948 -0.1625 0.2416 0.2420 0.2358 
5 1 0.66 7.4438 -1.0932 9.7378 9.7418 9.9232 
5 2 2.6 19.0937 -3.6229 25.3230 25.3571 25.9834 
5 5 14.29 40.1088 -13.1492 52.7764 53.1097 54.3064 
 
2.b. MSE 
θa βb R2 (%)c 
R2 measurements 
Xud SB.2e VC.ff VC.ng VC.eh 
0.2 0 0 7.6×10-6 3.1×10-5 2.1×10-5 2.1×10-5 2.3×10-5 
0.2 0.3 0.3 3.9×10-5 0.00013 9.5×10-5 9.5×10-5 0.00010 
0.2 1 3.23 0.00036 0.00124 0.00086 0.00087 0.00092 
0.2 2 11.76 0.00129 0.00565 0.00321 0.00326 0.00345 
0.2 5 45.45 0.00302 0.02396 0.00777 0.00812 0.00841 
1 0 0 1.7×10-5 1.3×10-5 4.6×10-5 4.6×10-5 5.0×10-5 
1 0.3 0.18 6.9×10-5 4.4×10-5 0.00018 0.00018 0.0002 
1 1 1.96 0.00086 0.00052 0.00219 0.00220 0.00239 
1 2 7.41 0.00539 0.00368 0.0132 0.01333 0.01452 
1 5 33.33 0.02894 0.04331 0.06262 0.06466 0.06869 
5 0 0 0.00584 0.00029 0.01921 0.01921 0.01914 
5 0.3 0.06 0.01227 0.00059 0.03311 0.03311 0.03300 
5 1 0.66 0.04747 0.00214 0.08404 0.08405 0.08408 
5 2 2.6 0.10434 0.00593 0.13379 0.13396 0.13650 
5 5 14.29 0.19105 0.02443 0.29813 0.30148 0.31329 
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2.c. Percentage of negative values  
θa βb R2 (%)c 
R2 measurements 
Xud SB.2e VC.ff VC.ng VC.eh 
0.2 0 0 64.92 58.32 47.48 47.48 47.8 
0.2 0.3 0.3 33.62 46.4 32.6 32.6 33.16 
0.2 1 3.23 0.74 27.42 4.58 4.56 4.94 
0.2 2 11.76 0 11.1 0.04 0.04 0.04 
0.2 5 45.45 0 0.1 0 0 0 
1 0 0 64.94 56.62 54.26 54.26 55 
1 0.3 0.18 42.08 48.9 38.36 38.36 39.16 
1 1 1.96 2.78 35.82 6.78 6.78 7.02 
1 2 7.41 0 23.08 0.14 0.14 0.2 
1 5 33.33 0 3.82 0 0 0 
5 0 0 64.6 54.52 59.72 59.72 60.54 
5 0.3 0.06 54.06 51.34 50.88 50.88 51.6 
5 1 0.66 14.68 41.82 16.4 16.4 16.5 
5 2 2.6 0.96 40.3 1.82 1.82 1.7 
5 5 14.29 0 28.66 0 0 0 
a The magnitude of the random effect variance, random effect variance  =  × . 
b Regression coefficient for the single predictor. 
c True value of R2. 
d Xu R2 estimator, method 1 in 3.2.1. 
e Snijders and Bosker level 2 R2 estimator, method 4 in 3.2.1. 
f Vonesh and Chinchilli R2 estimator, method 5 in 3.2.1, with  = y of the full model. 
g Vonesh and Chinchilli R2 estimator, method 5 in 3.2.1, with  = y of the reduced model. 
h Vonesh and Chinchilli R2 estimator, method 5 in 3.2.1, with  = . 
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Supplementary Table 3. Simulation of multiple predictors: Results of Xu, SB.2 and VC R2 measurements 
3.a. Bias (in percentage) 
ρa βb R2 (%)c 
R2 measurements 
Xud SB.2e VC.ff VC.ng VC.eh 
0 0 1.96 1.8824 -1.3215 3.2021 3.2080 3.3473 
0 0.3 2.13 2.0366 -1.4378 3.4456 3.4523 3.6039 
0 1 3.85 3.5322 -2.5806 5.7911 5.8074 6.0732 
0 2 9.09 7.5047 -5.9885 11.8886 11.9520 12.4827 
0 5 34.21 16.6369 -19.8900 24.6211 25.0148 25.7897 
0.15 0 1.96 1.8852 -1.3205 3.2057 3.2117 3.3503 
0.15 0.3 2.31 2.2002 -1.5524 3.7025 3.7100 3.8737 
0.15 1 4.4 4.0127 -2.9436 6.5386 6.5585 6.8592 
0.15 2 10.07 8.1836 -6.6076 12.9094 12.9839 13.5547 
0.15 5 35.48 16.8000 -20.4838 24.7928 25.2028 25.9674 
0.75 0 1.96 1.8850 -1.3210 3.2057 3.2117 3.3507 
0.75 0.3 2.99 2.8092 -2.0090 4.6596 4.6706 4.8817 
0.75 1 6.54 5.7133 -4.3464 9.1640 9.2015 9.6202 
0.75 2 13.79 10.3913 -8.9112 16.1776 16.2984 16.9824 
0.75 5 40.12 17.0502 -22.4081 24.9386 25.3967 26.1095 
 
3.b. MSE 
ρa βb R2 (%)c 
R2 measurements 
Xud SB.2e VC.ff VC.ng VC.eh 
0 0 1.96 0.0009 0.0005 0.0024 0.0024 0.0026 
0 0.3 2.13 0.0010 0.0006 0.0026 0.0026 0.0029 
0 1 3.85 0.0022 0.0014 0.0057 0.0057 0.0062 
0 2 9.09 0.0074 0.0053 0.0180 0.0183 0.0198 
0 5 34.21 0.0295 0.0455 0.0637 0.0658 0.0698 
0.15 0 1.96 0.0009 0.0006 0.0024 0.0024 0.0026 
0.15 0.3 2.31 0.0011 0.0007 0.0029 0.0029 0.0032 
0.15 1 4.4 0.0027 0.0017 0.0067 0.0068 0.0074 
0.15 2 10.07 0.0085 0.0061 0.0206 0.0208 0.0226 
0.15 5 35.48 0.0300 0.0478 0.0644 0.0665 0.0705 
0.75 0 1.96 0.0009 0.0005 0.0024 0.0024 0.0026 
0.75 0.3 2.99 0.0016 0.0009 0.0040 0.0041 0.0044 
0.75 1 6.54 0.0046 0.0030 0.0116 0.0117 0.0127 
0.75 2 13.79 0.0128 0.0103 0.0304 0.0309 0.0334 
0.75 5 40.12 0.0306 0.0565 0.0646 0.0670 0.0707 
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3.c. Percentage of negative values  
ρa βb R2 (%)c 
R2 measurements 
Xud SB.2e VC.ff VC.ng VC.eh 
0 0 1.96 3.2 36.84 6.52 6.52 6.74 
0 0.3 2.13 2.76 36.5 5.7 5.7 5.92 
0 1 3.85 0.38 31.42 1.48 1.48 1.58 
0 2 9.09 0 22.38 0.04 0.04 0.06 
0 5 34.21 0 4.08 0 0 0 
0.15 0 1.96 3.3 36.2 6.6 6.6 6.88 
0.15 0.3 2.31 1.94 35.36 5.02 5 5.28 
0.15 1 4.4 0.12 30.24 0.96 0.96 1.1 
0.15 2 10.07 0 20.12 0 0 0 
0.15 5 35.48 0 3.52 0 0 0 
0.75 0 1.96 3.12 36.5 6.38 6.38 6.76 
0.75 0.3 2.99 0.88 33.44 3 3 3.18 
0.75 1 6.54 0 25.38 0.2 0.2 0.22 
0.75 2 13.79 0 15.22 0 0 0 
0.75 5 40.12 0 2.12 0 0 0 
a Correlation between the two predictors. 
b Regression coefficient for the first predictor, x1. 
c True value of R2. 
d Xu R2 estimator, method 1 in 3.2.1. 
e Snijders and Bosker level 2 R2 estimator, method 4 in 3.2.1. 
f Vonesh and Chinchilli R2 estimator, method 5 in 3.2.1, with  = y of the full model. 
g Vonesh and Chinchilli R2 estimator, method 5 in 3.2.1, with  = y of the reduced model. 
h Vonesh and Chinchilli R2 estimator, method 5 in 3.2.1, with  = . 
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Supplementary Table 4. Simulation of a multiple predictors: Results of Xu, SB.2 and VC R2 measurements  
4.a. Bias (in percentage) 
ρa βb R2 (%)c 
R2 measurements 
Xud SB.2e VC.ff VC.ng VC.eh 
0 0 0 -0.0012 0.0061 0.1053 0.1055 0.0978 
0 0.3 0.18 0.1699 -0.1155 0.3798 0.3802 0.3873 
0 1 1.96 1.8473 -1.3173 3.0486 3.0546 3.1986 
0 2 7.41 6.2976 -4.9019 9.9739 10.0200 10.4822 
0 5 33.33 16.5184 -19.4779 24.4520 24.8360 25.6205 
0.15 0 0 -0.0067 0.0054 0.0975 0.0976 0.0898 
0.15 0.3 0.18 0.1675 -0.1160 0.3759 0.3763 0.3834 
0.15 1 1.92 1.8260 -1.2971 3.0132 3.0190 3.1614 
0.15 2 7.25 6.2218 -4.8186 9.8546 9.8994 10.3571 
0.15 5 32.83 16.4957 -19.2908 24.4332 24.8130 25.6024 
0.75 0 0 -0.0041 0.0060 0.1010 0.1012 0.0934 
0.75 0.3 0.08 0.0717 -0.0480 0.2226 0.2228 0.2217 
0.75 1 0.87 0.8346 -0.5843 1.4405 1.4426 1.5051 
0.75 2 3.38 3.1189 -2.2730 5.0497 5.0632 5.3050 
0.75 5 17.95 12.3765 -11.4049 18.9676 19.1456 19.9108 
 
4.b. MSE 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ρa βb R2 (%)c 
R2 measurements 
Xud SB.2e VC.ff VC.ng VC.eh 
0 0 0 2.0×10
-5 1.5×10-5 5.5×10-5 5.5×10-5 6.0×10-5 
0 0.3 0.18 7.5×10
-5 5.0×10-5 0.00020 0.00020 0.00022 
0 1 1.96 0.00089 0.00055 0.00228 0.00229 0.00249 
0 2 7.41 0.00552 0.00379 0.0135 0.01363 0.01483 
0 5 33.33 0.02916 0.04367 0.06301 0.06505 0.06908 
0.15 0 0 1.9×10
-5 1.5×10-5 5.4×10-5 5.4×10-5 5.8×10-5 
0.15 0.3 0.18 7.3×10
-5 4.7×10-5 0.00019 0.00019 0.00021 
0.15 1 1.92 0.00086 0.00053 0.00221 0.00222 0.00241 
0.15 2 7.25 0.00537 0.00365 0.01315 0.01328 0.01446 
0.15 5 32.83 0.02907 0.04285 0.06292 0.06494 0.06899 
0.75 0 0 2.0×10
-5 1.5×10-5 5.5×10-5 5.5×10-5 5.9×10-5 
0.75 0.3 0.08 4.3×10
-5 2.9×10-5 0.00012 0.00012 0.00013 
0.75 1 0.87 0.00033 0.00021 0.00087 0.00087 0.00095 
0.75 2 3.38 0.00184 0.00116 0.00464 0.00467 0.00508 
0.75 5 17.95 0.01752 0.01630 0.04044 0.04123 0.04444 
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4.c. Percentage of negative values  
ρa βb R2 (%)c 
R2 measurements 
Xud SB.2e VC.ff VC.ng VC.eh 
0 0 0 65.5 55.82 54.64 54.64 55.66 
0 0.3 0.18 42.42 49.14 38.76 38.76 39.82 
0 1 1.96 3.12 36.74 7.12 7.12 7.36 
0 2 7.41 0 24.12 0.16 0.16 0.18 
0 5 33.33 0 4.3 0 0 0 
0.15 0 0 65.68 56 54.8 54.8 56.28 
0.15 0.3 0.18 41.82 49 38.72 38.72 39.58 
0.15 1 1.92 3.08 36.64 6.8 6.8 7 
0.15 2 7.25 0 24.82 0.1 0.1 0.14 
0.15 5 32.83 0 4.64 0 0 0 
0.75 0 0 65.72 56.1 55.7 55.7 56.62 
0.75 0.3 0.08 53.16 51.44 47 47 47.76 
0.75 1 0.87 12.72 41.36 16.96 16.96 17.54 
0.75 2 3.38 0.7 32.18 2.48 2.46 2.54 
0.75 5 17.95 0 12.88 0 0 0 
a Correlation between the two predictors. 
b Regression coefficient for the first predictor, x1. 
c True value of partial R2. 
d Xu R2 estimator, method 1 in 3.2.1. 
e Snijders and Bosker level 2 R2 estimator, method 4 in 3.2.1. 
f Vonesh and Chinchilli R2 estimator, method 5 in 3.2.1, with  = y of the full model. 
g Vonesh and Chinchilli R2 estimator, method 5 in 3.2.1, with  = y of the reduced model. 
h Vonesh and Chinchilli R2 estimator, method 5 in 3.2.1, with  = . 
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FIGURES 
Figure 1. Simulation studies: Family sizes  
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Figure 2. Simulation of a continuous main predictor: Type I error rate  
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*  is the standard deviation of the random error.  is a parameter for the magnitude of the 
random effect variance. The variance of random effect is  =  × . uU6$ is the proportion 
of samples measured at the first lab. © 3" is the number of total lab sites. ` on the x-axis is a 
parameter for the severity of the heteroscedasticity. Empirical type I error rate is on the y-axis. 
The target value of empirical type I error rate is 0.05, represented by the horizontal black dotted 
line. The 0.05±0.0025 bounds are plotted with light blue dotted line.  
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Figure 3. Simulation of a continuous main predictor: Inflation adjusted power 
 
*  is the standard deviation of the random error.  is a parameter for the magnitude of the 
random effect variance. The variance of random effect is  =  × . uU6$ is the proportion 
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of samples measured at the first lab. © 3" is the number of total lab sites. ` on the x-axis is a 
parameter for the severity of the heteroscedasticity. Empirical power is on the y-axis. Due to the 
inflated type I error rates of some methods found in certain scenarios of type I error rate 
simulation, for a fair comparison, we estimate power (inflation adjusted) of these methods at the 
test specific empirical α levels that yield type I error rate=0.05.  
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Figure 4. Simulation of a genotype main predictor: Type I error rate  
 
* "Ø is the minor allele frequency of simulated genotype main predictor. ` on the x-axis is a parameter for the severity of the 
heteroscedasticity. Empirical type I error rate is on the y-axis. The target value of empirical type I error rate is 0.05, represented by the 
horizontal black dotted line. The 0.05±0.005 bounds are plotted with light blue dotted line. 
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Figure 5. Simulation of a genotype main predictor: Inflation adjusted power 
 
* "Ø is the minor allele frequency of simulated genotype main predictor. ` on the x-axis is a parameter for the severity of the 
heteroscedasticity. Empirical power is on the y-axis. Due to the inflated type I error rates of some methods found in certain scenarios of 
type I error rate simulation, for a fair comparison, we estimate power (inflation adjusted) of these methods at the test specific empirical α 
levels that yield type I error rate=0.05. 
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Figure 6. Simulation studies: Family sizes  
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Figure 7. Simulation of a single predictor: R2 versus bias and R2 versus relative bias 
 
* Plot (a.1) is true R2 versus bias for all seven methods (Likelihood Ratio, Edwards, Snijders and 
Bosker level 1, Hössjer, Proposed methods 1, 2 and 3). Plot (a.2) is true R2 versus bias for the 
selected five methods (Snijders and Bosker level 1, Hössjer, Proposed method 1, 2 and 3) with 
low bias. Plot (b.1) is the true R2 versus relative bias (defined as bias/R2) for the seven methods. 
Plot (b.1) is the true R2 versus relative bias for the selected five methods.  
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Figure 8. Simulation of a single predictor: Bias of R2 measurements  
 
* Each of the 15 plots illustrates the bias of the seven methods (LR: Likelihood Ratio, Ed: Edwards, SB.1: Snijders and Bosker level 1, H: 
Hössjer, P1/P2/P3: Proposed method 1, 2 and 3) in one scenario.  is the magnitude of the random effect variance (random effect variance  =  × ). β is the regression coefficient for the single predictor. The true value of R2 is listed on top of each individual plot. Bias is 
plotted as a dot with 95% confidence interval for each method. The horizontal dashed line represent zero bias.   
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Figure 9. Simulation of a single predictor: MSE of R2 measurements  
 
* Each of the 15 plots shows the MSE of the seven methods (LR: Likelihood Ratio, Ed: Edwards, SB.1: Snijders and Bosker level 1, H: 
Hössjer, P1/P2/P3: Proposed method 1, 2 and 3) in one scenario.  is the magnitude of the random effect variance (random effect variance  =  × ). β is the regression coefficient for the single predictor. The true value of R2 is listed on top of each individual plot. MSE is 
plotted as a dot with 95% confidence interval for each method. 
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Figure 10. Simulation of multiple predictors: R2 versus bias and R2 versus relative bias 
 
* Plot (a.1) is true R2 versus bias for all seven methods (Likelihood Ratio, Edwards, Snijders and 
Bosker level 1, Hössjer, Proposed methods 1, 2 and 3). Plot (a.2) is true R2 versus bias for the 
selected five methods (Snijders and Bosker level 1, Hössjer, Proposed method 1, 2 and 3) with 
low bias. Plot (b.1) is the true R2 versus relative bias (defined as bias/R2) for the seven methods. 
Plot (b.1) is the true R2 versus relative bias for the selected five methods. 
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Figure 11. Simulation of multiple predictors: Bias of R2 measurements  
 
* Each of the 15 plots illustrates the bias of the seven methods (LR: Likelihood Ratio, Ed: Edwards, SB.1: Snijders and Bosker level 1, H: 
Hössjer, P1/P2/P3: Proposed method 1, 2 and 3) in one scenario. ¤ is the correlation between the two predictors. β is the regression 
coefficient for the first predictor. The true value of R2 is listed on top of each individual plot. Bias is plotted as a dot with 95% confidence 
interval for each method. The horizontal dashed line represent zero bias.  
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Figure 12. Simulation of multiple predictors: MSE of R2 measurements  
 
* Each of the 15 plots shows the MSE of the seven methods (LR: Likelihood Ratio, Ed: Edwards, SB.1: Snijders and Bosker level 1, H: 
Hössjer, P1/P2/P3: Proposed method 1, 2 and 3) in one scenario. ¤ is the correlation between the two predictors. β is the regression 
coefficient for the first predictor. The true value of R2 is listed on top of each individual plot. MSE is plotted as a dot with 95% confidence 
interval for each method. 
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Figure 13. Simulation of multiple predictors: Partial R2 versus bias and partial R2 versus relative bias 
 
* Plot (a.1) is true partial R2 versus bias for all seven methods (Likelihood Ratio, Edwards, 
Snijders and Bosker level 1, Hössjer, Proposed methods 1, 2 and 3). The Snijders and Bosker 
level 1 partial R2 estimator is equivalent to the proposed method 2 partial R2 estimator. Plot (a.2) 
is true partial R2 versus bias for the selected five methods (Snijders and Bosker level 1/Proposed 
method 2, Hössjer, Proposed method 1 and 3) with low bias. Plot (b.1) is the true partial R2 versus 
relative bias (defined as bias/partial R2) for the seven methods. Plot (b.1) is the true partial R2 
versus relative bias for the selected five methods.
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Figure 14. Simulation of multiple predictors: Bias of partial R2 measurements  
 
* Each of the 15 plots illustrates the bias of the seven methods (LR: Likelihood Ratio, Ed: Edwards, SB.1: Snijders and Bosker level 1, H: 
Hössjer, P1/P2/P3: Proposed method 1, 2 and 3) in one scenario. ¤ is the correlation between the two predictors. β is the regression 
coefficient for the first predictor. The true value of partial R2 is listed on top of each individual plot. Bias is plotted as a dot with 95% 
confidence interval for each method. The horizontal dashed line represent zero bias.  
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Figure 15. Simulation of multiple predictors: MSE of partial R2 measurements  
 
 
* Each of the 15 plots shows the MSE of the seven methods (LR: Likelihood Ratio, Ed: Edwards, SB.1: Snijders and Bosker level 1, H: 
Hössjer, P1/P2/P3: Proposed method 1, 2 and 3) in one scenario. ¤ is the correlation between the two predictors. β is the regression 
coefficient for the first predictor. The true value of partial R2 is listed on top of each individual plot. MSE is plotted as a dot with 95% 
confidence interval for each method.
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Figure 16. Family data with separation issue: Family sizes  
 
* Figure 16.a.1-3 are histograms of family sizes in the simulation with varying number of families 
(n=30, 50 and 100) and fixed mean family size=9.5. Figure 16.b.1-3 are histograms of family 
sizes in the simulation with varying mean family size (16, 10 and 5) and fixed number of 
samples=483.  
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Figure 17. Family data with separation issue: Empirical coverage, bias, MSE and percentage of separation 
 
* Each point shows the result of one method in a single scenario. In each scenario, the percentage 
of simulated data sets with separation is shown on the x-axis. Percentage of separation is shown 
on a log scale for a clearer view. The horizontal blue dashed line represents 95% (target value) 
empirical coverage, zero bias of the regression coefficient estimator and zero mean squared error 
for the first, second and third plot, respectively.    
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Figure 18. Family data with separation issue: Empirical coverage and bias by each parameter  
18.a. Empirical coverage and bias by event proportions (BY) 
 
 
  
1
1
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18.b. Empirical coverage and bias by number of dichotomous predictors (k) 
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18.c. Empirical coverage and bias by balance of each predictor (BX) 
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18.d. Empirical coverage and bias by effect size (β) 
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18.e. Empirical coverage and bias by number of clusters (n) 
 
  
1
1
7
18.f. Empirical coverage and bias by family size 
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* Each point shows the result of one method in a single scenario. In each scenario, the percentage of simulated data sets with separation is 
shown on the x-axis. Percentage of separation is shown on a log scale for a clearer view. The horizontal blue dashed line represents 95% 
(target value) empirical coverage and zero bias of the regression coefficient estimator for the plot of empirical coverage and the plot of 
bias, respectively. BY is the proportion of case in the outcome variable. k is the number of dichotomous predictors. BX is the balance of 
each binary predictor. beta is the effect size. n is the number of families. N is the number of samples. Fam Size is the mean family size.   
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Figure 19. Imbalanced genotype and case-control data: Family sizes  
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Figure 20. Imbalanced genotype and case-control data: Genotype minor allele frequency  
 
* The first to third columns are histograms of the simulated genotype data, each with 10 million 
rare genetic markers and pre-specified minor allele frequency 5%, 1% and 0.5%. The vertical 
black dashed lines represent the target value for the three set of genotype data.  
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Figure 21. Imbalanced genotype and case-control data: Quantile-quantile plots of association p-value for 10 million variants with extremely imbalanced case-
control ratio (1:99) 
 
  
1
2
2
* The first to forth columns are for p-values from GEE, FBC-GEE, Firth logistic regression and SAIGE. Each row presents the results of 
one scenario with simulated genotype minor allele frequency 5%, 1% and 0.5%. The black lines indicate that observed p-values align with 
the expected p-values. The genomic inflation factor λ is marked in the bottom right corner.   
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Figure 22. Imbalanced genotype and case-control data: Quantile-quantile plots of association p-value for 10 million variants with extremely low minor allele 
frequency (0.005) 
 
* The first to forth columns are for p-values from GEE, FBC-GEE, Firth logistic regression and SAIGE. Each row presents the results of 
one scenario with simulated phenotype case-control ratio 1:9 and 1:99. The black lines indicate that observed p-values align with the 
expected p-values. The genomic inflation factor λ is marked in the bottom right corner. 
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APPENDIX 
A1 | Bias adjustment term for method P3 R2 estimator 
We use Var(y)-E(S(y)) as a bias adjustment term for method P3.  
t()' =  £ 1 − 1 ¶(] − )¥
= 1 − 1 £¶ ]&]9$ + ¶ &]9$ − 2 ¶ ]&]9$ ¥.  (44) 
] = Zh]$, h], … , h][ is the k-row of the design matrix X. Assume ]’s independent 
from a distribution with mean (), which is a q×1 vector and covariance (), 
which is a q×q matrix. ] = (] + ] + 	]) = .  
] = "U(]) + (]) = "U(]) + (]) = "U(]) + (])
= L() +  +  + ().  (45) 
Ù» = Ù, »' + b» = Ù + Ù + 	Ù, » + » + 	»' + b»
= LÙ, »' + Ù, »' + 	Ù, 	»' + ()
= () + ÚL() +  + , !Ø # = ℎÙ, »', !Ø # ≠ ℎ . (46) 
We define matrix 
y = L() × & +  × ∗ +  × & , (47) 
where ∗ a kinship matrix if the number of subjects is equal to the number of 
observations. In the case where some subjects have multiple observations, we duplicate 
the corresponding rows and columns of the subjects with repeated measurements and 
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form an N×N revised kinship matrix ∗. The sum of all elements of matrix y is denoted 
as π.  
 =  £ 1 ($ + ⋯ + &)¥ = 1 ¶ ¶ Ù»&»9$&Ù9$ = π + ().  (48) 
¶ ] =&]9$ ¶ ] ∑ q
&q9$&]9$ = 1 ¶ ¶ ]q = : + () .  (49) 
Plugging formula (45), (48) and (49) back into (44), we have 
t()' =  − 1 "U() − :( − 1).  (50) 
Finally, the bias adjustment term is  
"U() − t()' = "U() −  − 1 "U() + :( − 1)
= :( − 1) − L() +  +  − 1 .  (51) 
 
A2 | Partial R2 (given x2) for a two predictors LME 
We can regress x1 on x2 using a single linear regression:  
h$ = Ýh + Þ, (52) 
where Þ, the random error, and x2 are independent.  
"U(h$) = "U(Ýh + Þ) = Ý"U(h) + "U(Þ).  (53) 
The R2 measures the proportional variance of x1 that can be predicted by x2 and in the 
single linear regression, it is the squared correlation between x1 and x2, i.e. ¤. 
} =  Ý"U(h)"U(h$) = ¤.  (54) 
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Hence, the random error variance is: 
"U(Þ) = (1 − ¤)"U(h$).  (55)  
The full response variance in the LME can be decomposed by:  
"U(]) = "U(h$]$ + h] + ] + 	])
= "U(h$]$ + h]) + "U(]) + "U(	])
= "UZ(Ýh] + Þ])$ + h][ +  + 
= "UZ(Ý$ + )h] + $Þ][ +  + 
= (Ý$ + )"U(h) + $"U(Þ) +  + .  (56) 
As a result, the unexplained variance of a full model (given x1 and x2) is  + . The 
unexplained variance of a reduced model (given x2 only) is $"U(Þ) +  + . By our 
definition of partial R2 in LME.  
}xrmrq =  − qq = $
"U(Þ)$"U(Þ) +  +  
= $(1 − ¤)"U(h$)$(1 − ¤)"U(h$) +  +  .  (57) 
It is also clear from the formula that the partial R2 is the proportional variance, which can 
be predicted by x1, of the unmodeled variance of a reduced model. 
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