INTRODUCTION
There is a long history of studies of the representation of information by single neurons, but the investigation of coding by populations of neurons is far less advanced. High dimensionality makes the problem difficult: on the experimental side, because access to the simultaneous activity of an entire population is necessary; on the theoretical side, because the way in which information is coded in this simultaneous activity has to be elucidated. The problem is high dimensional, in particular, since different neurons can process their inputs in different ways and since their outputs can be correlated. Coding in the face of these two aspects-the diversity of cell types and neural response properties, and the correlation in neural activity-is the topic of the present paper.
Neural noise is a theme that runs through any discussion of neural coding. In the simplest case, the noise in the output of a neuron is independent from that in other neurons. Noise then makes the output of each neuron less precise and thereby harms the coding performance. In contrast to this idealized case, many brain areas display ''noise correlation,'' i.e., correlation in the variability of the output of a population of neurons in response to a given stimulus (Hatsopoulos et al., 1998; Mastronarde, 1989; Ozden et al., 2008; Perkel et al., 1967; Sasaki et al., 1989; Zohary et al., 1994; Shlens et al., 2008; Usrey and Reid, 1999; Vaadia et al., 1995; Bair et al., 2001; Fiser et al., 2004; Kohn and Smith, 2005; Smith and Kohn, 2008; Lee et al., 1998; Ecker et al., 2010; Graf et al., 2011; Goris et al., 2014; Lin et al., 2015) . The problem now becomes higher dimensional: beyond the degree of noise in each neuron, one has to be concerned with all the other quantities that describe the statistical relations among neurons. In other words, when examining the impact of noise on coding, one has to take into account not only the magnitude of the noise, but also its structure.
In past years, a number of theoretical proposals on the way in which noise correlation may impact coding have been put forth (Johnson, 1980; Vogels, 1990; Oram et al., 1998; Abbott and Dayan, 1999; Panzeri et al., 1999; Sompolinsky et al., 2001; Wilke and Eurich, 2002; Romo et al., 2003; Golledge et al., 2003; Pola et al., 2003; Lee, 2003, 2006; Sompolinsky, 2004, 2006; Josi c et al., 2009; Ecker et al., 2011; Hu et al., 2014; da Silveira and Berry, 2014) . Many of these have argued that noise correlation is detrimental to the coding performance, and this statement was, for some time, taken as a rule of thumb. More recently, some studies have demonstrated that correlation can be beneficial to neural coding, depending upon its structure (Ecker et al., 2011; Hu et al., 2014; da Silveira and Berry, 2014; Lin et al., 2015 ; see also Wilke and Eurich, 2002; Moreno-Bote et al., 2014) . In most cases, however, a model of the structure of correlation was assumed, and its consequences were derived: there are, as yet, very few direct demonstrations of the role of correlation in coding, as these require large volumes of simultaneous recordings of populations of neurons over a range of stimuli or tasks. Analyses of cortical data Lee, 2004, 2006; Montani et al., 2007; Graf et al., 2011; Lin et al., 2015) indicate that correlation can benefit coding, and a number of earlier studies (Maynard et al., 1999; Romo et al., 2003; Cohen and Newsome, 2008; Poort and Roelfsema, 2009; Gutnisky and Dragoi, 2008) similarly suggest, though in a less direct manner, that correlation can enhance the coding performance in cortex. There exist few studies along these lines in the context of retina; one such study (Nirenberg et al., 2001) argued that correlation affects coding only weakly, while others highlighted a potential greater relevance of correlation (Schnitzer and Meister, 2003; Schneidman et al., 2003) .
Determining whether, in a given population of neurons, noise correlation is beneficial or detrimental to coding, and quantitatively how important the effect is, will be essential for understanding neural coding beyond the single cell. Here, we address these issues in the context of populations of retinal neurons of a given type, direction-selective cells, and we then extend our considerations to more general populations of broadly tuned neurons. Since we recorded the simultaneous responses of populations of direction-selective cells to a battery of stimuli, it was possible to extract from our data the structure of the noise in these populations. With this knowledge at hand, we show not only that correlation is beneficial to coding, but also that it is its specific structure that grants it its favorable role. We then introduce simple models of correlated activity that capture the beneficial structure of correlation; these models are not only simple but also robust, as they rely on common circuit properties like diverging synapses and non-linear neural transfer functions. Given their generality, these models extend our results beyond the confines of the retina.
Several broad conceptual points emerge from our analyses:
d Noise correlations can benefit sensory coding appreciably even in small populations of four or eight cells, yet this follows from a collective phenomenon that operates beyond individual pairs of neurons. d The coding enhancement results from the form of stimulusdependent correlations observed in data. Simple models that rely on common circuit properties show how these structured correlations emerge in a robust manner. d In large populations of correlated neurons, an unexpected physiological organization can be advantageous, namely using a set of discrete tuning preferences in the population to code for a continuous stimulus, rather than covering the dynamic range of the stimulus uniformly.
A few earlier studies (Panzeri et al., 1999; Pola et al., 2003; Shamir and Sompolinsky, 2004) have considered the effect of stimulus-dependent noise correlation upon coding. Our approach is complementary to theirs, as it differs in the overall information theoretic framework, the models of noise correlation, and especially the mechanism by which coding benefits from correlation. Furthermore, here we present a direct demonstration that noise correlation benefits coding in an identified neural population.
RESULTS

Measurements of Noise Correlation in Retinal DirectionSelective Neurons
We address the role of noise correlation in sensory coding using simultaneous recordings from populations of identified cell types, namely retinal direction-selective ganglion cells in rabbit retina. These recordings were obtained with a high-density microelectrode array (Frey et al., 2009) , which featured an electrode density comparable to the density of retinal ganglion cells. After localizing and selecting the cells of interest, we recorded from each of the identified direction-selective ganglion cells with at least five electrodes, with high signal-to-noise ratio (Fiscella et al., 2012) . From these population recordings, we derived response and correlation properties in the population.
We presented the rabbit retina with moving bar stimuli. A direction-selective cell responds most vigorously to a bar that moves in its so-called preferred direction ( Figure 1A ) and with a broad tuning curve about this preferred direction (Figures 1B and 1C) (see Fiscella et al., 2015 for details on experimental procedures and a thorough study of response properties of direction-selective cells). We focused upon the four types of ON-OFF retinal direction-selective cells whose preferred directions point along the four cardinal directions ( Figure 1B ). While the peak amplitude of the response could vary from cell to cell (Figure 1C) , in particular as a function of the location of the stimulus with respect to the cell's receptive field, the shapes of the tuning curves were comparable for different cells, as seen when normalizing their peak amplitude ( Figure 1B ). Typically, a tuning curve covered a little more than 180 , i.e., each direction-selective neuron ''monitored'' the stimulus direction in a range somewhat over 90 on each side of its preferred direction ( Figure 1C ). Neural responses to repetitions of the same stimulus varied appreciably from trial to trial (clouds of points in Figure 1D ). Thus, for any given stimulus, noise in the response was substantial. This noise, furthermore, came with a specific structure across stimuli. Because direction-selective neurons can have one of the four cardinal directions as preferred direction, there are three types of pairwise correlations to consider: between two neurons with similar preferred directions, with preferred directions that differ by 90
, and with preferred directions that differ by 180 ( Figure 1E ). When plotted as functions of the stimulus direction, these three correlation values displayed a consistent modulation about their mean value ( Figure 1E ). Roughly, in all three cases the pairwise correlation was large when the product of the tuning curves was large. In other words, the correlation between two neurons behaved similarly to the geometric mean of their two tuning curves ( Figure 1E ).
We note that the correlation values we observed in pairs of neurons sometimes exceeded by an appreciable amount values often quoted in the literature on cortex (Hatsopoulos et al., 1998; Mastronarde, 1989; Ozden et al., 2008; Perkel et al., 1967; Sasaki et al., 1989; Zohary et al., 1994; Shlens et al., 2008; Usrey and Reid, 1999; Vaadia et al., 1995; Bair et al., 2001; Fiser et al., 2004; Kohn and Smith, 2005; Smith and Kohn, 2008; Lee et al., 1998; Ecker et al., 2010; Graf et al., 2011; Goris et al., 2014) . Most of the values quoted in the literature, however, correspond to averages over cell pairs and over stimuli. If we also average the correlation values that we find over pairs and stimuli, the resulting mean correlations are comparable to those previously reported. In a recent cortical study (Lin et al., 2015) in which correlation values were not averaged over either tuning preferences or stimuli, these took much larger values, ranging from 0.2 to 0.8, with a large fraction of pairs above 0.5-values not only comparable, but in fact larger than the ones we observed in retina.
From Spiking Data to Coding Performance: The Impact of Noise Correlation Noise in the response of direction-selective cells is appreciable, and correlation shapes it in a particular manner. Because of its non-negligible magnitude, one expects that noise has an effect on the coding performance in a population and that the correlations it carries can modulate this effect. To begin, we quantified the impact of noise correlation upon the coding performance through direct data analysis. For a quantitative assessment, we compared the experimental, correlated populations of neurons to ''equivalent'' independent populations, in which all mean responses and variances of individual neurons were preserved as in the data, but the correlations were removed (see Supplemental Experimental Procedures, Sec. 1.3). As a measure of the coding performance, we used the Cramé r-Rao bound (the inverse square root of the Fisher information). Given the level of noise in the circuit and its structure, this provides a lower bound, dq 2 correlated ðqÞ, on the performance of any estimator of motion direction: var ðqÞRdq 2 correlated ðqÞ, where var ðqÞ is the variance of the decoded direction,q, given a stimulus direction, q (see Supplemental Experimental Procedures, Sec. 1.2) (Abbott and Dayan, 1999 , Sompolinsky et al., 2001 , Wilke and Eurich, 2002 , Josi c et al., 2009 . We compared this quantity to its counterpart, dq 2 independent ðqÞ, the Cramé r-Rao bound obtained from a version of the data in which we removed correlations. Finally, we quantified the impact of noise correlation through the ''mean percent improvement'':
where h,i q denotes an average over all stimulus directions. When DR = 0%, correlations do not affect coding on average; but when DR is larger, say DR = 50%, this corresponds to a boost in coding precision by a factor of two in a correlated population as compared with an independent population. We analyzed data obtained in several experiments (see Experimental Procedures and Fiscella et al., 2015) . For each experiment, we randomly selected populations of direction-selective neurons among all simultaneously recorded cells; we repeated this sampling many times, with the same fixed number of cells in the population. As expected, the accuracy of the coding of direction, as described by dq correlated , improved with the size of the population (Figure 2A ). The surprise was that this enhancement was stronger for the correlated neurons in the real data than for independent populations ( Figure 2B ). Furthermore, this relative enhancement grew with the size of the population, i.e., correlation was increasingly beneficial in larger populations ( Figure 2B ). A study based on paired intracellular recordings supports a similar benefit of correlation for coding in retinal directionselective cells (Zylberberg et al., 2016, this issue ).
An appreciable fraction of the effect of correlation was present already in small populations of cells ( Figure 2B ). Owing to this observation, and because our data afforded more reliable statistics for small populations, we turned to examining populations of four direction-selective neurons with preferred directions aligned with the four cardinal directions (''quadruplets,'' Figure 3, insets) and of eight direction-selective neurons with four pairs of neurons with preferred directions aligned with the four cardinal directions (''octuplets,'' Figure 3, insets). For quadruplets and octuplets, bounds to the error in direction coding averaged at 10 and 5 , respectively. More interesting was the behavior of the relative improvement due to correlation. We observed a large effect: the average percent improvement over all quadruplets was 19%, and the corresponding value for octuplets was 23% ( Figure 3A) . In a number of examples, the percent improvement reached 50%, which corresponds to a 2-fold enhancement of precision due to noise correlation (Figure 3A) . Also noteworthy is the observation that correlation was beneficial for all quadruplets and octuplets: we did not see any for which coding accuracy was degraded by the presence of correlation.
Given the consistent stimulus dependence in the correlation ( Figure 1E ), we wondered to what extent this structure contributed to the favorable impact of correlation on coding. In order to investigate this point, we replaced the correlations in pairs of neurons by their average over all stimulus presentations; the tuning curves of the cells and the variances in their output were kept unchanged and depended upon the stimulus, but now correlation took the same value for different stimuli: its structure was ''flattened'' (dashed lines in Figure 1E ). To be explicit, we considered three cases: populations of (1) correlated neurons with stimulus-dependent correlation, as given by the data; (2) correlated neurons with stimulus-independent correlation; and (3) independent neurons (see also Supplemental Experimental Procedures, Sec. 1.3). We then calculated the percent improvement (Equation 1) for 1 versus 3 and for 1 versus 2. (We refer to ''favorable correlation'' when the coding performance is greater in case 1 or 2 than in case 3. To avoid any possible confusion, we emphasize that we do not mean here that noise itself is favorable, but rather, given that noise is present, that correlation can sculpt it in a manner beneficial to coding.)
In the case of quadruplets, a generic improvement of the coding accuracy survived when the stimulus dependence in correlation was removed, but it became modest in magnitude (6% on average, Figure 3B ). The average improvement in the case of octuplets was weaker, because in an appreciable fraction of examples, correlation became detrimental (negative percent improvement, Figure 3B ). In a study in the context of mouse retina, Zylberberg et al. (2016) observed an improvement of the coding performance accompanied by a similar shaping of the noise; this indicates that the findings apply more broadly to retinal processing. Furthermore, Lin et al. (2015) reported a fine structure of the noise correlations as a function of tuning preference and stimulus very similar to the one we observed in retina, as well as its incidence upon coding, in the context of cortex. The convergence of these observations indicates that the phenomenon under scrutiny extends beyond retina and applies more generally to information processing in neural circuits. It also suggests that the observed structure in noise correlation, which we examine in detail next, is key to the improvement of the coding performance.
Functional Models of Correlated Neurons Coding for Direction
These observations-namely, that noise correlations can impact the neural code appreciably and that their stimulus-dependence is critical-motivated us to formulate functional models of neural response that capture the tuning properties of direction-selective cells as well as the correlated fluctuations in the population activity. These models can then be used (and we use them; see below) to analyze in greater detail the effect of various response properties, including the stimulus-dependence of noise correlations, upon the coding performance.
Likely, several biological mechanisms are at play in generating the observed correlations (Zylberberg et al., 2016) . Rather than pursuing a mechanistic model, however, we looked for simple, phenomenological models that may capture the measured population responses. Recently, such models have proven successful in describing the correlated variability of cortical cells (Ecker et al., 2014; Goris et al., 2014; Lin et al., 2015) ; these models assume a doubly stochastic process, in which the intrinsic variability of single-cell response is combined with a secondary variability in the output gain. We borrowed this framework and extended it to allow for diverse sources of secondary variability.
In order to construct functional models, we assumed that the spiking output of a neuron labeled m, in a given stimulus trial, was governed by a rate, l m , so that its mean response was equal to l m and the variance about this mean was l 1Àb m , where b < 0, b = 0, and b > 0 corresponded to supra-Poisson variability, Poisson variability, and sub-Poisson variability, respectively. This intrinsic variability was interpreted as internal to the neuron, rather than coming from circuit effects. In addition, we assumed that the rate, l m , is itself a random variable, which experiences secondary sources of variability according to Figure 4A , see also Supplemental Experimental Procedures, Sec. 2.1). Here, the term labeled by (3) (Model III) amounts to the output gain modulation considered previously in the context of cortex (Ecker et al., 2014; Goris et al., 2014) , which can be interpreted as gain modulation in the spiking mechanism; the term labeled by (1) (Model I) can be interpreted as stimulus-independent input noise, and the term labeled by (2) (Model II) can be interpreted as stimulus-independent synaptic gain modulation. We assumed that the secondary source of noise, h ðiÞ m , did not depend upon stimulus but was correlated among neurons (see Supplemental Experimental Procedures, Sec. 2, for a detailed discussion of the models). This phenomenological formulation of the generation of noise correlation encompasses a specific proposal of a mechanistic model (Zylberberg et al., 2016 ) (see also below).
Even though the noise terms are stimulus independent, stimulus-dependent variances and covariances-and, hence, correlations-emerge in the neural population because of the doubly stochastic nature of the model. The shape of these variances and covariances depend upon the structure of the model. We examined the predictions of each of the three models, with s 1 s0 and s 2 = s 3 = 0 (Model I), s 2 s0 and s 1 = s 3 = 0 (Model II), and s 3 s0 and s 1 = s 2 = 0 (Model III), separately. We found that, in a large fraction of our fits, all three models reproduced closely the shape of the observed tuning functions ( Figure 4B ) and that of the observed variances and covariances ( Figure 4C ). Statistically, the variance explained was 60% ± 17% in Models II and III and somewhat lower, 56% ± 16%, in Model I (see also Supplemental Experimental Procedures, Sec. 2.2).
The convergence of the various phenomenological models suggests that, if a doubly stochastic process is at play-and, given the many possible sources of noise in retinal pathways, one indeed expects multi-stochastic processes-then the form of the stimulus dependence of the correlation is robust in that it is not expected to depend strongly upon details of the biological mechanisms involved. Indeed, a similar, doubly stochastic, phenomenological model (Lin et al., 2015) yielded comparable fits to cortical data and generated noise correlations with a fine structure similar to the one we observed in retina. In the case of retina, this fine structure predicted by phenomenological models can be explained also by a particular mechanistic instantiation of correlated noise in the circuit, based upon intracellular recordings (Zylberberg et al., 2016) . The convergence of phenomenological models in retina and cortex, and their mechanistic support found in retina, suggest that they may serve as useful tools for analyzing neural circuits.
Exploiting the Functional Models: Beneficial Effect of Correlation and Harmful Effect of Noise
With simple phenomenological models at hand, we investigated the ways in which the structure of the noise and other parameters affect the coding performance. We first asked how the coding performance in a population of model neurons compared to its counterpart in a population either of neurons with stimulus-independent correlation or of independent neurons. All three models (Models I, II, and III) led to qualitatively similar outcomes, and these outcomes agreed with our data analyses. Specifically, stimulus-independent correlations yielded a modest improvement of the coding accuracy for a wide range of the magnitudes of the noise, but it could also lead to a weak suppression of the coding accuracy in a small-noise regime. By contrast, the effect was strong and always favorable in the case of stimulus-dependent correlations ( Figure 5A ). That is, input noise (Model I), input gain modulation (Model II), and output gain modulation (Model III) all impose a stimulus-dependent shape to the correlation that is appreciably more beneficial to coding than a mean-matched stimulus-independent correlation.
In general, noise in neural responses is expected to be detrimental to coding accuracy. It is instructive to examine the harmful effect of noise in the context of our models of noise correlation: we compare the coding performance in the presence of one source of secondary noise (s i s0, with i = 1, 2, or 3) and that in the absence of secondary noise ðs 1 = s 2 = s 3 = 0Þ. We find that, as expected, coding accuracy is harmed by any one of the secondary sources of variability in , for the stimulus-dependent correlations generated by the models (red curves), as compared to the mean-matched stimulus-independent case (green curves). For independent neurons (blue curves), the percent improvement is constant and vanishing. (B) Deterioration of the coding accuracy by the secondary sources of noise, as described by the error normalized by the error in the noiseless case with s 1 = s 2 = s 3 = 0. In the presence of the stimulus-dependent correlations generated by Model I (left panel), Model II (middle panel), and Model III (right panel), the coding accuracy is largely insensitive to the secondary noise (red curves), whereas in the cases of stimulus-independent correlation (green curves) and independent neurons (blue curves), noise is detrimental to the coding accuracy. For a sufficiently strong non-linearity, g, input-gain modulation can improve the coding accuracy (dashed line, middle panel).
the stimulus-independent case ( Figure 5B ). However, in the stimulus-dependent case, the secondary source of variability has only a marginal impact upon the coding accuracy, which remains nearly as good as if there were no secondary source of noise whatsoever ( Figure 5B ). The response of the population is still fluctuating, given the presence of the intrinsic variability, but an additional source of noise added on top of this barely affects coding. Thus, another way to view our results can be summarized as follows: stimulus dependence shapes noise in such a way as to prevent it from harming the coding performance.
The form of Model II suggests an additional, intriguing possibility: if the function gð,Þ (see Equation 2) is sufficiently non-linear, the coding accuracy can in fact be improved by the presence of secondary noise ( Figure 5B ). This effect occurs because the magnitude of the noise, s 2 , affects not only the correlation but also the tuning curve; this increase in ''signal'' can overcompensate the increase in ''noise,'' itself shaped advantageously as a function of stimulus, to enhance coding.
Why Are Stimulus-Dependent Correlations Beneficial to Coding?
A basic mechanism by which correlation can benefit coding has been discussed by a number of authors (Abbott and Dayan, 1999; Wilke and Eurich, 2002; Averbeck and Lee, 2006; Hu et al., 2014; da Silveira and Berry, 2014; MorenoBote et al., 2014 , Lin et al., 2015 : in brief, neurons with different preferences ought to be positively correlated. While this mechanism is often illustrated in the case of pairs of neurons, it has also been examined in larger populations (Hu et al., 2014; da Silveira and Berry, 2014; Moreno-Bote et al., 2014; Lin et al., 2015) where it can lead to a quantitatively strong effect. A more general formulation of this mechanism stipulates that the harmful effect of noise is minimized if it lies in a subspace of the response space orthogonal to the ''informative subspace,'' namely, that in which the mean response of the population varies. In the case of direction-selective neurons, the tuning curves define an informative curve in the space of population responses, parametrized by the stimulus value ( Figure 6A ). Since correlations benefit coding, we expect that these sculpt the noise in such a way that its variations mostly lie perpendicularly to this informative curve. In the case of the pair of cells illustrated in Figure 6B , for example, positive correlations enhance the coding performance while negative correlations suppress it, over a range of stimulus directions. It is tempting to terminate the argument at this stage and to claim that this intuition on coding with pairs of neurons suffices to understand coding in populations of (direction-selective) cells. But the argument would be incomplete: the stimulus dependence of the correlation is a key ingredient, and a complete intuition requires more than considering pairs of neurons separately.
Typically, a tuning curve spans somewhat more than 180 . Consider for a minute the hypothetical, simpler case in which tuning curves would span at most 180
. For a quadruplet of direction-selective cells, each stimulus value, q, would then be monitored by the two neurons whose preferences lie within 90 of q and at roughly 90 of each other. Since these two neurons have distinct tuning preferences, constant (stimulus-independent) positive correlation affects coding favorably (compare the left and middle panels in Figure 6C ). Now, stimulus dependence enhances this effect because it accumulates the positive correlation in the region that lies in between their preferred directions, while it depletes it near their preferred directions (see Figure 1E ). That is, the stimulus-dependent structure boosts the positive correlation where the two tuning curves overlap and, hence, where it enhances the coding performance (compare the middle and right panels in Figure 6C ).
This argument breaks down when the stimulus direction is close to the preferred direction of one of the two cells under scrutiny, because there the stimulus-dependent structure depletes the correlation and, hence, suppresses the coding performance of this pair of neurons. Here, it is necessary to consider the simultaneous impact of other pairs of neurons. Indeed, when we consider the actual situation, in which a tuning curve spans somewhat more than 180 , then each stimulus direction is monitored by more than two neurons in the quadruplet. When the stimulus direction is close to the tuning preference of a given neuron, it is also monitored by the two other neurons flanking it (in tuning preference) and whose preferred directions lie at 180 of each other. The stimulus-dependent structure boosts the correlation between those two neurons ( Figure 1E ), so that correlation now enhances the information in that pair of neurons.
In other words, the impact of correlation upon coding in a given pair of neurons depends upon the stimulus direction; when correlation has the appropriate stimulus-dependent structure, the combined effect of all pairs of neurons is favorable. The geometrical interpretation is that the stimulus dependence in the correlation reorients the variability so that it extends in a direction orthogonal to the informative curve in the high-dimensional (fourdimensional in the case of a quadruplet) space of the population response (in analogy with the mechanism depicted in Figure 6C ). Here, correlated coding is a collective phenomenon, which cannot be fully understood by considering a single pair of neurons. This is true even if only pairwise correlations are considered and higher-order correlations are neglected. We note in passing that, in general, noise correlations can modify, and indeed suppress, the noise entropy, as compared to the independent case; what matters for coding, however, is the magnitude of the noise along the informative curve.
The situation is similar in the case of octuplets of directionselective neurons ( Figure 6D ): each stimulus direction is monitored by many cells, and contributions from all pairs have to be taken into account. This insight also sheds light on the different behaviors noted for quadruplets and for octuplets (Figure 3 ): when the stimulus dependence in the correlation is taken into account ( Figure 3A) , all quadruplets and octuplets benefit from the presence of noise correlation; when correlation is stimulus independent (Figure 3B ), it still benefits nearly all quadruplets (even though the effect is weaker), but it is harmful to an appreciable fraction of octuplets. Because positive correlations between two neurons with similar preference-there are eight such pairs in an octuplet-are detrimental, when correlations are averaged over stimuli, these can overrun the beneficial effect of positive correlation between neurons with distinct preferences.
In order to examine how the interplay between structured correlation and tuning curves affects coding, we focused on a given, arbitrary value of the stimulus, and we considered general variances and covariances in a population of direction-selective neurons. We then investigated theoretically the coding performance in the space of these parameters, by evaluating bounds on the coding error for each choice of correlation values. We simplified the problem by assuming that the form of the correlation can be summarized by three parameters, namely, the correlation coefficients among pairs of cells with preferred directions that differ by 0 , 90 , and 180 ( Figure 7A ). We computed the percent improvement in coding accuracy as a function of these parameters (see Supplemental Experimental Procedures, Secs. 3.1, 3.2, and 3.3, for derivations); we then used the outcome as a benchmark for the experimentally measured values ( Figure 7B aligned with each of the four cardinal directions) suggests that the effect of correlation values observed in data can become appreciably stronger already in these small populations ( Figure 7B ).
Beyond the Retina: Coding with Favorable Correlations in Populations of Broadly Tuned Neurons
The modeling approach is relevant not only to retinal direction-selective neurons, but more generally to populations of correlated neurons that respond to stimuli with broad tuning curves. Because there are many examples of broadly tuned neurons responsive to continuous stimuli, in several brain areas, we decided to conclude our study by examining a more general problem, which extends beyond the constraints imposed by retinal data. We considered a model population with N 0 neurons ( Figure 8A ). Whereas retinal direction-selective neurons align their preferences with the four cardinal directions, in the more general model we allowed maxima of the tuning curves to take any value of the continuous stimulus; this occurs, for example, for cortical direction-selective cells. It is known that noise correlations among broadly tuned neurons harm coding if the magnitude of the correlation in pairs of neurons with similar preferences exceeds that in pairs of neurons with different preferences (Abbott and Dayan, 1999; Sompolinsky et al., 2001; Wilke and Eurich, 2002) . By contrast, in populations of retinal direction-selective cells, where correlation improved the coding performance, stimulus dependence sculpted the correlation such that, in a large fraction of the examples studied and for a range of stimuli, it was greater in pairs of neurons with different preferences than in pairs of neurons with similar preferences ( Figure 8B ). We wanted to encompass this possibility in our general model, so we allowed for forms of the correlation in which neurons with distinct preferences could be slightly more correlated than neurons with similar preferences ( Figure 8C ) (Wilke and Eurich, 2002) ; we called q max the difference in preference for which pairs of neurons reached the maximum value of the correlation. We then asked how the coding performance varied with the population size and how the arrangement of the neural preferences in the population influenced it. To explore different arrangements, we allowed the population to break up in N pools, with any N < N 0 , while keeping the total number of neurons in the population fixed ( Figure 8A ). We found that the coding accuracy can be enhanced appreciably as a function of the number of neurons in the population ( Figure 8D ; see Supplemental Experimental Procedures, Sec. 3.4, for derivations). The optimal arrangement of the preferred directions, which led to this coding enhancement, was interesting ( Figures 8E and 8F) : initially, as we increased the number of neurons in the population, their preferred directions were distributed uniformly over all directions; once the distance (in stimulus space) between neighboring preferred directions became comparable to q max , then neurons clumped into discrete pools as N 0 was increased. In this regime, as N 0 increased, the total number of pools settled to a constant, while each pool grew in size (Figures 8E and 8F) . The presence of correlation leads to a percent improvement of the coding accuracy, DR, which can be expressed as identical preference. The function GðN; q max Þ is controlled by the ''correlation length,'' q max , and becomes large when the number of pools, N, is such that the distance (in stimulus space) between successive pools becomes comparable to q max , i.e., when 2p=N $ q max (see Supplemental Experimental Procedures, Sec. 3.4, for details). This arrangement ensures that positive correlations are concentrated in such a way as to maximize their favorable effect upon the coding accuracy. These observations imply that, even for coding a continuous stimulus, it may be advantageous for a neural population to break up in discrete pools with distinct preferences (as illustrated in Figure 8A ), depending upon the structure of correlation.
DISCUSSION
In this study, we have characterized the structure of noise correlation in populations of direction-selective retinal ganglion cells and shown that noise correlation benefits the accuracy of coding appreciably, as compared with the case of independent neurons. The stimulus dependence of the noise correlation was key, and coding improvement reflected a collective phenomenon operating beyond individual pairs. In order to examine this phenomenon, we introduced functional models of directionselective cells, which captured the statistics of responses to moving bars. We then used these models to investigate the performance of population coding. The generality of the functional models suggests that similar phenomena may occur in other brain areas, and we extended theoretical considerations to large populations of broadly tuned neurons. The effect of stimulus-dependent noise correlations has been examined in a number of earlier studies (Panzeri et al., 1999; Pola et al., 2003; Shamir and Sompolinsky, 2004) . These, however, differ from our work in their information theoretic framework, the models of noise correlation they assume, or, more importantly, the conclusions they reach (but see Lin et al., 2015 , which we discuss below). Panzeri and colleagues (Panzeri et al., 1999; Pola et al., 2003) break up the mutual information between stimulus and neural output in a sum of terms that elucidate the various contributions of noise correlations to the mutual information. In analyses of the activity of pairs of neurons in rat S1 and of multi-unit recordings in monkey area MT in the context of discrimination tasks, they show that stimulus-dependent correlation can (marginally) enhance the mutual information and, hence, benefit neural coding. However, because their approach consists of a direct data analysis without the use of an encoding or noise model, it is not possible to address the question of which aspect of the structure of noise correlations is beneficial. A more drastic disconnect between their conclusions and ours pertains to the mechanism by which correlation improves benefits coding. There, coding improves because information about the stimulus is stored in the magnitudes of the pairwise correlations themselves, independently of the tuning properties of the cells. Similar remarks apply to a study by Shamir and Sompolinsky (Shamir and Sompolinsky, 2004) . In their purely theoretical investigation, they consider two alternative noise models, one of which features stimulus-dependent correlations. However, the form of the noise correlation is different from the one we measured and modeled. On a conceptual level, again the mechanism put forth by the authors for the beneficial effect of correlation amounts to storing information about stimuli in the values of the correlations, as in Panzeri et al., 1999; Pola et al., 2003. Our work comes to complement these earlier studies. In our case, the coding improvement due to correlations follows from a basic and often discussed (Abbott and Dayan, 1999; Wilke and Eurich, 2002; Romo et al., 2003; Averbeck and Lee, 2006; Josi c et al., 2009; Hu et al., 2014; da Silveira and Berry, 2014 ) mechanism: for a given stimulus, positive correlation among neurons with different preferences is advantageous. But when a possible stimulus dependence of correlations is taken into account, as in our case, the problem becomes richer: this stimulus dependence can act in concert with the basic mechanism by enhancing correlations where they are useful and suppressing them where they are not. We demonstrated, quantitatively, that the corresponding boost can be substantial even in small populations with less than ten neurons, and grows with population size. The increase of the performance improvement as a function of the number of neurons in small populations has also been noted, in a different context (in Jeanne et al., 2013) . Our conclusions can also be stated differently, namely, that stimulus-dependent correlation shapes the noise so as to prevent its deleterious effect on coding. This requires a specific shape of the stimulus-dependent correlation, which was present in the data.
We also developed simple functional encoding models of direction-selective neurons. These models are ''functional'' because they are not based upon detailed mechanistic knowledge of the circuitry and physiology, but rather summarize these in a few mathematical features. Furthermore, a full-fledged model would convert a spatio-temporal input into a neural output, and one would aim for it to be valid for the broadest possible ensemble of spatio-temporal inputs. We were concerned with a more modest formulation of models, which converted stimulus features into neural output. (We did not aim at modeling the first stage of processing, from the general spatiotemporal input into stimulus features.) Constructing a more general model would require recordings of direction-selective cells in response to a broader ensemble of visual stimuli. In our models, the favorable correlation structure, matching that in data, came about as a consequence of the presence of nonlinear transfer functions and the doubly stochastic nature of the neural response. As such, favorable correlation structures are expected to be insensitive to biophysical and connectivity details: when noise trickles down a circuit, favorable stimulusdependent correlations emerge in a robust manner.
We examined various possible sources of noise in our modeling approach, including additive input noise as well as input and output gain fluctuations. Similar phenomenological models, with both additive and multiplicative noise, were recently fitted also to cortical data (Ecker et al., 2014; Goris et al., 2014; Lin et al., 2015) . These models can then be used to investigate the relation between noise and its correlation structure on the one hand, and coding of information on the other hand. As it turns out, both the structure of noise correlation and its impact upon coding shared a large degree of similarity between the case of retina, discussed here (see also Zylberberg et al., 2016) , and that of cortex (Ecker et al., 2014; Goris et al., 2014; Lin et al., 2015) . Our theoretical work complements and extends the analysis of cortical coding (Lin et al., 2015) ; in particular, we point out that not only is the structure of correlation relevant, but also the arrangement of tuning curves in the population, and that the two interact. In models of cortex, it is customary to assume a uniform coverage of tuning preferences in the population; even a small modulation away from uniformity can impact coding appreciably in the presence of correlation. Beyond such quantitative considerations, the convergence between findings in retina and cortex suggests that the phenomenology reported is a general one and that functional models can serve as a broadly useful tool for its investigation.
Both in retina and in cortex (Ecker et al., 2014; Goris et al., 2014; Lin et al., 2015) , it was necessary to assume the presence of multiplicative noise for improved fits to the spiking data. The requirement of multiplicative noise is interesting, because gain fluctuation is a widespread phenomenon in neural systems and is likely involved in many different computations. In particular, a number of adaptation phenomena result from the variation of some gain in the processing stream. Thus, one can expect gain fluctuations to occur naturally in a circuit where elements adapt dynamically as a function of stimulus history. A similar point has been made about gain fluctuations induced by topdown attentional signals (Lin et al., 2015) . It is thus advantageous that those correlations that emerge from common gain fluctuation come with a form of stimulus dependence that prevents the noise from impairing the coding accuracy.
The presence of different tuning curves and of stimulus-dependent correlations in a population invests it with a higher degree of heterogeneity. Other forms of heterogeneity than the ones considered here can also enhance the coding performance (Wilke and Eurich, 2002; Shamir and Sompolinsky, 2006; Ecker et al., 2011; da Silveira and Berry, 2014) . In particular, heterogeneity in the magnitudes of the tuning curves has been shown to lead to an enhancement of the coding performance (Ecker et al., 2011) , and this mechanism may also play a role in retina. When viewed in the context of linear algebra, the beneficial role of heterogeneity is expected to be generic: greater variability in the correlations generically results in smaller eigenvalues of the covariance matrix, so that neural activity in response to a given stimulus is confined to a narrower region in the space of population responses.
Finally, when we turned the problem on its head and asked, ''Given a correlation structure, how should the tuning curves be arranged in a population?'', we found that it could be advantageous for a neural population to clump into pools with discrete preferences, even when coding a continuous stimulus. Similar forms of ''discrete coding'' were put forth by a number of authors (Harper and McAlpine, 2004; Nikitin et al., 2009; Sharpee, 2014; Kastner et al., 2015) . In their cases, however, discreteness followed from the maximization of an information-theoretic quantity calculated for a population of independent neurons, whereas in our case the discreteness is related to the correlation structure. Our result was derived using a relatively general model of correlated neurons, which extends beyond the confines of retina. If beneficial structures of stimulus-dependent correlation emerge generically from noise trickling down neural circuits, then correlation may be the quantity informing the way in which response properties should be arranged for high-performance coding.
EXPERIMENTAL PROCEDURES
All animal experiments and procedures were approved by the Swiss Veterinary Office. New Zealand female albino rabbits (females, 2.5-3 kg) were obtained from Charles River Laboratories. The eyes were dissected under dim red light conditions in Ames solution (Sigma, A1420) continuously equilibrated with 5% CO 2 , 95% O 2 . The vitreous was removed, and a patch of retina (2 3 2 mm 2 ) was isolated between 1 mm and 4 mm eccentricity, along the ventral direction. The retina patch was placed, ganglion cell side down, on the high-density multielectrode array (HDMEA) (Frey et al., 2009; Fiscella et al., 2012) Two different bar widths were used, 0.5 mm and 1 mm, respectively. Of the 11,000 electrodes, 126 electrodes can be recorded with a sampling frequency of 20 kHz at the same time and arbitrarily selected during the experiment. To place the electrodes preferentially below direction-selective cells, we scanned the electrode array with several non-overlapping electrode configurations while stimulating the retina with moving bar stimuli. The data were spikesorted manually using the software UltraMegaSort2000 (Hill et al., 2011) on 5-7 electrodes at a time, online during the experiment. After this initialization period, 5-7 electrodes were placed close to each identified direction-selective cell, and the electrode configuration was fixed for the rest of the experiment. One hundred repetitions of each of the 36 moving bar stimuli were subsequently projected onto the retina in a randomized order. The resulting data were spikesorted in the same fashion as before, but offline, after the experiment. This yielded 6-18 (mean 12.8 ± 4.5) well-isolated (fraction of inter-spike intervals shorter than 1.5 ms below 2%) ON-OFF direction-selective ganglion cells per experiment (total of 90 cells in seven experiments). Spike counts were defined as the total number of spikes of each neuron during the 1.6-s-long stimulus presentations. The range of the recorded outputs observed from experiment to experiment (Figure 2 ) may be explained, at least in part, by the variations in the retinal eccentricity of the patch of retina we recorded from.
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