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Tree-level scattering amplitudes in Yang-Mills theory satisfy a recursion relation due to Berends and
Giele which yields e.g., the famous Parke-Taylor formula for maximally helicity violating amplitudes.
We show that the origin of this recursion relation becomes clear in the Batalin-Vilkovisky (BV) formalism,
which encodes a field theory in an L∞-algebra. The recursion relation is obtained in the transition to a
smallest representative in the quasi-isomorphism class of that L∞-algebra, known as a minimal model. In
fact, the quasi-isomorphism contains all the information about the scattering theory. As we explain, the
computation of such a minimal model is readily performed in any BV quantizable theory, which, in turn,
produces recursion relations for its tree-level scattering amplitudes.
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I. INTRODUCTION AND RESULTS
While string theory has not yet fulfilled its initial
promise of a complete and unified description of nature,
it has certainly become a successful way of thinking
about quantum field theories. Here, we would like to
adopt a perspective which has its origin in string field
theory and which was suggested e.g., in [1–4]. The
structures of the Hilbert spaces of string field theories are
encoded in homotopy algebras, and in the case of closed
string field theory in terms of L∞-algebras [5]. The
relevant classical action is simply the canonical action
associated with an L∞-algebra and which is known as the
homotopy Maurer-Cartan action. Homotopy Maurer-
Cartan theory can be thought of as a vast generalization
of Chern-Simons theory. One might hope that this rich
structure is somehow reflected in ordinary field theory,
which one could then exploit, e.g., in often cumbersome
computations of scattering amplitudes. As we shall see,
this is indeed the case and the place to look for L∞-algebras
is the Batalin-Vilkovisky (BV) formalism [6–10]; see also
e.g., [11–13] for related, earlier considerations.
In this paper, we shall combine the following three facts,
which should be familiar to any expert on BV quantization
and which are explained in detail e.g., in [3,4]:
(i) The BV formalism assigns to any field theory it can
treat an L∞-algebra describing its symmetries, field
contents, equations of motion, and Noether currents;
(ii) Quasi-isomorphic L∞-algebras describe physically
equivalent field theories [3] (see also [14]);
(iii) Any L∞-algebra comes with a minimal model which
is the smallest representative in its quasi-isomor-
phism class and whose propagators vanish.
Given an L∞-algebra of a classical field theory, we are thus
led to conclude that the n-point vertices of the field theory
described by its minimal model should be the tree-level
scattering amplitudes of the original field theory.
An obvious candidate for investigating the validity
of our conclusion is the famous Parke-Taylor formula,
which describes a huge simplification in adding up the
Feynman diagrams contributing to maximally helicity
violating gluon scattering amplitudes. After its conjecture
in [15], this formula was proved by Berends and Giele in
[16] using a recursion relation for particular currents. We
shall show that this recursion relation is nothing but the
explicit formula for computing a minimal model in the
concrete case of Yang-Mills theory.
We begin with a very concise review of L∞-algebras,
quasi-isomorphisms, minimal models, and their appearance
in the BV formalism in Sec. II. We then discuss our
formalism in Sec. III for the example of scalar field theory
in which the relevant structures and their interpretation
become very obvious. Full Yang-Mills theory and the gluon
current recursion relations are then discussed in Sec. IV.
*t.macrelli@surrey.ac.uk
†c.saemann@hw.ac.uk
‡m.wolf@surrey.ac.uk
Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI. Funded by SCOAP3.
PHYSICAL REVIEW D 100, 045017 (2019)
2470-0010=2019=100(4)=045017(22) 045017-1 Published by the American Physical Society
We explain that the Berends-Giele recursion relations for
tree-level scattering amplitudes in Yang-Mills theory arise
as recursion relations of an underlying quasi-isomorphism
of L∞-algebras.
Let us also summarize a number of general important
observations that follow from our constructions. Any BV
quantizable field theory gives rise to an L∞-algebra L. By
the strictification theorem for L∞-algebras, there is a
strict L∞-algebra L˜ that is quasi-isomorphic to L. In other
words, any BV quantizable field theory can be cast into
an equivalent field theory which has only propagators
and cubic interaction vertices. Notice, however, while
always guaranteed in theory, finding the explicit strict
version of a theory might be difficult in practice.
Furthermore, the minimal model L∘ of the L∞-algebra
L can always be constructed recursively, and this con-
struction involves a particular map, taking the role of a
contracting homotopy, which can be chosen to include
the Feynman propagator of the theory. This explains that
the minimal model describes the tree-level scattering
amplitudes of the original field theory. Other choices
of the contracting homotopy, however, are possible, and
we expect interesting results for perturbation theory to
emerge also from those.
There are clearly many avenues for further study of the
structures we discussed. Most important is certainly the
development of the full quantum picture, going beyond
the tree level. We note that besides deeper insights into
the symmetries and structures of Feynman diagrams, this
research may also lead to a formulation of quantum field
theory in purely algebraic terms, which should be much
more accessible to mathematicians than the standard text-
book presentation.
While finishing this paper, we received the announce-
ment of the forthcoming paper [17] by Arvanitakis in
which he also discusses the S-matrix in terms of minimal
models. At the same time, we became aware of the
preprint [18] in which a mathematical explanation of the
on-shell Britto-Cachazo-Feng-Witten (BCFW) recursion
relations [19,20] via minimal models of L∞-algebras was
given. Contrary to our general constructions in which the
L∞-algebra of a field theory always arises from the BV
formalism, the discussion in [18] relies on the explicit
strict models of the L∞-algebras for the considered field
theories. We also note that the idea of obtaining scatter-
ing amplitudes from minimal models is not new and can
be traced back, at least, to [1,2]. The latter references also
developed much of the technology we are using in the
following.
II. L∞-ALGEBRAS OF FIELD THEORIES
L∞-algebras are generalizations of Lie algebras to
differential graded Lie algebras and beyond. Wewill review
the relevant definitions and refer the interested reader to
[3,4] for all the details.
A. L∞-algebras and quasi-isomorphisms
1. L∞-algebras
To begin with, let L ≔⨁k∈ZLk be a Z-graded vector
space. Elements of Lk are said to be homogeneous and of
degree k, and we shall denote the degree of a homogeneous
element l ∈ L by jljL ∈ Z. Suppose there is a differential
μ1∶ L→ L of degree 1. This allows us to consider the chain
complex
  ⟶ L−1⟶
μ1 L0⟶
μ1 L1⟶    : ð2:1aÞ
Next, we equip this complex with products μi∶ L ×    ×
L→ L of degree 2 − i for i ∈ N which are i-linear and
totally graded antisymmetric and subject to the higher or
homotopy Jacobi identity1X
jþk¼i
X
σ∈Shðj;iÞ
χðσ;l1;…;liÞð−1Þkμkþ1ðμjðlσð1Þ;…;lσðjÞÞ;
lσðjþ1Þ;…;lσðiÞÞ ¼ 0 ð2:1bÞ
for l1;…;li ∈ L. The sum over σ is taken over all ðj; iÞ
shuffles which consist of permutations σ of f1;…; ig
such that the first j and the last i − j images of σ are
ordered: σð1Þ <    < σðjÞ and σðjþ 1Þ <    < σðiÞ.
Furthermore, the sign χðσ;l1;…;liÞ is called the graded
Koszul sign and defined by means of
l1∧  ∧li¼ χðσ;l1;…;liÞlσð1Þ∧  ∧lσðiÞ: ð2:1cÞ
Specifically, when i ¼ 1, the homotopy Jacobi identity
(2.1b) just says that μ1 is a differential. For i ¼ 2, it says
that μ1 is a derivation with respect to μ2, and for i ¼ 3, it
says that the binary product μ2 satisfies a generalization of
the standard Jacobi identity, and so on.
A Z-graded vector space with such products μi is
called an L∞-algebra [21–23]. Particular examples of
L∞-algebras include the trivial L∞-algebra L ¼⨁k∈ZLk
with L ¼ f0g, ordinary Lie algebras with L ¼ L0 and the
only nonvanishing product being μ2, as well as differential
graded Lie algebras with general L for which μi ¼ 0 for
i ≥ 3. The latter are also called strict L∞-algebras.
2. L∞-morphisms
Morphisms between Lie algebras are maps preserving
the Lie bracket. The higher categorical nature of L∞-
algebras now leads to a vast generalization of Lie algebra
morphisms to L∞-morphisms. Explicitly, an L∞-morphism
ϕ∶ ðL; μiÞ → ðL0; μ0iÞ between two L∞-algebras ðL; μiÞ
and ðL0; μ0iÞ is a collection of i-linear totally graded
antisymmetric maps ϕi∶L×  ×L→L0 of degree 1 − i
such that
1There are many possible sign conventions here; we believe we
chose the convention with the least amount of overhead of signs
for the BV formalism.
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X
jþk¼i
X
σ∈Shðj;iÞ
ð−1Þkχðσ;l1;…;liÞϕkþ1ðμjðlσð1Þ;…;lσðjÞÞ;lσðjþ1Þ;…;lσðiÞÞ
¼
Xi
j¼1
1
j!
X
k1þþkj¼i
X
σ∈Shðk1;…;kj−1;iÞ
χðσ;l1;…;liÞζðσ;l1;…;liÞ
× μ0jðϕk1ðlσð1Þ;…;lσðk1ÞÞ;…;ϕkjðlσðk1þþkj−1þ1Þ;…;lσðiÞÞÞ ð2:2aÞ
with χðσ;l1;…;liÞ the Koszul sign and ζðσ;l1;…;liÞ given by
ζðσ;l1;…;liÞ ≔ ð−1Þ
P
1≤m<n≤j
kmknþ
P
j−1
m¼1 kmðj−mÞþ
P
j
m¼2ð1−kmÞ
Pk1þþkm−1
k¼1 jlσðkÞjL : ð2:2bÞ
Note that for Lie algebras, this definition just reduces to the
standard definition of a Lie algebra morphism.
Since μ1 is a differential, we may study the cohomology
ringH•μ1ðLÞ of the chain complex (2.1a). If the map ϕ1 of an
L∞-morphism ϕ∶ ðL; μiÞ → ðL0; μ0iÞ induces an isomor-
phism on the cohomology rings H•μ1ðLÞ ≅ H•μ1ðL0Þ, then
ϕ is called a quasi-isomorphism, generalizing quasi-iso-
morphisms of chain complexes. Quasi-isomorphisms are,
in most cases, the appropriate notion of isomorphisms for
L∞-algebras.
3. Strictification theorem
General strictification theorems for homotopy algebras
[24,25] specialize to L∞-algebras and state that any L∞-
algebra is quasi-isomorphic to a strict L∞-algebra. The
latter is then called a strict model for the former. Recall that
a strict L∞-algebra is a differential graded Lie algebra
because only the differential and the binary product are
nonvanishing.
We shall see explicit examples of strictifications of L∞-
algebras in Secs. III B and IV B. In practice, however, it
often turns out that the transition to the strict model of an
L∞-algebra is either hard to begin with or not very
convenient and too restrictive for further computations.
4. Minimal model theorem
A companion theorem to the above one is the minimal
model theorem2: any L∞-algebra ðL; μiÞ is quasi-isomorphic
to an L∞-algebra ðL∘; μ∘i Þ for which μ°1 ¼ 0. The latter is
indeed a minimal model, i.e., a minimal representative of the
quasi-isomorphism class of L, since the graded vector space
underlying L∘ is its own cohomology ring H•μ1ðLÞ. We note
that minimal models are unique up to L∞-isomorphisms
(i.e., L∞-morphisms ϕ with ϕ1 invertible).
The construction of a minimal model for an L∞-algebra
L means to compute the L∞-structure given by brackets μ∘i
on the cohomology ring H•μ1ðLÞ≕ L∘. Since this will be
central to our discussion, we give some more details. We
start from a choice of projection p∶L↠L∘ together with an
embedding e∶ L∘ ↪ L which are both chain maps of
degree 0 and satisfy p∘e ¼ idL∘. Then we always have a
degree −1 chain map h∶ L → L satisfying
idL − e∘p ¼ h∘μ1 þ μ1∘h: ð2:3Þ
Such a map h is called a contracting homotopy, and we
summarize this pictorially as
ð2:4Þ
Evidently, since ðL; μ1Þ is a complex and p and e are chain
maps, we have
μ1∘μ1 ¼ 0; μ1∘e ¼ 0; and p∘μ1 ¼ 0: ð2:5Þ
Upon combining this with (2.3), we obtain
μ1 ¼ μ1∘h∘μ1: ð2:6Þ
The map e∘p in (2.3) is a projector onto a subspace of L;
however, the maps h∘μ1 and μ1∘h on the right-hand side are
not, in general. We can always rectify this by redefining the
contracting homotopy according to
h ≔ h − h∘h∘μ1 − h∘e∘p: ð2:7Þ
Indeed, with the help of (2.3) and (2.5), one may check that
h satisfies
idL − e∘p ¼ h∘μ1 þ μ1∘h;
h ¼ h − h∘h∘μ1 − h∘e∘p;
μ1 ¼ μ1∘h∘μ1; h ¼ h∘μ1∘h; h∘h ¼ 0: ð2:8Þ
In particular, h is again a contracting homotopy. Moreover,
we now have a decomposition3
2See [2,26] for the corresponding statement for A∞-algebras.
3The subscripts are borrowed from the Hodge decomposition
of a differential form into harmonic, exact, and coexact parts; see
[[3], Sec. 5.2] for the corresponding formulas.
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L ≅ Lharm ⊕ Lex ⊕ Lcoex;
Lharm ≔ imðe∘pÞ; Lex ≔ imðμ1∘hÞ; Lcoex ≔ imðh∘μ1Þ
ð2:9Þ
with Lharm ≅ L∘. This is known as the abstract Hodge-
Kodaira decomposition. It is rather straightforward to
verify that
imðeÞ ≅ Lharm; imðμ1Þ ≅ Lex; imðhÞ ≅ Lcoex;
kerðpÞ ≅ Lex ⊕ Lcoex; kerðμ1Þ ≅ Lharm ⊕ Lex;
kerðhÞ ≅ Lharm ⊕ Lcoex: ð2:10Þ
The quasi-isomorphism between ðL; μiÞ and ðL∘; μ∘i Þ is
now determined by the maps ϕi∶ L∘ ×    × L∘ → L which
are constructed recursively as [2]
ϕ1ðl°1Þ ≔ eðl°1Þ;
ϕ2ðl°1;l°2Þ ≔ −ðh∘μ2Þðϕ1ðl°1Þ;ϕ1ðl°2ÞÞ;
..
.
ϕiðl°1;…;l∘i Þ ≔ −
Xi
j¼2
1
j!
X
k1þþkj¼i
X
σ∈Shðk1;…;kj−1;iÞ
χðσ;l°1;…;l∘i Þζðσ;l°1;…;l∘i Þ
× ðh∘μjÞðϕk1ðl∘σð1Þ;…;l∘σðk1ÞÞ;…;ϕkjðl∘σðk1þþkj−1þ1Þ;…;l∘σðiÞÞÞ; ð2:11aÞ
and likewise, the brackets μ∘i∶ L∘ ×    × L∘ → L∘ are given by [2]
μ°1ðl°1Þ ≔ 0;
μ°2ðl°1;l°2Þ ≔ ðp∘μ2Þðϕ1ðl°1Þ;ϕ1ðl°2ÞÞ;
..
.
μ∘i ðl°1;…;l∘i Þ ≔
Xi
j¼2
1
j!
X
k1þþkj¼i
X
σ∈Shðk1;…;kj−1;iÞ
χðσ;l°1;…;l∘i Þζðσ;l°1;…;l∘i Þ
× ðp∘μjÞðϕk1ðl∘σð1Þ;…;l∘σðk1ÞÞ;…;ϕkjðl∘σðk1þþkj−1þ1Þ;…;l∘σðiÞÞÞ; ð2:11bÞ
where l°1;…;l
∘
i ∈ L∘. Here, χðσ;l°1;…;l∘i Þ is the Koszul
sign and ζðσ;l°1;…;l∘i Þ the sign factor introduced in
(2.2b). We shall provide a proof of these formulas in
Appendix A, explaining the derivation in [2] in some more
detail.
5. Cyclic L∞-algebras
The appropriate notion of a metric (or indefinite inner
product) on an L∞-algebra is the following one. A cyclic
structure on an L∞-algebra ðL; μiÞ is a nondegenerate
bilinear graded symmetric pairing h−;−iL∶ L × L → R
of degree k which is cyclic in the sense of
hl1; μiðl2;…;liþ1ÞiL ¼ ð−1Þiþiðjl1jLþjliþ1jLÞþjliþ1jL
P
i
j¼1 jljjL
× hliþ1; μiðl1;…;liÞiL ð2:12Þ
for l1;…;liþ1 ∈ L. An L∞-algebra quipped with an inner
product is called a cyclic L∞-algebra.
We can extend morphisms of L∞-algebras ϕ∶ ðL; μiÞ →
ðL0; μ0iÞ to morphisms of cyclic L∞-algebras if we addi-
tionally require
hϕ1ðl1Þ;ϕ1ðl2ÞiL0 ¼ hl1;l2iL; ð2:13aÞ
and for all i ≥ 3 and l1;…;li ∈ L,X
jþk¼i
j;k≥1
hϕjðl1;…;ljÞ;ϕkðljþ1;…;ljþkÞÞiL0 ¼ 0: ð2:13bÞ
Likewise, the strictification and minimal model theorems
extend to cyclic L∞-algebras.
B. Homotopy Maurer-Cartan theory
The BV formalism can be seen as a reformulation of a
Lagrangian field theory as a homotopy Maurer-Cartan
theory, which is a generalized form of a Chern-Simons
theory. In the following, we concisely recall the basic facts
and refer again to [3,4] for more details.
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1. Homotopy Maurer-Cartan equation
Given an L∞-algebra ðL; μiÞ, we call an element of
degree 1, a ∈ L1, a gauge potential and define its
curvature by
f ≔
X
i≥1
1
i!
μiða;…; aÞ ∈ L2: ð2:14Þ
Due to the higher Jacobi identities (2.1b), the curvature f
obeys the Bianchi identity
X
i≥0
1
i!
μiþ1ða;…; a; fÞ ¼ 0: ð2:15Þ
Infinitesimal gauge transformations are mediated by
degree 0 elements c0 ∈ L0 and are given by a↦ aþ
δc0a with
δc0a ≔
X
i≥0
1
i!
μiþ1ða;…; a; c0Þ⇒
δc0f ¼
X
i≥0
1
i!
μiþ2ða;…; a; f; c0Þ: ð2:16Þ
Using the higher Jacobi identities (2.1b), one may show
that
½δc0 ;δc00 a¼ δc000aþ
X
i≥0
1
i!
μiþ3ða;…; a; f; c0; c00Þ; ð2:17aÞ
where
c000 ≔
X
i≥0
1
i!
μiþ2ða;…; a; c0; c00Þ: ð2:17bÞ
Thus, the gauge transformations always close for strict
L∞-algebras, for which only the differential and the
2-product are nontrivial. In the general case, however, a
restriction of the gauge potential is required to ensure
closure, and a sufficient condition is
f ¼ 0: ð2:18Þ
This equation, which describes an abstract form of flatness
of the gauge potential, is known as the homotopy Maurer-
Cartan equation. Gauge potentials a ∈ L1 satisfying this
equation are called Maurer-Cartan elements.
It is important to stress that the gauge parameters c0 ∈ L0
may enjoy gauge freedom themselves which is mediated by
next-to-lowest gauge parameters c−1 ∈ L−1 of degree −1.
In turn, the next-to-lowest gauge parameters c−1 ∈ L−1
enjoy gauge freedom that is mediated by next-to-next-to-
lowest gauge parameters c−2 ∈ L−2 for degree −2, and so
on. These are known as the higher gauge transformations,
and they are given by
δc−k−1c−k ≔
X
i≥0
1
i!
μiþ1ða;…; a; c−k−1Þ ð2:19Þ
with c−k ∈ L−k of degree −k. Note that f ¼ 0 is also a
sufficient condition for the higher gauge transformations
to close.
2. Homotopy Maurer-Cartan action
The homotopy Maurer-Cartan equation is variational
whenever ðL; μi; h−;−iÞ is a cyclic L∞-algebra with an
inner product h−;−i of degree −3. Indeed, the gauge
invariant action functional
SMC ≔
X
i≥1
1
ðiþ 1Þ! ha; μiða;…; aÞi; ð2:20Þ
known as the homotopy Maurer-Cartan action, has the
homotopy Maurer-Cartan equation as its stationary locus.
3. Homotopy Maurer-Cartan elements
and L∞-morphisms
Let us now briefly explain how Maurer-Cartan elements
transform under L∞-morphisms. For any L∞-morphism ϕ
between two L∞-algebras ðL; μiÞ and ðL0; μ0iÞ, there is a
natural morphism of gauge potentials,
a↦ a0 ≔
X
i≥1
1
i!
ϕiða;…; aÞ⇒
f↦ f0 ¼
X
i≥0
1
i!
ϕiþ1ða;…; a; fÞ; ð2:21Þ
which thus maps Maurer-Cartan elements to Maurer-Cartan
elements.
Furthermore, a gauge transformation a↦ aþ δc0a with
gauge parameter c0 ∈ L0 of a Maurer-Cartan element a ∈
L1 is transformed under an L∞-morphism to a0 ↦ a0 þ
δc0
0
a0 with a0 ∈ L01 given by (2.21) and
c0 ↦ c00 ≔
X
i≥0
1
i!
ϕiþ1ða;…; a; c0Þ: ð2:22Þ
Consequently, gauge equivalence classes of Maurer-Cartan
elements are mapped to gauge equivalence classes of
Maurer-Cartan elements. Note that whenever ϕ is a
quasi-isomorphism, the moduli space of Maurer-Cartan
elements for ðL; μiÞ (that is, the space of solutions to the
homotopy Maurer-Cartan equation modulo gauge trans-
formations) is isomorphic to the moduli space of Maurer-
Cartan elements for ðL0; μ0iÞ.
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C. Field theory and underlying L∞-structures
1. Classical observables
The most general approach to the quantization of gauge
theories is certainly the BV formalism. To prepare the field
theory for quantization, the BV formalism constructs a
modern description of the space of classical observables,
which are the functionals on the space of solutions to the
field equations modulo gauge symmetries. This space is
now described as (part of) the cohomology ring of a
differential complex known as the BV complex,
  ⟶QBV C∞−1ðFÞ⟶
QBV C∞0 ðFÞ⟶
QBV C∞1 ðFÞ⟶
QBV    ; ð2:23Þ
where C∞i ðFÞ denote functionals of degree i on the Z-
graded vector space of BV fields F, which is parametrized
by fields, ghosts (of positive degree), and antifields (of
negative degree). Since the image of QBV on antifields
produces the equations of motion,
QBVϕ
þ
I ¼
δS½ϕI
δϕI
¼! 0 ð2:24Þ
for ϕI the classical fields, ϕþI their antifields, and S½ϕI the
classical action, the image of the operator QBV restricted to
elements of C∞−1ðFÞ linear in the antifields is the ideal of
functionals in C∞0 ðFÞ vanishing on solutions of the field
equations. Gauge invariant such functionals are in the
kernel of the BV differential QBV∶ C∞0 ðFÞ → C∞1 ðFÞ.
The elements of degree 0 in the cohomology ring thus
contain indeed the classical observables.
2. L∞-algebra structure
Now the BV complex is evidently a differential graded
commutative algebra and its dual is a differential graded
commutative coalgebra, which is nothing but an L∞-
algebra. Explicitly, the action of the BV differential QBV
on the coordinate functions on F is written as a polynomial
in the fields, ghosts, antighosts, and their derivatives, which
is simply the dual of the sum over all higher products μi on
the graded vector space F. Schematically, we can write
QBVξ ¼ −
X
i≥1
1
i!
μiðξ;…; ξÞ; ð2:25Þ
where ξ is the sum over all coordinate functions on F
parametrizing fields, ghosts, and antighosts. Given the μi,
we can construct QBV, and knowing QBV, we can recon-
struct the μi as higher products from this equation.
Recall furthermore that the BV formalism comes with a
Poisson bracket, sometimes called the antibracket, which is
induced by a canonical symplectic form of degree −1 onF.
This form induces a cyclic structure on the L∞-algebra on
F, which is of degree −3.
Altogether, we conclude that any field theory has an
associated cyclic L∞-algebra structure on its BV field space
F, and this structure is recovered from the BV differential
and the BV antibracket. See [3,4] for more details and the
precise formulation of Eq. (2.25) and for a review about the
Q-manifold formulation of L∞-algebras.
The fact that any classical Lagrangian field theory
comes with a L∞-algebra is certainly well known by
experts on the BV formalism. It has been rediscovered
several times; see e.g., [27] or [28] and also [3,4] for more
historical references. The structural advantages of this
description, however, have not been fully exploited in
our opinion, and this is what we set out to do in this paper.
III. SCALAR FIELD THEORY
As an introductory example illustrating the construction
of an L∞-algebra for a classical field theory, the compu-
tation of its minimal model, and the recursion relations,
we consider scalar field theory on four-dimensional
Minkowski space R1;3 ≔ ðR4; ηÞ with η the Minkowski
metric. In the following, μ; ν;… ¼ 0;…; 3, and we shall
write x · y ≔ ημνxμyν ¼ xμyμ and □ ≔ ∂μ∂μ. All of our
constructions in this section generalize rather evidently to
arbitrary field theories admitting a (classical) BV
formulation.
A. L∞-algebra formulation of scalar field theory
Instead of plain φ4-theory, we start from the action
S ≔
Z
R1;3
d4x

1
2
φð−□ −m2Þφ − κ
3!
φ3 −
λ
4!
φ4

; ð3:1Þ
which will demonstrate the relation between the minimal
model and tree-level amplitudes more clearly.
1. Scalar L∞-algebra
The associated L∞-algebra of this field theory is
obtained as usual from the BV formalism.4 Here, we
merely note that in a field theory without (gauge) symmetry
to be factored out, the BV action agrees with the classical
action. The homological vector field QBV therefore acts
only nontrivially on the antifield φþ, and we have
QBVφþ ≔ fSBV;φþg ¼
δS
δφ
¼
X
i≥1
1
i!
μiðφ;…;φÞ: ð3:2Þ
The resulting L∞-algebra is therefore
|{z}
≕L0
⟶ C∞ðR1;3Þ|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
≕L1
⟶
−□−m2
C∞ðR1;3Þ|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
≕L2
⟶ |{z}
≕L3
ð3:3aÞ
4See also [13] for pure φ4-theory and [3] for a discussion closer
to ours.
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with higher products
μ1ðφ1Þ ≔ ð−□ −m2Þφ1; μ2ðφ1;φ2Þ ≔ −κφ1φ2;
μ3ðφ1;φ2;φ3Þ ≔ −λφ1φ2φ3 ð3:3bÞ
for φ1;2;3 ∈ C∞ðR1;3Þ. The homotopy Maurer-Cartan action
(2.20) for this L∞-algebra becomes S.
2. Cyclic structure
This L∞-algebra, however, is too general. In particular,
we cannot extend it to a cyclic one with the cyclic structure
given by the integral,
hφ1;φ2iL ¼
Z
d4xφ1ðxÞφ2ðxÞ: ð3:4Þ
First, finiteness of the integral is not guaranteed, and
second, boundary terms arising when partially integrating
the Laplace operator may violate cyclicity. We are thus led
to restricting the function space to the Schwartz functions
SðR1;3Þ ⊆ C∞ðR1;3Þ, i.e., functions which are rapidly
decreasing toward the boundary of Minkowski space
R1;3. This restriction, however, is too harsh: the kinematical
operator is invertible as a map μ1∶ SðR1;3Þ → SðR1;3Þ, as
we will explain in more detail below. Therefore, the
cohomology of L would be trivial and the L∞-algebra
would be quasi-isomorphic to the trivial one.
To fix this issue, we should also include the solutions to
the classical Klein-Gordon equation, kerðμ1Þ ⊆ C∞ðR1;3Þ,
in our field space. More precisely, we should restrict
ourselves to those solutions with compactly supported
Cauchy data, kercðμ1Þ ⊆ kerðμ1Þ. Our total field space is
then
F ≔ kercðμ1Þ ⊕ SðR1;3Þ: ð3:5Þ
Note that both subspaces are vector spaces and their
intersection is empty, since there are no solutions to the
Klein-Gordon equation in SðR1;3Þ, which is a simple
consequence of energy conservation.
This, however, requires an adjustment of the higher
products, since F is not closed under multiplication: the
product of two elements in kercðμ1Þ is neither in SðR1;3Þ
nor in kercðμ1Þ. The standard procedure here is to replace
the coupling constants with bump functions, which reflects
the fact that interactions should be turned off at asymptotic
times. On the other hand, we require that a Schwartz-type
function can have an overlap with kercðμ1Þ, which we
extract by restricting the Fourier transform to its on-shell
modes. Explicitly, we have a map to on-shell states
℘∶ SðR1;3Þ→ kercðμ1Þ;
℘ðφÞðxÞ ≔
Z
d4k
ð2πÞ4 e
−ik·x2πδðk2 þm2ÞΘðk0ÞφˆðkÞ;
ð3:6Þ
where δ is the Dirac delta, Θ is the Heaviside distributions,
and the hat indicates the Fourier transform. Compactly
supported Cauchy data of the image of ℘ is guaranteed
since the Fourier transform maps SðR1;3Þ to SðR1;3Þ.
Finally, we regularize the kinematical operator μ1 already
now to obtain well-defined Green’s functions later on.
Altogether, we thus define
μ1ðφ1Þ ≔ ð−□ −m2 þ iεÞφ1;
μ2ðφ1;φ2Þ ≔ −κð1 þ ℘Þ

e−
1
2
δjx0j2
2π
φ1φ2

;
μ3ðφ1;φ2;φ3Þ ≔ −λð1 þ ℘Þ

e−
1
2
δjx0j2
2π
φ1φ2φ3

ð3:7Þ
for φ1;2;3 ∈ C∞ðR1;3Þ and δ, ε ∈ Rþ. Here, ð1 þ ℘ÞðφÞ is
shorthand for φþ ℘ðφÞ. Clearly, these products break
Lorentz invariance, but we can eventually consider the
limit δ → þ0 to restore Lorentz invariance in all our final
results. Also, note that the homotopy Jacobi identities are
trivially satisfied since the only nontrivial higher products
μi map L1 ×    × L1 to L2 and thus nested expressions of
μi vanish trivially.
As a cyclic structure, we clearly want to use the L2-inner
product on SðR1;3Þ ⊆ L2ðR1;3Þ, and we extend it as follows
to F:
hφ0 þ φi;ψ0 þ ψ iiL ≔
Z
d4xφiðxÞψ iðxÞ
þ
Z
C
d3xφ0ðxÞψ0ðxÞ ð3:8Þ
for φ0, ψ0 ∈ kercðμ1Þ and φi, ψ i ∈ SðR1;3Þ. Here, C is a
Cauchy surface of constant time in R1;3 and the inner
product is independent of the choice. This inner product is
indeed cyclic with respect to the higher products (3.7). We
thus complete the construction of a cyclic L∞-algebra
structure on the complex
|{z}
≕L0
⟶ F|{z}
≕L1
⟶
−□−m2þiε
F|{z}
≕L2
⟶ |{z}
≕L3
: ð3:9Þ
It should be rather obvious that the above construction of
a cyclic L∞-algebra can be performed for any field theory
to which we can apply the BV formalism; in particular, the
specialization of the field space to Schwartz-type functions
and on-shell modes readily generalizes. We also note that
the technicalities of choosing the appropriate field space
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mostly arose because we insisted on a consistent cyclic
structure on the L∞-algebra. If one is happy to do without a
precise cyclic structure, one can essentially neglect this
issue; cf. also [18].
B. Strictification of scalar field theory
Let us briefly discuss the strictification of the
L∞-algebra L, which consists of an L∞-algebra L˜ which
is quasi-isomorphic to L and for which μ˜i ¼ 0 for i ≥ 3.
Equivalently, we find an action S˜ which yields a field
theory that is classically equivalent to that of the action
(3.1) but whose interaction terms are at most cubic in the
fields. This is done by introducing auxiliary fields, and the
strictification for pure φ4-theory with κ ¼ 0 was already
given in [3]. For simplicity, we will work with the naive,
unregularized L∞-algebra (3.3).
1. Differential graded Lie algebra structure
Constructing an equivalent action S˜ is straightforward,
and one possible form is
S˜ ≔
Z
R1;3
d4x

1
2
φð−□ −m2Þφþ XY − κ
3!
Yφþ 4κ
λ
Xφ −
λ
4!
Y2 þ Xφ2

; ð3:10Þ
where X and Y are two additional auxiliary scalar fields X, Y ∈ C∞ðRÞ. The corresponding L∞-algebra L˜ reads as
|{z}
≕ L˜0
⟶ C∞ðR1;3Þ ⊗ R3|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
≕ L˜1
⟶
μ˜1 C∞ðR1;3Þ ⊗ R3|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
≕ L˜2
⟶ |{z}
≕ L˜3
ð3:11aÞ
and has nontrivial higher products,
μ˜1ðφ1; X1; Y1Þ ≔ ðð−□ −m2Þφ1 −
κ
3!
Y1 þ
4κ
λ
X1; Y1 þ
4κ
λ
φ; X1 −
κ
3!
φ1 −
λ
12
Y1Þ;
μ˜2ððφ1; X1; Y1Þ; ðφ2; X2; Y2ÞÞ ≔ ð2φ1X2 þ 2φ2X1; 2φ1φ2; 0Þ; ð3:11bÞ
for φ;φi; X; Xi; Y; Yi ∈ C∞ðR1;3Þ. The homotopy Maurer-Cartan action (2.20) for L˜ is indeed S˜.
A possible quasi-isomorphism φ∶ L˜→ L has nontrivial maps
ϕ1∶ L˜1 → L1; ϕ1ðφ; X; YÞ ≔ φ;
ϕ1∶ L˜2 → L2; ϕ1ðφ; X; YÞ ≔ φ −
κ
3!
X −
4κ
λ
Y;
ϕ2∶ L˜1 × L˜2 → L2; ϕ2ððφ1; X1; Y1Þ; ðφ2; X2; Y2ÞÞ ≔ −2φ1Y2 þ
λ
3!
φ1X2: ð3:12Þ
As one readily checks, these maps satisfy the nontrivial relations in (2.2),
i ¼ 1∶ μ1ðϕ1ðΦ1ÞÞ ¼ ϕ1ðμ˜1ðΦ1ÞÞ;
i ¼ 2∶ μ1ðϕ2ðΦ1;Φ2ÞÞ þ μ2ðϕ1ðΦ1Þ;ϕ1ðΦ2ÞÞ
¼ ϕ1ðμ˜2ðΦ1;Φ2ÞÞ − ϕ2ðμ˜1ðΦ1Þ;Φ2Þ − ϕ2ðμ˜1ðΦ2Þ;Φ1Þ;
i ¼ 3∶ μ3ðϕ1ðΦ1Þ;ϕ1ðΦ2Þ;ϕ1ðΦ3ÞÞ ¼ −½ϕ2ðμ˜2ðΦ1;Φ2Þ;Φ3Þ þ cyclic; ð3:13Þ
where Φi ¼ ðφi; Xi; YiÞ ∈ L˜1.
C. Scattering amplitudes and recursion relations
1. Minimal model
To compute the minimal model L∘ of L, we need to find a
contracting homotopy
ð3:14Þ
We start by noticing that μ1 is a map μ1∶ F → SðR1;3Þ and
it is invertible as a map μ1∶ SðR1;3Þ → SðR1;3Þ. Its inverse
is the Feynman propagator GF, which is defined for
functions φ ∈ SðR1;3Þ by
ðGFφÞðxÞ ≔
Z
d4yGFðx; yÞφðyÞ; ð3:15aÞ
where the integral kernel is
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GFðx; yÞ ¼ lim
ε→0þ
Z
d4k
ð2πÞ4 e
−ik·ðx−yÞGˆFðkÞ with
GˆFðkÞ ¼ 1
k2 −m2 þ iε : ð3:15bÞ
It satisfies
ð−□ −m2 þ iεÞðGFφÞ ¼ δ; ð3:16aÞ
for φ ∈ SðR1;3Þ or, more formally,
GF∘μ1jSðR1;3Þ ¼ μ1∘GF ¼ idSðR1;3Þ: ð3:16bÞ
For more and precise details, see e.g., ([29], Chap. 14). We
trivially extend GF to a linear function G˜F on all of F
with kerðG˜FÞ ¼ kercðμ1Þ.
Because the invertibility of μ1 on SðR1;3Þ implies
surjectivitiy on SðR1;3Þ, it is now clear that the graded
vector space of the minimal model L∘ of L is
L∘¼H•μ1ðLÞ≅ ð⟶kercðμ1Þ⟶
0
kercðμ1Þ⟶Þ: ð3:17Þ
With the help of G˜F, we can define the projections
p1∶ L1 → kercðμ1Þ; p1 ≔ id − G˜F∘μ1;
p2∶ L2 → kercðμ1Þ; p2 ≔ id − μ1∘G˜F: ð3:18Þ
The embeddings e1;2∶ kercðμ1Þ↪ F are simply the trivial
ones. The maps we introduced so far satisfy the relations
p∘e¼ idL∘ ; μ1∘μ1 ¼0; μ1∘e¼0; p∘μ1 ¼0; ð3:19Þ
and we have the following picture:
ð3:20Þ
It remains to construct a contracting homotopy h, i.e., a
map h∶ L→ L of degree −1 such that
idL ¼ e∘pþ h∘μ1 þ μ1∘h ð3:21Þ
and clearly the extended Feynman propagator G˜F satisfies
this relation. We thus put h trivial except for h2 ≔ G˜F. The
improved contracting homotopy h, cf. (2.7), agrees with h,
h ¼ h; ð3:22Þ
since h2 ¼ 0 and h∘e ¼ 0. The decomposition of L
reads as
L1 ≅ Lharm;1 ⊕ Lcoex;1 ≅ kercðμ1Þ ⊕ SðR1;3Þ;
L2 ≅ Lharm;2 ⊕ Lex;2 ≅ kercðμ1Þ ⊕ SðR1;3Þ: ð3:23Þ
The minimal model is now readily computed using
formulas (2.11). Let us list the lowest higher products
for φ1;…;4 ∈ kercðφÞ explicitly:
μ°2ðφ1;φ2Þ ¼ ðp∘μ2Þðφ1;φ2Þ ¼ −κ℘

e−
1
2
δjx0j2
2π
φ1φ2

;
μ°3ðφ1;φ2;φ3Þ ¼ −
X
σ∈Shð1;3Þ
ðp∘μ2Þðeðφσð1ÞÞ; G˜Fðμ2ðeðφσð2ÞÞ; eðφσð3ÞÞÞÞÞ þ ðp∘μ3Þðeðφ1Þ; eðφ2Þ; eðφ3ÞÞ
¼ −
X
σ∈Shð1;3Þ
κ2℘

e−
1
2
δjx0j2
2π
φσð1ÞGFx;y

e−
1
2
δjy0j2
2π
φσð2ÞðyÞφσð3ÞðyÞ

− λ℘

e−
1
2
δjx0j2
2π
φ1φ2φ3

; ð3:24Þ
where GFx;y indicates the operator GF acting on a function of y and producing a function of x. Slightly less explicitly, μ4
reads as
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μ°4ðφ1;φ2;φ3;φ4Þ ¼
X
σ∈Shð1;1;4Þ
ðp∘μ2Þðφσð1Þ; G˜Fðμ2ðφσð2Þ; G˜Fðμ2ðφσð3Þ;φσð4ÞÞÞÞÞÞ
−
X
σ∈Shð1;4Þ
ðp∘μ2Þðφσð1Þ; G˜Fðμ3ðφσð2Þ;φσð3Þ;φσð4ÞÞÞÞÞ
þ 1
2
X
σ∈Shð2;4Þ
ðp∘μ2ÞðG˜Fðμ2ðφσð1Þ;φσð2ÞÞÞ; G˜Fðμ2ðφσð3Þ;φσð4ÞÞÞÞÞ
−
X
σ∈Shð2;4Þ
ðp∘μ3Þðφσð1Þ;φσð2Þ; G˜Fðμ2ðφσð3Þ;φσð4ÞÞÞÞ: ð3:25Þ
2. Cyclic structure
We also stress that the compatibility of the L∞-algebra
morphism ϕ∶ L∘ → Lwith the cyclic structure h−;−iL on L
is trivially satisfied. First of all, we have hϕ1ð  Þ;
ϕið  ÞiL ¼ heð  Þ;hð  ÞiL ¼ 0 for i ≥ 2 since imðeÞ ≅
kercðR1;3Þ, imðhÞ ≅ SðR1;3Þ, and the direct sum F ¼
kercðR1;3Þ ⊕ SðR1;3Þ is an orthogonal decomposition with
respect to the cyclic structure h−;−iL. Then, we have
hϕið  Þ;ϕjð  ÞiL ¼ hhð  Þ; hð  ÞiL ¼ 0 for i, j ≥ 2,
since imðhÞ ⊆ L2 and the cyclic structure h−;−iL neces-
sarily vanishes between two elements of L2.
At a more abstract level and for a general field theory, it
is rather evident that we will always have a Feynman
propagator serving as a contracting homotopy, which
allows us to construct the minimal model of the field
theory’s L∞-algebra explicitly. Also, the graded vector
space L1 will consist of the on-shell modes, L2 will be
isomorphic to L1, and the symplectic form on field space
provides a nondegenerate pairing of both spaces.
3. Scattering amplitudes
Let us now link the minimal model to tree-level
Feynman diagrams. We start from the summands in the
homotopy Maurer-Cartan action (2.20) for the minimal
model,
1
i!
hφ; μ∘i ðφ;…;φÞiL∘ : ð3:26Þ
Using the usual trick of polarization, we can introduce
the (iþ 1)-point functions hφ1; μ∘i ðφ2;…;φiþ1ÞiL∘ . As
we shall see now, these are indeed the tree-level (iþ 1)-
point functions. Let us consider the 3-point function
1
3!
hφ1; μ°2ðφ2;φ3Þi∘ for φ1;2;3 plane waves with on-shell
momenta k1, k2, and k3, respectively. We have
hφ1; μ°2ðφ2;φ3ÞiL∘ ¼ −κ limδ→þ0
Z
C
d3x e−ik1·x℘
×

e−
1
2
δjx0j2
2π
eik2·xeik3·x

; ð3:27Þ
which yields the coupling constant κ together with the
usual Dirac distribution, enforcing energy-momentum
conservation:
hφ1; μ°2ðφ2;φ3ÞiL∘ ¼ −κð2πÞ4δðk1 þ k2 þ k3Þ: ð3:28Þ
For the 4-point function we now get additional contribu-
tions from the 3-point vertices:
hφ1;μ°3ðφ2;φ3;φ4ÞiL∘ ¼ hφ4;μ°3ðφ2;φ3;φ1ÞiL∘
¼ lim
δ→þ0

φ4;−
X
σ∈Shð1;3Þ
κ2℘

e−
1
2
δjx0j2
2π
φσð1ÞGFx;y

e−
1
2
δjy0j2
2π
φσð2ÞðyÞφσð3ÞðyÞ

− λ℘

e−
1
2
δjx0j2
2π
φ1φ2φ3

L∘
¼ −ð2πÞ4δðk4 þ k1 þ k2 þ k3Þ

κ2
X
σ∈Shð1;3Þ
1
ðkσð2Þ þ kσð3ÞÞ2 −m2 þ iε
þ λ

: ð3:29Þ
In terms of Feynman diagrams, we have the 4-point function
ð3:30Þ
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Let us now discuss the general interpretation of the ϕi
and the μ∘i arising in the quasi-isomorphism. While ϕ1 is
simply the embedding of on-shell modes into the original
L∞-algebra L, the higher ϕi take on-shell [i.e., elements of
kercðμ1Þ] or off-shell modes [i.e., elements of SðR1;3Þ],
combine them with a (jþ 1)-point vertex encoded in μj,
and propagate the resulting state to an off-shell mode or
current in SðR1;3Þ. For example,
ð3:31Þ
The μ∘i , on the other hand, take either on-shell states or
the currents arising from the ϕj with j ≥ 2, combine them
with a (jþ 1)-point vertex encoded in μj, and project the
result back to an on-shell state. For example,
ð3:32Þ
4. Scattering amplitude recursion relations
The tree-level (iþ 1)-point functions are now obtained
from the inner product of one external state with μ∘i of
the remaining i external states, so their information is
encoded in the higher products of the minimal model L∘.
The tree-level corrections to the classical nþ 1-point
vertex are now evidently constructed from diagrams
involving the currents ϕj with j < n, which are recursively
constructed from currents ϕk with k < j. This is obvious
from formulas (2.11), and in terms of Feynman diagrams,
we have for example
ð3:33Þ
In most interesting quantum field theories, the nontrivial
higher products are very restricted, and the recursive
computation of the quasi-isomorphism to the minimal
model (2.11a) simplifies to interesting recursion relations
for the currents ϕi. These, in turn, may be solved in
particular examples, yielding vast simplifications in the
evaluation of the tree-level (iþ 1)-point functions. We shall
discuss an important example in the next section but, again,
it should be clear that our discussion applies to an arbitrary
BV quantizable field theory.
IV. YANG-MILLS THEORY
A. L∞-algebra formulation of Yang-Mills theory
We now study suðNÞ Yang-Mills theory on four-
dimensional Minkowski space R1;3. Let ΩpðR1;3; suðNÞÞ
be the suðNÞ-valued differential p-forms on R1;3.
Furthermore, we let d be the exterior derivative and
set d† ≔ ⋆d⋆ for ⋆ the Hodge star operator with respect
to the Minkowski metric. To keep our discussion clear,
we shall neglect the intricacies of falloff conditions on
our function spaces; the details developed in the example
of scalar field theory can be translated to the Yang-Mills
theory.
1. Yang-Mills L∞-algebra
Following [30–33], we consider the L∞-algebra
ðLYM2 ; μiÞ that is defined by the chain complex
Ω0ðR1;3; suðNÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
≕L0
⟶
μ1≔d Ω1ðR1;3; suðNÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
≕L1
⟶
μ1≔d†d Ω1ðR1;3; suðNÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
≕ L2
⟶
μ1≔d† Ω0ðR1;3; suðNÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
≕L3
;
ð4:1aÞ
together with the nonvanishing higher products
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μ1ðc1Þ ≔ dc1; μ1ðA1Þ ≔ d†dA1;
μ1ðAþ1 Þ ≔ d†Aþ1 ;
μ2ðc1; c2Þ ≔ ½c1; c2; μ2ðc1; A1Þ ≔ ½c1; A1;
μ2ðc1; Aþ2 Þ ≔ ½c1; Aþ2 ; μ2ðc1; cþ2 Þ ≔ ½c1; cþ2 ;
μ2ðA1; Aþ2 Þ ≔ ½A1; Aþ2 ;
μ2ðA1; A2Þ ≔ d†½A1; A2 þ ⋆½A1;⋆dA2 þ ⋆½A2;⋆dA1;
μ3ðA1; A2; A3Þ ≔ ⋆½A1;⋆½A2; A3 þ ⋆½A2;⋆½A3; A1
þ ⋆½A3;⋆½A1; A2; ð4:1bÞ
where ½−;− denotes the Lie bracket on suðNÞ with
the wedge product understood. Furthermore, c1;2 ∈ L0,
A1;2;3 ∈ L1, Aþ1;2 ∈ L2, and c
þ
2 ∈ L3, respectively.
Importantly, the L∞-algebra ðLYM2 ; μiÞ carries a natural
cyclic structure which is nontrivial only for jω1jLYM2 þ
jω2jLYM2 ¼ 3 and then reads as
hω1;ω2iLYM2 ≔
Z
R1;3
trðω1 ∧ ⋆ω2Þ: ð4:2Þ
This cyclic L∞-algebra arises from the classical part of
the BV formalism as explained in Sec. II C; cf. also [3] for
all details. In particular, the relation between the higher
products μi and the BV-differential QBV is given in
formula (2.25).
2. Yang-Mills action and Yang-Mills equation
For a ∈ L of degree 1 we have a ¼ A ∈ Ω1ðR1;3; gÞ and
thus
1
2
ha; μ1ðaÞiLYM2 ¼
1
2
Z
R1;3
trðdA ∧ ⋆dAÞ;
1
3!
ha; μ2ða; aÞiLYM2 ¼
1
2
Z
R1;3
trðdA ∧ ⋆½A; AÞ
¼ 1
4
Z
R1;3
trð½A; A ∧ ⋆dA
þ dA ∧ ⋆½A; AÞ;
1
4!
ha; μ3ða; a; aÞiLYM2 ¼
1
8
Z
R1;3
trð½A; A ∧ ⋆½A; AÞ:
ð4:3Þ
Consequently, the homotopy Maurer-Cartan action (2.20)
becomes the Yang-Mills action,
SMC ¼
1
2
Z
R1;3
trðF ∧ ⋆FÞ with F ≔ dAþ 1
2
½A; A:
ð4:4Þ
Furthermore, the curvature (2.14) reads as
f ¼ ⋆∇⋆F ∈ Ω1ðR1;3; suðNÞÞ; ð4:5Þ
where ∇⋆F ≔ d⋆F þ ½A;⋆F so that f ¼ 0 is, in fact, the
Yang-Mills equation. The gauge transformations (2.16)
reduce to the standard ones,
δcA ¼ ∇c and δcF ¼ −½c; F ð4:6Þ
for c ∈ Ω0ðR1;3; suðNÞÞ.
B. Strictification of Yang-Mills theory
1. First-order formulation
It is well known that four-dimensional Yang-Mills theory
admits an alternative first-order formulation [34] given by
the action functional
S ≔
Z
R4
tr

F ∧ Bþ þ ε
2
Bþ ∧ Bþ

: ð4:7Þ
Here, Bþ ∈ Ω2þðR4; suðNÞÞ is an suðNÞ-valued self-dual
2-form on R4 for ε ∈ Rþ, and we switched to Euclidean
space to allow for real self-dual 2-forms. As we are only
concerned with scattering amplitudes, which depend hol-
omorphically on the kinematic variables, this switch in
signature is largely irrelevant.
Integrating out Bþ, we find
S ¼ − 1
2ε
Z
R4
trðFþ ∧ FþÞ
¼ − 1
4ε
Z
R4
trðF ∧ ⋆FÞ − 1
4ε
Z
R4
trðF ∧ FÞ; ð4:8Þ
where Fþ ≔ 12 ðF þ ⋆FÞ. Hence, we recover the standard
Yang-Mills action (4.4) plus a topological term, which is
irrelevant for perturbation theory.
2. Differential graded Lie algebra structure
Note that (4.7) is only cubic in the interactions and hence
the corresponding equations of motion are at most quad-
ratic. The L∞-algebra ðLYM1 ; μiÞ corresponding to this
action should thus be strict. Indeed, we find the com-
plex (cf. [35])
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Ω0ðR4; suðNÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
≕L0
⟶
μ1≔d Ω2þðR4; suðNÞÞ ⊕ Ω1ðR4; suðNÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
≕L1
⟶
μ1≔ðεþdÞþPþd Ω2þðR4; suðNÞÞ ⊕ Ω3ðR4; suðNÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
≕L2
⟶
μ1≔0þd Ω4ðR4; suðNÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
≕L3
ð4:9aÞ
together with the higher products [3,4,36]
μ1ðc1Þ ≔ dc1; μ1ðBþ1 þ A1Þ ≔ ðεBþ1 þ PþdA1Þ þ dBþ1; μ1ðAþ1 Þ ≔ dAþ1 ;
μ2ðc1; c2Þ ≔ ½c1; c2; μ2ðc1; Bþ1 þ A1Þ ≔ ½c1; Bþ1 þ ½c; A1;
μ2ðc1; Bþþ1 þ Aþ1 Þ ≔ ½c1; Bþþ1 þ ½c; Aþ1 ; μ2ðc1; cþ2 Þ ≔ ½c1; cþ2 ;
μ2ðBþ1 þ A1; Bþ2 þ A2Þ ≔ Pþ½A1; A2 þ ½A1; Bþ2 þ ½A2; Bþ1;
μ2ðBþ1 þ A1; Bþþ2 þ Aþ2 Þ ≔ ½A1; Aþ2  þ ½B1; Bþþ2: ð4:9bÞ
Here, Pþ ¼ 12 ð1 þ ⋆Þ and ci ∈ L0, ðBþi þ AiÞ ∈ L1,ðBþþi þ Aþi Þ ∈ L2, and cþi ∈ L3 for i ¼ 1, 2.
Also ðLYM1 ; μiÞ can be made cyclic by introducing the
degree −3 inner product
hω1;ω2iLYM1 ≔
Z
R4
trðω1 ∧ ω2Þ: ð4:10Þ
It is now a straightforward exercise to check that the
homotopy Maurer-Cartan action (2.20) for the L∞-algebra
ðLYM1 ; μi; h−;−iLYM1 Þ reduces to the first-order Yang-Mills
action (4.7).
3. Quasi-isomorphism
While we have already seen that the actions (4.4) and
(4.7) are equivalent by integrating out the self-dual 2-form,
it is instructive to give the explicit quasi-isomorphism
between ðLYM2 ; μi; h−;−iLYM2 Þ and ðLYM1 ; μi; h−;−iLYM1 Þ.
5
In particular, we have
ð4:11aÞ
where we have combined the two complexes (4.1a) and
(4.9a). The maps ϕ1 are given by
ϕ1∶ Ω1ðR4; suðNÞÞ → Ω2þðR4; suðNÞÞ ⊕ Ω1ðR4; suðNÞÞ;
A↦ −
1
ε
PþdAþ A; ð4:11bÞ
together with
ϕ1∶ Ω3ðR4; suðNÞÞ → Ω2þðR4; suðNÞÞ ⊕ Ω3ðR4; suðNÞÞ;
C↦ 0 −
1
2ε
C; ð4:11cÞ
and
ϕ1∶ Ω4ðR4; suðNÞÞ → Ω4ðR4; suðNÞÞ;
D↦ −
1
2ε
D: ð4:11dÞ5Here, we consider ðLYM2 ; μi; h−;−iLYM2 Þ on R4 as well.
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As one may check, all square subdiagrams of (4.11a) are
commutative, and, consequently, we have obtained a chain
map between the underlying complexes of LYM2 and LYM1 .
In fact, it is a quasi-isomorphism of complexes since this
chain map reduces to the identity (modulo constant
prefactors) on the cohomologies.
Moreover, the set of maps ϕ1 can be enlarged to include
maps ϕi∶ LYM2 ×    × LYM2 → LYM1 to obtain a fully
fledged quasi-isomorphism (2.2) between the L∞-algebras
LYM2 and LYM1 . Indeed, the only nonvanishing higher map
ϕi is given by the polarization of
ϕ2ðA; AÞ ≔ −
1
ε
Pþ½A; A: ð4:12Þ
In [3,36], this quasi-isomorphism was given in the
Q-manifold language which is somewhat more transparent.
Altogether, we conclude that the L∞-algebra ðLYM2 ;
μi; h−;−iLYM2 Þ is indeed the strictification of ðLYM1 ;
μi; h−;−iLYM1 Þ.
C. Scattering amplitudes and recursion relations
1. Minimal model from the second-order formulation
The cohomology of the L∞-algebra (4.1) reads as
L∘YM2 ¼ L∘Maxwell2 ⊗ suðNÞ with
L∘Maxwell2 ≔ ðR⟶ kerðd†dÞ=imðdÞ
⟶ kerðd†dÞ=imðdÞ⟶ RÞ: ð4:13Þ
We choose the projectors pk to be the evident L2-projectors
onto the subspaces L∘YM2;k ⊆ LYM2;k, and we have the trivial
embeddings ek. To compute the L∞-structure on L∘YM2 , we
need also a contracting homotopy h ¼ ðhkÞ with hk∶ Lk →
Lk−1 which satisfies (2.8). Some algebra shows that
6
h1 ≔ GFd†; h2 ≔ GFPex; and h3 ≔ GFd ð4:14aÞ
is a possible choice. Here, GF is the Green operator (3.15)
and Pex is the projector onto the exact part under the
abstract Hodge-Kodaira decomposition as discussed in
Sec. II A, i.e., onto the image of d†d. Explicitly, in
momentum space and suppressing the gauge algebra for
the moment, we have
hˆμν2 ðkÞ ¼
1
k2 þ iε Pˆ
μν
exðkÞ; with PˆμνexðkÞ ¼ ημν − k
μkν
k2
:
ð4:14bÞ
Recall that our formulas (2.11) were derived under the
assumption that h1ðAÞ ¼ 0; cf. (A4). Here, this implies that
we work in Lorenz gauge d†A ¼ 0, and the propagator
GFPex is indeed the corresponding gluon propagator.
It remains to insert the projectors and contracting
homotopies into (2.11) to write down the quasi-isomor-
phism as well as the higher products for the minimal model.
2. Berends-Giele gluon recursion relation
Let us denote the generators in the fundamental repre-
sentation of suðNÞ by τa and set
½τa; τb ¼ fabcτc and
gab ≔ trðτ†aτbÞ ¼ −trðτaτbÞ ¼
1
2
δab: ð4:15Þ
Using gab, we may rewrite the structure constants fabc ≔
fabdgdc as fabc ¼ −trð½τa; τbτcÞ. Furthermore, with the
help of the completeness relation
gabðτaÞmnðτbÞkl ¼ −δlmδnk þ
1
N
δnmδ
l
k ð4:16Þ
we immediately obtain
gabtrðXτaÞtrðτbYÞ ¼ −trðXYÞ þ
1
N
trðXÞtrðYÞ;
ga1a2gb1b2 trðXτa1ÞtrðYτb1Þfa2b2c ¼ −trð½X;YτcÞ ð4:17Þ
for any two matrices X and Y. Consequently, all commu-
tators appearing below can be expressed in terms of such
traces.
Consider now a plane wave A ¼ Aμdxμ with Aμ ¼
εμðkÞeik·xX, where kμ is the four-momentum and εμ the
polarization vector with k2 ¼ 0 and k · ε ¼ 0, and
X ∈ suðNÞ. We shall also write
AðiÞ ≔ AμðiÞdxμ with AμðiÞ ≔ εμðkiÞ|ﬄﬄ{zﬄﬄ}
≕ JμðiÞ
eiki·xXi; ð4:18Þ
to denote the “ith gluon.”
Then, the action of ϕ1 in (2.11) on Að1Þ is simply
given by
ϕ1ðAð1ÞÞ ¼ eðAð1ÞÞ ¼ Jμð1Þeik1·xX1dxμ: ð4:19Þ
Moreover, the action of ϕ2 is
ϕ2ðAð1Þ; Að2ÞÞ ¼ −ðh2∘μ2Þðϕ1ðAð1ÞÞ;ϕ1ðAð2ÞÞÞ;
ð4:20aÞ
and with (4.19) and (4.1b), we find6See [3] for details on the compact case.
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μ2ðAð1Þ; Að2ÞÞ ¼ d†½Að1Þ; Að2Þ þ ⋆½Að1Þ;⋆dAð2Þ þ ⋆½Að2Þ;⋆dAð1Þ
¼ f2ðJð1Þ · k2ÞJμð2Þ − 2ðJð2Þ · k1ÞJμð1Þ þ ðJð1Þ · Jð2ÞÞðk1 − k2Þμgeiðk1þk2Þ·x½X1; X2dxμ
¼ ⟦Jð1Þ; Jð2Þ⟧μeiðk1þk2Þ·x½X1; X2dxμ; ð4:20bÞ
where
⟦Jð1Þ; Jð2Þ⟧μ ≔ 2ðJð1Þ · k2ÞJμð2Þ − 2ðJð2Þ · k1ÞJμð1Þ þ ðJð1Þ · Jð2ÞÞðk1 − k2Þμ: ð4:20cÞ
Consequently, using the contracting homotopy (4.14), we obtain
ϕ2ðAð1Þ; Að2ÞÞ ¼ −Pex

⟦Jð1Þ; Jð2Þ⟧μ
ðk1 þ k2Þ2
eiðk1þk2Þ·x½X1; X2dxμ

¼ −⟦Jð1Þ; Jð2Þ⟧μðk1 þ k2Þ2|ﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
≕ Jμð1;2Þ
eiðk1þk2Þ·x½X1; X2dxμ
¼ − 1
2
X
σ∈S2
Jμðσð1Þ; σð2ÞÞeiðkσð1Þþkσð2ÞÞ·x½Xσð1Þ; Xσð2Þdxμ; ð4:20dÞ
where in the second step, we used that Pex acts trivially and the sum is over all permutations. Equation (4.20d) yields indeed
the 2-gluon current that can be found in Berends-Giele [16]. It is also instructive to give the next level expression before
turning to the general case. In particular, the action of ϕ3 is
ϕ3ðAð1Þ; Að2Þ; Að3ÞÞ ¼ −ðh2∘μ2Þðϕ1ðAð1ÞÞ;ϕ2ðAð2Þ; Að3ÞÞÞ
− ðh2∘μ2Þðϕ1ðAð2ÞÞ;ϕ2ðAð1Þ; Að3ÞÞÞ
− ðh2∘μ2Þðϕ1ðAð3ÞÞ;ϕ2ðAð1Þ; Að2ÞÞÞ
− ðh2∘μ3Þðϕ1ðAð1ÞÞ;ϕ1ðAð2ÞÞ;ϕ1ðAð3ÞÞÞ: ð4:21aÞ
From (4.1b), we have
μ3ðAð1Þ; Að2Þ; Að3ÞÞ ¼
X
σ∈C3
⋆½Aðσð1ÞÞ;⋆½Aðσð2ÞÞ; Aðσð3ÞÞ
¼ −
X
σ∈C3
⟦Jðσð1ÞÞ; Jðσð2ÞÞ; Jðσð3ÞÞ⟧μeiðkσð1Þþkσð2Þþkσð3ÞÞ·x½Xσð1Þ; ½Xσð2Þ; Xσð3Þdxμ; ð4:21bÞ
where the sum is over cyclic permutations only and
⟦Jð1Þ; Jð2Þ; Jð3Þ⟧μ ≔ ðJð1Þ · Jð3ÞÞJμð2Þ − ðJð1Þ · Jð2ÞÞJμð3Þ: ð4:21cÞ
Combining this with the expression (4.20d) and using the contracting homotopy (4.14), we immediately find that ϕ3 is
given by
ϕ3ðAð1Þ; Að2Þ; Að3ÞÞ ¼ Pex
X
σ∈C3
J˜μðσð1Þ; σð2Þ; σð3ÞÞeiðkσð1Þþkσð2Þþkσð3ÞÞ·x½Xσð1Þ; ½Xσð2Þ; Xσð3Þdxμ; ð4:21dÞ
where
J˜μð1; 2; 3Þ ≔
⟦Jð1Þ; Jð2; 3Þ⟧μ þ ⟦Jð1Þ; Jð2Þ; Jð3Þ⟧μ
ðk1 þ k2 þ k3Þ2
: ð4:21eÞ
The expression for the 3-gluon current as given by Berends-Giele [16] is simply
Jμð1; 2; 3Þ ≔ J˜μð1; 2; 3Þ − J˜μð3; 1; 2Þ; ð4:21fÞ
and, upon using the antisymmetry and the Jacobi identity for the Lie bracket ½−;−, a short calculation reveals that (4.21d)
becomes
ϕ3ðAð1Þ; Að2Þ; Að3ÞÞ ¼
1
3
X
σ∈S3
Jμðσð1Þ; σð2Þ; σð3ÞÞeiðkσð1Þþkσð2Þþkσð3ÞÞ·x½Xσð1Þ; ½Xσð2Þ; Xσð3Þdxμ; ð4:21gÞ
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where the sum here is over all permutations and Pex acts
again trivially.
Let us now turn to the general case. The above discussion
for 2- and 3-points motivates us to define
Jað1;…; iÞ ¼ gabJbð1;…; iÞ ≔ −trðϕiðAð1Þ;…; AðiÞÞτaÞ
ð4:22Þ
with gab as given in (4.15). Hence,
ϕiðAð1Þ;…; AðiÞÞ ¼ Jað1;…; iÞτa: ð4:23Þ
Furthermore, we also define
Jað1;…; iÞ≕ gab
X
σ∈Si
trðXσð1Þ   XσðiÞτbÞJμðσð1Þ;…; σðiÞÞ
× eiðkσð1ÞþþkσðiÞÞ·xdxμ;
Jð1;…; iÞ ≔ Jμð1;…; iÞdxμ; ð4:24Þ
similar to Berends-Giele [16]. Then, the first term in the
quasi-isomorphism
ϕiðAð1Þ;…; AðiÞÞ ¼ −
1
2!
X
k1þk2¼i
X
σ∈Shðk1;iÞ
ðh2∘μ2Þðϕk1ðAðσð1Þ;…; Aðσðk1ÞÞÞ;ϕk2ðAðσðk1 þ 1Þ;…; AðσðiÞÞÞÞ
−
1
3!
X
k1þk2þk3¼i
X
σ∈Shðk1;k2;iÞ
ðh2∘μ3Þðϕk1ðAðσð1Þ;…; Aðσðk1ÞÞÞ;…;ϕk3ðAðσðk1 þ k2 þ 1Þ;…; AðσðiÞÞÞÞ
ð4:25Þ
is given by
ðIÞ ≔ − 1
2!
X
k1þk2¼i
X
σ∈Shðk1;iÞ
μ2ðϕk1ðAðσð1Þ;…; Aðσðk1ÞÞÞ;ϕk2ðAðσðk1 þ 1Þ;…; AðσðiÞÞÞÞ
¼ − 1
2!
X
σ∈Si
Xi−1
j¼1
1
j!ði − jÞ! μ2ðϕjðAðσð1Þ;…; AðσðjÞÞÞ;ϕi−jðAðσðjþ 1Þ;…; AðσðiÞÞÞÞ
¼ − 1
2!
X
σ∈Si
Xi−1
j¼1
1
j!ði − jÞ! ⟦J
aðσð1Þ;…; σðjÞÞ; Jbðσðjþ 1Þ;…; σðiÞÞ⟧fabcgcdτd
¼
X
σ∈Si
Xi−1
j¼1
⟦Jðσð1Þ;…; σðjÞÞ; Jðσðjþ 1Þ;…; σðiÞÞ⟧eiðkσð1ÞþþkσðiÞÞ·xgabtrðXσð1Þ   XσðiÞτbÞτa; ð4:26Þ
where we have substituted (4.24) and used (4.17). In addition, ⟦−;−⟧ is the bracket defined in (4.20c).
Likewise, the second term in (4.25) is given by
ðIIÞ ≔ − 1
3!
X
k1þk2þk3¼i
X
σ∈Shðk1;k2;iÞ
μ3ðϕk1ðAðσð1Þ;…; Aðσðk1ÞÞÞ;…;ϕk3ðAðσðk1 þ k2 þ 1Þ;…; AðσðiÞÞÞÞ
¼ − 1
3!
X
σ∈Si
Xi−2
j¼1
Xi−1
k¼jþ1
1
j!ðk − jÞ!ði − kÞ! μ3ðϕjðAðσð1Þ;…; AðσðjÞÞÞϕk−jðAðσðjþ 1Þ;…; AðσðkÞÞÞ;
ϕi−kðAðσðkþ 1Þ;…; AðσðiÞÞÞÞ
¼ 1
2!
X
σ∈Si
Xi−2
j¼1
Xi−1
k¼jþ1
1
j!ðk − jÞ!ði − kÞ! ⟦J
aðσð1Þ;…; σðjÞÞ; Jbðσðjþ 1Þ;…; σðkÞÞ; Jcðσðkþ 1Þ;…; σðiÞÞ⟧
× fbcdfaefgdegfgτg
¼
X
σ∈Si
Xi−2
j¼1
Xi−1
k¼jþ1
⟦Jðσð1Þ;…; σðjÞÞ; Jðσðjþ 1Þ;…; σðkÞÞ; Jðσðkþ 1Þ;…; σðiÞÞ⟧0eiðkσð1ÞþþkσðiÞÞ·x
× gabtrðXσð1Þ   XσðiÞτbÞτa; ð4:27Þ
where we have again substituted (4.24), used twice the relations (4.17), and defined
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⟦Jð1Þ; Jð2Þ; Jð3Þ⟧0 ≔ ⟦Jð1Þ; Jð2Þ; Jð3Þ⟧ − ⟦Jð3Þ; Jð1Þ; Jð2Þ⟧ ð4:28Þ
with ⟦−;−;−⟧ the bracket introduced in (4.21c). Hence, upon adding (I) and (II) and applying the contracting homotopy h2
from (4.14), we find
Jð1;…; iÞ ¼ 1ðk1 þ    þ kiÞ2
Pˆex
Xi−1
j¼1
⟦Jð1;…; jÞ; Jðjþ 1;…; iÞ⟧
þ
Xi−2
j¼1
Xi−1
k¼jþ1
⟦Jð1;…; jÞ; Jðjþ 1;…; kÞ; Jðkþ 1;…; iÞ⟧0

: ð4:29Þ
This is precisely the Berends-Giele recursion [16] modulo
the appearance of the projector Pˆex. As before, it acts
trivially, as follows from the current conservation pro-
perty of the expression inside the curly bracket, that is,
ðk1 þ    þ kiÞ · f  g ¼ 0.
Altogether, we conclude that the quasi-isomorphism
between the L∞-algebra governing the Yang-Mills theory
in the second-order formulation and its minimal model
encodes the Berends-Giele gluon current recursion rela-
tions. The actual scattering amplitudes Að1;…; iÞ now
follow directly from the homotopy Maurer-Cartan action
(2.20) for the minimal model brackets (2.11) for this quasi-
isomorphism. For i ≥ 2, we have
Að1;…; iþ 1Þ ¼ hAð1Þ; μ∘i ðAð2Þ;…; Aðiþ 1ÞÞiLYM2
ð4:30aÞ
with
μ∘i ðAð1Þ;…; AðiÞÞ
¼ −
X
σ∈Si
ðk1 þ    þ kiÞ2Jμðσð1Þ;…; σðiÞÞeiðkσð1ÞþþkσðiÞÞ·x
× gabtrðXσð1Þ   XσðiÞτbÞτadxμjðk1þþkiÞ2¼0; ð4:30bÞ
where Jμð1;…; iÞ as given in (4.29). Note that the
expression μ∘i ðAð1Þ;…; AðiÞÞ is already co-closed and
hence, the projection p in (2.11) acts by requiring that
ðk1 þ    þ kiÞ2 ¼ 0 in the case at hand. Note also that the
symmetry of the amplitude (4.30a) under the exchange of
any two gluons is due to the cyclicity (2.12) of the inner
product (4.2).
3. Minimal model from the strictification
We could also have constructed a minimal model and
corresponding recursion relations for tree-level scattering
amplitudes from the strictified L∞-algebra ðLYM1 ; μi;h−;−iLYM1 Þ. See [3] for the construction of the contracting
homotopy in this case. Any resulting minimal model L∘YM1
is certainly L∞-isomorphic to L∘YM2 but the shape of the
recursion relation is particularly suited for discussing the
BCFW recursion relations [19,20] as shown in [18],
because only trivalent vertices are present in ðLYM1 ; μi;
h−;−iLYM1 Þ. In addition, this also simplifies the off-shell
recursion relations (4.29).
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APPENDIX A: PROOF OF THE MINIMAL
MODEL RECURSION RELATIONS
To derive the recursion relations (2.11), we need to con-
struct a quasi-isomorphism ϕ∶L∘→L that allows us to pull
back the higher products on L to L∘ via formula (2.2). Our
construction of ϕ follows the idea of [2], where essentially
the same construction was given in the case of A∞-algebras.
In particular, we assume that we have a Maurer-Cartan
element a∘ in L∘ and map it to an element a in L. The fact
that Maurer-Cartan elements are mapped to Maurer-Cartan
elements under quasi-isomorphisms [cf. (2.21)] together
with the assumption that a∘ (and therefore a) is small
will give us enough constraints to determine the quasi-
isomorphisms and the higher products on L∘.
1. Proof
We start from the contracting homotopy
ðA1Þ
where we can assume that h2 ¼ 0 and e∘p, μ1∘h, and h∘μ1
are projectors onto Lharm, Lex, and Lcoex, respectively.
Moreover, let a∘ ∈ L°1 be a Maurer-Cartan element.
Under a quasi-isomorphism ϕ, a∘ is mapped to
a ¼
X
i≥1
1
i!
ϕiða∘;…; a∘Þ: ðA2Þ
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A convenient choice is ϕ1 ¼ e, and it remains to identify ϕi
for i > 1. We will do this by fixing a as a function of a∘.
Recall that (2.9) yields the unique decomposition
a¼ aharm þ aex þ acoex; with aharm;ex;coex ∈ Lharm;ex;coex:
ðA3Þ
There is some freedom in the choice of ϕ, and without loss
of generality, we may impose the gauge fixing condition
hðaÞ ¼ 0: ðA4Þ
This is, in fact, a generalization of the Lorenz gauge fixing
condition from ordinary gauge theory. Consequently,
aex ¼ ðμ1∘hÞðaÞ ¼ 0. Moreover, the fact that μ1 is a chain
map implies that μ1ðaharmÞ ¼ ðμ1∘e∘pÞðaÞ ¼ 0 so that the
homotopy Maurer-Cartan equation for a becomes
μ1ðacoexÞ þ
X
i≥2
1
i!
μiðaharm þ acoex;…; aharm þ acoexÞ ¼ 0:
ðA5Þ
Upon acting with h on both sides of this equation, we
obtain
acoex ¼ −
X
i≥2
1
i!
ðh∘μiÞðaharm þ acoex;…; aharm þ acoexÞ:
ðA6Þ
If we now assume that a∘ is small, say of orderOðgÞwith
g≪ 1 for g a formal parameter, we may rewrite (A2) as
a ¼
X
i≥1
gi
i!
ϕiða∘;…; a∘Þ ¼ geða∘Þ|ﬄ{zﬄ}
≕ að1Þ
þ g
2
2
ϕ2ða∘; a∘Þ|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
≕ að2Þ
þ   
¼ gðað1Þharm þ að1ÞcoexÞ þ
g2
2
ðað2Þharm þ að2ÞcoexÞ þ    : ðA7aÞ
We can then compute the solution a of the homotopy
Maurer-Cartan equation order by order in g using (A6). In
this process, we can choose to put aðiÞharm ¼ 0 for i > 1 so
that
a ¼ gað1Þharm|ﬄﬄ{zﬄﬄ}
¼aharm
þ
X
i≥2
gi
i!
aðiÞcoex
|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
¼acoex
¼ aharm þ acoex: ðA7bÞ
Substituting this expansion into (A6), we arrive at the
recursion relation
aðiÞcoex ¼ −
Xi
j¼2
1
j!
X
k1þþkj¼i
ðh∘μjÞ
× ðaðk1Þharm þ aðk1Þcoex;…; a
ðkjÞ
harm þ a
ðkjÞ
coexÞ ðA8Þ
for acoex. Comparison with (A2) then yields the quasi-
isomorphism (2.11) when evaluated at degree 1 elements.
To recover also the brackets μ∘i on L∘ listed in (2.11) by
pullback, we note that upon applying the projector p to
(A5) and using the fact that p is a chain map, we
immediately find that
X
i≥2
1
i!
ðp∘μiÞðaharm þ acoex;…; aharm þ acoexÞ ¼ 0: ðA9Þ
Hence, after substituting the expansion (A7), we recover
the brackets (2.11) for degree 1 elements.
Our derivation above is strictly speaking only applicable
to Maurer-Cartan elements, which are elements of the
L∞-algebra of degree 1. As noted in [3], however, we
may enlarge every L∞-algebra L to the L∞-algebra LC ≔
C∞ðL½1Þ ⊗ L where C∞ðL½1Þ are the smooth functions on
the grade-shifted vector space L½1. Then, every element in
L gives rise to a degree 1 element in LC, and, applying
the above construction to LC yields the full L∞-quasi-
isomorphism and brackets listed in (2.11).
2. Cyclic L∞-algebras
Finally, we note that the above construction also extends
to the cyclic case. For this, we need h chosen such that
hLcoex; LcoexiL ¼ 0: ðA10Þ
This is always possible since cyclicity (2.12) for μ1 implies
in general that
hLex; LexiL ¼ hLharm; LexiL ¼ 0: ðA11Þ
The remaining freedom in the choice of h can therefore be
used to ensure that the only nonvanishing entries of the
underlying metric are
hLharm;LharmiL; hLex; LcoexiL; and hLcoex; LexiL:
ðA12Þ
If we now pull back the cyclic structure from L to L∘ and
define
hl°1;l°2iL∘ ≔ hϕ1ðl°1Þ;ϕ1ðl°2ÞiL; ðA13Þ
we have satisfied the first condition in (2.13) on a
morphism of cyclic L∞-algebras. The second condition
in (2.13) is implied by (A10) together with imðϕÞ ⊆ Lcoex.
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APPENDIX B: DYNKIN-SPECHT-WEVER
LEMMA
1. Statement
For simplicity, let a be a matrix algebra and l be the Lie
subalgebra generated by the elements that generate a, that
is, the free Lie algebra over a. Consider the Dynkin map
D∶ a → l defined by
a ∋
X
σ∈Si
λσXσð1Þ   XσðiÞ ↦
X
σ∈Si
λσ½Xσð1Þ; ½Xσð2Þ;…;
× ½Xσði−1Þ; XσðiÞ    ∈ l; ðB1Þ
where X1;…; Xi ∈ a and the coefficients λσ are some
numbers. The Dynkin-Specht-Wever lemma then asserts
that if pðXÞ ≔Pσ∈Sip λσXσð1Þ   XσðipÞ ∈ l, then
DðpðXÞÞ ¼ ippðXÞ: ðB2Þ
Hence, for any homogeneous polynomial pðXÞ ∈ a of
degree ip, we obtain ðD∘DÞðpðXÞÞ ¼ ipDðpðXÞÞ.
2. Proof
To prove (B2), we follow [37]. First, we set
adðXÞðYÞ ≔ ½X; Y. Then, one can show by induction on
the degree of the polynomial pðXÞ that if pðXÞ ∈ l, then
adðpðXÞÞ ¼ pðadðXÞÞ ðB3aÞ
with
pðadðXÞÞ ≔
X
σ∈Sip
λðpÞσ adðXσð1ÞÞ∘    ∘adðXσðipÞÞ: ðB3bÞ
Second, (B2) is certainly true for ip ¼ 1 so let us assume it
is true for ip > 1 and prove the statement by induction. To
this end, let pðXÞ ∈ l and qðXÞ ∈ l be homogeneous
polynomials of degrees ip and iq, respectively. Then,
DðpðXÞqðXÞÞ ¼
X
σ∈Sip
λðpÞσ ½Xσð1Þ; ½Xσð2Þ;…; ½Xσðip−1Þ;
½XσðipÞ; DðqðXÞÞ   
¼ pðadðXÞÞðDðqðXÞÞ
¼ adðpðXÞÞðDðqðXÞÞ
¼ ½pðXÞ; DðqðXÞÞ
¼ iq½pðXÞ; qðXÞ; ðB4Þ
where in the third step we have used (B3a) since qðXÞ ∈ l
and in the fifth step the induction hypothesis. Thus,
Dð½pðXÞ; qðXÞÞ ¼ ðip þ iqÞ½pðXÞ; qðXÞ: ðB5Þ
This concludes the proof of (B2).
3. Applications
Consider now
DðX1   XiÞ ¼ ½X1; ½X2;…; ½Xi−1; Xi   
¼
Xi−1
j¼0
X
σ∈Shðj;i−1Þ
ð−1Þiþjþ1Xσð1Þ   XσðjÞXiXσði−1Þ   Xσðjþ1Þ
¼ 1
i
Xi−1
j¼0
X
σ∈Shðj;i−1Þ
ð−1Þiþjþ1DðXσð1Þ   XσðjÞXiXσði−1Þ   Xσðjþ1ÞÞ; ðB6Þ
where in the third step we have used (B2).
Then, again using (B2), we obtain
½DðX1   XiÞ; DðXiþ1   XiþjÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
≕ ðiþjÞ
P
σ∈Siþj
λði;iþjÞσ Xσð1ÞXσðiþjÞ
¼ 1
iþ jDð½DðX1   XiÞ; DðXiþ1   XiþjÞÞ
¼
X
σ∈Siþj
λði;iþjÞσ DðXσð1Þ   XσðiþjÞÞ; ðB7Þ
where the λði;iþjÞσ are given in terms of the coefficients in (B6).
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Likewise, again using (B2), we have
½DðX1   XiÞ; ½DðXiþ1   XiþjÞ; DðXiþjþ1   XiþjþkÞ
¼ 1ðjþ kÞðiþ jþ kÞDð½DðX1   XiÞ; Dð½DðXiþ1   XiþjÞ; DðXiþjþ1   XiþjþkÞÞÞ
¼ 1ðiþ jþ kÞ
X
σ2∈Sjþk
λðj;jþkÞσ2 Dð½DðX1   XiÞ; DðXiþσ2ð1Þ   Xiþσ2ðjþkÞÞÞÞ
¼
X
σ1∈Siþjþk
σ2∈Sjþk
λði;iþjþkÞσ1 λ
ðj;jþkÞ
σ2 DðXσ1ð1Þ   Xσ1ðiÞXσ1ðiþσ2ð1ÞÞ   Xσ1ðiþσ2ðjþkÞÞÞ
≕
X
σ∈Siþjþk
λði;j;iþjþkÞσ DðXσð1Þ   XσðiþjþkÞÞ; ðB8aÞ
where the coefficients λði;jÞσ are defined as follows: letting
σ3 ≔ σ1∘τσ2 ; with τσ2ðlÞ ≔

l for l ∈ f1;…; ig;
iþ σ2ðl − iÞ for l ∈ fiþ 1;…; iþ jþ kg;
ðB8bÞ
we obtain
X
σ1∈Siþjþk
X
σ2∈Sjþk
λði;iþjþkÞσ1 λ
ðj;jþkÞ
σ2 DðXσ1ð1Þ   Xσ1ðiÞXσ1ðiþσ2ð1ÞÞ   Xσ1ðiþσ2ðjþkÞÞÞ
¼
X
σ3∈Siþjþk
X
σ2∈Sjþk
λði;iþjþkÞ
σ3∘τ−1σ2 λ
ðj;jþkÞ
σ2 DðXσ3ð1Þ   Xσ3ðiþjþkÞÞ; ðB8cÞ
since when σ1 runs over all of Siþjþk so does σ3. Consequently, we may set
λði;j;iþjþkÞσ ≔
X
σ0∈Sjþk
λði;iþjþkÞ
σ∘τ−1
σ0
λðj;jþkÞσ0 : ðB8dÞ
APPENDIX C: GLUON RECURSION FOR GENERAL LIE GROUPS
Let us present a derivation of the Berends-Giele recursion from the quasi-isomor-phism (4.25) in the case of a general
gauge group not necessarily simple and compact, and which uses the Dynkin-Specht-Wever lemma discussed in the
previous section.
We again consider plane waves of the form (4.18) and make the ansatz
ϕiðAð1Þ;…; AðiÞÞ ¼ −
ð−1Þi
i
X
σ∈Si
Jμðσð1Þ;…; σðiÞÞeiðkσð1ÞþþkσðiÞÞ·x
× ½Xσð1Þ; ½Xσð2Þ; ½…; ½Xσði−2Þ; ½Xσði−1Þ; XσðiÞ   dxμ: ðC1Þ
Upon substituting this into (4.25) and using the contracting homotopy (4.14), a straightforward calculation shows that
Jμð1;…; iÞ ¼
1
ðk1 þ    þ kiÞ2
Pex
Xi−1
j¼1
⟦Jð1;…; jÞ; Jðjþ 1;…; iÞ⟧0μ
þ
Xi−2
j¼1
Xi−1
k¼jþ1
⟦Jð1;…; jÞ; Jðjþ 1;…; kÞ; Jðkþ 1;…; iÞ⟧00μ

ðC2aÞ
with
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⟦Jð1;…; jÞÞ; Jðjþ 1;…; iÞ⟧0μ ≔
i
2jði − jÞ
X
σ∈Si
λðj;iÞ
σ−1
⟦Jðσð1Þ;…; σðjÞÞ; Jðσðjþ 1Þ;…; σðiÞÞ⟧μ;
⟦Jð1;…; jÞ; Jðjþ 1;…; kÞ; Jðkþ 1;…; iÞ⟧0μ ≔
i
3jðk − jÞði − kÞ
X
σ∈Si
λðj;k−j;iÞ
σ−1
× ⟦Jðσð1Þ;…; σðjÞÞ; Jðσðjþ 1Þ;…; σðkÞÞ; Jðσðkþ 1Þ;…; σðiÞÞ⟧μ;
× ⟦Jð1Þ; Jð2Þ; Jð3Þ⟧00μ ≔ ⟦Jð1Þ; Jð2Þ; Jð3Þ⟧0μ − ⟦Jð3Þ; Jð1Þ; Jð2Þ⟧0μ;
ðC2bÞ
where ⟦−;−⟧μ and ⟦−;−;−⟧μ were introduced in (4.20c) and (4.21c) and the λ-coefficients are defined in (B7) and (B8),
respectively. This is the Berends-Giele recursion for any gauge algebra.
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