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Based on the thermodynamic variation to the free energy functional, we propose a sharp-interface
model for simulating solid-state dewetting of thin films on rigid curved substrates in two dimensions.
This model describes the interface evolution which occurs through surface diffusion-controlled mass
transport and contact point migration along the curved substrate. Furthermore, the surface energy
anisotropy is easily included into the model, and the contact point migration is explicitly described
by the relaxed contact angle boundary condition. We implement the mathematical model by a semi-
implicit parametric finite element method to study several interesting phenomena, such as “small”
particle migration on curved substrates and templated solid-state dewetting on a pre-patterned
substrate. Based on ample numerical simulations, we demonstrate that, the migration velocity
of a “small” solid particle is proportional to the substrate curvature gradient κˆ′ and inversely
proportional to the square root of the area of the particle
√
A, and it decreases when the isotropic
Young angle θi increases. In addition, we also observe four periodic categories of dewetting on
a pre-patterned sinusoidal substrate. Our approach can provide a convenient and powerful tool to
exploring how to produce well-organized nanoparticles by making use of template-assisted solid-state
dewetting.
I. INTRODUCTION
Solid-state dewetting of thin films has been observed
in various thin film/substrate systems by many research
groups [1–14], and has attracted increasing attention be-
cause of its considerable technological interest. Espe-
cially, in recent years, the solid-state dewetting can be
used to provide a simple method for making ordered
nanoparticles and quantum dot arrays which have a rich
variety of applications, such as used for sensors [15, 16],
optical and magnetic devices [15, 17], as catalysis for
the growth of carbon and semiconductor nanotube and
nanowire [18, 19]. Ono et al. [20] first observed the
solid-state dewetting (or agglomeration) in the silicon-
on-insulator (SOI) system. Following with the experi-
ment, many experimental studies on dewetting of sin-
gle crystal films (mostly for SOI [21, 22] and Ni [5–8]
films) have been performed and have shown that it could
produce well-ordered and controllable patterns. Unlike
single crystal films, polycrystalline films usually lead to
disordered structures on a flat substrate. While recent
experiments have shown that thin films can evolve into
ordered arrays of nanoparticles and well-organized pat-
terns on a pre-patterned substrate, i.e., by making use of
the templated solid-state dewetting [8, 12, 23, 24]. These,
and related studies have led to increasing research inter-
ests on studying the kinetics of solid-state dewetting of
thin films on both flat and curved substrates.
The dewetting of solid thin films deposited on sub-
strates is similar to the dewetting of liquid films [25], and
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they share some common features, such as the moving
contact line [26–28], Rayleigh instability [29–31], multi-
scale and multi-physics features [32–35]. However, they
have many important major differences. For example,
their mass transport processes are totally different, and
the solid-state dewetting occurs through surface diffusion
instead of fluid dynamics in liquid dewetting; in addition,
the surface energy anisotropy plays an important role in
determining equilibrium shapes of particles and the ki-
netic evolution during the solid-state dewetting, while
the isotropic surface energy is usually assumed in liquid
dewetting. In the literature, the solid-state dewetting is
usually modeled as a surface-tracking problem described
by surface diffusion flow, coupled with moving contact
lines where the film-vapor-substrate three phases meet
with each other [36–42].
Based on different understandings to this problem,
there have been lots of theoretical and modeling stud-
ies for solid-state dewetting problems in the literature.
Srolovitz and Safran [36] first proposed a sharp-interface
model to investigate the hole growth under the three as-
sumptions, i.e., isotropic surface energy, small slope pro-
file and cylindrical symmetry. Based on the model, Wong
et al. [37] designed a “marker particle” numerical method
for solving the two-dimensional fully-nonlinear isotropic
sharp-interface model (i.e., without the small slope as-
sumption), and to investigate the two-dimensional edge
retraction of a semi-infinite step film. Dornel et al. [39]
designed another numerical scheme to study the pinch-
off phenomenon of two-dimensional island films with
high-aspect-ratios during solid-state dewetting. Jiang et
al. [40] designed a phase-field model for simulating solid-
state dewetting of thin films with isotropic surface ener-
2gies, and this approach can naturally capture the topo-
logical changes that occur during evolution. Although
most of the above models are focused on the isotropic sur-
face energy case, recent experiments have clearly demon-
strated that the kinetic evolution that occurs during
solid-state dewetting is strongly affected by crystalline
anisotropy [1, 2]. In order to investigate surface energy
anisotropy effect, many approaches have been proposed
and discussed, such as a discrete model [39], a kinetic
Monte Carlo model [14, 43], a crystalline model [44, 45]
and continuum models based on partial differential equa-
tions (PDEs) [41, 42, 46].
While most of these works are restricted on the
flat substrate, dewetting of thin solid films on curved
substrates is still not well understood. For simulat-
ing template-assisted solid-state dewetting, Giermann
and Thompson proposed a simple model [24] to semi-
quantitatively understand some observed phenomena,
but they could not include the contact line/point mi-
gration or the surface energy anisotropy into the sim-
ple model. Klinger and Rabkin [47] developed a dis-
crete algorithm for simulating capillary-driven motion
of nanoparticles on curved rigid substrates in two di-
mensions. In their approach, the self-diffusion along the
film/substrate interface (i.e., interface diffusion) and the
surface diffusion along the particle surface are included,
and the continuity of fluxes and chemical potentials of
the interface and surface diffusions at the moving contact
point is used to tackle the moving contact line problem.
To the best of our knowledge, there are no completed con-
tinuum PDE models, which are used for simulating the
kinetics of solid particles on curved substrates, available
in the literature.
In recent years, a continuum model based on sharp-
interface approach was proposed by the authors for sim-
ulating solid-state dewetting of thin films on flat sub-
strates [41, 42, 48] in two dimensions. This continuum
model is obtained from the thermodynamic variation to
the total interfacial free energy functional and Mullins’s
method for deriving surface diffusion equation [49]. This
model describes the interface evolution which occurs
through surface diffusion and contact point migration,
and the surface energy anisotropy is easily included into
the model, no matter how strong the anisotropy is, i.e,
weakly anisotropic [41] and strongly anisotropic [42].
From mathematics, we can rigorously prove that the
sharp-interface model fulfills the area/mass conservation
and the total free energy dissipation properties when fol-
lowing with the kinetics described by the model, and a
parametric finite element method was designed to effi-
ciently solve the mathematical model [46]. Furthermore,
we have extended these approaches to simulating solid-
state dewetting in three dimensions recently [50, 51], i.e.,
moving open surface coupled with moving contact lines.
In this paper, we will generalize the modeling techniques
and numerical methods to study solid-state dewetting of
thin films on non-flat rigid substrates.
In this paper, we assume that the surface diffusion is
the only driving force for solid-state dewetting, and that
elastic (interface stress, stresses associated with capil-
larity) effects are negligible, and there are no chemical
reactions or phase transformations occurring during the
evolution. The rest of this paper is organized as fol-
lows. In Section II, based on a thermodynamic vari-
ational approach, we rigorously derive a mathematical
sharp-interface model for simulating solid-state dewet-
ting of thin films on curved rigid substrates. Then, we
perform numerical simulations to investigate several spe-
cific phenomena about solid-state dewetting of thin films
on curved substrates, i.e., the equilibrium shapes of small
island films and the pinch-off of large island films in Sec-
tion III, the “small” solid particle migration in Section
IV and templated solid-state dewetting in Section V. Fi-
nally, we draw some conclusions in Section VI.
II. MATHEMATICAL FORMULATION
We first discuss the surface evolution kinetics for
solid-state dewetting of thin films on rigid, curved sub-
strates in two dimensions (2D). Following the usual non-
equilibrium thermodynamic approach, we model the ki-
netics as driven by the variation of the free energy of
the system with respect to matter transport in a sharp-
interface framework.
Most of the relevant variables are described by ref-
erence to the example shown in Fig. 1. We de-
note the film/vapor interface profile as Γ = X(s) =(
x(s), y(s)
)
, s ∈ [0, L] where s and L represent the arc
length and the total length of the interface, respectively.
The unit tangent vector τ and outer unit normal vector
n of the film/vapor interface curve Γ can be expressed
as τ := (xs, ys) and n := (−ys, xs), respectively. The
angle θ represents the angle between the local outer unit
normal vector and the y-axis (or the local tangent vector
and the x-axis).
Film
Substrate
Vapor
τ
n
θ
c l cr
Γ
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γ F V = γ (θ) x
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FIG. 1. A schematic illustration of a solid film (island) in con-
tact with a rigid, curved substrate in two dimensions, where
cl and cr represent the left and right contact points, Γ is the
film/vapor interface curve, and Γˆ is the curved substrate.
The curved rigid substrate profile is denoted as Γˆ :=
Xˆ(c) =
(
xˆ(c), yˆ(c)
)
with arc length c ∈ [0, Lˆ], and Lˆ
represents the total length of the curved substrate. Sim-
ilarly, τˆ , nˆ and θˆ represent the unit tangent vector, the
(outer) unit normal vector of the curved substrate Γˆ and
3the angle between the local unit normal vector and the
y-axis.
The left and right contact points are located at the
intersections of the interface curve Γ and the substrate
curve Γˆ, i.e., the contact points are at s = 0 and s = L on
Γ and c = cl and c = cr on Γˆ. For simplicity, we denote
both as cl and cr (shown in Fig. 1), and represent the
tangent angles to the external surface Γ and substrate Γˆ
at the two contact points as
θle := θ(s = 0), θ
r
e := θ(s = L),
θˆl := θˆ(c = cl), θˆ
r := θˆ(c = cr),
where θle and θ
r
e are the left and right extrinsic contact
angles [52], respectively. Hence, the left and right intrin-
sic (or true) contact angles are
θli := θ
l
e − θˆl, θri := θre − θˆr. (1)
which satisfy
cos θli = τ (0) · τˆ (cl), cos θri = τ (L) · τˆ (cr).
Following with the above notations, the total interfa-
cial free energy of the three-phase solid-state dewetting
system (including possibly anisotropic surface energies)
can be written as [41, 42, 48]:
W =
∫
Γ
γ(θ) dΓ +
(
γFS − γV S
)
(cr − cl)︸ ︷︷ ︸
Substrate Energy
, (2)
where the first term represents the film-vapor interface
energy and the second term represents the substrate in-
terface energy (we have subtracted the energy of the
bare substrate). γFV , γFS and γV S are the surface en-
ergy densities of the film/vapor, film/substrate and va-
por/substrate interfaces, respectively. Here, we assume
that γFS and γV S are two constants, and the film/vapor
interface energy density is a function of the interface ori-
entation angle, i.e., γFV := γ(θ). If γ(θ) ≡ constant, the
surface energy is isotropic; otherwise, it is anisotropic.
Furthermore, if the surface stiffness γ˜(θ) := γ(θ) +
γ′′(θ) > 0 for all θ ∈ [−π, π], the surface energy is weakly
anisotropic; otherwise, if γ˜(θ) = γ(θ)+γ′′(θ) < 0 for some
orientations θ ∈ [−π, π], the surface energy is strongly
anisotropic.
As shown rigorously (and in detail) in Appendix A,
the first-order thermodynamic variations of the total free
energyW with respect to the film/vapor interface profile
Γ and the two contact points cr and cl are
δW
δΓ
=
(
γ(θ) + γ ′′(θ)
)
κ, (3)
δW
δcr
= γ(θre) cos θ
r
i − γ ′(θre) sin θri + (γFS − γV S), (4)
δW
δcl
= −
[
γ(θle) cos θ
l
i − γ ′(θle) sin θli + (γFS − γV S)
]
, (5)
where κ is the curvature of the interface curve Γ.
From the Gibbs-Thomson relation [49, 53] (in terms of
the curvature, Eq. (3)), we can define the chemical poten-
tial µ at any point along the interface curve Γ. Variations
in the chemical potential along the interface give rise to
a material (film) flux along the interface J and the the
normal velocity of the film/vapor interface Vn [41, 49]:
µ = Ω0
δW
δΓ
= Ω0
(
γ(θ) + γ ′′(θ)
)
κ = Ω0γ˜(θ)κ, (6)
J = − Dsν
kB Te
∇s µ, Vn = −Ω0(∇s · J) = DsνΩ0
kB Te
∂2µ
∂s2
,
(7)
where∇s is the surface gradient operator (i.e., the deriva-
tive with respect to position s along Γ), Ω0 is the atomic
volume of the film material, Ds is the coefficient of sur-
face diffusion, ν is the number of diffusing atoms per unit
length, and kBTe is the thermal energy. Equations (4)
and (5) are used to construct the equations of motion
for the moving contact points in the manner described
in [41, 42],
dcl(t)
dt
= −η δW
δcl
, at c = cl, (8)
dcr(t)
dt
= −η δW
δcr
, at c = cr, (9)
where the constant η ∈ (0,∞), represents a contact line
(or point) mobility.
Next, we nondimensionalize the equations by scaling
all lengths by a constant characteristic length scale R0
(e.g., the initial thickness of the thin film layer), energies
in terms of the constant, mean surface energy (density)
γ0 =
1
2π
∫ π
−π
γ(θ)dθ, and time by t0 = R
4
0/(Bγ0), where
B := DsνΩ
2
0/(kBTe) is a material constant (the contact
line mobility is therefore scaled by B/R30). With these
scalings, the above sharp-interface model for the interface
evolution (Eq. (7)) becomes

∂X
∂t
= Vnn =
∂2µ
∂s2
n,
µ = γ˜(θ)κ =
(
γ(θ) + γ ′′(θ)
)
κ.
(10)
Note that now X, t, Vn, s, µ, γ, κ and η are now dimen-
sionless, yet we retain the same notation for brevity.
The dimensionless interface evolution equation (10) is
subject to the following dimensionless boundary condi-
tions:
(i) Contact point condition (BC1)
X(0, t) = Xˆ(cl), X(L, t) = Xˆ(cr). (11)
This ensures that the left and right contact points move
along the rigid, curved substrate Γˆ and simultaneously
lie on both the film/vapor Γ and substrate Γˆ interfaces.
4(ii) Relaxed/dissipative contact angle condition (BC2)
dcl
dt
= η f(θle, θ
l
i),
dcr
dt
= −η f(θre , θri ), (12)
where
f(θe, θi) := γ(θe) cos θi − γ ′(θe) sin θi − σ,
and σ := (γV S−γFS)/γ0. The contact angles θle, θre , θli , θri
are related as per Eq. (1) and hence are intrinsically re-
lated to the substrate shape.
(iii) Zero-mass flux condition (BC3)
∂µ
∂s
(0, t) = 0,
∂µ
∂s
(L, t) = 0, (13)
This condition implies that the total mass of the film is
conserved (see Appendix B).
If the film evolves to a stationary state, the contact an-
gles evolution equation (12) ensures that the equilibrium
contact angle is achieved by γ(θe) cos θi−γ ′(θe) sin θi = σ
. This is the classical Young equation generalized for the
curved substrate case. If the surface energy is isotropic
(i.e., γ(θ) ≡ 1, and γ ′(θ) ≡ 0), the generalized Young
equation reduces to the classical isotropic Young equa-
tion [54], i.e., cos θi = σ. On the other hand, when the
substrate is flat (θˆ ≡ 0), the generalized Young equa-
tion reduces to the classical anisotropic Young equa-
tion [41, 42] (in this case θe = θi). However, when
the substrate is curved, we cannot, in general, explic-
itly determine the static intrinsic angles for arbitrary
anisotropy.
We demonstrate, in Appendix B, that the gen-
eral (anisotropic) evolution equation (10) together with
boundary conditions (11)-(13) ensures that the total
film mass (area) is conserved and the total free en-
ergy of the system decreases monotonically during film
morphology evolution. From a mathematical point of
view, we note that the governing equations are well-
posed when the surface energy is isotropic or weakly
anisotropic. On the other hand, when the surface en-
ergy is strongly anisotropic, the equations will become of
the anti-diffusion type (e.g., likewise, a second-order dif-
fusion term with a negative “diffusion” coefficient) and
are ill-posed. We handle this ill-posedness by regularizing
the equations by adding high-order terms (e.g., see [42]).
III. ISLAND EVOLUTION ON CURVED
SUBSTRATES
We employ a parametric finite-element method to nu-
merically solve the above mathematical model for the
evolution of islands on curved substrates. The numeri-
cal algorithm is described in Appendix C and was pre-
viously applied to solid-state dewetting problems on flat
substrates in [46]. Our numerical examples all use an
anisotropic film/vapor surface energy (density) of the fol-
lowing form
γ(θ) = 1 + β cos(mθ), (14)
where the parameter β controls the degree of the
anisotropy and m describes the order of the rotational
symmetry. For β = 0, the surface energy is isotropic.
For 0 < β < 1
m2−1 , it is weakly anisotropic. And, for
β > 1
m2−1 , it is strongly anisotropic. We focus here on
the case of large contact point mobility (η = 100). A
more detailed discussion of the influence of the parameter
η and contact-line drag on the kinetic evolution process
(and even stationary morphologies) can be found in [41].
III.1. Small island equilibrium
Isotropic islands on flat substrates evolve to the same
stationary state determined by the equilibrium contact
angle, independent of the initial island shape. However,
this is not necessarily the case when the substrate is
not flat, as illustrated in Fig. 2 (a1-a2) for the case of
a sawtooth-profile substrate. Here, the stationary island
shapes (evolving from different initial island shapes) have
very different macroscopic aspect ratios and cover vastly
different substrate lengths (areas). This suggests the pos-
sibility of manipulating island shape through control of
substrate morphology and/or initial island profile.
Fig. 2 (b1-b2) shows two stationary island shapes for is-
lands on a circular substrate with exactly the same values
of the material parameter σ. In the first case, the island
surface energy is isotropic, while in the second the surface
energy is weakly anisotropic. Initially, the two islands
have the same shapes and locations. As can be clearly
seen from the figure, the isotropic island evolves to a sym-
metric circular shape with static intrinsic contact angle
2π/3; while the anisotropic island evolves to an asym-
metric island shape (the shape itself is determined by
the surface energy anisotropy) and has two different left
and right static intrinsic contact angles. These numer-
ical results indicate that the surface energy anisotropy
can lead to multiple static intrinsic contact angles on
curved substrates. The presence of different (left and
right) contact angles on the same island was observed
earlier for strongly anisotropic islands on a flat substrate
but not for weakly anisotropic islands [48]. This feature
of weakly anisotropic islands is associated with the fact
that here, the substrate is curved.
III.2. Large island pinch-off
When the aspect ratio of an island film is larger than a
critical value, the island will pinch off and break up into
two or more islands. In analogy to pinch-off on flat sub-
strates [39, 41], we perform numerical simulations of large
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FIG. 2. (a1-a2) show two equilibrium isotropic islands with
material constant σ = 0 (intrinsic contact angles are both
pi/2) on a sawtooth substrate starting from two different ini-
tial island shapes (indicated by the red dashed lines); (b1-
b2) shows two equilibrium shapes of island films with mate-
rial constant σ = −0.5 on a circular substrate with radius
R = 20, where (b1) is the isotropic case with static intrin-
sic contact angle 2pi/3, (b2) is the weakly anisotropic case
(where m = 4, β = 0.06) with static intrinsic contact angles
2.025 (left) and 2.319 (right).
(a) (b)
(c) (d)
FIG. 3. Morphology evolution of a large island film (aspect
ratio L = 60) with weakly anisotropic surface energy on a cir-
cular substrate of radius R = 30, where m = 4, β = 0.06, σ =
−
√
3/2.
islands on circular curved substrates. Fig. 3 shows sev-
eral configurations during the evolution of a large-aspect-
ratio island on a circular substrate of radius R = 30. As
shown in Fig. 3, surface diffusion very quickly leads to
the formation of ridges at the island edges followed by
valleys; then as time evolves, the two valleys merge near
the island center; eventually, the valley at the center of
the islands deepens until it touches the substrate, leading
to a pinch-off event that separates the initial island into
a pair of islands. This evolution is very similar to that
on flat substrates [41].
We now investigate how the substrate curvature af-
fects the critical pinch-off length Lc of island films (above
which pinch-off occurs). Fig. 4 shows the number of
small islands formed during solid-state dewetting on cir-
cular substrates of radii R = 30 and 60 for isotropic sur-
face energy and Young angles θi ∈ [0, π]. This shows
that the boundary line separating domains of different
number of pinched off islands is well-fitted by straight
lines: Lc = 79.2/ sin(θi/2) + 0.2 for R = 30 and Lc =
85.0/ sin(θi/2) + 0.3 for R = 60, respectively. We per-
formed similar calculations for substrates of several cur-
vatures and intrinsic contact angle θi. The resultant crit-
ical pinch-off lengths for different R and θi are shown
in Table I (the flat substrate result R → ∞ is obtained
from the fitting formula of Dornel [39]). This table shows
that the critical pinch-off length increases with decreasing
isotropic Young angle θi and increasing substrate radius
R. We fit these numerical results for the critical pinch-off
film length Lc (as a function of isotropic Young angle θi
and substrate radius R) to the functional form
Lc =
a(R)
sin(θi/2)
+ b(R), (15)
where the functions a(R) and b(R) are well approximated
by a(R) ≈ −320.2/R+ 89.9 and b(R) ≈ 0.0 for R ≥ 20.
R = 20 R = 30 R = 40 R = 50 R = 60 R→∞
θi = pi 73.5 77.5 79.5 80.5 81.5 87.9
θi =
11
12
pi 74.5 78.5 80.5 81.5 82.5 88.8
θi =
10
12
pi 76.5 81.5 83.5 84.5 84.5 91.3
θi =
9
12
pi 80.5 85.5 87.5 88.5 89.5 95.9
θi =
8
12
pi 86.5 91.5 94.5 95.5 96.5 102.9
θi =
7
12
pi 94.5 100.5 103.5 105.5 106.5 113.1
θi =
6
12
pi 105.5 113.5 119.5 119.5 121.5 128.0
θi =
5
12
pi 120.5 131.5 137.5 140.5 142.5 150.0
θi =
4
12
pi – 157.5 166.5 170.5 172.5 184.5
θi =
3
12
pi – – 210.5 219.5 224.5 243.8
θi =
2
12
pi – – – 306.5 319.5 364.6
TABLE I. Critical island film length Lc for island break-up
as a function of isotropic Young angles θi (i.e., the material
constant σ = cos θi) and substrate radius R for the isotropic
surface energy case. The symbol “-” implies that no pinch-off
occurred (i.e., Lc > 2piR). The R → ∞ (flat substrate) data
is consistent with earlier results [39].
IV. MIGRATION OF “SMALL” ISLANDS
In this section, we will examine the evolution of small
islands on substrates with non-constant surface curva-
ture. As discussed above (see Section III.1), the equi-
librium shape of small islands on substrates with con-
stant surface curvature for both the cases of isotropic
and anisotropic surface energies can be determined. In-
terestingly, when the substrate curvature is not constant,
island migration is possible. Using a simple model, Ahn
and Wynblatt showed that a solid particle will migrate
from convex to concave substrate sites [55]. Klinger and
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FIG. 4. The number of islands formed from the retraction of
a high-aspect-ratio island (with isotropic Young angle θi; σ =
cos θi) as a function of initial length L on circular substrates
of radii (a) R = 30 and (b) R = 60. The solid black lines
separating the one and two island domains correspond to (a)
Lc = 79.2/ sin(θi/2)+0.2, (b) Lc = 85.0/ sin(θi/2)+0.3. The
black dashed line in (b) is the solid black line in (a).
Rabkin, using a different algorithm, examined the mo-
tion of (for example) a particle on a substrate with a si-
nusoidal profile [47]. Here, we apply the proposed math-
ematical model to investigate the motion of a “small”
solid particle on an arbitrarily curved substrate for the
case of isotropic surface energy. As we discuss below,
“small” implies that the product of the island size (i.e.,
the area of particle in 2D) and the substrate curvature
gradient is small compared with one. This implies that
the relaxation time of the island shape is small compared
with the time necessary for the island to translate by an
island radius.
Here we focus on the leading-order term in the expan-
sion of the total free energy variation that gives rise to
particle migration [56]; that is, we focus on the effect
of a substrate curvature gradient (i.e., κˆ′(c) ≡ Const.)
on the evolution of the particle on the substrate (we as-
sume that κˆ is positive for a convex substrate curve).
Fig. 5(a) shows several images during the kinetic evo-
lution of a small, initially square, solid island evolving
on a substrate with κˆ′ = −0.01; the evolution was de-
termined by numerical solutions of the proposed sharp-
interface model. The position of the particle versus time,
P (t) := (cl(t) + cr(t))/2, is shown in Fig. 5(b). As is
clearly shown that, the island rapidly evolves from its
initial square shape (red dashed line) into a nearly per-
fect circular arc (blue shape, at about t = 0.02) in an
instant time. After the island achieves its near equilib-
rium shape, it slowly migrates down along the substrate
(translates to the right in Fig. 5). During the migration,
the island keeps with its near equilibrium shape. Here,
we refer to the time period associated with the island
morphology relaxation to its near equilibrium shape as
the relaxation time τR, and it may be estimated from
the inset of Fig. 5(b), and we estimate this time τR to be
around 10−2.
Since the capillarity-driven evolution is dictated by
Eq. (10) (fourth-order in space, first-order in time), the
characteristic island shape evolution time ∼ R40, where
R0 ∼
√
A is the nominal island radius. We demonstrate
below that the island translation velocity is proportional
to the substrate curvature gradient and inversely propor-
tional to the nominal island radius R0. This implies that
the shape evolution rate is much faster than the particle
translation rate, when |Aκˆ′| ≪ 1. This is the case for
the results shown in Fig. 5 (|Aκˆ′| = 0.004). Since the
relaxation time is small compared with the time required
for the island to move an island radius, it is reasonable to
assume that the particle shape is always in equilibrium
at the local substrate site [56].
We now examine how the island velocity v varies with
substrate curvature gradient κˆ′, the island area A and
the isotropic Young angle θi (i.e., the material constant
is chosen as σ = cos θi). Numerical simulations were
performed for several values of the substrate curvature
gradient at fixed island area A = 1 and Young angle θi =
π/3, and Fig. 6(a) shows the particle position P (t) versus
time. These data are well fit by straight lines, where the
slope is a function of substrate curvature gradient κˆ′; i.e.,
the particle velocity is nearly constant after a very short
time transient (shown in Fig 5(b)). Least square linear
fits to these data yield island velocity versus substrate
curvature gradient κˆ′ as shown in Fig 6(b). This plot
demonstrates that “small” island velocity is proportional
to the substrate curvature gradient κˆ′.
We also examined the relation between the island ve-
locity and the initial island area A and Young angle θi.
The numerical simulation results for the effect of island
size are shown in Fig. 7 for a constant substrate curva-
ture gradient κˆ′ = −0.01 and an isotropic Young angle
θi = π/3. These data demonstrate that the “small” is-
land velocity is inversely proportional to the island radius
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FIG. 5. (a) Simulation results for a “small” solid parti-
cle migration on a curved rigid substrate with a constant
curvature gradient κˆ′(c) ≡ −0.01 at different times t =
0, 0.02, 300, 600, 900, respectively, where the isotropic Young
angle is chosen as θi = pi/2, and the red dashed line repre-
sents the initial shape and location of the solid particle (its
area A = 0.4); (b) simulation results for the position of the
particle P (t) as a function of time.
(or more precisely the square root of the island area
√
A),
although there are small deviations from this relation for
very small islands. The numerical simulation results for
the effect of isotropic Young angle θi is shown in Fig. 8
for fixed curvature gradient κˆ′ = −0.01 and fixed island
size A = 1. The island velocity increases with decreas-
ing Young angle θi and decreases to zero as θi → π.
The latter observation is consistent with the fact that a
completely dewetting island (θi = π) will not cover the
substrate and hence its free energy is independent of the
location where it stands on the curved substrate.
Based upon the numerical results presented here, we
conclude that the migration velocity of “small” solid is-
lands on curved substrates are well described by the fol-
lowing relation:
v(t) :=
dP (t)
dt
= −Bγ0C(θi) κˆ
′(P )√
A
, (16)
where B := DsνΩ
2
0/(kBTe) is a material constant, γ0 is
the isotropic particle surface energy density, C(θi) is a
function of the isotropic Young angle θi that decreases
with increasing θi, and κˆ
′(P ) is the local substrate cur-
vature gradient at the arc-length point P on the curved
substrate, where P ∈ [0, Lˆ] is the arc length along the
curved substrate. In a forthcoming paper [56], based
upon the Onsager’s variational principle, we can obtain
an analytical expression for the function C(θi), which is
consistent with the above numerical results.
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FIG. 6. (a) Plot of the position of the “small” solid island
on the substrate as a function of time for different values
of the substrate curvature gradient κˆ′, where the black solid
lines are least square linear fits to the numerical simulation
data (points). (b) Plot of the island velocity as a function
of the curvature gradient κˆ′. These data are well fit by the
expression v = −1.27 κˆ′ (in red solid line). In all of these
numerical simulations, we fix the island area to be A = 1 and
the isotropic Young angle to be θi = pi/3.
While the above numerical results focussed on sub-
strate of fixed curvature gradients, we can characterize
an arbitrary substrate profile by a position-dependent
substrate curvature gradient κˆ′(P ). Hence, since we can
determine the velocity of a “small” solid particle at any
point along the substrate and by numerically solving
the ordinary differential equation in (16), we can predict
the trajectory of a “small” solid particle on a substrate
surface of arbitrary shape. To validate this approach,
we numerically simulate the migration of “small” solid
particles (A = 1, θi = π/3) on a sinusoidal substrate
yˆ = 4 sin(xˆ/4). The results are shown in Fig. 9, where
the red line represents the results of the numerical simu-
lation via the full model, i.e., Eq.(10) together with the
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FIG. 7. Plot of the island velocity as a function of 1/
√
A.
These data are well fit by the linear relation v = 0.01/
√
A
(blue solid line). In all of these numerical simulations, we fix
the substrate curvature gradient to be κˆ′ = −0.01 and the
isotropic Young angle to be θi = pi/3.
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FIG. 8. Plot of the island velocity as a function of the isotropic
Young angle θi. In all of these numerical simulations, we set
the substrate curvature gradient to be κˆ′ = −0.01 and the
initial island area to A = 1.
boundary conditions (11)-(13), while the blue dashed line
represents the solution of the ordinary differential equa-
tion in Eq. (16) for C(π/3) = 1.2 (see Fig. 8). These re-
sults show the excellent agreement between our ordinary
differential equation model Eq. (16) and the numerical
solution to the full model.
V. TEMPLATED SOLID-STATE DEWETTING
In this section, we will apply the sharp-interface
model to simulate templated solid-state dewetting on a
pre-patterned substrate. The recent experiments have
demonstrated that templated solid-state dewetting can
be used to controllably produce complex and well-ordered
patterns [1, 8, 23, 24]. For example, Giermann and
Thompson used topographically patterned substrate to
modulate the curvature of thin gold films, creating the
instabilities which is driven by the solid-state dewet-
ting and results in well-ordered patterns and almost-
uniform size of particles, and furthermore, they observed
four general type of island morphologies on this inverted
pyramid topography [23]. In a companion paper [24],
they proposed two simple models to semi-quantitatively
understand the observed phenomena. In this section,
we choose the pre-patterned substrate as the sinusoidal
curve, which is expressed as yˆ = H sin(ωxˆ) with ampli-
tude H and frequency ω, and apply the proposed sharp-
interface model to investigate the relation between differ-
ent type of periodic patterns and the substrate parame-
ters (i.e., H and ω).
Fig. 10 depicts how the finite (initial) length of thin
film takes influence on the equilibrium pattern. As shown
in the figure, the finite length of thin film will result in
non-periodic patterns due to the edge effect, but when
the initial length is chosen to be longer and longer, its
equilibrium shape will become closer and closer to a pe-
riodic pattern. Note that during numerical simulations,
when a pinch-off event happens, a new contact point is
generated; then after the pinch-off event, we compute
each part of the pinch-off curve separately.
In the following, we performed numerical simulations
to investigate the relation. In order to consider the “pe-
riodic” equilibrium pattern, we choose the initial length
of thin films to be long enough. This is the common
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FIG. 9. Comparison between solving the full model and the
ODE model (i.e., Eq. (16)) for obtaining the position of a
“small” particle at different times during the migration time
on a sinusoidal substrate yˆ = 4 sin(xˆ/4), where the red line
represents the numerical result by solving the full model, i.e.,
Eq.(10) together with the boundary conditions (11)-(13), and
the blue dashed line represents the numerical results by solv-
ing the ODE model, i.e., Eq. (16), with C(θi) = 1.2. The
other parameters are chosen as A = 1, θi = pi/3.
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FIG. 10. Solid-state dewetting of thin film with different initial lengths on a pre-patterned sinusoidal substrate, where the
initial length of thin film is chosen as 100, 150 and 200, respectively, and the length scale R0 is chosen as the initial thickness of
the thin film. The magenta dashed line is the initial shape of the thin film, and the shaded blue region is the final equilibrium
pattern.
case, because thin films often have very large aspect ra-
tios. As shown in Fig. 11, we divide the observed periodic
equilibrium patterns into the following four categories of
dewetting on a sinusoidal substrate: (I) one particle per
pit with no empty intermediate pits; (II) one particle oc-
cupies one pit with empty intermediate pits; (III) one
particle occupies multiple pits with empty intermediate
pits; (IV) different sizes of particles.
The phase diagram of the four periodic categories of
dewetting is also depicted in Fig. 11. As shown in the
phase diagram, when the amplitude H > R0 (where R0
is the initial thickness of thin film, and is chosen as the
length scale), the equilibrium pattern will fall into the
category (I). This can be explained as because the thin
film tends to flatten in order to minimize the total inter-
facial free energy, and if the amplitude of the sinusoidal
substrate is too large, it will touch the substrate before
flattening and result in one particle in each pit. A simple
model [24] was proposed to predict the critical amplitude
of the substrate, i.e., the condition in which the area of
thin film is equal to the area of one pit. Here, for a sinu-
soidal substrate, by some simple calculations, the initial
area of the film in one pit is 2πR0/ω, and the area of one
pit is 2πH/ω. If they are equal, the critical amplitude
is R0, which is excellently consistent with our numerical
results.
On the other hand, as shown in Fig. 11, when H < R0,
the equilibrium pattern will fall into three possible cat-
egories: (II)-(IV). In these categories, (II) and (III) are
both uniform size of particles, and the intermediate space
between these particles can be well-controlled by adjust-
ing the parameters H and ω. When the amplitude H is
fixed and the frequency ω increases to be larger than a
critical value, the final pattern will fall into the category
(IV), i.e., non-uniform size of particles will appear. Nu-
merical simulations indicate that this critical frequency
increases as the amplitude H decreases, and when H/R0
goes to zero, the critical frequency will go to infinity.
Furthermore, in this case (i.e., H/R0 ≪ 1), our numer-
ical simulations have demonstrated that the periodicity
of the final equilibrium pattern is very close to the one
predicted by Wong et al. in their “mass-shedding model”
for a thin film on a planar substrate [37].
VI. CONCLUSIONS
In this paper, we proposed a sharp-interface mathe-
matical model for simulating solid-state dewetting of thin
films on a non-flat rigid substrate in two dimensions, and
applied this model to studying several interesting phe-
nomena about solid-state dewetting problems on a non-
flat substrate.
First, we rigorously derived the governing equations
of solid-state dewetting from the thermodynamic varia-
tion of the total interfacial free energy functional. The
morphology evolution of thin films is governed by surface
diffusion and contact point migration on a non-flat rigid
substrate curve. Similar to the flat substrate case [41, 42],
we introduced a relaxation kinetics with a finite contact
point mobility for describing the contact point migration.
For equilibrium shapes, we obtained a bivariate equation
(referred to as the generalized Young equation) to de-
termine the static intrinsic and extrinsic contact angles
of equilibrium shapes. This generalized Young equation
will reduce to the classical isotropic/anisotropic Young
equation when the substrate is flat [41, 48, 57, 58].
Second, we used a parametric finite element method for
numerically solving the proposed mathematical model.
Ample numerical experiments were performed for ex-
amining several interesting examples about solid-state
dewetting of thin films on curved substrates, i.e., equi-
librium shapes of small islands, pinch-off of large islands,
migration of “small” solid particles on curved substrates
and template-assisted solid-state dewetting on a pre-
patterned sinusoidal substrate. For equilibrium shapes
of small islands, we found that on curved substrates
different initial shapes may evolve into different equi-
librium morphologies, even for the isotropic case, and
the weak anisotropy also can lead to asymmetric equilib-
rium shapes with multiple intrinsic contact angles. For
the pinch-off of large islands, we found that the criti-
cal pinch-off length Lc becomes larger when the isotropic
Young angle θi decreases and the radius R of the circu-
lar substrate increases, respectively, and a simple fitting
formula for Lc as a function of θi and R is also given.
For a “small” solid particle migration on a curved sub-
strate with a constant substrate curvature gradient κˆ′,
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FIG. 11. Phase diagram of the four observed periodic categories of solid-state dewetting on a pre-patterned sinusoidal substrate,
which are: (I) one particle per pit with no empty intermediate pits, (II) one particle occupies one pit with empty intermediate
pits, (III) one particle occupies multiple pits with empty intermediate pits, (IV) different sizes of particles. In all above
numerical simulations, the isotropic Young angle θi = 2pi/3 and the initial length of thin film is chosen to be long enough.
our numerical results demonstrated that the migration
velocity v is proportional to κˆ′, inversely proportional to
the square root of the area of the particle
√
A, and fur-
thermore, it decreases when the isotropic Young angle
increases from 0 to π. For templated solid-state dewet-
ting of thin films on a sinusoidal substrate, we observed
four periodic categories of dewetting which have been ex-
perimentally and theoretically studied for a similar pre-
patterned substrate in the reference [23]. Our simulation
results are able to capture many of the complexities as-
sociated with solid-state dewetting experiments on pre-
patterned curved substrates [23, 24, 55, 59].
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Appendix A: First variation to the energy functional
In order to calculate the first variation of the to-
tal free energy functional, i.e., Eq. (2), we first con-
sider an infinitesimal perturbation of the interface curve
Γ := X(s) =
(
x(s), y(s)
)
, with arc length s ∈ [0, L], along
its normal and tangent directions:
Γǫ = Γ+ ǫϕ(s)n+ ǫψ(s)τ , (A1)
where the perturbation parameter ǫ represents an in-
finitesimal number which controls the magnitude of the
perturbation, and ϕ(s), ψ(s) are smooth functions with
respect to arc length s. Then the two components of the
new curve Γǫ can be expressed as follows:
Γǫ = X(s) + ǫϑ(s),
where ϑ(s) := (u(s), v(s)) represents an increment vector
(which is related with the direction of the position incre-
ment), and from Eq. (A1), its two components along the
x-axis and y-axis are easily obtained as

u(s) = −ys(s)ϕ(s) + xs(s)ψ(s),
v(s) = xs(s)ϕ(s) + ys(s)ψ(s).
(A2)
Equivalently, the function ϕ(s) and ψ(s) can also be ex-
pressed as:

ϕ(s) = xs(s)v(s) − ys(s)u(s) = ϑ(s) · n(s),
ψ(s) = xs(s)u(s) + ys(s)v(s) = ϑ(s) · τ (s).
(A3)
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Because the contact points must move along the curved
rigid substrate, the increment vectors at the two contact
points must be parallel to the unit tangent vectors of
substrate curve Γˆ, i.e.,
ϑ(0) = λl τˆ (cl), ϑ(L) = λr τˆ (cr), (A4)
where λr , λl are the magnitude of the increment vectors.
Therefore, the total free energyW ǫ of the system with
respect to the new curve Γǫ can be calculated as follows:
W ǫ
=
∫
Γǫ
γ(θǫ) dΓǫ +
(
γFS − γV S
)[(
cr + ǫλr
)− (cl + ǫλl)]
=
∫ L
0
γ(θǫ)
√
(xs + ǫus)2 + (ys + ǫvs)2 ds
+
(
γFS − γV S
)[(
cr + ǫλr
)− (cl + ǫλl)], (A5)
where θǫ ∈ [−π, π] can be defined as the following gener-
alization of the arctangent function:
θǫ = Arctan
( yǫs
xǫs
)
:=


arctan
yǫs
xǫs
, xǫs > 0,
arctan
yǫs
xǫs
+ π, xǫs < 0, y
ǫ
s ≥ 0,
arctan
yǫs
xǫs
− π, xǫs < 0, yǫs < 0,
π
2 , x
ǫ
s = 0, y
ǫ
s > 0,
−π2 , xǫs = 0, yǫs < 0,
0, xǫs = 0, y
ǫ
s = 0,
where xǫs = xs + ǫus and y
ǫ
s = ys + ǫvs.
Then, inserting Eq. (A2) into Eq. (A5), we can calcu-
late its energy change rate about the curve Γ because of
this infinitesimal perturbation with respect to ǫ:
dW ǫ
dǫ
∣∣∣
ǫ=0
= lim
ǫ→0
W ǫ −W
ǫ
=
∫ L
0
(
γ ′(θ)(vsxs − ysus) + γ(θ)(xsus + ysvs)
)
ds
+
(
γFS − γV S
)
(λr − λl)
=
∫ L
0
[
γ ′(θ)(ϕs − κψ) + γ(θ)(κϕ+ ψs)
)
ds
+
(
γFS − γV S
)
(λr − λl)
=
∫ L
0
(
γ(θ) + γ ′′(θ)
)
κϕ ds
+
(
γ ′(θ)ϕ+ γ(θ)ψ +
(
γFS − γV S
)
λr
)
s=L
−
(
γ ′(θ)ϕ+ γ(θ)ψ +
(
γFS − γV S
)
λl
)
s=0
, (A6)
where κ = −yssxs + xssys is the curvature of the curve.
Since the two contact points must move along the
curved substrate, we can obtain the following relations
for ϕ, ψ at s = 0 and s = L by combining the above
Eq. (A3) and Eq. (A4):
ϕ(0) = λl τˆ (cl) · n(0) = −λl sin θli , (A7a)
ψ(0) = λl τˆ (cl) · τ (0) = λl cos θli , (A7b)
ϕ(L) = λr τˆ (cr) · n(L) = −λr sin θri , (A7c)
ψ(L) = λr τˆ (cr) · τ (L) = λr cos θri . (A7d)
Therefore, Eq. (A6) can be rewritten as follows
dW ǫ
dǫ
∣∣∣
ǫ=0
=
∫ L
0
(
γ(θ) + γ ′′(θ)
)
κϕ ds
+
[
γ(θre) cos θ
r
i − γ ′(θre) sin θri +
(
γFS − γV S
)]
λr
−
[
γ(θle) cos θ
l
i − γ ′(θle) sin θli +
(
γFS − γV S
)]
λl.
Appendix B: Mass conservation and energy
dissipation
We introduce a new variable p ∈ I = [0, 1], which
is independent of time t, to parameterize the moving
film/vapor interface as Γ(t) = X(p, t) = (x(p, t), y(p, t)),
where p = 0 and p = 1 are used to represent the left and
right contact points, respectively. The relationship be-
tween the parameter p and the arc length s can be given
as s(p, t) =
∫ p
0
|∂pX| dp, and then we can obtain that
∂ps = |∂pX|. For simplicity, we use subscripts to denote
partial derivatives, such as sp = ∂ps,Xp = ∂pX.
Proof of mass conservation. The dimensionless total
area (or mass) of the thin film on the curved substrate
Γˆ := (xˆ(c), yˆ(c)) is defined as
A(t) =
∫ 1
0
yxp dp−
∫ cr
cl
yˆxˆc dc.
Therefore, the rate of change of the dimensionless total
area (or mass) can be calculated as
dA
dt
=
∫ 1
0
(ytxp + yxpt) dp−
(
yˆxˆc
dcr
dt
)
c=cr
+
(
yˆxˆc
dcl
dt
)
c=cl
=
∫ 1
0
(ytxp − ypxt) dp+ yxt
∣∣∣p=1
p=0
− yˆ(cr)dxˆ(cr)
dt
+ yˆ(cl)
dxˆ(cl)
dt
=
∫ 1
0
(xt, yt) · (−yp, xp) dp
=
∫ L(t)
0
Xt · n ds =
∫ L(t)
0
µss ds
= µs
(
L(t), t
)− µs(0, t) = 0
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During the above calculations, we have used the integra-
tion by parts, and that the contact points simultaneously
lie on the film/vapor interface Γ and the substrate curve
Γˆ, i.e., (
x(0, t), y(0, t)
)
=
(
xˆ(cl), yˆ(cl)
)
,(
x(1, t), y(1, t)
)
=
(
xˆ(cr), yˆ(cr)
)
.
Hence, by using the zero-mass flux condition µs(0, t) =
µs(L, t) = 0, the total area (mass) of the thin film is
conserved during the evolution.
Proof of energy dissipation. The dimensionless total free
energy of the system defined in Eq. (2) can be rewritten
as:
W (t) =
∫ 1
0
γ(θ)sp dp− σ
(
cr(t)− cl(t)
)
,
where σ := (γV S − γFS)/γ0. Following with the similar
method we used in the flat substrate case [41], we can
calculate the rate of change of the dimensionless total
free energy as follows:
dW
dt
=
∫ 1
0
(
γ ′(θ)θtsp + γ(θ)spt
)
dp− σ
(dcr
dt
− dcl
dt
)
=
∫ 1
0
Xpt ·
(
γ ′(θ)n+ γ(θ) τ
)
dp− σ
(dcr
dt
− dcl
dt
)
= −
∫ 1
0
Xt ·
((
γ ′′(θ)θpn+ γ
′(θ)κspτ
)
+
(
γ ′(θ)θpτ − γ(θ)κspn
)
dp
+
(
Xt ·
(
γ ′(θ)n+ γ(θ) τ
))p=1
p=0
−σ
(dcr
dt
− dcl
dt
)
=
∫ L(t)
0
κ
(
γ(θ) + γ ′′(θ)
)
Xt · n ds
+
dcr
dt
(
γ(θre) cos θ
r
i − γ ′(θre ) sin θri − σ
)
− dcl
dt
(
γ(θle) cos θ
l
i − γ ′(θle) sin θli − σ
)
=
∫ L(t)
0
µµss ds− C
[(dcr
dt
)2
+
(dcl
dt
)2]
= µµs
∣∣∣s=L(t)
s=0
−
∫ L(t)
0
µ2s ds− C
[(dcr
dt
)2
+
(dcl
dt
)2]
= −
∫ L(t)
0
µ2s ds− C
[(dcr
dt
)2
+
(dcl
dt
)2]
< 0,
where the constant C = 1/η > 0 for 0 < η < ∞. In the
above calculations, we have used integration by parts,
the relaxed contact angle boundary conditions and the
zero-mass flux condition.
Hence, the total free energy of the system decreases
during the evolution.
Appendix C: Numerical algorithm
We implement the proposed sharp-interface model by
a semi-implicit parametric finite element method [46]. In
this appendix, we briefly present its variational formula-
tion and the corresponding finite element approximation.
1. Variational formulation
Given an initial curve Γ(0) = X(p, 0), p ∈ I = [0, 1],
for t ∈ (0, T ], find the evolution curves Γ(t) = X(p, t) ∈
H1a,b(I)×H1c,d(I), the chemical potential µ(p, t) ∈ H1(I),
and the curvature κ(p, t) ∈ H1(I) such that〈
Xt, ϕn
〉
+
〈
µs, ϕs
〉
= 0, ∀ϕ ∈ H1(I), (C1)
〈
µ, φ
〉− 〈γ˜(θ)κ, φ〉 = 0, ∀φ ∈ H1(I), (C2)
〈
κn, ω
〉− 〈Xs, ωs〉 = 0, ∀ω ∈ H10 (I)×H10 (I),(C3)
where H1(I) and H10 (I) are the standard Sobolev space
with the derivative taken in the distributional or weak
sense [60], and a, b, c, d stand for the x-coordinates and
y-coordinates of the left and right contact points, i.e.,
x(0, t), x(1, t), y(0, t), y(1, t) at time t, respectively. The
functional space H1a,b(I) is defined as follows
H1a,b(I) = {f ∈ H1(I) : f(0) = a, f(1) = b},
and H10 (I) := H
1
0,0(I). The symbol
〈·, · 〉 is the L2 inner
product with respect to the curve Γ(t) defined as follows
〈
f, g
〉
:=
∫
Γ(t)
f · g ds,
where f, g are scalar (or vector) functions.
In fact, the above variational formulation (C1) is ob-
tained by reformulating the first equation in Eqs. (10) as
Xt · n = µss, multiplying the test function ϕ, integrat-
ing over Γ, integration by parts and using the boundary
condition (13). Similarly, (C2) is derived from µ = γ˜(θ)κ
by multiplying the test function φ, and (C3) is obtained
from the second equation in Eqs. (10) by reformulating
it as κn = −∂ssX and taking the dot-product with the
test function ω. For more details, the readers can refer
to [46].
2. Finite element approximation
First, we decompose I into N small intervals
I = [0, 1] =
N⋃
j=1
Ij =
N⋃
j=1
[qj−1, qj ],
with the nodes qj = jh, h = 1/N . In addition, let
0 = t0 < t1 < . . . < tM−1 < tM = T be a partitioning of
the time interval [0, T ]. Define Γm = Xm as the numeri-
cal approximation to the moving curve Γ(tm). Similarly,
we can define other numerical approximation notations,
e.g., nm, µm, κm. Then, we define the conforming finite
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element spaces for the numerical approximation solution
as follows:
V h := {u ∈ C(I) : u |Ij∈ P1, ∀ j = 1, 2, . . . ,M} (C4)
Vha,b := {u ∈ V h : u(0) = a, u(1) = b}, (C5)
where a and b are two given parameters related with the
two moving contact points, and for simplicity we denote
the solution space Vh0 = Vh0,0. The normal vector of the
numerical solution Γm, which is a step function with pos-
sible discontinuities or jumps at nodes qj , can be com-
puted as
n
m = −(Xms )⊥ = −
(
X
m
p
)⊥
|Xmp |
,
where “⊥” denotes a clockwise rotation through 90 de-
grees.
For any two scalar (or vector) functions u and v, we
define the L2 inner product
〈
u, v
〉
Γm
over the current
polygonal curve Γm at the time level tm as follows:
〈
u, v
〉
Γm
=
∫
Γm
(u · v) ds =
∫ 1
0
(u · v)|Xmp | dp.
Furthermore, if u and v are two piecewise continuous
scalar or vector functions defined on the domain I, with
possible jumps at the nodes {qj}Nj=1, we can define the
mass lumped inner product
〈·, ·〉h
Γm
as follows:
〈
u, v
〉h
Γm
=
h
2
N∑
j=1
∣∣∣Xmp (qj− 1
2
)
∣∣∣[(u·v)(q−j )+(u·v)(q+j−1)],
Where u(q−j ) and u(q
+
j ) represent the limit values at the
the possible jump node qj from the left-hand side and
the right-hand side, respectively.
The parametric finite element approximation to the
weak formulation (C1)-(C3) can be described as follows:
Given the curve Γm = Xm at the time level tm, for the
next time level tm+1, find the evolution curve Γ
m+1 =
X
m+1 ∈ Vha,b × Vhc,d with a, b the x-coordinates of the
two contact points at tm+1 and c, d the y-coordinates,
the chemical potential µm+1 ∈ V h and the curvature
κm+1 ∈ V h such that:
〈
X
m+1 −Xm
tm+1 − tm , ϕn
m
〉h
Γm
+
〈
µm+1s , ϕs
〉
Γm
= 0, ∀ ϕ ∈ V h,
〈
µm+1, φ
〉h
Γm
− 〈γ˜(θm)κm+1, φ〉h
Γm
= 0, ∀ φ ∈ V h,
〈
κm+1nm, ω
〉h
Γm
− 〈Xm+1s , ωs〉Γm = 0, ∀ ω ∈ Vh0 × Vh0 ,
where the arc lengths of moving contact points, i.e.
cl(tm+1) and cr(tm+1), are updated by solving the re-
laxed contact angle condition, Eq. (12), via the forward
Euler scheme. Then, according to the values of cl(tm+1)
and cr(tm+1), we can obtain the values of the parame-
ters a, b, c, d at the time level tm+1 by using the formula
of substrate curve.
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