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Abstract — In a companion paper [9] we used fuzzy context-free grammars in order to
model grammatical errors resulting in erroneous inputs for robust recognizing and parsing
algorithms for fuzzy context-free languages. In particular, this approach enables us to
distinguish between small errors (“tiny mistakes”) and big errors (“capital blunders”).
In this paper we present some algorithms to recognize fuzzy context-free languages: par-
ticularly, a modification of Cocke–Younger–Kasami’s algorithm and some recursive de-
scent algorithms. Then we extend these recognition algorithms to corresponding parsing
algorithms for fuzzy context-free languages. These parsing algorithms happen to be ro-
bust in some very elementary sense.
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1 Introduction
In a companion paper [9] we proposed a way to deal with correct as well as erroneous inputs to
a recognizer or parser for context-free languages. The concept of fuzzy context-free grammar,
as introduced in [18], provides an appropriate framework to model such a situation. In [9]
these grammars have been generalized to the concept of fuzzy context-free K-grammars, i.e.,
a fuzzy context-free grammar with a countable rather than a finite number of grammar rules.
This concept enables us to model the fact that, in general, there is an infinite number of ways
to apply a rule erroneously; see [9] for a more discussion, precise definitions and examples.
However, the main result of [9] implies that, in order to stay within the family of fuzzy
context-free languages, the parameter K should have any value in between the family FINf
of finite fuzzy languages and the family CFf of fuzzy context-free languages. Thus, to keep
matters as simple as possible, in the present paper we restrict ourselves to the case K = FINf ,
i.e., to L-fuzzy context-free grammars, where L is any type-00 lattice [9].
In this paper we address the problem of recognizing and parsing fuzzy context-free lan-
guages. So given a fuzzy context-free language L0 over an alphabet Σ, generated by a fuzzy
context-free grammar G = (V,Σ, P, S), we will construct a recognizer or parser M for L0. Of
course, M is based on G, because G is the only finite description available for the countable
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set L0. The set of productions P of G consists of: (i) rules p that fully belong to P , i.e., their
degree of membership µP (p) —which we will also write as µ(p;P )— satisfies µ(p;P ) = 1,
and (ii) rules p′ that are added to P in order to model grammatical errors: 0 < µ(p′;P ) < 1.
Applying rules of type (i) only, results in terminal strings x that fully belong to L(G), i.e.,
µ(x;L(G)) = µ(x;L0) = 1; so x belongs to the crisp part c(L0) of L0. On the other hand
making one or more grammatical errors, viz. applying type (ii) rules, results in a terminal
string x′ with 0 < µ(x′;L(G)) < 1, i.e., an erroneous input to the recognizer or parser M .
As argued in [9], the least we require of M is that M is able to compute the characteristic
function µc(L0) : Σ
⋆ → {0, 1} of the crisp part c(L0) of the fuzzy language L0. But the fuzzy
set L0 contains more than the contents of its crisp part c(L0), e.g., “tiny mistakes” (i.e., strings
x over Σ with µ(x;L0) unequal to, but in the neighborhood of 1: there is a threshold ∆ such
that ∆ ≤ µ(x;L0) < 1), and “capital blunders” (i.e., strings x over Σ with µ(x;L0) unequal
to, but in the neighborhood of 0: there is another threshold δ such that 0 < µ(x;L0) ≤ δ)
with respect to c(L0); cf. [9]. Now it is natural to demand that a recognizer or parser M for
L0 computes the membership function µL0 : Σ
⋆ → L rather than the characteristic function
of c(L0). In essence, this reflects the notion of robustness that we use in this paper, modeling
the feature that M should be able to deal with “small errors” in its input.
In this paper we first restrict ourselves to recognizing rather than to parsing of fuzzy
context-free languages as in [4, 5], but —as we will see— our main results can be easily
extended to corresponding robust parsing algorithms. In Section 3 we provide an alternative
functional version of Cocke–Younger–Kasami’s recognition algorithm for (ordinary, crisp, non-
fuzzy) context-free languages. Top-down variants of the bottom-up algorithm of Section 3
are discussed in Section 4; this leads to some recursive descent recognizers. These functional
versions happen to be a good starting point for the design of recognition algorithms for
fuzzy context-free languages, which are discussed in Sections 5 (Cocke–Younger–Kasami’s
algorithm for fuzzy context-free languages) and 6 (functional recursive descent recognizers for
fuzzy context-free languages). Then in Section 7 we modify the recognition algorithms from
Sections 5 and 6 to corresponding parsing algorithms. The remaining two sections contain
preliminaries and examples (Section 2) and concluding remarks (Section 8).
2 Preliminaries and Examples
We assume the reader to be familiar with the rudiments of formal languages, grammars and
parsing as presented in standard texts like [1, 14, 15, 24]. For the original source of fuzzy
languages and grammars we refer to [18]. But the approach to fuzzy languages we will use is
the one introduced in [6, 7]; cf. also [9]. Obviously, the present paper relies to some extend
on its predecessor; so we assume some familiarity with Sections 1–4 of [9].
For each crisp set X, the power set of X is denoted by P(X), i.e., P(X) is the set of all
subsets of X: P(X) = {S | S ⊆ X}.
A context-free grammar G = (V,Σ, P, S) is called λ-free if the right-hand side of each rule
is unequal to the empty word λ, i.e., if A→ ω is in P , then ω 6= λ. Or, when we view P as a
substitution (cf. Section 4 in [9]), then P is a nested λ-free substitution over V .
Remember that a language L is called λ-free if it does not contain λ, i.e., if L ⊆ Σ+. Of
course, for a fuzzy language the requirement reads: µ(λ;L) = 0 since µ(λ;L) ∈ {0, 1}; cf. [9].
So a λ-free [fuzzy] context-free grammar generates a λ-free [fuzzy] language.
For our algorithms in subsequent sections, the fuzzy context-free grammars ought to
possess a well-known special form. Recall that a λ-free context-free grammar G = (V,Σ, P, S)
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is in Chomsky normal form if P ⊆ N × (Σ∪N2) where N = V −Σ. And G is in Greibach 2-
form if P ⊆ N×Σ({λ}∪N ∪N2). In case P is considered as a nested finite λ-free substitution
over V (as in Section 4 of [9]), these conditions read as P (σ) = {σ} for each σ ∈ Σ together
with P : N → P(Σ ∪N2), and as P : N → P(Σ({λ} ∪N ∪N2)), respectively.
Remark that our definitions of Chomsky normal form and of Greibach 2-form slightly
differ from (particularly, they are weaker than) the familiar ones [1, 14, 15] in the sense that
we allow the case in which the initial symbol S of the grammar is recursive.
Example 2.1. Consider the context-free grammars G1(V,Σ, P1, S) and G2 = (V,Σ, P2, S)
of Examples 4.1 and 4.2 in [9]: Σ = {a, b}, N = {S,A,B}, V = N ∪Σ with P1 and P2, viewed
as λ-free nested substitutions, given by
P1(S) = {S,AB,BA}, P2(S) = {S, aSB, aBS, bSA, bAS, aB, bA},
P1(A) = {A,AS, SA, a}, P2(A) = {A, aS, a},
P1(B) = {B,BS, SB, b}, P2(B) = {B, bS, b},
P1(a) = {a}, P2(a) = {a},
P1(b) = {b}, P2(b) = {b}.
Then both G1 and G2 are λ-free context-free grammars; G1 is in Chomsky normal form and
G2 is in Greibach 2-form. In both grammars the initial symbol S is recursive. 
Throughout this paper, by “fuzzy” we mean “L-fuzzy” as in [9], where L is an arbitrary
type-00 lattice; cf. Definition 2.2 in [9]. All our algorithms for fuzzy context-free grammars
refer to this general case. However, in examples we will restrict our attention to one of the
following two special instances:
• L = I, where I —or the “interval”— equals the type-11 lattice of Example 2.3(4) in [9]: I
is the closed real interval [0, 1] provided with the operations max and min, whereas the third
operation ⋆, being equal to min, is redundant.
• L = M, where M —or the “multiplicative interval”— is the type-10 lattice of Example
2.3(3) in [9]: M is the closed real interval [0, 1] provided with the operations max, min and
⋆ (multiplication).
As in [9], we will not “use” all elements of the real interval: we restrict ourselves to the
computable, or even to the rational elements of the interval [0, 1]; cf. [12] for the effect of
allowing noncomputable reals in the codomain of membership functions.
In order to represent fuzzy sets concisely, we use some additional notation:
• Let X be a finite L-fuzzy set with support s(X) = {x1, · · · , xn} and µ(xi;X) = ri (1 ≤ i ≤
n). Then we will represent X as X = {x1/r1 , · · · , xn/rn}.
• In case all elements of X have the same degree of membership r, i.e., X = {x1/r, · · · , xn/r},
we write 〈X〉r or X/r. Note that for each r, s ∈ L, we have 〈〈X〉r〉s = 〈X〉r⋆s.
• If r = 1, we write x, X, {x1, · · · , xn}, X instead of x/1, 〈X〉1, {x1/1, · · · , xn/1} and X/1,
respectively. And, of course, in case r = 0, we have 〈X〉0 = X/0 = ∅.
Example 2.2. Consider the I-fuzzy context-free grammar G3 = (V,Σ, P3, S) from Example
4.4 in [9]: N = V −Σ = {S,A,B}, Σ = {a, b}, and P3 is defined by the following λ-free nested
fuzzy substitution over V :
P3(S) = {S,AB,BA,AA/0.1, BB/0.9},
P3(A) = {A,AS, SA, a}, P3(a) = {a},
P3(B) = {B,BS, SB, b}, P3(b) = {b}.
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According to the notational convention, that we just have introduced, µ(AA,P3(S)) = 0.1
and µ(BB,P3(S)) = 0.9, whereas all other degrees of membership are equal to 1. The crisp
language c(L(G3)) equals the context-free language L(G1) of Example 2.1.
Instead of the “correct” rules S → AB or S → BA, now the “incorrect” rule S → BB
may be applied too. Clearly, this is viewed as a minor error since µ(BB,P3(S)) = 0.9. An
example of a corresponding derivation is
S ⇒ AB ⇒ ASB ⇒ ABBB ⇒4 ab3 (1)
and so µ(ab3;L(G3)) = 0.9. Making this “tiny mistake” twice results in
S ⇒ BB ⇒ BSB ⇒ BBBB ⇒4 b4 (2)
with µ(b4;L(G3)) = 0.9. Similarly, making one or more “capital blunders” —i.e., applying
the incorrect rule S → AA rather than S → AB or S → BA— results in derivations like
S ⇒ AB ⇒ ASB ⇒ AAAB ⇒4 a3b (3)
S ⇒ AA ⇒ ASA ⇒ AAAA ⇒4 a4 (4)
which yields words in L(G3) with degree of membership equal to 0.1 as µ(AA,P3(S)) = 0.1.
Summarizing we have that the fuzzy context-free grammar G3 generates all nonempty
even length strings over {a, b} with preferably as many a’s as b’s (degree of membership
equal to 1). Some a’s in these nonempty even length strings may have changed into b’s (tiny
mistakes) or, conversely, some b’s are erroneously rewritten into a’s (capital blunders). 
Modeling grammatical errors as in Example 2.2 has a serious shortcoming. Indeed, when
we compare derivations (1) and (2), then the resulting terminal strings both receive a degree
of membership of 0.9. However, intuitively we have the idea that b4 is “worse” than ab3,
since in (2) two grammatical errors have been made and so we expect that µ(b4;L(G3)) <
µ(ab3;L(G3)). A similar observation can be made when we compare derivations (3) and (4).
But this inequality is impossible to obtain when L is a type-11 lattice such as I: we only
have the operations max and min. Applying these operations does not yield any membership
value different from the finite number of values already present in P3. Formally, for each type-
11 lattice L and each L-fuzzy context-free grammar G = (V,Σ, P, S), we have the inclusion
{µ(x;L(G)) | x ∈ Σ⋆} ⊆ {µ(ω;P (α)) | ω ∈ V ⋆, α ∈ V }.
Taking L equal to a type-10 lattice enables us to model the accumulation or errors prop-
erly, as these type of lattices possess an additional multiplication operation ⋆. Repetitively
applying this latter operation on the real interval [0, 1] results in strictly decreasing degrees
of membership; cf. Lemma 2.4 in [9].
Note that for each M-fuzzy context-free grammar G = (V,Σ, P, S), if the set of values
{µ(ω;P (α)) | ω ∈ V ⋆, α ∈ V } contains computable reals [rational numbers, respectively]
only, then so does the set {µ(x;L(G)) | x ∈ Σ⋆}.
Example 2.3. Consider the M-fuzzy context-free grammar G4 = (V,Σ, P4, S) which is
equal to G3 of Example 2.2 except that I has been replaced by M.
For the derivation (1) and (2) of Example 2.3, we now have µ(ab3;L(G4)) = 0.9 and
µ(b4;L(G4)) = 0.81, respectively. Clearly, this meets our intuition that µ(b
4;L(G4)) <
µ(ab3;L(G4)). Similarly, we have µ(a
3b;L(G4)) = 0.1 and µ(a
4;L(G4)) = 0.01 and so
µ(a4;L(G4)) < µ(a
3b;L(G4)); cf. derivations (3) and (4).
More generally spoken, we have for each w over the alphabet {a, b},
• µ(w;L(G4)) = 1 if and only if #a(w) = #b(w) and w 6= λ,
• µ(w;L(G4)) = (
9
10 )
(#b(w)−#a(w))/2 if and only if #b(w) ≥ #a(w) + 2 and |w| is even,
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• µ(w;L(G4)) = (
1
10 )
(#a(w)−#b(w))/2 if and only if #a(w) ≥ #b(w) + 2 and |w| is even,
• µ(w;L(G4)) = 0 if and only if either w = λ or |w| is odd. 
Example 2.4. Let G5 = (V5,Σ5, P5, S) be a context-free grammar with V5 = Σ5 ∪ {S},
Σ5 = {<|,>| , [ , ] } and P5 consists of the rules
S → [S]S | <|S>|S | λ.
The language L(G5) is called the Dyck language over two types of parentheses and it
consists of all well-matched sequences over Σ5. So [ [ ]<|>|] and <|<|>|[ ]<|>|>| are in L(G5),
but [<|>|[ ] and [<|]>| are not. This language L(G5) plays an important roˆle in the theory of
context-free languages, since any context-free language L0 can be obtained from L(G5) by the
application of an appropriate non-deterministic finite-state transducer T , i.e. L0 = T (L(G5)),
where T depends on L0; cf. e.g. [10, 13, 14].
As a nested finite substitution over V5, P5 looks like P5(S) = {S,<|S>|S, [S]S, λ} and
P5(σ) = {σ} for each σ in Σ5. 
Example 2.5. Let G6 = (V5,Σ5, P6, S) be the I-fuzzy context-free grammar that is equal
to G5 of Example 2.4 except that P6(S) = P5(S) ∪ {[S>|S/0.9, [SS/0.1}, and P6(σ) = {σ}
for each σ in Σ.
The string [S>|S gives rise to, e.g., the following derivation
S ⇒ [S]S ⇒ [<|S>|S]S ⇒2 [<|>|S] ⇒ [<|>|[S>|S] ⇒2 [<|>|[>|] .
Now µ([<|>|[>|] ;L(G6)) = 0.9 and so [<|>|[>|] is a tiny mistake from which it is easy to
recover. However, the word [SS causes more problems: we have µ([ [ ] [ ] ;L(G6)) = 0.1, but
what is the corresponding correct word? There are three possibilities: [ ] [ ] [ ] , [ [] ] [ ]
and [ [ ] [ ] ] . The string [ [ ] [ ] is viewed as a capital blunder, when we choose, for
instance, the thresholds δ to be equal to 0.2 and ∆ to 0.8; cf. Section 1. 
Example 2.6. In G6 of Example 2.5 we replace the type-11 lattice I by the type-10 lattice
M. The resulting M-fuzzy context-free grammar is called G7.
Obviously, now we have µ([ [>|[ [ ]>|>|;L(G7)) = 0.729 and µ([ [[ ;L(G7)) = 0.001. In
both these examples three grammatical errors have been made. Now additional grammatical
errors do decrease the degree of membership. 
We need the following result, which has been established in [18] for L-fuzzy context-free
grammars provided L equals the type-11 lattice of Example 2.3.(4) in [9]. The authors remark
that their proof can be generalized to type-01 lattices. However, a straightforward argument
shows that their proof can be extended to arbitrary type-00 lattices as well; see also [16].
Theorem 2.7. [18] Let L be a type-00 lattice and let G = (V,Σ, P, S) be an arbitrary L-fuzzy
context-free grammar.
(1) We can effectively construct an L-fuzzy context-free grammar G1 in Chomsky normal form
such that L(G1) ⊜ L(G), i.e., for all strings x over Σ, µ(x;L(G1)) = µ(x;L(G)).
(2) We can effectively construct an L-fuzzy context-free grammar G2 in Greibach 2-form such
that L(G2) ⊜ L(G), i.e., for all strings x over Σ, µ(x;L(G2)) = µ(x;L(G)). 
Example 2.8. Consider the M-fuzzy context-free grammar G8 = (V8,Σ8, P8, S) with
Σ8 = Σ5 = {<|,>|, [ , ] }, V8 = Σ8 ∪ {S,A,B,C,D,E, F}, and P8 consists of the rules
S → SS | AC | BC | DF | EF | AF | BF | BS | [ ,
A→ BS, B → [ , C → ] ,
D → ES, E → <|, F → >|,
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where µ(AF ;P8(S)) = µ(BF ;P8(S)) = 0.9, µ(BS;P8(S)) = µ([ ;P8(S)) = 0.1 and µ has
value 1 in all other cases. The grammar G8 is λ-free, in Chomsky normal form, and satisfies
L(G8) ⊜ L(G7) ∩ Σ
+ where G7 is the grammar from Example 2.6. 
X ω/µ(ω;P9(X))
S S, [SA, [A, [SC, [C, <|SB, <|B, <|SD, <|D
[SB/0.9, [SD/0.9, [B/0.9, [D/0.9, [SS/0.1, [S/0.1, [ /0.1
A A, ]S
B B, >|S
C C, ]
D D, >|
Table 1: The definition of P9.
Example 2.9. Let G9 be the M-fuzzy context-free grammar G9 = (V9,Σ9, P9, S) with
Σ9 = Σ5 = {<|,>| , [ , ] }, V9 = Σ9 ∪ {S,C, F}, and P9 consists of rules X → ω which are
displayed with their degree of membership in Table 1.
This grammar is λ-free and in Greibach 2-form. We have L(G9) ⊜ L(G7) ∩Σ
+ where G7
is the grammar of Example 2.6. 
3 A Functional Version of Cocke–Younger–Kasami’s Algorithm
In this section we discuss a functional version of Cocke–Younger–Kasami’s algorithm, or
CYK-algorithm for short, for recognizing (ordinary, non-fuzzy) context-free languages; cf. [3].
This functional version (Algorithm 3.3 below) is a good starting point to develop a robust
algorithm for recognizing fuzzy context-free languages; see also [4, 5].
Usually, the CYK-algorithm is presented in terms of nested for-loops filling an upper-
triangular matrix; cf. [1, 14, 15].
begin
for i := 0 to n− 1 do ti,i+1 := {A | ai+1 ∈ P (A)};
for d := 2 to n do
for i := 0 to n− d do
begin j := d+ i;
ti,j := {A | ∃k(i+ 1 ≤ k ≤ j − 1) : ∃B(B ∈ ti,k) : ∃C(C ∈ tk,j) : BC ∈ P (A)}
end
end.
Figure 1: Algorithm 3.1.
Algorithm 3.1. [14] Given a λ-free context-free grammar G = (V,Σ, P, S) in Chomsky
normal form and a string a1a2 · · · an (n ≥ 1) with ak ∈ Σ (1 ≤ k ≤ n). Fill the strictly
upper-triangular (n + 1) × (n + 1) recognition matrix T by the program of Figure 1, where
each element ti,j is a subset of N = V − Σ and is initially empty.
Then a1a2 · · · an ∈ L(G) if and only if S ∈ t0,n. 
Example 3.2. Consider the context-free grammar G1 in Chomsky normal form of Example
2.1 and the string abba over Σ.
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i\j 1 2 3 4
0 {A} {S} {B} {S}
1 {B} ∅ {B}
2 {B} {S}
3 {A}
Table 2: Recognition of abba by Algorithm 3.1.
The initialization phase of Algorithm 3.1 yields: t0,1 = {A}, t1,2 = {B}, t2,3 = {B}
and t3,4 = {A}. Applying the iteration phase —i.e., the nested for-loops— results in the
recognition matrix for abba; cf. Table 2. Since S ∈ t0,4 we have abba ∈ L(G1).
i\j 1 2 3 4
0 {B} ∅ ∅ ∅
1 {B} ∅ {B}
2 {B} {S}
3 {A}
Table 3: Recognition of bbba by Algorithm 3.1.
Next we take the string bbba as input to this algorithm. Then t0,1 = {B}, t1,2 = {B},
t2,3 = {B} and t3,4 = {A}, whereas the recognition matrix for this input is as in Table 3.
Now we have bbba /∈ L(G1), as S /∈ t0,4. 
The formulation of Algorithms 3.1, as given above, is well known and stems from [14].
But in [3] an alternative, functional version of this algorithm has been proposed. A pleasant
feature of this functional formulation is the omission of implementation details like the data
structure, the indices i, j and k and the length n of the input string.
In this alternative formulation we need two functions f and g that correspond to the
initialization phase and the iteration phase, respectively. These functions f : Σ+ → P(N+)
and g : P(N+)→ P(N) are defined by:
• For each w in Σ+, f is defined as the length-preserving finite substitution generated by
f(a) = {A | a ∈ P (A)} (5)
and extended to nonempty words over Σ by
f(w) = f(a1)f(a2) · · · f(an) if w = a1a2 · · · an (ak ∈ Σ, 1 ≤ k ≤ n). (6)
• The function g is defined in two steps. First, g : N+ → P(N) is defined by
g(A) = {A} (A ∈ N) and (7)
g(ω) =
⋃
{g(χ) ⊗ g(η) | χ, η ∈ N+, ω = χη} (ω ∈ N+, |ω| ≥ 2) (8)
where for X and Y in P(N) the binary operation ⊗ is defined by
X ⊗ Y = {A | BC ∈ P (A), with B ∈ X and C ∈ Y }. (9)
In the second step we extend g to g : P(N+) → P(N); viz. for each (finite) language M
over N , g(M) is defined by
g(M) =
⋃
{g(ω) | ω ∈M}. (10)
The functional version of the CYK-algorithm from [3] now reads as follows.
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Algorithm 3.3. Let G = (V,Σ, P, S) be a λ-free context-free grammar in Chomsky normal
form and let w be a nonempty string over Σ. Compute g(f(w)) and determine whether S
belongs to the set g(f(w)).
Clearly, we have w ∈ L(G) if and only if S ∈ g(f(w)). 
Note that the iteration in Algorithm 3.1 has been replaced by recursion in Algorithm 3.3,
since g is recursive; cf. (8).
Example 3.4. Applying Algorithm 3.3 to the grammar G1 of Example 2.1 and to input
words abba and bbba yields:
g(f(abba)) = g(f(a)f(b)f(b)f(a)) = g({A}{B}{B}{A}) = g({ABBA}) = g(ABBA) =
= g(ABB)⊗ g(A) ∪ g(AB)⊗ g(BA) ∪ g(A) ⊗ g(BBA) =
= (g(AB)⊗ g(B) ∪ g(A) ⊗ g(BB))⊗ g(A) ∪ g(AB)⊗ g(BA)∪
∪ g(A)⊗ (g(BB)⊗ g(A) ∪ g(B)⊗ g(BA)) =
= ((g(A) ⊗ g(B))⊗ g(B) ∪ g(A) ⊗ (g(B)⊗ g(B)) ⊗ g(A) ∪ (g(A) ⊗ g(B))⊗
⊗ (g(B)⊗ g(A)) ∪ g(A) ⊗ ((g(B)⊗ g(B)) ⊗ g(A) ∪ g(B)⊗ (g(B)⊗ g(A))) =
= (({A} ⊗ {B})⊗ {B} ∪ {A} ⊗ ({B} ⊗ {B})⊗ {A} ∪ ({A} ⊗ {B})⊗ ({B} ⊗ {A})∪
∪ {A} ⊗ (({B} ⊗ {B})⊗ {A} ∪ {B} ⊗ ({B} ⊗ {A})) =
= ({S} ⊗ {B} ∪ {A} ⊗∅)⊗ {A} ∪ {S} ⊗ {S} ∪ {A} ⊗ (∅⊗ {A} ∪ {B} ⊗ {S}) =
= ({B} ∪∅)⊗ {A} ∪∅ ∪ {A} ⊗ (∅ ∪ {B}) = {B} ⊗ {A} ∪ {A} ⊗ {B} = {S}, and
g(f(bbba)) = g(f(b)f(b)f(b)f(a)) = g({B}{B}{B}{A}) = g({BBBA}) = g(BBBA) =
= g(BBB)⊗ g(A) ∪ g(BB)⊗ g(BA) ∪ g(B)⊗ g(BBA) = · · · =
= (∅⊗ {B} ∪ {B} ⊗∅)⊗ {A} ∪∅⊗ {S} ∪ {B} ⊗ (∅ ⊗ {A} ∪ {B} ⊗ {S}) =
= (∅ ∪∅)⊗ {A} ∪∅ ∪ {B} ⊗ (∅ ∪ {B}) = ∅⊗ {A} ∪ {B} ⊗ {B} = ∅ ∪∅ = ∅.
We conclude again that abba ∈ L(G1) and bbba /∈ L(G1), since S ∈ g(f(abba)) = {S} and
S /∈ g(f(bbba)) = ∅, respectively. 
4 Recursive Descent Recognizers
Clearly, Cocke–Younger–Kasami’s algorithm is a bottom-up algorithm for recognizing λ-free
context-free languages. Now the question naturally arises whether there exists a (functional)
top-down analogue of the CYK-algorithm. This question has been answered affirmatively in
[3], from which we quote the following definition and algorithms.
Definition 4.1. Let G = (V,Σ, P, S) be a context-free grammar and N = V − Σ. The set
T (Σ, N) of terms over (Σ, N) is the smallest set satisfying
• λ is a term in T (Σ, N) and each a (a ∈ Σ) is a term in T (Σ, N).
• For each A in N and each term t in T (Σ, N), A(t) is a term in T (Σ, N).
• If t1 and t2 are in T (Σ, N), then their concatenation t1t2 is also a term in T (Σ, N). 
This definition implies that for any two sets of terms S1 and S2 (S1, S2 ⊆ T (Σ, N)), the
entity S1S2, defined by S1S2 = {t1t2 | t1 ∈ S1, t2 ∈ S2}, is also a set of terms over (Σ, N).
Algorithm 4.2. Let G = (V,Σ, P, S) be a λ-free context-free grammar in Chomsky normal
form and let w be a string in Σ+. To each nonterminal symbol A in N we associate a function
A˜ : Σ⋆∪{⊥} → P(T (Σ, N)) defined as follows. (We use the symbol ⊥ to denote “undefined”.)
First, A˜(⊥) = ∅ and A˜(λ) = {λ} for each A in N . If the argument x of A˜ is a word of
length 1 (i.e., x is in Σ), then
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A˜(x) = {λ | x ∈ P (A)} (x ∈ Σ) (11)
and in case the length |x| of the word x is 2 or more, then
A˜(x) =
⋃
{B˜(y)C˜(z) | BC ∈ P (A), y, z ∈ Σ+, x = yz}. (12)
Finally, we compute S˜(w) and determine whether λ belongs to S˜(w).
It is straightforward to show that w ∈ L(G) if and only if λ ∈ S˜(w). 
Example 4.3. Let G10 = (V10,Σ10, P10, S) be defined by Σ10 = Σ5 = {<|,>|, [ , ] }, V10 =
Σ10 ∪ {S,A,B,C,D,E, F}, and P10, viewed as a λ-free nested substitution, is P10(σ) =
{σ} (σ ∈ Σ10), P10(S) = {S, SS,AC,BC,DF,EF}, P10(A) = {A,BS}, P10(B) = {B, [ },
P10(C) = {C, ] }, P10(D) = {D,ES}, P10(E) = {E,<|} and P10(F ) = {F,>|}.
Clearly, G10 is in Chomsky normal form and we have L(G10) = L(G5); cf. Examples 2.8
and 2.5. Applying Algorithm 4.2 to G10 yields for inputs [ ]<|>| and [<|] :
S˜([ ]<|>|) = S˜([ ]<|)S˜(>|) ∪ S˜([ ] )S˜(<|>|) ∪ S˜([ )S˜(]<|>|) ∪ A˜([ ]<|)C˜(>|) ∪ A˜([ ] )C˜(<|>|)∪
∪ A˜([ )C˜(]<|>|) ∪ B˜([ ]<|)C˜(>|) ∪ B˜([ ] )C˜(<|>|) ∪ B˜([ )C˜(]<|>|) ∪ D˜([ ]<|)F˜ (>|)∪
∪ D˜([ ] )F˜ (<|>|) ∪ D˜([ )F˜ (]<|>|) ∪ E˜([ ]<|)F˜ (>|) ∪ E˜([ ] )F˜ (<|>|) ∪ E˜([ )F˜ (]<|>|) =
= · · · = (B˜([ )C˜(] ))(E˜(<|)F˜ (>|)) = ({λ}{λ})({λ}{λ}) = {λ}{λ} = {λ}, and
S˜([<|] ) = S˜([<|)S˜(] ) ∪ S˜([ )S˜(<|] ) ∪ A˜([<|)C˜(] ) ∪ A˜([ )C˜(<|] ) ∪ B˜([<|)C˜(] )∪
∪ B˜([ )C˜(<|] ) ∪ D˜([<|)F˜ (] ) ∪ D˜([ )F˜ (<|] ) ∪ E˜([<|)F˜ (] ) ∪ E˜([ )F˜ (<|] ) =
= A˜([<|) ∪ C˜(<|] ) = B˜([ )S˜(<|) = ∅.
Here we used equalities like S˜(σ) = A˜(σ) = D˜(σ) = ∅ (σ ∈ Σ10), B˜(x) = C˜(x) = E˜(x) =
F˜ (x) = ∅ (x ∈ Σ+10 with |x| ≥ 2) and, of course, X ·∅ = ∅ ·X = ∅ (X ⊆ T (Σ10, V10 −Σ10)).
Now we conclude that [ ]<|>| ∈ L(G10) and [<|] /∈ L(G10), since we have λ ∈ S˜([ ]<|>|)
and λ /∈ S˜([<|] ), respectively. 
Starting from Greibach 2-form instead of Chomsky normal form (as in Algorithm 4.2)
yields the following recursive descent recognition algorithm.
Algorithm 4.4. Let G = (V,Σ, P, S) be a λ-free context-free grammar in Greibach 2-form
and let w ∈ Σ+. The algorithm is as Algorithm 4.2, but (12) is replaced by
A˜(x) =
⋃
{B˜(y)C˜(z) | aBC ∈ P (A), y, z ∈ Σ+, x = ayz}∪
⋃
{B˜(y) | aB ∈ P (A), y ∈ Σ+, x = ay}. (13)
Still we have that w ∈ L(G) if and only if λ ∈ S˜(w). 
Example 4.5. Consider the context-free grammar G2 of Example 2.1. This grammar is in
Greibach 2-form; so we may apply Algorithm 4.4: A˜(x) = S˜(a\x), B˜(x) = S˜(b\x) and
S˜(x) =
⋃
{S˜(y)B˜(z) | y, z ∈ Σ+, x = ayz} ∪
⋃
{B˜(y)S˜(z) | y, z ∈ Σ+, x = ayz}∪
⋃
{S˜(y)A˜(z) | y, z ∈ Σ+, x = byz} ∪
⋃
{A˜(y)S˜(z) | y, z ∈ Σ+, x = byz}∪
B˜(a\x) ∪ A˜(b\x),
where u\v = w if v = uw, and ⊥ otherwise (u, v,w ∈ Σ⋆). Similarly, we define u/v = w if
u = wv, and ⊥ otherwise. Remember that for each nonterminal symbol A, we have A˜(⊥) = ∅.
These three equalities reduce to
S˜(x) =
⋃
{S˜(a\x/b), S˜(ab\x), S˜(b\x/a), S˜(ba\x)}∪
⋃
{S˜(y)S˜(b\z), S˜(b\y)S˜(z) | y, z ∈ Σ+, x = ayz}∪
⋃
{S˜(y)S˜(a\z), S˜(a\y)S˜(z) | y, z ∈ Σ+, x = byz}.
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As examples consider S˜(abba) = S˜(ba) ∪ S˜(b)S˜(a) = {λ} ∪ S˜(b)S˜(a) = {λ} ∪ ∅ = {λ},
and S˜(aba) = S˜(a) ∪ S˜(a)S˜(λ) = S˜(a) = ∅. Since λ ∈ S˜(abba) and λ /∈ S˜(aba), we have
abba ∈ L(G2) and aba /∈ L(G2), respectively. 
5 The CYK-Algorithm Adapted for Fuzzy Context-Free Languages
As pointed out in Section 1, a minimal requirement for a recognition or parsing algorithm to
be called robust—in the context of fuzzy context-free languages— is, that the algorithm is able
to compute the degree of membership of its input with respect to a given fuzzy context-free
grammar. Henceforth in this paper, we will use this minimal notion of robustness.
Once we have the CYK-algorithm in the functional form of Section 3, it is easy to obtain
a robust modification for recognizing fuzzy context-free languages.
Algorithm 5.1. Let G = (V,Σ, P, S) be a λ-free fuzzy context-free grammar in Chomsky
normal form and let w be a string over Σ. Extend (5)–(10) in Algorithm 3.3 with
µ(A; f(a)) = µ(a;P (A)),
µ(A; g(A)) = 1, (A ∈ N),
µ(A; g(ω)) =
∨
{µ(A; g(χ) ⊗ g(η)) | χ, η ∈ N+, ω = χη}, (ω ∈ N+, |ω| ≥ 2),
µ(A;X ⊗ Y ) =
∨
{µ(BC;P (A)) ⋆ µ(B;X) ⋆ µ(C;Y ) | B,C ∈ N},
for (5), (7), (8) and (9) respectively, whereas corresponding equalities for (6) and (10) can be
obtained by the definitions for concatenation and finite union, respectively; cf. Section 2 of
[9]. Finally, compute µ(S; g(f(w)).
Then we have µ(w;L(G)) = µ(S; g(f(w)) for each w in Σ+. 
Example 5.2. Consider the I-fuzzy context-free grammar G3 of Example 2.2. Applying
Algorithm 5.1 yields
µ(abba;L(G3)) = µ(S; g(f(abba))) = µ(S; g(ABBA)) =
= µ(S; {g(A) ⊗ g(BBA), g(AB) ⊗ g(BA), g(ABB) ⊗ g(A)}) = · · · = 1,
µ(abbb;L(G3)) = µ(S; g(f(abbb))) = µ(S; g(ABBB)) =
= µ(S; {g(A) ⊗ g(BBB), g(AB)⊗ g(BB), g(ABB) ⊗ g(B)}) = · · · = 0.9, and
µ(aaab;L(G3)) = µ(S; g(f(aaab))) = µ(S; g(AAAB)) =
= µ(S; {g(A) ⊗ g(AAB), g(AA) ⊗ g(AB), g(AAA) ⊗ g(B)}) = · · · = 0.1.
Since G3 is I-fuzzy, the accumulation of grammatical errors does not result in decreasing
degrees of membership. Hence {µ(x;L(G3)) | x ∈ Σ
⋆} = {µ(ω;P3(α)) | ω ∈ V
⋆, α ∈ V } =
{ 0 , 0.1 , 0.9 , 1 } and, consequently, µ(bbbb;L(G3) = 0.9 and µ(aaaa;L(G3) = 0.1. 
Example 5.3. Now we apply Algorithm 5.1 to the M-fuzzy context-free grammar G4 of
Example 2.3. Then µ(abba;L(G4)) = 1, µ(abbb;L(G4)) = 0.9, µ(aaab;L(G4)) = 0.1, but
µ(bbbb;L(G4)) = µ(S; g(f(bbbb))) = µ(S; g(BBBB)) = · · · = 0.81,
µ(aaaa;L(G4)) = µ(S; g(f(aaaa))) = µ(S; g(AAAA)) = · · · = 0.01, and
µ(aab;L(G4)) = µ(S; g(f(aab))) = µ(S; g(AAB)) = · · · = 0.
Now repetitively making grammatical errors does decrease the degree of membership and
{µ(x;L(G4)) | x ∈ Σ
⋆} is a subset of the closure of {µ(ω;P4(α)) | ω ∈ V
⋆, α ∈ V } =
{ 0 , 0.1 , 0.9 , 1 } under the ⋆-operation (multiplication). 
When we compare Algorithms 3.3 and 5.1, it is easy to design an L-fuzzy counterpart of
Algorithm 3.1 (the “traditional”, non-functional CYK-algorithm); viz. Algorithm 5.4
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begin
for i := 0 to n− 1 do ti,i+1 := {(A,m) | A ∈ N, µ(ai+1;P (A)) = m > 0}
for d := 2 to n do
for i := 0 to n− d do
begin j := d+ i;
ti,j := {(A,m) | A ∈ N, m =
∨
{r ⋆ p ⋆ q | (B, p) ∈ ti,k, (C, q) ∈ tk,j,
µ(BC,P (A)) = r > 0; i+ 1 ≤ k ≤ j − 1 } }
end
end.
Figure 2: Algorithm 5.4.
Algorithm 5.4. Given a λ-free L-fuzzy context-free grammar G = (V,Σ, P, S) in Chomsky
normal form and a string a1a2 · · · an (n ≥ 1) with ak ∈ Σ (1 ≤ k ≤ n). Construct the strictly
upper-triangular (n + 1) × (n + 1) recognition matrix T as in Figure 2, where each element
ti,j is a finite subset of N × L with N = V − Σ. As usual, each ti,j is initially empty.
Then for each m > 0 (m ∈ L), µ(a1a2 · · · an;L(G)) = m if and only if (S,m) ∈ t0,n. 
Example 5.5. Consider the M-fuzzy context-free grammar G8 in Chomsky normal form
of Example 2.8 and the string [ [>|>| over Σ8. Clearly, during the generation of [ [>|>| two
small grammatical errors (“tiny mistakes”) occurred.
i\j 1 2 3 4
0 {(S, 0.1), (B, 1)} {(S, 0.01), (A, 0.1)} {(S, 0.09), (A, 0.9)} {(S, 0.81)}
1 {(S, 0.1), (B, 1)} {(S, 0.9)} ∅
2 {(F, 1)} ∅
3 {(F, 1)}
Table 4: Recognition of [ [>|>| by Algorithm 5.4.
Algorithm 5.4 starts with computing t0,1 = {(S, 0.1), (B, 1)}, t1,2 = {(S, 0.1), (B, 1)},
t2,3 = {(F, 1)} and t3,4 = {(F, 1)}. Since we have µ(AF ;P8(S)) = µ(BF ;P8(S)) = 0.9,
applying the nested for-loops results in the recognition matrix for [ [>|>| ; cf. Table 4. Since
(S, 0.81) ∈ t0,4 we have µ([ [>|>| ;L(G8)) = 0.81.
i\j 1 2 3 4
0 {(S, 0.1), (B, 1)} {(S, 0.01), (A, 0.1)} {(S, 0.09), (A, 0.9)} {(S, 0.009), (A, 0.9)}
1 {(S, 0.1), (B, 1)} {(S, 0.9)} {(S, 0.09)}
2 {(F, 1)} ∅
3 {(S, 0.1), (B, 1)}
Table 5: Recognition matrix for [ [>|[ by Algorithm 5.4.
The word [ [>|[ is obtained by making two “capital blunders” and one “tiny mistake”.
The initialization phase yields: t0,1 = {(S, 0.1), (B, 1)}, t1,2 = {(S, 0.1), (B, 1)}, t2,3 = {(F, 1)}
and t3,4 = {(S, 0.1), (B, 1)}, whereas the recognition matrix for this input is as in Table 5.
Thus we have µ([ [>|[ ;L(G8)) = 0.009, as (S, 0.009) ∈ t0,4. 
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6 Recursive Descent Recognizers for Fuzzy Context-Free Languages
This section is devoted to robust versions of Algorithms 4.2 and 4.4. So we obtain algorithms
to recognize λ-free L-fuzzy context-free languages generated by grammars in Chomsky normal
form (Algorithm 6.1) and in Greibach 2-form (Algorithm 6.3).
Algorithm 6.1. Let G = (V,Σ, P, S) be a λ-free L-fuzzy context-free grammar in Chomsky
normal form and let w be a string in Σ+. For all A in N , µ(λ; A˜(λ)) = 1 and µ(t; A˜(⊥)) = 0
for each t in T (Σ, N). Extend (11)–(12) in Algorithm 4.2 with
µ(λ; A˜(x)) = µ(x;P (A)), (x ∈ Σ),
µ(λ; A˜(x)) =
∨
{µ(λ; B˜(y)) ⋆ µ(λ; C˜(z)) ⋆ µ(BC;P (A)) | x = yz, y, z ∈ Σ+}.
Finally, we compute µ(λ; S˜(w)).
Then we have µ(w;L(G)) = µ(λ; S˜(w)). 
Example 6.2. Applying Algorithm 6.1 to theM-fuzzy context-free grammar G4 of Example
2.3 results, for example, in
µ(bbbb;L(G4)) = µ(λ; S˜(bbbb)) =
= µ(λ; A˜(bbb)B˜(b) ∪ A˜(bb)B˜(bb) ∪ A˜(b)B˜(bbb) ∪ B˜(bbb)A˜(b) ∪ B˜(bb)A˜(bb)∪
∪ B˜(b)A˜(bbb) ∪ 〈A˜(bbb)A˜(b) ∪ A˜(bb)A˜(bb) ∪ A˜(b)A˜(bbb)〉0.1 ∪ 〈B˜(bbb)B˜(b)∪
∪ B˜(bb)B˜(bb) ∪ B˜(b)B˜(abb)〉0.9) = · · · =
= µ(λ; 〈B˜(b)S˜(bb) ∪ S˜(bb)B˜(b)〉0.9) = µ(λ; 〈S˜(bb)〉0.9) =
= µ(λ; 〈A˜(b)B˜(b) ∪ B˜(b)A˜(b) ∪ 〈A˜(b)A˜(b)〉0.1 ∪ 〈B˜(b)B˜(b)〉0.9〉0.9) =
= µ(λ; 〈〈B˜(b)B˜(b)〉0.9〉0.9) = µ(λ; {λ/0.81}) = 0.81,
In this computation we used equalities like A˜(b) = B˜(a) = ∅ and A˜(a) = B˜(b) = {λ/1}.
In a similar way we can derive that
µ(aabb;L(G4)) = µ(λ; S˜(aabb)) = · · · = 1,
µ(aaaa;L(G4)) = µ(λ; S˜(aaaa)) = · · · = 0.01,
µ(abb;L(G4)) = µ(λ; S˜(abb)) = · · · = 0.
It is useful to compare these computations with those in Example 5.3. 
Algorithm 6.3. Consider a λ-free L-fuzzy context-free grammar G = (V,Σ, P, S) in
Greibach 2-form and a string w in Σ+. For all A in N , µ(λ; A˜(λ)) = 1 and µ(t; A˜(⊥)) = 0 for
each t in T (Σ, N). Extend (13) in Algorithm 4.4 with
µ(λ; A˜(x)) =
∨
{µ(λ; B˜(y)) ⋆ µ(λ; C˜(z)) ⋆ µ(aBC;P (A)) | x = ayz, a ∈ Σ, y, z ∈ Σ+}∨
∨
{µ(λ; B˜(y)) ⋆ µ(aB;P (A)) | x = ay, a ∈ Σ, y ∈ Σ+}.
Finally, we compute µ(λ; S˜(w)).
Then we have µ(w;L(G)) = µ(λ; S˜(w)). 
Example 6.4. The M-fuzzy context-free grammar of Example 2.9 is in Greibach 2-form.
Some sample computations according to Algorithm 6.3 are:
µ(λ; S˜([>|[ ] )) =
= µ(λ; S˜(>|)A˜([ ] ) ∪ S˜(>|[ )A˜(] ) ∪ A˜(>|[ ] ) ∪ S˜(>|)C˜([ ] ) ∪ S˜(>|[ )C˜(] )∪
∪ C˜(>|[ ] ) ∪ 〈S˜(>|)B([ ] ) ∪ S˜(>|[ )B˜(] ) ∪ S˜(>|)D˜([ ] ) ∪ S˜(>|[ )D˜(] )∪
∪ B˜(>|[ ] ) ∪ D˜(>|[ ] )〉0.9 ∪ 〈S˜(>|)S˜([ ] ) ∪ S˜(>|[ )S˜(] ) ∪ S˜(>|[ ] )〉0.1) =
= · · · = µ(λ; 〈{λ} ∪ 〈∅〉0.9 ∪ 〈∅〉0.1〉0.9) = µ(λ; {λ/0.9}) = 0.9
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µ(λ; S˜([ [>|[ )) =
= µ(λ; S˜([ )A˜(>|[ ) ∪ S˜([>|)A˜([ ) ∪ A˜([>|[ ) ∪ S˜([ )C˜(>|[ ) ∪ S˜([>|)C˜([ )∪
∪ C˜([>|[ ) ∪ 〈S˜([ )B˜(>|[ ) ∪ S˜([>|)B˜([ ) ∪ S˜([ )D˜(>|[ ) ∪ S˜([>|)D˜([ )∪
∪ B˜([>|[ ) ∪ D˜([>|[ )〉0.9 ∪ 〈S˜([ )S˜(>|[ ) ∪ S˜([>|)S˜([ ) ∪ S˜([>|[ )〉0.1) =
= · · · = µ(λ; 〈S˜([ )〉0.09 ∪ 〈D˜(>|)〉0.009 ∪ 〈S˜([ )〉0.09) =
= µ(λ; {λ/0.009} ∪ {λ/0.009} ∪ {λ/0.009}) = µ(λ; {λ/0.009}) = 0.009
Note that the string [ [>|[ is obtained by three grammatical errors: one tiny mistake and
two capital blunders. The algorithm finds three derivations corresponding to the “correct
strings” [ ][ ] [ ] , [ [ ] ] [ ] and [ [ ][ ] ] . 
7 Parsing Fuzzy Context-Free Languages
In this section we show that our recognition algorithms from Sections 5–6 can be extended to
parsing algorithms. In order to parse a string with respect to a given context-free grammar
we need the notion of derivation tree. However, we will use a one-dimensional representation
of these trees as expressions rather than picturing them two-dimensionally.
Definition 7.1. Let G = (V,Σ, P, S) be an L-fuzzy context-free grammar with N = V −Σ.
The fuzzy sets Dα (α ∈ V ) of derivation trees with root α are defined as follows.
• For each σ in Σ, the expression σ belongs to Dσ with µ(σ;Dσ) = 1.
• For each A in N , the fuzzy sets DA are defined inductively by:
• if λ ∈ P (A), then the expression A(λ) is in DA with µ(A(λ);DA) = µ(λ;P (A)) = 1,
• if α1 · · ·αn ∈ P (A) and ti ∈ Dαi (αi ∈ V , 1 ≤ i ≤ n), then A(t1, · · · , tn) belongs to DA
with µ(A(t1, · · · , tn);DA) = µ(α1 · · ·αn;P (A)) ⋆ µ(t1;Dα1) ⋆ · · · ⋆ µ(tn;Dαn).
Finally, let D be defined by D =
⋃
{Dα | α ∈ V }.
The function Υ : D → Σ⋆ is defined recursively by:
• For each t in Dσ (σ ∈ Σ), Υ(t) = σ.
• For each A(t1, · · · , tn) in DA, Υ(A(t1, · · · , tn)) = Υ(t1) · · ·Υ(tn).
For each t in D, Υ(t) is called the yield of the derivation tree t. 
Corollary 7.2. Consider an L-fuzzy context-free grammar G = (V,Σ, P, S), and let {Dα |
α ∈ V } be the corresponding family of fuzzy sets of derivation trees. Then for each x ∈ Σ⋆,
we have µ(x;L(G)) =
∨
{µ(t;DS) | Υ(t) = x}. 
We called the elements of D expressions rather than terms, because symbols from N
usually do not possess a single, unique airity (in case P (A) contains two or more strings of
different length). Remark that Definition 7.1 also applies to ordinary context-free grammars
(Viz. take L equal to the two-element Boolean algebra {0, 1}.) and to (L-fuzzy) context-free
grammars in Chomsky normal form or in Greibach 2-form.
Example 7.3. (1) The derivation tree with root S corresponding to derivation (1) of
Example 2.2 is S(A(A(a), S(B(b), B(b))), B(b)). Note that in this expression the symbol A
has airity 2 as well as 1. Clearly, we have Υ(S(A(A(a), S(B(b), B(b))), B(b))) = abbb.
(2) Consider the M-fuzzy context-free grammar G9 in Greibach 2-form of Example 2.9.
For the string [[>|[ we have the following derivation trees: t1 = S([ , S([ , B(>| , S([ )))),
t2 = S([ , S([ ,D(>|)), S([ ))) and t3 = S([ , S([ ), B(>| , S([ ))). Obviously, Υ(ti) = [ [>|[
and µ(ti;DS) = 0.009 for 1 ≤ i ≤ 3; cf. Example 6.4. In t1 the symbol S has airity 2 and 1,
in t2 airity 3, 2 and 1, and in t3 airity 3 and 1. 
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First we modify Algorithm 5.1 into a functional parsing algorithm for fuzzy context-free
grammars; cf. Algorithm 3.3. Let F(X) denote the power set of the fuzzy set X.
Algorithm 7.4. Let G = (V,Σ, P, S) be a λ-free L-fuzzy context-free grammar in Chomsky
normal form and let x be a string in Σ+.
Define the functions fˆ : Σ+ → D+ and gˆ : D+ → F(D) by
fˆ(a) = {A(a) | a ∈ P (A)} with µ(A(a); fˆ (a)) = µ(a;P (A)) (a ∈ Σ),
fˆ(w) = fˆ(a1)fˆ(a2) · · · fˆ(an) if w = a1a2 · · · an (ak ∈ Σ, 1 ≤ k ≤ n),
gˆ(A(a)) = {A(a)} with µ(A(a); gˆ(A(a))) = 1 (A ∈ N, a ∈ Σ),
gˆ(ω) =
⋃
{gˆ(χ)⊠ gˆ(η) | χ, η ∈ D+, ω = χη} (ω ∈ D+, |ω| ≥ 2) with
µ(t; gˆ(ω)) =
∨
{µ(t; g(χ) ⊠ g(η)) | χ, η ∈ D+, ω = χη} (t ∈ D, ω ∈ D+, |ω| ≥ 2),
where for X and Y in F(D) the binary operation ⊠ is defined by
X ⊠ Y = {A(t1, t2) | BC ∈ P (A), t1 ∈ X ∩DB , t2 ∈ Y ∩ DC , A,B,C ∈ N},
µ(A(t1, t2);X ⊠ Y ) =
∨
{µ(BC;P (A)) ⋆ µ(t1;X ∩ DB) ⋆ µ(t2;Y ∩DC) | A,B,C ∈ N}.
Using fˆ , gˆ and ⊠ we compute the L-fuzzy subset gˆ(fˆ(x)) of D. Then we have
• gˆ(fˆ(x)) ∩DS is the L-fuzzy set of all derivation trees of x according to G,
• µ(x;L(G)) =
∨
{µ(t; gˆ(fˆ(x)) ∩ DS) | Υ(t) = x}. 
Example 7.5. We apply Algorithm 7.5 to theM-fuzzy context-free grammar G4 of Example
2.3 and to the input b4. Computing gˆ(fˆ(b4)) yields
gˆ(fˆ(b4)) = gˆ(B(b)B(b)B(b)B(b)) = gˆ(B(b)B(b)B(b)) ⊠ gˆ(B(b))∪
∪ gˆ(B(b)B(b)) ⊠ gˆ(B(b)B(b)) ∪ gˆ(B(b))⊠ gˆ(B(b)B(b)B(b)) =
= (gˆ(B(b)B(b))⊠ gˆ(B(b)) ∪ gˆ(B(b))⊠ gˆ(B(b)B(b))) ⊠B(b) ∪ (gˆ(B(b))⊠ gˆ(B(b)))⊠
⊠ (gˆ(B(b))⊠ gˆ(B(b))) ∪B(b)⊠ (gˆ(B(b)B(b))⊠ gˆ(B(b)) ∪ gˆ(B(b))⊠ gˆ(B(b)B(b))) =
= · · · = (〈B(S(B(b), B(b)), B(b))〉0.9 ∪ 〈B(B(b), S(B(b), B(b)))〉0.9)⊠B(b)∪
∪∅ ∪B(b)⊠ (〈B(S(B(b), B(b)), B(b))〉0.9 ∪ 〈B(B(b), S(B(b), B(b)))〉0.9) =
= 〈S(B(S(B(b), B(b)), B(b)), B(b)) ∪ S(B(B(b), S(B(b), B(b))), B(b))∪
S(B(b), B(S(B(b), B(b)), B(b))) ∪ S(B(b), B(B(b), S(B(b), B(b))))〉0.81).
So the fuzzy set gˆ(fˆ(x)) ∩DS consists of the four derivation trees
S(B(S(B(b), B(b)), B(b)), B(b)), S(B(B(b), S(B(b), B(b))), B(b)),
S(B(b), B(S(B(b), B(b)), B(b))), S(B(b), B(B(b), S(B(b), B(b)))),
each of which has degree of membership 0.81. Consequently, µ(b4;L(G4)) = 0.81 which we
already knew from Example 6.2. 
Next we turn to a tabular version of the CYK-algorithm for parsing L-fuzzy context-free
languages.
Algorithm 7.6. Given a λ-free L-fuzzy context-free grammar G = (V,Σ, P, S) in Chomsky
normal form and a string a1a2 · · · an (n ≥ 1) with ak ∈ Σ (1 ≤ k ≤ n). Construct the strictly
upper-triangular (n+1)× (n+1) parsing matrix M as in Figure 3, where each element mi,j
is a finite subset of D × L with N = V − Σ. As usual, each mi,j is initially empty.
Then m0,n ∩ (DS ×L) consists of all pairs (t, s) such that t is a derivation tree of G with
Υ(t) = a1a2 · · · an and µ(a1a2 · · · an;L(G)) = s. 
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begin
for i := 0 to n− 1 do mi,i+1 := {(A(ai+1), s) | A ∈ N, s = µ(ai+1; P (A)) > 0};
for d := 2 to n do
for i := 0 to n− d do
begin j := d+ i;
mi,j := {(A(t1, t2), s) | A ∈ N, (t1, p) ∈ mi,k ∩DB , (t2, q) ∈ mk,j ∩ DC ,
i+ 1 ≤ k ≤ j − 1; s = p ⋆ q ⋆ µ(BC,P (A)) > 0 }
end
end.
Figure 3: Algorithm 7.6.
Example 7.7. Consider the M-fuzzy context-free grammar G8 in Chomsky normal form
of Example 2.8 and the string [ [>| over Σ8.
i\j 1 2 3
0 {(S([ ), 0.1), {(S(B([ ), S([ )), 0.01), {(S(A(B([ ), S([ )), F (>|)), 0.09),
(B([ ), 1)} (A(B([ ), S([ )), 0.1)} (A(B([ ), S(B([ ), F (>|))), 0.9)}
1 {(S([ ), 0.1), (B([ ), 1)} {(S(B([ ), F (>|)), 0.9)}
2 {(F (>|), 1)}
Table 6: Parsing matrix for [ [>| using Algorithm 7.6.
The initialization phase of Algorithm 7.6 yields: m0,1 = {(S([ ), 0.1), (B([ ), 1)}, m1,2 =
{(S([ ), 0.1), (B([ ), 1)} and m2,3 = {(F (>|), 1)}; the parsing matrix is in Table 6.
Now m0,3∩ (DS ×M) = {(S(A(B([ ), S([ )), F (>|)), 0.09)}, and hence the only derivation
tree of [[>| is S(A(B([ ), S([ )), F (>|)), whereas µ([ [>|;L(G8)) = 0.09. 
Extending Algorithms 4.2 and 6.1 to a parsing algorithm for L-fuzzy context-free languages
yields the following recursive descent parsing algorithm.
Algorithm 7.8. Let G = (V,Σ, P, S) be a λ-free L-fuzzy context-free grammar in Chomsky
normal form and let w be a string in Σ+. To each nonterminal symbol A in N , we associate
a function Aˆ : Σ⋆ → F(D)) defined as follows.
If the argument x of Aˆ is a word of length 1 (i.e., x is in Σ), then
Aˆ(x) = {A(x) | x ∈ P (A)} with µ(A(x); Aˆ(x)) = µ(x;P (A)) (x ∈ Σ),
and in case the length |x| of the word x is 2 or more, then
Aˆ(x) = {A(t1, t2) | t1 ∈ Bˆ(y), t2 ∈ Cˆ(z), BC ∈ P (A), y, z ∈ Σ
+, x = yz},
µ(A(t1, t2); Aˆ(x)) =
∨
{µ(t1; Bˆ(y)) ⋆ µ(t2; Cˆ(z)) ⋆ µ(BC;P (A)) | x = yz, y, z ∈ Σ
+}.
Finally, we compute the fuzzy subset Sˆ(w) of D.
It is easy to show that Sˆ(w) = {t ∈ DS | Υ(t) = w} and µ(t; Sˆ(w)) = µ(w;L(G)). 
Example 7.9. We apply Algorithm 7.8 to theM-fuzzy context-free grammar G4 of Example
2.3 and to the input b4.
Sˆ(b4) = {S(t1, t2) | t1 ∈ Aˆ(b
3), t2 ∈ Bˆ(b)} ∪ {S(t1, t2) | t1 ∈ Aˆ(b
2), t2 ∈ Bˆ(b
2)}∪
∪ {S(t1, t2) | t1 ∈ Aˆ(b), t2 ∈ Bˆ(b
3)} ∪ {S(t1, t2) | t1 ∈ Bˆ(b
3), t2 ∈ Aˆ(b)}∪
∪ {S(t1, t2) | t1 ∈ Bˆ(b
2), t2 ∈ Aˆ(b
2)} ∪ {S(t1, t2) | t1 ∈ Bˆ(b), t2 ∈ Aˆ(b
3)}∪
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∪ {S(t1, t2) | t1 ∈ Aˆ(b
3), t2 ∈ Aˆ(b)}/0.1 ∪ {S(t1, t2) | t1 ∈ Aˆ(b
2), t2 ∈ Aˆ(b
2)}/0.1∪
∪ {S(t1, t2) | t1 ∈ Aˆ(b), t2 ∈ Aˆ(b
3)}/0.1 ∪ {S(t1, t2) | t1 ∈ Bˆ(b
3), t2 ∈ Bˆ(b)}/0.9∪
∪ {S(t1, t2) | t1 ∈ Bˆ(b
2), t2 ∈ Bˆ(b
2)}/0.9 ∪ {S(t1, t2) | t1 ∈ Bˆ(b), t2 ∈ Bˆ(b
3)}/0.9.
Since Aˆ(b) = ∅ and Bˆ(b) = {B(b)}, it remains to compute Aˆ(b2), Aˆ(b3), Bˆ(b2), and Bˆ(b3).
Using Sˆ(b) = ∅, we obtain by some subcomputations that Aˆ(b2) = Aˆ(b3) = Bˆ(b2) = ∅, and
Bˆ(b3) = {B(S(B(b), B(b)), B(b)), B(B(b), S(B(b), B(b)))}/0.9 . Then we have
Sˆ(b4) = {S(t1, t2) | t1 ∈ Bˆ(b
3), t2 ∈ Bˆ(b)}/0.9 ∪ {S(t1, t2) | t1 ∈ Bˆ(b), t2 ∈ Bˆ(b
3)}/0.9 =
= {S(B(S(B(b), B(b)), B(b)), B(b)), S(B(B(b), S(B(b), B(b))), B(b)),
S(B(b), B(S(B(b), B(b)), B(b))), S(B(b), B(B(b), S(B(b), B(b))))}/0.81 .
So we obtain four derivation trees with their degree of membership as in Example 7.5. 
Finally, we provide a robust parsing algorithm for λ-free L-fuzzy context-free grammars
in Greibach 2-form; cf. Algorithms 4.4 and 6.3.
Algorithm 7.10. Let G = (V,Σ, P, S) be a λ-free L-fuzzy context-free grammar in Greibach
2-form and let w be a string in Σ+. To each nonterminal symbol A inN we associate a function
Aˆ : Σ⋆ → F(D)) defined as follows.
If the argument x of Aˆ is a word of length 1 (i.e., x is in Σ) then
Aˆ(x) = {A(x) | x ∈ P (A)} with µ(A(x); Aˆ(x)) = µ(x;P (A)) (x ∈ Σ),
and in case the length |x| of the word x is 2 or more, then
Aˆ(x) = {A(a, t1, t2) | t1 ∈ Bˆ(y), t2 ∈ Cˆ(z), aBC ∈ P (A), a ∈ Σ, y, z ∈ Σ
+, x = ayz}
∪ {A(a, t1) | t1 ∈ Bˆ(y), aB ∈ P (A), a ∈ Σ, y ∈ Σ
+, x = ay},
µ(A(a, t1, t2); Aˆ(x)) =
∨
{µ(t1; Bˆ(y)) ⋆ µ(t2; Cˆ(z)) ⋆ µ(aBC;P (A)) | a ∈ Σ, B,C ∈ N,
x = ayz, y, z ∈ Σ+}
µ(A(a, t1); Aˆ(x)) =
∨
{µ(t1; Bˆ(y)) ⋆ µ(aB;P (A)) | a ∈ Σ, B ∈ N, x = ay, y ∈ Σ
+}.
As usual, we compute the fuzzy subset Sˆ(w) of D. Then we have that Sˆ(w) = {t ∈ DS |
Υ(t) = w} and that µ(t; Sˆ(w)) = µ(w;L(G)). 
Example 7.11. Consider the M-fuzzy context-free grammar of Example 2.9. Since G is in
Greibach 2-form, we may apply Algorithm 7.10. For input [ [>|[ we obtain
Sˆ([ [>|[ ) = {S([ , t1, t2) | t1 ∈ Sˆ([>|), t2 ∈ Aˆ([ )} ∪ {S([ , t1, t2) | t1 ∈ Sˆ([ ), t2 ∈ Aˆ(>|[ )}∪
∪{S([ , t) | t ∈ Aˆ([>|[ )} ∪ {S([ , t1, t2) | t1 ∈ Sˆ([>|), t2 ∈ Cˆ([ )}∪
∪{S([ , t1, t2) | t1 ∈ Sˆ([ ), t2 ∈ Cˆ(>|[ )} ∪ {S([ , t) | t ∈ Cˆ([>|[ )}∪
∪{S([ , t1, t2) | t1 ∈ Sˆ([>|), t2 ∈ Bˆ([ )}/0.9∪
∪{S([ , t1, t2) | t1 ∈ Sˆ([ ), t2 ∈ Bˆ(>|[ )}/0.9 ∪ {S([ , t) | t ∈ Bˆ([>|[ )}/0.9∪
∪{S([ , t1, t2) | t1 ∈ Sˆ([>|), t2 ∈ Dˆ([ )}/0.9∪
∪{S([ , t1, t2) | t1 ∈ Sˆ([ ), t2 ∈ Dˆ(>|[ )}/0.9 ∪ {S([ , t) | t ∈ Dˆ([>|[ )}/0.9∪
∪{S([ , t1, t2) | t1 ∈ Sˆ([>|), t2 ∈ Sˆ([ )}/0.1∪
∪{S([ , t1, t2) | t1 ∈ Sˆ([ ), t2 ∈ Sˆ(>|[ )}/0.1 ∪ {S([ , t) | t ∈ Sˆ([>|[ )}/0.1.
Since Aˆ([ ) = Aˆ(>|[ ) = Aˆ([>|[ ) = Cˆ([ ) = Cˆ(>|[ ) = Cˆ([>|[ ) = Bˆ([ ) = Bˆ([>|[ ) = Dˆ([ ) =
Dˆ(>|[ ) = Dˆ([>|[ ) = Sˆ(>|[ ) = ∅, this reduces to
Sˆ([ [>|[ ) = {S([ , t1, t2) | t1 ∈ Sˆ([ ), t2 ∈ Bˆ(>|[ )}/0.9∪
∪{S([ , t1, t2) | t1 ∈ Sˆ([>|), t2 ∈ Sˆ([ )}/0.1 ∪ {S([ , t) | t ∈ Sˆ([>|[ )}/0.1.
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Computing the remaining sets yield Sˆ([ ) = {S([ )}/0.1, Sˆ([>|) = {S([ ,D(>|))}/0.9, Bˆ(>|[ ) =
{B(>| , S([ ))}/0.1 and Sˆ([>|[ ) = {S([ , B(>| , S([ )))}/0.09.
Substituting these partial results in the expression for Sˆ([ [>|[ ) finally yields Sˆ([ [>|[ ) =
{S([ , S([ ), B(>| , S([ ))), S([ , S([ ,D(>|)), S([ )), S([ , S([ , B(>| , S([ ))))}/0.009.
Remember that the string [ [>|[ has been obtained by three grammatical errors; viz.
by one tiny mistake and two capital blunders. Therefore the degree of membership of each
derivation tree is 0.9 ⋆ 0.1 ⋆ 0.1 = 0.009; cf. Example 6.4. 
8 Concluding Remarks
In Sections 3 and 4 we considered functional versions of the CYK-algorithm and of some
recursive descent recognizers. These functional versions have been obtained by removing
details that refer to possible implementations or to data structures. For a functional version
of Earley’s algorithm we refer to [19].
Although some of these functional algorithms are rather inefficient, they are still worth
to be studied. Firstly, they may serve as a basis for a general approach to recognition and
parsing algorithms for context-free languages [24]. Secondly, these functional algorithms are
good starting points (“prototypes”) for designing more efficient algorithms based on dynamic
programming, parallelism or on a systolic approach [21, 22]. Particularly, Algorithms 4.2 and
4.4 are inefficient; they can be implemented efficiently in many different ways; cf. e.g., the
divide-and-conquer approach in [11]. Since the “calls” of B˜(y) and C˜(z) in (12) are mutually
independent, a parallel implementation (e.g. on a parallel random access machine [23]) is a
suitable choice. Due to the fact that the context-free grammar is λ-free, the total number of
recursive calls during the computation of S˜(w) is at least 2 · |w| − 1 for Algorithm 4.2 and at
least |w| for Algorithm 4.4.
All our algorithms are based on Chomsky normal form or Greibach 2-form. Of course, one
can drop these conditions, e.g., it is possible to generalize the CYK-algorithm to arbitrary
context-free grammars [2]. And instead of the Greibach 2-form, we may use the Greibach
normal form or the super normal form of [20]. But the price we have to pay is, that the
resulting algorithms become more complicated, less transparent, and more difficult to analyze.
The algorithms in Sections 3–4 served as starting point to develop recognizers and parsers
for fuzzy context-free languages in Sections 5–7. Obviously, the complexity of these algorithms
increases when we add modifications to deal with the degree of membership. So the ultimate
complexity of the algorithms in Sections 5–7 heavily depends on the costs of the “arithmetic”
in the codomain L of the membership functions. If we restrict ourselves to the cases L = I
or L =M (Section 2), the change in the complexity will not be dramatic, particularly when
a restricted accuracy in L is sufficient; cf. the roˆle of the thresholds δ and ∆ (Section 1).
These thresholds can also be used to prune the recognition or parsing process: adding
the condition “r ⋆ p ⋆ q > δ” or “r ⋆ p ⋆ q ≥ ∆” in computing ti,j in Algorithm 5.4, speeds
up the computation but we loose some less desirable derivations (corresponding to “capital
blunders”). Clearly, this approach can be applied to other algorithms in Sections 5–7 as well.
Our algorithms in Section 5–7 are robust in the very simple sense that they are able to
report grammatical errors and the extend in which these errors affected the input string.
To correct these grammatical errors is quite a different and much more difficult problem.
Repairing a wrong terminal symbol (as in Examples 2.5 and 2.6: writing [S>|S instead of
[S]S) is rather easy, the deletion of a terminal symbol causes more problems (Examples
2.5 and 2.6: writing [SS rather than [S]S), but recovery from the deletion or incorrect
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substitution of a nonterminal symbol (Example 2.2) is anything but straightforward.
Throughout this paper we used in our examples either I or M as codomain of the mem-
bership functions. Since both I andM are linearly ordered, we will briefly sketch what might
happen when the codomain L is not linearly ordered.
Example 8.1. Cf. [17] and also Examples 3.3.(1) and 6.4.(2) in [8]. Let L be the 4-element
distributive lattice that is not a linearly ordered set, i.e, L = ({0, ξ, η, 1},∧,∨, 0, 1,∧) with
0 < ξ < 1, 0 < η < 1, and ξ and η are incomparable. Consider the following L-fuzzy context-
free grammar G11 = (V11,Σ11, P11, S) with Σ11 = {a, b}, V11−Σ11 = {S,A,B,C,D,D,E,E}
and P11, viewed as a λ-free nested fuzzy substitution, is defined by
P11(S) = {S,CD/ξ, EC/η}, P11(C) = {C,AC, a},
P11(D) = {D,BA,DA}, P11(D) = {D,BD}, P11(A) = {A, a}, P11(a) = {a},
P11(E) = {E,AB,AE}, P11(E) = {E,EB}, P11(B) = {B, b}, P11(b) = {b}.
The crisp part c(L(G11)) of L(G11) satisfies c(L(G11)) = {a
nbnan | n ≥ 1}, and for L(G11)
we have L(G11) ⊜ c(L(G11))∪{a
mbnan | m,n ≥ 1, m 6= n}/ξ∪{a
nbnam | m,n ≥ 1, m 6= n}/η .
Applying any of the recognition algorithms from Section 5–6 yields: for each n (n ≥ 1),
µ(anbnan;L(G11)) = 1, although there does not exists a completely correct derivation for
anbnan according to G11 (i.e., a derivation without grammatical errors).
Now parsing a string anbnan (n ≥ 1) is much more revealing. Viz. when we apply, for
instance, Algorithm 7.4 or 7.6, we obtain sets of the form {t1/ξ, t2/η} or {(t1, ξ), (t2, η)},
respectively. So we get two different derivation trees ti (i = 1, 2) with different, incomparable
degrees of membership. Since Υ(ti) = a
nbnan and ξ ∨ η = 1, we have µ(anbnan;L(G11)) = 1
as the recognition algorithms showed. 
The phenomenon showed in this example (“strings without a completely correct derivation,
that still do possess a degree of membership equal to 1”) partially explains the popularity of
linearly ordered codomains for membership functions.
Finally, we recall that we used fuzzy context-free grammars (at a syntactical level) to
model the effect of grammatical errors in relation to robustness in recognizing and parsing.
Of course, it is also possible to add fuzziness (at a semantical level) to a crisp context-free
grammar in order to incorporate “vagueness” or “uncertainty” in natural language processing.
An example of this latter approach can be found in [25].
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