Abstract|We study minimax-rate adaptive estimation for density classes indexed by continuous hyper-parameters. The classes are assumed to be partially ordered in terms of inclusion relationship. Under a mild condition on the minimax risks, we show that a minimax-rate adaptive estimator can be constructed for the classes.
Problem of interest
This paper concerns adaptive density estimation. Information-theoretic tools will be used to derive minimax-rate adaptive estimators for density classes indexed by continuous parameters.
Let X 1 ; X 2 , :::; X n be i.i.d. observations with density f(x); x 2 X with respect to a -nite measure . Here the space X is general and could be any dimensional. The goal is to estimate the unknown density f based on the data.
The Kullback-Leibler (K-L) divergence between two densities f and g is de ned as D(f k g) = R f log (f=g) d : Let k k denote the L 2 norm with respect to the measure ; i.e., kgk = q R g 2 (x) (dx). Both the K-L loss D(f kf) and the squared L 2 loss kf ? b fk 2 for an estimator b f will be considered for density estimation in this paper.
A density estimation procedure refers to a sequence of estimatorsf ;1 (x; X 1 ); :::;f ;n (x; X 1 ; :::; X n ); ::: based on observation(s) X 1 , ..., X n ; ::: respectively. Let denote the K-L risk, and r (f; n; ) = Ekf ?f ;n k 2 denote the squared L 2 risk at the sample size n.
Let F be a class of density functions. For a given loss function l; the minimax risk for estimating a density in F at sample size n is de ned as inf f sup f2F El(f;f); where the minimization is over all the density estimators. The minimax risks under the K-L loss and squared L 2 loss will be denoted as R(F; n) and r(F; n) respectively. See, e.g., Yang and Barron (1999) for some recent results on minimax rate of convergence. A procedure producing estimators b f n ; n 1 converging at the same order as the minimax risk is said to be minimax-rate optimal.
Let fF : 2 g be a collection of density classes indexed by a hyper-parameter 2 :
Here could be multi-dimensional with possibly continuous components (e.g., Besov classes as will be studied in Section 4). Thus the collection of density classes is uncountable in general.
The hyper-parameter is often a smoothness parameter, which controls the minimax rate of convergence. If were known, the knowledge can be used for constructing a minimax-rate optimal estimator. Unfortunately is not known and can not be estimated in reality. This calls for adaptation over 2 (or the density classes): one wants a single estimation procedure such that sup f2F R(f; n; ) (or sup f2F r(f; n; )) converges at the same order as R(F ; n) (or r(F ; n)) for each 2 ; i.e., lim sup n!1 sup f2F R(f; n; ) R(F ; n) < 1 for every 2 ?
If such a procedure exists, it will be said to be minimax-rate adaptive over the density classes being considered. Function classes well studied in function analysis and approximation theory are smoothness classes. Examples are Sobolev, Besov, and H older classes. A number of minimax-rate adaptive estimators have been derived for these smoothness classes (see e.g., Barron, Birg e and Massart (1999) and Yang (1999b) for references). Not surprisingly, the speci c characteristics of these classes are used rightfully in the construction of the adaptive estimators. The characteristics when used properly can yield estimators with both theoretical and practical advantages (e.g., wavelet thresholding for spatial adaptation over Besov classes as shown in Donoho, Johnstone, Kerkyacharian and Picard (1996)). Our interest in this paper is the theoretical question behind the successes of adaptation over continuous parameters: What structural property of the functions classes is really essential for the existence of a minimax-rate adaptive procedure?
The question was addressed by Lepskii (1991) under a general loss function. He gives general su cient conditions for the existence of minimax-rate adaptive estimators. One condition requires the existence of a sequence of estimators satisfying a certain probability requirement on the loss uniformly over all the classes. The conditions are veri ed for ellipsoidal classes under the L p norm for p 2: In this paper, we give su cient conditions for minimax-rate adaptation in terms of an inclusion relationship and a continuity assumption on the minimax risks. It is not necessary to construct special estimators and verify the conditions as used in Lepskii (1991) .
The symbol \ " will be used to mean convergence at the same order and \ " means asymptotically equivalent.
The paper is organized as follows. In Section 2, we give a preliminary result on combining density estimators. In Section 3, we present our main result. An example follows in Section 4.
Combining density estimation procedures
Let f j ; j 1g be a given general collection of density estimation procedures. Procedure j produces density estimatorsf j;1 (x; X 1 );f j;2 (x; X 2 )::: based on observation(s) X 1 , X 2 ... respectively.
The following method to combine di erent density estimation procedures is essentially given in Yang (1996 Yang ( , 1999a . Let = f j ; j 1g be a set of positive numbers satisfying P j 1 j = 1:
They may be viewed as prior weights on the procedures. Consider a sequence fN n ; n 1g with 1 N n n: Let q n?Nn+1 (x; x n?Nn+1 ) = X j 1 jfj;n?Nn+1 (x; x n?Nn+1 ); q n?Nn+2 (x; x n?Nn+2 ) = P j 1 jfj;n?Nn+1 (x n?Nn+2 ; x n?Nn+1 )f j;n?Nn+2 (x; x n?Nn+2 ) P j 1 jfj;n?Nn+1 (x n?Nn+2 ; x n?Nn+1 ) and q n (x; x n ) = P j 1 jfj;n?Nn+1 (x n?Nn+2 ; x n?Nn+1 ) f j;n?Nn+2 (x n?Nn+3 ; x n?Nn+2 ) f j;n?1 (x n ; x n?1 )f j;n (x; x n ) P j 1 jfj;n?Nn+1 (x n?Nn+2 ; x n?Nn+1 ) f j;n?Nn+2 (x n?Nn+3 ; x n?Nn+2 ) f j;n?1 (x n ; x n?1 ) :
Then letf
It is a valid density estimator of f based on X n . The procedure producingf fNng;n ; n 1 will be called a combined procedure denoted by fNng or simply . This procedure has a good risk bound under the K-L loss.
We need some mild technical conditions for adaptation under the squared L 2 loss. Throughout the paper, for the squared L 2 adaptation, we assume that the dominating measure is nite and is normalized to be a probability measure, and the unknown density is uniformly upper bounded, i.e., k f k 1 A < 1 for a known constant A:
We use a data augmentation idea to obtain a good procedure under the squared L 2 loss based on the procedure above. In addition to the observed i.i.d. sample X 1 ; X 2 ; :::; X n , let W 1 ; W 2 ; :::W n be an independent sample generated from the uniform distribution on X with respect to . Let e X i be X i or W i with probability (1=2; 1=2) according to independent coin ips. Then e X i has density g(x) = (f(x) + 1)=2, which is bounded away from 0. Then apply the adaptation procedure on the new data e X i ; 1 i n to obtain estimator b g n of g: Since the unknown density g is known to be bounded between 1=2 and 1=2 + A=2, we can project (if necessary) the estimators into this range without increasing the square L 2 risk. Finally estimate f by e f n = 2ĝ n ? 1. Note that e f n is a valid (nonnegative and integrate to 1), but randomized density estimator of f: Call this procedure :
Proposition 0: For any given countable collection of estimation procedures f j ; j 1g and , we can construct a single estimation procedure as given above such that for any underlying density f, R(f; n; ) inf
The procedure satis es r(f; n; ) C inf
where the constant C depends only on A.
Remarks:
1. In Yang (1996 Yang ( , 1999a , (1) is given with the choice of N n = n: The choice of N n smaller than n (e.g., N n n=2) as used in Catoni (1997) reduces the in uence of earlier estimates, which may improve the risk bound on the estimator. This can avoid an extra logarithmic factor in the risk bound for parametric rates. For applications with nonparametric risk rates, there is no di erence in order.
2. An individual risk bound under the K-L loss given in Catoni (1997) for a similarly de ned strategy is inf j 1 ((1=N n )log(1= j ) + R(f; n ? N n + 1; j )) ; which is a little simpler for analysis.
When good procedures have decreasing risks (as one would wish), (1) is slightly smaller. 3. Similar adaptation methods and risk bounds for nonparametric regression are given in Yang (1999b) .
We omit the proof of Proposition 0 here, which follows from the proof of Theorems 1 and 2 in Yang (1999a) except N n is taken to be n there. The choice of fN n g as to give a best bound depends on f in general. For polynomially decreasing risk R(f; n; j ) = O (n ? s(n)) for some 0 < 1 and s(n) slowly varying, the choice of N n n with 0 < < 1 leads to a bound of the desired order (1=n) log (1= j ) + n ? s(n):
Note that we do not assume that the unknown density function is bounded away from zero.
In trying to avoid such a strong assumption for the squared L 2 loss, we have a little nuisance in the risk bound: the risk of the combined procedure at an unknown density f is bounded in terms of the risks of the original procedures at g = (f + 1)=2 instead of f itself. This does not cause trouble for applications where minimax risks are considered for nonparametric classes including f and g at the same time as is the case for the classical convex classes.
The adaptation method given above takes an advantage of a relationship between data compression/coding and density estimation. Some related results on combining estimation, coding or individual prediction procedures are in Feder and Merhav (1996) , Cesa-Bianchi et al (1997), Cesa-Bianchi and Lugosi (1999) and others.
3 Adaptation over an uncountable collection of function classes From Proposition 0, under mild conditions, minimax-rate adaptive estimators exist for a countable collection of density classes, since (1=n) log(1= j ) is negligible for a nonparametric class and does not change the rate of convergence for a parametric class. For adaptation over an uncountable collection of classes, however, it becomes more complicated. Obviously, one can not expect minimax-rate adaptation if the classes are completely unstructured. We here use some natural su cient conditions. The idea is simple: rst discretize the hyper-parameter and then work on adaptation over the discretized hyper-parameter values. A certain continuity argument hopefully can extend adaptation to other hyper-parameter values. For this case, the assignment of the prior weights has to be done carefully so that for each 2 ; there exists an approximation sequence with prior weights suitably large.
For simplicity, consider the case that is a subset in a nite-dimensional Euclidean space If the minimax risk sequence satis es R(F; bn=2c) R(F; n); we say the minimax risk of the class F is rate-regular. The familiar rates of convergence n ? (log n) for some 0 < 1 and 2 R are rate-regular. If for every choice of N n with N n = o(n), we have
then we say the class has a regular risk. If R(F; n) converges essentially more slowly than the parametric rate, i.e., R(F; n) cn ? for some 0 < < 1 and a constant c > 0; we say the class has a nonparametric risk. An example for a regular risk is when R(F; n) is asymptotically equivalent to n ? (log n) (or more generally n ? times a slowly varying sequence) for some and 2 R with 0 < 1 for having a regular risk and 0 < < 1 for having a regular nonparametric risk. A similar de nition will be used for the squared L 2 risk.
Assumption 1: The minimax risk is upper bounded by M(n; ) of the same order for each 2 : The bound is \continuous" in ; in the sense that for each 0 2 , if 0 k and k k ? 0 k 2 ! 0; then j log M(n; 0 )?log M(n; k )j C 0 (log n) 0 k k ? 0 k 2 for some positive constants C and (possibly depending on 0 ). Assumption 2: For each 0 2 , there exists a constant r 0 such that for each j; there is a j 2 N j with 0 j and k 0 ? j k 2 r 0 2 ?j .
The Assumption 1 requires the minimax risks (bounds) do not change too dramatically and the second assumption assumes that the dyadic grid is reasonably e cient for the inclusion relationship. Both assumptions are satis ed by the familiar smoothness classes such as Besov.
Theorem 1: Let fF , 2 g be any collection of density classes each with a nonparametric rate-regular risk under the loss being considered. Assume Assumptions 1 and 2 are satis ed for the loss of interest.
1. There exists a minimax-rate adaptive procedure under the K-L loss. If in fact, each class in the collection has a regular risk, and if Assumption 1 is satis ed with M(n; ) = R(F ; n), then there exists an adaptive estimator asymptotically achieving the minimax risk under the K-L loss for every class F , 2 . 2. Assume that fF , 2 g is uniformly bounded with sup 2 sup f2F k f k 1 A < 1: If in addition, each F j is convex including the uniform density 1 or the classes are uniformly bounded away from zero, then there exists a minimax-rate adaptive estimator over the classes under the squared L 2 loss.
Remark: From the proof of Theorem 1, the requirement on M(n; ) in Assumption 1 can be weakened to j log M(n; 0 ) ? log M(n; k )j C 0 n 0 k k ? 0 k 2 : The conclusions above still hold. The form used in Assumption 1 is motivated for typical smoothness classes.
Proof: Consider the following countable collection of classes: fF : 2 Q \ g: (3) We assign prior weights f ; 2 Q \ g based on a description of the indices of the classes according to information theory (see, e.g., Rissanen (1983) ). For every dyadic rational number q; it can be written as q = i(q) + P l(q) j=1 a j (q)2 ?j for some l 1; a j 's being either 0 or 1, and i is the integer part of q. To describe such a q, we just need to describe the integers i, l; and the a j 's. To describe i; we rst describe the sign of i using log 2 2 = 1 bit, and then describe the absolute value of i using log (i) =: log 2 (i)+2 log 2 (log 2 (i + 1)) bits. Then describe l using log (l) bits, and nally describe a j 's using l bits. By this way, we describe all the hyper-parameter components 1 ; :::; m for = ( 1 ; :::; m ) 2 Q \ : The total description length for then is m X k=1 (1 + log (i( k )) + log (l( k )) + l( k )) :
The prior weight of class F in the countable collection is with ? log 2 equal the above expression. The coding interpretation guarantees f : 2 Q \ g is a sub-probability (see, e.g., Cover and Thomas (1991, p. 52)), i.e., P 2Q\ 1. One can either normalize to be a probability or put the remaining probability on any chosen class without any e ect on rates of convergence. Now for each class F in (3), there exists a procedure with estimatorf based on X n such that max f2F R(f; n; ) (1 + " n )R(F ; n); where " n # 0 as n ! 1 (Note that the minimax risk may not be achievable for each n). We then combine these procedures based on Proposition 0 using the prior weights described above. We have the following risk bound for the K-L loss R(f; n; ) inf is bounded and l( (n) k ) = j; and by Assumption 1, M(n; (n) ) M(n; 0 ) e C 0 (logn) 0 r 0 2 ?j e C 0 r 0 (logn) ?1 with the choice of j = j n = ( 0 + 1) log 2 log n (for n large enough). Correspondingly, log (1= ) e C 0 log log n for some constant e C 0 . Since F 0 F (n) ; it follows from above R(f; n; ) e C 0 log 2 log 2 n N n + (1 + " n?Nn+1 )R(F (n) ; n ? N n + 1) e C 0 log 2 log 2 n N n + (1 + " n?Nn+1 )M(n ? N n + 1; (n) ) e C 0 log 2 log 2 n N n + (1 + " n?Nn+1 )e C 0 r 0 (log n) ?1 M(n ? N n + 1; 0 ):
If the minimax risk is rate-regular and that the minimax risk converges more slowly than (log 2 log 2 n) =n; by taking e.g., N n = n=2; the minimax-rate adaptation over the classes follows from above. For the asymptotic minimax adaptation under the K-L loss, take e.g., N n = n= log n: Under the condition that Assumption 1 is satis ed with M(n; ) = R(F ; n); from (4), we have Together with " n?Nn+1 ! 0; log (n ? N n + 1) ! 1; and the assumption that R(F 0 ; n) converges more slowly than (log 2 log 2 n) =n, we have sup f2F 0 R(f; n; ) R(F 0 ; n) ! 1 as n ! 1:
The proof of minimax-rate adaptation under the squared L 2 loss is similar using Proposition 0. Note that when the densities in the classes F are uniformly bounded away from zero, then the K-L loss and the squared L 2 loss are equivalent in the sense that each is bounded above and below by a multiple of the other. For that case, minimax rate adaptation under the squared L 2 loss follows directly from the minimax rate adaptation under the K-L loss. This completes the proof of Theorem 1. 
