Tablet computers have emerged as increasingly useful tools in medical education, particularly for assessment. However, it is not fully established whether tablet computers in uence the quality and/or quantity of feedback provided in high stakes assessments. It is also unclear how electronicallyrecorded feedback relates to student performance. Our primary aim was to determine whether differences existed in feedback depending on the tool used to record it.
Introduction
Assessment plays an important role throughout all stages of both under-and postgraduate medical education. As well as determining that a certain standard has been reached, ranking students, highlighting areas of weakness in teaching or the curriculum, the assessment process can serve as a means by which feedback can be given to students and demonstrate areas where knowledge, skills and attitudes need improved. 1, 2 The Objective Structured Clinical Examination (OSCE) is a well-established tool in the armamentarium of assessors and simple binary checklists are often employed to record marks. 3 OSCEs also lend themselves to examiners and patient partners being able to record global rating scales according to overall performance, while written comments have the potential to provide a wealth of information, especially in poorly performing or 'borderline' students. 4, 5 However, issues can arise when checklist paper marks recorded are 'read' by optical software and missing marks are found. 6 Moreover, written comments about performance (typically encouraged in less well performing students) may not have a dedicated space and be considered as an afterthought by examiners, hand-writing may be diffi cult to read and providing students with a record of such individualised comments may prove diffi cult. This has led to interest in, and increasing use of, mobile electronic tools in an attempt to streamline and enhance different aspects of the assessment process.
Studies have looked at the reliability of electronic marking effi ciency and the process and acceptability to examiners and candidates. [7] [8] [9] While useful at progressing knowledge, it 1 is also important to look beyond the basics, and determine if the use of electronic devices leads to improved feedback. In one of our early studies, it was found that the use of iPads™ in a Year 1 summative OSCE resulted in an increase in quantity and quality of individual comments compared to paper-based checklists. 4 However, it is uncertain if these fi ndings can be extrapolated to higher stakes examinations, which are typically longer, and of greater complexity. It is also possible that examiner behaviour in providing feedback may vary in assessments of different degrees of importance.
Feedback is a vital component of medical education and is necessary for students and trainees to improve as learners and clinicians. 10, 11 It should be focused, given immediately, help direct future learning, and be a vehicle by which to reinforce correct behaviours and competencies. 12, 13 In this respect, individualised feedback (rather than binary checklist items) based on a students' performance during an OSCE can often be a rich source of information, especially in less well performing students where explicit feedback may confer greatest benefi t.
Our primary aim was to determine if the quality and quantity of examiner written feedback relating to candidate performance in a Final Year MBChB (the qualifi cation that students typically obtain from UK medical schools in order to practise medicine) OSCE differed depending on whether feedback was recorded by hand or electronically. Our secondary aim was to explore the relationship between comments and performance.
Methods
We conducted a retrospective database and exam sheet analysis exploring quantitative and qualitative feedback across two methods of capturing data. Comparisons were made between traditional paper scoring sheets versus iPads™ across two consecutive years (2015 and 2016) of a fi nal year student MBChB 15 station OSCE at the University of Aberdeen.
In 2011, the University of Aberdeen designed an electronic OSCE application (app) for use on iPads™, containing all the components of the paper-based marking sheet including a free space section for optional written comments. As well as marking a box to record completion of checklist items, examiners are asked to document a global score for each encounter, both of which contribute to the production of a pass mark for that particular station using the borderline regression method.
14 The global score used consisted of a 1-5 Likert scale where 1 indicated an 'unsatisfactory' and 5 indicated an 'excellent' performance, and is considered to be an important refl ection of students' overall ability. 15 At pre-exam briefi ngs, all examiners were encouraged to provide written (in 2015) or electronic feedback (in 2016) where considered appropriate, especially in poorly performing and 'borderline' students. No specifi c training was provided on how to give 'good' feedback. All examiners were aware their comments could be provided to the students.
For each student-examiner encounter, data were collected depending on whether an examiner comment was made and, if so, the number of words per comment. The global rating per station was also collected. Comments from both years were scored independently for quality by two authors (AJM and KC) using a validated 5-point rating scale (Feedback Quality Rating Scale; Kappa 0.625 for inter-rater reliability). 4 Quality point descriptors were as follows:
1. judgmental non-specific praise or comments on appearance only (lowest quality of feedback) 2. description of performance or suggestion for improvement 3. description of performance and suggestion for improvement 4. objective appraisal of performance 5. objective appraisal of performance and suggestion for improvement (highest quality of feedback).
Where discrepancies occurred between quality scores for individual comments, they were reviewed by both authors together to determine the most appropriate quality score. Such discrepancies were found in only 57 (3%) of all comments.
Data were stored and analysed using SPSS version 23.0. We compared the number of examiner comments, total number of words, mean number of words per comment and mean number of words per station for each OSCE station using independent t-test. Relationships between written and electronic feedback according to overall student performance were explored according to checklist and global rating scores provided by examiners, using chi-squared analysis. 15 The study was reviewed by the local College Ethics Review Board and ethical permission was granted.
Results
Data from 190 students (comprising 2850 exam papers using paper based marking) in 2015 and 193 (comprising 2895 electronic data entries using iPad™ marking) in 2016 were analysed. Table 1 illustrates data relating to characteristics of comments. A signifi cantly greater overall (p < 0.001) number of comments, total number of words and mean number of words per station were given with iPad™ versus written feedback. The mean number of words per comment was greater (p < 0.001) for written versus electronic marking (15 versus 12 respectively), indicating that written comments (when given), were of greater length than electronic comments. For both written and iPad™ feedback, most comments were quality rating 2 (i.e. second lowest quality of feedback; 76% versus 80% respectively) with no difference in overall quality (p = 0.223).
For all global ratings, students were signifi cantly (p < 0.001) more likely to receive feedback when iPads™ were used for marking compared to paper checklists (Figure 1 ). For both written and electronic feedback, the most poorly performing students (according to the global rating scores) were signifi cantly more likely to receive a high quality comment (as indicated by the Feedback Quality Rating Scale) than highly performing students (p < 0.001) (data not shown). For both marking modalities, the highest proportion of students receiving feedback was 'unsatisfactory' (i.e. a score of 1 on the global rating scale). For these students, comments were left for 49% for written versus 77% for electronic marking (p < 0.001 for the difference). Table 2 demonstrates that for both written and electronic feedback, the global rating score had a signifi cant impact on mean number of words of feedback provided (p < 0.001). In other words, poorly performing students received longer comments than highly performing students irrespective of mode of recording.
For both written and electronic feedback, students with lower checklist scores were signifi cantly more likely to receive feedback than students with high checklist score (p < 0.001). As shown in Figure 2 , for written feedback, the quality of feedback was also likely to be signifi cantly greater for students with low checklist scores (p = 0.007). Checklist score did not, however, have a signifi cant impact on the quality of feedback (as indicated by the Feedback Quality Rating Scale) given for electronic feedback (p = 0.882).
Discussion
Although tablet computers are acceptable, cost-effi cient and result in fewer missed marks when used during assessment, it remains important to demonstrate they do not adversely infl uence quantity or quality of feedback. 16 Our study found that the use of iPads™ in high stakes assessment resulted in a signifi cantly greater quantity of feedback compared to written comments, without a negative impact on quality of comments. However, while overall feedback was not of a high quality, examiners provided signifi cantly more, and better quality, comments for less capable students when using a tablet computer.
Our fi ndings are in keeping with results from an earlier study in which an increase in the quantity of electronic comments versus paper was observed. 4 In contrast to our own fi ndings, in this earlier study, iPads™ did lead to a signifi cant (p < 0.001) increase in the overall quality of comments. Why this was the case is unclear, although the authors postulated that the relative novelty of the iPad™ may have 'encouraged' better comments. In addition, there may have been fewer time constraints in a fi rst year OSCE compared to a fi nal year, allowing higher quality comments to be left. For early year students, action can be taken according to the nature of feedback whereas by fi nal year, concerns may be diffi cult to remediate. This all means that poorly performing students Table 1 Comparison between paper and electronic feedback. Quality ranked 1-5 using the Feedback Quality Rating Scale, where 1 is the lowest and 5 is the highest quality of feedback Figure 1 Proportion of students receiving feedback depending on modality of recording during assessment. For both modalities, students were signifi cantly more likely to receive feedback if they performed poorly (p < 0.001). For each global score, a signifi cantly (p < 0.001) greater proportion of students received feedback with use of an iPad can be 'signposted' to specifi c areas of weakness in their performance, which could be especially usefully in formative assessment.
It is uncertain why there was an increase in the quantity of comments when iPads™ were used during assessment. However, iPads™ had a dedicated 'free type' section for optional comments which examiners were directed to at the end of the checklist, while paper marking sheets did not have a dedicated area for comments (although examiners were encouraged to write on the reverse side of the checklist). It is also possible that examiners found it quicker to type comments, given tablet and keyboard use are now ubiquitous in many work and recreational contexts. It is also possible that examiners found marking easier (and hence quicker) using the iPad™ and, as a consequence, had more time available to type comments.
The increase in quantity of provided comments was greatest in the group comprising of 'borderline' and 'unsatisfactory' students according to global score. These groups were also more likely to receive better quality comments. This is both reassuring and important, as these students are most likely to gain greatest benefi t from individual feedback. There was not, however, an increase in quality for poorer performing students by checklist score. A further administrative benefi t of tablet recording of comments is that they can be provided to all students, removing a requirement for written comments to be transcribed. This could be especially useful, as it has been demonstrated that recall after receiving verbal feedback following an OCSE can be inaccurate and poorly representative. 17 Our study has some important strengths. First, for both written and electronic comments, all were scored by two authors independently and a joint decision was made when there were discrepancies (typically due to illegible examiner handwriting). Second, the quality of comments was graded using a previously validated scoring system rather than individual impressions. Third, our study involved a large number of students and experienced examiners across 15 OSCE stations, increasing the chances of our fi ndings being 'real' and not occurring by chance. In addition, the study was based in a real exam setting so feasibility and applicability are high.
While our paper adds to the few published reports on the topic, it has some weaknesses. For instance, while the examiner cohort, number and characteristics of students and OSCE station content/format were similar across both years, they were not identical. However, the cohort of examiners is similar from year to year and the exam itself was comparable, with the same organisers and a similar (low) pass mark. It is important to point out that our study was of a pragmatic observational nature with no controls, meaning there could be other reasons for our fi ndings such as increased comfort with typing rather than hand-writing and greater number of prompts/cues. In this respect, an analysis of frequency and quality of typed comments in future fi nal year OSCEs would be useful. Finally, the authors were not blinded to whether comments were written or electronic.
Further work is required to explore why the improvement in quality of comments observed in early year OSCEs was not replicated in a Final Year OSCE. In addition, the existing app could be developed further to prompt or mandate examiners to leave a comment if a 'borderline' or 'unsatisfactory' global score is recorded.
Our study has shown that the use of tablet computers in a high stakes OSCE can result in an increase in the quantity of bespoke comments relating to individuals' performance generally, and both the quantity and quality of comments/ feedback for less well performing students was also better. These fi ndings add to the literature supporting the use of tablet computers in assessment. Ongoing consideration should be given to ensuring that examiner training promotes best practice in improving the delivery of high quality feedback. Figure 2 Impact of checklist score on the quality of comments according to modality of recording during assessment. For paper feedback, checklist score had a signifi cant impact on the quality of feedback (p = 0.007). Checklist score did not have a signifi cant impact on quality of electronic feedback (p = 0.882)
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