For a xed, continuous, periodic kernel K, an sk{spline is a function of the form sk(x) = d+ P n i=1 c i K(x?x i ). In this paper we consider a generalisation of the univariate sk{spline to the d{dimensional torus (d 2), and give almost optimal error estimates of the same order, in power scale, as harmonic approximation on Sobolev's classes in L q . An important component of our method is that the interpolation nodes are generated using number theoretic ideas.
For a continuous function f the sk{spline interpolant to f on the grid n is denoted sk(f; n ). Such functions are natural generalisation of periodic polynomial splines, realised when K is a Bernoulli monospline of appropriate order. The sk{splines were introduced, and their basic theory developed, by Kushpel 5, 6] . In this paper we continue with the development of error estimates for sk{spline interpolation, begun, in the univariate case, in 7] , and extended into higher dimensions in 10, 3] . For an overview of approximation by sk{splines see 8] .
In the univariate case the optimal rate of convergence of spline interpolants with n knots and n points of interpolation on Sobolev's classes W r p (TT 1 ) in L q (TT 1 ), 1 p; q 1, has order n ?r+1=p?1=q)+ , where n ! 1, r 2 IN, (a) + := maxfa; 0g. This statement follows e.g. from ], which is much slower than the order of harmonic approximation. In 1] the rate of convergence of Hermite interpolants, for p = q = 2, is explored. In the case of Lagrange interpolation they obtain the order of convergence n ?(r+1=2)=d .
Applying the apparatus of sk{splines we construct method of interpolation which have the same order, in the power scale, of convergence as harmonic approximation. In 3] we give such a result. Using more sophisticated techniques we can improve this result by decreasing the order of the logarithmic term in the error estimate. This is the purpose of the current article.
An important component of our method is that the interpolation nodes are generated using prime numbers and associated number theoretic ideas.
For a xed prime number P let ZZ d G P = fg = (g 1 ; : : :; g d ) : 1 g i P ? 1; i = 1; : : : ; dg. Then, let g P = fw j = 2 jg=P : j = 0; 1; : : : ; P ? 1g. For future reference we note that ?w j = w P?j , j = 0; 1; : : : ; P ? 1, setting w P = w 0 . We note here that there exist elements g 2 G for which this knot sequence has almost minimal discrepancy; see Kuipers and Niederreiter 4] .
De ne the Fourier coe cientŝ
where wz denotes the scalar product of the vectors w and z, and dw is the normalised Haar measure on the torus. We will consider kernels K of the form
(z)e iwz ; X has a unique solution. In Section 2 we give an explicit representation of the cardinal sk{spline on the knot set g P , and give some useful facts concerning these splines. In Section 3 we give asymptotic error bounds for sk{spline interpolation, on g P , 5
of functions in Sobolev classes. Note that all equivalences in this paper are modulo P, and that all integrals are over the torus with respect to normalised Haar measure. 
Thus, for j = 1; : : : ; P ? 
i.] Lemma 2 tells us that
Hence, Z f sk with the understanding that c 0 = c P . However, as was discussed in Remark 1, the coe cients c 1 ; : : :; c P are unique, giving the required result.
For the following theorem we require some new notation. Let P denote a sum in which the summation index ranges over all non zero elements of the summation set.
Theorem 2 Let E z (w) = e izw ? P P j=1 e izw j f 3 Error Estimates.
In the following analysis we will require two simple inequalities. We will prove the rst only, the second following in a similar fashion. again using the inductive hypothesis. However, t 1 = t 0 1 = 1 as > 1, so the nal sum is bounded by n + 2 completing the proof for > 1.
Before proceeding with our error estimate we x the kernel K and de ne the anisotropic Sobolev class W a p . Let the dimensions of the torus be ordered 
where E z (w) is de ned in the statement of Theorem 2.
To estimate the right hand side of (4) (11) by the converse of H older's inequality.
We have, because K is even, Z h(w)(K )(w) dw = Z (K h)(w) (w) dw:
Now we examine the term Z h(w) sk(K ; g
using the fact that f sk g P is even (Lemma 3 (a) 
Reordering the sum over j we get, in mind of the fact that c (i?j)(modP) = c (j?i)(modP) (Lemma 3 (b) (ii)),
where, to produce the last line, we have simply reversed the argument used to produce (13). However, 2 2U 0 q 0 , so that, substituting the last equation and (12) into (11) 
