This paper is concerned with the existence of invariant measure for 3D stochastic primitive equations driven by linear multiplicative noise under non-periodic boundary conditions. The common method is to apply Sobolev imbedding theorem to proving the tightness of the distribution of the solution. However, this method fails because of the non-linearity and non-periodic boundary conditions of the stochastic primitive equations. To overcome the difficulties, we show the existence of random attractor by proving the compact property and the regularity of the solution operator. Then we show the existence of invariant measure.
Introduction
The paper is concerned with the stochastic primitive equations (PEs) in a cylindrical domain
where M is a smooth bounded domain in R 2 :
2) ∇ · υ + ∂ z w = 0, (1.3)
The unknowns for the 3D stochastic PEs are the fluid velocity field (υ, w) = (υ 1 , υ 2 , w) ∈ R 3 with υ = (υ 1 , υ 2 ) and υ ⊥ = (−υ 2 , υ 1 ) being horizontal, the temperature T and the pressure p. f = f 0 (β + y) is the given Coriolis parameter, Q is a given heat source. ∇ = (∂ x , ∂ y ) is the horizontal gradient operator and ∆ = ∂ 2 x + ∂ 2 y is the horizontal Laplacian. Let α i , β i ∈ R, i = 1, 2, · · ·, n, {w 1 i , w 2 i , i = 1, 2...n} be a sequence of one-dimensional, independent, identically distributed Brownian motions. Here, we take n k=1 α k υ • dw 1 k and n k=1 β k T • dw 2 k to be Stratonovich multiplicative noise. The viscosity and the heat diffusion operators L 1 and L 2 are given by
where ν 1 , µ 1 are the horizontal and vertical Reynolds numbers and ν 2 , µ 2 are the horizontal and vertical heat diffusivity. Without loss of generality, we assume that
The boundary of O is partitioned into three parts: Γ u ∪ Γ b ∪ Γ s , where Γ u = {(x, y, z) ∈ O : z = 0}, Γ b = {(x, y, z) ∈ O : z = −h}, Γ s = {(x, y, z) ∈ O : (x, y) ∈ ∂M, −h ≤ z ≤ 0}.
Here h is a sufficiently smooth function. Without loss of generality, we assume h = 1.
We impose the following boundary conditions on the 3D stochastic PEs. where η(x, y) is the wind stress on the surface of the ocean, γ is a positive constant, τ is the typical temperature distribution on the top surface of the ocean and n is the norm vector to Γ s . For the sake of simplicity, we assume that Q is independent of time and η = τ = 0. It is worth pointing out that all results obtained in this paper are still valid for the general case by making some simple modifications. Integrating (1.3) from −1 to z and using (1.5), (1.6), we have w(t, x, y, z) := Φ(υ)(t, x, y, z) = − T (x, y, z ′ , t)dz ′ .
Then (1.1)-(1.4) can be rewritten as existence of invariant measures for the stochastic PEs subject to non-periodic boundary conditions. Maybe it is an attempt to solve this problem by proving the asymptotic compact property of the solution operator. The remaining of this paper is organized as follows. In section 2, some preliminaries of 3D stochastic primitive equations are stated. In section 3, the global well-posedness of 3D stochastic primitive equations is proved. In section 4, we establish the existence of random attractor. Finally, in section 5, the existence of invariant measures for 3D stochastic primitive equations is obtained. As usual, constants C may change from one line to the next, unless, we give a special declaration. Denote by C(a) a constant which depends on some parameter a.
Preliminaries
For 1 ≤ p ≤ ∞, let L p (O), L p (M ) be the usual Lebesgue spaces with the norm
In particular, | · | and (·, ·) represent norm and inner product of
, · m,p ) stands for the classical Sobolev space, see [1] . When p = 2, we denote by H m (O) = W m,2 (O) with norm · m . Without confusion, we shall sometimes abuse notation and denote by · m the norm in H m (M ). Let
We denote by V 1 the closure space of V 1 in (H 1 (O)) 2 and V 2 the closure space of V 2 in H 1 (O), respectively. Let H 1 be the closure space of V 1 with respect to the norm
Let U = (υ, T ),Ũ = (υ,T ), V is equipped with the inner product
Subsequently, the norm of V is defined by U = U, U 1 2 V . The inner product of H is defined by
Denote V ′ i the dual space of V i , i = 1, 2. Furthermore, we have the compact embedding relationship
i · , i = 1, 2. For the sake of simplicity, in the following, we denote
3 Global well-posedness of (1.9)-(1.14)
In this section, we aim to prove the global well-posedness of (1.9)-(1.14). Firstly, we introduce the following definition. Given T > 0, fix a single stochastic basis (Ω, F, {F t 0 ,t } t∈[t 0 ,T ] , P), where
(3.15)
and the following
Then α(t) and β(t) satisfy the following stratonovich equations
Then, (u(t), θ(t)) satisfies
The boundary and initial conditions for (3.16)-(3.18) are [24] , which will help us to show the continuity of the solution with respect to time in (H 1 (O)) 3 . For the proof, see [29] . 
and T > 0. Then, for P-a.s., ω ∈ Ω, there exists a unique strong solution (u, θ) of the system (3.16)- (3.21) or equivalently (v, T ) to the system (1.9)-(1.14) on the interval [t 0 , T ].
Proof. Let [t 0 , τ * ) be the maximal interval of existence of the strong solution, for fixed ω ∈ Ω, we will establish various norms of this solution in the interval [t 0 , τ * ). In particular, we will show that if τ * < ∞ then H 1 −norm of the strong solution is bounded over the interval [t 0 , τ * ). A priori estimates: Referring to [9] , definē
In particular,ū
Taking the average of equations (3.16) in the z direction over the interval (−1, 0), and using boundary conditions (3.19), we have
By the integration by parts, we get
Substituting (3.23) and (3.24) into (3.22),ū satisfies
By subtracting (3.25) from (3.16) and using (3.19), (3.27), we conclude thatũ satisfies
In the following, we will study the properties ofū andũ.
(1) Estimates of |θ| 2 and |u| 2 . Take the inner product of equation (3.17) with θ in H 2 , we get
By integration by parts,
By the Hölder inequality, we have
referring to (48) in [9] ,
then, we arrive at
Hence, there exists a positive λ such that
Applying the Gronwall inequality, we have
In view of (3.30) and (3.31), we obtain sup
Taking inner product of (3.16) with u in H 1 , by integration by parts, we have
By (3.32), we get
(2) Estimates of |θ| 4 4 and |ũ| 4 4 . Taking the inner product of the equation (3.17) with θ 3 in H 2 , we have
By integration by parts, we have
Applying the interpolation inequality to |θ 2 | 3 , we obtain
Using (3.37) and the Hölder inequality, we get
Combining (3.36) and (3.38), we arrive at
by the Young's inequality, we have Applying the Gronwall inequality, there exists a positive number which is still denoted by λ such that
Taking the inner product of the equation (3.28) with |ũ| 2ũ in H 1 , we obtain
By integration by parts and boundary conditions (3.29), we have
whereũ k is the k−th coordinate ofũ, k = 1, 2. Based on the above equalities and by integration by parts, we obtain
Applying the Hölder inequality, the Minkowski inequality and the interpolation inequalities, we obtain
By the Young's inequality and the interpolation inequalities, we get
By the Hölder inequality, the Minkowski inequality, the interpolation inequality and the Young's inequality, we get
Applying the Hölder inequality, the Minkowski inequality, the interpolation inequality and the Young's inequality, we have
Analogously, we have
Collecting all the above inequalities, we have
and
Applying the Gronwall inequality, we conclude that
Estimates of |∇ū| 2 and |u z | 2 . Taking the inner product of equation (3.25) with −∆ū in L 2 (M ), we arrive at
By integration by parts and (3.26)-(3.27)(for more detail, see [9] ), we have
Applying the Hölder inequality and the interpolation inequalities, we obtain
Using the Hölder inequality, the Minkowski inequality and the Sobolev imbedding theorem, we have
From the above inequalities, we conclude that
Therefore, applying Gronwall inequality and (3.34), (3.45), (3.46), we arrive at
Taking the inner product of the equation (3.48) with u z in H 1 , we obtain
By integration by parts, we obtain
Thanks to the Hölder inequality, the interpolation inequality and the Sobolev imbedding theorem, we reach
Similar to the above, we get
Collecting the above inequalities, we have
Applying Gronwall inequality to (3.49), and by (3.47), we reach sup
Estimates of |∇u| 2 and |∇θ| 2 . Taking the inner product of equation (3.16) with −∆u in H 1 , we reach
By the Hölder inequality, the interpolation inequality and the Sobolev inequality, we have
Due to the Hölder inequality, the Minkowsky inequality, the interpolation inequality and the Sobolev embedding theorem, we get
We also have
Collecting all the above inequalities, we get
Applying the Gronwall inequality, and by (3.32),(3.45), (3.47), (3.50), we obtain sup
Taking the inner product of the equation (3.17) with −∆θ − θ zz in H 2 , similar to the above, we get
Utilizing the Gronwall inequality, we get
In the following, we will complete our proof of the global well-posedness of stochastic PEs by three steps. Concretely, we firstly prove the global existence of strong solution. Then, we show that the solution is continuous in the space V with respect to t. At last, we prove the continuity in V with respect to the initial data.
Step 1: the global existence of strong solution.
In the previous, we have obtained a priori estimates in V. As we have indicated before that [t 0 , τ * ) is the maximal interval of existence of the solution of (3.16)-(3.21), we infer that τ * = ∞, a.s.. Otherwise, if there exists A ∈ F such that P(A) > 0 and for fixed ω ∈ A, τ * (ω) < ∞, it is clear that lim sup
which contradicts the priori estimates (3.50), (3.54) and (3.55). Therefore τ * = ∞, a.s., and the strong solution (u, θ) exists globally in time a.s..
Step 2: the continuity of strong solutions with respect to t. Multiplying (3.16) by η ∈ V 1 , integrating with respect to space variable, yields
where ∇p s , A 1 η|.
By the Hölder inequality and the Sobolev imbedding theorem, we have
we obtain
Referring to Lemma 3.1, we deduce that
To study the regularity of θ, we choose ξ ∈ V 2 . By (3.17) we have
Step 3: the continuity in V with respect to the initial data. Let (υ 1 , T 1 ) and (υ 2 , T 2 ) be two solutions of the system (3.16)-(3.21) with corresponding pressure p b ′ and p b ′′ , and initial data ((υ 0 ) 1 , (T 0 ) 1 ) and ((υ 0 ) 2 , (T 0 ) 2 ), respectively. Denote by
Then we have
56) 
Using the Agmon inequality and the Hölder inequality, we obtain
Applying the Hölder inequality, the interpolation inequality and the Sobolev embedding theorem, we get
Similar to the above, we obtain
With the help of the Hölder inequality, we deduce that
By the boundary conditions, we know that |T | 2 is small than
. Keeping this in mind and taking an inner product of the equation (3.57) with L 2 T , we have
By the Agmon inequality, we get that
Taking an similar argument as K 2 (t), we obtain
Similarly, we can prove that
Notice that |∇v| 2 + |∂ z v| 2 is equivalent to v 2 and |∇T | 2
is equivalent to T 2 , letting ε be small enough, we deduce from the above estimates of K 1 − K 6 and J 1 − J 4 that ξ(s)ds < ∞, a.s., for all t ∈ (t 0 , ∞), which implies that
Therefore, we proved that for any t ∈ (t 0 , ∞), (u(t), θ(t)) is Lipschitz continuous in V 1 × V 2 with respect to the initial data (u(t 0 ), θ(t 0 )), which is equivalent to that strong solution (υ(t), T (t)) of (1.9)-(1.14) is Lipschitz continuous in V 1 × V 2 with respect to the initial data (v t 0 , T t 0 ), for any t ∈ (t 0 , ∞). 
Existence of random attractor
In this section, we establish the existence of random attractor. Firstly, we recall some preliminaries from [3] . Denote by C 0 (R; X) the space of continuous functions with values in X and equal to 0 at t = 0. Let (X, d) be a polish space and (Ω,F,P) be a probability space, whereΩ is the two-sided Wiener space C 0 (R; X). Definition 4.1 A family of maps S(t, s; ω) : X → X, −∞ < s ≤ t < ∞, parametrized by ω ∈Ω, is said to be a stochastic flow, ifP-a.s., (i) S(t, r; ω)S(r, s; ω)x = S(t, s; ω)x for all s ≤ r ≤ t, x ∈ X, (ii) S(t, s; ω) is continuous in X, for all s ≤ t, (iii) for all s < t and x ∈ X, the mapping ω → S(t, s; ω)x is measurable from (Ω,F ) to (X, B(X)) where B(X) is the Borel σ-algebra of X, (iv) for all t, x ∈ X, the mapping s → S(t, s; ω) is right continuous at any point. Moreover, if for all bounded sets B ⊂ X, there exists t B (ω) such that for all s ≤ t B (ω)
we say K(t, ω) is an absorbing set at time t.
Let {ϑ t :Ω →Ω}, t ∈ T = R, be a family of measure preserving transformations of the probability space (Ω,F ,P) such that for all s < t and ω ∈Ω, the following
hold. Then, (ϑ t ) t∈T is a flow and ((Ω,F ,P), (ϑ t ) t∈T ) is a measurable dynamical system. It's easy to identify Ω(B, t, ω) = x ∈ X : there exists s n → −∞ and x n ∈ B such that lim
Furthermore, if there exists a compact attracting set K(t, ω) at time t, it is not difficult to check that Ω(B, t, ω) is a nonempty compact subset of X and Ω(B, t, ω) ⊂ K(t, ω).
Definition 4.6 For all t ∈ R and ω ∈Ω, a random closed set ω → A(t, ω) is called the random attractor, ifP−a.s.,
) A(t, ω) is the minimal closed attracting set, i.e., ifÃ(t, ω) is another closed attracting set, then
it is invariant, in the sense that, for all s ≤ t, S(t, s; ω)A(s, ω) = A(t, ω).
Let A(ω) = A(0, ω), then the invariance property can be written as
We will prove the existence of the random attractor using Theorem 2.2 in [3] . For the convenience of reference, we cite it here. where the union is taken over all the bounded subsets of X. Then we haveP-a.s.,
(1) A(ω) is a nonempty compact subset of X. If X is connected, it is a connected subset of K(ω).
(2) The family A(ω), ω ∈ Ω, is measurable. Moreover, it is the minimal closed set with this property: ifÃ(ϑ t ω) is a closed attracting set, then A(ϑ t ω) ⊂Ã(ϑ t ω).
(5) For any bounded set B ⊂ X, d(S(t, s; ω)B, A(ϑ t ω)) → 0 in probability when t → ∞.
And if the time shift ϑ t , t ∈ R is ergodic, (6) there exists a bounded set B ⊂ X such that Before showing the existence of random attractor, we recall the Aubin-Lions Lemma, which is vital to the proof of Theorem 4.2. 
Then X is a Banach space equipped with the norm |h|
The main result is: Proof. Denote by w = (w 1 := n k=1 α k w 1 k , w 2 := n k=1 β k w 2 k ) the R 2 −valued Brownian motion, which has a version ω in C 0 (R, R 2 ) :=Ω, the space of continuous functions which are zero at zero. In the following, we consider a canonical version of w given by the probability space (C 0 (R, R 2 ), B(C 0 (R, R 2 )),P), whereP is the Wiener-measure generated by w and B(C 0 (R, R 2 )) is the family of Borel subsets of C 0 (R, R 2 ). Now, define the stochastic flow (S(t, s; ω)) t≥s, ω∈Ω by S(t, s; ω)(υ s , T s ) = (α −1 (t)u(t, ω 1 ), β −1 (t)θ(t, ω 2 )), (4.63) where (υ, T ) is the strong solution to (1.9)-(1.14) with (υ s , T s ) = (α −1 (s)u s (s, ω 1 ), β −1 (s)θ s (s, ω 2 )) and (u, θ) is the strong solution to (3.16)-(3.21). It can be checked that assumptions (i)-(iv) and (a)-(c) of stochastic dynamics are satisfied with X = V . Indeed, properties (i),(ii),(iv) of the solution operator (S(t, s; ω)) t≥s,ω∈Ω follows by Theorem 3.2 and property (iii) of the solution operator also holds with the help of the global existence of strong solution to (1.9)-(1.14) rest upon Faedo-Galerkin method. Furthermore, (Ω, B(C 0 (R, R 2 )),P, ϑ) is an ergodic metric dynamical system. In the following, we will prove the existence of the random attractor. Let (u(t, ω; t 0 , u 0 ), θ(t, ω; t 0 , θ 0 )) be the solution to (3.16) − (3.21) with initial value u(t 0 ) = u 0 and θ(t 0 ) = θ 0 . By the law of the iterated logarithm, we have In view of (3.33) and (4.66), taking a similar argument as (4.66), forP−a.e. ω ∈Ω, we deduce that there exists random variable r 2 (ω), depending only on λ such that for arbitrary ρ > 0 there exists t(ω) ≤ −4 such that for all t 0 ≤ t(ω) and (u 0 , θ 0 ) ∈ V with u 0 + θ 0 ≤ ρ, u(t, ω; t 0 , u 0 ) satisfies 
Therefore, by virtue of (4.66)-(4.68), we conclude that forP−a.e. ω ∈Ω, there exists random variable C 1 (ω), depending only on λ such that for arbitrary ρ > 0 there exists t(ω) ≤ −4 such that for all t 0 ≤ t(ω) and (u 0 , θ 0 ) ∈ V with u 0 + θ 0 ≤ ρ,ũ(−3, ω; t 0 , u 0 ) satisfies
Integrating (3.44) with respect to time over [−3, t], we get
In view of (4.66)-(4.68) and (4.71), forP−a.e. ω ∈Ω, we deduce that there exists random variable r 4 (ω) such that for arbitrary ρ > 0 there exists t(ω) ≤ −3 such that for all t 0 ≤ t(ω) and (u 0 , θ 0 ) ∈ V with u 0 + θ 0 ≤ ρ, u(t, ω; t 0 , u 0 ) satisfies
Taking integration of (3.43) with respect to time over [−3, 0] yields, By (4.67), (4.68) and (4.74), forP−a.e. ω ∈Ω, we infer that that there exists random variable C 2 (ω) such that for ρ > 0 there exists t(ω) ≤ −3 such that for all t 0 ≤ t(ω) and (u 0 , θ 0 ) ∈ V with u 0 + θ 0 ≤ ρ,ũ(t, ω; t 0 , u 0 ) satisfies
By (3.46), (4.68) and (4.75), proceeding as (4.73), forP−a.e. ω ∈Ω, there exists random variable C 3 (ω) such that for arbitrary ρ > 0 there exists t(ω) ≤ −2 such that for all t 0 ≤ t(ω) and (u 0 , θ 0 ) ∈ V with u 0 + θ 0 ≤ ρ,ū(t, ω; t 0 ,ū 0 ) satisfies
In view of (3.49) and (4.76), following the steps in (4.73), forP−a.e. ω ∈Ω, there exists a random variable r 5 (ω), such that for arbitrary ρ > 0 there exists t(ω) ≤ −1 such that for all t 0 ≤ t(ω) and
Regarding (3.53), (4.66), (4.67) and (4.77), we repeat the procedures of deriving (4.73) and (4.74). ForP−a.e. ω ∈Ω, there exists a random variable r 6 (ω) such that for arbitrary ρ > 0 there exists t(ω) ≤ −1 such that for all t 0 ≤ t(ω) and (u 0 , θ 0 ) ∈ V with u 0 + θ 0 ≤ ρ, u(t, ω; t 0 , u 0 ) satisfies
By (3.55), (4.66), (4.77) and (4.78), proceeding as above, forP−a.e. ω ∈Ω, there exists a random variable r 7 (ω) such that for arbitrary ρ > 0 there exists t(ω) ≤ −1 such that for all t 0 ≤ t(ω) and (u 0 , θ 0 ) ∈ V with u 0 + θ 0 ≤ ρ, θ(t, ω; t 0 , θ 0 ) satisfies
Now we are ready to prove the desired compact result. Let r(ω) = r 5 (ω) + r 6 (ω) + r 7 (ω), then B(−1, r(ω)), the ball of center 0 ∈ V and radius r(ω), is an absorbing set at time −1 for (S(t, s; ω)) t≥s,ω∈Ω . According to Theorem 4.1, in order to prove the existence of the random attractor in the space V , we need to to construct a compact absorbing set at time 0 in V . Let B be a bounded subset of V , set
; V ) and a subsequence of {S(t, −1; ω)(ν 0,n , τ 0,n )} n∈N still denoted by {S(t, −1; ω)(ν 0,n , τ 0,n )} n∈N such that By the measure theory, we know that the convergence in mean square implies almost sure convergence. Therefore, it follows from (4.79) that there exists a subsequence {S(t, −1; ω)(ν 0,n , τ 0,n )} n∈N such that lim n→∞ S(t, −1; ω)(ν 0,n , τ 0,n ) − (ν * (t), θ * (t)) = 0, a.e. t ∈ (−1, 0]. (4.80)
Fix any t ∈ (−1, 0]. By (4.80), we can select a t 0 ∈ (−1, t) such that lim n→∞ S(t 0 , −1, ω)(ν 0,n , τ 0,n ) − (ν * (t 0 ), θ * (t 0 )) = 0.
Then by the continuity of S(t − t 0 , t 0 ; ω) in V with respect to the initial value, we have S(t, −1; ω)(ν 0,n , τ 0,n ) = S(t − t 0 , t 0 ; ω)S(t 0 , −1; ω)(ν 0,n , τ 0,n ) → S(t − t 0 , t 0 ; ω)(ν * (t 0 ), θ * (t 0 )), in V.
Hence, for any t ∈ (−1, 0], we can always find a convergent subsequence of {S(t, −1; ω)(ν 0,n , τ 0,n )} n∈N in V, which implies that for any fixed t ∈ (−1, 0], ω ∈Ω, S(t, −1; ω) is a compact operator in V. Set B(0, ω) = S(0, −1; ω)B(−1, r(ω)), then, B(0, ω) is a closed set of S(0, −1; ω)B(−1, r(ω)) in V. Using the above argument, we know that B(0, ω) is a random compact set in V. Precisely, B(0, ω) is a compact absorbing set in V at time 0. Indeed, for (ν 0,n , τ 0,n ) ∈ B, there exists s(B) ∈ R − such that for any s ≤ s(B), we have S(0, s; ω)(ν 0,n , τ 0,n ) = S(0, −1; ω)S(−1, s; ω)(ν 0,n , τ 0,n ) ⊂ S(0, −1; ω)B(−1, r(ω)) ⊂ B(0, ω).
Therefore, we conclude the result from Theorem 4.1.
Existence of invariant measure
Up to now, we are ready to prove the existence of invariant measure of the system (1.9)-(1.14). Let U 0 = (v 0 , T 0 ) ∈ V , U (t, ω; U 0 ) := (v(t, ω; t 0 , v 0 ), T (t, ω; t 0 , T 0 )) is the solution to (3.16)-(3.21) with the initial value U 0 . Following the standard argument, we can show that U (t, ω; U 0 ), t ∈ [t 0 , T ] is Markov process in the sense that for every bounded, B(V )-measurable F : V → R, and all s, t ∈ [t 0 , T ], t 0 ≤ s ≤ t ≤ T , E(F (U (t, ω; U 0 ))|F s )(ω) = E(F (U (t, s, U (s))) ) forP − a.e. ω ∈ Ω, where F s = F t 0 ,s (see (3.15) ), U (t, s, U (s)) is the solution to (1.9)-(1.14) at time t with initial data U (s).
For B ∈ B(V ), defineP t (U 0 , B) =P((U (t, ω; U 0 ) ∈ B).
For any probability measure ν defined on B(V ), denote the distribution at time t of the solution to (1.9)-(1.14) with initial distribution ν by (νP t )(·) = VP t (x, ·)ν(dx).
For t ≥ t 0 and any continuous and bounded function f ∈ C b (V ; R), we havẽ for all f ∈ C b (V ; R) and t ≥ 0.
Let µ · be a transition probability fromΩ to V , i.e., µ · is a Borel probability measure on V and ω → µ · (B) is measurable for every Borel set B ⊂ V. Denote by PΩ(V ) the set of transition probabilities with µ · and ν · identified ifP{ω : µ ω = ν ω } = 0.
In view of Proposition 4.5 in [4] , the existence of random attractor obtained in Theorem 4.2 implies the existence of invariant Markov measure µ · ∈ PΩ(V ) for S such that µ ω (A(ω)) = 1, P-a.e.. Therefore, referring to [2] , there exists an invariant measure for the markov semigroupP t and it is given by ρ(B) = Ω µ ω (B)P(dω), where B ⊆ V is a Borel set. If the invariant measure ρ forP is unique, the invariant Markov measure µ · for S is unique and given by µ ω = lim t→∞ S(0, −t, ω)ρ.
Based on the above, we arrive at Theorem 5.1 The Markov semigroup (P t ) t≥0 induced by the solution (U (t, ω; U 0 )) t≥0 to (1.9)- (1.14) has an invariant measure ρ with ρ(A(ω)) = 1P-a.e..
