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Abstrat
We formulate a spetral problem related to the onset of superondutivity for a gen-
eralized Ginzburg-Landau model, where the order parameter and the magneti poten-
tial are dened in the whole spae. This model is devoted to the `proximity eet' for
a superonduting sample surrounded by a normal material. In the regime when the
Ginzburg-Landau parameter (of the superonduting material) is large, we estimate the
ritial applied magneti eld for whih the normal state will lose its stability, a result
that has some roots in the physial literature. In some asymptoti situations, we reover
results related to the `standard' Ginzburg-Landau model, where we mention in partiular
the two-term expansion for the upper ritial eld obtained by Heler-Pan.
Keywords and phrases: generalized Ginzburg-Landau equations, proximity eets, Shrödinger
operator with magneti eld, semilassial analysis.
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1 Introdution and main results
1.1 The generalized Ginzburg-Landau model
It is predited by the physiist deGennes [18, 19℄ that the presene of a normal material
exterior to a superondutor will push the superonduting eletron Cooper pairs to ow
through the normal material and to penetrate signiatively over a band of length
1
b , alled
the `extrapolation length'. To understand this phenomenon, whih is alled by deGennes the
`proximity eet', one has to onsider a generalized Ginzburg-Landau theory where the order
parameter and the magneti potential are both dened in the whole spae.
In the Ginzburg-Landau theory (f. [22℄), the superonduting properties are desribed by
a omplex valued wave funtion ψ, alled the `order parameter', and a real vetor eld A,
alled the `magneti potential'. The pair (ψ,A) has the following physial interpretation :
|ψ|2 measures the density of the eletron Cooper pairs (in partiular, ψ ≡ 0 orresponds to a
normal state) and curlA measures the indued magneti eld in the sample. For ylindrial
superondutors with innite height and plaed in an applied magneti eld parallel to the
axis of the ylinder, it is suient to dene the pair (ψ,A) on R2 (i.e. on the 2-D ross setion).
The system is in equilibrium when the pair (ψ,A) minimizes the `Gibbs free energy'.
After a proper saling, the `Gibbs free energy' has the following form (f. [12℄) :
(ψ,A) 7→ G(ψ,A) =
∫
R2
{
1
m˜
|∇κHAψ|2 + a˜κ2|ψ|2 + β˜ κ
2
2
|ψ|4 + (κH)2|curlA− 1|2
}
dx,
(1.1)
where we use the notation,
∇κHAψ = (∇− iκHA)ψ. (1.2)
The funtional (1.1) depends on many parameters : κ > 0 is a temperature independent pa-
rameter alled the `Ginzburg-Landau parameter' (it is a harateristi of the superonduting
material), H > 0 is the intensity of the onstant applied magneti eld, m˜, a˜, β˜ are funtions
dened in R
2
and are depending on the material, temperature, et. Typially, the funtion a˜
depends on the temperature T in the following way :
a˜ ≈ (T − Tc),
where Tc is the ritial temperature. As in [12℄, we take the funtions m˜, a˜, β˜ in the following
form :
m˜ =
{
1, in Ω
m, in R2 \Ω a˜ =
{ −1, in Ω
a, in R2 \ Ω β˜ =
{
1, in Ω
0, in R2 \Ω. (1.3)
Here Ω ⊂ R2 is assumed to be open, bounded and simply onneted, and a,m are positive
onstants. Typially, Ω orresponds to a superonduting material1 (i.e. below its ritial
temperature) surrounded by a normal material (i.e. above its ritial temperature).
If (ψ,A) ∈ H1loc(R2;C) × H1loc(R2;R2) is a ritial point of G, then the following ondition
holds for any (φ,B) ∈ C∞0 (R2;C)× C∞0 (R2;R2),∫
R2
(
1
m˜
ℜ (∇κHAψ · ∇κHAφ)− κH
m˜
B · ℑ (ψ∇κHAψ)+ (κH)2curlA · curlB)dx
= (κH)2ℜ
(∫
Ω
(1− |ψ|2)ψφ dx− a
∫
Ωc
ψφ dx
)
.
1
We emphasize here that the Ginzburg-Landau parameter κ is determined only by the material in Ω.
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Thus, (ψ,A) is a weak-solution of the following system of equations, whih we all `generalized
Ginzburg-Landau equations',
−∇2κHAψ = (κH)2(1− |ψ|2)ψ, in Ω,
curl2A = 1κHℑ
(
ψ∇κHAψ
)
, in Ω,
− 1m∇2κHAψ + a(κH)2ψ = 0, in Ω
c
,
curl2A = 1m(κH)ℑ
(
ψ∇κHAψ
)
, in Ω
c
,
T int∂Ω {ν · ∇κHAψ} = 1emT ext∂Ω {ν · ∇κHAψ} , T int∂Ω ψ = T ext∂Ω ψ,
T int∂Ω (curlA) = T ext∂Ω (curlA ) , T int∂Ω (A) = T ext∂Ω (A) on ∂Ω.
(1.4)
In the above equations, ν is the unit outward normal vetor of ∂Ω. We use the notations T int∂Ω
and T ext∂Ω to denote, respetively, the `interior' and the `exterior' trae on ∂Ω :
T int∂Ω : H1(Ω) −→ L2(∂Ω), T ext∂Ω : H1(Ωc) −→ L2(∂Ω).
Although an inreasing number of mathematiians beome interested in the problems arising
from superondutivity, very few attention is paid to the funtional (1.1). In the former
literature, the authors are either onerned with the minimization of an energy funtional
dened only in Ω (f. (1.21)), or they replae the energy of the normal material by a boundary
term (f. (1.20)). We mention here for instane the works of Berno-Sternberg [7℄, Baumann-
Phillips-Tang [6℄, Lu-Pan [34℄, Heler-Morame [24℄, Heler-Pan [25℄, Fournais-Heler [17℄
and Kahmar [31℄. Other `generalized' energy funtionals similar to (1.1) and that models
`inhomogeneous' superonduting samples were also analyzed previously, see for instane [2, 4℄
and the referenes therein. The inhomogeneity there is only due to variations of the `ritial
temperature' within the sample (i.e. m˜ = 1 and a˜ varies), and the authors were mainly
onerned with the analysis of `pinning eets', that is, roughly speaking, the attration of
vorties towards the less superonduting regions (unlike our situation where we are onerned
with the analysis of the onset of superondutivity).
Perhaps it is in [12℄ that the funtional (1.1) is rst introdued in the mathematial literature,
but the analysis there seems to remain at a formal level. Reently, a rigorous analysis of the
funtional (1.1) has been arried out by Giorgi [20℄. Among other things, the author proves
the existene of minimizers for (1.1) in a suitable funtional spae (related to the analysis of
Laplae's equation in R
2
, see [3℄), the existene of normal states and of an upper ritial eld.
By a normal state we mean a solution of (1.4) of the form (0,F). In our situation, we an
hoose F in the following anonial way :
F(x1, x2) =
1
2
(−x2, x1), ∀(x1, x2) ∈ R2,
and we notie that F satises :
curlF = 1, divF = 0, in R2.
With the above property, the vetor eld F is unique up to a gauge transformation (f. [20℄).
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1.2 Statement of the results
A normal state is said to be stable
2
if it is a loal minimum of (1.1). The Hessian of (1.1) at
the normal state (0,F) is given by :
E ∋ (φ,B) 7→ 2Q[κ,H](φ) + 2(κH)2
∫
R2
|curlB|2dx,
where the quadrati form Q[κ,H] is dened by :
Q[κ,H](φ) =
∫
Ω
(|∇κHFφ|2 − κ2|φ|2) dx+ ∫
Ωc
(
1
m
|∇κHFφ|2 + aκ2|φ|2
)
dx. (1.5)
Thus, for (0,F) to be stable, a neessary ondition is to have :
Q[κ,H](φ) ≥ 0, ∀φ ∈ H1κHF(R2),
where, given a vetor eld A and an open set U ⊂ R2, the spae H1A(U) is dened by,
H1A(U) = {u ∈ L2(U); ∇Au ∈ L2(U)}. (1.6)
By Friedrih's Theorem, the quadrati form (1.5) denes a self-adjoint operator
3
, the bottom
of its spetrum is given by :
µ(1)(κ,H) = inf
φ∈H1κHF(R2),φ 6=0
(
Q[κ,H](φ)
‖φ‖2
L2(R2)
)
. (1.7)
In terms of (1.7), we dene the following `loal' upper ritial eld,
HC3(a,m;κ) = inf{H > 0; µ(1)(κ,H) ≥ 0}. (1.8)
Below HC3 , normal states will loose their stability. Our aim is to estimate HC3 as κ→ +∞.
It ould be more onvenient to use the notation H locC3 rather than that in (1.8). However, there
are many reasonable denitions of the upper ritial eld all of whih are proved to oinide
for a `standard' model and when the Ginzburg-Landau parameter κ is suiently large (f.
[16, 17℄). We have hosen the denition of the upper ritial eld in (1.8) beause its analysis
is atually purely spetral. We hope to verify in the near future that even for this model,
other denitions of the upper ritial eld will oinide with the denition given in (1.8).
We state now our main results.
Theorem 1.1. There exists a funtion α : ]0,+∞[×]0,+∞[ 7→ ]Θ0, 1] suh that, given a,m >
0, the upper ritial eld satises,
HC3(a,m;κ) =
κ
α(a,m)
(1 + o(1)) , (κ→ +∞). (1.9)
Here Θ0 ∈]0, 1[ is a universal onstant.
2
Our denition of stability is atually that of `loal stability', but in the regime onsidered in this paper,
we expet that `stability' and `loal stability' of normal states will oinide.
3
This is a linear ellipti operator with disontinuous oeients. The theory of suh operators is well
treated, see [40℄ for example.
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Compared with the former literature ([25, 34, and referenes therein℄), we observe that
the value of the upper ritial eld an be strongly modied. It is well known to physiists
that the upper ritial eld for type II superondutors is strongly dependent on the type of
the material plaed adjaent to the superondutor (f. [26℄).
To prove Theorem 1.1, we need various estimates on the bottom of the spetrum µ(1)(κ,H) in
the regime κ,H → +∞ (f. (1.7)). Eigenvalue asymptotis for linear ellipti operators with
disontinuous oeients arise in other ontexts (f. [27℄), but here the problem is dierent.
We follow the tehnique of Heler-Morame [24℄ by analyzing the model ase when Ω = R×R+
is the half-plane. Atually, let us onsider the quadrati form,
H1κHA0(R2) ∋ φ 7→ QR×R+ [κ,H](φ), (1.10)
where
QR×R+ [κ,H](φ) =
∫
R×R+
(|(∇κHA0φ|2 − κ2|φ|2) dx+ ∫
R×R−
(
1
m
|∇κHA0φ|2 + aκ2|φ|2
)
dx,
and the magneti potential A0 is dened by :
A0(x1, x2) = (−x2, 0), ∀(x1, x2) ∈ R× R. (1.11)
We denote by
µ(1)(κ,H;R × R+) = inf
φ∈H1κHA0 (R
2),φ 6=0
QR×R+ [κ,H](φ)
‖φ‖2
L2(R2)
. (1.12)
Performing the saling t = (κH)1/2x2 and z = (κH)
1/2x1, we get with α = κ/H,
µ(1)(κ,H;R ×R+) = κH β(a,m,α). (1.13)
Here β(a,m,α) is the bottom of the spetrum of the self-adjoint operator assoiated to the
quadrati form
H1A0(R2) ∋ v 7→ Q[a,m,α](v),
whih is dened by,
Q[a,m,α](v) =
∫
t>0
(|∂tv|2 + |(t− i∂z)v|2 − α|v|2) dtdz (1.14)
+
∫
t<0
(
1
m
[|∂tv|2 + |(t− i∂z)v|2]+ aα|v|2) dτdz.
We dene α(a,m) as the solution, whih will be shown to exist uniquely in Theorem 3.7,
of the equation β(a,m,α) = 0. Notie that this will orrespond to the magneti eld
H = κ/[α(a,m)] that satises µ(1)(κ,H;R × R+) = 0.
In the next theorem, we desribe the behavior of the funtion α.
Theorem 1.2. Given a > 0, the funtion m 7→ α(a,m) is stritly dereasing, α(a,m) = 1 if
m ≤ 1, Θ0 < α(a,m) < 1 if m > 1, and
lim
m→1+
α(a,m) = 1. (1.15)
Moreover, α(a,m) has the following asymptoti expansion as m tends to ∞ :
α(a,m) = Θ0 +
3
√
aΘ0C1√
m
+O
(
1
m
)
, (1.16)
where C1 > 0 is a universal onstant.
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Let us mention that the universal onstants Θ0 and C1 are dened via auxiliary spe-
tral problems (f. (2.13) and (2.14)) and were already present in the analysis of the `stan-
dard model', see however [6, 7, 25, 31, 34℄ (Θ0 is indeed the bottom of the spetrum of the
Neumann realization of the Shrödinger operator with onstant magneti eld in R × R+).
Numerially [37, 8℄, one nds that Θ0 ∼ 0.59. Theorem 1.2 proves the validity regime of the
results of [26℄.
For suiently large values of the parameter m, we are able to obtain a two-term asymp-
toti expansion of the upper ritial eld, where the salar urvature plays a major role.
Theorem 1.3. Given a > 0, there exist a onstant m0 > 1 and a funtion
C1(a, ·) : [m0,+∞[ 7→ R+
suh that, if m > 0 veries m ≥ m0, then the upper ritial eld satises,
HC3(a,m;κ) =
κ
α (a,m)
+
C1 (a,m)
α (a,m)3/2
(κr)max +O
(
κ−1/3
)
, as κ→ +∞, (1.17)
where κr denotes the salar urvature of ∂Ω.
Let us explain what stands behind the statement of Theorem 1.3. As in [33℄, we look for
a formal eigenfuntion orresponding to the eigenvalue (1.12) in the form :
v(x1, x2) = exp
(
−iζ0(κH)1/2x1
)
f
(
(κH)1/2x2
)
, (x1, x2) ∈ R× R, (1.18)
that is, we ask for ζ0 ∈ R and f ∈ H1(R) ∩ L2(R; τ2dτ) suh that∫
t>0
(|∂tf |2 + |(t+ ζ0)f |2 − α|f |2) dτ
+
∫
t<0
(
1
m
[|∂tf |2 + |(t+ ζ0)f |2]+ aα|f |2) dτ = 0.
The existene of ζ0 ours only when m > 1 (f. Theorem 3.5), and, unlike the ase of [24, 33℄,
the uniqueness of ζ0 is not obvious. We are able to obtain uniqueness of ζ0 only in the regime
m → +∞, whih explains why the onlusion of Theorem 1.3 is limited to suiently large
values of m. However, we believe that that this restrition is tehnial and we onjeture that
the funtion C1(a, ·) an be extended to ]1,m0] so that the asymptoti expansion (1.17) will
hold for any m > 1.
Remark 1.4.
1. In the regime m→ +∞, Theorems 1.1 and 1.2 give, to a rst order approximation, the
same behavior as in [34℄. This was predited by the formal omputations of [12℄.
2. Let us note that the funtion C1(·, ·) satises4
lim
m→+∞ C1(a,m) = (1 + 6aΘ
2
0)C1,
so we reover, for a = 0 and m = +∞ in (1.17), the two-term asymptoti expansion of
Heler-Pan [25℄.
4
This will follow from Proposition 3.6, the expression of C1 (f. (7.17) and (4.10)) and the asymptoti
behavior as m→ +∞ (f. Proposition 3.10).
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Remark 1.5.
1. It would be desirable to remove the hypothesis of smoothness of the boundary ∂Ω. As
in [9, 11℄, one an perhaps onsider a pieewise smooth domain.
2. After having obtained Theorems 1.1-1.3, we have learned about the existene of [21℄,
where the authors deal only with the one-dimensional ase.
1.3 Comparison with the deGennes model
The physiist deGennes [18℄ proposes to model the proximity eet by means of a `Robin
type' boundary ondition. He assumes that the order parameter satises,
ν · (∇− iκHA)ψ + γ˜(κ;x)ψ = 0 on ∂Ω, (1.19)
and that this ondition permits one to ignore the behavior of ψ outside Ω. The funtion
γ˜(κ; ·) is supposed to be smooth and is alled (when it is onstant) the deGennes parameter.
In this ase, one has to replae the energy (1.1) by :
H1(Ω;C)×H1(Ω;R2) ∋ (ψ,A) 7→ E(ψ,A) = Gs(ψ,A) +
∫
∂Ω
γ˜(κ;x)|ψ(x)|2dµ|∂Ω(x), (1.20)
where Gs is dened by :
Gs(ψ,A) =
∫
Ω
{
|∇κHAψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4 + (κH)2|curlA− 1|2
}
dx. (1.21)
Let us take γ˜(κ;x) = κδγ0 with δ ≥ 0 and γ0 ∈ R. We an dene an upper ritial eld
HC3(δ, γ0;κ) as before (i.e. below HC3 , normal states will loose their stability). In the next
theorem, we give a rst order approximation of HC3(δ, γ0;κ).
Theorem 1.6. There exists a stritly inreasing funtion R ∋ γ 7→ Θ(γ) suh that, as
κ→ +∞, we have the following asymptotis :
HC3(δ, γ0;κ) =

κ
Θ0
(1 + o(1)), if 0 ≤ δ < 1 or if γ0 = 0;
κ
Θ(γ0 · ℓ(γ0)) (1 + o(1)), if δ = 1;
κ, if δ > 1 and γ0 > 0;(
γ0
η0
)2
κ2δ−1, if δ > 1 and γ0 < 0.
(1.22)
Here ℓ(γ0) is the unique solution of the impliit equation
Θ(γ0 · ℓ(γ0)) = ℓ(γ0)2
and η0 is the unique zero of Θ(·).
For a preise denition of the funtion Θ(·), see (2.8). In partiular, we have Θ(0) = Θ0.
The existene of the funtion ℓ(·) is proved in Lemma A.2.
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Remark 1.7. Let us onsider the ase of Theorem 1.1 when m > 1. In this ase, α (a,m) ∈
]Θ0, 1[ (f. Theorem 1.2), and there exists a unique γ (a,m) > 0 suh that
α (a,m) = Θ (γ (a,m)) .
Then by putting,
γ0 =
γ (a,m)√
α (a,m)
, ℓ(γ0) =
√
α (a,m),
we get,
HC3(a,m;κ) =
κ
Θ(γ0 · ℓ(γ0)) (1 + o(1)) , as κ→ +∞.
Therefore, the result of Theorem 1.1 orresponds to the following boundary ondition
ν · (∇− iκHA)ψ + κγ0ψ = 0, on ∂Ω.
Remark 1.8. In Theorem 1.6, if 0 ≤ δ ≤ 1, one an still obtain an asymptoti expansion of
HC3(δ, γ0;κ) involving the salar urvature (f. [25, 30℄).
Remark 1.7 suggests that one an replae the spetral problem (1.5)-(1.7) by a suitable
problem in Ω (with some deGennes boundary ondition) having the same ground state ener-
gies and whose ground states oinide in Ω. However, as the ase of the half-plane model will
show, this will not be the ase and the best one an hope is the onvergene of the ground
state energies.
Atually, if this were the ase for the half-plane, i.e. there exists ζ0 = ζ0(a,m) ∈ R suh that
the funtion v given by (1.18) is an eigenfuntion of (1.10)-(1.12) and satises the boundary
ondition:
∂x2v = γ0(a,m) v on ∂R× R+,
then we get that ζ0(a,m) = ξ
(
γ(a,m)
)
, where γ0(a,m) and γ(a,m) are given by Remark 1.7,
and ξ(·) will be dened in (2.10). On the other hand, by the disussion in Subsetion 3.4, and
in partiular Proposition 3.14, we get that
lim
m→+∞
√
m
(
ζ0(a,m)− ξ
(
γ(a,m)
))
> 0,
whih shows that it is impossible for the ground state to satisfy the boundary ondition
orresponding to the right value of the ground state energy.
One should also mention in this diretion the result for the nonlinear problem obtained reently
in [28℄, where the author proves that for the ase without magneti eld, H = 0, all minimizers
of (1.1) are gauge equivalent to a real phase (uκ, 0) that satises as κ→ +∞ :
ν · ∇uκ = κ
√
a
2m
uκ(1 + o(1)) on ∂Ω.
When ompared with Theorems 1.2, 1.6 and Remark 1.7 we get, espeially for m = 1, that for
eah regime of the applied magneti eld one should assoiate a dierent deGennes bound-
ary ondition. The physial interpretation is that the penetration length, whih deGennes
measures in terms of his parameter in the boundary ondition, is strongly dependent on the
applied magneti eld (as predited in [15℄).
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1.4 Organization of the paper
In Setion 2, we reall auxiliary material that we shall use frequently in the paper. The
analysis of the model problem (1.10) leads in Setion 3 to the spetral analysis of a family of
ordinary dierential operators. We obtain by elementary arguments most of the properties
announed in Theorem 1.2, and we omplete its proof by a ne asymptoti analysis when the
parameter m is large.
In Setion 4, we analyze a `rened' family of model operators, whose study is essential for the
proof of Theorem 1.3.
In Setion 5, we establish a simpler formula of the upper ritial eld. Using the results of
Setion 3, we are able to follow a similar analysis to [24℄ for estimating the bottom of the
spetrum µ(1)(κ,H) and we give a proof of Theorem 1.1.
Sine the variational problem (1.7) is over the whole plane R
2
, minimizers do not always exist.
In Setion 6, we establish using Persson's Lemma [35℄ the existene of minimizers to (1.7)
when the intensity of the magneti eld H is near HC3 . We prove also by using the tehnique
of Agmon estimates [1℄ that the minimizers of (1.7) deay exponentially fast away from the
boundary ∂Ω.
We are now ready in Setion 7 to imitate the analysis of Heler-Morame [24, Setion 11℄ and
to derive a two term-asymptoti expansion of µ(1)(κ,H) and we use it to prove Theorem 1.3.
Finally, in Appendix A, we give a proof for the asymptotis announed in Theorem 1.6.
2 Auxiliary material
2.1 A family of ordinary dierential operators.
The analysis of a anonial operator in the half-plane R × R+ with deGennes boundary
ondition leads us naturally to a family of ordinary dierential operators (f. [30℄). Given
(γ, ξ) ∈ R× R, we dene the quadrati form,
B1(R+) ∋ u 7→ q[γ, ξ](u) =
∫
R+
(|u′(t)|2 + |(t− ξ)u(t)|2) dt+ γ|u(0)|2, (2.1)
where, for a positive integer k ∈ N and a given interval I ⊆ R, the spae Bk(I) is dened by :
Bk(I) = {u ∈ Hk(I); tju(t) ∈ L2(I), ∀j = 1, · · · , k}. (2.2)
By Friedrihs' Theorem, we an assoiate to the quadrati form (2.1) a self adjoint operator
L[γ, ξ] with domain,
D(L[γ, ξ]) = {u ∈ B2(R+); u′(0) = γu(0)},
and assoiated to the dierential operator,
L[γ, ξ] = −∂2t + (t− ξ)2. (2.3)
We denote by {λj(γ, ξ)}+∞j=1 the inreasing sequene of eigenvalues of L[γ, ξ]. When γ = 0 we
write,
λNj (ξ) := λj(0, ξ), ∀j ∈ N, LN [ξ] := L[0, ξ]. (2.4)
We also denote by {λDj (ξ)}+∞j=1 the inreasing sequene of eigenvalues of the Dirihlet realiza-
tion of −∂2t + (t− ξ)2.
By the min-max priniple, we have,
λ1(γ, ξ) = inf
u∈B1(R+),u 6=0
q[γ, ξ](u)
‖u‖2
L2(R+)
. (2.5)
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Let us denote by ϕγ,ξ the positive (and L
2
-normalized) rst eigenfuntion of L[γ, ξ]. It is
proved in [30℄ that the funtions
(γ, ξ) 7→ λ1(γ, ξ), (γ, ξ) 7→ ϕγ,ξ ∈ L2(R+)
are regular (i.e. of lass C∞), and we have the following formulas,
∂ξλ1(γ, ξ) = −
(
λ1(γ, ξ) − ξ2 + γ2
) |ϕγ,ξ(0)|2, (2.6)
∂γλ1(γ, ξ) = |ϕγ,ξ(0)|2. (2.7)
Notie that (2.7) will yield that the funtion
(γ, ξ) 7→ ϕγ,ξ(0)
is also regular of lass C∞.
We dene the funtion :
Θ(γ) = inf
ξ∈R
λ1(γ, ξ). (2.8)
It is a result of [14℄ that there exists a unique ξ(γ) > 0 suh that,
Θ(γ) = λ1(γ, ξ(γ)), (2.9)
and ξ(γ) satises (f. [30℄),
ξ(γ)2 = Θ(γ) + γ2. (2.10)
Moreover, the funtion Θ(γ) is of lass C∞ and satises,
Θ′(γ) = |ϕγ(0)|2, (2.11)
where ϕγ is the positive (and L
2
-normalized) eigenfuntion assoiated to Θ(γ) :
ϕγ = ϕγ,ξ(γ). (2.12)
When γ = 0, we write,
Θ0 := Θ(0), ξ0 := ξ(0). (2.13)
We dene also the universal onstant C1 by,
C1 :=
|ϕ0(0)|2
3
. (2.14)
Another important fat is the following onsequene of standard Sturm-Liouville theory.
Lemma 2.1. For any ξ ∈ R, we have,
λN2 (ξ) > λ
D
1 (ξ).
2.2 Boundary Coordinates
We reall now the denition of the standard oordinates that straightens a portion of the
boundary ∂Ω. Given t0 > 0, let us introdue the following neighborhood of the boundary,
Nt0 = {x ∈ R2; dist(x, ∂Ω) < t0}. (2.15)
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As the boundary is smooth, let s ∈]− |∂Ω|2 , |∂Ω|2 ] 7→ M(s) ∈ ∂Ω be a regular parametrization
of ∂Ω that satises :
s is the oriented `ar length' between M(0) and M(s).
T (s) := M ′(s) is a unit tangent vetor to ∂Ω at the point M(s).
The orientation is positive, i.e. det(T (s), ν(s)) = 1.
We reall that ν(s) is the unit outward normal of ∂Ω at the point M(s). The salar urvature
κr is now dened by :
T ′(s) = κr(s)ν(s). (2.16)
When t0 is suiently small, the map :
Φ : ]− |∂Ω|/2, |∂Ω|/2]×] − t0, t0[∋ (s, t) 7→M(s)− tν(s) ∈ Nt0 , (2.17)
is a dieomorphism. For x ∈ Nt0 , we write,
Φ−1(x) := (s(x), t(x)), (2.18)
where
t(x) = dist(x, ∂Ω) if x ∈ Ω and t(x) = −dist(x, ∂Ω) if x 6∈ Ω.
The jaobian of the transformation Φ−1 is equal to,
a(s, t) = det
(
DΦ−1
)
= 1− tκr(s). (2.19)
To a vetor eld A = (A1, A2) ∈ H1(R2;R2), we assoiate the vetor eld
A˜ = (A˜1, A˜2) ∈ H1(]− |∂Ω|/2, |∂Ω|/2]×] − t0, t0[;R2)
by the following relations :
A˜1(s, t) = (1− tκr(s)) ~A(Φ(s, t)) ·M ′(s), A˜2(s, t) = ~A(Φ(s, t)) · ν(s). (2.20)
We get then the following hange of variable formulas.
Proposition 2.2. Let u ∈ H1A(R2) be supported in Nt0 . Writing u˜(s, t) = u(Φ(s, t)), then we
have :∫
Ω
|(∇− iA)u|2 dx =
∫ |∂Ω|
2
− |∂Ω|
2
∫ t0
0
[
|(∂s − iA˜1)u˜|2 + a−2|(∂t − iA˜2)u˜|2
]
a dsdt, (2.21)
∫
Ωc
|(∇− iA)u|2 dx =
∫ |∂Ω|
2
− |∂Ω|
2
∫ 0
−t0
[
|(∂s − iA˜1)u˜|2 + a−2|(∂t − iA˜2)u˜|2
]
a dsdt, (2.22)
and ∫
R2
|u(x)|2 dx =
∫ |∂Ω|
2
− |∂Ω|
2
∫ t0
−t0
|u˜(s, t)|2a dsdt. (2.23)
We have also the relation :
(∂x1A2 − ∂x2A1) dx1 ∧ dx2 =
(
∂sA˜2 − ∂tA˜1
)
a−1ds ∧ dt,
whih gives,
curl(x1,x2)A = (1− tκr(s))−1 curl(s,t) A˜.
We give in the next proposition a standard hoie of gauge.
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Proposition 2.3. Consider a vetor eld A = (A1, A2) ∈ C1loc(R2;R2) suh that
curlA = 1 in R2.
For eah point x0 ∈ ∂Ω, there exist a neighborhood Vx0 ⊂ Nt0 of x0 and a smooth real-valued
funtion φx0 suh that the vetor eld Anew := A−∇φx0 satises in Vx0 :
A˜2new = 0, (2.24)
and,
A˜1new = −t
(
1− t
2
κr(s)
)
, (2.25)
with A˜new = (A˜
1
new, A˜
2
new).
2.3 The Neumann and Dirihlet magneti Shrödinger operators
Let us onsider the dierential operator,
Pε = −(∇− ε−2F)2,
where ε is a small parameter. Given a domain U ⊂ R2, we denote by PNε,U and PDε,U the
Neumann and Dirihlet realizations of Pε in U respetively. Then we introdue :
µN (ε;U) = inf Sp
(PNε,U) , µD(ε;U) = inf Sp (PDε,U) . (2.26)
We reall the following result of [24℄.
Proposition 2.4. Given a domain U ⊂ R2 with ompat and smooth boundary, there exist
onstants C, ε0 > 0 suh that, if curlF = 1 in U , then we have for any ε ∈]0, ε0],
ε−2 ≤ µD(ε;U) ≤ ε−2 +Cε−2 exp
(
−1
ε
)
, (2.27)∣∣µN (ε;U)−Θ0ε−2∣∣ ≤ Cε−1. (2.28)
We dene the quadrati form,
H1ε−2F(U) ∋ u 7→ qε,F,U(u) = ‖(∇− iε−2F)u‖2L2(U). (2.29)
Proposition 2.5. Suppose that U has a smooth ompat boundary and that curlF = 1 in U .
1. If u ∈ C∞0 (U), then
qε,F,U(u) ≥ ε−2‖u‖2L2(U). (2.30)
2. Given a point z0 ∈ ∂U , suppose that there exists a funtion φ0 ∈ C2(U) and a onstant
C0 that depends only on U suh that, upon putting,
Fnew = F+∇φ0,
we have in boundary oordinates,∣∣∣F˜new(s, t)−A0(s, t)∣∣∣ ≤ C0t2, in a neighborhood of z0,
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where F˜new is assoiated to Fnew by the relation (2.20), and the magneti potential A0
is dened by
A0(s, t) = (−t, 0), ∀(s, t) ∈ R×R+.
Then there exist onstants C, ε0 > 0 depending only on U , suh that, for all
ζ0, ρ, θ > 0, ε ∈]0, ε0], u ∈ H1ε−2F(U), suppu ⊂ D(z0, ζ0ερ),
we have,
qε,F,U(u) ≥
(
1− Cζ0ερ − Cε2θ
)
qε,A0,R×R+
(
exp
(
−iφ0
ε2
)
u˜
)
(2.31)
−Cε4ρ−2θ−4‖u˜‖2L2(R×R+),
where the funtion u˜ is dened by means of the hange of variables (f. (2.17)),
u˜(s, t) = u (Φ(s, t)) .
The lower bound (2.30) is well-known (f. [5℄) and is easy to prove in our ase. The
estimate (2.31) is essentially obtained in [24, p. 16℄. The proof onsists atually of writing
the quadrati form qε,F,U in the oordinate system (s, t), then doing a gauge transformation
that permits one to work with Fnew whih an be approximated by the `anonial' magneti
potential A0, and nally of applying a Cauhy-Shwarz inequality.
Finally we reall the denition of a useful `saled' partition of unity of R
2
attahed to a
overing by balls of radius ζ0ε
ρ
.
Proposition 2.6. Let 0 ≤ ρ ≤ 2 and ε0 > 0. There exist a onstant C > 0 and a partition
of unity χj of R
2
suh that with,
χεj(x) := χj
(
x
ζ0ερ
)
, ε ∈]0, ε0] and ζ0 > 0,
we have, ∑
j
|χεj |2 = 1, (2.32)∑
j
|∇χεj|2 ≤ Cζ−20 ε−2ρ, (2.33)
suppχεj ⊂ D(zεj , ζ0ερ) and
{
either suppχεj ∩ ∂Ω = ∅,
or zεj ∈ ∂Ω.
(2.34)
Moreover, we have the following deomposition formula,
∀u ∈ H1ε−2F(U), qε,F,U(u) =
∑
j
qε,F,U
(
χεju
)−∑
j
∥∥ |∇χεj |u∥∥2L2(U) , (2.35)
where U is either Ω or Ω
c
.
Formula (2.35) is alled in other ontexts the IMS formula, see however [13℄.
3 Analysis of the anonial `interfae' operator
The analysis of the half-plane model operator assoiated with the quadrati form (1.10) leads
us to the analysis of a family of ordinary dierential operators (This is by performing a partial
Fourier transformation with respet to the seond variable z).
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3.1 Notations and preliminaries
Given a,m,α > 0 and ξ ∈ R, let us dene the quadrati form :
B1(R) ∋ u 7→ Q[a,m,α; ξ](u), (3.1)
where :
Q[a,m,α; ξ](u) =
∫
R+
(|u′(t)|2 + |(t− ξ)u(t)|2 − α|u(t)|2) dt (3.2)
+
∫
R−
(
1
m
[|u′(t)|2 + |(t− ξ)u(t)|2]+ aα|u(t)|2) dt.
We denote by H[a,m,α; ξ] the self-adjoint operator assoiated to the quadrati form (3.1) by
Friedrihs' Theorem. The domain of H[a,m,α; ξ] is dened by :
D(H[a,m,α; ξ]) =
{
u ∈ B1(R); u|R± ∈ B
2(R±), u′(0+) =
1
m
u′(0−)
}
, (3.3)
and for u ∈ D(H[a,m,α; ξ]), we have,
(H[a,m,α; ξ]u) (t) =

[(−∂2t + (t− ξ)2 − α)u] (t); if t > 0,[(
1
m
{−∂2t + (t− ξ)2}+ aα) u] (t); if t < 0. (3.4)
We denote by µ1(a,m,α; ξ) the rst eigenvalue of H[a,m,α; ξ] whih is given by the min-max
priniple,
µ1(a,m,α; ξ) = inf
u∈B1(R),u 6=0
Q[a,m,α; ξ](u)
‖u‖2
L2(R)
. (3.5)
The eigenvalue µ1(a,m,α; ξ) is simple and there exists a unique stritly positive (and L
2
-
normalized) eigenfuntion fa,mα,ξ . To see that f
a,m
α,ξ (0) > 0, we suppose for a ontradition that
fa,mα,ξ (0) = 0, then we dene the funtion v ∈ B1(R) by :
v(t) = fa,mα,ξ (t) if t > 0, v(t) = 0 if t ≤ 0.
So v is in the form domain of Q[a,m,α; ξ] and an integration by parts yields the equality :
Q[a,m,α; ξ](v)
‖v‖2
L2(R)
= µ1(a,m,α; ξ).
Therefore, by the min-max priniple, v is an eigenfuntion of H[a,m,α; ξ] and onsequently
v ∈ D(H[a,m,α; ξ]). Hene v′(0+) = v(0+) = 0 and so we get by Cauhy's Uniqueness
Theorem for solutions of ordinary dierential equations that v ≡ 0, whih is the desired
ontradition.
We an now dene the following `eetive deGennes parameter' :
γ(a,m,α; ξ) :=

(
fa,mα,ξ
)′
fa,mα,ξ
 (0+). (3.6)
Using the boundary ondition satised by fa,mα,ξ , we get,
γ(a,m,α; ξ) =
1
m

(
fa,mα,ξ
)′
fa,αα,ξ
 (0−).
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In the physial literature [19, 26, 15℄, the parameter
1
γ(a,m,α;ξ) is usually alled the `extrapo-
lation length'.
Let us notie that the quadrati form Q[a,m,α; ξ] has a xed domain and that, given u
in its form domain, the funtion
R
∗
+ × R∗+ × R∗+ ×R ∋ (a,m,α; ξ) 7→ Q[a,m,α; ξ](u)
is analyti. Therefore, H[a,m,α; ξ] is a `holomorphi operator of Type A' with respet to
the variables a,m,α, ξ (f. [32℄)5. We then get, thanks to the simpliity of µ1(a,m,α; ξ),
that the rst eigenvalue and the orresponding normalized eigenfuntion of Q[a,m,α; ξ] are
analyti. This yields the following regularity result, proved in [29, Theorem 3.1.2℄ by a dierent
approah.
Theorem 3.1. The funtions,
(a,m,α, ξ) 7→ µ1(a,m,α; ξ), (a,m,α, ξ) 7→ fa,mα,ξ ∈ L2(R),
and
(a,m,α, ξ) 7→ γ(a,m,α; ξ)
are of lass C∞.
Remark 3.2. Notie that, by a partial Fourier transformation (with respet to the variable
z) and by separation of variables (f. [36℄), one has, (f. (1.13)),
µ(1)(κ,H;R × R+) = κH
(
inf
ξ∈R
µ1
(
a,m,
κ
H
; ξ
))
. (3.7)
3.2 Variation with respet to ξ
We study in this setion the variations of the funtion :
ξ 7→ µ1(a,m,α; ξ).
It results from the min-max priniple the following lemma.
Lemma 3.3. For all a,m,α > 0 and ξ ∈ R, the eigenvalue µ1(a,m,α; ξ) satises :
min
(
λN1 (ξ)− α,
1
m
λN1 (−ξ) + aα
)
(3.8)
≤ µ1(a,m,α; ξ)
≤ min
(
λD1 (ξ)− α,
1
m
λD1 (−ξ) + aα
)
.
Combining with previous well known results about λN1 (·) and λD1 (·) (f. [8, 24℄), we get
that the funtion µ1(a,m,α; ·) is bounded and,
lim
ξ→−∞
µ1(a,m,α; ξ) =
1
m
+ aα, lim
ξ→+∞
µ1(a,m,α; ξ) = 1− α. (3.9)
In the next proposition, we give an expliit formula for the derivative of µ1(a,m,α; ·).
5
In [32℄, the analyti perturbation theory is developed for operators depending on a single variable. However
it is straightforward to generalize this theory to operators depending on `many variables' (see for example [8℄)
and the analytiity of the eigenvalues will remain true when they are simple.
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Proposition 3.4. For all a,m,α > 0 and ξ ∈ R, we have :
∂ξµ1(a,m,α; ξ)
=
[
(m− 1)|γ(a,m,α; ξ)|2 + (1− 1m) ξ2 − (1 + a)α] ∣∣∣fa,mα,ξ (0)∣∣∣2 , (3.10)
where γ(a,m,α; ξ) is dened in (3.6).
Proof. We follow the method of Dauge-Heler [14℄. To simplify, we shall omit the referene
to the parameters a,m,α and write µ1(−; ξ), fξ andH[−; ξ] respetively for the rst eigenvalue
µ1(a,m,α; ξ), the rst eigenfuntion f
a,m
α,ξ and the operator H[a,m,α; ξ].
Consider a real τ > 0. Notie that :
H[−; ξ]fξ+τ (t+ τ) = µ1(−; ξ + τ)fξ+τ (t+ τ), (t 6∈ [−τ, 0]).
An integration by parts yields :∫ −τ
−∞
H[−; ξ]fξ(t) fξ+τ (t+ τ) dt =
∫ −τ
−∞
fξ(t)H[−; ξ]fξ+τ (t+ τ) dt (3.11)
+
1
m
{
fξ(−τ)f ′ξ+τ (0−)− f ′ξ(−τ)fξ+τ (0)
}
,
and, ∫ +∞
0
H[−; ξ]fξ(t) fξ+τ (t+ τ) dt =
∫ +∞
0
fξ(t)H[−; ξ]fξ+τ (t+ τ) dt (3.12)
−fξ(0)f ′ξ+τ (τ) + f ′ξ(0+)fξ+τ (τ).
By taking the sum of the preeding two equalities, we get the following identity :
(µ1(−; ξ + τ)− µ1(−; ξ))
∫ +∞
−∞
fξ(t)fξ+t(t+ τ)dt (3.13)
=
1
m
{
f ′ξ(−τ)fξ+τ (0)− fξ(−τ)f ′ξ+τ (0−)
}
+fξ(0)f
′
ξ+τ (τ)− f ′ξ(0+)fξ+τ (τ)
+ (µ1(−; ξ + τ)− µ1(−; ξ))
∫ 0
−τ
fξ(t)fξ+t(t+ τ)dt.
Using the mean value theorem, we get,∣∣f ′ξ(−τ)− f ′ξ(0−) + τf ′′ξ (0−)∣∣ ≤ τ2‖f ′′′ξ ‖L∞(0,1),∣∣fξ+τ (τ)− fξ+τ (0) − τf ′ξ+τ (0+)∣∣ ≤ τ2‖f ′′ξ+τ‖L∞(0,1).
By the boundary ondition f ′ξ(0+) =
1
mf
′
ξ(0−), we an rewrite the preeding estimate in the
form :
1
m
f ′ξ(−τ)fξ+τ (0)− f ′ξ(0+)fξ+τ (τ)
= −τf ′ξ(0+)f ′ξ+τ (0+)−
τ
m
fξ+τ (0)f
′′
ξ (0−) +O(τ2).
The same argument yields :
fξ(0)f
′
ξ+τ (τ)−
1
m
fξ(−τ)f ′ξ+τ (0−)
= mτf ′ξ(0+)f
′
ξ+τ (0+) + τfξ(0)f
′′
ξ+τ (0+) +O(τ2).
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Dividing the two sides of (3.12) by τ then taking the limit τ → 0, we get :
∂ξµ1(−; ξ) = (m− 1) |f ′ξ(0+)|2 −
1
m
fξ(0)f
′′
ξ (0−) + fξ(0)f
′′
ξ (0+). (3.14)
The boundary ondition and the equations satised by fξ(t) in R− and R+ respetively permit
now to dedue Formula (3.10). 
Let us dene the set of points of minima of µ1(a,m,α; ξ),
M(a,m,α) = {η ∈ R; µ1(a,m,α; η) = inf
ξ∈R
µ1(a,m,α; ξ)}. (3.15)
Formula (3.10) permits to obtain suient onditions on a,m,α for the set M(a,m,α) to
be empty or not.
Theorem 3.5. If m ≤ 1, then the set M(a,m,α) is empty and
inf
ξ∈R
µ1(a,m,α; ξ) = 1− α. (3.16)
On the other hand, let ǫ0 ∈]0, aα[ and suppose that a,m,α satisfy,
− ǫ0 ≤ inf
ξ∈R
µ1(a,m,α; ξ) ≤ ǫ0, (3.17)
then, if m > 1, the set M(a,m,α) is non-empty. Moreover, if ξ ∈ M(a,m,α), then,
|ξ| ≤
√
(1 + a)
(
1− 1
m
)−1
α, (3.18)
and the eigenfuntion fa,mα,ξ satises : (
fa,mα,ξ
)′
(0±) > 0.
Proof. Notie that, if m ≤ 1, Formula (3.10) implies that the funtion 7→ µ1(a,m,α; ·) is
stritly dereasing. Therefore,
µ1(a,m,α; ξ) = lim
ξ→+∞
µ(1)(a,m,α; ξ),
whih proves (3.16), thanks to (3.9).
Suppose now that m > 1 and that Hypothesis (3.17) holds. We denote by :
d =
√
(1 + a)
(
1− 1
m
)−1
α. (3.19)
Notie that there exists ξd ∈ [−d, d] suh that,
µ1(a,m,α; ξd) = min
ξ∈[−d,d]
µ1(a,m,α; ξ).
As m > 1, Formula (3.10) gives that the funtion µ1(a,m,α; ·) is stritly inreasing on the
intervals ]−∞,−d] and [d,+∞[. We then have,
µ1(a,m,α; ξd) ≤ µ1(a,m,α, d) < µ1(a,m,α; ξ), ∀ξ ∈ [d,+∞],
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and
µ1(a,m,α; ξ) >
1
m
+ aα > ǫ0, ∀ξ ∈]−∞,−d].
This gives now,
µ1(a,m,α; ξd) = inf
ξ∈R
µ1(a,m,α; ξ),
and hene the set M(a,m,α) is non-empty and bounded.
Given ξ ∈M(a,m,α), the equation satised by fa,mα,ξ in R− an be written as : −
(
fa,mα,ξ
)′′
+ (t− ξ)2fa,mα,ξ = m (µ1(a,m,α; ξ) − aα) fa,mα,ξ , t < 0,(
fa,mα,ξ
)′
(0−) = γ(a,m,α; ξ)f
a,m
α,ξ (0),
(3.20)
with µ1(a,m,α; ξ) − aα < ǫ0 − aα < 0. Therefore γ(a,m,α; ξ) > 0 and onsequently(
fa,mα,ξ
)′
(0±) > 0. 
We ollet some useful relations in the next proposition.
Proposition 3.6. Let η ∈ M(a,m,α). Then we have,∫
R+
(t− η) ∣∣fa,mα,η (t)∣∣2 dt+ 1m
∫
R−
(t− η) ∣∣fa,mα,η (t)∣∣2 dt = 0, (3.21)
∫
R+
(t− η)3 ∣∣fa,mα,η (t)∣∣2 dt+ 1m
∫
R−
(t− η)3 ∣∣fa,mα,η (t)∣∣2 dt (3.22)
=
1
6
(
1− 1
m
) ∣∣fa,mα,η (0)∣∣2 + 2η2(η2(1− 1m
)
− (a+ 1)α
) ∣∣fa,mα,η (0)∣∣2
+
1
3
(
a− 1
m
)
α
∫
R−
∣∣fa,mα,η (t)∣∣2 dt.
Proof. We denote by :
L+ = −∂2t + (t− η)2 − α, L− =
1
m
(−∂2t + (t− η)2)+ aα.
Let p a polynomial, f = fa,mα,η and v = 2pf ′ − p′f . By diret alulation, we have :
L+v =
(
p(3) − 4p′ [(t− η)2 − α]− 4p(t− η)) f,
L−v =
1
m
(
p(3) − 4p′ [(t− η)2 +maα]− 4(t− η)) f.
Integrating by parts, we get,∫
R+
f(t) · (L+f)(t) dt+ 1
m
∫
R−
f(t) · (L−f)(t) dt
=
(
v′(0+)− v′(0−)
)
f(0)− (v(0+)− v(0−)) f ′(0+). (3.23)
Taking p = 1, we obtain (3.21). To obtain (3.22), we take p = (t− η)2. In this ase,∫
R+
f(t) · (L+f)(t) dt+ 1
m
∫
R−
f(t) · (L−f)(t) dt
= −2
(
1− 1
m
)
|f(0)|2 + 2η2
(
f ′′(0+)− 1
m
f ′′(0−)
)
f(0),
whih is enough to dedue (3.22). 
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3.3 The funtion α(a,m)
In the theorem below, we dene the funtion α(·, ·) appearing in the statement of Theorem 1.1.
Theorem 3.7. Given a,m > 0, there exists a unique solution α(a,m) of the equation :
inf
ξ∈R
µ1 (a,m,α(a,m); ξ) = 0. (3.24)
Moreover, α(a,m) = 1 if m ≤ 1, and Θ0 < α(a,m) < 1 if m > 1.
Proof. We start by proving the existene of α(a,m). The min-max priniple gives that the
funtion
α 7→ inf
ξ∈R
µ1(a,m,α; ξ)
is Lipshitz. Lemma 3.3 gives immediately that
inf
ξ∈R
µ1(a,m,α; ξ) > 0, ∀α < Θ0,
inf
ξ∈R
µ1(a,m,α; ξ) < 0, ∀α > 1.
Therefore, by the intermediate value theorem, there exists at least one solution α = α(a,m) ∈
[Θ0, 1] satisfying (3.24).
If m ≤ 1, then by (3.16), α(a,m) = 1 and hene it is unique. If m > 1, the funtion
µ1(a,m,α; ·) is inreasing in [d,+∞[ (f. (3.10) and (3.19)) and thus, thanks to (3.9), we
have :
µ1(a,m,α; ξ) < 1− α, ∀ξ ∈ [d,+∞[, ∀α > 0.
Consequently any solution of (3.24) satises
α(a,m) < 1.
That α(a,m) > Θ0 follows from the fat that M(a,m,α) is non-empty (f. Theorem 3.5).
Atually, let ξ ∈M(a,m,α) and let us look at the equation satised by the eigenfuntion fa,mα,ξ
in R+ : { −∂2t fa,mα,ξ + (t− ξ)2fa,mα,ξ = α(a,m)fa,mα,ξ , t > 0,(
fa,mα,ξ
)′
(0+) = γ(a,m,α; ξ)f
a,m
α,ξ (0).
(3.25)
Then,
α(a,m) ≥ λ1(γ(a,m,α; ξ), ξ),
where λ1(γ(a,m,α; ξ), ξ) is dened by (2.5). Theorem 3.5 gives γ(a,m,α; ξ) > 0, and therefore
α(a,m) > Θ0.
It remains now to prove the uniqueness of α(a,m). Atually, we need only to prove uniqueness
when m > 1. It is suient to prove the following laim,
If inf
ξ∈R
µ1(a,m,α; ξ) = 0, then ∀β > α, inf
ξ∈R
µ1(a,m, β; ξ) < 0. (3.26)
Notie that, after omparing the quadrati forms Q[a,m,α; ξ] and Q[a,m, β; ξ], we get for
any η ∈ M(a,m,α),
Q[a,m, β; η](fa,mα,η ) + (β − α)
(∫
R+
|fa,mα,η (t)|2dt− a
∫
R−
|fa,mα,η (t)|2dt
)
= 0. (3.27)
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We have the following immediate onsequene of the min-max priniple,(
λN1 (η)− α
) ∫
R+
|fa,mα,η (t)|2dt+
(
1
m
λN1 (−η) + aα
)∫
R−
|fa,mα,η (t)|2dt
≤ µ1(a,m,α; η)
∫
R
|fa,mα,η (t)|2dt.
Sine µ1(a,m,α; η) = 0 and m > 1, the above estimate reads as
Θ0
m
≤
(∫
R+
|fa,mα,η (t)|2dt− a
∫
R−
|fa,mα,η (t)|2dt
)
.
We have atually used the fat that Θ0 < α < 1 and that λ
N
1 (±η) ≥ Θ0.
Therefore, thanks to (3.27), we get nally,
µ1(a,m, β; η) < 0,
whih proves Claim (3.26). 
In the next proposition, we establish the monotoniity of α(a, ·).
Proposition 3.8. The funtion [1,+∞[∋ m 7→ α(a,m) is stritly dereasing.
Proof. As we are interested in the dependene on m, we omit a from the notation and we
write α(m) for α(a,m). Suppose that :
m1 > m2 > 1.
Notie that, ∀ξ ∈ R, ∀u ∈ B1(R), we have :
Q[a,m1, α(m1); ξ](u) = Q[a,m2, α(m2); ξ](u)
+
(
1
m1
− 1
m2
)∫
R+
{|u′(t)|2 + |(t− ξ)u(t)|2} dt
+(α(m2)− α(m1))
(∫
R+
|u(t)|2dt− a
∫
R−
|u(t)|2dt
)
.
In partiular, for ξ = η ∈ M(a,m2, α) and u = fα(m2), we have :
Q[a,m,α(m1); η](fα(m2)) ≤ Θ0
(
1
m1
− 1
m2
)∫
R+
|fα(m2)(t)|2dt
+(α(m2)− α(m1))
(∫
R+
|fα(m2)(t)|2dt− a
∫
R−
|fα(m2)(t)|2dt
)
,
where fα(m2) = f
a,m2
α(m2),η
.
Suppose by ontradition that α(m1) ≥ α(m2), we obtain, thanks to (3.27) and the fat that
α(m2) < 1,
Q[a,m,α(m1); η](fα(m2)) ≤ Θ0
(
1
m1
− 1
m2
)∫
R+
|fα(m2)(t)|2dt
+(α(m2)− α(m1)) Θ0
m
.
The min-max priniple now gives :
inf
ξ∈R
µ1(a,m1, α(m1); ξ) < 0,
whih is the desired ontradition. 
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3.4 Asymptoti analysis with respet to m
We nish in this subsetion the proof of Theorem 1.2. We start with the following tehnial
lemma.
Lemma 3.9. Given a,m > 0, let α = α(a,m). For any ǫ ∈]0, 1[, there exists a onstant
C > 0, suh that,
∀m > 1, ∀a > 0, ∀ξ ∈ M(a,m,α),
the eigenfuntion fa,mα,ξ deays in the following way,∥∥∥∥exp(ǫ(t− ξ)22
)
fa,mα,ξ
∥∥∥∥
H1(R+)
+
1√
m
∥∥∥∥exp(ǫ(t− ξ)22
)
fa,mα,ξ
∥∥∥∥
H1(R−)
≤ C. (3.28)
Proof. Let us onsider a funtion Φ ∈ H1(R). For simpliity we shall write f for fa,mα,ξ .
Given an integer N ∈ N, an integration by parts gives the following identity :
(3.29)∫ N
0
[∣∣∣(eΦf)′∣∣∣2 + ∣∣(t− ξ)eΦf ∣∣2 − α ∣∣eΦf ∣∣2] dt− f ′(N)e2Φ(N)f(N)∫ 0
−N
[
1
m
(∣∣∣(eΦf)′∣∣∣2 + ∣∣(t− ξ)eΦf ∣∣2)+ aα ∣∣eΦf ∣∣2] dt+ f ′(−N)eΦ(−N)f(−N)
= µ1(a,m,α; ξ)
∥∥eΦf∥∥2
L2([−N,N ]) +
∥∥Φ′eΦf∥∥2
L2([0,N ])
+
1
m
∥∥Φ′eΦf∥∥2
L2([−N,0]) .
Let us reall that the eigenfuntion f is stritly positive and that α and ξ are seleted in suh
a way that µ1(a,m,α; ξ) = 0. It results then from the eigenvalue equation satised by f :
f ′′(t) > 0, ∀t ∈]−∞, ξ[∪ ]ξ +√α,+∞[.
Therefore, the funtion f ′ is inreasing on ] −∞, ξ[∪ ]ξ +√α,+∞[. On the other hand, as
f|R± ∈ H2(R±), the Sobolev Imbedding Theorem gives limt→+∞ f
′(t) = 0. Thus, ombining with
the monotoniity of f ′, we get,
f ′(±N) < 0, ∀N > max(ξ +√α,−ξ).
It results now from (3.29) the following estimate :∫ N
0
[∣∣∣(eΦf)′∣∣∣2 + ((t− ξ)2 − α− |Φ′|) ∣∣eΦf ∣∣2] dt (3.30)
+
∫ 0
−N
[(∣∣∣(eΦf)′∣∣∣2 + ((t− ξ)2 − |Φ′|2) eΦf)+ aα ∣∣eΦf ∣∣2] dt ≤ 0.
Now we take Φ as :
Φ(t) = ǫ
(t− ξ)2
2
.
We an then rewrite (3.30) as :∫
t∈[0,N ],(t−ξ)≥aǫ
[∣∣∣(eΦf)′∣∣∣2 + ∣∣eΦf ∣∣2] dt (3.31)
+
1
m
∫
t∈[−N,0],(t−ξ)≥aε
[∣∣∣(eΦf)′∣∣∣2 + ∣∣eΦf ∣∣2] dt ≤ eǫaǫ/2,
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where aǫ > 0 satises :
(1− ε2)a2ǫ − 1 ≥ 1.
Let us now take C = eǫaǫ/2. Notiing that the estimate (3.31) is uniform with respet to N ,
we get the result of the lemma by passing to the limit N → +∞. 
In the next proposition we give a `rough' asymptoti result.
Proposition 3.10. Given a > 0, the following asymptotis hold :
lim
m→1+
α(a,m) = 1 and lim
m→+∞α(a,m) = Θ0.
Moreover, there exists a funtion ǫ(m) suh that,
ǫ(m) > 0, lim
m→+∞ ǫ(m) = 0 and M(a,m,α(a,m)) ⊂]− ǫ(m) + ξ0, ξ0 + ǫ(m)[. (3.32)
Proof. In the proof of this proposition and in the sequel of this setion, we shall write α for
α(a,m).
The limit m→ 1+.
Let ǫ ∈]0, 1[ and m = 1 + ǫ. Notiing that 1m > 1− ǫ, we get for any funtion u ∈ B1(R),
Q[a,m,α; ξ](u) ≥
∫
R
(|u′(t)|2 + |(t− ξ)u(t)|2 − α|u(t)|2) dt (3.33)
−ǫ
∫
R−
(|u′(t)|2 + |(t− ξ)u(t)|2) dt.
(3.34)
Using the fat (f. (2.13))∫
R+
(|u′(t)|2 + |(t− ξ)u(t)|2) dt ≥ Θ0 ∫
R+
|u(t)|2dt,
together with α > Θ0, we rewrite (3.33) as,
(1 +mǫ)Q[a,m,α; ξ](u) ≥
∫
R
[|u′(t)|2 + |(t− ξ)u|2] dt− α∫
R
|u(t)|2dt
+mǫ(Θ0 − α)
∫
R
|u(t)|2dt.
Applying the min-max priniple, we obtain,
(1 +mǫ)µ1(a,m,α; ξ) ≥ 1− α+mǫ(Θ0 − α).
Taking the inmum with respet to ξ, we obtain, thanks to the denition of α in Theorem 3.7,
0 ≥ 1− α+m(Θ0 − α)ǫ.
Realling that α < 1, this is suient to dedue the required limit.
The limit m→ +∞.
Reall that ϕ0 is the rst eigenfuntion of LN [ξ0] (f. Subsetion 2.1). Let ϕ˜0 be the even
extension of ϕ0 in R, i.e.
ϕ˜0(t) =
{
ϕ0(t), t > 0
ϕ0(−t), t < 0.
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Let χ be a ut-o funtion suh that
0 ≤ χ ≤ 1, χ = 0 in ]−∞,−1], and χ = 1 in [0,+∞[. (3.35)
There exist onstants C,m0 > 0 suh that,
Q[a,m,α; ξ0]
(
χ(
√
mt) ϕ˜0
) ≤ Θ0 − α+ C√
m
, ∀m ≥ m0. (3.36)
It results now from the min-max priniple and our hoie of α that
Q[a,m,α; ξ0]
(
χ(
√
mt) ϕ˜0
) ≥ 0.
Therefore, (3.36) reads,
0 ≤ Θ0 − α+ C√
m
, ∀m ≥ m0. (3.37)
Remembering that α > Θ0, we get nally that,
Θ0 < α ≤ Θ0 + C√
m
,
and onsequently, lim
m→+∞α(a,m) = Θ0.
Loalization of M(a,m,α).
Let ξ ∈ M(a,m,α(a,m)). We denote by γξ = γ(a,m,α(a,m); ξ). The equation ∂ξµ1(a,m,α; ξ) =
0 gives the following relation :
γ2ξ =
a+ 1
m− 1α−
1
m
ξ2. (3.38)
Therefore, thanks to Theorem 3.5, there exist onstants C,m0 suh that,
0 < γξ ≤ C√
m
, ∀m ≥ m0. (3.39)
We dene the funtion :
φξ =
1
‖fa,mα,ξ ‖L2(R+)
e−γξtfa,mα,ξ (t).
Using Lemma 3.9, we get,
∀δ ∈]0, 1/2[, ∃Cδ,mδ > 0 s.t. ∀m ≥ mδ, 1−Cδmδ−1/2 ≤ ‖φξ‖L2(R+) ≤ 1. (3.40)
It results also from the eigenvalue equation satised by fa,mα,ξ ,{ −φ′′ξ (t) + (t− ξ)2φξ(t) = α(a,m)φξ(t) + γ2ξφξ(t) + 2γξφ′ξ(t), t > 0,
φ′ξ(0) = 0.
(3.41)
This yields the following estimate (f. (2.1)),
q[0, ξ](φξ) ≤ α(a,m) + Cγξ.
Using the min-max priniple, (3.37), (3.39), we get the following upper bound :
λN1 (ξ) ≤ Θ0 +
C
mδ
, ∀m ∈ [mδ,+∞[.
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Remembering the denition of Θ0 in (2.8) and (2.13), we get λ
N
1 (ξ) ≥ Θ0. Therefore, we
have, after applying Taylor's Formula to λN1 (·) up to the order 2 near ξ0,
|ξ − ξ0| ≤ C
mδ/2
.
This ahieves the proof of the proposition. Let us mention also that it results now from the
relation (3.38),
γξ =
√
aΘ0√
m
(1 + o(1)), (m→ +∞). (3.42)

The following lemma is very useful for the loalization of the set M(a,m,α) when m →
+∞.
Lemma 3.11. Given a > 0, there exist m0 > 1 and a funtion m 7→ ǫ(m) satisfying
ǫ(m) > 0, lim
m→+∞ ǫ(m) = 0,
suh that, if m > m0, we have :
γ(a,m,α; ξ) > 0, ∀ξ ∈]− ǫ(m) + ξ0, ξ0 + ǫ(m)[, (3.43)
and
α+ µ1(a,m,α; ξ) = λ1 (γ(a,m,α; ξ), ξ) , ∀ξ ∈]− ǫ(m) + ξ0, ξ0 + ǫ(m)[. (3.44)
Proof. Let ξ ∈ R+. Looking at the eigenvalue equation satised by fa,mα,ξ , we get : −
(
fa,mα,ξ
)′′
(t) + (t− ξ)2fa,mα,ξ (t) = m(µ1(a,m,α; ξ) − aα)fa,mα,ξ , t < 0,(
fa,mα,ξ
)′
(0−) = mγ(a,m,α; ξ)f
a,m
α,ξ (0).
When |ξ − ξ0| < ǫ(m), it results from the min-max priniple the existene of m0 > 0 suh
that :
∀m ≥ m0, µ1(a,m,α; ξ) ≤ 1
2
aΘ0.
To obtain the above estimate, it is enough to use the funtion χ(
√
mt)ϕ˜ξ(t) as a quasi-mode
(f. (3.35)), where the funtion ϕξ = ϕ0,ξ is the eigenfuntion assoiated with µ
N (ξ) (f.
(2.4)), and ϕ˜ξ is the even extension of ϕξ.
Therefore, remembering that α > Θ0,
µ1(a,m,α; ξ) − aα < 0 ∀m ≥ m0,
and onsequently we obtain (3.43). Looking now at the eigenvalue equation in R+ : −
(
fa,mα,ξ
)′′
(t) + (t− ξ)2fa,mα,ξ (t) = (µ1(a,m,α; ξ) + α)fa,mα,ξ , t > 0,(
fa,mα,ξ
)′
(0+) = γ(a,m,α; ξ)f
a,m
α,ξ (0),
with, thanks to (3.8),
α+ µ1(a,m,α; ξ) ≤ λD1 (ξ).
As γ(a,m,α; ξ) > 0 when m ≥ m0, then, thanks to Lemma 2.1, we obtain formula (3.44). 
In the next lemma we give a two-term asymptotis to α(a,m).
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Lemma 3.12. The following asymptoti expansion holds,
α(a,m) = Θ0 + 3C1
√
aΘ0√
m
+O
(
1
m
)
, (m→ +∞), (3.45)
where the onstant C1 is dened in (2.14).
Remark 3.13. We believe that α(a,m) has a omplete asymptoti expansion in powers of
1√
m
as m→ +∞.
Proof of Lemma 3.12. Let ξ ∈ M(a,m,α) and γ = γ(a,m,α; ξ). It is suient to
establish, thanks to (2.11), (2.14) and (3.42), the existene of onstants m0, C > 0 suh that,
|α−Θ(γ)| ≤ C
m
, ∀m ≥ m0. (3.46)
Let us reall that µ1(a,m,α; ξ) = 0. The denition of Θ(γ) (f. (2.8)) together with (3.44)
gives the following lower bound for α :
Θ(γ) ≤ α.
We look now for an upper bound. Consider the following quasi-mode,
u(t) =
{
ϕγ(t), t > 0,
ϕγ(0) exp(bmt), t < 0,
where ϕγ is dened in (2.12) and the parameter bm > 0 is to be hosen appropriately.
Let us notie that u is in the form domain of Q[a,m,α; ξ], and that,∫ 0
−∞
∣∣∣∣(ebmt)′∣∣∣∣2 dt = bm2 ,
∫ 0
−∞
e2bmtdt =
1
2bm
,∫ 0
−∞
(t− ξ(γ))2e2bmtdt = 1
4b2m
+
ξ(γ)(1 + ξ(γ))
2bm
.
Hene, we obtain,
Q[a,m,α; ξ(γ)](u) ≤ Θ(γ)− α+
(
bm
2m
− γ + aα
2bm
)
|ϕγ(0)|2 (3.47)
+
1
m
(
1
4b2m
+
ξ(γ)(1 + ξ(γ))
2bm
)
|ϕγ(0)|2.
On the other hand, thanks to the min-max priniple and the hoie of α, we have
Q[a,m,α; ξ(γ)](u) ≥ 0.
Let us hoose bm in the form :
bm = b0
√
m, with b0 ≥ 0.
Notiing that |ϕγ(0)| is bounded, thanks to (3.39), Formula (3.47) an be rewritten as :
α ≤ Θ(γ) +
(
bm
2m
− γ + aα
2bm
)
|ϕγ(0)|2 + C0
m
.
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Having in mind (3.42), we obtain,∣∣∣∣∣
(
bm
2m
− γ + aα
2bm
)
− (b0 − (aΘ0)
1/2)2
2b0
√
m
∣∣∣∣∣ ≤ Cm.
Optimizing over b0 leads to the hoie b0 = (aΘ0)
1/2
. We get therefore the following upper
bound,
α ≤ Θ(γ) + C
m
,
and thus, we ahieved the proof of the lemma. 
We give now a ne loalization of the set M(a,m,α).
Proposition 3.14. Given a > 0, there exist onstants C,m0 > 0 suh that,
∀m ≥ m0, M(a,m,α) ⊂
]
ξ0 +
b√
m
− C
m
, ξ0 +
b√
m
+
C
m
[
, (3.48)
where the onstant b > 0 is dened by,
b =
√
a
3C1(1− 3C1)
2(2 − 3C1) , (3.49)
and the onstant C1 > 0 is introdued in (2.14).
Proof. Let us take ξ ∈ M(a,m,α). It is suient to prove the existene of onstants C > 0,
m0 > 0, independent of m and suh that,∣∣∣∣ξ − b√m
∣∣∣∣ ≤ Cm. (3.50)
Let γ = γ(a,m,α; ξ). Using (3.44), we get α = λ1(γ, ξ). Upon applying Taylor's formula up
to the order 2 to the funtion λ1(·, ·) near (γ, ξ(γ)), we get, thanks also to Proposition 3.10,
(ξ − ξ(γ))2 = 1
ξ0
(α−Θ(γ))(1 + o(1)), as m→ +∞. (3.51)
This gives now, thanks to (3.46),
|ξ − ξ(γ)| ≤ C
m
.
Consequently, Taylor's Formula applied to the funtion λ1(·, ·) at (0, ξ0) will give as m→ +∞
the following asymptotis,
α = λ1(γ, ξ) (3.52)
= Θ0 + a1γ + a
′
2γ
2 + b1γ(ξ − ξ0) + c1(ξ − ξ0)2
+O(γ3 + |ξ − ξ0|3),
where the oeients a1, a
′
2, b1, c1 are dened by,
a1 = (∂γλ1) (0, ξ0) = Θ
′(0), a′2 =
1
2
(
∂2γλ1
)
(0, ξ0),
b1 =
1
2
(∂γ∂ξλ1) (0, ξ0), c1 = ξ0.
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One has also, thanks to Taylor's Formula (applied to the funtion Θ(γ)) and to (2.10) ,
Θ(γ) = Θ0 + a1γ + a2γ
2 +O(γ3), (3.53)
ξ(γ) = ξ0 +
a1
2ξ0
γ +O(γ2), (3.54)
where the oeients a1, a2 are dened by,
a1 = Θ
′(0), a2 =
1
2
Θ′′(0).
By writing (ξ − ξ(γ))2 = (ξ − ξ0)2 + (ξ − ξ(γ))2 − 2(ξ − ξ0)(ξ − ξ(γ)), we obtain thanks to
(3.32) and (3.54),
(ξ − ξ(γ))2 = (ξ − ξ0)2 + (ξ(γ)− ξ0)2 − a1
ξ0
γ(ξ − ξ0) + o(γ2). (3.55)
Using the formulas of dierentiation in (2.6) and (2.7), we get,
b1 = −1
2
a21,
Θ′′(γ) =
(
∂2γλ1
)
(γ, ξ(γ)) + ξ′(γ) (∂γ∂ξλ1) (γ, ξ(γ)), (3.56)
a′2 = a2 +
a31
4ξ0
.
Solving the equation (3.51), we get nally,
ξ − ξ0 = a1(1− a1)
4ξ0
(
1− a12
)γ(1 + o(1)), (m→ +∞).
Realling (3.42), we obtain (3.50). Finally, it is proved in [17, (2.13)℄ that a1 < 1 (and hene
b > 0). 
Remark 3.15. The following numerial estimate was obtained in [10, Formula (2.125)℄ :
0.858 ≤ 3C1 ≤ 0.888.
This shows that b > 0.
The asymptoti behavior of α(a,m) as m→ +∞ permits one to prove the existene of a
unique minimum of the funtion µ1(a,m,α; ·) for large values of the parameter m.
Theorem 3.16. Given a > 0, there exists m0 > 1 suh that, for any m ≥ m0, the funtion
ξ 7→ µ1 (a,m,α(a,m); ·) has a unique non-degenerate positive minimum denoted by ξ(a,m).
Proof. Let us take, thanks to Theorems 3.5 and 3.14, a ritial point
ξ ∈
]
ξ0 +
b√
m
− C
m
, ξ0 +
b√
m
+
C
m
[
.
It is suient to prove that,
∂2ξµ1(a,m,α; ξ) > 0. (3.57)
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Notie that, Formula (3.10) gives,
∂2ξµ
(1)(a,m,α; ξ) = 2(m− 1)
[
γ′(a,m,α; ξ)γ(a,m,α; ξ) +
1
m
ξ
]
|fa,mα,ξ (0)|2. (3.58)
Dierentiating both sides of (3.44), we get, thanks to (2.6),
γ′(a,m,α; ξ) = |γ(a,m,α; ξ)|2 − ξ2 + α+ µ1(a,m,α; ξ). (3.59)
Notie that, thanks to (3.42) and (3.45),
|γ(a,m,α; ξ)|2 − ξ2 + α =
(
a1 − 2 b√
a ξ0
)
γ(1 + o(1)), (m→ +∞),
with a1 = 3C1. Sine, 0 < a1 < 1 (f. [17, (2.13)℄), we get, thanks to (3.49),
a1 − 2 b√
a ξ0
> 0.
We have therefore ahieved the proof of the theorem. 
Using the regularity result in Theorem 3.1, one gets immediately the following onsequene
of Theorems 3.5 and 3.16.
Theorem 3.17. Given a > 0, there exists m0 > 1 suh that :
∀m ≥ m0, ∃ ǫ0(m) > 0,
and if α̂ satises :
|α̂− α(a,m)| ≤ ǫ0(m),
then the funtion
ξ 7→ µ1(a,m, α̂; ξ)
has a unique positive non-degenerate minimum whih we denote by ξ̂(a,m).
4 Analysis of a `rened' family of model operators
4.1 Notation and main theorem
For the analysis of `urvature eets' (Theorem 1.3), we need to introdue a rened family of
model operators. Let us onsider
a,m, α̂, h ∈ R+, β, ξ ∈ R and δ ∈]1
4
,
1
2
[. (4.1)
We assume further the following ondition on β, h and δ,
βhδ < 1.
We onsider the quadrati form :
H10 (]− hδ−1/2, hδ−1/2[) ∋ u 7→ qa,m,bαh,β,ξ (u),
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dened by
qa,m,bαh,β,ξ (u) =
∫ hδ−1/2
0
[|u′(t)|2 + (1 + 2βh1/2t) ∣∣∣∣(t− ξ − βh1/2 t22
)
u(t)
∣∣∣∣2 (4.2)
−α̂|u(t)|2](1− βh1/2t)dt
+
1
m
∫ 0
−hδ−1/2
[|u′(t)|2 + (1 + 2βh1/2t) ∣∣∣∣(t− ξ − βh1/2 t22
)
u(t)
∣∣∣∣2
+aα̂|u(t)|2](1− βh1/2t)dt.
By Friedrihs' Theorem, we assoiate to the quadrati form qa,m,bαh,β,ξ a non-bounded self-adjoint
operator Ha,m,bαh,β,ξ on the spae
L2(]− hδ−1/2, hδ−1/2[; (1 − βh1/2t)dt).
The domain of Ha,m,bαh,β,ξ is dened by :
(4.3)
D(Ha,m,bαh,β,ξ ) = {u ∈ H10 (]− hδ−1/2, hδ−1/2[); u|]−hδ−1/2,0[ ∈ H
2(]− hδ−1/2, 0[),
u|
]0,hδ−1/2[
∈ H2(]0, hδ−1/2[); u′(0+) = 1
m
u′(0−)}.
For u ∈ D(Ha,m,bαh,β,ξ ), we have :(
Ha,m,bαh,β,ξ u
)
(t) =
{
(Hh,β,ξu− α̂u) (t), if t < 0,(
1
mHh,β,ξu+ aα̂u
)
(t), if t > 0,
(4.4)
where Hh,β,ξ is the dierential operator :
Hh,β,ξ = −∂2t + (t− ξ)2 (4.5)
+βh1/2(1− βh1/2t)−1∂t + 2βh1/2t
(
t− ξ − βh1/2 t
2
2
)2
−βh1/2t2(t− ξ) + β2ht
4
4
.
We denote by µj(Ha,m,bαh,β,ξ ) the inreasing sequene of eigenvalues of Ha,m,bαh,β,ξ . We are interested
in nding a lower bound of
inf
ξ∈R
µ1
(
Ha,m,bαh,β,ξ
)
.
We shall always work under the following general hypothesis,
m ≥ m0, (4.6)
where the onstant m0 > 1 lls the assumption of Theorem 3.17. We write,
α = α(a,m). (4.7)
We suppose also that (f. Theorem 3.17) :
|α̂− α| ≤ ǫ0(m).
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We denote then by η̂ and η the unique numbers dened by Theorem 3.17 suh that :
η̂ ∈ M(a,m, α̂), η ∈ M(a,m,α), (4.8)
and we reall that η̂, η > 0. Finally, we denote by :
f̂ = fa,m
bα,bη , f = f
a,m
α,η (4.9)
the positive eigenfuntions (and normalized for the L2-norm in R) assoiated to µ1(a,m, α̂; η̂)
and µ1(a,m,α; η) respetively.
We dene the following funtions :
C˜1(a,m) =
∫
R+
(t− η)3|f(t)|2dt+ 1
m
∫
R−
(t− η)3|f(t)|2dt− 1
2
(
1− 1
m
)
|f(0)|2, (4.10)
b1(a,m) =
∫
R+
|f(t)|2dt− a
∫
R−
|f(t)|2dt. (4.11)
Notie that, thanks to (3.22) and the asymptoti behavior as m→ +∞, the onstant C˜1(a,m)
is negative for large values of the parameter m.
Our aim in this setion is to prove the following theorem.
Theorem 4.1. Given a > 0 and m ≥ m0, then for every M > 0, there exist onstants
C, ǫ, h0 > 0 suh that :
∀β ∈]−M,M [, ∀ξ ∈ R, ∀α̂ ∈ [−ǫ+ α,α+ ǫ], ∀h ∈]0, h0],
we have :
µ1(Ha,m,bαh,β,ξ ) ≥ b1(a,m)(α̂ − α) + C˜1(a,m)βh1/2 − C
[
|α̂− α|2 + hδ+1/4
]
. (4.12)
Let us mention that in all the estimates of this setion, we do not seek to ontrol the
onstants uniformly with respet to the parameter m.
4.2 A rst order approximation of µ1(a,m, α̂; η̂)
We onstrut a rst order approximation of µ1(a,m, α̂; η̂) by the help of an approximate
eigenfuntion. We reall rst the denition of the `regularized resolvent'. Given a,m, β > 0
and ξ ∈ R, the regularized resolvent R[a,m, β; ξ] is the bounded linear operator on L2(R)
dened by,
R[a,m, β; ξ]u =
{
(H[a,m, β; ξ] − µ1(a,m, β; ξ))−1 u, if u⊥fa,mβ,ξ ,
0, if u ∈ R · fa,mβ,ξ .
(4.13)
Lemma 4.2. There exist onstants C, ǫ > 0 suh that, if |α̂− α| ≤ ǫ, we have :∣∣∣µ1(a,m, α̂; η̂)− µ1(a,m,α; η̂)− b̂1(a,m)(α̂ − α)∣∣∣ ≤ C|α̂− α|2, (4.14)
where
b̂1(a,m) =
∫
R+
|fa,mα,bη (t)|2dt− a
∫
R−
|fa,mα,bη (t)|2dt.
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Preuve. Let τ = α̂− α. We look for b0, b1 ∈ R and u0, u1 ∈ L2(R) suh that,
(H[a,m, α̂; η̂]− (b0 + b1τ)) (u0 + τu1) ∼ 0 in R.
Let us write,
(H[a,m, α̂; η̂]− (b0 + b1τ)) (u0 + τu1)
= (H[a,m,α; η̂]− b0) u0 + τ {(H[a,m,α; η̂]− b0) u1 − (b1 + ζ)u0}+ τ2R,
where
ζ(t) =
{ −1; if t > 0,
a; if t < 0,
and
R =
{
(b1 − 1)u1, if t > 0,
(b1 + a)u1, if t < 0.
We hoose b0, b1, u0, u1 in the following way :
b0 = µ
(1)(a,m,α; η̂), u0 = f
a,m
α,bη ,
b1 =
∫
R+
|u0|2dt− a
∫
R−
|u0|2dt, u1 = R[a,m,α; η̂]g,
where the funtion g ∈ u⊥0 is dened by,
g =
{
(b1 − 1)u0; if t > 0,
(b1 + a)u0; if t < 0.
Notie that u := u0 + τu1 is in the domain of the operator H[a,m, α̂; η̂]. Therefore, the
onstrutions above together with the spetral theorem yields the existene of an eigenvalue
µ˜ of H[a,m, α̂; η̂] that satises :
|µ˜− µ1(a,m,α; η̂)− b1τ | ≤ Cτ2.
By omparing the quadrati forms Q[a,m, α̂; η̂] and Q[a,m,α; η̂], we obtain, thanks to the
min-max priniple,
|µ2(a,m, α̂; η̂)− µ2(a,m,α; η̂)| ≤ Cτ.
Therefore, the only possible hoie of µ˜ is µ˜ = µ1(a,m, α̂; η̂). This ahieves the proof of the
lemma. 
We determine in the next lemma a useful `key' estimate of |η̂ − η|.
Lemma 4.3. Let α be as in (4.7). There exist onstants C, ǫ > 0 suh that, if |α̂ − α| ≤ ǫ,
then we have :
|η̂ − η| ≤ C|α̂− α|. (4.15)
Here η, η̂ are introdued in (4.8).
A. Kahmar, Stability of normal states for generalized G-L 33
Preuve. We denote by :
γ̂ := γ(a,m, α̂; η̂), γ := γ(a,m,α; η),
where γ(·) is dened in (3.6). As η̂ (respetively η) is a ritial point of the funtion
µ1(a,m, α̂; ·) (respetively of µ1(a,m,α; ·), we get, thanks to formula (3.10) :
γ̂2 =
a+ 1
m− 1 α̂−
1
m
η̂2, γ2 =
a+ 1
m− 1α−
1
m
η2,
and onsequently,
γ̂2 − γ2 = a+ 1
m− 1(α̂− α)−
1
m
(η̂2 − η2). (4.16)
Writing Taylor's formula up to the order 1 of the funtion ξ 7→ γ(a,m,α; ξ) near η, we obtain,
γ̂ = γ + c1(η̂ − η) +O(|η̂ − η|2),
where c1 = γ
′(η) is given by, thanks to (3.59),
c1 = γ
2 − η2 + α.
Substituting in (4.16), we obtain :(
c1γ +
η
m
)
(η̂ − η) +O(|η̂ − η|2) = O(|α̂ − α|).
Sine η is a non-degenerate minimum of µ1(a,m,α; ·), then, thanks to (3.58),
c1γ +
η
m
> 0.
This ahieves the proof of the lemma. 
Lemmas 4.2 and 4.3 give now the following theorem, thanks to the regularity in Theo-
rem 3.1.
Theorem 4.4. There exist onstants C, ǫ > 0 suh that, if |α̂− α| ≤ ǫ, we have,
|µ1(a,m, α̂; η̂)− b1(a,m)(α̂ − α)| ≤ C|α̂− α|2. (4.17)
4.3 A lower bound of µ1(Ha,m,bαh,β,ξ )
We start by the following `rough' loalization of the spetrum of Ha,m,nh,β,ξ .
Proposition 4.5. Given a,m,M > 0, there exist onstants C, h0 > 0 suh that
∀β ∈]−M,M [, ∀ξ ∈ R, ∀h ∈]0, h0],
we have, ∣∣∣µj(Ha,m,bαh,β,ξ )− µj(Ha,m,bα0,ξ )∣∣∣ ≤ Ch2δ−1/2 (1 + µj(Ha,m,bα0,ξ )) , (4.18)
where the operator Ha,m,bα0,ξ is dened by :
D(Ha,m,bα0,ξ ) := D(Ha,m,bαh,β,ξ ), Ha,m,bα0,ξ = H[a,m, α̂; ξ].
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The estimate (4.18) is obtained by rst omparing the orresponding quadrati forms and
then by applying the min-max priniple. Notie that the min-max priniple gives also, thanks
to the inlusion of the form domains,
∀j ∈ N, µj(Ha,m,bα0,ξ ) ≥ µj(a,m, α̂; ξ), (4.19)
where µj(a,m, α̂; ξ) is the inreasing sequene of eigenvalues of the operator H[a,m, α̂; ξ].
Sine η̂ is a non-degenerate minimum of µ(1)(a,m, α̂; ·), we get the following lower bound of
µ1(Ha,m,bαh,β,ξ ), when ξ is not very near η̂.
Proposition 4.6. Given a,m,M > 0, there exist onstants C, ζ, h0 > 0 suh that :
∀β ∈]−M,M [, ∀ξ : |ξ − η̂| ≥ ζhδ−1/4, ∀h ∈]0, h0], (4.20)
we have,
µ1(Ha,m,bαh,β,ξ ) ≥ µ1(a,m, α̂; η̂) + Ch2δ−1/2. (4.21)
Proof. Realling the loalization of the spetrum in (4.18) and (4.19), it is suient to
prove the existene of ζ > 0 and h0 suh that, under the hypothesis (4.20), we have,
µ1(a,m, α̂; ξ) ≥ µ1(a,m, α̂; η̂) + h2δ−1/2.
Using Taylor's formula up to the order 2, we get onstants θ,C0 > 0 suh that :
µ1(a,m, α̂; ξ) = µ1(a,m, α̂; η̂) +
|ξ − η̂|2
2
∂2ξµ1(a,m, α̂; ξ)ξ=bη (4.22)
−C0|ξ − η̂|3, ∀ξ ∈]η̂ − θ, η̂ + θ[.
The onstant C0 is uniform with respet to α̂, thanks to the regularity in Theorem 3.1.
Sine ∂2ξµ
(1)(a,m, α̂; ξ)ξ=bη > 0 (f. Theorem 3.17), there exist onstants C
′
0 > 0 suh that we
an rewrite (4.22) as :
µ1(a,m, α̂; ξ) ≥ µ1(a,m, α̂; η̂) + C ′0|ξ − η̂|2, ∀ξ ∈]η̂ − θ, η̂ + θ[.
We hoose ζ > 0 in suh a way that C ′0ζ > 1. We then obtain obtain for ζh
δ−1/2 ≤ |ξ− η̂| < θ,
µ1(a,m, α̂; ξ) ≥ µ1(a,m, α̂; η̂) + h2δ−1/2.
If |ξ − η̂| ≥ θ, there exists, thanks to the variation of µ1(a,m, α̂; ·), a onstant ǫθ > 0 suh
that,
µ1(a,m, α̂; ξ) ≥ µ1(a,m, α̂; η̂) + ǫθ.
It is suient now to hoose h0 in suh a way that h
2δ−1/2
0 < ǫθ. 
We suppose now that |ξ − η̂| ≤ ζh2δ−1/2. In this ase we follow the general tehnique
initiated in [24, Setion 11℄ to onstrut a formal asymptoti expansion for µ1(Ha,m,bαh,β,ξ ) in
powers of (ξ − η̂).
We look for a formal solution
(
µ, fa,m,bαh,β,ξ
)
of the following eigenvalue problem
6
,
(Hh,β,ξ − α̂) fa,m,bαh,β,ξ ∼ µfa,m,bαh,β,ξ , in R+,(
1
mHh,β,ξ + aα̂
)
fa,m,bαh,β,ξ ∼ µfa,m,bαh,β,ξ , in R−,
(fa,m,bαh,β,ξ )
′(0+) = 1m (f
a,m,bα
h,β,ξ )
′(0−) in R,
(4.23)
6
For two funtions f(h), g(h), we use the notation f ∼ g if limh→0([f(h)]/[g(h)] = 1.
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in the form :
µ = d0 + d1 (ξ − η̂) + d2 (ξ − η̂)2 + d3h1/2, (4.24)
fa,m,bαh,β,ξ = u0 + (ξ − η̂) u1 + (ξ − η̂)2 u2 + h1/2u3, (4.25)
where the oeients d0, d1, d2, d3 and the funtions u0, u1, u2, u3 are to be determined. We
expand the operator Hh,β,ξ in powers of (ξ − ξ(η˜)) and then we identify the oeients in
(4.23) of the terms of orders (ξ − ξ(η˜))j (j = 0, 1, 2) and h1/2. We then obtain the following
`leading order' equations,
(H[a,m, α̂; η̂]− d0)u0 = 0, (4.26)
(H[a,m, α̂; η̂]− d0)u1 = g1, (4.27)
(H[a,m, α̂; η̂]− d0)u2 = g2, (4.28)
(H[a,m, α̂; η̂]− d0)u3 = g3, (4.29)
where the funtion g1, g2 and g3 are dened by :
g1(t) =
{
2(t− η̂)u0, if t > 0,
2
m(t− η̂)u0, if t < 0,
(4.30)
g2(t) =
{
2 [(t− η̂)u1 + d1] + (d2 − 1)u0, if t > 0,
2
[
1
m(t− η̂) + d1
]
u1 + (d2 − 1m)u0, if t < 0,
(4.31)
and
g3(t) =
 −
[
β
(
∂t + (t− η̂)3 − η̂2 (t− η̂)
)
− d3
]
u0, if t > 0,
−
[
1
mβ
(
∂t + (t− η̂)3 − η̂2 (t− η̂)
)
− d3
]
u0, if t < 0.
(4.32)
We reall that (f. (3.21)) :∫
R+
(t− η̂)|f̂(t)|2dt+ 1
m
∫
R−
(t− η̂)|f̂(t)|2dt = 0. (4.33)
Then, thanks to (4.33), we an hoose d0, d1, d2, d3 and the funtions u0, u1, u2, u3 in the
following way :
d0 = µ1(a,m, α̂; η̂), u0 = f̂ , (4.34)
d1 = 0, u1 = 2R[a,m, α̂; η̂]g1, (4.35)
d2 =
∫
R+
(u0 − 2(t− η̂)u1) u0 dt+ 1
m
∫
R−
(u0 − 2(t− η̂))u0 dt, (4.36)
u2 = 2R[a,m, α̂; η̂]g2, (4.37)
d3 = β
(∫
R+
u0 ·
(
∂t + (t− η̂)3
)
u0 dt+
1
m
∫
R−
u0 ·
(
∂t + (t− η̂)3
)
u0 dt
)
, (4.38)
u3 = βR[a,m, α̂; η̂]g3. (4.39)
An integration by parts yields :
d3 = β Ĉ1(a,m), (4.40)
where
Ĉ1(a,m) =
∫
R+
(t− η̂)3|f̂(t)|2dt+ 1
m
∫
R−
(t− η̂)3|f̂(t)|2dt+ 1
2
(
1− 1
m
)
|f̂(0)|2. (4.41)
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We dene now the following quasi-mode :
f̂h(t) = χ
(
h−δ+1/2t
)
fa,m,bαh,β,ξ (t), (4.42)
where χ is a ut-o funtion supported in ]− 1, 1[. Sine the funtion f̂ deays exponentially
at innity, we get : ∣∣∣‖f̂h‖2L2(R2) − 1∣∣∣ ≤ C[|ξ − η̂|+ h1/2], ∀h ∈]0, h0].
We have also, thanks to the formal alulus presented above ((4.23)-(4.39)),∣∣∣(Ha,m,bαh,β,ξ − [d0 + d2(ξ − η̂)2 + d3h1/2]) f̂h∣∣∣
≤ C[h1/2|ξ − η̂|+ h1/2+δ ], ∀h ∈]0, h0].
By the spetral Theorem, we get an eigenvalue λ(Ha,m,bαh,β,ξ ) of Ha,m,bαh,β,ξ suh that :∣∣∣λ(Ha,m,bαh,β,ξ )− [d0 + d2(ξ − η̂)2 + d3h1/2]∣∣∣
≤ C[h1/2|ξ − η̂|+ h1/2+δ ], ∀h ∈]0, h0].
The loalization of the spetrum of Ha,m,bαh,β,ξ in Proposition 4.5 together with the lower bound
(4.19) shows that the only possible hoie of λ(Ha,m,bαh,β,ξ ) is
λ(Ha,m,bαh,β,ξ ) = µ1(Ha,m,bαh,β,ξ ).
Therefore, we have proved the following lemma.
Lemma 4.7. Given a,m,M > 0, there exist onstants C, h0 > 0 suh that,
∀β ∈]−M,M [, ∀ξ s.t. |ξ − η̂| ≤ ζhδ−1/4, ∀h ∈]0, h0],
we have : ∣∣∣µ1(Ha,m,bαh,β,ξ )− [d0 + d2(ξ − η̂)2 + d3h1/2]∣∣∣ ≤ Ch1/4+δ , ∀h ∈]0, h0].
The next lemma permits to dedue that d2 > 0.
Lemma 4.8. Under the hypothesis of Lemma 4.7, we have :
d2 =
1
2
∂2ξµ1(a,m, α̂; ξ)|ξ=bη .
Proof. Notie that, by onstrution of fa,m,bαh,β,ξ , one has,∥∥∥(H[a,m, α̂; ξ]− [d0 + d2(ξ − η̂)2]) fa,m,bαh,β,ξ ∥∥∥
L2(R2)
≤ C|ξ − η̂|2.
By the spetral theorem, we get,∣∣µ1(a,m, α̂; ξ)− [d0 + d2(ξ − η̂)2]∣∣ ≤ C|ξ − η̂|2.
Comparing the above expansion with that obtained after writing Taylor's Formula for µ1(a,m, α̂; ξ)
up to the order 2, one gets the result of the lemma. 
Using Proposition 4.6 and Lemmas 4.7 and 4.8, we get nally the following theorem.
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Theorem 4.9. Under the hypothesis of Theorem 4.1, given a,m,M > 0, there exist onstants
C, h0 > 0 suh that :
∀β ∈]−M,M [, ∀ξ ∈ R, ∀h ∈]0, h0],
we have :
µ1(Ha,m,bαh,β,ξ ) ≥ µ1(a,m, α̂; η̂) + Ĉ1(a,m)h1/2 −Ch1/4+δ . (4.43)
Using Theorem 4.9, the regularity of the eigenfuntion in Theorem 3.1, and Lemmas 4.2
and 4.3, we ahieve the proof of Theorem 4.1.
5 Estimates for the bottom of the spetrum
Let us denote by P[κ,H] the self-adjoint operator assoiated to the quadrati form (1.5) by
Friedrihs' theorem. In this setion, we estimate the bottom of the spetrum of P[κ,H] in
the regime κ,H → +∞ and we prove Theorem 1.1.
We introdue the following parameter,
ε =
1√
κH
, (5.1)
whih will be small in our analysis.
We start with a `rough' estimate of µ(1)(κ,H) whih gives an alternative haraterization
of the upper ritial eld HC3(a, m˜;κ).
Proposition 5.1. Given a,m > 0, there exist onstants C, ε0 > 0 suh that, when ε ∈]0, ε0],
we have,
− Cε+min
(
Θ0 − κ
H
,
1
m
Θ0 + a
κ
H
)
≤ ε2µ(1)(κ,H) (5.2)
≤ min
(
1− κ
H
,
1
m
+ a
κ
H
)
+ Cε.
Moreover, there exists a onstant κ0 > 0 suh that, if κ ≥ κ0, then,
HC3(a,m;κ) = min{H > 0; µ(1)(κ,H) = 0}. (5.3)
Proof.
Using the min-max priniple, we get,
min
(
ε2µN (ε; Ω)− κ
H
,
ε2
m
µN (ε; Ωc) + a
κ
H
)
≤ ε2µ(1)(κ,H) (5.4)
≤ min
(
ε2µD(ε; Ω)− κ
H
,
ε2
m
µD(ε; Ωc) + a
κ
H
)
,
where µN (ε; ·), µD(ε; ·) are dened in (2.26). Estimate (5.2) follows now from Proposition 2.4.
We prove now (5.3). We dene,
H∗(κ) = min{H > 0; µ(1)(κ,H) = 0}. (5.5)
By denition, HC3(a,m;κ) ≤ H∗(κ). By (5.4), H∗(κ) has the order of κ (as κ → +∞).
Suppose by ontradition that there exist H ∈]0,H∗(κ)[ suh that
µ(1)(κ,H) > 0.
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Let H1 =
√
κ and hoose κ0 large enough, thanks to the upper bound in (5.2), suh that,
µ(1)(κ,H1) < 0, ∀κ ≥ κ0.
As the funtion H 7→ µ(1)(κ,H) is ontinuous, we get by the Intermediate Value Theorem a
ontradition to the denition of H∗(κ). 
Remark 5.2. Let
α(κ) :=
κ
H∗(κ)
. (5.6)
Then, thanks to (5.2), there exist positive onstants C,C ′, κ0 suh that,
C ′ ≤ α(κ) ≤ C, ∀κ ≥ κ0. (5.7)
Moreover, thanks to (5.3), it is suient to alulate lim
κ→+∞α(κ) in order to prove Theo-
rem 1.1.
We modify our notation slightly by redening the parameter ε,
ε =
1√
κH∗(κ)
. (5.8)
Proposition 5.3. (Lower bound)
There exist onstants C, ε0 > 0 suh that,
inf
ξ∈R
µ1 (a,m,α(κ); ξ) + Cε ≥ 0, ∀ε ∈]0, ε0], (5.9)
where the funtion µ1(·) is dened in (3.5).
Proof. If m ≤ 1, then, thanks to Theorem 3.5,
inf
ξ∈R
µ1 (a,m,α(κ); ξ) = 1− α(κ).
In this ase, (5.9) omes from the upper bound in (5.2).
Let us suppose now that m > 1. If the funtion
ξ 7→ µ1
(
a,
m
µ
,α(κ); ξ
)
does not attain its minimum, we have then nothing to prove, thanks to (3.9) and (5.2).
Suppose now that the funtion ξ 7→ µ1 (a,m,α(κ); ξ) attains its minimum at a point η =
η (a,m,α(κ)). Notie that η(κ) is bounded, thanks to (3.18) and (5.7). Let x0 be an arbitrary
point of ∂Ω. Using the boundary oordinates (s, t) introdued in Subsetion 2.2, we onstrut
a trial funtion u(s, t) supported near x0. We an suppose that x0 = (0, 0) in the (s, t)
oordinate system. Let χ be a ut-o funtion suh that,
suppχ ⊂]− t0, t0[, 0 ≤ χ ≤ 1, χ = 1 in [−t0/2, t0/2], (5.10)
where the onstant t0 is the geometri onstant introdued in Subsetion 2.2. Let us onsider
another funtion f suh that,
f ∈ C∞0 (]− 1/2, 1/2[), ‖f‖L2(R) = 1. (5.11)
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We denote also by fα,η the rst (positive) eigenfuntion of the operator H[a,
m
µ , α(κ); η] whose
L2-norm in R is equal to 1.
We dene u(s, t) by,
u(s, t) = a−1/2(s, t)ε−3/4 exp
(
− iηs
ε
)
fα,η
(
ε−1t
)
χ(t)× f(ε−1/2s). (5.12)
We reall the denition of a(s, t) in (2.19). Sine the funtion fα,η deays exponentially at
innity, we get, thanks to (2.23),
1− C exp
(
−1
ε
)
≤ ‖u‖2L2(R2) ≤ 1. (5.13)
Working with the gauge introdued in Proposition 2.3, we get, thanks to the hange of variable
formulas (2.21) and (2.22) :∣∣∣∣ε2Q[κ,H∗](u)−Q [a, mµ ,α(κ); η
]
(fα,η)
∣∣∣∣ ≤ Cε. (5.14)
By our hoie of fα,η and sine µ1(κ,H∗) = 0, the appliation of the min-max priniple
ahieves the proof. 
Proposition 5.4. (Upper bound)
There exist onstants C, ε0 > 0 suh that, if ε ∈]0, ε0], then,(
1− Cε1/2
)
inf
ξ∈R
µ1 (a,m,α(κ); ξ) − Cε1/2 ≤ 0, (5.15)
where ε has been introdued in (5.8).
Proof. We follow the tehnique of Heler-Morame [24, Subsetion 6.3℄ and we loalize by
means of a partition of unity to ompare with the model operator.
Let 0 < ρ < 2. Consider the partition of unity (χεj) dened by Proposition 2.6. We have the
following deomposition formula, thanks to (2.35),
Q[κ,H∗](u) =
∑
j
Q[κ,H∗](χεju)−
∑
j
‖ |∇χεj |u‖2, ∀u ∈ H1ε−2F(R2), (5.16)
where ‖.‖ denotes the L2-norm in R2.
The alternative appearing in (2.34) permits one to deompose the above sum in the following
form : ∑
=
∑
int
+
∑
ext
+
∑
bnd
,
where the summation over `int' means that we sum over the j's suh that χεj is supported
in Ω, that over `ext' means that χεj is supported in Ω
c
and that over `bnd' means that the
support of χεj meets the boundary ∂Ω.
We have to bound from below eah of the terms on the right hand side of (5.16). By (2.33),
we an estimate the ontribution of the last term in (5.16) :∑
j
‖ |∇χεj |u‖2 ≤ Cζ−20 ε−2ρ‖u‖2. (5.17)
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Using (2.30) and our hoie of F in (??), we get,∑
int
Q[κ,H∗](χεju) ≥ ε−2
∑
int
(
1− κ
H∗
)
‖χεju‖2, (5.18)
∑
ext
Q[κ,H∗](χεju) ≥ ε−2
∑
ext
(
1
m
+ a
κ
H∗
)
‖χεju‖2. (5.19)
We have only now to bound from below
∑
bndQ[κ,H∗](χεju). In the support of χεj , we hoose
the gauge from Proposition 2.3. Proposition 2.5 yields now the existene of onstants C, ε0 > 0
depending only on Ω, and a funtion φj ∈ H1loc(R2) suh that, for any θ > 0 and ε ∈]0, ε0],
(5.20)∑
bnd
Q[κ,H∗](χεju) ≥
(
1− Cζ0ερ − Cε2θ
)∑
bnd
QR×R+ [κ,H∗]
(
exp
(
−iφj
ε
)
χεju
)
−Cε−2
(
ε4ρ−2θ−2 + ζ0ερ + ε2θ
)∑
brd
‖χεju‖2,
where the quadrati form QR×R+ [κ,H∗] is dened by (1.10). Notie that we have also used
the estimate (5.7). Formula (5.20) now reads, thanks to Remark 3.2,
(5.21)∑
bnd
Q[κ,H∗](χεju) ≥ ε−2
(
1− Cζ0ερ − Cε2θ
)(
inf
ξ∈R
µ1 (a,m,α(κ); ξ)
)∑
bnd
‖χεju‖2
−Cε−2
(
ε4ρ−2θ−2 + ζ0ερ + ε2θ
)∑
bnd
‖χεju‖2.
Summing up the estimates (5.17), (5.18), (5.19) and (5.21), the deomposition formulas (5.16)
read as,
(5.22)
Q[κ,H∗](χεju) ≥ ε−2
(∑
int
(
1− κ
H∗
)
‖χεju‖2 +
∑
ext
(
1
m
+ a
κ
H∗
)
‖χεju‖2
)
+ε−2
(
1− Cζ0ερ − Cε2θ
)(
inf
ξ∈R
µ1 (a,m,α(κ); ξ)
)∑
bnd
‖χεju‖2
−Cε−2
(
ε4ρ−2θ−2 + ζ0ερ + ε2θ + ε2−2ρ
)
‖u‖2.
The optimal hoie of ρ and θ seems to be when 4ρ − 2θ − 2 = 2 − 2ρ = 2θ, i.e. ρ = 3/4
and θ = 1/4. With this hoie, and taking ζ0 = 1, we get the lower bound (5.15) after the
appliation of the min-max priniple and by remembering that µ1(κ,H∗) = 0. Notie that we
have used also the following fat whih results from (3.9),
inf
ξ∈R
µ1 (a,m,α(κ); ξ) ≤ min
(
1− α(κ), 1
m
+ α(κ)
)
.

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Proof of Theorem 1.1. Let κn be a sequene suh that :
lim
n→+∞κn = +∞, ∃α0 > 0 : limn→+∞α(κn) = α0.
Then, thanks to Propositions 5.3, 5.4 and the regularity in Theorem 3.1, we get,
inf
ξ∈R
µ1 (a,m,α0; ξ) = 0.
Therefore, by Theorem 3.7, we should have,
α0 = α (a,m) .
This ahieves the proof of Theorem 1.1, thanks to Remark 5.2. 
6 Existene and deay of eigenfuntions
Let us denote by P the self-adjoint operator assoiated to the quadrati form (1.5) when
κ = H = 1. The bottom of the essential spetrum for a Shrödinger operator with eletri
potential is haraterized by Persson's Lemma [35℄. The proof of Persson's Lemma in [1℄ an
be imitated so that we obtain the following haraterization of the essential spetrum of P
(see [29, Theorem 9.4.1℄).
Lemma 6.1. Suppose that Ω ⊂ R2 is bounded. The bottom of the essential spetrum of P is
given by,
inf σess(P) = Σ(P),
where,
Σ(P) = sup
K⊂Ωc
inf
{
1
m
‖∇Fφ‖2L2(R2) + a; φ ∈ C∞0 (Ωc \ K), ‖φ‖L2(R2) = 1
}
,
and the upper bound above is taken over all ompat sets K in Ωc.
Using the above haraterization of the essential spetrum, one an obtain the existene
of eigenfuntions of the operator P[κ,H].
Proposition 6.2. Let H = HC3(a,m;κ). There exists a onstant κ0 > 0 suh that, if κ ≥ κ0,
then µ(1)(κ,H) is an eigenvalue of the operator P[κ,H].
Moreover, if m > 1, denoting by φκ a ground state of P[κ,H], then φκ is exponentially loalized
near the boundary in the following sense,
∃ ε0, δ ∈]0, 1], ∃C > 0, ∀ ε ∈]0, ε0],∥∥∥∥exp(δdist(x, ∂Ω)ε
)
φκ
∥∥∥∥
L2(R2)
≤ C‖φκ‖2L2(R2), (6.1)∥∥∥∥exp(δdist(x, ∂Ω)ε
)
φκ
∥∥∥∥
H1(R2)
≤ Cε−1‖φκ‖2L2(R2).
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Proof. Using Lemma 6.1, we get, thanks to (2.30),
inf σess (P[κ,H]) ≥ κH
(
a
κ
H
+
1
m
)
.
Proposition 5.3 gives on the other hand,
µ(1)(κ,H) ≤ (κH)ǫ(κ),
where
ǫ(κ) := inf
ξ∈R
µ1 (a,m,α(κ); ξ) , (6.2)
and lim
κ→+∞ ǫ(κ) = 0. Therefore, there exist κ0 > 0 suh that, if κ ≥ κ0, then,
µ(1)(κ,H) < inf σess(P[κ,H]),
and therefore µ(1)(κ,H) is an eigenvalue.
We obtain the loalization of the ground states via Agmon's tehnique (f. [1, 24℄). Let
us explain briey the argument. Let Φ be a Lipshitz funtion with ompat support. An
integration by parts yields the following identity,
Q[κ,H]
(
exp
(
Φ
ε
)
φκ
)
= µ(1)(κ,H)
∥∥∥∥exp(Φε
)
φκ
∥∥∥∥2
L2(R2)
(6.3)
+ε−2
∥∥∥∥ |∇Φ| exp(Φε
)
φκ
∥∥∥∥2
L2(Ω)
+
ε−2
m
∥∥∥∥ |∇Φ| exp(Φε
)
φκ
∥∥∥∥2
L2(Ωc)
.
We denote by,
u = exp
(
Φ
ε
)
φκ, β = min
(
1− κ
H
,
1
m
+ a
κ
H
)
, γ = max
(
1,
1
m
)
.
Using the lower bound for Q[κ,H] in (5.22) (with ρ = 1 and θ = 1/2) and the upper bound
for µ(1)(κ,H) in (5.9), we rewrite (6.3) as follows,(
β − ǫ(κ) −Cζ0 − γ‖∇Φ‖2L∞(R2) −Cε1/2
) ∑
int,ext
‖χεju‖2 (6.4)
≤
(
γ‖∇Φ‖2L∞(R2) + Cζ−20 + Cε1/2
)∑
bnd
‖χεju‖2,
where, thanks to the hoie of ρ, eah χεj is supported in a disk of radius ζ0ε.
Given an integer N , we hoose
Φ = δχ
( |x|
N
)
Φ0(x),
where δ ∈]0, 1] is to be determined, χ is a ut-o funtion,
0 ≤ χ ≤ 1, χ = 1 in
[
0,
1
2
]
, suppχ ⊂ [0, 1],
and Φ0 is dened by
Φ0(x) = max (dist(x, ∂Ω), ε) .
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Sine m > 1, we an hoose ζ0 small enough and κ0 large enough suh that,
β − ǫ(κ) −Cζ0 > β
2
, ∀κ ≥ κ0.
There exist also N0, δ0 > 0 suh that, for N ≥ N0 and δ ∈]0, δ0],
β
2
− γ‖∇Φ‖2L∞(R2) ≥
β
4
.
Therefor, we an rewrite (6.4) as,∫
R2,|x|≤N
∣∣∣∣exp(δdist(x, ∂Ω)ε
)
φκ
∣∣∣∣ dx ≤ C˜‖φκ‖2,
for a onstant C˜ > 0. Notiing that the above estimate is uniform with respet to N ≥ N0,
we get (6.1) by passing to the limit N → +∞. The bound on the H1-norm follows now from
(6.3). 
As a result of the deay in (6.1), we get another loalization version of the ground states.
Lemma 6.3. If m > 1, then, given an integer k ∈ N, there exist onstants εk, Ck > 0 suh
that, for any ground state φκ and ε ∈]0, εk], we have,∫
R2
|t(z)|k|φκ(z)|2dz ≤ Ckεk, (6.5)∫
R2
|t(z)|k|(∇− iε−2F)φκ(z)|2dz ≤ Ckεk−2. (6.6)
Remark 6.4. It would be interesting to analyze the loalization of the ground states when
m ≤ 1. It seems in this ase that the ground states should be loalized in a ompat subset of
Ω, as far as possible of ∂Ω.
7 Curvature eets and proof of Theorem 1.3
This setion is devoted to the proof of Theorem 1.3. The omputations that we shall arry
are similar to those arried out in [24, Setions 10-11℄.
Given a > 0, we shall suppose that,
m ≥ m0, (7.1)
where m0 > 1 is dened in Theorem 3.17. We denote by,
α = α (a,m) , α̂ =
κ
H
, H = H∗(κ), (7.2)
where H∗(κ) is dened in (5.5) and is equal to the upper ritial eld for large values of κ.
We shall keep the same notations introdued in Setion 4. In all the proofs, C, ε0 will denote
generi onstants independent of ε and that may hange from line to line.
Proposition 7.1. With the above hypotheses and notations, there exist onstants C, ε > 0,
suh that, if ε ∈]0, ε0], then,
ε2µ(1)(κ,H) ≤ µ1 (a,m, α̂; η̂) + Ĉ1 (a,m) (κr)max ε+ Cε3/2, (7.3)
where the funtion Ĉ1(·, ·) is dened in (4.41).
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Proof. We onstrut a trial funtion inspired by [7, 24℄. Let z0 ∈ ∂Ω be suh that κr(z0) =
(κr)max, and suppose that z0 = 0 in the (s, t) oordinate system introdued in Subsetion 2.2.
Dene the following quasi-mode,
uε(s, t) = ε
−5/8a−1/20 (t)fbα(ε
−1t)χ(t)× f(ε−1/4s), (7.4)
where fbα is the rst eigenfuntion of the operator H[a,m, α̂; η̂] whose L
2
-norm in R is equal
to 1. The funtions χ and f are as in (5.10) and (5.11), and a0(t) is dened by :
a0(t) = 1− tκ0, where κ0 := (κr)max.
Let us introdue the operator,
H1 = ∂t + (t− η̂)3 − ξ2(t− η̂).
Then, using the exponential deay of fbα and the hoie of gauge in Proposition 2.3, one gets
(for the detailed alulations, see [29, Proposition 5.4.3℄),∣∣∣∣qε,F,Ω(uε)− ε−2 ∫
R+
(|f ′
bα(t)|2 + |(t− η̂)fbα(t)|2 + κ0ε(H1fbα)(t) fbα(t)
)
dt
∣∣∣∣ ≤ Cε−1/2, (7.5)∣∣∣∣qε,F,Ωc(uε)− ε−2 ∫
R−
(|f ′
bα(t)|2 + |(t− η̂)fbα(t)|2 + κ0ε(H1fbα)(t) fbα(t)
)
dt
∣∣∣∣ ≤ Cε−1/2.(7.6)
An integration by parts yields, thanks to (3.21) and (4.41),∫
R+
H1 fbα(t) fbα(t) dt+
1
m
∫
R−
H1 fbα(t) fbα(t) dt = Ĉ1 (a,m) .
Therefore, (7.5) and (7.6) together with our hoie of fbα yield the estimate,∣∣∣Q[κ,H](uε)− ε−2 {µ1 (a,m, α̂; η̂) + Ĉ1 (a,m) κ0ε}∣∣∣ ≤ Cε−1/2.
The deay of fbα at innity also yields,∣∣∣‖uε‖2L2(R) − 1∣∣∣ ≤ C exp (−ε−1) , ∀ε ∈]0, ε0].
The appliation of the min-max priniple now ahieves the proof of the proposition. 
Remark 7.2. Using Theorem 4.4, we get a better version of the upper bound (7.3),
ε2µ(1)(κ,H) ≤ b1 (a,m) (α̂− α) + C˜1 (a,m) (κr)max ε (7.7)
+C
(
ε3/2 + |α̂− α|2
)
, ∀ε ∈]0, ε0],
where b1(·, ·) and C˜1(·, ·) are dened in (4.10) and (4.11) respetively.
In the next proposition, using the existene of ground states (f. Proposition 6.2), we shall
determine a lower bound for µ(1)(κ,H).
Proposition 7.3. Under the above hypotheses and notations, there exist onstants C, ε0 > 0,
suh that, if ε ∈]0, ε0], then,
ε2µ(1)(κ,H) ≥ b1 (a,m) (α̂− α) + C˜1 (a,m) (κr)max ε− C(ε4/3 + |α̂− α|2). (7.8)
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Proof. Let us onsider a partition of unity
(
χj,ε1/3
)
j∈Z2
of R
2
that satises :
∑
j∈J
|χj,ε1/3(z)|2 = 1,
∑
j∈J
|∇χj,ε1/3(z)|2 ≤ Cε−2/3, (7.9)
supp χj,ε1/3 ⊂ jε1/3 + [−ε1/3, ε1/3]2. (7.10)
We dene the following set of indies :
J1τ(ε) := {j ∈ Z2; suppχj,ε1/3 ∩Ω 6= ∅, dist(supp χj,ε1/3 , ∂Ω) ≤ τ(ε)},
where the number τ(ε) is dened by :
τ(ε) = ε2δ , with
1
6
≤ δ ≤ 1
2
, (7.11)
and the number δ will be hosen suitably.
We onsider also another saled partition of unity in R :
ψ20,τ(ε)(t) + ψ
2
1,τ(ε)(t) = 1, |ψ′j,τ(ε)(t)| ≤
C
τ(ε)
, j = 0, 1, (7.12)
suppψ0,τ(ε) ⊂
[
τ(ε)
20
,+∞
[
, suppψ1,τ(ε) ⊂
]
−∞, τ(ε)
10
]
. (7.13)
Notie that, for eah j ∈ J1τ(ε), the funtion ψ1,τ(ε)(t)χj,ε1/3(s, t) an be interpreted, by means
of boundary oordinates, as a funtion in Nt0 (f. (2.15)). Moreover, eah ψ1,τ(ε)(t)χj,ε1/3(s, t)
is supported in a retangle
K(j, ε) =]− ε1/3 + sj, sj + ε1/3[×[0, ε2δ [
near ∂Ω. The role of δ is then to ontrol the width of eah retangle K(j, ε).
Let φκ be an L
2
-normalized ground state of P[κ,H] whose existene was shown in Proposi-
tion 6.2. Sine φκ deays exponentially away from the boundary, we get,∣∣∣∣∣∣∣
∑
j∈J1
τ(ε)
Q[κ,H](ψ1,τ(ε)χj,ε1/3φκ)− ε−4µ(1)(κ,H)
∣∣∣∣∣∣∣ ≤ Cε−2/3. (7.14)
The proof of (7.14) follows atually that of [24, Formulas (10.4), (10.5), (10,6)℄, see [29,
Proposition 5.5.1℄.
For eah j ∈ J1τ(ε), we dene a unique point zj ∈ ∂Ω by the relation s(zj) = sj . We denote
then by κj = κr(zj), aj(t) = 1− κjt, and
Aj(t) = −t
(
1− t
2
κj
)
,
Let us onsider the k-family of dierential operators,
Hε,j,k = −ε4a−1j ∂2t (aj∂t) + (1 + 2κjt)(ε2k −Aj)2.
We denote by Ha,mε,j,k the self-adjoint operator on the spae
L2(]− ε2δ , ε2δ [; aj(t)dt)
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dened by :
Ha,m,bαε,j,k =
{
Hε,j,k − α̂, t > 0,
1
mHε,j,k + aα̂, t < 0,
with domain :
D(Ha,m,bαε,j,k ) = {u ∈ H10 (]− ε2δ , ε2δ [; u|]−ε2δ,0[ ∈ H
2(]− ε2δ , 0[),
u|
]0,ε2δ [
∈ H2(]0, ε2δ [), u′(0+) = 1
m
u′(0−)}.
We introdue :
µ1(H
a,m,bα
ε,j,k ) := infk∈R
inf Sp(Ha,m,bαε,j,k ). (7.15)
Then one gets from (7.14) the following result,
ε2µ(1)(κ,H) ≥
(
inf
j∈J1
τ(ε)
µ1(H
a,m,bα
ε,j,k )
)
+O(ε4/3). (7.16)
Let us explain briey how we get (7.16) (the details of the alulations are given in [24,
Setion 11℄). We express eah term Q[κ,H](ψ1,τ(ε)χj,ε1/3φκ) in boundary oordinates. We
work with the loal hoie of gauge given in Proposition 2.3. We expand now all the terms by
Taylor's Formula near (sj , 0). After ontrolling the remainder terms, thanks to the exponential
deay of the ground states away from the boundary, we apply a partial Fourier transformation
in the tangential variable s and we get nally the desired result (see [29, Proposition 5.5.3℄).
Putting,
β = κj , ξ = −εk, h = ε2,
and applying the saling t˜ = h−1/2t, one gets,
µ1(H
a,m,bα
ε,j,k ) = hµ1(Ha,m,bαh,β,ξ ).
By applying Theorem 4.9
7
, we nish the proof of the theorem. 
Proof of Theorem 1.3. It results from (7.7), (7.8) and the denition of H∗(κ),
b1 (a,m) (α̂− α) + C˜1 (a,m) (κr)maxε+O
(
ε4/3 + |α̂− α|2
)
= 0.
This yields,
|α̂− α| ≤ Cε,
and onsequently,
H∗(κ) =
κ
α
− C˜1 (a,m)
b1 (a,m)α3/2
(κr)max +O(κ−1/3).
This ahieves the proof of the theorem upon setting,
C1(a, ·) = −C˜1(a, ·)
b1(a, ·) . (7.17)
7
The optimal hoie of δ whih gives a remainder in aordane with (7.16) is δ = 5/12.
We have to notie also that
eC1(a,m) is negative for m ≥ m0.
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A Proof of Theorem 1.6
We bring in this appendix the proof of the asymptotis (1.22). Notie that the Euler-Lagrange
equations assoiated to the funtional (1.20) has a solution (0,A) that satises,
curlA = 1, divA = 0 in Ω, ν ·A = 0 on ∂Ω,
and the normal state (0,A) is unique. Dene the following eigenvalue,
λ(1)(δ, γ0; ε) = inf
u∈H1(Ω),u 6=0
qδ,γ0ε (u)
‖u‖2
L2(Ω)
, (A.1)
where,
qδ,γ0ε (u) = ‖(∇− iε−2A)u‖2L2(Ω) + κδγ0‖u‖2L2(∂Ω),
and ε = 1√
κH
. We dene the following upper ritial eld,
HC3(δ, γ0;κ) = inf{H > 0; λ(1)(δ, γ0; ε) ≥ κ2}.
As for (5.3), we an also show that the ritial eld,
H∗(δ, γ0;κ) = inf{H > 0; λ(1)(δ, γ0; ε) = κ2}, (A.2)
is equal to the upper ritial eld for large values of κ. Following the generalization of the
analysis of Heler-Morame [24℄ in [30℄, we obtain the following asymptotis for λ(1)(δ, γ0; ε).
Proposition A.1. Let H = H∗(κ, δ, γ0). The following asymptotis holds as ε tends 0,
ε2λ(1)(δ, γ0; ε) = Θ
(
ε2κδγ0
)
(1 + o(1)) , (A.3)
where Θ(·) is dened in (2.8).
Proof. We split the proof in two steps orresponding to the determination of an upper
bound and of a lower bound.
Step 1. Upper bound.
We establish the following upper bound,
ε2λ(1)(δ, γ0; ε) ≤ Θ
(
ε2κδγ0
)
(1 + o(1)) (ε→ 0). (A.4)
We have two ases to deal with,
either lim
ε→0
ε2κδ = +∞, or lim
ε→0
ε2κδ < +∞.
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Case 1. lim
ε→0
ε2κδ = +∞ and γ0 > 0. In this ase, by the min-max priniple and (2.27), we
get,
ε2λ(1)(δ, γ0; ε) ≤ ε2µD(ε; Ω) ≤ 1 + Cε3.
We obtain then the upper bound (A.4) upon realling that Θ(γ) is exponentially lose to 1
when γ → +∞ (f. [30℄).
Case 2. lim
ε→0
ε2κ2 < +∞ or γ0 ≤ 0. Let η := ε2κδγ0. We onstrut the following quasi-mode
by means of boundary oordinates (f. Subsetion 2.2),
uε(s, t) = ε
−3/4a−1/2 exp
(
−iξ(η)s
ε
)
ϕη
(
ε−1t
)
χ(t)× f
(
ε−1/2s
)
,
where the funtions χ and f are as in (5.10) and (5.11) respetively. Then following [30, Proof
of Proposition 3.1℄, we get the upper bound (A.4).
Step 2. Lower bound.
We establish the following lower bound,
ε2λ(1)(δ, γ0; ε) ≥ Θ
(
(1− Cε1/2)ε2κδ
)
− Cε5/2. (A.5)
We have, thanks to (2.35), (2.33), (2.30) and (2.31) (with the hoie ρ = 3/4 and θ = 1/4),
qδ,γ0ε (u) ≥ ε−2
(∑
int
‖χεju‖2 +
(
1− Cε1/2
)∑
bnd
qδ,eηε,R×R+(χ
ε
ju)− Cε1/2‖u‖2
)
,
where η˜ = (1− Cε)−1η. Applying the min-max priniple, we get the lower bound (A.5). We
ahieve now the proof of the theorem upon realling the asymptoti behavior of Θ(·) (f. [30℄).

Lemma A.2. There exists a unique η0 < 0 suh that Θ(η0) = 0. Moreover, given γ0 ∈ R,
there exists a unique ℓ(γ0) > 0 suh that Θ(γ0 · ℓ(γ0)) = ℓ(γ0)2.
Proof. The existene and uniqueness of η0 omes from the monotoniity of Θ(·) and the
behavior of Θ(·) at −∞ (Θ(γ) ∼ −γ2).
Let us dene the funtion h(η) = Θ(γ0η) − η2. Notie that h(0) = Θ0 > 0 and h(η) < 0 for
all η ≥ 1. Therefore, thanks to the Intermediate Value Theorem, there exists a solution ℓ(γ0)
of h(ℓ(γ0)) = 0 and this solution is in ]0, 1[. Using (2.11), we get,
h′(η) = γ0|ϕγ0η(0)|2 − 2η,
where h′(η) < 0 in ]0, 1[ if γ0 ≤ 0. If γ0 > 0, then thanks to the Min-Max Priniple, (2.9) and
(2.5),
γ0η|ϕγ0η(0)|2 ≤ Θ(γ0η)−Θ0, Θ0 < ℓ(γ0) < 1,
and onsequently, (reall that Θ0 >
1
2),
h′(η) ≤ Θ(γ0η)− 1
η
− 2η ≤ 1−Θ0
η
− 2η < 0 in ]Θ0, 1[.
Therefore, ℓ(γ0) is unique. 
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Proof of Theorem 1.6. Using (A.2) and Proposition A.1, we have to analyze the limit of
κδ
(κH∗(κ))1/2
as κ→ +∞. Let
β = lim
κ→+∞
κδ
(κH∗(κ))1/2
, (A.6)
with 0 ≤ β ≤ +∞. Notie that, thanks to (A.3) and to the denition of H∗(κ), we have the
following equation,
Θ
(
κδ
(κH∗(κ))1/2
γ0
)
=
κ
H∗(κ)
(1 + o(1)) as κ→ +∞. (A.7)
The above equation gives, thanks to the monotoniity of Θ(·) and the denition of η0,
βγ0 ≥ η0. (A.8)
Case 1. δ < 1.
We show in this ase that β = 0. Suppose by ontradition that β > 0. If β < +∞, then,
thanks to (A.6),
H∗(κ) =
1
β2
κ2δ−1(1 + o(1)).
Substituting in (A.7), we get,
Θ(βγ0) =
1
β2
κ2(1−δ)(1 + o(1)),
whih is impossible sine δ < 1. If β = +∞, then, thanks to (A.8), this ase is possible only
if γ0 > 0. Using (A.7), we get, thanks to the deay of Θ(·) at +∞,
κ
H∗(κ)
= 1 + o(1),
and onsequently,
κδ
(κH∗(κ))1/2
= O(κδ−1),
whih is a ontradition sine δ < 1.
Case 2. δ = 1.
If β = +∞, we get a ontradition as in the above ase. Therefore, β < +∞. Then, ombining
(A.6) and (A.7), we get Θ(βγ0) = β
2
. Thus, by Lemma A.2, β = ℓ(γ0).
Case 3. δ > 1 and γ0 > 0.
It is suient to prove that β = +∞. Suppose by ontradition that β < +∞. Then, (A.7)
will give H∗(κ) = κ(1 + o(1)) while (A.6) will give
H∗(κ) =
1
β2
κ2δ−1(1 + o(1)),
whih is impossible sine δ > 1.
Case 4. δ > 1 and γ0 < 0.
In this ase β should be nite, thanks to (A.8). We dedue then from (A.6) that
H∗(κ) =
1
β2
κ2δ−1(1 + o(1)).
Sine δ > 1, (A.7) gives : Θ(βγ0) = 0. Therefore, by Lemma A.2, βγ0 = η0. 
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