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В останні роки все більшої уваги приділяється використанню штучних 
нейронних мереж (ШНМ) для діагностики газоперекачувальних агрегатів 
(ГПА). Зазвичай навчання ШНМ проводять на моделях робочих процесів ГПА, а 
для моделювання дефектних станів використовуються згенеровані набори діа-
гностичних даних. При цьому отримані результати не дозволяють оцінити 
реальний стан ГПА. Запропоновано як вхідні дані ШНМ використати значення 
характеристик акустичних і вібраційних процесів ГПА. 
Проведено дескриптивний статистичний аналіз реальних вібраційних і 
акустичних процесів, згенерованих роботою ГПА типу ГТК-25і (GE Nuovo 
Pignone, Італія). Здійснено формування пакетів діагностичних ознак, що над-
ходять на вхід ШНМ. Діагностичними ознаками є п’ять максимальних амплі-
тудних складових акустичного та вібраційного сигналів, а також значення 
стандартного відхилення для кожної вибірки. Діагностичні ознаки обчислю-
ються безпосередньо у вхідному конвеєрі даних ШНМ в реальному часі для 
трьох технічних станів ГПА. 
З використанням фреймворків TensorFlow, Keras, NumPy, pandas мовою 
програмування Python 3 розроблено архітектуру глибинної повнозв’язної ШНМ 
прямого поширення, що тренуються за алгоритмом зворотного поширення 
помилки.  
Наводяться результати навчання та тестування розробленої ШНМ. Під 
час тестування встановлено, що точність розпізнавання сигналів для стану 
«номінальний» з усіх 1475 зразків сигналів становить precision=1.0000, для 
стану «поточний» precision=0.9853 і для стану «дефектний» – 
precision=0.9091. 
Використання розробленої ШНМ дає можливість класифікації технічних 
станів ГПА з достатньою для практичного застосування точністю, що дозво-
лить попередити виникнення відмов ГПА. ШНМ може бути використана для 
діагностування ГПА будь-якого типу та потужності.  
Ключові слова: газоперекачувальний агрегат, технічний стан, діагносту-
вання, класифікація, штучна нейромережа, глибинне навчання. 
 
1. Вступ 
Тривала експлуатація газотранспортної системи (ГТС) України (близько 
40 років) призвела до того, що більша частина парку її газоперекачувальних 
агрегатів (ГПА) відпрацювала свій ресурс або близька до нього. У звязку з цим 
мають місце багаточисельні відмови ГПА як по їх агрегатним вузлам і елемен-






ГПА. Останні впливають на надійність ГПА і ефективність компримування га-
зу. На 72 компресорних станціях (КС) ГТС знаходиться 702 ГПА, що становить 
76,7 % ГПА з газотурбінним приводом, тому актуальною є задача забезпечення 
їх експлуатаційної надійності [1]. 
Вирішення вказаної задачі вимагає використання методів технічної діагно-
стики. Для діагностування технічного стану агрегатних вузлів та елементів 
ГПА використовують методи параметричної та віброакустичної діагностики 
[2, 3]. Методи параметричної діагностики базуються на обробці і аналізі техно-
логічних параметрів, що характеризують процес експлуатації ГПА. Методи 
віброакустичної діагностики базуються на обробці і аналізі віброакустичних 
коливань, що генеруються агрегатними вузлами і елементами ГПА в процесі 
експлуатації і несуть інформацію про його технічний стан. 
Основною проблемою при використанні вказаних методів діагностування є 
виявлення раціональних діагностичних ознак дефектів агрегатних вузлів чи 
елементів ГПА. Діагностичні ознаки отримують шляхом вибору (розробки) 
ефективних методів і алгоритмів обробки віброакустичних сигналів і техноло-
гічних параметрів ГПА. 
Для цього використовуються різноманітні перетворення: швидке перетво-
рення Фур'є, дискретне косинусне перетворення, автокореляційна функція, роз-
поділу класів Коена, S-перетворення, різні вейвлет-перетворення та ін. В 
останні роки широке використання при створенні методів діагностування ГПА 
найшли штучні нейронні мережі. Перевага їх в порівнянні з іншими методами 
обробки діагностичної інформації полягає в підвищенні точності розпізнавання 
станів ГПА при збільшенні вибірки вхідних даних на яких проводиться навчан-
ня штучної нейронної мережі.  
Незважаючи на значну кількість різноманітним методів діагностування 
ГПА відсутні методи, які найшли широке практичне використання при визна-
ченні технічного стану агрегатних вузлів і елементів ГПА в процесі експлуата-
ції. При цьому важливою залишається задача подальшого використання отри-
маної інформації про технічний стан ГПА для коригування режимів його робо-
ти за фактичним станом.  
У звязку з цим актуальною залишається задача контрою технічного стану 
ГПА. Розробка нових методів діагностування ГПА на базі штучних нейронних 
мереж є одним з напрямків її вирішення. При цьому передача отриманих ре-
зультатів діагностування в САУ дозволить здійснювати управління роботою 
ГПА за фактичним станом. 
Це дозволить підвищити надійність їх роботи та ефективність процесу 
компримування газу.  
 
2. Аналіз літературних даних та постановка проблеми 
Навчання ШНМ для діагностування технічного стану ГПА в цілому (інтег-
ральна оцінка), чи його агрегатних вузлів та елементів вимагає вхідної діагнос-
тичної інформації. Такою інформацією можуть бути технологічні параметри ро-
боти ГПА, або характеристики вібраційних і акустичних процесів, що супрово-







вання таких обєктів, як газотурбінна електростанція, двухпоточний турбореакти-
вний двигун, газова турбіна. При цьому використовуються математичні моделі їх 
технологічних параметрів, які представляються як у вигляді звичайної штучної 
нейронної мережі (Convolutional Neural Network –CNN) так і у вигляді ймовірні-
сної нейронної мережі (Probabilistic Neural Network – PNN). Для моделювання 
дефектних станів використовуються згенеровані набори діагностичних даних. 
Недоліком наведених в роботі ШНМ є відсутність реальних вхідних даних для її 
навчання, що ставить під сумнів отримані результати діагностування. 
Для моделювання одного номінального і десяти дефектних станів газотур-
бінної установки (ГТУ) використали CNN [4], що дозволило створити реальні 
набори даних для її навчання та тестування. Система діагностування на її осно-
ві дозволяє розпізнавати дефекти вузлів ГТУ на стадії їх зародження. В [5] 
встановлено, що при діагностуванні стану ГТУ досить часто має місце взаємоз-
в'язок між дефектами газового тракту та дефектами давача. Тому при одночас-
ному виникненні двох дефектів використання звичайної CNN для діагносту-
вання ГТУ не дає бажаного результату. Пропонується новий метод для поліп-
шення характеристик типової CNN за рахунок оптимізації впливу послідовності 
її вхідних вимірювальних параметрів. Екстремальне підсилення градієнта 
(XGBoost) використовується для інтерпретації впливу ефекту послідовності на 
діагностичну точність CNN. Показано, що в симуляційному експерименті діаг-
ностична точність CNN після оптимізації становить 95,52 %, що вище, ніж у 
звичайних CNN (рівень точності 91,10 %) та RNN (рівень точності 94,21 %).  
Інтегральний метод для оперативного виявлення і прогнозування множин-
них дефектів ГТУ, яких складається з трьох етапів, представлено в [6]. Етапи 
включають – виділення діагностичних ознак за допомогою аналізу основних 
компонентів (Principal Component Analysis – PCA), класифікацію машинного 
навчання з використанням багатошарового персептрону, штучну нейронну ме-
режу (MLP- ANN Multilayer Perceptron - Artificial Neural Network) та прогнозу-
вання дефектів на основі моделі, отриманої за допомогою методики нелінійного 
аналізу газового шляху (Gas Path Analysis – GPA). В запропонованому методі 
PCA спочатку перетворює сигнатуру помилки вимірювання в область ознак 
дефектів, яка стає входом до багатозначного класифікатора ANN (Artificial 
Neural Network), що використовується для виділення потенційних дефектних 
компонентів. Нарешті нелінійний GPA кількісно визначає величину дефекту та 
його вплив на зміну технічного стану ГТУ. Метод був апробований на термо-
динамічній моделі двохвального високооборотного турбовентиляторного дви-
гуна. Кількісний аналіз виділення помилок моделі PCA-ANN на тестовому на-
борі дав точність класифікації 96,6 % і продемонстрував кращі результати за 
всіма показниками порівняно з іншими алгоритмами класифікації з багатьма 
мітками. Однак в роботі не вказується на результативність методу при викорис-
танні тестового набору з реальних експериментальних даних. В [7] розгляда-
ється використання ANN для діагностування таких дефектів реактивного дви-
гуна (РД) типу Viper 632-43 (сумісна розробка фірм "Rolls-Royce" Британія і 
"Fiat Aviazione" Італія), як забруднення компресора, ерозія турбіни або наяв-






тина містить математичну модель реального реактивного двигуна для двох його 
станів бездефектного та з наявністю дефектів. Друга частина роботи присвяче-
на оптимізації ANN для прогнозування продуктивності реактивного двигуна, а 
третя стосується застосування ANN для прогнозування його технічного стану. 
Особливістю роботи [7] є використання експериментальних даних, отриманих в 
реальних умовах польоту Viper 632-43 для навчання ANN, що є суттєвою пере-
вагою запропоновано методу в порівнянні з [6]. 
Для діагностування трьох одначасних дефектів двохвальної ГТУ в [8] вико-
ристана система, яка розроблена шляхом інтеграції автоасоціативної нейронної 
мережі (Autoassociative Neural Network – AANN), вкладених класифікаторів ма-
шинного навчання (ML) та багатошарового персептрона (Multilayer Perceptron – 
MLP). Розглядається призначення кожної функціональної складової системи. 
Відмічено, що в рамках класифікації проводиться оцінка результатів класифіка-
ції дефектів по п’яти широко використовуваних методик ML, спрямованих на 
виявлення альтернативних підходів. Результати випробувань показують вигідні 
переваги інтеграції двох або більше методів при діагностуванні ГТУ на основі 
компенсації слабкості одного з методів перевагою іншого. При цьому не розгля-
дається процедура вибору того чи іншого методу для компенсації недоліків ме-
тоду, який вже використовується для діагностування ГТУ. В [9] запропонований 
метод діагностування ГТУ заснований на поєднанні методу Нгуєна-Відроу 
(Nguyen-Widrow N-W) та оптимізованого алгоритму АТ L-M (Levenberg–
Marquardt Algorithm). Метод N-W використовується для ініціалізації ваг і порогів 
нейронів в нейронній мережі BP. Алгоритм L-M, який є поєднання переваг мето-
ду Гауса-Ньютона та методу градієнтного спуску, використовується для поліп-
шення простору пошуку нейронної мережі BP, що зменшує час навчання в ме-
режі і прискорює швидкість навчання мережі. Показано, що модель нейронної 
мережі BP, оптимізована поєднанням N-W та L-M, має більшу швидкість нав-
чання та вищу діагностичну ефективність при виявленні дефектів ГТУ. 
Новий підхід до діагностування технічного стану обертових машин на ос-
нові нелінійної авторегресії з зовнішніми (екзогенними) нейронними мережами 
NARX (Nonlinear Autoregressive Exogenous model) наведений в [10]. Мережа 
навчається на основі експериментальних даних отриманих від давача вібрації, 
що встановлений на силовому підшипнику двохвальної ГТУ типу GE 3002. Ме-
режа NARX використовується для моніторингу вібраційного стану ГТУ і до-
зволяє діагностувати дефекти, які можуть в ній виникнути. 
Поєднання методів машинного навчання з інформацією від давачів ГТУ 
швидко розширилося за останнє десятиліття і включає численні програми ре-
гресії, кластеризації та навіть алгоритми нейронних мереж. Виходячи з цього в 
роботі [11] приводиться огляд загальноприйнятих обчислювальних методів, що 
використовуються в промисловості для моніторингу технічного стану ГТУ. В 
роботі наводяться також джерела застосування алгоритмів машинного навчан-
ня, які не відносяться до газотурбінної промисловості. Аналізуються результати 
дослідження технічного стану не лишень газового тракту промислових ГТУ, 
оснащених стандартною системою контролю, але й нове використання алгори-







Враховуючи, що окремі елементи газотурбінного двигуна (ГТД) недоступ-
ні для прямих вимірювань їх стану, зміну технічного стану цих елементів ви-
значають на основі даних технологічних параметрів, які піддаються вимірю-
ванню. Для цього в роботі [12] запропоновано проводити діагностування ГТД 
на основі адаптивної системи нейро-нечіткого висновку ANFIS (Adaptive 
Neuro-Fuzzy Inference System). Показано, що перевірка працездатності розроб-
леної системи проводилася з використанням високоточної моделі ГТД та згене-
рованого набору вимірювальних параметрів газового тракту з врахуванням різ-
них умов їх отримання. Вказується, що отримані результати підтверджують 
ефективність розробленої системи. В той же час в роботі [12] не вказано, як 
згенерований набір вимірювальних параметрів співвідноситься з реальними 
значеннями параметрів ГТД і як це впливає на точність отриманих результатів 
діагностування. 
Аналізуючи наведені вище різноманітні типи штучних нейронних мереж 
для діагностування технічного стану окремих, або декількох дефектів розгляну-
тих діагностування – ГТУ, ГТД і РД, можна вказати на їх загальні недоліки. 
Для переважної більшості запропонованих нейронних мереж їх навчання про-
водиться на моделях ГТУ, ГТД і РД з використанням згенерованих наборів діа-
гностичних даних для змодельованих дефектів окремих елементів обєкту діаг-
ностування. В розглянутих роботах практично відсутні посилання на викорис-
тання експериментальних даних, за винятком [7, 10], для навчання запропоно-
ваних нейронних мереж стосовно діагностування агрегатних вузлів чи елемен-
тів ГТУ, ГТД і РД. Нарешті жодна з розглянутих нейронних мереж не викорис-
товує в якості вхідних даних характеристики акустичних процесів, що супрово-
джують роботу ГТУ, ГТД чи РД. 
В той же час у багатьох випадках важливо не діагностувати конкретний 
агрегатний вузол чи елемент ГПА, а контролювати степінь його працездатності 
в процесі експлуатації. Це дає можливість прогнозувати зміну степені праце-
здатності ГПА на подальший період його експлуатації. 
При цьому суттєвим є навчання штучної нейронної мережі на експеримен-
тальних даних, навчальна вибірка яких постійно поповнюється, що дозволяє 
підвищити діагностичну точність нейронної мережі.  
 
3. Ціль та задачі дослідження 
Метою роботи є розробка штучної нейронної мережі прямого поширення 
для розпізнавання технічних станів ГПА в процесі експлуатації шляхом її нав-
чання на вхідних експериментальних даних – характеристиках вібраційних і 
акустичних сигналів ГПА. 
Для досягнення мети були поставлені такі завдання:  
– провести дескриптивний статистичний аналіз акустичних і вібраційних 
сигналів ГПА типу ГТК-25і з точки зору використання їх в якості вхідних да-
них нейронної мережі; 
– розробити архітектуру глибинної повнозв’язної нейронної мережі прямо-






– провести навчання нейронної мережі прямого поширення та її тестуван-
ня на експериментальних даних. 
 
4. Матеріали та методи дослідження зміни технічного стану ГПА на 
базі штучної нейромережі 
4. 1. Набір даних 
Для отримання експериментальних даних – вібраційних і акустичних сиг-
налів, була використана вдосконалена система автоматичного управління 
(САУ) ГПА типу ГТК-25і [13]. Вібраційні і акустичні сигнали записували при 
частоті обертання турбіни низького тиску рівній 4 670 об/хв., що відповідає 
номінальному режиму експлуатації ГТК-25і. 
Акустичні сигнали записували з використанням розробленої системи акус-
тичного контролю, що є функціональною складовою САУ, змонтованої на кор-
пусі осьового компресора в районі підшипника № 1, в безпосередній близькості 
біля лопатей 0-ої, 1-ої і 2-ої ступеней. Вказані лопаті є найбільш навантажени-
ми елементами осьового компресора. Вібраційні сигнали записували з викорис-
танням широкосмугового вібродавача типу Metrix SA6200A (США). Вихідні 
сигнали з системи акустичного контролю та вібродавача по коаксіальному ка-
белю через аудіо модуль поступали до ПК з програмним пакетом обробки ви-
сокочастотних сигналів сигналів Audacity. При цьому характеристики сигналів 
були наступні: частота дискретизації – 44.1 кГц, роздільна здатність – 16 біт, 
амплітуда, що відповідає 32768 LSB АЦП: +4 dBu (1.228 Vrms, 1.736 Vpk, 
3.472 Vpp). В загальному впродовж чотирьох років експлуатації ГТК-25і було 
отримано 36878 експериментальних зразків сигналів для трьох його технічних 
станів, які обумовлювалися різним періодом напрацювання ГТК-25і. Так, «но-
мінальному» відповідає стан ГПА після проведення ремонту, «дефектному» – 
стан виведеного з експлуатації ГПА (напрацювання до встановленого ресурсу – 
16 тис. год) для проведення ремонтних робіт. До «поточного» стану віднесли 
ГПА з напрацюванням 12 тис. год. Зі всієї кількості зразків сигналів 10339 було 
отримано для «номінального» стану, 25033 зразків для «поточного» стану та 
1506 зразків для «дефектного» стану. Весь наявний набір даних було розділено 
на навчальний, валідаційний та тестовий набори у пропорції 70:10:20. 
 
4. 2. Дескриптивний статистичний аналіз 
Проведено дескриптивний статистичний аналіз сигналів за допомогою за-
гально відомих підходів. Досліджено та систематизовано математичні споді-
вання, дисперсії, стандартні відхилення, мінімальні та максимальні значення, 
розмах амплітудних значень та квартилі сигналів. Для прикладу, на рис. 1 наве-
дена гістограма для вибірки «дефектний» стан ГТК-25і на якій нанесена крива 
нормального розподілу, а на рис. 2 наведена Квантиль-Квантильна діаграма 
(Quantile-Quantile Plot, Q-Q Plot) акустичного сигналу «дефектного» ГТК-25і. 
Q-Q графік це діаграма розсіювання, що використовується у математичній ста-
тистиці, як графічний метод для порівняння двох розподілів ймовірностей, ста-
влячи їх квантилі один проти одного [14]. Усі графічні залежності побудовано з 







амплітудних значень проводили з використанням тесту Шапіро-Уілка [16]. 
Приклад діаграми розмаху (Box Plot) [17] амплітуд акустичних сигналів наве-




Рис. 1. Гістограма розподілу амплітуд акустичного сигналу для «дефектного» 
стану ГТК-25і 
 
Встановлено, що для відкидання нуль-гіпотези про нормальність розподілу 
значень сигналів немає достатньо значимих статистичних доказів (для «номіна-
льного» стану p-value складає 0.859, для «поточного» стану 0.093 та для «дефе-
ктного» стану 0.071 при рівні значущості 0.05). Отже, в подальшому дослі-






















4. 3. Часові характеристики 
Дослідження часових характеристик здійснювалось за допомогою візуалі-
зації часових форм сигналів. Приклад такої візуалізації для часової форми акус-
тичного сигналу "дефектного" стану представлено на рис. 4. 
 
 
Рис. 4. Часова форма акустичного сигналу для "дефектного" стану ГТК-25і 
 
Дослідження автокореляційних властивостей проводилось у відповідності 



















acf l x x x x
N x
              (1) 
 
де acf(l) – оцінка автокореляційної функції (АКФ); 
xn – дискретизовані значення сигналу, В; 
N – загальне число вибірок сигналу; 
var(x) – дисперсія сигналу x, В^2; 
x  – вибіркове середнє, В; 
l – лаг, l<(N–1); 








Рис. 5. Автокореляційна функція акустичного сигналу для "дефектного" стану 
ГТК-25і 
 
Як можна побачити з рис. 4, 5 сигнали мають випадковий характер зі шви-
дко спадаючою автокореляційною функцією. 
 
4. 4. Частотні характеристики 
Спектральну густину енергії (СГЕ) акустичного та вібраційного сигналів 
було отримано за допомогою швидкого перетворення Фур’є (ШПФ) [18]. ШПФ 
було обчислено з використанням Python модуля numpy.fft у відповідності 
до (2). 
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де Sx(kF) – густина амплітуд, В/Гц; 
x(nTs) – дискретизовані значення сигналу, В; 
N – загальне число вибірок сигналу; 
Ts – інтервал дискретизації в часі, Ts=1/fs, сек; 
fs – частота дискретизації, Гц; 
k – частотний індекс, k=0, 1,…, N–1; 







Спектральна густина енергії була обчислена на частотах kF як |Sx(kF)|
2 з ін-
тервалом F=1/NTs в частотній області. Приклад для акустичного сигналу "дефе-




Рис. 6. Спектральна густина енергії акустичного сигналу для "дефектного" ста-
ну ГТК-25і 
 
Розроблено вхідний конвеєр даних, що передбачає необхідну трансформа-
цію та агрегацію даних, формування пакетів вибірок. Дані на виході моделі 
мають категоріальний характер, тому цільові класи (стани ГПА) кодуються за 
допомогою “one hot” кодування. Перетворення у “one hot” здійснюється у вхід-
ному конвеєрі. Також здійснюється формування пакетів ознак, що надходять на 
вхід ШНМ. Кожна вибірка ознак є комбінацією з п’яти максимальних ампліту-
дних складових акустичного сигналу та стандартного відхилення сигналу і 
п’яти відліків сигналу вібрації та його стандартного відхилення. Стандартні ві-
дхилення обчислюються безпосередньо у вхідному конвеєрі даних в реальному 
часі. Усі вхідні сигнали, що надходять на вхід нейромережі мають числовий 
характер, їх значення мають нормальний розполіл. Конвеєр побудовано на ос-
нові tensorflow.data. 
 
4. 5. Дизайн нейромережної глибинної моделі 
Розроблено архітектуру глибинної повнозв’язної нейронної мережі прямо-






Вхідна розмірність ШНМ 12. Вихідний шар містить 3 нейрони для кожного 
стану відповідно. ШНМ містить два прихованих шари, що містять 256 та 
128 нейронів відповідно. Кількість зв’язків між вхідним шаром і першим при-
хованим шаром – 3072, між першим і другим прихованими шарами – 32768, 
між другим прихованим і вихідним шаром – 384 звязки. Усього модель має 
38195 параметрів, з них 37403 параметрів що піддаються зміні під час навчання 
та 792 сталих параметрів. Таке число нейронів та зв’язків вибрано на основі не-
обхідності забезпечити потрібну ємність мережі. В прихованому шарі викорис-
товується ReLU [19] функція активації, в вихідному шарі – функція SoftMax. 
Між шарами застосовується пакетна нормалізація (batch normalization). 
Побудова ШНМ була проведена з використанням фреймворків TensorFlow 
[20], Keras [21], NumPy [22], pandas [23] мовою програмування Python 3 [24] на 
основі добре відомих підходів щодо цифрової обробки сигналів за допомогою 
ШНМ [25, 26]. Структуру нейронних зв’язків подано на рис. 7, структуру шарів 
нейронів та розмірності даних подано на рис. 8. У якості оптимізатора викорис-
товується "Adam" [27]. У якості функції втрат використано категоріальну крос-
ентропію (3), ефективне обчислення ентропії здійснене у відповідності до [28]. 
Метрикою якості є загальна акуратність (4) [29]. 
 




H p q p x q x                 (3) 
 
де H(p, q) – крос-ентропія розподілів p, q; p, q – ймовірнісні розподіли над ймо-
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                (4) 
 
де TP – кількість істинно позитивних випадків класифікації, TN – кількість іс-











Рис. 7. Структура нейронних зв’язків 
 
Веб застосунок Tensorboard використовувався для візуалізації навчальних 









Рис. 8. Структура шарів штучної нейронної мережі та розмірності даних 
 
4. 6. Навчання та валідація 
Навчання моделі здійснено на спеціалізованому сервері, обладнаному ви-
сокопродуктивним графічним адаптером Tesla P4 GPU з 7611 MiB відео пам’яті 
(NVIDIA-SMI 460.56, Driver Version: 460.32.03, CUDA Version: 11.2) виробниц-
тва компанії Nvidia (США). Розмір навчального набору складає 5309 зразків 
сигналів, розмір валідаційного набору – 590 зразків. Процедура навчання три-
ває приблизно 62.5 мкс на одну вибірку, 2 мс на один крок (batch), 370 мс на 
одну епоху (включно з валідацією). Число вибірок на одне оновлення градієнта 
оптимізатора (batch size) складає 32. Під час навчання фіксується історія нав-
чання, з якої отримано показники та можливість візуалізувати графіки, що ха-







кції втрат та метрики акуратності на навчальному та валідаційному наборах 
відповідно, представлені на рис. 9. Оцінка цих параметрів здійснюється в про-
цесі навчання відповідно на навчальному та валідаційному наборі з метою ви-
явлення тенденцій до перенавчання (overfitting) або недостатньої здатності ме-
режі до генералізації [30]. Значення обчислюються в кінці кожної епохи. 
 
 
Рис. 9. Графіки історії навчання штучної нейронної мережі 
 
Найкращу продуктивність системи отримано після 20 епох, коли досяга-
ється заданий рівень помилки для валідаційних даних. Як можна побачити, 
training accuracy досягає значення 0.9904, validation accuracy досягає значен-
ня 0.9746. Подальше збільшення кількості епох не призводить до покращення 
якісних показників. 
 
5. Результати досліджень зміни технічного стану газоперекачувально-
го агрегату на основі штучної нейромережі 
5. 1. Результати статистичного, частотного та аналізу часового ряду 
Проведено дескриптивний статистичний аналіз акустичних і вібраційних 
сигналів ГПА типу ГТК-25і. Досліджено та систематизовано оцінки математи-
чного сподівання, дисперсії, стандартних відхилень, мінімальних та максима-
льних значень, розмаху амплітудних значень та квартилів сигналів (табл. 1). 
Оцінки статистичних характеристик отримано за допомогою модуля scipy.stats 






ставлені результати обчислені по усьому наявному набору даних окремо для 
кожного зі станів: "номінальному", "поточному" та "дефектному". 
 
Таблиця 1 
Статистичні характеристики сигналів, Вольт 
стан «номінальний» «поточний» «дефектний» 
статистика шум вібрація шум вібрація шум вібрація 
mean –0.0002 –0.0002 –0.0006 –0.0015 –0.0093 –0.0064 
std 0.0247 0.0202 0.1601 0.2209 0.303 0.5514 
min –0.0966 –0.0704 –0.6952 –0.8825 –0.9822 –1.6656 
25 % –0.0167 –0.0135 –0.1051 –0.1523 –0.2073 –0.3638 
50 % –0.0001 0.0002 0.0031 –0.0007 –0.0077 –0.0056 
75 % 0.0162 0.0138 0.1087 0.1505 0.188 0.3284 
max 0.094 0.0594 0.7219 0.7928 2.2995 8.4175 
 
Як можна побачити з табл. 1, статистичні властивості для "дефектного" і 
"номінального" станів значно відрізняються. В той же час, відмінність між ха-
рактеристиками "поточного" та "дефектного" станів не є суттєва. Це обумлю-
ється часом його напрацюванням – 12 000 год, який наближається до встанов-
леного ресурсу – 16 000 год, що відповідає «дефектному» стану ГПА. 
Досліджено ймовірнісні розподіли сигналів, встановлено їх нормальний 
характер (для «номінального» стану p-value складає 0.859, для «поточного» 
стану 0.093 та для «дефектного» стану 0.071). 
Проведено дослідження часового ряду та автокореляційних властивостей. 
Отримано частотні характеристики акустичних та вібраційних сигналів. Вста-
новлено можливість використання комбінації акустичних та вібраційних сигна-
лів у якості вхідних даних нейронної мережі. 
 
5. 2. Результати проектування архітектури та навчання нейромережі 
Розроблено архітектуру глибинної повнозв’язної нейронної мережі прямо-
го поширення, що тренуються за алгоритмом зворотного поширення помилки. 
Вхідна розмірність 12, мережа містить два прихованих шари з 256 і 
128 нейронами відповідно. Вихідний шар містить 3 нейрони для кожного стану 
ГПА відповідно. Процедура навчання триває приблизно 62.5 мкс на одну вибі-
рку, 2 мс на один крок (batch), 370 мс на одну епоху. Число вибірок на одне 
оновлення градієнта оптимізатора (batch size) складає 32. У якості оптимізатора 
використано Adam. Загальна акуратність (overall accuracy) є метрикою якості. 
Досягнуто значення загальної акуратністі на рівні 0.9904 на навчальному наборі 
даних і 0.9746 на валідаційному наборі. 
 
5. 3. Результати тестування нейромереевої моделі 
Проведено навчання нейронної мережі та її тестування на експеримента-
льних даних. Тестування розробленої мережі проведено на базі тестового набо-







що складає величину 0.9871. Тестування здійснювалось у post-predict спосіб, 
коли тестові дані проходять через predict процедуру. Після чого, результати пе-
редбачення нейромережі були порівняні з правильною розміткою (ground truth) 
і отримана матриця невідповідностей, що подана у табл. 2. Наступні покласові 
макро- і мікро-усереднені та зважені метрики були отримані з матриці невідпо-
відностей: акуратність (accuracy), істиннопозитивний рівень (true positive rate, 
TPR, recall), прогностична значущість позитивного результату (positive 
predictive value, PPV, precision), F1 метрика, тощо. Детальний звіт з якісних по-
казників класифікатора наведено у табл. 3. 
 
Таблиця 2 
Матриця невідповідностей (confusion matrix) 
Ground Truth 
Передбачення нейромережі 
"номінальний" "поточний" "дефектний" Всі стани 
"номінальний" 410 0 0 410 
"поточний" 0 1006 4 1010 
"дефектний" 0 15 40 55 
Всі стани 410 1021 44 1475 
 
Таблиця 3 
Детальний звіт класифікатора (classification report) 
Стан 
Метрика 
precision recall f1-score support 
"номінальний" 1.0000 1.0000 1.0000 410 
"поточний" 0.9853 0.9960 0.9906 1010 
"дефектний" 0.9091 0.7273 0.8081 55 
micro avg 0.9871 0.9871 0.9871 1475 
macro avg 0.9648 0.9078 0.9329 1475 
weighted avg 0.9866 0.9871 0.9864 1475 
samples avg 0.9871 0.9871 0.9871 1475 
 
Як можна побачити з табл. 2, підчас тестування встановлено, що для класу 
"номінальний" усі 410 зразків сигналів були розпізнані коректно (recall=1.0000). 
Випадків некоректно розпізнаних інших класів як «номінальний» немає 
(precision=1.0000). Для класу "поточний" 4 зразки з 1010 було помилково розпі-
знано як інші класи (recall=0.9960), також 15 зразків інших класів було помил-
ково розпізнано як "поточний" (precision=0.9853). Для класу "дефектний", 15 з 
55 зразків було помилково розпізнано як інші класи (recall=0.7273) і 4 зразки 
інших класів були помилково розпізнані як "дефектні" (precision=0.9091). Такі 
метрики якості є цілком прийнятними і задовольняють вимогам, що ставляться 








6. Обговорення результатів дослідження якості діагностування ГПА 
на базі штучної нейронної мережі прямого поширення 
Аналіз частотних характеристик сигналів акустичного шуму та вібрації 
(рис. 6) показує що спектр сигналів є достатньо рівномірним в широкому діапа-
зоні частот. Це суттєво ускладнює або унеможливлює діагностику ГПА вихо-
дячи тільки зі спектрального складу сигналів. Автокореляційна функція, що 
швидко спадає, (рис. 5) показує значну випадковість значень сигналу. При та-
кому характері автокореляційних властивостей практично неможливо застосо-
вувати добре відомі і розвинуті техніки аналізу та прогнозування часових рядів 
і прийняття рішень на їх основі. Важливим результатом проведеного аналізу 
статистичних характеристик (рис. 1, 2) є висновок про нормальність розподілу 
значень сигналів. Нормально розподілені сигнали при заданому рівні енергії 
мають найбільше значення ентропії, отже є високоінформативними. Раніше на-
копичений досвід, у тому числі і досвід авторів, показує що за допомогою ней-
ронних мереж можна ефективно опрацьовувати такі сигнали. Комбінація з сиг-
налів акустичного шуму та вібрації збільшує доступну кількість корисної інфо-
рмації що надходить на нейронну мережу і покращує якісні показники у порів-
нянні з використанням тільки одного з перелічених параметрів. 
Основні результати дослідження показують що використання простих 
нейронних мереж прямого поширення має прийнятні якісні характеристики. 
Запропонована у даному дослідженні архітектура нейронної мережі (рис. 7, 8) 
виявилась ефективною для розв’язання поставленої задачі. В той же час, її об-
числювальна складність є незначною. Така нейронна мережа може бути реалі-
зована і масштабована як програмно, так і апаратно. Важливим є що у запропо-
нованому методі використовуються тільки два інформаційних параметри (акус-
тичний шум і вібрація), що суттєво спрощує препроцесінг даних і зменшує 
складність моделі. В інших підходах, як правило, застосовується значно більша 
кількість параметрів, наприклад 14 в [4] та 15 параметрів в [12]. Отримані ча-
сові характеристики дозволяють здійснювати діагностування постійно і в ре-
жимі реального часу. Ключовою особливістю запропонованої архітектури є за-
стосування нормалізації між усіма шарами нейромережі. Це прискорює оброб-
ку даних та підвищує стабільність мережі. Також дозволяє прискорити схо-
димість моделі, зробити навчання шарів більш незалежно від інших шарів, 
зменшити чутливість до початкової ініціалізації ваг за рахунок усунення 
внутрішнього коваріантного зсуву [32]. 
Найбільш близькими до запропонованого підходу є підходи, описані у [5] 
та [9]. Вони базуються на використанні класичних згорткових та ймовірнісних 
нейромережевих архітектур, а також на вдосконалених алгоритмах навчання, 
зокрема, комбінації алгоритмів начання Нгуєна-Відроу та Левенберга-
Марквардта. Порівняння акуратності трьох найбільш близьких технічних рі-
шень представлено у табл. 4 (за даними табл. 3 та [5, 9]). 
Як можна побачити з табл. 4, виграш запропонованого підходу у порівнянні 
з класичними складає від 2.99 % до 3.71 %. У порівнянні з відомим вдосконале-
ним алгоритмом навчання на основі комбінації методів Нгуєна-Відроу та Ле-







відмінністю отриманих результатів є те, що для дослідження використовувались 
реальні дані зняті під час роботи ГПА, на відміну від інших досліджень, де вико-
ристовуються синтез штучних даних або аугментація, моделювання в обчислю-
вальних експериментах, симуляційні експерименти або дані зняті з лабораторних 




























0.9572 0.95 0.98 0.9871 
 
Отримані результати слід вважати корисними з точки зору практичного за-
стосуванні розробленої нейромережі для діагностування технічного стану ГПА 
з газотурбінним приводом різних типів та потужностей. Перевагою запропоно-
ваного рішення є можливість швидкої імплементації обчислювальних структур 
на базі сучасних мікроконтролерів та одноплатних промислових комп’ютерів і 
програмних фреймворків, оскільки вони легко масштабуються. Ще однією пе-
ревагою є адаптивність та можливість пристосування до змінних умов, шумів 
зовнішнього середовища тощо. Дане дослідження має обмеження, яке полягає у 
тому що досліджувались тільки повнозв’язні мережі прямого поширення. Є не-
обхідність у проведенні аналізу можливості застосування рекурентних архітек-
тур, зокрема з довгою короткочасною пам'яттю (ДКЧП), що може бути предме-
том подальших досліджень. 
 
7. Висновки 
1. З використанням вдосконаленої САУ ГПА типу ГТК-25і отримано маси-
ви акустичних і вібраційних сигналів для трьох його станів – «номінального», 
«поточного» та «дефектного» загальною кількістю 36878 зразків та проведено 
їх дескриптивний статистичний аналіз. Встановлено, що акустичні та вібраційні 
сигнали мають нормальний розподіл (p-value в межах від 0.071 до 0.859). Дос-
ліджено часові, автокореляційні та частотні характеристики сигналів, Встанов-
лено, що сигнали мають випадковий характер зі швидко спадаючою автокоре-
ляційною функцією та широким частотним спектром. За сукупністю характери-
стик такі сигнали можуть бути використані як вхідні ознаки для нейромережної 
моделі. Для даної моделі запропоновано використовувати комбінацію з сигна-
лів акустичного шуму і вібрації. Побудовано вхідний конвеєр даних для пакет-
ної подачі даних на модель. 
2. Розроблено архітектуру глибинної повнозв’язної нейронної мережі пря-






256 і 128 нейронами відповідно і вихідний шаром з 3 нейронами з прийнятним 
часом тренування, що не перевищує 370 мс на одну епоху. Загальна акуратність 
складає 0.9904 на навчальному наборі даних і 0.9746 на валідаційному наборі. 
3. Здійснене тестування розробленої моделі на незалежному тестовому на-
борі даних. Отримано прийнятні для практичного застосування показники яко-
сті класифікації станів. Загальна акуратність складає 0.9871, середнє зважене 
значення метрики F1 складає 0.9864. Такі показники дають можливість засто-
совувати модель для класифікації технічних станів ГПА з достатньою точністю. 
Це дозволить попереджати виникнення відмов ГПА та підвищить їх надійність. 
Розроблена модель може бути використана для діагностування ГПА будь-якого 
типу та потужності, легко адаптується до змінних параметрів акустичного се-
редовища в широких межах. 
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