ABSTRACT Experimental power is a measure of the ability of an experiment to detect differences between treatment means. Researchers design experiments and then calculate the probability that differences are simply due to chance, the null hypothesis. The objective of the analyses reported here was to determine the appropriate number of samples to demonstrate significant differences of various magnitudes from broiler chicken blood constituents. Over 800 samples were taken for a study of the effects of sample storage time, serum vs. plasma, light intensity, and fed vs. fasted birds on blood cholesterol, triglycerides, uric acid, glucose, total protein (TP), albumin, globulin, alanine aminotransferase (ALT), aspartate aminotransferase, gammaGT, creatinine, alkaline phosphatase, Ca and P. Various transformations increased the QQ plot R 2 values from 0.000 to 0.149 or 0.00 to 17.62%. Most of the QQ plot R 2 values were at or above 0.90. The 1/x 2 transformation of blood P data showed the biggest increase in QQ plot R 2 (0.846 to 0.995). The different standard deviations and coefficients of variation (CVs) found for each variable resulted in widely different numbers of replicates needed to detect differences in 2 treatment means. The extremes were glucose with a CV of 6.9% and ALT with a CV of 39.7%. For glucose, 15 replicates are needed to find a 10% difference in 97% of experiments; for ALT, 15 replicates would detect a 50% difference 91% of the time. The use of parameters such as cholesterol, glucose, TP, albumin, and globulin showed low CVs, indicating they may be considered as stable parameters. The lower CVs make it possible to find differences with a smaller number of replicates used in studies. As reported, the phosphorus values did not have a normal distribution of the data, so a transformation of these data could be an alternative to better discuss the results found.
INTRODUCTION
Experimental power is a measure of the ability of an experiment to detect differences between treatment means. Despite the paramount importance of experimental power to quality research, it is seldom allotted more than a few paragraphs or pages in statistical texts for agriculturists and other biologists. Experimental power may be defined as the probability of a treatment effect not being detectable if it exists, and the sensitivity would be the least response of a treatment that could be detected (Berndtson, 1991) .
The problem stems from cognitive dissonance, the mental state of an individual that holds 2 conflicting ideas to be true. The conflicting ideas in this case being the following: (1) 2 means that are not statisti-C 2018 Poultry Science Association Inc. Received January 23, 2018. Accepted July 9, 2018. 1 Corresponding author: E-mail: nunesrv@hotmail.com cally different are therefore equal and (2) 2 means not demonstrably different may still be different. The mental process is further confounded by the reality that an experiment planned to have a high power and finding no significant differences does not prove that no differences exist. The power of an experiment is not directly or indirectly related in any way to the determined probability that the treatments are different.
Intuitively, agricultural scientists often conclude that "not statistically (significantly) different from" is the equivalent of "equal to", but that is not necessarily true. The number of replicates used in agricultural experiments is often based more on tradition than statistical planning. Thus, when developing an experimental design and defining a suitable statistical model all sources with potential variability should be considered, and the number of experimental units should be sufficient for adequate power (Kaps and Lamberson, 2017) . Our intuition is likely to lead to a large number of false negatives (Greenland, 2011) . Experiments that do not result in statistically significant differences do not really prove 3746 that no statistically significant differences exist. Some indication of the size detectable differences by an experiment should be helpful in properly interpreting "no statistically significant differences were found".
Researchers design experiments and then calculate the probability that differences are simply due to chance, the null hypothesis. The power will depend on the significance level used for the test, the magnitude of the effect of interest in the population, and the sample size used to detect the effect (Demetrio et al., 2013) . The easiest way to show there are no statistically significant differences is to have inadequate replication only capable of detecting large differences. However, sometimes small differences can be economically important. For example, a 2-point decrease in the feed conversion ratio will save poultry producer hundreds of thousands of dollars, if implemented. When small differences are important as in testing products for their effects on bird physiology, some measure of experimental power should be employed to ensure that there is adequate replication to detect meaningful differences.
The poultry industry and nutritional researchers seek to maximize poultry production using genetic improvement, alternative feed ingredients, feed additives, among others, while being concerned with the health and welfare of poultry and with the safety of their products (meat and eggs). Thus, for example, a blood test is an indicator of the health and metabolic status of the birds. An advantage of measuring blood parameters is that this procedure does not involve terminating the life of the bird, so the same birds can be used throughout the entire experiment. The biochemical profile of blood, such as glucose, calcium, alkaline phosphatase, total protein, albumin, aspartate aminotransferase (AST), alanine aminotransferase (ALT), cholesterol, triglycerides, creatinine, uric, acid and others can provide diagnostic values for several diseases and can be used as references for metabolic disturbances occurring in the liver, kidneys, bones, muscle, etc. (Gattani et al., 2016) .
The objective of the analyses reported here was to determine the appropriate number of samples to demonstrate significant differences of various magnitudes from common measurements of various broiler chicken blood constituents. The chosen scenario is that there are 2 treatment groups to be tested and historical data from an experiment testing the effects of fasting time, type of sample (plasma vs. serum), environmental light intensity (5 vs. 20 lumens m −2 ), and time of blood storage before analysis will be used to estimate expected means and standard variations and calculate experimental power estimates.
MATERIALS AND METHODS
The blood samples used in this study were collected from 45-d-old, male, Cobb 500 broilers. The birds were given the same ration and the same lighting program from 1 to 42 d of age, and at 42 d of age they were distributed into 2 environments, with constant light at 2 different intensities (5 vs. 20 lumens m −2 ). After a period of 3 d of adaptation to the light intensities, the birds were weighed and fasted for 1 h and then fed for 30 min. After feeding, blood was collected from 10 birds (postprandial or time zero bleeding). Subsequently, blood was collected at intervals of 2 h during a 12 h fast period. The blood was collected from the ulnar vein, using vacuum tubes with and without an anticoagulant (sodium fluoride and heparin coated tubes). After the blood was harvested, it remained at rest for 15 min and was then centrifuged at 1050 g for 10 min. The blood fractions (plasma and serum) were placed in Eppendorf tubes and frozen (-20 • C). The blood fractions were stored for 0, 15, 30, and 60 d. The analysis was done using a Biochemical Autoanalyzer (Flexor EL 200, Elitech, Paris, France) with specific kits, calibrated with standards (Elical, Elitech).
A total of 1008 or 802 blood samples were taken for a study of the effects of sample storage time, serum vs. plasma, light intensity, and fed vs. fasted on several metabolites ( Table 1 ). The measurements were determined by an automated blood analyzer (Flexor EL 200, Elitech, Paris, France) .
The data used was the original data without the withdrawal or adjustment for outliers. The standard deviation (SD) of the population for each measurement was compared to the root mean square error from an analysis of variance (Table 1 ). The ANOVA were performed utilizing the statistical software SAS University Edition (2014), through the PROC GLM procedure, the descriptive analyses were obtained using the PROC UNI-VARIATE procedure. The model utilized in ANOVA was considered a factorial model 4 × 2 × 2 × 7, 5 levels of storage (0; 15; 30; 60 d), 2 blood samples (plasma and serum), 2 light intensities (5 and 20 lumens), and 7 fasted times (0; 2; 4; 6; 8; 10; and 12 h) considering isolated effects and all the possible interactions.
The ANOVA was performed only for obtaining the root mean square error, R 2 , and coefficient of variation, the isolated effects, and possible interactions were not considered in subsequent analyses.
For each dependent variable, the transformations described by Bartlett (1947) were calculated, and the R 2 values for the QQ plots were determined (Michael, 1983) .
Based on the means and SDs of the treatments (as estimated by the root mean square error), the number of replicates to detect significant differences of different treatment magnitudes for each dependent variable were determined using EPGP.xls (2018) . The true differences between treatment means varied from 2 to 200% and the number of replicates per treatment varied from 2 to 50 (Table 2) . For example, blood phosphorus (the dependent variable showing the largest difference in QQ plot R 2 values before and after transformation), the number of replicates to detect differences of different magnitudes were calculated before and after an inverse transformation. 
RESULTS
The coefficient of variation (CV) of the population overestimated the ANOVA root mean square error by 4-35% for the variables, except calcium which was overestimated by 320% (Table 1 ). The independent variables only accounted for 8.6 to 46.4% of the total variation as indicated by the R 2 values. Model parameters accounted for 94.4% of the variation in blood calcium. The various transformations increased the QQ plot R 2 values from 0.000 to 0.149% or 0.00 to 17.62% (Table 3) . Most of the QQ plot R 2 values were at or above 0.90, so there was little opportunity to make the observations more normally distributed. The 1/x 2 transformation of blood phosphorus data ( Figure 1A vs. Figure 1B) showed the biggest increase in QQ plot R 2 (0.846 to 0.995).
The different SD and CV found for each variable resulted in widely different numbers of replicates needed to detect differences in 2 treatment means ( Table 2) . The extremes were blood glucose with a CV of 6.9% (Figure 2 ) and ALT with a CV of 39.7% (Figure 3) .
When blood phosphorus data were transformed to normalize the distribution of the observations, the number of replicates needed to find statistically significant differences was calculated and then inversed to percentage change space (Table 4) , the proportion of experiments expected to find differences decreased. For instance, for 4 replicates and a real difference of 25%, P < 0.05 should be detected in 26.8% of experiments; however, with 1/x 2 transformation, P < 0.05 should be detected in 34.3% of experiments. Similarly, for 25 replicates and a real difference of 10%, P < 0.05 should be detected in 46.4% of experiments, but, with 1/x 2 transformation, P < 0.05 should be detected in 50.3% of experiments.
DISCUSSION
These results illustrate the process and potential magnitude of determining experimental power for research on broiler chicken blood variables, and how these experimental design techniques can aid researchers in the planning of studies:
1. Estimate the expected mean and SDs of the variables of interest (Table 1) . If factors greatly contributing to experimental variation are known and can be eliminated as with blood calcium, the root mean square error should give the best estimate of the SD of the expected treatment means. Any statistical program or Microsoft Excel is adequate for making the calculations. 2. Determine if the data are normally distributed. If the QQ plot R 2 is high, then transformation will probably not be helpful, but if found to be somewhat low (as for calcium and phosphorus), then Table 4 . A simulation of the power for experimental studies on blood phosphorous levels in chickens. Italicized values are the proportion of experiments finding P < 0.05 with various true differences and number of replicates based on original (mean = 5.69, SD = 1.00) and transformed (mean = 0.03, SD = 0.01) data. 0.171 0.939 0.993 0.999 1.000 1.000 1.000 1.000 1.000 0.498 0.994 1.000 1.000 1.000 1.000 1.000 1.000 1.000 100% 0.288 0.981 0.999 1.000 1.000 1.000 1.000 1.000 1.000 0.857 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 200% 0.752 0.998 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.992 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
1 Values in italics indicate better than a 95% chance of declaring real differences significant. some transformation may be helpful for improving the experimental power estimation ( Table 2 ). The QPDOL.exe workbook makes comparing the QQ plot R2 values relatively easy (Figure 4 ). 3. Calculate the experimental power needed for the intended purpose. Try and answer the question of what would be the consequences of a 2 or 5 unit difference in the means, or whatever differences that may be of interest, percentage difference due to the imposed treatment(s). The Experimental Power Graphing Program (EPGP.xls) easily calculates (from the expect mean of the control group and % change due to the imposed treatment) a series of experimental power curves (Figures 2 and 3 ).
With any of the coefficients of determination found for the blood measurements (Table 1) , it is practically impossible to be 90% sure of detecting a real difference at P < 0.05 with 1 experiment. By conducting 2 or 3 experiments, the odds of finding a difference by chance with P < 0.05 would be reduced to 0.05 × 0.05 = 0.0025 and 0.05 × 0.05 × 0.05 = 0.000125, respectively. If proof is needed that differences were not found by chance, repeating the experiment is the best solution.
Few, if any, experiments are planned and conducted with the forethought of how big a difference in the treatment means needs to be detectable, but in most cases this should be considered. If there is not adequate replication, then the experiment does not hold any value; inversely, in instances where the experiment is designed with too many replications, valuable resources are wasted. The use of the minimum number of repetitions for certain parameters should be considered as an alternative to reduce the experimental costs and the time spent to find a significant response. Because of the thought process of planning an experiment to disprove the null hypothesis that there is no statistically significant difference between treatments, the logical conclusion is that there is or is not a difference due to any imposed treatment being studied. In reality, the appropriate conclusion should be whether there is or is not a difference of a certain magnitude demonstrable by the experiment being conducted. Great care needs to be taken in making conclusions from any 1 experiment because the expected power does not affect the probability that observed differences are due to chance.
The use of certain feed additives such as enzymes (Ahmad et al., 2013) , probiotics (Riyazi et al., 2015 and Pourakbari et al., 2016) , prebiotics (Keser et al., 2011; Yalcinkaya et al., 2012) , herbal extracts (Lee et al., 2016; Shawle et al., 2016; Thirumalaisamy et al., 2016) , as well as responses to different nutritional requirements (Sizmaz and Yildiz, 2014; Hosseintabar et al., 2015) and the use of alternative feeds (Kaya and Sahin, 2013; Abbasi et al., 2015; Jalali et al., 2015; Thirumalaisamy et al., 2016) and different processes in feed manufacturing (Nahavandinejad et al., 2014) can significantly affect the metabolism of the birds. These changes can cause alterations in the biochemical levels of the blood and consequently are used to explain metabolic changes that may have occurred. The statistical power of the test depends on the level of significance used, the magnitude of the effect of interest of the population and the size of the sample used. In this context, during the planning of an experiment, it is necessary to estimate the size of the samples necessary for the statistical analysis of the power of the test to reach a high power (Demetrios et al., 2013) Studies related to diseases (Valizade et al., 2016 ), metabolic problems (Wang et al., 2012) , mycotoxins, and adsorbents (Bhatti et al., 2016; Sobrane Filho et al., 2016) use blood metabolite responses to elucidate the probable effects caused by these agents on the health of the birds. The knowledge of the optimal number of replications to be used to find statistically significant differences between 2 treatments may be fundamental for bird welfare. The use of few replicates reduces the chance of detecting small differences between treatments, thus reducing error variability, improving experimental protocols or performing more uniform selection of birds, could be an alternative (Demetrios et al., 2013) . The nanoparticles (Ognik et al., 2016 used in modern poultry farming and their responses are evaluated mainly in the changes that occur in the biochemical parameters of the blood.
To carefully plan and organize the execution of an experiment to maximize the information obtained, using an appropriate power analysis to determine the number of replicates is critical, and the use of further analysis can be useful in determining the size of the difference that could be detected, given the size of the experiment and the observed variability (Aaron and Hays, 2004) . The transformation of the data could help the researchers to improve the interpretation of the results when the experimental planning was not adequate or there were uncontrollable errors during the execution of the experiment.
The use of parameters (variables, factors, entities, etc.) such as cholesterol, glucose, total proteins, albumin, and globulin showed low CVs, indicating they may be considered as stable parameters. The lower CVs make it possible to find differences with a smaller number of replicates used in studies. As reported, the phosphorus values did not have a normal distribution of the data, so a transformation of these data could be an alternative to better discuss the results found, without the need to repeat the research. With the exception of calcium and phosphorus that had intermediate CVs, the other variables studied had relatively large CVs, which indicates the need for a greater number of replications, in studies using these variables, so that significant differences could be found.
The "Bottom Line" of the power analyses presented here is that routinely using the same number of replications for blood parameter analyses is not an efficient use of resources. Despite equipment manufacturer's recommendations of running all analyses on all samples collected, it is clear that sample size should be directly proportional to observed variations among individuals and determined separately for each parameter. Parameters with small variances need fewer sample determinations that parameters with larger variances. Further, transforming non-normal data and inverse transforming it is valuable in reducing needed sample sizes to determine experimental power. Individual researchers must decide if 2, 8, or 15% (etc.) differences in means are important to them, and if they are willing to find "correct" conclusions 90% or 80% or even 50% of the time. This is the decision of the researcher or person applying the results based on the resources they are willing to use to maximize their probabilities of declaring differences significant.
