Let G = (V, E) be a binary Hamming graph (or the 1-skeleton of a hypercube). A partition design of G with adjacency matrix M = (m i j ) 1≤i, j ≤r is defined as a partition {Y 1 , . . . , Y r } of the vertex set V such that for every x ∈ Y i we have that |{y ∈ Y j | (x, y) ∈ E}| = m i j ; this holds for 1 ≤ i, j ≤ r .
Introduction
A graph is a set (its elements are called vertices) with a binary, symmetric and nonreflexive relation (this relation is called adjacency and will be denoted by ∼). If we study partitions of this set, it is natural to restrict to partitions that satisfy some property in terms of the relation. Otherwise we are omitting the fact that there is a relation for that set, i.e., we are omitting the fact that the elements of the set are vertices of a graph. Probably, the most natural restriction that includes enough examples to make it interesting is given in the next definition. Definition 1.1. A partition design of a graph is a partition {Y 1 , . . . , Y r } of the vertex set with the following regularity property. For every x ∈ Y i , the number of vertices y ∈ Y j satisfying x ∼ y is a constant m i j , independent of the choice of x. This holds for each i and j in {1, . . . , r }. The matrix M = (m i j ) 1≤i, j ≤r is called the adjacency matrix of the partition design. We say that two partition designs are equivalent if there is an isomorphism of the graph that maps one partition into the other.
The distance between two vertices x, y of a graph is the number of edges of a shortest path from x to y. The diameter of a graph is the maximum distance possible between two of its vertices. From the notion of distance we obtain another family of partitions: the distance partitions. Which graphs satisfy that their distance partitions are partition designs? The answer is distance regular graphs and distance biregular graphs (for the proof see [5] ). Let us ask another question: which graphs satisfy that all their distance partitions are partition designs with the same adjacency matrix? The answer, this time, is the distance regular graphs. As a consequence, we may speak of the adjacency matrix of the distance partitions of a distance regular graph.
In the preface of the main reference for distance regular graphs, Brouwer, Cohen and Neumaier [1] , we find the following quote:
One intriguing phenomenon is the fact that quite often arithmetical regularity properties of an object imply the uniqueness of the object, . . .. The main emphasis of this book is on describing the known distance regular graphs, on classifying and if possible, characterizing them.
It is interesting to find distance regular graphs that are characterized by the adjacency matrix of its distance partitions, i.e., distance regular graphs such that the adjacency matrix of its distance partitions does not coincide with the adjacency matrix of the distance partitions of any other distance regular graph.
In a given distance regular graph there are many more partition designs than the distance partitions. In this paper we only work with binary Hamming graphs (an important family of distance regular graphs) and we ask a question similar to the characterization of distance regular graphs: we want to find partition designs that are characterized by their adjacency matrix, i.e., partition designs such that the adjacency matrix does not coincide with the adjacency matrix of any other partition design of the same graph.
Before we continue we present the basic definitions related to binary Hamming graphs and we introduce the notion of an imprimitive partition design.
Let F = {0, 1} be the field with two elements. We will write the addition in this field with the symbol . The multiplication will be as usual. We will denote the m-dimensional vector space over F by F m and again for addition we will use . The reason for this notation is that we do not want to become confused between the addition in this vector space and the addition in the vector space that we will introduce in Section 2. The vector space F m has a natural inner product: ∀ x, y ∈ F m , x, y = x 1 y 1 · · · x m y m . The number of non-zero coordinates of a vector x in F m is called the weight of the vector and is denoted by w(x). 
All distance partitions of H (m) are equivalent. So we may refer to the distance partition of H (m). As representative of this equivalence class we take the distance partition of H (m) from the zero-vector vertex and it will be denoted by D m . The subsets of D m will be referred to as S 0 , . . . , S m . The set S i can also be defined as the set of vectors of F m with weight i , for all 0 ≤ i ≤ d. In particular, S 1 = {e 1 , . . . , e m } is the natural basis of F m . Note that x, y ∈ F m are at distance one iff x y ∈ S 1 , and that S 1 (x) = {x e 1 , . . . , x e m } is the set of vertices at distance one from x.
To find all partition designs that are characterized by their adjacency matrix seems a very difficult problem. Instead of considering all partition designs, we restrict ourselves to the imprimitive partition designs. To define imprimitive partition designs we need the following construction. Our main theorem states which imprimitive partition designs are characterized by their adjacency matrix. Now we describe the partition designs that appear in this theorem. 
The folded distance partition of H (m) from any vertex v is a partition design with adjacency matrix 
when m is an odd number, and 
when m is an even number.
All folded distance partitions of H (m) are equivalent. So we may refer to the folded distance partition of H (m), and as representative we will choose the folded distance partition of H (m) from the zero-vector and it will be denoted by H m .
Finally, we state the main theorem of this paper. In the literature we find several terms which are equivalent to the term partition design. Partition designs can be found in [3] . But the term equitable partitions is probably more popular and can be found in the papers by Godsil (see for example [4] ). But also the term regular partitions is in use (see Appendix A.4 in [1] ). The case of partition designs in the Hamming graph has been treated in detail in [2] .
The study of partition designs in Hamming graphs is motivated by the fact that they produce orthogonal arrays and completely regular codes (see the definitions in [6] , and see how to obtain completely regular codes from partition designs in [7] ).
The group algebra
The Hamming graph has a rich underlying algebraic structure, we will try to take advantage of it. The best way is through the group algebra. 
The operation of F m extends linearly to the convolutional product in
for any two x∈F m λ x x, x∈F m µ x x ∈ CF m . The convolutional product makes CF m a commutative algebra. The algebra is commutative because the operation in F m is commutative. This algebra is referred to as the group algebra.
Notation. If Y ⊂ F m then Y will denote the element x∈Y x in CF m . We mention again that + and are formal sums. On the other hand, the operation can be performed by adding elements in F m . By Y 1 , . . . , Y r we denote the following vector subspace:
There is a second product of elements of CF m .
Definition 2.2. The Hadamard product of the elements
Substituting in Definition 2.1 the convolution product by the Hadamard product we get another algebra: the Hadamard algebra.
The Hadamard algebra is important because it gives us a way to translate the notion of partition of a set into an algebraic language. This is done by the following result. The definition of partition design given in Section 1 was translated by Simonis [8] into the language of the group algebra. This is the subject of the following proposition.
Proposition 2.1 (Godsil
Proposition 2.2. The partition {Y 1 , . . . , Y r } is a partition design of H (m) iff Y 1 , . . . , Y r S 1 ⊂ Y 1 , . . . , Y r .
Fourier transform
In Proposition 2.2 we have seen the equivalence between the combinatorial notion of a partition design in F m and an algebraic structure in CF m . In this section we will see that the image of this algebraic structure through the Fourier transform is another that will improve our understanding of the structure of partition designs. In order to define the Fourier transform we need the notion of group characters. Definition 3.1. A character of a finite additive group G is a homomorphism X from G to C\{0}, the multiplicative group of non-zero complex numbers. The set of characters of a finite Abelian group G will be denoted by G * and forms a group with the product
The use of for characters is motivated by the fact that we want to define a group algebra over (F m ) * in the same way as we did for F m , and we want to use the same notation for the convolutional product in both group algebras.
The groups G and G * are isomorphic (see for instance, Proposition 2.10.7 in [1] ). In the case that G = F m then we can define the isomorphism as follows: the image of x ∈ F m is x * with x * (y) = (−1) x,y for all y ∈ F m . The group algebra of (F m ) * is defined as in Definition 2.1 and we will denote it by C(F m ) * . Given U = x∈F m λ x x ∈ CF m , by U * we denote the element x∈F m λ x x * ∈ C(F m ) * .
Note.
Since we are going to use frequently that x * y * = (x y) * for all x, y ∈ F m , we include its proof. For all z ∈ F m we have that
Thus x * y * and (x y) * act in the same way over all elements of F m , so they are the same element of (F m ) * .
Now we are ready to give the definition of the Fourier transform. Observation. Each x ∈ F m specifies a character x * * of (F m ) * , which is defined by x * * (y * ) = y * (x), for all y * ∈ (F m ) * . And since F m and (F m ) * * are isomorphic there is no sense to distinguish x from x * * .
We introduce an essential ingredient of this paper: concatenation. After that we give four classical properties of the Fourier transform, one property of the concatenation, and a last one that states that concatenation and the Fourier transform commute. This will work in the same way for elements of C(F m ) * , where (x * ; y * ) = (x; y) * .
(i) The Fourier transform is an isomorphism of vector spaces.
(ii) F is an algebra isomorphism between the group algebra and the Hadamard algebra:
F is an algebra isomorphism between the Hadamard algebra and the group algebra: 
(iv)
Proof. The first four are classical results. The fifth claim has a straightforward proof and the last claim is a consequence of the linearity of F , the bilinearity of (· ; ·), and the fact that for all x, y ∈ F m
Note that in (iv) we assumed that
for all V ∈ CF m and that 
Proof. Proposition 3.1 states that F is an isomorphism of vector spaces, then the image of the r -dimensional vector subspace Y 1 , . . . , Y r is an r -dimensional vector subspace. Let
. . , Y r , then using again Proposition 3.1 we obtain that
It remains to prove (7). Before we continue, we need to evaluate F (S 1 ):
By Proposition 2.2 and using induction we obtain that for any t ∈ N,
Applying the Fourier transform on both sides we obtain that 
This and the fact that 
Let w = (w 1 , . . . , w r ) be an eigenvector of M with eigenvalue θ , then (m − θ)/2 ∈ {0, 1, . . . , m} and
Proof. We will only proof the second part of the Proposition. Applying the Fourier transform to (10) (Eq. (10) is verified since w is an eigenvector of M with eigenvalue θ ) and using (8) we obtain that:
Taking into account that S i * • S j * = δ i j S i * , and multiplying, in a Hadamard way, both sides of (11) by S j * , we get
This can only be true if
Let us say more things about M. Counting in two different ways the pairs (x, y) ∈ Y i × Y j with x adjacent to y, we obtain the following property
As a result, M is equivalent to a symmetric real matrix under a diagonal similarity transformation (defined by the square roots of the cardinalities of Y i ). This implies that M is a diagonalizable matrix.
Given a partition design {Y 1 , . . . , Y r }, we describe an alternative base for Y 1 , . . . , Y r that uses the eigenvectors of M. 
As the entries of any row of M add up to m, the all-one vector is always an eigenvector with eigenvalue m. By Proposition 3.2, m is the maximum eigenvalue of M possible, so θ 1 = m and we may assume that u 1 = (1, . . . , 1). By Proposition 3.2, −m is the minimum eigenvalue of M possible, so θ r ≥ −m. In summary,
Using the above notation and Proposition 3.2 we obtain that
The following Proposition is equivalent to (14).
. . , Y r } be a partition design of H (m) and M its adjacency matrix. Then
Proof. By the definition of the Fourier transform and since U i has real coefficients, there
Finally, by Eq. (14) we obtain that
We have two bases for Y 1 , . . . , Y r : {Y 1 , . . . , Y r } and {U 1 , . . . , U r }. Clearly the first one is the most natural. However, for the vector subspace
Equivalent partition designs
Given a permutation σ on {1, . . . , m}, we also consider σ to be a permutation on F m that acts in the following way: 
Let {U 1 , . . . , U r } be the base of Y 1 , . . . , Y r defined by (12) using an arbitrary base
Before we continue we must show that F and σ commute. It is enough to show this for a base of CF m : 
That is,
Invariants for partition designs
In this section we define two invariants of partition designs. One is rougher than the other. Both invariants are one of the basic ingredients in the proof of the main result.
We will need the following homomorphism. For all x ∈ F m , let π x : C(F m ) * C be the homomorphism that gives the coefficient of x * , that is,
Given a subset C of F m , the distribution vector of C is the vector
, where
For all x ∈ F m and all permutations σ on m coordinates we see that
A classical result of the distribution vectors states that if C and C are equivalent sets (i.e., there is an isometry that maps one onto the other) then A C = A C . Thus
So the vector distribution of the support of equivalent partition designs is the same. We have proved that γ ({Y 1 , . . . , Y r }) := A SUPP({Y 1 ,...,Y r }) is an invariant for partition designs.
Another classical result of the distribution vectors states that |C| = a 0 + a 1 + · · · + a m where A C = (a 0 , a 1 , . . . , a m ) . So the cardinality of the support of {Y 1 , . . . , Y r } is equal to the sum of the coordinates of the vector γ ({Y 1 , . . . , Y r }). In conclusion, the cardinality of the support of a partition design is also an invariant for partition designs, but rougher than γ .
The twisting of partition designs
Given a partition design with adjacency matrix M and given a homomorphism ϕ with certain properties, the ϕ-twisting construction builds another partition design with adjacency matrix t M for some t ∈ N. In this paper we will only use two types of twistings. The first one, the τ t -twisting, will be introduced at the end of this section, and the second one, the τ t pq -twisting, in Section 5. The twisting construction is based in the following theorem. 
be a monomorphism of group algebras, such that Let us split the proof in several steps.
(a)φ is a monomorphism of Hadamard algebras. This is true becauseφ is the composition of F /2 m , which is an isomorphism between a Hadamard algebra and a group algebra, with ϕ, which is a monomorphism of group algebras, and with F , which is an isomorphism between a group algebra and a Hadamard algebra.
Let λ ix ∈ C be the coefficients for which
Sinceφ is a homomorphism of Hadamard algebras, we have
Finally, using (8) and (18) and S j * • S i * = δ j i S i * , we deduce that 
Step (f) implies that M = t M. Now we are ready to introduce the τ t -twisting. We will show that τ t -twisting and raising a partition design to the power t are equivalent constructions. We have expressed raising a partition design to a power in another way because τ t -twisting is better suited for our needs. What we need is a way to compare the τ t -twisting construction with the τ t pq -twisting construction.
Definition 4.2.
For t ∈ N we define τ t : C(F m ) * → C(F tm ) * to be the monomorphism such that
In a few places we will need a monomorphism like τ t but without stars, e.g., (1, 0)
(1, 1, 1, 0, 0, 0). For convenience, we will also use τ t in that context.
m . This is analogous to property (vi) of Proposition 3.1, namely, concatenation and F commute. Proof. Let us prove the lemma for the special case where m = 1 and Y has only one element. Then, Y = {x} with x = (x 1 ) a vector with only one coordinate.
Using this simple case we can easily prove it in general. The trick is that both F and τ t commute with the concatenation.
A consequence of Lemma 4.1 is that the construction of raising a partition design to some power, given in Proposition 1.1, is a particular case of Theorem 4.1.
We will often define a homomorphism of group algebras ϕ : C(F m ) * → C(F tm ) * and, for convenience, make no difference between ϕ and its restriction to F (U 1 ), . . . , F (U r ) . We want to avoid the more correct but awful notation ϕ| F (U 1 ),...,F (U r ) .
Corollary 4.1. For every partition design Y, we have that Y t is equal to the partition design obtained by τ t -twisting Y.
Proof. To be able to τ t -twist Y it must be proved that τ t is a monomorphism of group algebras, and that (18) is verified (for ϕ = τ t ). The first part is clear considering τ t to be a homomorphism from C(F m ) * to C(F tm ) * . Any restriction of τ t will have the same properties. That (18) is verified follows from that fact that 1 to Y 1 , . . . , Y r we deduce that by τ t -twisting Y we obtain Y t .
The homomorphism τ t pq
The other type of twisting that we will use is the τ t pq -twisting. It is a variation of the τ t -twisting, but it is sufficiently different so that both constructions applied to the same partition design normally give non-equivalent partition designs (but with the same adjacency matrix). In fact, if they give equivalent partition designs then there are no more partition designs with the same adjacency matrix. There is only one exception: the τ 2 -twisting of H 4 is equivalent to the τ 2 pq -twisting of H 4 (for all p, q), but there are two other partition designs with the same adjacency matrix. ((x 1 , x 2 , x 3 , . . .) 
We can τ t -twist any partition design. We want to prove that τ t pq has the same property. First, we prove that τ t pq is a homomorphism of group algebras. After that we will prove that (18) is verified. Proof. For convenience we assume that p = 1 and q = 2. Furthermore, if we prove the proposition for m = 2 the general case follows from (21) and from the fact that τ t is a homomorphism of group algebras.
So we must show that
for all (x 1 , x 2 ), (y 1 , y 2 ) ∈ C(F 2 ) * . To clarify computations, an overlined symbol will be a shorthand for repeating that symbol t − 2 times:
We split the proof of (22) in three cases:
(ii) y 1 = y 2 . We have that
(iii) (x 1 , x 2 ) * = (1, 0) * and (y 1 , y 2 ) * = (0, 1) * . To prove this case we use (i) and (ii):
Considering that is commutative, these three cases cover all possibilities of (22 
and σ 1 = σ 2 σ 3 .
Let Y = {Y 1 , . . . , Y r } be a partition design and let {Z 1 , . . . , Z r } be the partition design obtained by τ t pq -twisting Y. Our aim is to express Z i in terms of Y i without using F . Remember that F commutes with all permutations, so F also commutes with a linear combination of permutations. Consequently
where
and
So Z i is a linear combination of 4 permutations of Y t i . In a more informal way we may say that to obtain Z i we have "twisted" Y t i using 4 permutations. In fact, the term twist of Definition 4.1 was chosen because of this informal interpretation. Finally, note that if instead of using 4 permutations we had only used one, then {Z 1 , . . . , Z r } would be equivalent to {Y 1 , . . . , Y r }.
The proof of Theorem 1.1
Before we start the proof of the main theorem we need the following technical lemma. For the case t = 2 we use γ , which is a thinner invariant than the cardinality of the support. So we assume that the distribution vector of the support of Y 2 is equal to the distribution vector of the support Y 2 12 . From careful analysis of the difference between both distribution vectors, we deduce necessary and sufficient conditions on Y so that Y 2 and Y 2 12 are equivalent partition designs. Let us begin. We define the following sets for all v ∈ F mt−2t : 
. , Y r } be a partition design of H (m). We have seen that Y t is the partition design obtained by τ t -twisting Y. For all
Now we want to prove that
Before doing this, we must rewrite A v and B v without using the support. To do this we use the definition of the support.
We split the proof of (25) into two cases: 0) ;y) ), π ((1,0,1,0) 1) ;y) .
Note that, in this case, τ 2 is used for vectors without stars.
, then the only possibly non-zero coefficients of τ 2 (W ) are (1,0) ;y) , π ((1,1,1,1) ;τ 2 (y)) (τ 2 (W )) = λ ( (1,1);y) .
The above happens for all W ∈ F ( Y 1 , . . . , Y r ). We deduce that if v ∈ F mt−2t cannot be written as v = τ 2 (y) for some y ∈ F m−2 , then A v = B v = ∅, and so |A v | = |B v | = 0. Therefore, we are only interested in the sets A τ 2 (y) and B τ 2 (y) for y ∈ F m−2 .
By using the definitions (26) and (27), and formulas (28) and (29), we obtain that
The set A τ 2 (y) contains at most two more elements: (0, 0, 1, 1) and (1, 
By (29), λ ((0,1);y) = 0 and λ ((0,1) ;y) = 0. And, by (28), we have 0, 1, 1), (0, 1, 0, 1), (1, 0, 1, 0), (1, 1, 0, 0) 1) ;y) = 0. Depending on the value of λ ((1,0) ;y) , we come to different conclusions: 0) ;y) . In this case, 1,1,1,0,0,0) 1,1,1,1,1 
);τ t (y)) (τ t (W )) = λ ((1,1);y) .
With the same arguments used for t = 2, we obtain 0, 0,0, 1, 1,1), (0, 1,0, 0, 1,1) , From (24) and (25) we obtain that In the rest of the proof we assume that t = 2. Condition (30) implies that for each y ∈ F m−2 we have case (a)(i), (a)(iv)(1) or (a)(iv) (2) . Equivalently, each y ∈ F m−2 belongs to one of the following disjoint sets: (0, 0, 1, 1), (1, 1, 0, 0), (0, 1, 0, 1), (1, 0, 1, 0) / ∈ B τ t (y)
Now we will prove that at least one of the sets P + , P − is empty. We need two more sets:
Let us use the following notation 
Since γ is an invariant for equivalent partition designs, using the definition of the distribution vector and simplifying opposite terms we obtain
where B = (|{(x, y) ∈ P + × P − | w(x y) = i }|) 0≤i≤2m−4 ∈ Z 2m−3 , and where we have used concatenation for vectors with coefficients in Z. From (31) we deduce that B = (0, . . . , 0), and this implies that at least one of the sets P + , P − is empty. 0) ;y) . This corresponds to exception 2. If we observe formulas (28) and (29), we conclude that
where σ 2 is the permutation (1, 4) . Therefore Y 2 and Y 2 12 are equivalent partition designs.
Note that for t = 2, exception 1 is a particular case of exceptions 2 and 3.
Proof of Theorem 1.1. In the first part of the proof we will find the set V of all pairs (Y, t), where Y is a partition design of H (m) and t ≥ 2, such that Y t is equivalent to Y t pq for all 1 ≤ p < q ≤ m (remember that Y t and Y t pq have the same adjacency matrix). This is done using Lemma 6.1.
The aim of the theorem is to find the set of all imprimitive partition designs that are characterized by their adjacency matrix. This set is equivalent to the set U of all pairs (Y, t), where Y is a partition design of H (m) and t ≥ 2, such that Y t is characterized by its adjacency matrix. Clearly U ⊂ V.
The second part of the proof consists of determining which elements of V are in U. Surprisingly there is only one element of V that is not contained in U, namely (H 4 , 2) .
for all 1 ≤ p < q ≤ m. By Lemma 6.1, for each ( p, q) the partition design Y verifies exceptions 1, 2 or 3.
We remember some notation that we will need. Let M be the adjacency matrix of Y. In (13), we saw that the eigenvalues of M verify m = θ 1 ≥ · · · ≥ θ r ≥ −m. The elements U 1 , U 2 , . . . , U r are as in Definition 3.4, and by the paragraph after Definition 3.4 we may assume that U 1 = r i=1 Y i . In Proposition 3.3 we saw that there exists α i,x ∈ R such that
Now we prove an important consequence of Lemma 6.1: 
The transposition ρ i l switches a 1 and a 0 of x, let us say that the 1 is in position p and that the 0 is in position q and that p < q. By hypothesis, Y t and Y t pq are equivalent. Then, one of the exceptions described in Lemma 6.1 is verified. In either case, it is true that |α i,x | = |α i,ρ i l (x) |. Using the same argument for ρ i l−1 , . . . , ρ 2 , ρ 1 we obtain that
Let us continue. By (32) and since θ 1 = m, we have F (U 1 ) = α 1,(0,...,0) (0, . . . , 0) * . This element verifies the three exceptions.
It is convenient to distinguish two cases: (A) Exception 1 happens for some pair 1 ≤ p < q ≤ m. Now we distinguish two more cases: . This implies that F (U 2 ) = 0, which is impossible.
We conclude that θ 2 = −m. That is, F (U 2 ) = α 2,(1,...,1) (1, . . . , 1) * . Necessarily r = 2. Otherwise, θ 3 = θ 2 = −m and this would imply that F (U 3 ) and F (U 2 ) would be linear dependent, which is impossible.
Observe that, from Proposition 3.1 we obtain that
Therefore, Y is the even-odd partition E m . Finally, (E m , t) ∈ V for m ≥ 1 and t ≥ 2.
Note that E t m = E tm . This case corresponds to (ii) of Theorem 1.1. 
This is a contradiction.
Claim 2. m − 4 is an eigenvalue of M.
Suppose that θ 1 = m is the only eigenvalue of M, then r = 1, so Y = {Y 1 } = {F m } and F ( Y 1 ) = (0, . . . , 0) * . Thus, exception 1 would be verified for every pair ( p, q). In (B) we have assumed that exception 1 does not happen, so there is at least a second eigenvalue θ 2 of M different from θ 1 .
Suppose that θ 2 = −m, then r = 2, and
and so exception 1 would also be verified for every pair ( p, q). In ( ((1, 1, x 3 , . . . ,
Let us prove that the coefficient of (1, 1, 0 , . . . , 0) * for the vector
π (1,1,0,...,0) 
= π (1,1,0 (1, 1, 0 
is also non-zero: Remember that θ l = m − 4 and so
For all T ⊂ {1, . . . , m}, let x T ∈ S |T | be the vector:
Let us define the following set:
Now we define a partition design equivalent to the original one:
Let U i = r j =1 u i j Y j . By Section 3.1, and in particular by (17), we have that 
Now we have got two possibilities:
Then all pairs (1, q) for 2 ≤ q ≤ m verify exception 2 and we are finished.
Then all the pairs (1, q) verify exception 3. In this case we re-define
Finally we obtain that α l,y < 0 for all y ∈ S 2 . Therefore, we are finished.
From now on we assume that for {Y 1 , . . . , Y r } only exception 2 occurs. 
Claim 4.
This case corresponds to (iii) of Theorem 1.1.
By making a similar calculation as in (8), we obtain:
Let us see for which i = j we have
By a straightforward process we deduce that m = i + j . We conclude that
This case corresponds to (iv) of Theorem 1.1. We have seen that
Remember that U is the set of all pairs (Y, t), where Y is a partition design of H (m) and t ≥ 2, such that Y t is characterized by its adjacency matrix. The proof will be finished if we determine U. We know that U ⊆ V. In the second part of the proof we will study all the pairs of V and see if they belong to U. 
the rest of the m i j are 0. Note that we obtain two times the adjacency matrices of D m and H m , which are described in (1) and (3) and (4) .
We observe again that r, f and M depend on the case we are considering. On this way we develop a proof that is valid for both cases.
From M we obtain that for all i ∈ {0, . . . , m} we have that all
Without loss of generality we may suppose that (0, . . . , 0) ∈ Y 1 (for a class of equivalent partition design that has adjacency matrix M, there is a subset of partition designs such that (0, . . . , 0) ∈ Y 1 ). Then S 1 ⊂ Y 2 , since the first row of M is of the form (0, 2m, 0, . . . , 0). For every subset T ⊂ {1, . . . , 2m} we define x T ∈ F 2m as in (35). Note that m 2,1 = 2 and, therefore, every x { j } ∈ S 1 ⊂ Y 2 has two adjacent vertices in Y 1 : one of them will be x ∅ = (0, . . . , 0) and the other vertex w has to be an element of S 2 . That is, there exists a function σ :{1, . . . , 2m} → {1, . . . , 2m} such that w = x { j,σ ( j )} . Let us prove three claims about σ :
then we have a contradiction because x {σ ( j )} , which is an element of Y 2 , would be adjacent to more than two elements of
The permutation σ has no fixed points. We deduce that from the definition of σ . (iii) The permutation σ is an involution. Otherwise there would be a j such that σ (σ ( j )) = j , and then x {σ ( j )} , which is an element of Y 2 , would be adjacent to more than two elements of Y 1 :
Then σ decomposes into m disjoint transpositions. We permute the coordinates in such a way that σ = (1, 2)(3, 4) · · · (2m − 1, 2m). We conclude that
Before we continue we introduce a new family of sets, a figure that will guide our proof and a useful result. Let us define the following sets: 
If we want to change a coordinate of (x 1 , . . . , x 2m ) such that the new vertex belongs to W i−1 then it can be the (2k − 1)th coordinate or the (2k)th coordinate for all k ∈ T ; that is, we have 2i possibilities to obtain an element of W i−1 by changing only one coordinate. These possibilities can be divided into two groups, the first group consists of changing a 1 into a 0 and we obtain i elements of W i−1 ∩ S j −1 , and the second group consists of changing a 0 into a 1 and we obtain i elements of W i−1 ∩ S j +1 . Analogously, we can prove that if there is a segment that joins the circle of row W i−1 and column S k with the circle of row W i and column S j , then every element of W i−1 ∩ S k is joined to a fixed number, different from zero, of elements of W i ∩ S j . We are only interested in the fact that these numbers are fixed and non-zero, for this reason they are not included in the figure. The proof that W i ⊂ Y f (i)+1 for all 0 ≤ i ≤ m, is divided into different steps:
• We have supposed that {(0, . . . , 0)} = W 0 ∩ S 0 ⊂ Y 1 .
• Furthermore we have seen that
• From (36) One of them is the only adjacent vertex of y that belongs to W 0 ∩ S 2k , and the other, x , cannot belong to W 2 ∩ S 2k because this set is contained in Y f (2)+1 . Thus x ∈ S 2k+2 . By the diagram, x ∈ W 0 ∩ S 2k+2 or x ∈ W 2 ∩ S 2k+2 . Suppose that the second case occurs, then it is possible to find a vertex x adjacent to x , such that x ∈ W 3 ∩ S 2k+1 ⊂ Y f (3)+1 . Note that f (3) + 1 = f (1) + 1, except for H 2 4 (at the end of the proof we will say something more about this exception). We obtain a contradiction because x ∈ Y f (0)+1 would be adjacent to x ∈ Y f (3)+1 = Y f (1)+1 . Then, necessarily the first case occurs: x ∈ W 0 ∩ S 2k+2 . Since y has only one adjacent vertex in W 0 ∩ S 2k+2 , then x = x ∈ Y f (0)+1 . We deduce that W 0 ∩ S 2k+2 ⊂ Y f (0)+1 . (4) By (37) with i = 1 and j = 2k + 1, we have W 2 ∩ S 2k+2 ⊂ Y f (2)+1 .
With this induction we have proved that W i ∩ S j ⊂ Y f (i)+1 for all 0 ≤ i ≤ 3 and all 0 ≤ j ≤ 2m. Observe that when k = m − 1, steps (2) and (4) are not applied because W 3 ∩ S 2m−1 and W 2 ∩ S 2m are empty. Moreover, step (3) is simplified because W 2 ∩ S 2m is empty.
• To prove that W 4 ∩ S j ⊂ Y f (4)+1 for all 4 ≤ j ≤ 2m − 4, we apply (37) with i = 3 and 3 ≤ j ≤ 2m − 5. Analogously, we apply (37) successively until we obtain the desired result: Note. In the paper [3] it is shown that, up to equivalence, there is a unique partition design, which is H 2 5 , with adjacency matrix 0 10 0 2 0 8 0 4 6 . In [3] relations between H 2 5 and the Best code are also studied.
