Diabetes mellitus, commonly known as diabetes, is a chronic disease that often results in multiple complications. Risk prediction of diabetes complications is critical for healthcare professionals to design personalized treatment plans for patients in diabetes care for improved outcomes. In this paper, focusing on Type 2 diabetes mellitus (T2DM), we study the risk of developing complications after the initial T2DM diagnosis from longitudinal patient records. We propose a novel multi-task learning approach to simultaneously model multiple complications where each task corresponds to the risk modeling of one complication. Specifically, the proposed method strategically captures the relationships (1) between the risks of multiple T2DM complications, (2) between different risk factors, and (3) between the risk factor selection patterns, which assumes similar complications have similar contributing risk factors. The method uses coefficient shrinkage to identify an informative subset of risk factors from high-dimensional data, and uses a hierarchical Bayesian framework to allow domain knowledge to be incorporated as priors. The proposed method is favorable for healthcare applications because in addition to improved prediction performance, relationships among the different risks and among risk factors are also identified. Extensive experimental results on a large electronic medical claims database show that the proposed method outperforms state-of-the-art models by a significant margin. Furthermore, we show that the risk associations learned and the risk factors identified lead to meaningful clinical insights.
INTRODUCTION
D IABETES mellitus, commonly known as diabetes, is a chronic disease that affects nearly half a billion people around the globe [1] , [2] . In the United States alone, more than 23 million people were diagnosed with diabetes as of 2017, with another 7.2 million undiagnosed [3] . Type 2 diabetes mellitus (T2DM) is the most common form of diabetes, and it accounts for more than 90% of all diabetes cases [3] . T2DM is characterized by hyperglycemiaabnormally elevated blood glucose (blood sugar) levels, and is almost always associated with a number of complications [4] . Over time, the chronic elevation of blood glucose levels caused by T2DM leads to blood vessel damage which in turn leads to associated complications, including kidney failure, blindness, stroke, heart attack, and in severe cases even death. Meanwhile, the cost of diabetes care has been increasing over the past decades and the annual cost reaches $327 billion in US as of 2017 [3] , [5] , [6] . T2DM management requires continuous medical care with multifactorial riskreduction strategies beyond glycemic control [7] . Mitigating the risk of complications is of significance for T2DM management. On severe diseases, such as kidney failure and heart attack, and thus require expensive medical procedures. On the other hand, nearly 75% of all diabetes care expenditures are spent on treatment of diabetes complications [5] , [8] . Risk profiling of T2DM complications is critical for healthcare professionals to appropriately adapt personalized treatment plans for patients in diabetes care, improving care quality and reducing cost.
The recent abundance of the electronic health records (EHRs) and electronic medical claims data has provided an unprecedented opportunity to apply predictive analytics to improve T2DM management. In this paper, we study the risk profiling of T2DM complications from longitudinal patient medical records: what is the probability that a patient will develop complications within a time window after the initial T2DM diagnosis? In the literature, EHRs and claims data have been leveraged for a wide range of healthcare applications including disease onset prediction [9] , [10] , [11] , [12] , [13] , disease progression [14] , [15] , patient stratification [16] , [17] , hospital readmission prediction [18] , [19] , and mortality prediction [20] , [21] . However, there are unique difficulties that arise when performing data-driven risk prediction and profiling of T2DM complications from patient medical records:
• The first challenge stems from the need to effectively capture correlations between multiple T2DM complications. Considering that different complications are the manifestations of a common underlying conditionhyperglycemia, modeling complications as independent of one another leads to suboptimal models.
• Patient medical record data contain rich information about relationships among medical concepts and risk factors, pertinent to T2DM. However, developing statistical methods that can effectively exploit this information is challenging. • Further, when using patient medical record data for risk prediction and profiling, each patient is typically represented by a high-dimensional feature vector while only a small subset of the predictors are actually relevant. It is essential to be able to identify the subset of predictors that are useful for predictive analysis to facilitate model transparency and interpretability. • Finally, it is desirable for the model to have the ability to leverage T2DM domain knowledge. Such clinical domain knowledge is often available or partially available, and incorporating it into the analysis can lead to more accurate inferences.
In this paper, we address these challenges by developing methods for simultaneously modeling multiple complications for risk profiling in diabetes care. We begin by formulating T2DM complication risk prediction as a Multi-Task learning (MTL) [22] problem with each complication corresponding to one task. MTL jointly learns multiple tasks using a shared representation so that knowledge obtained from one task can help the other tasks. We then develop a novel MTL model to capture task relationships driven by the underlying disease and the dependencies between information-rich features (risk factors). Further, assuming that similar T2DM complications have similar contributing risk factors, we endow our models with the ability to perform correlated shrinkage through a novel correlated Horseshoe distribution. This allows us to identify subsets of risk factors for different complications while accounting for associations between the complications. We call the proposed method Task RElationship and Feature relationship LEarning with correlated Shrinkage (TREFLES). We formulate TREFLES in a hierarchical Bayesian framework, allowing us to easily capture domain knowledge through carefully chosen priors.
Finally, we assess our proposed innovations through extensive experiments on patient level data extracted from a large electronic medical claims database. The results show that the proposed approach consistently outperforms previous models by a significant margin and demonstrate the effectiveness of the simultaneous modeling framework over modeling each complication independently. Furthermore, we show that the risk associations learned and the risk factors identified lead to meaningful clinical insights.
In summary, our key contributions are as follows:
• We provide a systematic study on risk profiling by simultaneously modeling of multiple complications in chronic disease care using T2DM as a case study, although the methodology will generalize to other chronic diseases as well. • We design a novel model, TREFLES, that jointly captures relationships between risks, risk factors, and risk factor selection learned from the data with the ability to incorporate domain knowledge as priors. • We demonstrate the effectiveness of TREFLES in both predictive capability and clinical interpretability via a comprehensive study of T2DM complications using a large electronic medical claims database. The proposed method is favorable for healthcare applications beyond diabetes care. It provides a powerful tool for not only improving predictive performance, but also for recovering clinically meaningful insights about relationships among different risks and risk factors.
RELATED WORK

Healthcare Predictive Analytics with Longitudinal Patient Records
From an applications perspective, our work falls into the category of studies that apply predictive analytics and use longitudinal patient records to improve the practice of healthcare management. With abundance of the EHRs and medical claims data, building predictive models from those data has attracted significant attention from both academia and industry. One of the most active research focus is risk prediction, in which EHRs or medical claims are leveraged to predict patients' risks of adverse health events. As such many researches have focused on predicting the onset of different diseases such as heart failure [9] , [12] , [13] , chronic obstructive pulmonary disease [11] , [12] , and lung disease [23] . Besides disease risk prediction, longitudinal patient records are used to hospital readmission prediction [18] , [19] , mortality prediction [20] , [21] , and risk stratification [16] , [17] . Beyond direct risk prediction tasks, longitudinal patient records have been applied to study the disease progression [14] , [15] of chronic diseases, and to identify patient phenotypes [24] , [25] , which can facilitate predictive analytics. Deep learning has attracted a lot of attention for healthcare predictive analytics [12] , [26] , [27] , [28] . One major criticism on the black-box deep models for healthcare, as pointed by Caruana et al. [29] , lies in the difficulties to understand and interpret the models. For this reason, our proposed TREFLES model builds on logistic regression as a baseline to facilitate model transparency and interpretability. Yadav et al. [30] presents a comprehensive survey on EHR data mining.
Our work is related to chronic disease prediction and prevention using longitudinal patient records. Prevention and management of chronic diseases are complicated due to their complications and comorbidities. In particular, we focus on diabetes, which is one of the most important and common chronic diseases. Recently, there have been some work on predictive analytics for diabetes and its complications. Razavian et al. [10] shows that claims data can be leveraged to predict T2DM onset. EHRs are also used to predict gestational diabetes in early pregnancy [31] . Oh et al. [32] applied EHRs to capture the trajectories of T2DM patients and found that different trajectories can lead to different risk patterns. Bertsimas et al. [33] exploits electronic medical records for personalized diabetes treatment recommendation. The most relevant work to ours is Liu et al. [34] , which applies multi-task learning survival analysis to predict the onset of T2DM complications. However the multi-task learning method used in Liu et al. [34] only models the correlations between task correlations. Different from previous studies, this paper presents a comprehensive study to investigate the risk prediction and profiling of T2DM complications from patient medical records for diabetes care through a novel multi-task learning model.
Multi-task Learning
Our work is also related to multi-task learning (MTL) [22] , which aims to jointly learn multiple tasks using a shared representation so that knowledge obtained from one task can help other tasks. Recently, MTL models have been widely used in the healthcare domain such as disease progression [15] , mortality prediction in acute care [21] , risk stratification [35] , elderly care [36] and diabetes [34] . Feature relationship learning based approaches (known as MTFL) [37] and task relationship learning based approaches (known as MTRL) [38] are the two most widely used MTL strategies [39] . MTFL assumes that task association is released through a subset of features shared among tasks. The main idea of MTFL approaches is to learn a few features common across the tasks using different sparsity techniques [37] , [40] , [41] . MTRL assumes that the task association is revealed in the structure of the coefficient matrix; and the coefficient matrix can be modeled using probabilistic models. A widely used probabilistic model is to assume the coefficient matrix generated from a Matrix Variate Normal (MVN) distribution [38] . One major advantage of MTRL is the existence of an explicit parameter that represents the relatedness between tasks. Zhang et al. [39] presents a comprehensive survey on MTL. Most similar to our approach is the feature and task relationship learning (FETR) method recently proposed by Zhao et al. [42] . Similar to FETR, our proposed TREFLES model is a generalization of both MTRL and MTFL, and simultaneously learns the relationships both between tasks and between features. In healthcare analytics, correlations between features are important to model. Different from FETR, TREFLES captures more fine-grained feature relationships by grouping features into groups according to domain knowledge. Furthermore, TREFLES is able to capture the correlated coefficient shrinkage among tasks through a novel correlated Horseshoe prior. As we shall show in our study, TREFLES is favorable for healthcare applications where we not only obtain better prediction performances, but also derive clinically meaningful insights about the relationships among the different complications and among the different risk factors. Table 1 shows the comparisons between our proposed TREFLES model and other major MTL approaches in the context of healthcare predictive analytics.
SIMULTANEOUS MODELING OF MULTIPLE COM-PLICATIONS FOR RISK PROFILING
In this section, we first formulate the problem of diabetes complications risk profiling, and then introduce the pro- 
matrix of prior knowledge about risk association z, Gz index and the z th group of features Wz ∈ R Gz ×K matrix block where features belongs to group Gz Σz ∈ R Gz ×Gz correlation matrix between features in group Gz λ jk , τ local and global shrinkage parameter in (correlated) Horseshoe prior for w jk posed approach to simultaneously model multiple complications, addressing the aforementioned challenges.
Diabetes Complications Risk Profiling
The goal is to build an effective approach to predict the risk of a patient developing complication(s) within a follow-up window ∆t after the initial T2DM diagnosis. Specifically, as shown in Fig. 1 , patients are included when they are initially diagnosed with T2DM and no complication records are observed before the index date. Following [9] , [10] , [43] , for each patient i ∈ {1, . . . , N } we aggregate the longitudinal patient records until the patient was initially diagnosed with T2DM into a vector of M features (risk factors). Then each patient is represented as a feature vector
Let there be K complications in consideration indexed by k ∈ {1, . . . , K}. We use c ki ∈ {0, 1} to represent the onset event of patient i developing complication k in the follow-up window ∆t and use y ki to represent the event probability (risk). For each complication k we observe a set of complication observations
The set of all observed complication events are denoted as D = {D k } K k=1 . Given D, we aim to build a predictive model y ki = Pr(c ki |Θ, x i ), where Θ are the model parameters, to predict the risk that patient i will develop complication k during follow-up window. Table 2 summarizes useful notations used in this paper.
Learning Associations between Multiple Complications
Given the features (risk factors)
observed up until the initial T2DM diagnosis for patient i, we model the risk of patient i developing complication k in the follow-up window ∆t as:
where w k is the coefficient vector for complication k, and σ(t) is a logistic function σ(t) = 1 1+e −t . Then the event onset can be modeled as a draw from a Bernoulli distribution c ki ∼ Bernoulli(σ(w k x i )).
To capture and leverage the association between the risks of the different T2DM complications, we formulate the complication risk prediction problem as a multi-task learning problem. As shown in Fig. 1 , we group the predictions of multiple complications in consideration (e.g., retinopathy, neuropathy and vascular disease) into different learning tasks. Each task models only one complication risk via Equation (1). Next, we apply multi-task learning to capture the association between different complications.
Learning Multi-task and Feature Relationships with Correlated Shrinkage
As shown in Fig. 2 , we aim to capture three types of dependencies in our multi-task learning framework. First, the complication tasks are related since they all stem from a common underlying condition-hyperglycemia. Second, there are associations between the features since they are derived from and represent the health status of the same set of real patients. Third, similar T2DM complications have similar contributing risk factors that lead to the development of those complications.
Modeling Task and Feature Associations
Let W = [w 1 , w 2 , . . . , w K ] ∈ R M ×K denote the matrix of coefficients of all K complications in consideration. To explore the latent association between the risks of T2DM complications, we impose explicit structure on the coefficient matrix W. Specifically, we assume that the coefficient matrix W follows a Matrix Variate Normal (MVN) distribu-
The the first term 0 is a M × K matrix of zeros representing the mean of W. The second term Σ is a M × M symmetric positive definite matrix representing the row-wise covariances of W, i.e. the correlations between the features.
1. MVN distribution: the probability density function for the random matrix X ∈ R M ×K that follows the matrix normal distribution with form of
Fig. 2: Illustration of association structure in the coefficient matrix W of TREFLES model. TREFLES captures the relationships (1) between the risks of multiple T2DM complications (matrix columns), (2) between the different risk factors (matrix rows), and (3) between the risk factor selection patterns, which assumes similar complications have similar contributing risk factors.
The third term Ω is a K × K symmetric positive definite matrix representing the column-wise covariances of W, i.e. the correlations between the tasks. Equation (2) captures both the relationships between tasks through Ω and correlations among features through Σ. As a result, this formulation is a generalization [42] of the two most widely used MTL strategies: the task relation learning approaches [38] , [44] and the feature relationship learning approaches [37] , [40] . When Σ is diagonal, we recover task relationship learning, and by setting Ω to a diagonal matrix, we recover feature relationship learning.
In healthcare, features can be very fine-grained and domain knowledge is often available to group similar fea-tures into higher level representations. In this paper, we leverage this knowledge and group the diagnosis features in the patient medical records according to the ontologies of the International Classification of Diseases (ICD) [45] . As a result, we group the features
. . , w jK ] ∈ R K be the j row of coefficient complication matrix W, then w j is the j th coefficient across the K tasks. As shown in Fig. 2 
where 0 is the mean, Σ z is the correlations between features, and Ω is the correlations between tasks. The zero mean indicates a-priori the features are assumed to have no effect. As a result, Equation (3) captures both the relationships between T2DM complications and the relationships between features. Then we have,
Correlated Shrinkage
Patient medical record data are usually high-dimensional with a large numbers of potentially relevant features. We are interested in identifying an informative subset of coefficients, which reflect the contributing risk factors responsible for the development of a specific complication, by shrinking irrelevant coefficients towards zero. Sparsity-promoting priors are widely used in this context. Perhaps, the most popular example is the Laplacian prior which gives rise to the Lasso [46] 1 regularizer. However, such a prior provides uniform shrinkage -it shrinks values close and far from zero alike. The Horseshoe prior [47] provides an attractive alternative. As shown in Fig. 3 , compared with Laplacian prior, the Horseshoe prior maintains an infinitely tall spike at zero, while exhibiting Cauchy-like heavy tails. As a consequence, it shrinks small values to zero more strongly than the Laplace prior, while its heavy tails allow some coefficients to escape completely un-shrunk. This property allows the Horseshoe prior to be more robust to large signals while providing strong shrinkage towards zero to noise. We can place a Horseshoe prior on w jk to promote sparsity on the j th coefficient of task k by setting,
where C + (0, 1) and C + (0, b 0 ) are half-Cauchy distributions, λ jk is called the local shrinkage parameter, τ is the global shrinkage parameter, and b 0 is a global hyperparameter. However, the vanilla Horseshoe prior fails to capture correlations among tasks. Recall that in our MTL setting, we assume that similar T2DM complications (tasks) should have similar contributing features. Note that w j = [w j1 , w j2 , . . . , w jk . . . , w jK ] ∈ R K is the j th coefficient across the K tasks. Ideally, pairs of w jk , k ∈ {1, . . . , K} would have more similar shrinkage if their tasks (k) are positively correlated.
To do so, we introduce a novel correlated Horseshoe prior. Definition 1. Correlated Horseshoe. A correlated Horseshoe prior is a set of K Horseshoe priors π = [π HS (w 1 |λ 1 , τ ), π HS (w 2 |λ 2 , τ ), . . . , π HS (w K |λ K , τ )] on a set of K variables w = [w 1 , w 2 , . . . , w K ] ∈ R K such that:
(1) π preserves the correlations between the variables in w, and (2) each π HS (w k |λ k , τ )] ∈ π itself is a Horseshoe prior.
Specifically, for each risk factor j ∈ {1, . . . , M } across K tasks, w j = [w j1 , w j2 , . . . , w jK ], we construct the correlated Horseshoe prior by employing a Gaussian copula [48] to couple the local shrinkage parameters λ jk together via the task correlations reflected in Ω, while forcing the marginals of λ jk to retain their half-Cauchy distributions. A copula is a multivariate probability distribution with uniform marginal on (0, 1) for each of its variable; it links a set of marginal distributions together to form another joint distribution accordingly to Sklar's theorem [49] . Sklar's theorem states that every K-dimensional multivariate cumulative distribution function H(v 1 , v 2 , . . . , v K ) can be expressed with its marginals {F k (v k )} K k=1 and a copula function C(·), namely,
Conversely, for any univariate distribution functions F k (v k ) and copula C(·), the function
Sklar's theorem allows us to separate the modeling of the marginal distributions F k (v k ) from the dependence structure through the copula function C(·). In our case, we need marginals F k (v k ) to be half-Cauchy and their joint distribution to be a multivariate normal distribution with correlations parameterized with Ω. We resort to the widely used Gaussian copula [48] , [50] , which is defined as
where Φ −1 is the inverse of a standard normal distribution and Φ Ω is a zero mean K-dimensional multivariate normal distribution with covariance matrix Ω. Note that the 
) corresponds a normal variable. The above process can be reverted. Given the copula function and an instance of the joint distribution, we can get the corresponding random variables with marginals F k (v k ) and preserves the correlations in the joint distribution.
Let u j = [u j1 , u j2 , . . . , u jK ] ∈ R K be a K-dimensional vector that follows a multivariate normal distribution [u j1 , u j2 , . . . , u jk . . . , u jK ] ∼ MN (0, Ω),
Observe that u j preserves the correlations between tasks through Ω and u jk ∼ N (0, Ω kk ). Next, we need to ensure that λ jk follows the half-Cauchy distribution. We use inverse transform sampling [51] to guarantee half-Cauchy marginals. Inverse transform sampling is based on the result that given a uniform random variable a ∼ U (0, 1), we can generate another random variable b with a cumulative distribution function (cdf) F, by setting b = F −1 (a), as long as
) follows a half-Cauchy distribution. The correlated Horseshoe is thus completely specified as,
We emphasize that λ jk s are correlated via the latent variables u j , allowing us to preserve task correlations. At the same time their marginal half-Cauchy behavior retains the desirable properties of the Horseshoe distribution. Fig. 4 shows an example of the correlated Horseshoe, in which u is sample from zero mean multivariate normal distribution:
As shown in Fig. 4 (top) , u 0 and u 1 are positively correlated, u 0 and u 2 is negatively correlated, and u 1 and u 2 are independent. The local shrinkage parameters λ k s of the correlated Horseshoe, as shown in Fig. 4 (bottom) , can well preserve the correlations between variables in u, from which λ k s are derived.
Capturing Domain Knowledge
In order to utilize available domain knowledge, we impose an Inverse-Wishart prior distribution on Ω Ω ∼ IW(δΩ 0 , ν).
The Inverse-Wishart distribution is a conjugate prior for the multivariate Gaussian distribution. Ω 0 is a known symmetric positive definite matrix that contains all prior knowledge about the risk associations. δ and ν are two tuning parameters. When domain knowledge on risk associations is available, the prior distribution can leverage the information and help improve the estimation of Ω. When domain knowledge about risk associations is not available, we can set Ω 0 to be the identify matrix I.
Probabilistic Model
Based on above discussion, we summarize our Task RElationship and Feature relationship Learning with correlated Shrinkage (TREFLES) model in a hierarchical Bayesian framework. In TREFLES, {Σ z } Z z=1 , Ω, U are latent variables. Summarizing:
1. Task and feature relations 1-a. Prior on risk association Ω ∼ IW(δΩ 0 , ν) 1-b. For each feature group z ∈ {1, . . . , Z}:
Event of patient i with complication k
Draw onset event c ki ∼ Bernoulli(σ(w k x i ))
3. Correlated Horseshoe prior 3-a. For each risk factor j ∈ {1, . . . , M } sample u j ∼ MN (0, Ω) 3-b. For each task k ∈ {1, . . . , K}:
Prediction
Note that in Equation (9), we have w jk |λ jk , τ ∼ N (0, λ 2 jk τ 2 ) and λ jk is a function of u jk , which is sampled from MN (0, Ω). An equivalent non-centered reparameterization is given by τ λ jk · w jk , where w jk ∼ N (0, 1). Here, we use this equivalent parameterization for computational convenience. Let Λ ∈ R M ×K be a matrix with element λ jk , then we can reparameterize the matrix of coefficients as
where • represents a pointwise (Hadamard) product between Λ and W. Finally, we model the risk of complication k for patient i as, y ki | β k , x i = σ(β k x i ).
PARAMETER ESTIMATION FOR TREFLES MODEL
, Ω, U, τ denote all parameters to be estimated, and Φ = {Ω 0 , δ, ν} denote all hyperparameters. For each task k we observe a set of complication events D k = { x i , c ki } i∈N k , where N k represents the patients observed for complication k. The observed complication events are denoted as D = {D k } K k=1 . Given {D, Φ} the posterior distribution,
We estimate the parameters via maximizing the log posterior (Θ) = log Pr(Θ|D, Φ), then we have
Objective Function. We rewrite the negative log-posterior (Θ) to obtain the following objective function O(Θ) to minimize:
where X 0 means that the matrix X is positive semidefinite, and ξ = 2M + K + ν + 1.
Solving the above optimization problem is non-trivial. The optimization problem is not convex since log |Ω| and log |Σ z | are concave functions. Therefore we adopt an iterative algorithm to solve the problem [52] . Within each iteration, the blocks W z , Σ z , Ω, U, and τ are updated alternatively.
Update W z given others: With other parameters fixed, objective function w.r.t W z becomes arg min
This is a convex optimization problem with respect to W z . We use stochastic gradient descent method to update the {W z } Z z=1 . Stochastic gradient descent has been widely used for many machine learning tasks [53] . The main process involves randomly scanning training instances and iteratively updating parameters. In each iteration, we randomly sample an instance x i , c ki , and we minimize O(Θ) using the update rule for Θ = Θ − · ∂O(Θ) ∂Θ , where is a learning rate. Note that w k = [w G1 , w G2 , . . . , w G Z ] and W z = {w j } j∈Gz . Let w Gz k = [w jk , w jk , · · · , w jk ] , j ∈ G z be the k column of W z , then w Gz k corresponds to the coefficients of features in group G z in task k. Given an instance x i , c ki , the gradient with respect to w Gz k is
where x Gz i is the features in group z, and [X] k means the k-th column of matrix X. So we have
Update U given others: With other parameters fixed, the objective function w.r.t U becomes arg min
To apply SGD, we optimize columns u k instead of rows u j . Note than M j=1 u j Ω −1 (u j ) = tr(UΩ −1 U ). Given an instance x i , c ki , the gradient with respect to u k is
Note that β jk = τ λ jk w jk and λ jk is a function of u jk with λ jk = tan
Then we have
Update τ given others: With other parameters fixed, the objective function w.r.t τ becomes
The gradients with respect to τ are given by
where λ k is the k-column of Λ. This allows τ to be updated using gradient decent.
Update Ω given others: With other parameters fixed, the objective function w.r.t Ω becomes arg min
The last term log |Ω| can be seen as a penalty on the complexity of Ω, and can be replaced with the constraint tr(Ω) = 1 [38] . Then above Equation (18) can be reformulated as:
s.t. Ω 0, tr(Ω) = 1 (19) where Ω 0 means that the matrix Ω is positive semidefinite. Equation (19) has an analytical solution:
Update Σ z given others: With other parameters fixed, the objective function w.r.t Σ z becomes arg min
Similar to the case of updating Ω, the last term log |Σ z | in Equation (21) can be seen as a penalty on the complexity of Σ z , and can be replaced with a constraint tr(Σ z ) = 1. Then above Equation (21) can be reformulated as:
The Equation (22) has an analytical solution:
Above iterative algorithm uses a block coordinate update strategy and non-convex relaxations when necessary (Equations (19) and (22)), and it cannot guarantee to converge to the global optimal [54] .
EXPERIMENTS
In this section we present empirical evaluations to carefully vet our model on patient level data extracted from a large real-world electronic medical claims database.
Experimental Setup
T2DM cohort construction. We conduct a retrospective cohort study using the MarketScan Commercial Claims and Encounter (CCAE) database from Truven Health [55] . The data on the patients are contributed by a selection of large private employers' health plans, as well as government and public organizations. We use a dataset of de-identified patients between the years 2011 and 2014. The patient cohort used in the study consisted of T2DM patients selected based on the following criteria:
I. The frequency ratio between Type 2 diabetes visits to Type 1 diabetes visits is larger than 0.5; AND II-a. The patient has two (2) or more Type 2 diabetes labeled events on different days; OR II-b. The patient received insulin and/or antidiabetic medication. 
Study inclusion criteria.
We focus on the risk of developing complications in the two year time window immediately following the initial T2DM diagnosis. Following inclusion criteria of predictive models using observational data [10] , [43] , we selected patients with at least two years of observations before the initial T2DM diagnosis, and no complication records are observed before the index date. Also positive and negative instances are selected with long enough observations in the follow-up time window. Guided by clinical experts and following rules from American Diabetes Association [56] , we identified 17 common complications of T2DM. We used 12 of the 17 T2DM complications because the remaining 5 complications did not have enough instances in our dataset. Table 3 shows the complications selected in this study and the corresponding number of patients.
Prediction variables. We use following prediction variables:
• Patient demographics: age and gender.
• Diagnoses: historical medical conditions encoded as International Classification of Disease (ICD) codes. ICD codes are grouped according to their first three digits and ICD codes appearing in fewer than 200 patients are filtered out. This results in 296 unique ICD features. Patients with less than 10 occurrences of ICD codes are removed. • Medications: medications that were received before the initial T2DM diagnosis date. A total of 19 therapeutic classes related to glucose control, cardiac related drugs, and antibiotics were selected. This results in a total of 317 features.
Evaluation Protocol
Baselines. We compare the new TREFLES method with following set of strong baselines:
• Single task learning (STL): For each task, we use a logistic regression to model the risk of each complication independently. • Multi-task feature learning (MTFL) [37] , [40] : MTFL assumes that task association is captured through a subset of features shared among tasks. It learns a few features common across the tasks using group sparsity, i.e., the 1 / 2 -norm regularization on W, which both couples the tasks and enforces sparsity. • Multi-task relationship learning (MTRL) [38] : MTRL assumes that the task association is revealed in the structure of the coefficient matrix W, but it only considers the task correlations in W neglecting the correlations between features. • Feature and task relationship learning (FETR) [42] :
FETR learns the relationships both between tasks and between features simultaneously. It can be seen a special case of our model without feature grouping and correlated shrinkage.
Evaluation metrics. We evaluate the models using AUC (area under the receiver operating characteristic curve). AUC is a standard metric in predictive analytics, it measures how the true positive rate (sensitivity) varies with false positive rate (false alarm).
Training and testing. We used 5-fold cross validation to report results for each model. All the models are implemented with gradient descent optimization and we apply the Adam [57] method to automatically adapt the step size during parameter estimation.
Incorporating Domain Knowledge
Grouping of features. We group ICD features according to the domain knowledge encoded in the ICD ontologies. Specifically, we group ICD-9 codes together when they have a same parent node (3 digits) in the ICD-9 hierarchy. Prior risk association Ω 0 . Note that our model can incorporate prior knowledge on complication associations through Ω 0 . We construct prior associations using the human disease network [58] , which provides the Phi-correlations between pairs of diseases. We aggregate the Phi-correlations between pairs of ICD codes under pairs of T2DM complications. This results in a Ω 0 that represents our prior knowledge about the correlations between the T2DM complications in our study. Table 4 shows the AUCs between the proposed TREFLES model and the baseline approaches on all 12 complication risk prediction tasks. The average and standard deviation (in parenthesis) over the 5-fold cross validation trials are reported. We also conducted the Wilcoxon signed rank test for the proposed TREFLES model with each baseline model to perform significance tests. ** (*) indicates that AUC value of TREFLES model is statistically significant different from the corresponding baseline with p < 0.05 (p < 0.1). Our approach consistently and significantly (in most cases) outperforms the baseline methods on all the 12 tasks. Fig. 5 plots the average AUCs and standard deviations across the 12 tasks for the different methods.
Results
MTL versus STL:
We observe that all multi-task learning models (MTFL, MTRL, FETR and TREFLES) consistently and significantly outperform the single task learning method. In particular, our TREFLES model outperforms the single task learning method by 9.1% in AUC on average. This confirms our assumption that directly modeling complications as independent of one another can lead to suboptimal models. Note that the different complications are manifestations of a common underlying conditionhyperglycemia, so their risks should be related. By simultaneously modeling multiple complications, MTL can capture and leverage the associations between complications using a shared representation. As a result, MTL models can significantly outperform STL models in risk prediction of T2DM complications.
TREFLES model versus baseline MTL models:
As shown in Fig. 5 , our TREFLES model outperforms all baseline MTL models. TREFLES (AUC 0.7501 ± 0.0091) is better than the best baseline model FETR (AUC 0.7278 ± 0.0094) by 2.2% in AUC. We also observe that the task relationship learning based method MTRL (AUC 0.7173 ± 0.0072) is more favorable than the feature relationship learning based method MTFL (AUC 0.6879 ± 0.0128). FETR outperforms MTRL because it simultaneously learns the relationships both between tasks and between features. TREFLES not only captures the relationships between tasks and between features, it also identifies the common contributing risk factors through the correlated coefficient shrinkage mechanism and incorporates domain knowledge through carefully constructed priors. As a result, TREFLES can significantly improve upon FETR.
Learned Risk Associations
In this section we discuss the estimated risk association matrixΩ from our TREFLES model. MatrixΩ represents the relatedness between complications learned from data. We first transfer the covariance matrixΩ to its correlation matrixR, whose elements have a ranges from −1 to 1. We observe that all the elements in the correlation matrixR learned by TREFLES have positive values. This is because all the complications are manifestations of a common underlying condition-hyperglycemia and they are positively correlated. Then we perform a hierarchical clustering on R. Fig. 6 shows the heatmap and the dendrogram of the hierarchical clustering results. Darker colors indicate higher correlation. We can observe clusters between the risk associations of the 12 complications. In particular, CEL, NEU, VAS, OST, NEP and RET form one cluster while the remaining complications of KET, HHS, PYE, SEP, REN and SHK form a second cluster.
The clusters are clinically meaningful. The first cluster of CEL, NEU, VAS, OST, NEP and RET represents the local complications caused by long standing or mismanaged diabetes, and the second cluster of KET, HHS, PYE, SEP, REN and SHK represents complications involving multiple sites or systemic complications. Cluster 2 indicates more severe pathophysiologic manifestations of the disease than the cluster 1. Table 5 shows the top-5 risk factors/predictors (according to their coefficients) for each diabetic complication identified by our model. Most of the risk factors identified by our model are known to be clinically associated with the corresponding diabetic complications (indicated by *) [59] . For example, the medical condition of "Disorders of fluid, electrolyte, and acid-base balance", which consistently appears in the top listing for all the diabetic complications, is indicative of many acid-based and electrolyte disorders that may be due to complications of T2DM and the medications diabetic patients receive [60] , [61] . Age is another major known risk factor for retinopathy, neuropathy, nephropathy and vascular disease including cardiovascular disease and the proposed method correctly identifies these associations [62] . The underlying mechanism of age as a risk factor could be due to the fact that older adults tend to have long-standing diabetes, and consequently have associated microvascular and macrovascular complications. Insulin treatment is identified as a risk factor for retinopathy, nephropathy, and cellulitis but not for the other complications [63] .
Identified Risk Factors
5.7
Impacts of hyperparameter b 0 and prior risk association Ω 0 Fig. 7 shows the prediction results in terms of averaged AUC over all tasks for different values of b 0 , which is the hyperparameter for global shrinkage parameter τ . We found TREFLES model is not sensitive to hyperparameter b 0 . Incorporating prior risk association Ω 0 improves prediction performances-AUC with Ω 0 is 0.7501±0.0091 vs AUC 0.7495 ± 0.0093 when without Ω 0 -though improvement is not significant. One reason would be the population used in the human disease network study and that used in our study are different. Also, the impact of priors will become negligible when there are enough training data. However, the capability to incorporate domain knowledge becomes important when there are not enough data and reliable domain knowledge is available.
DISCUSSION AND CONCLUSION
In this paper, we provided a systematic study on risk profiling by simultaneously modeling multiple complications in chronic disease care using T2DM as a case study. We proposed a novel multi-task learning model, TREFLES, that jointly captures relationships between risks, risk factors, and risk factor selection learned from the data with the ability to incorporate domain knowledge as priors. TREFLES is favorable for healthcare applications because in additional to improved prediction performance, clinically meaningful insights about the relationships among different complications and risk factors can also be identified. Extensive experiments on a T2DM patient dataset extracted from a large electronic medical claims database validated the improved prediction performance of TREFLES over current state of the art methods. Also the risk associations learned as well as the risk factors identified by TREFLES lead to meaningful insights that were consistent with clinical findings.
Limitations and Future Research. There are a number of limitations in this work and interesting future research directions. First, we aggregated longitudinal patient records into a vector of risk factor, and each patient was represented by the vector. Such data aggregation neglects the temporal information in the longitudinal data. An interesting future work is better feature representation that can capture temporal patient information to improve the risk prediction. Second, different complications could correspond to different severities of diabetes and we can use this knowledge to impose additional constraints on the risk correlations to potentially improve performance. Third, the coefficient shrinkage strategy can be extended to incorporate domain knowledge about the risk factors to potentially improve interpretability. Finally, we only evaluated our methods with one dataset; and the dataset is limited in terms of longitude. A better model evaluation can be achieved by setting different follow-up window sizes and different feature (risk factor) extraction window sizes, given data with long enough records. We are also interested in applying our model to other chronic disease conditions with multiple complications or comorbidities which might benefit from the proposed modeling innovations proposed here.
