A general minimal model for proton-coupled electron transfer ͑PCET͒ reactions in solution is presented. This model consists of three coupled degrees of freedom that represent an electron, a proton, and a solvent coordinate. Altering the parameters in this model generates a wide range of PCET dynamics. This paper focuses on three model systems corresponding to three different mechanisms: a concerted mechanism in which the proton and electron are transferred simultaneously, a sequential mechanism in which the proton is transferred prior to the electron, and a sequential mechanism in which the electron is transferred prior to the proton. The surface hopping method 'molecular dynamics with quantum transitions' ͑MDQT͒ is applied to these model systems. The proton and electron coordinates are treated quantum mechanically, and the solvent coordinate is treated classically. Thus the adiabatic quantum states are two-dimensional wavefunctions that depend on both the electron and the proton coordinates. The MDQT method incorporates nonadiabatic transitions between these mixed proton/electron adiabatic quantum states. The MDQT simulations presented in this paper provide insight into the fundamental physical principles and the dynamical aspects of PCET reactions. Nonadiabatic effects are shown to play an important role in determining the rates and mechanisms of PCET reactions. This represents the first application of MDQT to a system in which both a proton and an electron are treated quantum mechanically.
I. INTRODUCTION
The coupling between proton motion and electron transfer is a fundamental mechanism for energy conversion in biological and chemical systems. For example, the translocation of protons across biological membranes in the proteins involved in photosynthesis [1] [2] [3] and respiration [4] [5] [6] is based on proton-coupled electron transfer ͑PCET͒. In addition, the conduction of electrons in cytochrome c is thought to involve interchain hops through hydrogen-bonded peptide residues of the protein. 7, 8 PCET reactions may result in a proton transfer ͑PT͒ reaction as well as an electron transfer ͑ET͒ reaction. The polarization field of the solvent or protein is expected to couple to the motion of both the proton and the electron, leading to a complex coupling between the PT and ET reactions.
Cukier and coworkers have developed an extensive theory to predict the rate of a PCET reaction. [9] [10] [11] [12] Their theory allows the electron and proton to be transferred either consecutively ͑ET followed by PT͒ or concertedly. Dielectric continuum theory is used to incorporate the solvation effects. They study a series of model complexes that mimic a donor/ acceptor electron transfer pair separated by a proton transfer interface. These types of model complexes have also been studied experimentally. 13, 14 Cukier's theoretical calculations of the rate constants for amidinium-carboxylate donoracceptor complexes 12 are consistent with experimental data. 14 The theoretical framework developed by Cukier and coworkers provides insight into the fundamental physical principles of PCET reactions and prescribes a method for the evaluation of the rate constants. The aim of this paper is to develop the methodology for the real-time dynamical simulation of PCET reactions in solution in order to elucidate the underlying dynamical principles and detailed mechanisms of PCET reactions.
The simulation of proton transfer reactions in solution is particularly challenging because the light mass of the hydrogen atom being transferred gives rise to significant quantum mechanical effects such as hydrogen tunneling. 15 Classical molecular dynamics simulations, in which all of the nuclei move classically, are incapable of describing the quantum mechanical behavior of the hydrogen atom. Moreover, a fully quantum mechanical treatment of all of the nuclei is computationally infeasible for systems involving more than a few atoms. As a result, a number of mixed quantum/classical molecular dynamics methods, in which a few nuclei are treated quantum mechanically and the remaining nuclei are treated classically, have been developed and applied to proton transfer reactions in solution. This paper is concerned with one of these methods, namely that in Ref. 32 . In this method, the hydrogen atom being transferred is treated quantum mechanically, while the remaining degrees of freedom in the system are treated classically. Thus, the hydrogen atom can be thought of as a quantum mechanical particle moving in a potential dictated by the positions of the classical atoms, with proper feedback of the quantum particle on the classical forces. Quantum transitions among the vibrational-like adiabatic quantum states of the hydrogen atom are incorporated into the dynamics using a surface hopping method called 'molecular dynamics with quantum transitions' ͑MDQT͒. In MDQT an ensemble of trajectories is propagated, and each trajectory moves classically on a single adiabatic surface except for instantaneous transitions among the adiabatic states. These transitions are incorporated according to a stochastic algorithm based on the evolution of the time-dependent Schrödinger equation. In Refs. 32 and 33 MDQT was applied to a model system representing intramolecular proton transfer within a phenol-amine complex in methyl chloride. Both the overall rate and the dynamics of this model proton transfer reaction were significantly affected by the inclusion of quantum transitions.
In this paper we extend the MDQT method to simulate PCET reactions. The importance of dynamical solvent effects on electron-transfer processes is well known. [43] [44] [45] [46] [47] [48] [49] [50] Typically electron transfer is described in terms of two intersecting diabatic free energy surfaces, one for reactants and one for products. Molecular dynamics simulations of electron transfer in solution have been performed to calculate the free energy surfaces and activation energies. 10, 18, [51] [52] [53] In the application of MDQT to PCET the adiabatic quantum states, which are obtained through the solution of the timeindependent Schrödinger equation, are two-dimensional wavefunctions that depend on both the electron and the proton coordinates. Nonadiabatic transitions are allowed to occur between these mixed proton/electron adiabatic quantum states. In this paper we develop numerical methods to calculate these two-dimensional wavefunctions. We also present a general minimal model for PCET that consists of three coupled degrees of freedom representing an electron, a proton, and a solvent coordinate. Altering the parameters in this model allows us to generate a wide range of PCET dynamics and mechanisms. This paper focuses on three model systems corresponding to three different mechanisms: ͑1͒ a concerted mechanism in which the proton and electron are transferred simultaneously; ͑2͒ a sequential mechanism in which the proton is transferred prior to the electron; and ͑3͒ a sequential mechanism in which the electron is transferred prior to the proton. We apply MDQT to these model systems in order to study the fundamental physical principles and dynamical aspects of PCET.
An outline of this paper is as follows. In Section II we present the general model system. Section III describes the MDQT method and the extension of MDQT to simulate PCET reactions. Section IV presents the results for three different model systems, and Section V summarizes our results.
II. THE MODEL SYSTEM
The general model system that we have developed to study PCET reactions consists of three coupled degrees of freedom: an electron coordinate r e , a proton coordinate r p , and a solvent coordinate R. This model system, which is related to the minimal model of a charge transfer reaction presented in Ref. 54 , is illustrated in Figure 1 . The electron donor ͑D͒ and acceptor ͑A͒ are fixed with a separation distance of d DA , and although not shown in Fig. 1 the proton donor and acceptor are also implicitly fixed on the D-A axis. The electron and proton are constrained to move in one dimension along the D-A axis. The solvent coordinate R, which is not shown in Fig. 1 Adjustment of the flexible parameters in this model will generate a wide range of systems. As will be discussed in Section IV, we have generated models in which PCET occurs by a concerted mechanism ͑where the proton and electron are transferred simultaneously͒, and models in which PCET occurs by a sequential mechanism ͑where either the proton or the electron is transferred first͒.
III. THEORY AND METHODS

A. MDQT
In this section we describe the surface hopping MDQT method and contrast it to the adiabatic and best trajectory methods. For generality, we consider a system that is comprised of N quantum mechanical particles ͑with coordinates denoted by r) and N cl classical particles ͑with coordinates denoted by R). The total Hamiltonian is HϭT q ϩT c ϩV͑r,R͒, ͑9͒
where T q and T c are the quantum and classical kinetic energies, respectively, and the total potential energy is V(r,R). For the model system described in Section II, Nϭ2, N cl ϭ1, and V(r,R)ϭV s (R)ϩV p (r p )ϩV e (r e )ϩV pe (r p ,r e ) ϩV pes (r p ,r e ,R). For each configuration R of the classical particles, the adiabatic quantum states ⌽ n (r;R) and energies ⑀ n (R) can be calculated by solving the time-independent Schrödinger equation:
where H q ϭT q ϩV͑r,R͒. ͑11͒
In the standard adiabatic method for molecular dynamics, the system is assumed to remain in a single adiabatic quantum state k, and the classical particles move according to a potential obtained by averaging the total potential over this quantum state ͑i.e., V eff ϭ͗⌽ k ͉V(r,R)͉⌽ k ͘). For many interesting systems, however, the adiabatic approximation is invalid, so the development of methods that incorporate transitions among the quantum states is crucial. In MDQT the wave function ⌿(r,R;t) that describes the quantum mechanical state at time t is expanded in terms of L orthonormal adiabatic states ⌽ n (r;R):
where C n (t) are complex-valued expansion coefficients ͑i.e., quantum amplitudes͒. The quantum amplitudes C n (t) are propagated in time by integrating the time-dependent Schrö-dinger equation, which can be written in the following form:
where
and the nonadiabatic coupling vector d k j (R) is defined as:
The brackets denote integration over only the quantum mechanical coordinates r.
Note that in the best trajectory or mixed state methods 31, [68] [69] [70] the classical particles move in a mean potential obtained by averaging the total potential over the timedependent wavefunction ͑i.e., V eff ϭ͗⌿͉V(r,R)͉⌿͘). Since the classical particles follow an average path derived from a mixture of adiabatic states, this approach cannot properly describe branching processes ͑i.e., processes involving multiple pathways͒. The accurate description of branching processes is critical in charge transfer reactions because typically there are two distinct states of very different character ͑i.e., one ionic and one covalent͒, and the system must experience different forces from each of these two distinct states.
In MDQT the system is always in a particular adiabatic quantum state k, and the classical particles move in a potential obtained by averaging the total potential over only this occupied adiabatic state ͑i.e., V eff ϭ͗⌽ k ͉V(r,R)͉⌽ k ͘).
MDQT incorporates instantaneous transitions from one adiabatic state to another using the ''fewest switches'' probabilistic algorithm which ensures that for a large ensemble of trajectories, the fraction in a given state j at a given time t is the quantum probability ͉C j (t)͉ 2 . 55 Since a large number of trajectories are run, where each trajectory follows a single path, branching processes are described accurately.
An outline of the MDQT algorithm is as follows, where ⌬ is the length of each time step and s is an integer representing the current time step ͑i.e., the total time elapsed is tϭs⌬):
Step 1. Initialize the system by calculating first the adiabatic proton quantum states and then the forces on the classical particles ͑derived from the occupied adiabatic state k) for the initial classical configuration at tϭ0.
Step 2. Integrate the classical equations of motion from tϭ(sϪ1)⌬ to tϭs⌬ to obtain the classical configuration at tϭs⌬. Step 3. Calculate the adiabatic proton quantum states for the classical configuration at time tϭs⌬ by solving the time-independent Schrödinger equation.
Step 4. Calculate the forces on the classical particles ͑de-rived from the occupied adiabatic state k) at time tϭs⌬.
Step 5. Integrate the time-dependent Schrödinger equation from tϭ(sϪ1)⌬ to tϭs⌬ to obtain the quantum amplitudes at time tϭs⌬.
Step 6. Calculate the switching probability for all included states j using the algorithm described in Refs. 32 and 55.
Step 7. Generate a random number and determine whether a switch to any state j should be invoked according to the switching probabilities.
Step 8. If no switch should occur, go back to Step 2. If a switch from k to kЈ should occur, adjust the velocities to conserve energy ͑as described in Refs. 32 and 55͒, switch states, and go back to Step 2. If the required velocity reduction is greater than the component of the velocity to be adjusted, reverse the velocity component along the nonadiabatic coupling vector without switching states ͑as described in Ref.
32͒ and go back to Step 2.
B. Extension of MDQT to PCET reactions
The time-independent Schrödinger equation ͑Eq. 10͒ can be solved by expanding the adiabatic wave functions in a set of N b normalized basis functions ͕ ␣ (r)͖:
and using the standard variational method to calculate the expansion coefficients c j␣ . For a single quantum particle a set of K normalized one-particle basis functions ␣ (r) is utilized in Eq. 16 ͑i.e., N b ϭK). For more than a single quantum particle ͑i.e., NϾ1), the most straightforward approach is the full basis set expansion method, where the N-particle basis functions ␣ (r) are products of the one-particle basis functions
Note that in Eq. 17, ␣ represents a set of indices ͕␣(1),␣(2),...,␣(N)͖, where ␣(i) indicates one of the K basis functions for quantum particle i. ͑For notational simplicity we assume that each quantum particle has K basis functions associated with it.͒ In the full basis set expansion method all possible products are included, so the number of N-particle basis functions in Eq. 16 is N b ϭK N . Thus the solution of Eq. 10 for the full basis set expansion method is computationally expensive for NϾ1.
In order to address this problem, a multiconfigurational self-consistent-field MDQT ͑MC-MDQT͒ method has been developed by one of us. 71, 72 In this MC-MDQT method, the adiabatic states are expanded in a basis of Q configurations that are made up of products of one-particle states, which in turn are each expanded in a set of K one-particle basis functions ␣ i (r i ). The variational method is applied with respect to both the coefficients of the configurations and the coefficients of the one-particle basis functions. This method requires the self-consistent solution of one Q-dimensional eigenvalue equation and N K-dimensional eigenvalue equations. Since typically QӶK N , the MC-MDQT method is significantly faster than the full basis set expansion method. The MC-MDQT method has been applied to multiple proton transfer reactions such as proton transport along protonated chains of hydrogen-bonded water molecules.
In this paper we develop an alternative prescription for decreasing the number of N-particle basis functions in Eq. 16. In this alternative route a set of the M lowest energy adiabatic states ⌽ j (r;R) from the previous time step is used as the set of basis functions ␣ (r) for the current time step. The appropriate number M of basis functions in this set is determined by convergence tests for the accessible classical configurations in the system. Typically M ӶK N , so the solution of the time-independent Schrödinger equation is much faster than for the full basis set expansion method. Moreover, the calculation of the matrix elements V k j is simplified as follows:
V k j ͑R͑t͒͒ϭ͗⌽ k ͑r;R͑tϪ⌬t͉͒͒H q ͑r,R͑t͉͒͒⌽ j ͑r;R͑tϪ⌬t͒͒͘ ϭ͗⌽ k ͑r;R͑tϪ⌬t͉͒͒H q ͑r,R͑tϪ⌬t͒͒ϩV͑r,R͑t͒͒ϪV͑r,R͑tϪ⌬t͉͒͒⌽ j ͑r;R͑tϪ⌬t͒͒͘ ϭ⑀ j ͑R͑tϪ⌬t͒͒␦ k j ϩ͗⌽ k ͑r;R͑tϪ⌬t͉͒͒V͑r,R͑t͒͒ϪV͑r,R͑tϪ⌬t͉͒͒⌽ j ͑r;R͑tϪ⌬t͒͒͘. ͑18͒
Thus, the evaluation of the kinetic energy operator is unnecessary, and only the integration over the change in the potential is required. Although the kinetic energy operator matrix elements can be calculated using FFT ͑fast Fourier transform͒, 73 DVR ͑discrete variable representation͒, 74, 75 or in some cases analytical second derivative methods, the elimination of the evaluation of the kinetic operator matrix elements can result in significant computational savings.
The implementation of this method is straightforward. For the first time step the time-independent Schrödinger equation must be solved with a full basis set expansion. Thus, the N-particle basis functions ␣ (r) are products of one-particle basis functions ␣ i (r i ). For our simulations the one-particle basis functions ␣ i (r i ) are the eigenfunctions of appropriate simple quantum harmonic oscillators. For the simulations described in this paper we use at least 500 N-particle basis functions ␣ (r) for this first time step ͑i.e., N b Ϸ500 in Eq. 16͒. Then the M lowest energy adiabatic states are used as basis functions for the next time step, and the basis functions are updated to be the M lowest energy adiabatic states at each subsequent time step. Convergence tests have been performed to ensure that this smaller basis set is adequate for all accessible classical configurations. For the simulations described in this paper we found that M ϭ15Ϫ30 was sufficient ͑i.e., N b Ϸ30 in Eq. 16͒. This decrease in the number of basis functions in Eq. 16 by more than a factor of 10 provides substantial computational savings for the solution of the time-independent Schrödinger equation.
IV. RESULTS
As discussed above, our model can generate different PCET dynamics or mechanisms by choosing different sets of parameters. Therefore, we believe that a wide variety of realistic systems may be well represented by our model. In the following, we shall only discuss three different PCET mechanisms: ͑1͒ a concerted PCET mechanism, in which the proton and electron are transferred simultaneously; ͑2͒ a sequential PT-ET mechanism, in which the PT occurs first and then the ET follows; and ͑3͒ a sequential ET-PT mechanism, in which the ET occurs first and then the PT follows.
These models represent electron donor-acceptor pairs connected by a hydrogen-bonded interface. Systems of this type that have been experimentally studied include electron transfer from a photoexcited Ru͑bipyridine͒ 3 2ϩ donor to a 3,5-dinitrobenzene acceptor through an intervening amidinium-carboxylate interface 14 and electron transfer from a photoexcited Zn II porphyrin to a 3,4-dinitrobenzene acceptor through an intervening dicarboxylic acid interface. 13 In our models the proton moves ϳ0.5 Å, which is physically reasonable for intramolecular proton transfer in a hydrogenbonded complex. The symmetric concerted PCET model represents a symmetric hydrogen-bonding interface such as a dicarboxylic acid interface, and the asymmetric sequential PT-ET model ͑where the reverse reaction is an ET-PT mechanism͒ represents an asymmetric hydrogen-bonding interface such as an amidinium-carboxylate interface. In these models the distance between the electron donor and acceptor ranges from 3.2Ϫ4.2 Å, which is shorter than the typical distances of ϳ8Ϫ15 Å for these types of systems. Moreover, in our models the solvent fluctuations are approximately described by the momentum of a single solvent coordinate. A future direction of this research is to model specific systems in a more physically realistic manner. The models presented in this paper, however, illustrate many of the fundamental physical principles underlying these types of PCET reactions.
We performed MDQT simulations for each of these model systems in order to study the nonadiabatic dynamics. In our simulations the solvent coordinate R is treated classically, and the electron and proton coordinates (r e and r p ) are treated quantum mechanically. Each trajectory was started in the ground state at a solvent coordinate for which the proton and electron are localized near the donor. The MDQT method described in Section III was used to propagate each trajectory until it reached a solvent coordinate that represents a stable configuration ͑which will be defined below for each model system͒. The solvent coordinates at which the trajectories were started and terminated were chosen to be sufficiently far from the regions of strong nonadiabatic coupling. A range of initial momenta was studied, and for each initial momentum 100 trajectories were propagated. We determined the fraction of trajectories that ended up in each stable configuration. Note that due to the relatively small number of trajectories propagated, our results are accurate only to within ϳ10%. However, this accuracy is adequate to illustrate the general nonadiabatic phenomena.
A. Concerted PCET mechanism
The parameters for a model illustrating a concerted PCET mechanism are listed in Table I . The double well potential V p (r p ) for the proton is symmetric with a barrier height of 7.53 kcal/mol, a 0.53 Å separation between the two minima, and a frequency of 3174 cm Ϫ1 at the two minima. The electron potential V e (r e ) is also symmetric since the effective charges on the electron donor and acceptor are the same. Moreover, additional symmetry is incorporated by setting R p o ϭR e o ϭR o ϭ0.0 Å and r p o ϭr e o ϭ1.59 Å ͑correspond-ing to the midpoint of the axis between the electron donor and acceptor͒. Furthermore, the solvent-proton and solventelectron coupling constants are chosen to be identical, and the proton and electron charges are chosen to be identical. The interaction V pes (r p ,r e ,R) between the solvent and the quantum proton and electron perturbs the symmetric potentials of the proton and electron. For the proton double well potential, if RϽR p o the well corresponding to r p Ͻr p o will be stabilized relative to the well corresponding to r p Ͼr p o , whereas if RϾR p o the reverse stabilization will occur. The electron potential is similarly affected by the solvent interactions. Figure 3 presents the two-dimensional potential contours ͑which are functions of r e and r p ) obtained at three different solvent configurations R. ͑Here we refer to the solvent coordinate R as specifying the ''configuration'' of the solvent molecules.͒ As shown in Fig. 3b , there are four minima corresponding to the following quantum configurations: ͑1͒ the proton and electron located near the donor ͑lower left͒; ͑2͒ the proton and electron located near the acceptor ͑upper right͒; ͑3͒ the proton located near the donor and the electron near the acceptor ͑upper left͒; and ͑4͒ the electron located near the donor and the proton near the acceptor ͑lower right͒. Note that for RϭϪ0.21 Å the lower left well is the most stable, for Rϭ0.21 Å the upper right well is the most stable, and for Rϭ0.0 Å, the lower left and upper right wells are equally stable.
The adiabatic states can be calculated at each solvent configuration by solving the two-dimensional timeindependent Schrödinger equation. The ground state adiabatic wavefunctions for three different solvent configurations are plotted in Fig. 4 . As shown in Fig. 4b , at Rϭ0.0 Å the wave function is symmetrically delocalized over the lower left and upper right wells shown in Fig. 3b . As shown in Fig.  4a , for RϭϪ0.21 Å the wavefunction is localized in the lower left well ͑corresponding to the proton and electron near the donor͒ and for Rϭ0.21 Å the wavefunction is localized in the upper right well ͑corresponding to the proton and electron near the acceptor͒. Although not shown here, the first excited state for Rϭ0.21 Å is localized in the lower left well ͑corresponding to the proton and electron near the donor͒. Similarly, the first excited state for RϭϪ0.21 Å is localized in the upper right well ͑corresponding to the proton and electron near the acceptor͒. Thus if the system remains in the ground and first excited adiabatic states the reaction will be concerted ͑i.e., the proton and electron will be transferred simultaneously͒. The energies of the ground and first excited adiabatic states as a function of the solvent coordinate are depicted in Fig. 5 . The minimum on the ground state for RϽ0.0 Å indicates a stable configuration in which the proton and electron are near the donor, and the minimum on the ground state for RϾ0.0 Å indicates a stable configuration in which the proton and electron are near the acceptor. ͑In contrast, for the excited state when RϽ0.0 Å the proton and electron are near the acceptor, and when RϾ0.0 Å the proton and electron are near the donor.͒ The PCET reaction occurs when the system starts in the ground state minimum at RϽ0.0 Å and moves to the ground state minimum at RϾ0.0 Å. This PCET reaction can occur adiabatically, where the system remains in the ground state, or nonadiabatically, where the system switches to the excited state and then later returns to the ground state. Typically the transitions between the adiabatic states occur near Rϭ0.0 Å ͑i.e., in the region of strong nonadiabatic coupling͒. In some cases many transitions occur among the quantum states before the system reaches a stable configuration.
In order to study the nonadiabatic dynamics of this model system, we applied the MDQT method for a range of initial conditions. The trajectories are started with an initial solvent configuration of RϭϪ0.24 Å on the ground state and initial momenta of P o ϭ4.0, 7.0, 10.0, and 15.0 a.u. We propagate 100 trajectories for each initial momentum, and each trajectory is terminated when it reaches one of the two stable configurations ͑i.e., when ͉R͉Ͼ0.21 Å on the ground state͒. The lowest four adiabatic states are included in our simulations. For the range of initial momenta studied, we found that the third and fourth states were never populated during the simulation. Table II summarizes the results of our simulations. For the lowest initial momentum P o ϭ4.0 a.u., the solvent is moving slowly so the proton and electron can adjust to changes in the solvent fast enough to remain in the ground state. Therefore the reaction is predominantly ͑77%͒ adiabatic. Note that 20% of the trajectories attempt to hop from the ground to the excited state but do not have sufficient energy. As discussed in Section III, the velocities of these trajectories are reversed, so the trajectories return to the initial stable configuration at RϽ0.0 Å. ͑We found that 3% of the trajectories attempt to switch from the ground to the ex- cited state two times and thus experience two velocity reversals, leading to a PCET reaction. However, this is not statistically meaningful for our simulations.͒ Thus 80% of the trajectories experience PCET. For the higher momenta ( P o ϭ7.0, 10.0, and 15.0 a.u.͒, most of the attempts to switch states are successful so the velocity reversals rarely occur. As the initial momentum is increased, the probability of switching to the excited state increases, so the fraction of adiabatic trajectories decreases. For this range of momenta, the trajectories spend significant time in the excited state and can switch back to the ground state on either side. Thus the fraction of trajectories that experience PCET is less than that for the predominantly adiabatic reaction ( P o ϭ4.0 a.u.͒. Moreover, due to the time spent in the excited state the reaction rate for those trajectories that experience PCET is slower than the reaction rate for adiabatic trajectories. In the limit of very large momenta, almost all of the trajectories would switch to the excited state and would then immediately switch back down to the ground state on the second pass through the nonadiabatic coupling region, ending up in the initial stable configuration. Thus the fraction of trajectories that experience PCET would decrease with increasing momentum. This limit is numerically inaccessible for this system but will be illustrated for the sequential PT-ET model in the next section. Table III lists the parameters for a sequential PCET reaction in which the proton is transferred before the electron. The main differences between this model and the previous model are that in this model: ͑1͒ the double well potential V p (r p ) of the proton is asymmetric with the well for rϾr p o lower by 2.18 kcal/mol; ͑2͒ the reference parameter R p o is Ϫ0.32 Å rather than zero; and ͑3͒ the effective charges of the proton (C p ) and electron (C e ) are both decreased from 0.32 to 0.15. The asymmetric proton double well potential and the nonzero reference parameter R p o both cause the proton to transfer at RϳϪ0.36 Å rather than at Rϳ0.0 Å. On the other hand, the ET part of the model is not altered from the previous model so the ET is likely to occur at Rϳ0.0 Å as before. Furthermore, the smaller charges on the proton and electron reduce the proton-electron attraction and thus reduce the probability of simultaneous PCET. The result of all of these factors is that the proton is transferred prior to the electron.
B. Sequential PT-ET mechanism
The potential energy surfaces and wave functions are depicted in Figs. 6 and 7 , respectively. Figure 6 shows that for RϭϪ0.50 Å the global minimum is in the lower left ͑corresponding to the proton and electron near the donor͒, for RϭϪ0.32 Å the global minimum is in the lower right ͑corresponding to the electron near the donor and the proton near the acceptor͒, and for Rϭ0.11 Å the global minimum is in the upper right ͑corresponding to the proton and electron near the acceptor͒. Similarly, Fig. 7 shows that for RϭϪ0.50 Å the ground state wavefunction is localized in the lower left, for RϭϪ0.32 Å the ground state is localized in the lower right, and for Rϭ0.11 Å the ground state is localized in the upper right. Thus, if the system remains in the ground state, as R increases from Ϫ0.50 Å to Ϫ0.32 Å the proton is transferred and as R increases from Ϫ0.32 Å to 0.11 Å the electron is transferred. Figure 7c depicts the first excited state of the system at Rϭ0.42 Å. This plot shows that the first excited state at Rϭ0.42 Å corresponds to a state in which the proton and electron are both near the acceptor, and the electron has the character of a ground state ͑i.e., no nodes͒ while the proton has the character of a first excited vibrational state ͑i.e., one node͒. Although not shown here, the first excited state at RϭϪ0.50 Å corresponds to a state in which the proton is near the acceptor and the electron is near the donor ͑and both have the character of a ground state with zero nodes͒. Figure 8 depicts the energies of the ground and first two excited adiabatic states as a function of the solvent coordinate. In contrast to the previous model, we found three stable configurations: two on the ground state for RϽϪ0.60 Å and RϾ0.11 Å and one on the first excited state for RϾ0.42 Å. There are also two regions of strong nonadiabatic coupling at RϳϪ0.46 Å and Rϳ0.24 Å.
The MDQT dynamics are started with an initial solvent configuration of RϭϪ0.58 Å and initial momenta of P o ϭ5.0, 7.0, 10.0, 15.0, and 25.0 a.u. Again 100 trajectories are run for each initial condition, and each trajectory is stopped when it reaches one of the three stable configurations. The lowest four adiabatic states were included. The results of these simulations are summarized in Table IV . With the smallest initial momentum P o ϭ5.0 a.u., the trajectories do not have enough energy to surmount the energy barrier near RϳϪ0.46 Å so the PCET rate is zero. ͑All of the trajectories were adiabatic except for one that attempted to switch states, which is statistically insignificant.͒ When the initial momentum is increased to 7.0 a.u., the trajectories have sufficient energy to surmount the energy barrier but still not enough energy to switch to the first excited state. Since 91% of the trajectories attempt to switch states and then ex- perience a velocity reversal, only 9% of the trajectories experience PCET. When the initial momentum is increased to 10.0 a.u., the fraction of adiabatic trajectories remains about 10%, but most of the trajectories have enough energy to switch to the excited state and then experience several passes through the nonadiabatic coupling region before returning to the ground state. Thus, in this case 54% of the trajectories experience PCET. When the initial momentum is increased to 15.0 a.u., most of the trajectories switch to the first excited state and then immediately switch back down to the ground state on the second pass through the nonadiabatic coupling region, ending up in the initial stable configuration ͑i.e., RϽϪ0.60 Å͒. Thus only 12% of the trajectories experience PCET. When the initial momentum is further increased to 25.0 a.u., most of the trajectories switch to the first excited state, and then these trajectories have enough energy to surmount the energy barrier near Rϳ0.24 Å. Since the energy gap is quite large, very few trajectories attempt to switch to the second excited state, so most ͑81%͒ of these trajectories experience PCET but end up in the first excited state. Further increase of the initial momentum will lead to significant involvement of the higher excited states and is beyond the scope of this work.
C. Sequential ET-PT mechanism
Table V lists the parameters for a sequential PCET reaction in which the electron is transferred before the proton. The main differences between this model and the symmetric concerted model in Section IVA are that in this model the reference parameter R e o is Ϫ0.32 Å rather than zero and the effective charges of the proton (C p ) and electron (C e ) are decreased from 0.32 to 0.15 ͑as in the model for sequential PT-ET͒. Note that the symmetry of the electron potential V e (r e ) is maintained ͑i.e., the effective charges on the electron donor and acceptor remain the same͒. The nonzero reference parameter R e o , however, causes the electron to be transferred at RϳϪ0.32 Å rather than at Rϳ0.0 Å. Since the PT part of this model is not altered from the symmetric concerted model, the PT is likely to occur at Rϳ0.0 Å. As in the sequential PT-ET model, the smaller charges on the proton and electron reduce the proton-electron attraction and thus reduce the probability of simultaneous PCET. The result of all of these factors is that the electron is transferred prior to the proton.
The potential energy surfaces and wave functions are depicted in Figs. 9 and 10 , respectively. Figure 9 shows that for RϭϪ0.48 Å the global minimum is in the lower left ͑corresponding to the proton and electron near the donor͒, for RϭϪ0.16 Å the global minimum is in the upper left ͑corresponding to the proton near the donor and the electron near the acceptor͒, and for Rϭ0.16 Å the global minimum is in the upper right ͑corresponding to the proton and electron near the acceptor͒. Similarly, Fig. 10 shows that for RϭϪ0.48 Å the ground state wavefunction is localized in the lower left, for RϭϪ0.16 Å the ground state is localized in the upper left, and for Rϭ0.16 Å the ground state is localized in the upper right. Thus, if the system remains in the ground state, as R increases from Ϫ0.48 Å to Ϫ0.16 Å the electron is transferred and as R increases from Ϫ0.16 Å to 0.16 Å the proton is transferred. Figure 10c depicts the first excited states of the system at RϭϪ0.48 Å and at Rϭ0. 45 Å. This plot shows that the first excited state at RϭϪ0.48 Å corresponds to a state in which the proton and electron are both near the donor, and the electron has the character of a ground state ͑i.e., no nodes͒, while the proton has the character of a first excited vibrational state ͑i.e., one node͒. The first excited state at Rϭ0.45 Å is similar to the first excited state at RϭϪ0.48 Å except that the proton and electron are both near the acceptor. Figure 11 depicts the energies of the ground and first two excited adiabatic states as a function of the solvent coordinate. In contrast to the previous models, we found four stable configurations: two on the ground state for RϽϪ0.20 Å and RϾ0.20 Å and two on the first excited state for RϽϪ0.40 Å and RϾ0.40 Å. There are also three regions of strong nonadiabatic coupling at RϳϪ0.26 Å, RϳϪ0.01 Å, and Rϳ0.24 Å.
The MDQT dynamics are started with an initial solvent configuration of RϭϪ0.50 Å and initial momenta of P o ϭ23.5, 28.0, and 30.0 a.u. Again 100 trajectories are run for each initial condition, and each trajectory is stopped when it reaches one of the four stable configurations. The lowest four adiabatic states were included. The results of these simulations are summarized in Table VI . For the smallest initial momentum P o ϭ23.5 a.u., most of the trajectories attempt to switch to the first excited state but experience velocity reversals due to insufficient energy. For larger initial momenta of 28.0 a.u. and 30.0 a.u., most of the trajectories switch to the first excited state, and the majority of these trajectories do not switch to the third excited state and thus end up in the stable configuration for RϾ0.40 Å on the first excited state. Note that the results for P o ϭ28.0 a.u. and 30.0 a.u. are identical within our numerical accuracy. 
V. SUMMARY AND CONCLUSIONS
We have presented a general model for PCET that consists of an electron, a proton, and a solvent coordinate. Adjustment of the parameters in this model generates a wide range of PCET dynamics. In order to study the quantum dynamical aspects of PCET, we applied the MDQT method to three model systems corresponding to three different mechanisms: a concerted mechanism, a sequential mechanism with the PT prior to the ET, and a sequential mechanism with the ET prior to the PT. In these applications of MDQT both the proton and the electron are treated quantum mechanically, and the solvent is treated classically. This is the first application of MDQT to a system in which both an electron and a proton are treated quantum mechanically.
The MDQT method has been compared to fully quantum mechanical calculations for several model systems involving multiple electronic surfaces 55 and more recently for a simple model proton transfer reaction. 76 In MDQT the classical coordinates are assumed to move classically on a single adiabatic potential surface except for instantaneous nonadiabatic transitions. Thus effects such as tunneling of the classical coordinates are not included. Ref. 76 illustrates that for a simple model proton transfer reaction, the MDQT calculations agree well with the fully quantum mechanical calculations. The adiabatic potential surfaces for the concerted PCET mechanism presented in this paper are very similar to those studied in Ref. 76 . The sequential PCET mechanisms presented in this paper, however, exhibit multiple regions of strong nonadiabatic coupling, which may lead to interesting interference effects. A future direction of this research is to perform fully quantum mechanical wavepacket calculations for these types of sequential PCET reactions.
The general model presented in this paper enhances our understanding of the basic physical principles of PCET reactions. The parameters in the general model are associated with physically meaningful properties of the system. Thus, altering the parameters allows us to study the dependence of the mechanism of PCET reactions on various physical properties of the system. We have found that when the proton and electron are in a symmetric environment with a strong coupling to the solvent, the reaction is most likely concerted. The sequential mechanism becomes more likely when asymmetry is introduced into the environment ͑and when the proton-electron attraction is not dominant͒. Thus, the sequential mechanism can occur if the electron donor and acceptor have different electron affinities or, analogously, if the proton donor and acceptor have different proton affinities. In addition, the sequential mechanism can occur if the solvent coupling is stronger for either the proton or the electron. In short, a sequential mechanism occurs when the PT and ET reactions are properly decoupled. The parameters in this general model could be fit to available experimental data, such as that for the amidinium-carboxylate interface compounds 14 and the dicarboxylic interface compounds, 13 in order to increase our understanding of the PCET mechanisms for these systems.
The MDQT simulations on these model systems provide insight into the dynamical aspects of PCET reactions. For example, we found that for sequential PCET reactions the adiabatic potential surfaces can exhibit several different regions of strong nonadiabatic coupling, so the system can experience a number of nonadiabatic transitions between different adiabatic states before reaching a stable configuration. In addition, we found that the system can become trapped in stable excited states ͑which correspond to excited vibrational-like proton states͒. Thus our simulations indicate that nonadiabatic effects play an important role in determining the rate constants and mechanisms of PCET reactions. The methodology presented in this paper lays the groundwork for simulating PCET reactions in model compounds that have been experimentally studied. Many of the experimentally studied PCET reactions are photoinduced. 14 Electronic excitation can be simulated with the MDQT method by 'instantaneously' switching the system to the appropriate excited adiabatic state. Ref. 33 presents an application of MDQT to vibrationally excited proton transfer reactions. We are currently using analogous methods to simulate vibrationally and electronically excited PCET reactions.
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This will allow us to compare our results to experimental data for systems in which the PCET reaction is photoinduced.
14 Thus, the methodology presented in this paper should help elucidate the dynamical mechanisms of a wide range of important PCET reactions.
