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Abstract 
This paper presents operational modal analysis of an eight-storey concrete building using 
ambient vibration data collected in an ‘asynchronous’ manner, i.e., different sensors using 
possibly different clocks for data sampling. Five force-balance accelerometers were used with 
a number of setups to cover all locations of interests. Modal identification is performed using 
a Bayesian frequency domain method for asynchronous data and the global mode shape is 
assembled using the global least square method. The identified modal parameters based on 
asynchronous data are evaluated by comparing with those identified based on synchronous 
data. The identification uncertainties of modal parameters are investigated through the 
posterior coefficient of variation in a Bayesian context. The study provides insights into the 
challenges encountered when using asynchronous data for operational modal analysis in a 
practical context. 
Key Words: Asynchronous data; Bayesian methods; Full-scale tests; Operational modal 
analysis 
1. Introduction 
Structural health monitoring (SHM) has the general objective of monitoring the physical 
conditions of structures with potential applications in detecting damage during their service 
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life [1–5]. Various means for SHM have been proposed in the past few decades by measuring 
structural response such as strain, displacement and acceleration. Modal identification aims at 
identifying the modal properties involving natural frequencies, damping ratios and mode 
shapes based on the measured structural response data. It is often the first step in SHM that 
provides the baseline information on the current state of the subject structure [6–9].  
For civil infrastructures which are typically large-scale, operational modal analysis (OMA), 
also known as ambient modal identification, has been widely used. It can be conducted when 
the structure is under environmental excitations such as wind, cultural activities and 
microtremor without artificial loading conditions. In OMA, the excitation is unknown but 
assumed to be ‘broadband random’. Due to its high economy and feasibility, OMA has 
attracted great attention in both theory development and real applications in recent years [10–
12]. It provides important information for downstream applications such as finite element  
model updating [13–17]. 
In full-scale tests, mode shape information is often demanded where the vibration response at 
multiple locations needs to be measured. Due to the limited number of instruments or 
difficulties in their deployment, it often happens that the interested DOFs (degrees of freedom) 
cannot be all measured in a single setup. In this case, a common strategy is to conduct 
multiple setups covering different DOFs in each setup with some reference DOFs in common 
[18–22]. Conventionally, the modal parameters in individual setups are identified separately 
using single-setup modal identification methods and the global mode shape is assembled 
from the local ones identified in different setups. Assembly techniques have been developed 
where the global mode shape is determined as the one that minimises the discrepancies 
between local mode shapes in different setups in a least square sense [23,24]. OMA method 
incorporating multiple setups have also been developed in both non-Bayesian [25] and 
Bayesian [26] context. Multiple-setup algorithms have also been applied to structural modal 
updating [27,28]. 
Time synchronisation is another issue which should be considered in real implementations. 
Conventional OMA approaches assume that the digital data from different channels in each 
setup are synchronised, i.e., sampled based on the same time scale. Simply recording the data 
from multiple channels with the same duration does not imply that they are synchronised. 
The sampling pace in different sensors needs to be real-time controlled by a synchronisation 
protocol. Transmitting analogue data from sensors directly to a central synchronisation 
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console requires long cables, with implications on logistics, voltage drop and noise. 
Alternative options exist, e.g., Network Time Protocol [29], Global Positioning System [30] 
and wireless sensor networks [31–33], requiring varying degrees of communication infrasture 
on site. If modal identification can be performed for asynchronous data, field tests can be 
conducted in a more economical and flexible manner compared to synchronous data. 
However, lower identification quality is expected because less information is available. 
This paper investigates the quality of modal identification results based on asynchronous 
ambient data incorporating multiple setups in full-scale tests. An eight-storey concrete 
building is used as a vehicle for investigation, where complication and practical aspects in 
field implementation are naturally reflected in the data. Bayesian OMA methods assuming 
synchronous [34] or asynchronous data [35,36] are applied to the data of each setup 
individually. The global mode shape is assembled from the most probable local mode shapes 
in individual setups based on the global least square method [23]. The quality of identified 
modal parameters based on asynchronous data is compared against their synchronous 
counterpart. In addition to the most probable value, identification uncertainties associated 
with the modal parameters are also discussed for both synchronous and asynchronous cases. 
This work provides an opportunity to investigate the effect of asynchronous data in OMA 
under full-scale test configurations. Practical issues with time synchronisation and challenges 
encountered in real applications are also discussed. 
This paper is organised as follow. The basic properties of the tested building are presented in 
Section 2. Section 3 provides detailed information about the field instrumentation. The modal 
identification methods used in this work are briefly reviewed in Section 4. The identification 
results and posterior uncertainties are investigated in Section 5. The work is concluded in 
Section 6. 
2. Description of field structure 
Brodie Tower is a reinforced-concrete building situated on the campus of the University of 
Liverpool (Figure 1). It has eight storeys with a total height of approximately 25m. The 
ground floor of the building is connected to another office building (Muspratt Building, see 
Figure 1). From 1/F to 7/F, the floor slabs are T-shaped spanning over a 25m 28m  area; see 
Figure 2, where sensor locations are discussed later in Section 3.2. The ground floor of the 
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building is used as a social space and the remaining floors are mainly office and lecture 
rooms. 
 
Figure 1. Brodie Tower 
 
Figure 2. Floor Plan with Sensor Locations 
3. Instrumentation 
Five force-balance triaxial accelerometers were deployed to measure the ambient vibration of 
the structure. The equipment for each sensor location comprises accelerometer, GPS receiver, 
Brodie Tower
Muspratt Building
Brodie Tower
Reference 
Sensor on 7/F
y
z (up)x
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high-precision clock, battery and accessories (e.g., cables). These are hosted in a water-proof 
rugged case in-house designed for mobile field deployment, see Figure 3. 
Analogue voltage signals of acceleration were acquired by a 24-bit data logger at a sampling 
rate of 50Hz. The noise level of the accelerometers is about Hzμg/1.0  in the frequency 
band above 1Hz. In each setup, the acceleration data comprises 1535   channels for twenty 
minutes. 
  
Figure 3. Equipment per Sensor Location (a) Instrument (b) On-Site View   
3.1 Sensor locations 
In view of the floor plan in Figure 2, it was intended to obtain a mode shape that resolves into 
the ‘T-shape’. Compromising with the available number of sensors, four locations on each 
floor from 1/F to 7/F with one reference location on 7/F were measured, giving 
  873174   degrees of freedom (DOFs) in total. For feasibility and convenience in 
alignment, the sensors were located in the corridors and they were oriented along the frame 
direction of the building. 
3.2 Reference sensor 
Due to the limited number of sensors, only 5 locations (15 DOFs) can be measured in a single 
setup. Multiple setups are thus necessary to cover all the 29 locations (87 DOFs) of interest. 
The mode shapes identified in different setups are under different scaling and it is necessary 
for different setups to share some ‘reference DOFs’ so that their ‘local mode shapes’ can be 
assembled into a ‘global mode shape’ comprising the DOFs measured in all setups. The data 
at the reference DOFs should contain significant responses of all the modes of interest (i.e., 
avoid nodal locations). In this test, one reference sensor was placed in all setups on 7/F near 
Accelerometer
GPS Receiver Real-Time Clock
Cables
Battery
(a) (b)
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the lower left cover of Figure 2. That location was expected to have significant vibration 
response and was unlikely to be a node. 
 
3.3 Roving setups 
To cover the DOFs in Figure 2, the remaining four sensors were ‘roved’ to different floors in 
different setups, leading to seven setups. In order to investigate the effect of imperfect 
synchronisation on modal identification, ideally it would be desirable to have two sets of data, 
one synchronous and the other asynchronous, during exactly the same time period. Due to the 
limited number of sensors and the impossibility of placing two sensors at exactly the same 
location, this was not feasible, however. As a practical alternative, asynchronous data was 
collected first, followed by synchronous data.  
The setups for asynchronous data were conducted (i.e., each sensor sampled the data using its 
own clock) in the morning from 8:30 to 12:30 in the order of 7/F to 4/F, 2/F, 3/F and 1/F. The 
setup on 3/F was conducted after the one on 2/F as there was an examination in the lecture 
room on 3/F at that time. After the setups for asynchronous data, all the sensors were 
synchronised using ‘real-time’ clocks (see details in Section 3.4). The setups for synchronous 
data were then conducted in the afternoon from 14:30 to 17:10 with the order from 7/F to 1/F. 
Figure 4 shows a schematic diagram of the setup plans and the measured DOFs of Setup 3 
(i.e., 5/F) for synchronous data.  
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Figure 4. Schematic Diagram of Setup Plans for (a) Asynchronous Data Set (b) Synchronous 
Data Set (c) Measured DOFs of Setup 3 for Synchronous Data Set 
During the test, two participants were involved, each responsible for two sensors. The 
transition between setups typically took five minutes, including levelling and alignment. For 
both synchronous and asynchronous data, the sensors were controlled to start measuring at 
the same time with twenty five minutes duration for each setup, allowing five minutes as a 
buffer. 
3.4 Time synchronisation 
In this work, the asynchronous data are obtained by simply logging the data locally for each 
sensor. That is, each sensor uses its own clock to sample the data and the clocks in different 
sensors are not synchronised. For synchronous data, as most of the locations in this test were 
indoor and GPS signal was weak, it was not possible to synchronise different sensors using 
GPS. ‘Real-time’ clocks were used for time synchronisation in this test. These are high-
precision clocks producing data that can be considered as practically synchronous when the 
frequency of interest is not too high and the data duration is not too extended. The clocks 
were first synchronised and trained using GPS receivers. Once the clocks were locked, the 
GPS receivers were disconnected and the clocks run independently. The real-time clocks 
used in this test have an accuracy of 0.038ppm (parts per million). This corresponds to a 
relative drift of 
62 0.038 10 3600 12 3ms      over 12 hours. For the frequency range of 
interest 
31/ 3 10 300Hz  , the data can be considered as practically synchronised. 
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4. Modal identification methods 
To investigate the effect of asynchronous data on the quality of modal identification results, a 
Bayesian frequency-domain approach is used to identify the modal properties of the 
instrumented structure and quantify identification uncertainties based on the measured 
ambient data. Bayesian approach provides a fundamental way to identify the modal 
parameters, where physical modelling assumptions are obeyed and information in the 
measured data is fully used for making inference about the modal parameters. In addition to 
the most probable values (MPV) of modal parameters, it can also quantify identification 
uncertainties through the posterior covariance matrix. The original formulation was 
applicable for synchronous data in a single setup and was first proposed in [37]. Fast 
algorithms have been developed that allow practical implementation in different contexts, e.g., 
well-separated modes, multiple modes and multiple setups [38]. In this work, for 
synchronous data, the MPV of modal parameters and posterior uncertainties are determined 
using [34]. On the other hand, the asychornous conterparts are determined using [35,36]. To 
assemble the global mode shape from the ones identified in individual setups, a global least-
square method [23] is used. In this section, the methods used are briefly reviewed. 
4.1 Bayesian frequency domain methods 
Let  N
j
n
j R 1
ˆ

x  be the measured ambient vibration data at n  DOFs, where N  is the number 
of samples per channel. It is modelled to consist of the theoretical structural response 
n
j Rx  
under ambient excitation and prediction error 
n
j Rε : 
jjj εxx  ˆ  (1) 
The prediction error accounts for the discrepancy between the theoretical model and 
measured data, which may arise from measurement noise or modelling error. The (scaled) 
Fast Fourier Transform (FFT) of  jxˆ  is defined as: 
  







 



N
j
jk
N
jk
N
t
1
11
2expˆ
2
ix F  (2) 
where 12 i and t  is the sampling interval;   12/int,...,1  NNNk qq  is the index 
corresponding to the Nyquist frequency qN  and int(.) denotes the integral part of its 
argument. The scaling factor is Nt /2  such that the PSD is one-sided with respect to 
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frequency in Hz. For modal identification, only the kF  within a selected frequency band 
dominated by the modes of interested is used. Let  kF  denote such collection of kF . Using 
Bayes’ theorem and assuming a uniform prior PDF, the posterior PDF of the set of modal 
parameters θ  given  kF  is proportional to the likelihood function, i.e.      θθ kk pp FF  . 
For small t  (i.e., high sampling rate) and large N t (i.e., long data duration) which is often 
met in real applications,  kF  are asymptotically independent at different frequencies and 
jointly ‘circularly complex Gaussian’ [39]. The likelihood function is then given by: 
      





 

k k
kkkk
nN
k
fp FFF 1
*1
expdet)( EEθ   (3) 
where ‘*’ denotes conjugate transpose; kE  is the theoretical covariance matrix of kF  and fN  
is the number of FFT data in the selected frequency band. For analysis and computation, it is 
more convenient to write the likelihood function in a logarithmic form, i.e., the ‘negative log-
likelihood function’ (NLLF) 
   
k
kkk
k
kL FF
1*detln EEθ  (4) 
such that     )(exp θθ Lp k F . With sufficient data, modal identification problem is 
‘globally identifiable’ [40]. The MPV of θ  is then the one that maximises the posterior PDF, 
or equivalently minimises the NLLF. The identification uncertainty can be fully characterised 
by the posterior covariance matrix, or equivalently the inverse of Hessian of the NLLF. In 
this work, the identification uncertainty of a particular modal parameter is discussed based on 
the posterior coefficient of variation (c.o.v.), which is equal to the ratio of its standard 
deviation to its MPV. The standard deviation is given by the square root of the corresponding 
diagonal element of the posterior covariance matrix. The posterior c.o.v. of mode shape is 
given by the square root sum of the eigenvalues of their posterior covariance matrix. The 
latter can be obtained from the corresponding partition in the full posterior covariance 
matrixof all modal parameters. See [41] for details. 
Bayesian method for synchronous data 
Determining the MPV of modal parameters requires numerical minimisation of the NLLF. In 
this work, the modes studied are well-separated and such algorithm is presented. In this case, 
the set of modal parameters consists of the natural frequency f , damping ratio  , mode 
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shape φ  ( 1φ ), modal force PSD S  and prediction error PSD eS . The FFT of measured 
acceleration data can then be modelled as 
kkk εφ  F  (5) 
where k  denotes the FFT of modal acceleration  t  and kε  is the scaled FFT of 
measurement noise. Assuming classically damped structure,  t  satisfies the modal equation 
of motion: 
       tpttt   22   (6) 
where f 2 (rad/s) and  tp  is the modal force. The modal force is modelled as a 
stationary process with a constant PSD of S ; and prediction error as independent and 
identically distributed (i.i.d.) Gaussian white noise with a constant PSD of eS . The 
theoretical covariance matrix kE  then can be written as: 
ne
T
kkkk SSDE IφφE  ][
*
FF  (7) 
where  
      1222 21  kkkD   kk f f  (8) 
is the dynamic amplification factor and kf  is the FFT frequency abscissa. Using eigenvector 
representation of kE ,  the resulting NLLF can be rewritten as 
     AφφTe
k
ekef dSSSDSNnL 
 1lnln1  (9) 
where fN  is the number of FFT data in the band; 

k
kkd FF
*
 (10) 
 


k
kke SDS DA
1
/1  (11) 
*
kkk FFD  (12) 
The NLLF in Eq.(9) depends on φ  through the quadratic term only. Minimising the NLLF 
with respect to φ  and subjecting the unit norm constraint 1
T φ φ , it follows that the MPV of 
the mode shape is the eigenvector of A  with the largest eigenvalue. The NLLF can then be 
optimised based on the remaining four parameters, which leads to a fast iterative procedure.  
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Bayesian method for asynchronous data 
When the data is asynchronous, it is generally statistically non-sationary. One empirical 
approach where the modal identification problem is still tractable is to assume the data to be 
stationary but with imperfect coherence among the modal responses contributing to different 
data channels [42]. Whether data channels are synchronous is assumed to be known a priori, 
which is typically the case in real implementation. Define a ‘synchronous data group’ as a set 
of data channels that samples the data synchronously (i.e., using the same clock). For 
example, this can refer to the three data channels from a given tri-axial sensor when it is not 
synchronised with other sensors; or the data channels from a group of sensors when they are 
synchronised using the same clock (e.g. GPS). 
Let the whole measurement array comprise 
gn  groups. Let 
in
i Ru  be the part of the mode 
shape φ  measured by the i th group with in  DOFs; ki C   and 
in
ki Cε  be the FFT of the 
modal acceleration and prediction error associated with the i th group, respectively. The FFT 
of measured data is now modelled as  






















ggg kn
k
knn
k
k
ε
ε
u
u




111


F  (13) 
Note that the synchronous case in Eq.(5) corresponds to ki  being identically the same for all 
i .  
Assume that all the measured data channels are set to start measuring at the same time with 
the same measurement duration. Otherwise, the time delay between the synchronous data 
groups can be compensated using conventional time shift estimation methods [43]. In this 
context, the asynchronous issue are mainly due to the random time drifts from different 
sampling clocks. The modal contribution in different synchronous data groups can be 
assumed as asynchronised realisations of the same modal response. The theoretical 
covariance matrix kE  for asynchronous data then can be given by: 
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1
1 1 12 1 2 1 1
1
21 2 1 2 2
1 1
g g
g g
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k k n n
e n
T T
k
k k
en nT T
kn n n n
S
SD
S
 


 
  
  
    
  
  
 
u u u u u u
I
u u u u
E
I
u u u u
 (14) 
where Ckij   ( 1kij ) is the coherence between i th and j th group at frequency kf : 
 
   **
*
kjkjkiki
kjki
kij
EE
E





  (15) 
Based on this model, the modal parameters also include the (complex-valued) coherences 
among the modal responses of different groups, whose identification turns out to be 
computationally non-trivial. One simplifying assumption is to set the coherences to be zero, 
which is justified when the synchronisation degree between groups is low. Together with 
eigenvector representation of kE , the resulting NLLF can be rewritten as: 
      









gn
i
ii
T
iiei
k
eiikeifi dSScSDSNnL
1
1lnln1 uAu  (16) 
where 

k
ikikid FF
*
 (17) 
 


k
ikikeii cSDS DA
1
/1  (18) 
*
ikikik FFD  (19) 
In the above equations, ikF  is the FFT of measured data associated with the i th synchronous 
group in the selected frequency band; 
2
iic u  and iii uuu /  so that 1iu ; eiS  is the 
prediction error PSD of the i th group.  
Similar to the mode shape for synchronous data, the MPV of iu  can be obtained as the 
eigenvector of iA  with the largest eigenvalue, based on which an iterative procedure can be 
developed. After the MPV of ic  and iu  have been determined, the MPV of mode shape φ   
can be recovered by 
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


















ggg nnn
iii
cs
cs
cs
u
u
u
φ
ˆˆ
ˆˆ
ˆˆ
ˆ
111


 (20) 
where a hat ‘^’ denotes MPV; 1is  is the relative sign between partial mode shapes iu . As 
the coherence among synchronous data groups is assumed to be zero, iu  and iu  give the 
same value of NLLF and hence is  cannot be identified. This is one fundamental limitation of 
asynchronous data with zero coherence. In practice, is  can be determined from intuition (e.g., 
spatial continuity of mode shapes) or an empirical coherence analysis of channels of different 
groups. 
4.2 Mode shape assembly 
Using the Bayesian method in Section 4.1, the mode shapes in the individual setups can be 
identified. It remains to assemble the global mode shape containing all the measured DOFs 
measured in different setups. 
Let 'nRΦ  be the assembled global mode shape of a mode, where 'n  is the number of all 
measured DOFs. Let 'in ni R
L  be a selection matrix such that ΦLφ ii   gives the local 
mode shape confined to the i th setup, where  1,...,i sn i n   is the number of measured DOFs 
in the i th setup and sn  is the number of setups. The  kj, -entry of iL  is equal to 1 if DOF k  
is measured by the j th channel in the i th setup, and zero otherwise. Assuming unit norm for 
the assembled global mode shape (i.e. 1Φ ), the mode shape is identified as the one that 
minimises the following objective function: 
     
   





s
s
n
i
ii
T
i
T
i
T
n
i
iii
T
iii
c
ccJ
1
2
1
1
ˆˆ,;,
ΦLLΦΦΦ
φΦLφΦLλcΦ


 (21) 
where iφˆ  is the MPV of mode shape for the i th setup;   is a Lagrange multiplier that 
enforces the unit norm constraint of Φ ; 
1 sn
c c   c  is the mode shape scaling factors 
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with the constraints  sii nic ,...,1
22  φ  enforced by the Lagrange multipliers 
1[ ,..., ]sn λ . 
Direct differentiation of J  with respect to ic  yields the optimal value of i  and ic  
i
i
T
i
i
φ
φφˆ
1  (22) 
  iiTiic φφφˆsgn  (23) 
where sgn(.) denotes the sign of its argument. On the other hand, setting 0Φ  J
T  with 
respect to Φ  gives: 
 BΦ b Φ  (24) 
where 
 
1
1
sn
T
i i i
i


 B L L  (25) 



sn
i
i
T
iic
1
φˆLb  (26) 
Eq.(24) is a ‘constrained eigenvalue problem’, whose solution can be obtained as the first half 
of the eigenvectors of D  with the smallest real eigenvalue: 
'
T
n
 
  
 
B bb
D
I B
 (27) 
In this context, the optimal value of Φ  can be obtained given  ii c, . Recall that  ii c,  can 
be updated using Eq.(22) and (23) given Φ . This allows an iterative procedure to be 
developed. 
5. Investigation with field data 
The modal identification results and their quality based on both synchronous and 
asynchronous ambient data are addressed in this section. To indicate the modes of interest 
and the selection of frequency bands, the singular value spectra of the measured data are first 
examined in Section 5.1. The quality of identified modal parameters based on asynchronous 
data is then assessed in Section 5.2 by comparing to the synchronous counterparts. Detailed 
investigation on the quality of assembled global mode shapes using asynchronous data are 
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addressed in Section 5.3. Identification uncertainties are investigated in Section 5.4. Some 
comments on the computational time of modal analysis are drawn in Section 5.5.  
It should be noted that for the tables and figures in this section that summarise the 
identification results, the data are referred based on the floor number of the measurement 
locations for each setup rather than the setup number directly. This is because the same setup 
number for synchronous and asynchronous data may not refer to the same measurement 
locations. For example, Setup 5 for asynchronous data refers to the measured locations on 2/F 
but that for synchronous data refers to 3/F (see details in Section 3.3). 
5.1 Data spectra 
The root singular value (SV) spectrum, i.e. the square root of eigenvalues of the sample 
power spectrum density (PSD) matrix, is a conventional tool used in OMA which visualise 
the potential modes in the frequency domain. It can also indicate potential synchronisation 
problems between data channels. Figure 5 and Figure 6 show the root SV spectrum of Setup 
1 (i.e., 7/F) for synchronous and asynchronous data, respectively. The peaks displaying 
dynamic amplification in the figures indicate potential modes. The horizontal bars ‘[-]’ and 
the squares denote the frequency bands (hand-picked which adequately cover the resonance 
region of the modes of interest) and the initial guesses of natural frequencies used for modal 
identification (picked at the spectral peaks), respectively. For synchronous data, there is only 
one line significantly above the remaining ones in each selected frequency band, indicating 
one mode dominating the band. This is not the case for the root SV spectrum of asynchronous 
data in Figure 6, however. Multiple peaks can be found in each band, reflecting the number 
of synchronisation groups (five in this test for asynchronous data).  
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Figure 5. Root Singular Value Spectrum of Setup 1 (7/F), Synchronous Data 
In this study, modal identification focuses on the first six modes, which correspond to 
different situations typically encountered in applications. The peaks of the first three modes 
are significantly above the remaining lines, indicating high signal-to-noise (s/n) ratios (the 
ratio of the spectral density of modal excitation to the spectral density of prediction error at 
the resonance peak, i.e.,  2/ 4 eS S ). The s/n ratios for the fourth and fifth modes are 
relatively low compared to the first three modes. This is common in real applications when 
the mode is not well excited or the data is not dominated by structural dynamics. The sixth 
mode represents the extreme case one may face in field tests where the s/n ratio is very low. 
Table 1 summarises the sample mean of s/n ratio among the setups for both asynchronous 
and synchronous data calculated based on the identified modal parameters as a reference. It 
should be noted that the s/n ratios of the modes between the synchronous and asynchronous 
data need not be the same as they are measured in different time periods. On the other hand, 
they are in the same order of magnitude, suggesting no significant environmental variations 
between these two data. The identified modal parameters between these two data sets are 
comparable, e.g., their damping ratios (which are often thought to be amplitude-dependent) 
should refer to similar vibration levels (e.g., serviceability in contrast to damage state levels). 
However, this does not mean that there is no difference in the numerical values as 
fundamentally these identification results are determined based on different measured data. 
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Figure 6. Root Singular Value Spectrum of Setup 1 (7/F), Asynchronous Data 
 
Table 1. Sample Mean of s/n Ratio Among Setups 
  Mode 
  1 2 3 4 5 6 
Modal 
s/n Ratio 
Asyn. 712 954 5101 36 68 33 
Syn. 1384 1612 3967 32 59 22 
 
5.2 Identified modal properties in different setups 
Figure 7 and Figure 8 show the identified natural frequencies and damping ratios among 
individual setups, respectively. The parameters identified based on asynchronous data are 
shown with blue circles at the MPVs and the synchronous ones are shown with red squares. 
The error bars cover +/- 2 posterior standard deviation. It can be seen that the identified 
natural frequencies and damping ratios based on asynchronous data generally agree well with 
their synchronous counterparts. Small discrepancies can be found in some setups, e.g., the 
identified natural frequencies and damping ratios of Mode 5 on 5/F. Besides the 
environmental variations, this may be also due to the low s/n ratio that affects the 
identification quality. 
The sample mean and c.o.v. (sample standard deviation / sample mean) of the identified 
modal parameters for both asynchronous and synchronous data among the setups are shown 
in Table 2 and Table 3, respectively. It can be seen that the sample mean of natural 
frequencies identified based on asynchronous data are very close to the synchronous 
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counterparts. The identified values vary among the setups but the variability is so small (less 
than 1%) that can be ignored for practical purposes. The sample mean of identified damping 
ratios based on asynchronous data are also close to the ones identified based on synchronous 
data. Significant variability can be found in the identified root modal force PSD (sample c.o.v. 
ranges between 20-40%) while this merely reflects the variation of environmental conditions 
among the setups. 
 
Figure 7. Identification Result (±2 Standard Derivation Error Bar) of Natural Frequencies 
across different setups; Asynchronous Data: Blue Line with Circle, Synchronous Data: Red 
Line with Square. 
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Figure 8. Identification Result (±2 Standard Derivation Error Bar) of Damping Ratio across 
different setups; Asynchronous Data: Blue Line with Circle, Synchronous Data: Red Line 
with Square. 
 
Table 2. Sample Mean of Identified Modal Parameters Among Setups 
 
Mode 
1 2 3 4 5 6 
Natural Frequency (Hz) 
Asyn. 2.422 2.689 3.728 7.450 7.959 9.469 
Syn. 2.424 2.705 3.752 7.409 8.005 9.492 
Damping Ratio (%) 
Asyn. 1.24 1.15 0.94 2.72 3.40 3.62 
Syn. 0.99 0.96 0.82 2.69 2.58 2.65 
Root Modal Force PSD 
( Hzμg/ ) 
Asyn. 1.40 1.48 1.56 0.84 1.19 1.76 
Syn. 1.07 1.09 1.00 0.58 0.89 1.16 
 
Table 3. Sample c.o.v. (%) of Identified Modal Parameters Among Setups 
 
Mode 
1 2 3 4 5 6 
Natural Frequency 
Asyn. 0.15 0.48 0.47 0.26 0.37 0.73 
Syn. 0.18 0.23 0.24 0.22 0.29 0.73 
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Damping Ratio 
Asyn. 20 12 14 21 45 34 
Syn. 13 15 5 12 9 41 
Root Modal Force PSD 
Asyn. 40 28 51 40 18 22 
Syn. 43 33 55 14 27 31 
 
5.3 Identified mode shape 
Figure 9 to Figure 14 shows the global mode shapes of the first six modes assembled by the 
global least square method using the mode shapes identified in individual setups for both 
synchronous and asynchronous cases. The mean natural frequency and damping ratio among 
all setups are also shown in the figure with the identification uncertainty in the brackets (see 
discussion in Section 5.4). The Modal Assurance Criterion (MAC) values between the mode 
shapes identified based on asynchronous and synchronous data for both individual setup and 
global assembled cases are listed in Table 4. Mode 1 involves the whole building translating 
in the x-direction. It can be seen that there is also a slight rotation about the top left of the 
figure in the plan view which may due to the mass distribution of the whole building. Mode 2 
is a translational mode along the y-direction. Little rotation can be found in this mode, which 
is different from the first mode. Mode 3 is a torsional mode with the torsional centre located 
at the left side of the T-shape connection. For the first three modes, the assembled mode 
shape based on asynchronous data is very close to the one based on synchronous data. The 
MAC values between these two are calculated to be 0.9991, 0.9995 and 0.9980 from Mode 1 
to Mode 3, respectively. The identification result based on asynchronous data can provide a 
good estimation of the global mode shape when the s/n ratio of the mode is high. Mode 4 is 
the second translational mode in the x-direction. Similar to Mode 1, slight rotation can be 
found in this mode as well. Mode 5 is the second translational mode in the y-direction. 
Compared to the first three modes, the s/n ratios for Mode 4 and Mode 5 are not high. 
Nevertheless, the global mode shapes based on asynchronous data are physically sound. The 
MAC values between the synchronous and asynchronous data for these two modes are 
calculated to be 0.9465 and 0.9813, respectively.  
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(a) (b) 
Figure 9. Mode Shape of Mode 1 (a) Asynchronous Data (b) Synchronous Data 
  
(a) (b) 
Figure 10. Mode Shape of Mode 2 (a) Asynchronous Data (b) Synchronous Data 
  
(a) (b) 
Figure 11. Mode Shape of Mode 3 (a) Asynchronous Data (b) Synchronous Data 
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(a) (b) 
Figure 12. Mode Shape of Mode 4 (a) Asynchronous Data (b) Synchronous Data 
  
(a) (b) 
Figure 13. Mode Shape of Mode 5 (a) Asynchronous Data (b) Synchronous Data 
  
(a) (b) 
Figure 14. Mode Shape of Mode 6 (a) Asynchronous Data (b) Synchronous Data 
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Table 4. Mode Shape MAC values 
Floor No. 
Mode 
1 2 3 4 5 6 
1/F 0.9999 0.9999 0.9996 0.9143 0.9949 0.9082 
2/F 0.9995 0.9998 0.9979 0.9717 0.9857 0.9112 
3/F 0.9993 0.9995 0.9979 0.9775 0.9904 0.6904 
4/F 0.9994 0.9993 0.9990 0.9642 0.9936 0.7955 
5/F 0.9993 0.9996 0.9988 0.8398 0.8709 0.7941 
6/F 0.9995 0.9996 0.9995 0.9410 0.8763 0.6583 
7/F 0.9991 0.9997 0.9986 0.9637 0.9904 0.8348 
Global 0.9991 0.9994 0.9980 0.9465 0.9813 0.0249 
 
Significant discrepancy can be found in the mode shape of Mode 6 where the MAC value 
between asynchronous and synchronous cases is only 0.02. As shown in Table 4, the MAC 
values in individual setups are not low (from 0.65 to 0.91) for Mode 6 but it is quite low (0.02) 
in the assembled global mode shape. Bayesian approach incorporating multiple setups [26] 
has also been used to check the global mode shape of synchronous data, which shows similar 
results. This means the errors are not caused by mode shape assembly. Further analysis 
reveals that this may be due to the erroneous modelling in the z-direction of the measured 
data. To illustrate this point, Figure 16 and Figure 17 shows the root PSD spectrum of the 
data channels measured by the reference sensor in Setup 2 (6/F) around Mode 6 for both 
synchronous and asynchronous data. The PSD spectra for both synchronous and 
asynchronous suggest that Mode 6 has little resonant component of Mode 6 in the z-direction. 
The situation is similar for other sensors and setups (details omitted). Hence the identification 
results do not correctly reflect the actual modal properties of Mode 6, especially the mode 
shape values in the z-direction. When assembling the global mode shape, the (erroneous) 
mode shape values in the z-direction of the reference sensor lead to further estimation errors 
in the relative scaling between partial mode shapes in different setups. In this context, even 
the identification results based on synchronous data may not provide a reasonable estimation 
on the global mode shape of Mode 6. To examine whether the vibration data in the vertical 
direction may have spurious effects on the identification results of Mode 6 (which is 
predominantly horizontal), additional analysis of Mode 6 has been conducted where the data 
in the vertical channels are not used. Figure 15 shows the resulting global mode shape of 
Mode 6. The identified mode shapes between synchronous and asynchronous data are quite 
close, with a MAC value of 0.978. The identified mode shapes in the horizontal directions 
based on asynchronous data are quite close to their synchronous counterparts. The results 
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suggest that the issue is associated with the modelling error in the z-direction of measured 
data (especially for the reference locations). 
  
(a) (b) 
Figure 15. Mode Shape of Mode 6 (horizontal channels only) (a) Asynchronous Data (b) 
Synchronous Data 
 
Figure 16. Root PSD Spectrum of Setup 2 (6/F), Asynchronous Data 
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Figure 17. Root PSD Spectrum of Setup 2 (6/F), Synchronous Data 
5.4 Identification uncertainty 
Table 5 to Table 7 list the posterior c.o.v. values of natural frequencies, damping ratios and 
mode shapes in the seven setups for both synchronous and asynchronous cases, respectively. 
It can be seen that the posterior c.o.v. of natural frequencies are small (less than 1%) while 
the posterior c.o.v.s of damping ratios are much higher. Compared with those of synchronous 
data, the posterior c.o.v.s of asynchronous data are of similar order. For the identified mode 
shape, the posterior c.o.v.s for asynchronous data are larger than the synchronous 
counterparts, especially the first three modes. This is reasonable as the mode shape for 
asynchronous data are partially identified within each synchronous group hence intuitively 
less data is used for inference.  
It should be noted that the posterior c.o.v. here reflects the unresolved uncertainty of a modal 
parameter given measured data and model assumptions in a particular setup. It does not imply 
how close the identified results are to the ‘true’ values due to the presence of modelling error. 
The posterior uncertainty of synchronous and asynchronous data cannot be directly compared 
as they are obtained based on different identification model and different data (as they are 
measured in different time periods). 
On the other hand, the posterior c.o.v. in this section is different from the sample c.o.v. 
discussed in Section 5.3. The latter merely reflects the statistical variability of the MPV 
among the setups. The identification uncertainty shown in the mode shape figures are 
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representative values which can be calculated as the sum of sample c.o.v. and sample mean of 
posterior c.o.v.. 
Table 5. Posterior c.o.v. of Natural Frequencies (%) 
Mode 
 Floor No. 
Mean 
 1/F 2/F 3/F 4/F 5/F 6/F 7/F 
1 Asyn. 0.06 0.09 0.06 0.04 0.06 0.06 0.06 0.06 
 Syn. 0.11 0.11 0.10 0.09 0.12 0.13 0.10 0.11 
2 Asyn. 0.08 0.07 0.07 0.05 0.05 0.05 0.05 0.06 
 Syn. 0.11 0.20 0.11 0.14 0.14 0.10 0.08 0.13 
3 Asyn. 0.04 0.03 0.03 0.03 0.03 0.03 0.04 0.03 
 Syn. 0.06 0.06 0.07 0.06 0.07 0.06 0.07 0.07 
4 Asyn. 0.08 0.07 0.07 0.16 0.13 0.10 0.07 0.10 
 Syn. 0.22 0.16 0.14 0.16 0.17 0.19 0.15 0.17 
5 Asyn. 0.10 0.10 0.07 0.07 0.24 0.31 0.13 0.15 
 Syn. 0.16 0.13 0.12 0.16 0.12 0.21 0.14 0.15 
6 Asyn. 0.16 0.31 0.18 0.07 0.08 0.07 0.06 0.13 
 Syn. 0.15 0.43 0.07 0.13 0.09 0.29 0.10 0.18 
 
Table 6. Posterior c.o.v. of Damping Ratio (%) 
Mode 
 Floor No. 
Mean 
 1/F 2/F 3/F 4/F 5/F 6/F 7/F 
1 Asyn. 8 8 7 7 7 7 7 7 
 Syn. 15 14 15 14 15 15 15 15 
2 Asyn. 8 9 8 7 8 8 7 8 
 Syn. 16 17 16 16 17 16 15 16 
3 Asyn. 5 5 5 4 4 4 4 5 
 Syn. 10 10 10 10 10 10 10 10 
4 Asyn. 7 6 6 10 2 8 6 6 
 Syn. 16 13 12 12 13 14 12 13 
5 Asyn. 4 5 4 4 8 10 5 6 
 Syn. 9 8 8 9 8 10 8 9 
6 Asyn. 8 9 9 5 6 5 4 6 
 Syn. 10 15 7 9 8 10 8 10 
 
Table 7. Posterior c.o.v. of Mode Shape (%) 
Mode 
 Floor No. 
Mean 
 1/F 2/F 3/F 4/F 5/F 6/F 7/F 
1 Asyn. 1.66 2.72 3.36 3.65 3.89 3.85 3.85 3.28 
 Syn. 0.87 0.88 0.94 0.83 0.88 0.89 0.84 0.88 
2 Asyn. 1.68 2.59 3.32 3.78 3.91 3.99 4.04 3.33 
 Syn. 0.66 1.01 0.69 0.86 0.86 0.95 0.83 0.84 
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3 Asyn. 0.92 1.72 2.04 2.40 2.50 2.53 2.52 2.09 
 Syn. 0.59 0.73 0.34 0.38 0.45 0.41 0.37 0.47 
4 Asyn. 3.04 3.09 2.84 3.04 18.50 3.65 2.92 5.30 
 Syn. 2.51 2.70 2.32 2.16 2.38 2.58 2.50 2.45 
5 Asyn. 2.04 2.51 2.30 2.04 3.94 2.58 2.46 2.55 
 Syn. 1.32 1.38 1.30 1.59 2.27 3.02 1.81 1.81 
6 Asyn. 2.51 2.49 3.28 2.93 2.99 2.52 2.39 2.73 
 Syn. 2.41 2.48 2.92 2.78 3.00 3.47 2.79 2.83 
 
5.5 Computational time 
Computational efficiency is an important factor that should be taken into consideration when 
assessing the significance of using asynchronous data in OMA. For reference, some 
comments regarding the computational time for modal identification are drawn in this section. 
The analysis in this work was performed using MATLAB R2014a on an HP Compaq 800 G1 
Elite Desktop (Intel Core i5, 2GHz and 8GB of RAM). The optimization of the NLLF 
function was conducted via the MATLAB function fminsearch and the convergence 
tolerance of the iteration procedure is set to be 
610  on a fractional basis for all parameters.  
Table 8 summarises the computational time of MPV and posterior uncertainty for the modes 
analysed in this work. It can be seen that asynchronous data requires more time for 
determining the MPV than synchronous data, especially for the last three modes where the 
s/n ratio is low. For posterior c.o.v., the computational time used for asynchronous data is 
slightly less than the one for synchronous data. It should be noted that the computational time 
increases with number of setups (which is seven in this work). Nevertheless, for 
asynchronous data it generally requires a few minutes for the whole computational process, 
which is still quite feasible to be implemented even on site. 
Table 8. Computational Time (sum of the required time for all the setups) 
Mode  
Time required (s) 
MPV Posterior c.o.v. 
1 Asyn. 27 3 
 Syn. 8 7 
2 Asyn. 32 2 
 Syn. 10 7 
3 Asyn. 31 5 
 Syn. 11 10 
4 Asyn. 300 9 
 Syn. 59 14 
5 Asyn. 394 13 
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 Syn. 36 17 
6 Asyn. 479 15 
 Syn. 54 19 
6. Conclusions 
This paper has investigated the quality of modal identification results using asynchronous 
ambient data with multiple setups in full-scale tests. An eight-storey office building has been 
used as a vehicle for investigation. Operational modal analysis has been conducted and the 
quality of modal identification results has been investigated comparing to the ones identified 
based on synchronous data. The posterior uncertainty of the identified modal parameters has 
also been discussed. 
The study reveals that the identified natural frequencies and damping ratios identified based 
on asynchronous data are close to their synchronous counterparts. For modes with high modal 
s/n ratio, the assembled global mode shapes based on asynchronous data are practically the 
same with the ones based on synchronous data. Challenging situations exist when the modes 
may have high modelling error and low s/n ratio. The identification errors in the mode shapes 
of individual setups smear into the assembled mode shape in a non-trivial manner. In this 
context, neither the synchronous data nor asynchronous data can provide a good estimation 
on the global mode shape. The identification uncertainty has also been investigated. The 
mode shapes identified based on asynchronous data generally have larger uncertainty than 
those based on synchronous data as less information is used for inference. Modal analysis 
based on asynchronous data generally takes more time than that of synchronous data. 
However, it is still feasible to be conducted on site as the whole computational process can be 
done in several minutes.   
The global least square method is used in this work to assemble the global mode shape where 
the identification results in individual setups are equally weighted regardless of identification 
quality. Future development of Bayesian methods for asynchronous data is demanded that is 
capable of incorporating the data in different setups together with probability logic, in which 
case better estimation of the global mode shape is expected.  
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