Abstract. In this note we introduce the notion of t-analytic sets. Using this concept, we construct a class of closed prime ideals in Banach function algebras and discuss some problems related to Alling's conjecture in H ∞ . A description of all closed t-analytic sets for the disk-algebra is given. Moreover, we show that some of the assertions in [8] concerning the O-analyticity and S-regularity of certain Banach function algebras are not correct. We also determine the largest set on which a Douglas algebra is pointwise regular.
Introduction
In this note we will show that some refinements of notions appearing in a paper by Daoui, Mahzouli and Zerouali [8] in connection with local/restricted decomposability of multiplication operators on commutative, semisimple Banach algebras have a close connection with Alling's conjecture on the structure of closed prime ideals in H ∞ . Let X be a compact Hausdorff space. We denote by C(X) the algebra of all continuous, complex-valued functions on X. With respect to the uniform norm, · X , on X, C(X) is a unital, commutative, semisimple Banach algebra. Let A be a commutative, unital Banach algebra over the field of complex numbers C. The character space (or spectrum), M (A), of A is the set of all non-zero multiplicative linear functionals on A. When endowed with the usual Gelfand topology (the relative weak- * -topology as a subset of A * ), M (A) becomes a compact Hausdorff space. Using Gelfand theory, we may identify M (A) with the maximal ideal space of A. In the case where A is semisimple, A is isomorphic to the algebrâ A ⊆ C(M (A)) consisting of the set of Gelfand transformsf : m → m(f ) of elements f ∈ A. In this case, identifying f withf , we may regard A as a Banach function algebra on M (A). With this identification, f M (A) is equal to the spectral radius of f in the algebra A. If the spectral radius and the norm on A are equal for all f ∈ A, then A is a uniform algebra on M (A).
It is useful to remember the result that a commutative, unital Banach algebra A is a uniform algebra if and only if ||f 2 || = ||f || 2 for all f ∈ A. Finally, the Shilov boundary, ∂A, of A is the smallest closed subset of M (A) on which every f ∈ A achieves its maximum modulus.
We refer the reader to the books of Dales [7] (especially Chapter 4), Browder [2] , Gamelin [11] , and Leibowitz [24] for various aspects of the theory of commutative Banach algebras.
Throughout this note, we will work only with semi-simple, unital, commutative Banach algebras, and we look upon them as Banach function algebras defined on their compact spectrum M (A).
Some of our results are valid for more general algebras A of complex-valued functions defined on sets other than M (A), or for commutative Banach algebras which are not semisimple. However, these more general algebras are not our primary concern. For the sake of clarity, we will not attempt to state our results in full generality.
between the hull-kernel topology and regularity, the points at which this map is continuous were investigated. Definition 2.3. Let A be a Banach function algebra. For each f ∈ A, supp f := {x ∈ M (A) : f (x) = 0} is the (closed) support of f .
(1) A point x ∈ M (A) is called a regularity point of type one for A, denoted by x ∈ R I , if for every neighborhood V of x in M (A), there exists a function f ∈ A such that f (x) = 1 and the support of f is contained in V . (2) Let X ⊆ M (A). Then we say that A is pointwise regular on X, if every x ∈ X is a regularity point of type one for A. We also say in that case that X is a set of regularity (of ) type one for A.
It is clear that A is regular if and only if M (A) is a set of regularity type one for A. Later on, in Section 3, we will determine for special algebras the largest set X max in M (A) on which A is pointwise regular. That set may be empty, though. This is the case, for example, for the disk-algebra A(D). If X contains the Shilov boundary of A and if A is pointwise regular on X, then A| X is a 'regular function algebra on X' in the sense as defined for example in [7, p. 412] or [19, p. 189 ]. We do not know whether the converse holds.
It follows from the results in [9] that the points in R I are exactly those points x ∈ M (A) for which the identity map Id M (A) is continuous at x in the sense described above [9, Lemma 2.1]. Hence we may say that x is a regularity point of type one if and only if x is an hk-continuity point for Id M (A) , (or briefly called a 'point of continuity for A' in [9] ).
It is also known that x ∈ M (A) is an hk-continuity point for Id M (A) if and only if every function in A is continuous at x when M (A) is given the hull-kernel topology (see [9] ). Of course, the set of all hk-continuity points for A is the maximum hk-continuity set for A. For completeness, let us say that x ∈ M (A) is an hkdiscontinuity point, if it is not an hk-continuity point.
Note also that if S = M (A) \ X, where X ⊆ M (A), then our notion of X being a set of regularity type one for A is equivalent to the notion of S-regularity of A given in [8] .
Finally, we note that any regularity point of type one (or equivalently any hkcontinuity point for A) is necessarily contained in the Shilov boundary ∂A of A. This fact, which is stated near the top of page 57 of [9] , is almost immediate from the definitions.
So this gives us one of many possible notions of 'partial regularity' for A. We continue this section by giving some related partial regularity conditions involving k-hulls, as introduced in [15] in order to study spectral synthesis sets in H ∞ + C; see also [17] .
Definition 2.4. Let A be a Banach function algebra.
(1) For x ∈ M (A), let J A (x) (or simply J(x) if the algebra A is unambiguous) be the ideal of those functions in A that vanish (within M (A)) in a neighborhood of x. The hull of J A (x) is denoted by k A (x) (or k(x)), and is called the k-hull of x. (2) A point x ∈ M (A) is called a regularity point of type two, denoted by
Note that in [9] , the elements x ∈ R II were called R-points.
For the readers convenience, we present a short proof that A is regular if and only if each x ∈ M (A) is a regularity point of type two. Proposition 2.1. Let A be a Banach function algebra.Then A is regular if and only if k A (x) = {x} for every x ∈ M (A); in other words R I = X ⇐⇒ R II = X.
Proof. Suppose that A is regular; that is R I = X. Let x, y ∈ M (A) with x = y. Since y ∈ R I , there is f ∈ J x with f (y) = 1. Thus y / ∈ k A (x). Hence k A (x) = {x}. Now suppose that k A (x) = {x} for every x ∈ M (A). Let m ∈ M (A) and E a compact subset of M (A) \ {m}. Then, for each y ∈ E, there exists f y ∈ J A (y) with f y (m) = 1. A standard compactness argument then yields the desired function f = f y1 . . . f yn ∈ A with f ≡ 0 on E and f (m) = 1. Thus m is a regularity point of type one and so A is regular.
The properties of R-points and hk-continuity points were discussed in detail in [9] . If x is not an R-point for A, then the points of k(x) \ {x} are points of hkdiscontinuity for A. Similarly, x is a point of hk-discontinuity for A if and only if there is at least one point y ∈ M (A) \ {x} with x ∈ k(y); each such point y is then a non-R-point for A. Another way to say this is that x is a point of hk-continuity for A if and only if there are no points y ∈ M (A) \ {x} with x ∈ k(y). In general, though, there are no inclusion relations between the set R I of hk-continuity points and the set R II of R-points.
t-analyticity.
We now define the notion of t-analyticity for subsets of M (A), a notion which is in some sense opposite to the notions of sets of regularity type one or two. It incorporates the fact that some trace of analyticity remains when the functions are restricted to a given set, essentially the identity principle/quasianalyticity for the restrictions of the functions. Definition 2.5. Let A be a Banach function algebra, and let E ⊆ M (A). We say that E is a t-analytic set for A (or simply 'E is t-analytic' if the algebra A is clear), if for every f ∈ A and every relatively open, nonvoid subset U in E one has that f ≡ 0 on U implies that f ≡ 0 on E. We say that E is componentwise t-analytic (for A) if every connected component of E is a t-analytic set.
The most obvious t-analytic sets are singletons and the empty set. In [8] the authors only consider the case where E is an open set in M (A). They say that a Banach function algebra
is an open tanalytic set for A. They claim and attempt to prove that there exists a maximum open set O for which A is O-analytic. However this claim and its proof are incorrect. We give the following easy example to demonstrate this. This example also shows that a union of open t-analytic sets need not be t-analytic, contrary to an implicit assumption made in [8] Let X be a (non-empty) compact set in C and X • its interior. Then A(X) denotes the uniform algebra {f ∈ C(X) : f is analytic on X
• }. By a theorem of Arens (see [7, Theorem 4.3.14] or [11, Chapter II, Theorem 1.9]), we have M (A(X)) = X. Now consider the closed disks O 1 = {z ∈ C : |z| ≤ 1} and Proof. Let U be an open set in M (A) satisfying U ∩ C = ∅. Suppose that f ∈ A vanishes identically on U ∩ C. We need to show that f ≡ 0 on C.
By our assumption, there is some C λ0 such that U ∩ C λ0 = ∅. Since C λ0 is t-analytic, f ≡ 0 on C λ0 . Now suppose to the contrary that f does not vanish identically on every C µ . Let C 1 be the union of all those C µ such that f ≡ 0 on C µ and let C 2 be the union of the remaining ones. Note that by our hypothesis C 1 and C 2 are nonvoid open sets.
Since C is connected, C 1 ∩ C 2 = ∅. Now f ≡ 0 on the open set C 1 . Let µ 0 be chosen so that C µ0 ⊆ C 2 and C µ0 ∩ C 1 = ∅. The t-analyticity of C µ0 now implies that f ≡ 0 on C µ0 . This is a contradiction. Thus C 2 = ∅ (since C λ0 ⊆ C 1 = ∅), and so f ≡ 0 on C. Hence C is t-analytic. Then U ∈S U is also in S, and is thus the maximum element of S.
Since V is a union of connected open sets, it follows that the component C of V itself is the union of all those C U λ that are entirely contained in C. All these C Next we show that V ∈ S. Again, let C be a connected component of V . In the representation for C above, all the C For example, the spectrum of H ∞ is not locally connected. This follows from the fact that for interpolating Blaschke products b with infinitely many zeros and ε > 0 small, the intersection of the level set {x ∈ M (H ∞ ) : |b(x)| < ε} of b with D is a disjoint union of infinitely many components (see [20] ).
In general, when E 1 and E 2 are t-analytic sets for A with E 1 ∩ E 2 = ∅, it is not necessarily the case that E 1 ∪ E 2 is a t-analytic set for A. Nor is it necessarily the case, even when M (A) is locally connected, that there is a maximum, componentwise t-analytic set for A. To illustrate this, consider the following easy example, similar to our example above.
Example 2.4. Consider the closed disks X 1 = {z ∈ C : |z| ≤ 1} and X 2 = {z ∈ C : |z − 2| ≤ 1}. Set X = X 1 ∪ X 2 , and let A be the uniform algebra A(X). Then M (A) = X, which is locally connected, and the sets X 1 and X 2 are (non-open) t-analytic sets for A with X 1 ∩ X 2 = {1} = ∅. However, X = X 1 ∪ X 2 is not t-analytic. For example, the function which is constantly zero on X 2 but equal to z − 1 on X 1 is a function in A which is identically zero on a non-empty open subset of X, but which is not constant on X.
Since X 1 , X 2 and X are connected, it follows that there is no maximum, componentwise t-analytic set for A in this case.
2.3. Scheme of the paper. In [8] the existence of a smallest set S A for which A is S A -regular is shown. In view of our earlier comments, S A is, in fact, equal to the set of all hk-discontinuity points for A, and so this is the complement of the maximum hk-continuity set for A. It is claimed in [8] that for Douglas algebras D, the set S D is equal to the union of the support sets of all the representing measures. This is not correct. In fact, we will show in Section 3 that S D equals M (D) \ ∂D, where ∂D is the Shilov boundary of D. Also, their determination of the largest open set O D for which D is O D -analytic is not correct either. They appear to have been under the impression that the support sets (on ∂D) of the representing measures µ m for points m ∈ M (D) have non-void interior. This is not correct. We will show in Section 5 that for many, but not all, Douglas algebras, including
. In this section we will also discuss the general structure of t-analytic sets in Douglas algebras, with emphasis on the algebra H ∞ + C. For certain points x ∈ M (H ∞ + C) we will explicitly determine the maximal t-analytic sets containing x.
This will be preceded in Section 4 by the proof of the fact that every t-analytic set for a Banach function algebra A is contained in a maximal t-analytic set. These maximal t-analytic sets will automatically be closed. We will also show that, apart from singletons, the t-analytic sets for A do not contain any regularity points of type I or II.
A complete characterization of the closed t-analytic sets for the disk-algebra is given in Section 4, too.
This section also contains one of our main results: namely that each t-analytic set induces a closed prime ideal in A. Alling's conjecture tells us that in H ∞ every non-maximal closed prime ideal coincides with the set of functions vanishing identically on a nontrivial Gleason part. In the final section, Section 6, we will discuss the relations between Gleason parts, the hulls of closed prime ideals and the t-analytic sets and address the question whether there are any counterexamples to Alling's conjecture.
Partial regularity for Douglas algebras
As usual T denotes the unit circle {z ∈ C : |z| = 1}. Let L ∞ (T) be the space of (equivalence classes) of measurable and essentially bounded functions on T, endowed with the essential supremum norm on T. Moreover, let H ∞ (T) be the subalgebra of all those functions in L ∞ (T) whose negative Fourier coefficients vanish. It is well known that, with respect to the essential supremum norm on T, H ∞ (T) is isometrically isomorphic to the uniform algebra H ∞ of all bounded analytic func-
The smallest Douglas algebra is H ∞ (T) + C(T), which we denote for short by H ∞ +C. Here C(T) is the set of all complex-valued continuous functions on T. The exact structure of these algebras is given in the celebrated Chang-Marshall theorem (for a nice exposition see [12] ). One of the consequences is that the spectrum, M (D), of a Douglas algebra D can be identified with a closed subset of
, the largest Douglas algebra, is a regular algebra (see also [26] ), we have the following situation for its proper subalgebras. In what follows, we denote k
Theorem 3.1. The Shilov boundary, ∂D, is the largest set on which a Douglas algebra D is pointwise regular.
This corrects statements in the paper [8] by Daoui, Mahzouli and Zerouali.
Proof. By the remarks that followed the definition of regularity points, we first recall that any regularity point of type one (if it exists) is necessarily contained in ∂D. Next we show that D, actually, is pointwise regular on ∂D. So let x ∈ ∂D and let V be an open neighborhood of
Since by [15, 17] 
Hence D is pointwise regular on ∂D. Thus ∂D is the largest set on which D is pointwise regular.
As an immediate corollary we obtain Corollary 3.2. Let D be a Douglas algebra. Then the set of hk-continuity points for D is equal to the Shilov boundary, ∂D.
In particular, if D = H ∞ +C, then the set of points of regularity type I coincides with ∂D; that is R I = ∂D. It is not known whether in M (H ∞ +C) there are points of regularity type II (see [15, 17] and [21] .) Note that this highly contrasts with the situation in H ∞ , where there are no regularity points of type I and II.
t-analytic sets
4.1. General properties of t-analytic sets. Throughout this section, A is a Banach function algebra. The following result is immediate from the definition of a t-analytic set.
. Then E is a t-analytic set for A if and only if E is a t-analytic set for A.
Recall that, for E ⊆ M (A),Ê denotes the hull-kernel closure of E. It is natural to ask whether the hull-kernel closure of a t-analytic set for A is still a t-analytic set. The following examples show that this is not necessarily the case.
Example 4.2. Let K j be the compact sets in figure 1 and set
1 It is well known [28] that the Riemann map f of K • 1 onto the unit disk D admits a continuous extension to the boundary of K 1 . This extension has constant value at the whole boundary segment to the right of K 1 . Consider the function g defined by g(z) = f (z) − f (0) if z ∈ K 1 and g(z) = 0 if z ∈ K 2 . Then g ∈ A(K). Now it is clear that K 2 and K 1 are maximal t-analytic sets; in particular, K is not t-analytic. The hull of the ideal
The following alternative example, intended for adherents of the glueing technique, is unlike the first, not a point separating algebra on its domain of definition X. Recall that N = {0, 1, 2, . . . } and N * = N \ {0}.
Example 4.3. Let X 1 and X 2 be two disjoint closed disks in the complex plane and set X = X 1 ∪X 2 . Choose two convergent sequences of distinct points a n ∈ ∂X 1 and b n ∈ X 2 • such that b 0 := lim n→∞ b n ∈ X 2 • . Set a 0 = lim n→∞ a n ∈ ∂X 1 . Let
1 K 1 appeared in a different setting in [29] .
Then B is a closed sub-algebra of A(X) and M (B) may be identified with the quotient space X/ ∼ of X obtained by identifying each point a n ∈ X 1 with the corresponding point b n ∈ X 2 , n ∈ N. This may also be thought of as glueing together the two disks X 1 and X 2 using these two sequences of points. Let π : X → X/ ∼ be the quotient mapping. By Fatou's interpolation theorem [19, p. 80] there exists f ∈ A(X 1 ) that vanishes exactly at the points {a n : n ∈ N}. Let g = f on X 1 and g = 0 on X 2 . Then g ∈ B. Now as in example 4.2, we see that π(X j ) are maximal t-analytic sets and the hull of the ideal
It would be interesting to know for which algebras it is true that the hull-kernel closures of t-analytic sets are t-analytic.
The following elementary result gives a useful connection between t-analytic sets and k-hulls of points.
Proof. By the definition of a t-analytic set, it is immediate that J A (x) ⊆ I A (E), and hence that
Our next result again shows the strong opposition between t-analyticity and regularity.
Proposition 4.5. Let E ⊆ M (A) be a t-analytic set for A such that E has at least two points. Then E ∩ R I = ∅ and E ∩ R II = ∅. In particular, if A is regular, then the only non-empty, t-analytic sets for A are singletons.
Proof. Let m ∈ E. By Proposition 4.4, E ⊆ k(m). Since E has at least two points, k(m) = {m}. Thus m / ∈ R II . Hence E ∩ R II = ∅. Now let x, y ∈ E with x = y. Suppose, for contradiction, that x ∈ R I . Let V be a closed neighborhood of x that does not contain y. Then, by definition of the set R I , there exists f ∈ A with f (x) = 1 and supp f ⊆ V . In particular, f ∈ J(y) and so f vanishes on a non-empty open set that meets E. Since E is t-analytic, we conclude that f vanishes identically on E. This contradicts the choice of f . Hence E ∩ R I = ∅. The final part of the result now follows from, for example, the fact that A is regular if and only if every point of M (A) is a regularity point of type I (or II).
In [8, Proposition 3.5] it was claimed (in our terminology) that no open t-analytic set O for A can contain an hk-continuity point for A. This claim is, in fact, false. For example, if x is an isolated point of some compact space X, then {x} is an open t-analytic set for C(X), but (of course) x is also an hk-continuity point for C(X). The following observation corrects this statement, and is now a special case of part of the preceding proposition. We now investigate the collection of t-analytic sets in more detail. In what follows, the reader should well distinguish between maximal t-analytic sets and the maximum t-analytic set; the latter being non-existent, in general (see Example 2.4). Theorem 4.7. Every t-analytic set for A is contained in at least one maximal t-analytic set for A. Moreover, the maximal t-analytic sets for A are closed.
Proof. Let E be a t-analytic set for A. Consider the (non-empty) collection F of all t-analytic sets for A which contain E, partially ordered by inclusion. Let {Y α : α ∈ Λ} be a non-empty chain of sets in F. Then this chain has an upper bound in F; indeed let
We show that Y is a t-analytic set for A. The existence of the required maximal t-analytic sets now follows from Zorn's Lemma. Since the closure of such a maximal t-analytic set is still a t-analytic set, it is immediate that such maximal t-analytic sets must be closed.
It is natural to ask whether each point x ∈ M (A) is contained in a unique maximal t-analytic set. However, this is not generally the case, as is shown by Example 2.4. In that example, both of the sets X 1 and X 2 are maximal t-analytic sets containing the point 1.
A description of all t-analytic sets appears to be difficult in general. At present, we know such a description only for general regular algebras (Proposition 4.5), and the disk-algebra (Theorem 4.13). Part of the problem is that unions and subsets of t-analytic sets need not be t-analytic. There is more hope of describing the maximal t-analytic sets: we will give some partial results of this type (Theorem 5.12).
Proposition 4.8. Let E be a closed set in M (A) and suppose that H is hull-kernel closed. Then E ∪ H is t-analytic if and only if H ⊆ E and E is t-analytic or if E ⊆ H and H is t-analytic.
Proof. The "if"direction is clear. Now suppose that E \ H = ∅ and H \ E = ∅. Let y ∈ E \ H. There exists a function f ∈ A such that f ≡ 0 on H, and f (y) = 0. But f vanishes on the non-empty, relatively open set (E ∪ H) \ E = H \ E in E ∪ H. Hence E ∪ H cannot be t-analytic. Observation 4.9. Suppose that E j are closed sets in M (A) and that
Proof. We show that E 1 ∪ E 2 ⊆Ê 1 . Let f ∈ A vanish identically on E 1 . Since
f vanishes on the non-empty, relatively open subset U of E 1 ∪ E 2 . Hence, the t-analyticity implies that f vanishes identically on E 1 ∪ E 2 . Thus E 1 ∪ E 2 ⊆Ê 1 , by definition ofÊ 1 .
Corollary 4.10. Suppose that E j are closed sets in M (A) and that
Proof. By the observation 4.9 above, E 2 ⊆Ê 1 and E 1 ⊆Ê 2 . Since the hullkernel closure of a finite union is the union of the hull-kernel closures, we see that E =Ê 1 =Ê 2 .
Using Proposition 4.8, we can give certain necessary conditions for a closed set to be t-analytic in a Banach function algebra. Definition 4.1. Let E be a closed subset of a compact Hausdorff space. A nonvoid, proper subset S of E is said to be isolated 2 (within E), if there exist two disjoint open sets U and V such that
that is if S can be separated from its complement within E.
Corollary 4.11. Let E ⊆ M (A) be a closed t-analytic set for A. Then either E is a singleton or E does not contain any isolated hull-kernel closed subsets.
Proof. This follows immediately from Proposition 4.8.
The following result is a slight generalization of the previous corollary 4.11.
Proof. Suppose, for contradiction, that ∅ = E \ H E. Then there is y ∈ E \ H and f ∈ A such that f ≡ 0 on H, but f (y) = 0. In particular f ≡ 0 on the nonvoid (relatively) open set E \ E \ H ⊆ E. Since E was assumed to be t-analytic, we obtain the contradiction that f (y) = 0.
t-analytic sets in A(D).
If A is the disk-algebra, then we obtain a complete characterization of the closed t-analytic sets. Normalized Lebesgue measure on T will be denoted by σ. Theorem 4.13. Let E be closed subset in D. Suppose that E has at least two points. Then E is t-analytic for A(D) if and only if E does not contain any isolated points and has the property that for every open arc I ⊆ T that does not meet E ∩ D, one has that either I ∩ E = ∅ or σ(I ∩ E) > 0.
Proof. The necessity (via contraposition) of the condition follows from Corollary 4.11 by using the well known facts ( see [19] ) that a closed set S in D is hull-kernel closed if and only if S is the zero set of a function in A(D) and that these zero sets are either unions of Blaschke sequences with closed subsets of T of Lebesgue measure zero or the entire closed disk D.
To prove the converse, we first note that if E ∩ D = ∅, then, by our hypotheses, any open set U that meets E within D has the property that U ∩ E is uncountable. Thus, whenever f vanishes on the nonvoid set U ∩ E ∩ D, f vanishes everywhere on D.
Now if U is an open set in M (A(D)) that meets E ∩ T, then U ∩ T is a union of pairwise disjoint open arcs I j . Let f ≡ 0 on U ∩ E. Suppose that I j ∩ E = ∅ and that f ≡ 0 on I j ∩ E. If I j ∩ E ⊆ E ∩ D, then U ∩ E ∩ D = ∅, and so, by the previous paragraph, f ≡ 0 on D. If I j ∩ E is not entirely contained in E ∩ D, then there exists a subarc J ⊆ I j such that J ∩ E ∩ D = ∅ and J ∩ E = ∅. In that case, the hypotheses implies that σ(J ∩ E) > 0. But f ≡ 0 on J ∩ E. Hence, in this case, too, f ≡ 0 on D.
To sum up, we have shown that if f ≡ 0 on U ∩ E, then f is the zero function whenever U ∩ E = ∅. Hence, E is t-analytic.
We deduce the following corollaries.
Corollary 4.14. The only t-analytic hull-kernel closed sets for A(D) are the empty set, singletons and the whole spectrum. Proof. If E ⊆ D is a singleton, then E is t-analytic. So suppose that E contains at least two points. Since E is connected, E ∩D is either empty, or contains no isolated point. Now if I ⊆ T is an open arc with I ∩ E ∩ D = ∅, then either I ∩ E = ∅ or the connectedness of E implies that I ∩ E contains a closed arc. Hence σ(I ∩ E) > 0. By Theorem 4.13, E is t-analytic for A(D). Recall that a uniqueness set for a Banach function algebra A is a nonvoid set E ⊆ M (A) such that any two functions f and g in A that are equal on E already coincide on M (A); in other words if f | E = g| E implies f = g.
Hence we can conclude from Theorem 4.13 that any non-empty t-analytic set E for A(D) is either a singleton or a uniqueness set for A(D).
Such a result is not valid in general; for example in H ∞ closures of non-trivial Gleason parts outside D are t-analytic sets (see Section 5), but of course not uniqueness sets. On the other hand, the class of uniqueness sets in A(D) is much larger than the class of t-analytic sets; as examples we may take the set {1 −
4.3. t-analytic sets and prime ideals. The main result of this section is the following surprising relation between t-analytic sets and closed prime ideals.
Theorem 4.17. Let A be a Banach function algebra, and let E ⊆ M (A) be a nonvoid t-analytic subset for A. Then I A (E) = {f ∈ A : f ≡ 0 on E} is a closed prime ideal in A.
Proof. Clearly I A (E) is a closed ideal. Let f and g be in A with f g ∈ I A (E). We show that at least one of f and g is in I A (E). Suppose that f is not in I A (E). Then
follows that g is constantly 0 on U and hence, since E is t-analytic, g ∈ I A (E).
Corollary 4.18. Suppose that E is a hull-kernel closed t-analytic set for A. Then E is connected.
Proof. Since the hull of the closed ideal I A (E) equalsÊ = E, we see that the quotient algebra A/I A (E) is a Banach algebra with spectrum E. The Shilov idempotent theorem and the fact that I A (E) is prime now imply that E must be connected.
t-analyticity in Douglas algebras
In this section we study the structure of the t-analytic sets in Douglas algebras with emphasis on H ∞ + C. Contrary to the claims in [8] , we will see that there is no (non-void) open t-analytic set for the smallest Douglas algebra, H ∞ + C. One of the reasons is that in H ∞ + C the k-hulls of points are very small sets. To show this, we need a little detour. Since at some points of the proofs, we also need the notion of interpolating sequences for Banach function algebras A, we recall that notion here.
A sequence (x n ) of points in M (A) is called an A-interpolating sequence, if for every bounded sequence, (a n ), of complex numbers there exists f ∈ A such that f (x n ) = a n for all n. In the case of the algebra H ∞ , the interpolating sequences contained in D were characterized by L. Carleson [4, 5] . These are the sequences (z n ) satisfying the condition inf k∈N j:j =k
If additionally lim k→∞ j:j =k zj −z k 1−zj z k = 1, then one says that (z n ) is a thin sequence. The Blaschke product associated with a thin sequence is called a thin Blaschke product. It is known that any sequence in D converging to the boundary has a thin subsequence (see [18] ).
Recall that, by Carleson's Corona theorem, D is dense in M (H ∞ ). According to Hoffman [20] , the set of points x ∈ M (H ∞ + C) that belong to the closure of an H ∞ -interpolating sequence in D is denoted by G. The points in M (H ∞ + C) belonging to the closure of thin sequences are called thin points. Both G and the set of thin points are dense in M (H ∞ + C).
be the restriction mapping m → m| QC . It is well known that ρ is a surjection. For each x ∈ M (QC), let ρ −1 (x) be the QC-level set associated with x. These QC-level sets form a partition of M (H ∞ + C) into compact sets. Thus each m ∈ M (H ∞ + C) is contained in a unique QC-level set. Moreover, a function f ∈ H ∞ + C belongs to QC if and only if f is constant on the QC-level sets.
The following lemma is surely known to specialists in the field, but we do not know an explicit reference. Our proof depends on Hoffman's theory of the structure of the maximal ideal space of H ∞ and on Wolff's interpolation theory for QC ∩ H ∞ functions (see [32] and [33] ).
Lemma 5.1. The QC-level sets are nowhere dense in M (H ∞ + C).
Proof. Suppose, for contradiction, that some QC-level set has nonempty interior U in M (H ∞ + C). Let x ∈ U . We first prove (by a purely topological reasoning) the 
Let (w n ) be a thin subsequence of (z n ). Then by [33] , (w n ) is an interpolating sequence for functions in QC ∩ H ∞ . In particular, (w n ) has at most a single cluster point in each QC-level set. Since the set of cluster points is infinite, we get a contradiction to our assumption that U is contained in a single QC-level set.
Lemma 5.2. The k-hulls k(x) of points in M (H ∞ + C) are nowhere dense.
Proof. Since QC is isometrically isomorphic to C(M (QC)), QC is a regular subalgebra of H ∞ +C. By Proposition 2.1 the k-hulls of points in M (QC) are singletons. Now it is clear that for any m ∈ M (H ∞ + C) the k-hull k(m) is contained in the unique QC-level set E m containing m. Since, by Lemma 5.1, E m is nowhere dense in M (H ∞ + C), the same is true for its subsets; in particular for k(m).
Since by Lemma 5.2, k(x) is nowhere dense, we see that k(x) has no interior points. Thus O = ∅.
On the other hand, there do exist Douglas algebras that are O-analytic for some open sets. To present an example, we need some further facts and notions from Hoffman's theory.
One of those facts tells us that every m ∈ M (H ∞ ) has a unique representing measure on the Shilov boundary of H ∞ . The associated support of that measure is denoted by supp m. Note that the Shilov boundary of H ∞ is identified with M (L ∞ ). Recall that a Gleason part of a uniform algebra is a set of the form
where ρ(x, m) = sup{|f (x)| : ||f || ∞ ≤ 1,f (m) = 0} is the pseudo-hyperbolic distance. The Gleason parts for H ∞ , and hence for any Douglas algebra, were characterized by Hoffman ([20] ). It turned out that they can be divided into two classes: the trivial parts (these are those for which P (m) is the singleton {m},) and the nontrivial parts. Hoffman showed that P (m) is non-trivial if and only if m belongs to the closure of an H ∞ -interpolating sequence, that is m ∈ G. For example, every point of the Shilov boundary of H ∞ has a trivial Gleason part.
Here L m is a bijection if and only if P (m) is non trivial, and L m is constant otherwise. Due to the Chang-Marshall theory, it is known that the Gleason parts P (x) for Douglas algebras coincide with those for H ∞ whenever x ∈ M (D). The next proposition follows immediately from the above facts concerning analytic structure in the character space. The following follows from standard arguments in the theory of Douglas algebras (see [12] and [11] ). 
: supp x ⊆ supp m}. By [3] , the thin Blaschke product b associated with m vanishes only at m, when looked upon as an element in D.
In view of Proposition 5.4 and the fact that we were unable to find other examples, we ask the following question.
Q1 Let D be a Douglas algebra. Is every maximal t-analytic set for D the closure of a Gleason part?
In the following we give some results supporting this conjecture. It is also closely related to Alling's conjecture (see Section 6) .
Lemma 5.6. Let D be a Douglas algebra and
Proof. This follows from the definition that k D (x) is the intersection of the zero sets of all functions in D that vanish in neighborhood (within M (D)) of x and the fact that
In what follows we use again the symbol k(x) for k H ∞ +C (x).
Proposition 5.7. Let x be a point in the Shilov boundary ∂D of a Douglas algebra D. Then {x} is a maximal t-analytic set for D .
Proof. Let E be a t-analytic set for D containing x. By Lemma 4.4, we have that E ⊆ k D (x). By [15, 17] 
hence we see from Lemma 5.6 above that k D (x) ∩ ∂D = {x}. Now if y ∈ E \ ∂D, then, by [15] , k(y) ∩ M (L ∞ ) = ∅. Thus there exists f ∈ H ∞ +C ⊆ D that vanishes in a neighborhood (within M (H ∞ +C)) of y, but not at x. This contradicts the t-analyticity of E. Thus E = {x}. Proposition 5.8. Let E be a non-empty, hull-kernel closed subset of the set X of trivial points in M (H ∞ + C). Then E is t-analytic if and only if E is a singleton.
Proof. The "if" part is trivial. Now suppose that E is t-analytic. By Corollary 4.18, E must be connected. However, by [30] , the set X is totally disconnected. Hence E is a singleton.
Suppose that x and y are two points in E. Then k(x) = k(y).
Proof. By Lemma 4.4, E ⊆ k(x) ∩ k(y). Suppose, for contradiction, that x / ∈ k(y). Then there exist f ∈ J(y) such that f (x) = 0. Since f is non-constant on E, but f vanishes identically on a non-empty, relatively open set in E we see that E cannot be a t-analytic subset of M (H ∞ + C). We conclude that x ∈ k(y) and so, by [17] , k(x) ⊆ k(y). Interchanging the role of x and y yields that k(x) = k(y).
In analogy to the observation 5.9 above, we have a similar situation whenever E is the hull of a closed prime ideal (see also question Q3 in the next section).
Observation 5.10. Let I be a closed prime ideal in H ∞ + C. Then k(x) = k(y) whenever x, y ∈ Z(I).
Proof. By [16, Theorem 1.9], Z(I) ⊆ k(x) ∩ k(y). Suppose, for contradiction, that y / ∈ k(x). Then there exists f ∈ J(x) with f (y) = 0. But by [16, Corollary 1.11] J(x) ⊆ I; thus f ∈ I and so, since y ∈ Z(I), f (y) = 0. This is a contradiction. Hence y ∈ k(x). Thus, by [17] , k(y) ⊆ k(x). Since the argument is symmetric in x and y, we obtain the assertion that k(x) = k(y).
We can now strengthen the assertion of the observation 5.9.
Corollary 5.11. Let E be a t-analytic set for H ∞ + C. Then k(x) = k(y) for each x, y ∈Ê.
Proof. This follows from Theorem 4.17 that I H ∞ +C (E) is a prime ideal and observation 5.10.
We note that, for general function algebras, this assertion is no longer true. In fact, let A = A(K) be the example 4.2. Then k(x) = K 1 ∪ K 2 for every x ∈ K 1 , where K 1 is a maximal t-analytic set, but k(y) = K 2 for y ∈ K We now come to the main (and concluding) result of this section. In what follows, let {|f | < 1} = {x ∈ M (H ∞ + C) : |f (x)| < 1} whenever f ∈ H ∞ + C.
Theorem 5.12. Let E be a maximal t-analytic set for H ∞ + C containing a thin point x ∈ M (H ∞ + C). Then E = P (x).
Proof. By Lemma 4.4, we know that E ⊆ k(x). Let b be a thin Blaschke product with b(x) = 0. Let Q(x) be the QC-level set containing x. We know that k(x) ⊆ Q(x) (see the proof of Lemma 5.2 or [15] ) and that {|b| < 1} ∩ Q(x) = P (x) (see [21] ). Thus {|b| < 1} ∩ k(x) = P (x). Moreover, P (x) is hull-kernel closed (see [13] ). Two cases now appear. Case 1 If k(x) ⊆ P (x), then it easily follows that k(x) = P (x). Hence, by the maximality of E and Proposition 5.4, E = P (x). (Note this case can actually happen, see [16] ).
Case 2 If k(x) ⊆ P (x), let y ∈ k(x) \ P (x). Then there exists f ∈ H ∞ such that f ≡ 0 on P (x), but f (y) = 0. Thus the zero set of f meets E in a relatively open set, namely {|b| < 1} ∩ E, but f (y) = 0. Since E is assumed to be t-analytic, we conclude that y / ∈ E. Thus E ⊆ P (x). Proposition 5.4 and the maximality of E now imply that E = P (x).
We observe that by [21] , k(x) is a minimal k-hull for every x ∈ Z(b) whenever b is a thin Blaschke product and that P (x) is a maximal Gleason part with maximal closure (see [3] ).
6. Is there a counter-example to Alling's conjecture?
Alling's famous conjecture [1] reads as follows: Let I be a non-maximal closed prime ideal in H ∞ . Does there exist a point x ∈ G such that I = {f ∈ H ∞ : f ≡ 0 on P (x)}?
(See also [25] ). It is easy to see that every such ideal actually is prime. In [14] , it was shown that if I = (0) is a non-maximal closed prime ideal in H ∞ then I = I H ∞ (E) for some hull-kernel closed subset E ⊆ M (H ∞ + C). The analogous result is true for prime ideals in H ∞ + C; see [16] . So Alling's conjecture reduces to the problem of determining the hull of I: Is Z A (I) = P (x) for every non-maximal closed prime ideal I in A = H ∞ or H ∞ + C? Theorem 4.17 gives us another way to construct closed prime ideals. It says that if E is a t-analytic set for A, then I A (E) is prime.
Thus every hull-kernel closed t-analytic set E for H ∞ + C that is not a singleton yields a non maximal closed prime ideal. This raises the following question:
Q2 Let E ⊆ M (H ∞ + C) be a hull-kernel closed t-analytic set for H ∞ + C. Suppose that E is not a singleton. Is E equal to P (x) for some x ∈ G?
Unfortunately Theorem 5.12 does not prove Alling's conjecture for prime ideals containing a thin point in their hull since we do not know whether the hull of such an ideal is a t-analytic set. This raises the next question.
Q3 Is the hull of every closed prime ideal in H ∞ + C a t-analytic set?
Example 4.2 shows that it is not always true that the hull of a closed prime ideal in an arbitrary Banach function algebra is a t-analytic set. In that example the zero ideal is prime, and the hull of the zero ideal is M (A), which is not t-analytic.
Note that, if questions Q2 and Q3 have a positive answer, then Alling's conjecture is true.
Finally, we mention that a class of closed prime ideals given by Suárez [31] is a special case of our class whose construction can be done using t-analytic sets. In fact, fix y ∈ G. Consider the following system of t-analytic sets:
S := {P (x) : y ∈ P (x)} and let E = M ∈S M . Suárez [31] showed that the ideal I H ∞ (E) is a closed prime ideal. But S is a chain (see [31] ); so we have that E actually is t-analytic. So his result is a consequence of our Theorem 4.17.
