A solution of the problem of calculating cartesian coordinates from a matrix of interpoint distances (the embedding problem) is reported. An efficient and numerically stable algorithm for the transformation of distances to coordinates is then obtained. It is shown that the embedding problem is intimately related to the theory of symmetric matrices, since every symmetric matrix is related to a general distance matrix by a one-to-one transformation. Embedding of a distance matrix yields a decomposition of the associated symmetric, matrix in the form of a sum over outer products of a linear independent system of coordinate vectors. It is shown that such a decomposition exists for every symmetric matrix and that it is numerically stable. From this decomposition, the rank and the numbers of positive, negative, and zero eigenvalues of the symmetric matrix are obtained directly.
occupied by the system of points. In addition to theoretical interest in the embedding problem, procedures for its solution have important applications in various fields of applied mathematics. In the field of molecular structure, for example, a number of experimental procedures yield interatomic distances as primary data.
The origin of distance geometry dates back to the work of Menger (1) , who coined the term metric geometry. He proposed that geometry should be studied in terms of distances, in addition to the more traditional approaches of axiomatic and analytical geometry. This branch of geometry rapidly expanded, especially as a consequence of the work of Blumenthal (2) .
A useful theorem in distance geometry was proven by Schoenberg (3) : THEOREM 1: A necessary and sufficient condition that the matrix D = {d1.} represents the distances of a system ofN + 1 points PO, P1.PN in euclidian space EM but not in EM-1 is that the quadratic form N F(xl, x2 .,X)=2E(di + doj -di~)xjxj = >E vj xIxj = xTVx [1] i,j=1 Then the elements of an M x N matrix C such that y = C x [2] [3] represent the coordinates of the points P1, P2, ..., PN-ixe., Pj = (Clj, C2j, ..., CMj) is identical to thejth column of C, and Po = (0, 0,...., 0) is at the origin. The vectors cT = (CAl, CM2, ..., CMN) formed by the rows of C represent the coordinates of all points along the dimension pu.
Schoenberg also investigated the case in which F is indefinite. In this case F can always be reduced to M F(x1, x2, ..., XN) = E ECYA EM = ±1. = 1 [4] The points PO, P1, ..., PN are then embeddable in a pseudoeuclidian space qpq with p real and q imaginary dimensions, where p and q are equal to the numbers of positive and negative E's, respectively, in Eq. 4 (3) . The case of positive F is then the special one with q = 0. In the pseudo-euclidian space, the calculation of coordinates is again reduced to the problem of finding a linear transformation y = C x such that F is in the canonical form (Eq. 4).
Such a transformation C is obtained with the help of Lemma 1. From Eq. 6, we immediately find the transformation C, since the rows of C are the (C)1.2 CT in Eq. 6.
In .this paper, we present an algorithm for the calculation of coordinates for the general pseudo-euclidian embedding problem and for the decomposition of V in the form of Eq. 5. The algorithm will decompose a matrix D2 of squared distances dj,2 to the form
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in accordance with 18 U.S.C. §1734 solely to indicate this fact. Obviously, the matrix with the orthogonal components djZ (j, 1 = 0, 1, ..., N) is either a distance matrix or all of its elements are zero. In the latter case, the system of points is embeddable along dik-i.e. in a space of dimension M = 1-and the embedding is completed. Otherwise, we can treat the orthogonal matrix as described above.
We observe that do'k = 0. Geometrically, this means that the points i and k have fused upon the projection along dik so that d9, = djok (j = 0, 1, 2, ..., N) (Fig. 1A) ; i.e., the rows (and columns) i and k of Do are identical. This follows from
since 2ik = dik. Insertion of Eq. 11 for dij then yields
-2 (d=W)2.
[12]
[13]
As shown in Fig. 1B and U 7 U. We then obtain a decomposition of U by translating the coordinates so that [40] and U is decomposed to U = A=1 E,,CC. or, equivalently, M Uij = A EACiLcijy (i,j = 1, 2, ...,9 N).
The embedding procedure therefore yields a decomposition of every symmetric matrix U. Several additional points follow from this result. First, consider the eigenvalue decomposition of U and Eq. 41: [43] If U is a nonsingular matrix in the system of linear equations, U x = y, a well-known procedure to solve for x in terms of y is to factor U so that the factors in Eq. 43 are upper and lower triangular. Under certain circumstances, embodied in Theorem 5, embedding can produce triangular factors.
THEOREM 5: Ifthe sequence ofgenerating distances in the embedding ofD2(U) is do,1(1), dl 2(2), ..., dmim(m), ... then the factor C is upper triangular; i.e., c; = 0 i < ,.
From Eq. 22, we have cmlm = (Em)t2 3m_-,ml(m) = 0 and, from Lemma COROLLARY 2: Embedding of D2(U), using the specific sequence dm-im(m) ofgenerators, is identical to the Cholesky factorization of U.
Hence, the Cholesky factorization is a special case of embedding. (8) . Experimental techniques usually yield only partial information about the distances between atoms of a molecule, so that the distance matrices obtained are incomplete and the measured distances are known to lie in a certain range. A review of the recently developed techniques to solve the embedding of such matrices in euclidian three-dimensional space has been presented in ref. 9 . Generally, one tries to derive a completely specified matrix that is consistent with the measured distances, by applying triangle and higher order inequalities [see also Braun et al. (10) ]. The procedures used so far to obtain such a matrix do not guarantee that the matrix is embeddable in euclidian three-dimensional space. Two methods have been proposed to calculate coordinates from such matrices. MacKay (11) used the Cholesky factorization of the matrix V of Schoenberg's quadratic form (he and others use the term metric matrix for V). Since the Cholesky factorization may be unstable for indefinite matrices, he recommended the method only for positive V (11). Havel et al. (9) used the spectral decomposition of the matrix V. As stated by Schoenberg (3) , the problem of finding a canonical representation of V is a problem of second degree because the coordinate vectors are not required to be orthogonal; hence, the embedding problem can be solved by more efficient techniques than by spectral decomposition. However, the spectral decomposition seems to be useful in reducing the dimensionality of V to obtain a three-dimensional structure.
The problem of calculating coordinates from an incompletely defined distance matrix involves the recovering or prediction of the missing or weakly defined elements of D. This problem, therefore, cannot be treated directly by the embedding procedure, but we hope that this problem will become more tractable through the analysis presented here.
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