Finding the l Most Probable Explanations (MPE) of a given evidence, S e , in a Bayesian belief network can be formulated as identifying and ordering a set of composite hypotheses, H i s, of which the posterior probabilities are the l largest; i.e., Pr(H 1 jS e ) :::
I. Introduction
Finding the l Most Probable Explanations (MPE) of a given evidence, S e , in a Bayesian belief network is an optimization problem to identify a set of composite hypotheses, Hs, which will yield the l largest Pr(HjS e )s; where a composite hypothesis is an instantiation of all the nodes in the network except the evidence nodes. This optimization problem is generally NP-hard 1]. Among the methods being proposed previously for identifying the most probable composite hypotheses, two approaches were taken. One approach is to restrict the types of networks to be special subclasses of singly connected networks 1 such as BN2 2] or bipartite graphs 3]. Another approach is to shift the complexity to spatial domain in order to keep the computational complexity in a linear order. For example, Shimony and Charniak proposed a method which converts a Bayesian belief network into a Weighted Boolean Function Directed Acyclic Graph (WBFDAG), and which permits the use of the best-rst search strategy in a WBFDAG. Although this method maintains a linear run time with respect to the size of a graph, the number of nodes in a WBFDAG could be in an exponential order as compared to the original network. To date, if a given network is singly connected and there is no compromise between the computational complexity and the spatial complexity, only the two most probable composite hypotheses could be determined e ciently. An e cient algorithm for nding the two most probable composite hypotheses of the MPE problem has been developed by Pearl 4] . The basic idea of Pearl's algorithm is that each node in a network is associated with a causal and diagnostic function through which the largest values of these functions will propagate to each other for obtaining the information needed to compute Pr(HjS e ).
In this paper, we present an e cient computational method for obtaining the l most probable composite hypotheses in a singly connected Bayesian belief network. The mechanism of our computational method involves a message passing process which, in essence, is similar to Pearl's algorithm 5]. However, our method di ers from Pearl's and others' algorithms in three ways. First, the message passing in our method is unidirectional as opposed to bidirectional in Pearl's algorithms. Second, each \message unit" in our method is a vector but not a value as in 5] . Third, we retain all processed information to permit their reusage in a systematically ordered fashion for the successive derivation of the most probable composite hypotheses. Regarding the spatial complexity in terms of memory size, our method is worse than Pearl's algorithm, but ours permits the derivation of more than two most probable hypotheses. Yet, it is better than that of a WBFDAG in the sense that the spatial complexity issue of our approach only occurs during the run time as opposed to the spatial complexity of a WBFDAG which is static after compilation.
To the best of our knowledge, our attempt to identify not only the two most probable composite hypotheses, but a partial ordering of the MPE in a singly connected network without further restriction on network topology, is novel. We believe that such a consideration (i.e., partial ordering of the most probable composite hypotheses) is important in several application domains such as in diagnosis, prognosis evaluation and assessment of certain design methodologies 6, 7] .
In section two we rst give an overview of the formalism of a Bayesian network and the complexity of reasoning in such a network. A brief literature review is given in section three. In section four the notion of propagating \look-ahead" message streams for local computation is introduced. In section ve the mechanism and characteristics of a recurrence local computation method are discussed. Then the recurrence local computation is formulated and its correctness is proved in section six. An example to illustrate the local computation is given in section seven. In section eight the scope of this recurrence local computation approach and alternative approaches are discussed. In section nine the extension of this approach to a multiply connected network is discussed, followed by the conclusion in section ten.
II. Overview of Bayesian Network and Complexity Problem
A Bayesian network 8] is a directed acyclic graph within which a set of nodes are connected by a set of arcs. Each node in a graph represents a propositional variable, and an arc connecting two nodes indicates the dependency between them. For the sake of discussion, each propositional variable, represented by a lower case letter, is assumed to have only two values | true and false. An upper case letter represents the value of a propositional variable. For example, X and X represent x = X (i.e., true) and x = X (i.e., false) respectively. Suppose x represents the propositional statement | elevation of body temperature. Then X ( X) is the hypothesis that there is (not) an elevation of body temperature.
The connections among the nodes determine the graphical structure of a network. Such a graphical structure is important in two ways. First, it indicates qualitatively the (un)conditional independencies among the propositional variables. Second, it determines the kind of e cient computation that can be applied. For example, the local computation methods described in this paper and elsewhere 5] rely on a singly connected network con guration.
Each node in a Bayesian network is associated with a probability function. For example, in Fig. 2 , node a is associated with the probability function Pr(a), b with Pr(bja), c with Pr(cja), and d with Pr(djbc). The joint distribution of the variables can be computed by multiplying appropriate probability functions together. In Fig. 2 , Pr(abcd) = Pr(a)Pr(bja)Pr(cja)Pr(djbc).
Each propositional variable in our discussion is assumed to be binary; i.e., true/false, or yes/no. When the value of a propositional variable is known or observable, the variable is referred to as an evidence variable. Otherwise, it is referred to as a non-evidence variable. Each possible value of a non-evidence variable is considered as an assertion about a certain propositional statement. For example, we can have an assertion: it is true that the patient has an elevation of body temperature. Such an assertion is referred to as a simple hypothesis. The combination of those assertions such as the patient has dizziness and no indication of heat illness and no elevation of body temperature is referred to as a local composite hypothesis. When the combination is exhaustive, meaning that all the non-evidence variables in a Bayesian network are being considered, we refer to such a combination a composite hypothesis.
III. Review of relevant research
Probabilistic inference in a Bayesian network has been viewed as answering queries relevant to the propositional variables in a Bayesian network 9]; in particular, the likelihoods of the simple or (local) composite hypotheses in the presence of an evidence 2 . Various inference algorithms were developed elsewhere and the details were in 2-3,5, [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . To date, the most e cient computational method to deal with a simple hypothesis has a complexity order which is linear to the longest path in a network, and the largest number of node states of a propositional variable 5, 11, 18] . However, this complexity order only applies to singly connected Bayesian networks in which parallel processing is permitted. In dealing with multiply connected networks, cutset conditioning and triangulation pre-processing would be needed to transform the networks into polytree hypergraphs which are akin to singly connected networks. Unfortunately, nding the optimal cutsets, and obtaining the optimal hypergraph (with respect to the number of states) using the triangulation process are both proven to be NP-hard 20] 28,29].
There are some attempts to extend the query capability of a probabilistic inference to include composite hypotheses (or multiple causes) 2], and particularly in the domain of diagnosis 4, 16] . However, the attention is focused on the special cases such as the bipartite networks with a set of conditional independent disorders and a set of marginal independent manifestations. The discussion of general cases is rather limited because of the intractable computational complexity and the inconsistency problem of local computation. Nevertheless, the relationship of a probabilistic inference and diagnostic strategy was thoroughly discussed by Peng and Reggie 16] as to what it was meant by nding the best explanation in the domain of diagnosis. Speci cally, they proposed a Parsimonious Covering Theory in which a causation event (CE) is de ned as \d i causes m j " and is true only if both the disorder, d i , and the manifestation, m j occur. Within the Parsimonious Covering Theory, the best explanation is then de ned in terms of the most probable causation event | Max Pr(CE = d i s cause m j sjS e )], as opposed to Bayesian conditioning | Max Pr(HjS e )], and the explanation must also satisfy minimality, irredundancy, and relevancy.
Further research on nding the most probable composite hypotheses should also be exempli ed on the algorithms developed by Pearl 5] and Cooper 19] , which details were thoroughly discussed in Chapter 8 of 21], and the algorithm by Shimony and Charniak 17]. Pearl's algorithm 5] on nding the most probable composite hypothesis in a singly connected network is based on the propagation of the maximum probability values through a set of causal and diagnostic functions associated with the nodes in a network. The product of these probability values results in a joint probability which is proportional to the posterior likelihood of the most probable composite hypothesis. Once the most probable composite hypothesis is found, the second most probable composite hypothesis is deduced from masking, one term at a time, in the course of propagation which constitutes the most probable composite hypothesis 3 . Unfortunately, the structure of Pearl's propagation, as was pointed out by Neapolitan in 21], was unable to support further derivation of the next few most probable composite hypotheses. In contrast to Pearl's approach, Cooper tackled the MPE problem by imposing the constraints that the variables in the local composite hypothesis set are (i)binary valued, (ii) mutually independent, and (iii) for each variable x in the local composite hypothesis set, Pr(X) Pr( X). With these constraints, nding the most probable (local) composite hypotheses could be formulated as a search problem, and an incremental search based on the best-rst strategy with branch and bound pruning can be applied. One of the limitations of this approach is that the search complexity can grow exponentially with an extra propositional variable added in each level of the incremental search in approaching the desired (local) composite hypotheses. Another approach being taken by Shimony and Charniak 17] is similar to Cooper's in that the MPE is formulated as a search problem, but no restriction is imposed in the probability distributions. The basic idea of Shimony and Charniak is to transform a Bayesian network into a Weighted Boolean Function Directed Acyclic Graph (WBFDAG) which permits the application of the best-rst search strategy. Although the time complexity is showed to be linear with respect to the size of a graph, the spatial complexity in terms of number of nodes is exponentially increased in the course of converting the Bayesian networks into WBFDAGs.
Finding the total order of composite hypotheses is NP-hard due to the exponential increase in the number of composite hypotheses which depends on the number of nonevidence variables 22, 23] . In most cases, we are interested in only the most probable, or the few most probable hypotheses. In this paper, we will present a recurrence local computation method which can e ciently identify and order the few most probable composite hypotheses in a singly connected network.
IV. Local propagation of look-ahead message stream Referring to Fig. 1 , the joint probability distribution of the network is:
Pr(abcdefghij) = Pr(a)Pr(bja)Pr(cjb)Pr(d)Pr(ejcd)Pr(fjb)Pr(gjf)Pr(hjg)Pr(ijfj)Pr(j)
In this paper each probability term on the right hand side will be referred to as a local probability term. It is noted that each local probability term corresponds to a node in the network. That is, Pr(a) for node a, ... , Pr(ejcd) for node e, ..., Pr(ijfj) for node i, and Pr(j) for node j. Let's suppose we are interested in nding the most probable composite hypothesis when there is no observation (i.e., S e = ; and the corresponding Pr( ) = Max Pr(abcdefghij)]). This is equivalent to nding the optimal setting of each node such that the product of the local probability terms yields the largest value.
In an extreme case when all variables are independent to each other (i.e., none of the nodes are connected together), the optimal setting will be the one which corresponds to the maximum of each local probability. This is because Max Pr(ab:::j)] = Max Pr(a)]Max Pr(b)]::: Max Pr(j)]. The complexity of such an extreme case is a linear combination of the complexity of nding the maximum of each local probability term. In dealing with an interconnected network such as the one in Fig. 1 , we can imagine that each node in a network acts as a local messenger to receive and send information to its neighboring nodes. In order to determine the directional ow of information, a root node must be designated. A natural choice will be one of the root 4 nodes in a network. Let's suppose we choose node a as our designated root node which serves as an absorption center. The ow of information from each node is directed toward the designated root node. For example, the message streams which carry information about all the nodes in Fig. 1 are propagated towards node a via three di erent paths; namely, one through the path d ! e ! c ! b ! a, another one through h ! g ! f ! b ! a, and the last one through j ! i ! f ! b ! a.
Consider the simple network shown in Fig. 3 where the message stream goes from h to g to f. Note that Pr(fgh) = Pr(f)Pr(gjf)Pr(hjg). Let's suppose we are going to consider the local probability terms in a bottom{up fashion (i.e., consistent with the direction of message ow). In a binary case, we know that the optimal local probability term of Pr(hjg) must be either Max h Pr(hjG)] or Max h Pr(hj G)]. This is because node h receives no incoming messages and looks ahead to anticipate that g can only be G or G. Therefore, the only important information that node g should receive from h is Max h Pr(hjG)] and Max h Pr(hj G)]. Let's denote the message stream passed to node g from h in Fig. 3 to be M h!g . Then M h!g will be in a form of a vector: M h!g = With Lemma1, we can realize that the most probable composite hypothesis is simply ArgMax R i Bel(R 1 ) ::: Bel(R n )]; where R i s are the possible states of the designated root node r. The correctness of this realization can be urged as follows: Along the propagation of a message stream, the local probability terms of all the descendent nodes of x are multiplied together. The optimum setting of a node x is based on the local maximum of the product of all probability terms re ected on Bel(x). Since this local maximum depends only on the nodes that a message stream traverses as is stated in Lemma1 5 , the optimum setting with respect to the local maximum is consistent with the global maximum. In other words, once the optimum setting of a node is found along the propagation of a message stream, this setting also corresponds to the one for the most probable composite hypothesis. By the time that all message streams reach the designated root node, the setting of every propositional variable for the most probable composite hypothesis is ready. A rigorous proof will be presented under theorem2 in Section V.
There are two important observations about this message passing scheme to note. First, the amount of information propagated in a message stream, thus the complexity of a local computation, is proportional to the size of the conditional probability table of a node. Consequently, nding the most probable composite hypothesis is a linear combination of the longest path of the propagation of a message stream, and the size of the conditional probability table of a node in a network. This is consistent with the previous nding reported in 10] . Second, the message streams propagated via di erent paths can be processed in parallel. For example, the message streams propagated via the paths d ! e ! c ! b, h ! g ! f, and j ! i ! f in Fig. 1 can all be processed simultaneously.
The intention of this work is not to duplicate previous e ort on nding the most probable composite hypothesis. Rather than, the major focus is to extend our formulation to nding the partial ordering of the few most probable composite hypotheses. Such an extension will be discussed in the next two sections.
V. Partial ordering of composite hypotheses
The objective of deriving the partial ordering of composite hypotheses, H i s, is to rank H i s based on Pr(H i jS e ); where S e is an observation. For example, suppose S e = ABCE for the network shown in Fig. 1 Let's rst consider a ve{node network in which all variables are independent to each other. That is, Pr(abcde) = Pr(a)Pr(b)Pr(c)Pr(d)Pr(e). To obtain the most probable composite hypothesis with S e = ;, we need to nd the maximum of each local probability term as discussed previously. To locate the second most probable composite hypothesis, we need to consider all (except one) local probability terms to be the largest, and the remaining one to be the second largest. The possible second most probable composite hypotheses are listed in the second level of the tree shown in Table 2 ; where, for example, 2 c refers to the instantiation of variable c such that Pr(c) is the second largest. In considering the third largest, it will be either one of the settings in the second level excluding the one as being the second most probable composite hypothesis, or a setting with all (except one) local probability terms being the largest and the remaining one being the third largest. To augment the discussion to a typical case such as Fig. 1 that the variables are not all independent, there are two crucial issues to consider: (i) the dependency constraints that impose the processing sequence of the local probability terms, and (ii) the consistency of the local probability settings that requires deeper consideration beyond just the largest local probability terms for the most probable composite hypothesis. For example, we can have Pr( GjF) as being the largest among Pr(gjf) in Fig. 3 , and yet Pr( F ) is the largest Pr(f). In this case, there is no consistent setting from the largest of each local probability term which corresponds to the most probable composite hypothesis.
To address the rst issue, it is always possible to assign a process sequence which satis es the dependency constraints. One trivial way is to assign the process sequence according to the direction of the message streams propagated in a network. For example, in Fig. 1 , we will rst consider Pr(hjg) for the value(s) of h given all the possible values of g, then Pr(gjf). Similarly, Pr(fjb) will be considered only after Pr(gjf), thus Pr(hjg), and Pr(ijfj) are ready. To summarize the processes involved in Fig. 1 , there are three sequential processes, listed from left{to{right, which can be conducted simultaneously. To address the second issue, we shall rst revisit the notion of propagating message streams on nding the most probable composite hypothesis. Referring to Lemma1, a message stream being propagated from a node x along a certain path in a network will have anticipated the information required for its immediate parent node and also have summarized all the incoming information. For example, in Fig. 3 x!y ; where the superscript indicates the rst iteration. Now we are ready to extend the discussion to nding the second, and the next few most probable composite hypotheses. Let's suppose the most probable composite hypothesis in Fig. 3 It is noted that the information in the message streams of successive iterations di er by only one piece of information. We can summarize this important observation in the following lemma: Proof: A direct consequence of Lemma2.
Q.E.D.
In the next section we will formulate the algorithm which derives the partial ordering of the few most probable composite hypotheses.
VI. Recurrence local computation approach
Before the discussion of the recurrence local computation approach for the derivation of composite hypotheses, there is an important characteristic about the completeness of both M b!a and Bel(b) in Lemma1 to be noted. It is summarized in the following theorem:
Theorem2: The ). We note that one of the terms in M 1 p1!p2 , or the new term being introduced according to Lemma2 must be the second largest, because any other settings not included will de nitely be less than the largest one, and at least one term in M 2 p1!p2 , thus it can at most be the third largest which can never be the second largest. Applying a similar argument through the propagation of the message streams about pi and di, and inductively following the same line of reasoning over i, we will nd that M i b!a carries su cient and complete information for the derivation of the rst i largest Pr(p1jJ p1 ):::Pr(pnjJ pn ) Pr(bjJ b )Pr(d1jbJ d1 ):::Pr(dmjbJ dm ).
Using theorem 2, a straightforward manner of applying the idea of propagating message streams for the derivation of composite hypotheses will be to identify (i) a designated root node and (ii) the propagation path for message passing. In Lemma2 and Theorem1, we see that the amount of information carried in M b!a , thus the local computational load, is linearly proportional to the number of iterations, thus the length of the partial ordering. In addition, the size of a message propagated from a node n i to a node n j , is at most the number of states of n j | if n j is an immediate parent node of n i , and is at most the number of states of n i otherwise. Although the complexity of the convolution operation seems to grow exponentially with the number of messages merged in a node, it turns out to be in a linear order | with a scaling proportionality equal to the maximum number of states among the nodes which communicate via message streams. This is so because the convolution operation imposes the constraint that only consistent terms are combined through multiplication. This observation can be summarized in the following lemma:
Lemma3: The time complexity of a convolution operation in a node is in a linear order with respect to the number of messages, e, to the node and the size of the conditional probability table of the node, p.
Proof: Since the size of each message to a node n i | m, is at most equal to the number of states of n i , m is always less than or equal to p. The number of multiplications in the convolution operation is at most ep because only the \like" terms are multiplied. Q.E.D.
The formulation discussed so far, however, is not an optimal solution for the derivation of partial ordering yet. It is found that the complexity can be further reduced from a second order reasoning of the relative magnitudes of the probability terms.
Let D 1 )) is the upper bound of the probability value of the second most probable composite hypothesis. But from Pr(D 3 ) = 0:5, we also know that the probability value of the second most probable composite hypothesis must be at least equal to 0. 
R i
By combining the results obtained from Lemma2, Lemma4, and Theorem1, the recurrence local computation algorithm for the derivation of a partial ordering of the most probable composite hypotheses can be described as follows:
Step 1:
De ne l length of partial ordering (i.e., number of most probable composite hypotheses to be sought).
Step 2:
Designate a \root" node as an absorption center, identify the settings of the evidence variables in S e , and identify the paths for the propagation of message streams.
Step 3:
Initialize the iteration count, i = 1, rejection ratio R i = 0, and U 1 x = ; for all the non-evidence nodes x in a network.
Step Step 5: (Deriving composite hypothesis)
Identify the setting of the composite hypothesis with the largest Pr(H i jS e ) in the designated root node.
Step 6: (Updating parameters) Update all U i x s. Re{estimate a better bound of R if a lower bound is still available, otherwise arbitrary choose a safe lower bound and re{compute R. Increment the iteration count i.
Step 7:
Repeat steps 4 to 7 until i reaches l.
The pseudocode of a sequential version of the algorithm is shown in the Appendix, and the time complexity of the algorithm is discussed in theorem3:
Theorem3: The time complexity of the recurrence local computation method shown above is in an order O(lkn) when parallel processing is permitted; where l is the length of a partial order, k the length of the longest path in a network, and n the maximum number of node states | de ned as the product of the size of the conditional probability table of a node and the number of incoming messages towards the node.
Proof: First, we noted that the algorithm is based on the propagation of quantitative vector streams in a feed-forward manner to a designated \root" node in a network. In one complete iteration of propagating the vector streams to the \root" node, one composite hypothesis of the ordering can be identi ed. To obtain the l most probable composite hypotheses, l iterations will be needed.
When parallel processing is permitted, the amount of time required for each iteration will be at most the amount of time required for the convolution operations in the longest path (i.e., length k stated in the theorem). Since the node states is the worst case of the time complexity of one convolution operation (see Lemma3), the time complexity for one iteration is O(kn), and for l iterations, the time complexity is O(lkn).
VII. Example Illustration
To illustrate the recurrence local computation algorithm, we will make use of the Bayesian network shown in Fig. 1 . Let's assume the observation S e = F H, and the query to the system is the rst three composite hypotheses which are most probable with respect to Pr(abcdegijjF H). Note that Pr(abcdegijjF H) = 1 Pr(F H) is a constant. The partial ordering of Pr(abcdegijjF H)s is identical to the ordering of Pr(abcdeFg Hij)s. Indeed Pr(abcdeFg Hij) is a scaled version of Pr(abcdegijjF H) with scaling factor 1 Pr(F H) . Therefore, we can derive the three most probable composite hypotheses (given S e = F H) from Pr(abcdeFg Hij) without actually knowing the value of 1 Pr(F H) . Of course, the value of 1 Pr(F H) must be known in order to obtain the quantitative values of Pr(abcdegijjF H)s. In this example, we assume the quantitative values of Pr(abcdegijjF H)s are of no interest to us.
Referring to the algorithm in the previous section, we rst initialize the appropriate parameters. They are: S e = F H, length of partial ordering l = 3, iteration count i = 1, rejection ratio R 1 = 0, and U 1 x = ; for x 2 fa; b; c; d; e; g; i; jg. We also select node a as the absorption center (i.e., the designated root node), and follow the thick arrows in Fig. 1 to de ne the direction of propagation.
Starting from nodes d, h, and j, the belief matrices and initial message streams can be derived directly from the probabilistic information in Table 1 VIII. Scope of recurrence local computation and alternative approaches From our previous discussion and the example illustrated in section VII, there is only feed forward propagation of message streams towards a designated root node. Only one designated root node acts as an absorption center and no back propagation is involved. This di ers from other local computation approaches 5, 18] . It is noted that if more than one absorption center are allowed, back propagation of local computation is necessary to ensure an equilibrium state in which the setting of all variables are consistent. The major reason that this recurrence local computation can avoid back propagation is that the propagation of message streams are forced towards one and only one absorption center in a unique path. In addition, the information being propagated in a message stream is exhaustive and complete as discussed in theorem2. This guarantees consistency per iteration, thus convergence, because no inconsistency or back propagation is involved. This approach, however, renders a major limitation as other local computational approaches do. It works only on singly connected networks. In terms of the classes of problems that this approach can be applied, any Bayesian network whose topological structure is a subclass of singly connected network falls into the category. One obvious class will be tree structured Bayesian networks. If we consider the classes of Bayesian networks in a hierarchy that tree structured networks singly connected networks multiply connected networks, the scope of the classes of problems being covered by this recurrence local computation approach is rather limited. Two research avenues can be taken to deal with this limitation. One is to focus on the possible transformation of a multiply connected network into a singly connected network. Second is to focus on the development of alternative heuristic and local computational approaches to deal with other classes of networks which are not covered under singly connected networks. If this second avenue is taken, not only has the development of alternative approach to be focused, but the categorization of the networks to which the alternative approach can be applied is equally important. The development of an alternative local computation approach is underway and an attempt of classifying Bayesian networks based on which this new approach can be applied is also initiated.
Regarding the expressiveness of the conclusion derived from this recurrence local computation approach, we found that the conclusion can be considered as the lower bound of any query made to a Bayesian network. Consider a query about nodes d, c, and i in Fig. 1 is made given the observation S e = ABH (i.e., Pr(dcijS e = ABH)), the local computational approaches elsewhere 5, 11, 24] can be employed to compute Pr(djS e ), Pr(cjS e ), Pr(ijS e ), and the upper bound of Pr(S e ) (in this case, the upper bound is Min Pr( A) Pr(B) Pr(H)] Pr(S e )). In addition, this recurrence local computation approach can be employed to compute Pr(dci; efgijjS e )s. One can easily see that Min Pr(djS e ) Pr(cjS e ) Pr(ijS e )] and Max Pr(dci; efgijjS e )] serve as the upper and lower bound of Pr(dcijS e ) respectively; i.e., Min Pr(djS e ) Pr(cjS e ) Pr(ijS e )] Pr(dcijS e ) Max Pr(dci; efgijjS e )]. Although the posterior likelihood of a local composite hypothesis, X (i.e., a non-exhaustive instantiation of non-evidence variables), Pr(XjS e ), can be e -ciently computed in time that is linear in the size of the belief network, the upper and lower bounds of Pr(XjS e ) are available at no added cost when the likelihoods of the corresponding simple hypothesis (S) and composite hypothesis (H), Pr(SjS e ) and Pr(HjS e ), are to be computed. This provides an \opportunistic" derivation of the partial ordering of local composite hypotheses which details are beyond the scope of this paper and the readers are referred to 25].
IX. Extension to Multiply Connected Network
As we point out in the previous section, the recurrence local computation approach fails to produce the correct answer in a multiply connected network. One of the main reasons is that a common parent node or a common daughter node (such as nodes a and d in Fig. 1 respectively) may receive con ict message streams along the path(s) of propagation. For example, suppose the propagation is bottom{up as shown in Fig. 2 One possible way to avoid con ict information is to employ the technique of clustering discussed in 4]. The idea of clustering is to lump variables together to form compound variables in such a way that the resultant clustering produces a singly connected network. For example, nodes b and c in Fig. 2 can be grouped together to form a compound variable bc such that Pr(bcja) = Pr(bja)Pr(cja), and Pr(djbc) remains the same. Once we lump nodes b and c together, the network becomes a singly connected network as shown in Fig. 4 . There are two important points to note about clustering. First, there could be more than one way to cluster variables into compound variables in order to get a singly connected network. For example, Fig. 6a and 6b are two possible transformations of Fig. 5 . Second, the computational complexity remains the same even though an arbitrary network can always be transformed into a seemingly simpler network. For example, we can lump as many nodes together as possible to reduce the number of nodes in a network, thus the length of the longest path. However, by clustering the variables into a compound variable, the computational load of processing the compound variable is exponentially increased. Since the computational complexity is proportional to the length of the longest path in a network and the maximum number of node states, the overall computational load in terms of the number of multiplications will still be the same. However, it is possible that certain con gurations of a network with compound variables are more e cient than the others with respect to a xed directional ow of message streams. For example, if we compare Fig. 6a and 6b , and assuming the propagation of messages are from the root nodes to the leaf node, the processing time required for Fig. 6b will be less because of the symmetrical con guration. Since both a and b have two states, the awaiting time for the synchronization of nodes a and d in Fig. 6b will be less than the awaiting time of nodes ab and d in Fig.  6a . We expect that further research has to be pursued to better understand the optimal clustering for use with the recurrence local computation approach.
X. Conclusion
A recurrence local computation approach is discussed for the derivation of the partial ordering of the few most probable composite hypotheses. This approach is based on the propagation of message streams which carries local probability terms towards a designated root node from which the most probable composite hypotheses can be deduced. A simple rejection ratio based on second order reasoning is derived to reduce the amount of information being propagated in a message stream, thus reducing the computational load. The complexity involved in each local computation is linearly proportional to the size of the conditional probability table of a node, and the amount of information in the incoming message streams.
As is illustrated in the example shown in Section VII, the recurrence local computation approach relies only on the values of local probability terms and their relative magnitude in the derivation of a partial ordering. This allows us to avoid the evaluation of Pr(S e ) 8 .
Whenever the quantitative value of Pr(S e ) is known, the probability values, Pr(H i jS e )s, of the most probable composite hypotheses can also be derived.
There are, however, two major limitations of this recurrence local computation approach. First, this approach is limited to singly connected networks. A transformation algorithm to handle any arbitrary Bayesian network is required, or alternative approaches to compliment this approach is needed. Second, in order to make use of the result of this approach to estimate a lower bound of any query as is discussed in section VIII, the quantitative values of Pr(H i jS e ), thus Pr(S e ), must be known. In a non{trivial case, we will need an e cient algorithm to compute Pr(S e ) | a probability relevant to a local composite hypothesis. These two limitations lead to two open questions for future research:
1. In view of the current research e orts on reasoning in Bayesian networks, how do we gather the meta (common sense) knowledge about the boundary or limitation of various inference algorithms with respect to the queries that one can handle?
2. What is the best way of categorizing Bayesian networks so that we can tell which inference algorithms will be most e cient for a certain class of Bayesian networks? Should the classi cation be qualitative in terms of the topological structure of a network, quantitative in terms of the probability distribution and the total entropy 26] of a network, a combination of two, or other criteria 9 ?
Our future research will focus on these two open questions and to continue our exploration of this uncertain research!
