Abstract. A Lévy process on R d with distribution µ at time 1 is denoted by
Introduction and results

Let
, we say, as in [10] , that f is locally X (µ) -integrable if the stochastic integral B f (s)dX (µ) s of f with respect to X (µ) is definable for each bounded Borel set B in [0, ∞) in the sense of Urbanik and Woyczyński [14] , Rajput and Rosinski [6] , Kwapień and Woyczyński [5] , and Sato [9, 10, 11] . We write
s . Since this is an additive process in law, we use an additive process modification (see [8] for terminology). For µ fixed, let (1.1) L(X (µ) ) = {f : f is locally X (µ) -integrable}.
Characterization of L(X (µ) ) in terms of the Lévy-Khintchine triplet of µ is given in [6, 5, 9, 10] . It is known that L(X (µ) ) is a generalization of Orlicz spaces, one of whose properties is that L(X (µ) ) is monotonic. By this we mean that, if (1.2) f 1 and f 2 are measurable and |f 2 | |f 1 |, then f 2 ∈ L(X (µ) ) whenever f 1 ∈ L(X (µ) ). Given f , denote is convergent in probability (equivalently, convergent almost surely) in R d as t → ∞. The limit is denoted by
s . This notation will help to distinguish it from the stochastic integral (with random integrand in general) up to infinity of Cherny and Shiryaev [2] . We
Two extended notions and one restricted notion of definability of improper stochastic integrals are introduced in [10, 11] . We say that the compensated improper stochastic integral of f with respect to
is definable. Here δ −q is the distribution concentrated at −q. We say that the essential improper integral of f with respect to
s − q t is convergent in probability in R d as t → ∞. We say that the improper integral
Here C µ (z) is the cumulant function of µ, that is, the complex-valued continuous function on R d with C µ (0) = 0 such that the characteristic function µ(z) of µ is expressed as µ(z) = e Cµ(z) . For any measurable function f on [0, ∞), we denote
is absolutely definable ,
Further we denote, for µ ∈ ID(R d ),
It is known that
We are interested in the problem whether
are monotonic with respect to f . Clearly, D(Φ f ) is monotonic with respect to f if and only if, for every
Our results are the following.
The class D(Φ f ) is not monotonic with respect to f . That is, for some µ ∈
is not monotonic. In order to specify µ, we use the Lévy- 
(ii) Assume that γ = 0. If
A simple example for Theorem 1.3 (iii) is the case where X (µ) is a Brownian motion with drift.
We ask a question whether there exist µ, f 1 , and f 2 such that 0 
Notice that this theorem and Theorem 1.2 give a characterization of the property that
We say that f (s) ≍ g(s) as s → ∞ if there are positive constants c 1 and c 2 such 
Then Theorem 2.8 of [11] says that the class
and
xν(dx) ds = ∞. Distributions satisfying these conditions will be given in Example 1.7.
We show that the class D c (Φ f ) is not monotonic with respect to f .
and that the Lévy measure ν of µ satisfies
Here x j is the jth coordinate of
implies |x|>1 |x|ν(dx) < ∞ by virtue of Theorem 2.8 of [11] .
Example 1.7. In Example 2.9 of [11] we have introduced the measure ν concentrated on {x ∈ R d : |x| = 2, 3, . . .} given by
where S 0 is a nonempty Borel set on the unit sphere {|ξ| = 1} satisfying S 0 ∩ (−S 0 ) = ∅, λ is a finite measure on S 0 satisfying S 0 ξλ(dξ) = 0, Z is the class of all integers, and a n , n ∈ Z, are such that a 0 = a 1 = a −1 = 0 and, for positive integers n, m, a n = 1 n
, a −n = 0 if n = 2 m 2 , m even,
It is shown that |n| 2 |n|a n < ∞ and that, for k = 3, 4, . . .,
Further it is shown that
, since the conditions stated in Example 1.5 are satisfied. Choosing j ∈ {1, . . . , d} such that S 0 ξ j λ(dξ) = 0, we can apply Theorem 1.6 to this distribution µ. We can also apply Theorem 1.4 to this f 1 and this µ. If A = 0, then the process X (µ) is a compensated compound Poisson process.
Using the measure ν above, consider
The distribution µ also belongs to
and Theorem 1.6 applies to µ by the same reason as for µ. Theorem 1.4 also applies to
and µ. The Lévy process X ( µ) associated with µ is a compound
Poisson process with mean 0.
In Section 2 we will give proofs of all theorems stated above. The process X (µ) associated with µ in Theorem 1.6 is a martingale Lévy process and the processes t 0
have intriguing properties, which we will discuss in Section 3. Applications of Theorems 1.1 and 1.2 to some types of f will be given in Section 4. Determination of D(Φ f ) for some f is made.
Proofs
In the following three propositions let
We present necessary and sufficient conditions for µ to belong to
Proposition 2.1. The following three statements are equivalent.
Proof. See Proposition 5.5 of [10] and Propositions 2.2 and 2.6 of [11] . It follows 
Proof. For fixed u ∈ R denote by µ u a probability measure such that µ u (B) = 1 B (ux)µ(dx) for all Borel sets B. Let (A u , ν u , γ u ) be the triplet of µ u . Then
, and
Notice that (2.5)
properties (2.1), (2.2), and (2.4) combined are expressed by
We note that Conversely, assume that µ ∈ D 0 (Φ f ). Then µ ∈ D(Φ f ) and (2.1) and (2.2) follow from Proposition 2.1. We have
For fixed z,
Hence it follows from (2.2) that
where c z is a constant depending on z. Thus we obtain 
Let us use
We have ϕ(u) ϕ(u) (3/2)ϕ(u) as in Proposition 3.10 of [10] . Thus (2.8) is equivalent to (2.10)
The function ϕ enjoys the property that ϕ(f 2 (s)) ϕ(f 1 (s)) whenever |f 2 (s)| |f 1 (s)|. Hence,
Proof of Theorem 1.3. (i) Let
< ∞, and t 0 f 1 (s)(γ − q)ds is convergent, since ν is symmetric. We may and do choose q = γ. Then we see that µ * δ −q ∈ D(Φ f 2 ). It
(ii) Look back to the argument above with γ = 0. Then the proof is evident. , we see
On the other hand,
∞ by the same reasoning as in the proof of Lemma 2.7 of [11] , and
is not monotonic. 
Proof of Theorem 1.4. Let (A, ν, γ) be the triplet of µ. We use an
R d -valued function (2.11) h(s) = f 1 (s)γ + R d f 1 (s)x 1 1 + |f 1 (s)x| 2 − 1 1 + |x| 2 ν(dx).
Using (2.5), we see that h(s) is continuous on [a, ∞). Since
Proof of Theorem 1.6. Let the triplet of µ be (A, ν, γ). In order to prove that
it is enough to show that, for every q ∈ R d ,
Choose j as in (1.7) and let h j (s) be the jth coordinate of h(s). Since
We claim that (2.12)
Indeed, We will denote positive constants by c 1 , c 2 , . . .. The quantities I 1 and I 2 are bounded in t, since
and since
Thus we obtain, for some s 0 > 1, Looking back more carefully, we see that (2.12) holds. We have, a fortiori, 
because it follows from
Using (2.13), we see that
Choose t n → ∞ such that (log log t n )
We claim that, for any choice of
|h j (s)|ds ∼ c log log t n from (2.12) and because of (2.14). The proof is complete.
Remarks on martingale Lévy processes
We have the following general result
if and only if f is locally square-integrable on [0, ∞) (see [10] ).
is a martingale additive process.
Let (A t , ν t , γ t ) be the triplet of Y t . Proposition 2.6 of [11] says that
Hence, recalling that |x|>1 |x|ν(dx) < ∞, we obtain
Thus E|Y t | < ∞. Now we have
that is, {Y t } is a martingale additive process. 
is the set of s 1 at which h(s) is positive, negative, or zero, respectively. Let Proof. In general we have (1.6). Hence it follows from Theorem 1.2 that if
it follows from Theorem 1.1 that if
completing the proof. 
2)
where ν is the Lévy measure of µ and log + u = (log u) ∨ 0.
Obviously, in (4.2), we can use (log(1+|x|)) 1/α for |x| > 1 in place of (log + |x|) 1/α .
Proof of Proposition 4.3. Let
Then M has the last expression in (4.2), which is a consequence of Theorem 25.3 of [8] . Let f j (s) = e −c j s α , j = 1, 2. Using Theorem 5.15 of [10] for these functions, we see that
Combined with Proposition 2.3 of this paper, the proof of that theorem also shows that D 0 (Φ f j ) = M. Since f 2 (s) f (s) f 1 (s) for all large s, it follows from Theorems 1.1 and 1.2 that Further applications related to [1] are in progress.
