Abstract Traffic measurement and monitoring are an important component of network management and traffic engineering. With high-speed Internet backbone links, efficient and effective packet sampling techniques for traffic measurement and monitoring are not only desirable, but also increasingly becoming a necessity.
Introduction
Traffic measurement and monitoring serve as the basis for a wide range of IP network operations, management and engineering tasks. Particularly, flow-level measurement is required for applications such as traffic profiling, usage-based accounting, traffic engineering, traffic matrix, and QoS monitoring. With today's high-speed (e.g., Gbps or Tbps) links, monitoring every packet traversing a measurement point may no longer be feasible.
Because flow statistics are typically maintained by software, the processing speed cannot match the line speed.
Capturing every packet requires too much processing capacity, cache memory, and I/O and network bandwidth, in order to update, store, and export flow records. Packet sampling has been suggested as a scalable alternative to address this problem. Both the Internet IETF (Internet Engineering Task Force) working groups, IPFIX (IP Flow Information Export) [14] and PSAMP (Packet Sampling) [18] , have recommended the use of packet sampling. Static sampling method such as "1 out of k" is being used by Cisco and Juniper for high-speed backbone routers [16, 19] .
The fundamental question regarding sampling is its accuracy. An inaccurate packet sampling not only defeats the purpose of traffic measurement and monitoring, but worse, can lead to wrong decisions by network operators. Particularly, when it comes to accounting, users would not make monetary commitment based on erroneous and unreliable data. Efficiency of packet sampling is also an important concern. Excessive oversampling should also be avoided for the measurement solution to be scalable, especially in the presence of well known high day/night traffic fluctuations (see Figure 6 for example). Therefore, it is important to control the accuracy of estimation in order to balance the trade-off between the utility and overhead of measurement.
Given the dynamic nature of network traffic, static sampling, where a fixed sampling rate is used, does not always ensure the accuracy of estimation, and tends to oversample at peak periods when economy and timeliness are most critical. Packet sampling for flow-level measurement is a particularly challenging problem. One issue is the diversity of flows; flows can vary drastically in their volumes. The dynamics of flows is another issue; flows arrive at random times and stay active for random durations. The rate of a flow (i.e., the number of packets generated by a flow per unit of time) may also vary over time, further complicating the matter of packet sampling.
How can we ensure accuracy of measurement of dynamic flows with a pre-specified error bound? How to decide on a sampling rate to avoid excessive oversampling while ensuring accuracy? How to perform sampling procedure and estimate flow volume? To answer these questions, we advance a theoretical framework and develop an adaptive packet sampling technique using stratified random sampling.
The technique is aimed for accurate estimation of large or elephant flows using packet sampling. That we focus only on large flows is justified by many recent studies ( [2, 10, 11] ) which demonstrate the prevalence of the "elephant and mice phenomenon" for flows defined at various levels of granularity: a small percentage of flows typically accounts for a large percentage of the total traffic. Therefore, for many monitoring and measurement applications, accurate estimation of flow statistics for elephant flows is often sufficient. We propose a random sampling with time stratification approach to circumvent the issues caused by flow dynamics. Through theoretical analysis, we establish the properties of the proposed adaptive stratified random sampling technique for flow-level measurement. Using real packet traffic traces, we demonstrate that the proposed technique indeed produces the desired accuracy of flow volume estimation, while at the same time achieving significant reduction in the amount of packet samples and flow cache size.
The remainder of the section is organized as follows. In Section 2 we outline related works and the challenges in packet sampling for flow measurement. In Section 3 we provide an overview of our approach and formally state the problem. In Section 4, we analyze how sampling errors can be bounded within pre-specified accuracy parameters under dynamic traffic conditions. Experimental results using network traffic traces are presented in Section 5. The paper is summarized in Section 6.
Related Work and Background

Related Works
Statistical sampling of network traffic was first used in [4] for measuring traffic on the NSFNET backbone in the early 1990's. Claffy et al. evaluated classical event and time driven static sampling methods to estimate statistics of distributions of packet size and inter-arrival time. Hash based sampling proposed in [5] employs the same hashing function at all links in a network, to sample same set of packets at different links, and to infer statistics on the spatial relations of the network traffic. The study in [15] presents an algorithm to bound flow packet count estimation error of the top k largest flows under a static traffic model. A size-dependent flow sampling method proposed in [6] addresses the issue of reducing the bandwidth needed for the transmission of traffic measurement to a management center for later analysis. For the purpose of usage-based charging, flows are probabilistically sampled depending on their sizes, assuming flow statistics are known a priori. In [9] , a probabilistic packet sampling method is used to identify large byte count flows. Once a packet from a flow is sampled or identified, all the subsequent packets belonging to the flows are sampled. The problem of estimating flow distributions using packet sampling has been studied in [7] and [13] . Statistical inference technique and protocol level information are used to estimate the shape of the flow distribution in [7] . Authors in [13] compares packet sampling and flow sampling, and show flow sampling performs better in recovering flow distribution. Our work differs from the above, in that we use packet sampling to estimate large flows accurately under dynamic traffic conditions. As a first step toward designing a sampling technique, let us observe and discuss flow characteristics and their impacts on packet sampling.
First, flows are diverse in their sizes. Note that extremely small flows (e.g., with 10 or fewer packets) may not be detected at all using any packet sampling; thus, it would be infeasible to achieve any reasonable degree of accuracy. Fortunately, for many traffic engineering applications, it is sufficient to provide an accurate estimate of flow sizes for only large flows. This is due to the fact that the small percentage of large flows typically accounts for a large percentage of total traffic. This is evident in Figure 1 where we order the flows based on their packet counts, and plot the cumulative probability they account for the total traffic (in terms of packet count). We see that less than 10 ∼ 20% of the top-ranked flows are responsible for more than 80% of the total traffic different links, which is referred as the "elephants and mice phenomenon". This motivates us to develop a packet sampling technique to accurately estimate elephant flows. Such a packet sampling technique reduces the per-packet processing overhead such as classification and flow statistics update. Meanwhile, packet sampling may also relieve the per-flow overhead. Figure 2 shows the cumulative probability distribution of flow sizes in terms of packet count (i.e., number of packets) for flows in the traces. The many of the flows (over 80% of flows) are small (e.g., with 10 or fewer packets), while a small percentage of them are large. This implies that many small flows may not be detected by packet sampling, leading to a reduction in flow cache size.
On the other hand, there are challenges involved in packet sampling for flow measurement. First, packet rate of a flow, i.e., the byte/packet counts over time, varies a lot within a flow's lifetime. This variable packet rate within a flow make it difficult to define elephant flows [2] . Furthermore, flows are dynamic in their arrival time, duration, and rate over time (the number of packets/bytes generated by a flow per unit of time); flows arrive at random time, and stay active for a random duration. furthermore, the rate of a flow varies during the flow duration. In order to achieve both sampling accuracy and efficiency at the same time, it is important to adapt the sampling rate according to changes in the traffic. Such problems become more acute in case of attack or long-term daily scale, where day time traffic rate differs significantly from night time as shown Figure 6 .
However, it is hard to decide a sampling interval and an optimal sampling probability on an interval, due to the dynamic flow arrival and duration.
Our Approach and Problem Formulation
In this section, we first outline our approach to tackle the challenges of flow measurement with sampling. We then state our flow measurement problem formally.
In this paper, we define a large or elephant flow in terms of a packet count. Thus, sampling decision will not be made based on the packet content such as packet size. The formal definition will be given later. Packet count is an important resource usage measure of a flow in a router, since many tasks in a router are done on per-packet basis such as packet classification, flow statistic update, and routing decision. Moreover, a set of flows with large packet count contains flows with large byte count, as is evident in Figure 3 , where we observe that flows with large byte count also have large packet count. It is because a flow consists of packets whose sizes cannot be arbitrarily large. The maximum packet size is limited by MTU (Maximum Transmission Unit) on a path. 1 This suggests that a sampling scheme without using packet size captures flows with large byte count as well. Note that by relying only on packet count in the definition of elephant flows, the sampling technique is content-independent which does not incur per packet processing overhead.
For accuracy and efficiency of sampling, a sampling interval should be determined, for which a sampling rate is adjusted in accordance with the changing traffic condition. However, it is very hard to define a sampling interval that is valid for all elephant flows, due to dynamic arrival and duration of flows. We tackle this problem with a time stratification approach. As illustrated in Figure 4 , we divide time into predetermined, non-overlapping intervals called strata or a block. For each block, we samples packets with the same probability (i.e., via simple random sampling). At the end of each block, flow statistics are estimated. Then, a flow's volume is naturally summarized into a single estimation record at the end of the last time block enclosing the flow. Notice that from each flow's point of view, its duration is divided or stratified in a fixed time. The predetermined time blocks enable us to estimate flow volume, without knowing dynamic flow arrival times and their durations.
We classify flows based on proportion of packet count over a time interval that encompasses the flow duration; i.e., a flow is referred to as an elephant flow in our study if its packet count proportion is larger than a pre-specified threshold (for example, 1% of total traffic). The proposed definition of elephant flow captures large packet and byte count flows as well as high rate (or bursty) flows. Furthermore, it removes the difficulty dealing with intra-flow rate variability. Flows with packet count over a certain threshold captures naturally high byte count flows as well as high packet count flows, as discussed before. The proportion tells us how bursty a flow is or rate of a (entire) flow, compared to other simultaneous flows. Since the proportion is defined over the time interval enclosing a flow, it eliminates the intra-flow rate fluctuation issue. A time block is the minimum time scale over which an elephant flow (packet count proportion) is identified.
It is also the minimum time scale over which the sampling rate can be adjusted. The sampling rate of a block is set to collect the required number of samples in a block in order to bound the estimation error of the smallest (threshold) elephant flow. Given the arbitrary length of elephant flow duration, the sampling frame for a flow could be one block or a series of consecutive blocks in the stratified sampling. We prove the accuracy of flow estimation is bounded for the defined elephant flows with the proposed technique, regardless of the flow's rate variability over multiple blocks.
Below is the formal definition of an elephant flow. 
The online identification of a flow as an elephant or a mouse can be done by just keeping one counter of the total packet for blocks of a flow duration. When the flow expires, the packet count proportion of the flow over the total packet counts during the blocks indicates whether the flow is an elephant or not. If it is indicated as an elephant, the flow volume estimation should be accurate within the pre-specified error bound.
Our objective is to bound the relative error of packet count estimation,m f and byte count estimation,v f for the elephant flows, i.e., given prescribed error tolerance level, {η, ε}, (where (1 − η) and ε are referred as reliability and precision respectively, and 0 ≤ η ≤ 1), flow packet count and byte count estimation error have to be bounded respectively as:
where p f ≥ p θ for flow f . In other words, we want the relative error in flow volume estimation using random sampling to be bounded by ε with a high probability 1 − η.
Theoretical Framework of Adaptive Random Sampling for Flow Volume Measurement
In this section, we analyze the minimum number of samples required within a time block to bound sampling errors, and describe how to determine sampling probability. We then discuss the optimal sampling probability and our prediction approach to approximate optimal sampling. Finally we describe the statistical properties of the proposed technique and how the accuracy is achieved for flows of arbitrary lengths. 
Required Number of Samples
Our approach and analysis framework are based on random sampling. The assumptions we make in the analysis are: sample size n is reasonably large (> 30 packets) and the population size m is large enough compared to the sample size (m n) so that the sampling fraction is small. Then, the sampling distribution of the sample mean for random samples has a normal distribution with the mean µ and standard deviation 
Within a time block, a fixed sampling probability is used. Then, from the Central Limit Theorem of random samples [1] , as the sample size n → ∞, the sample meanp f approaches the population mean p f and variance
/n regardless of the distribution of population. Thus, the sample proportion can be written with its mean and variance,
where Y p ∼ N (0, 1), and the subscript p stands for packet count. Now Eq. (2) can be rewritten as follows:
where Φ(·) is the cumulative distribution function (c.d.f) of the standard normal distribution. By solving the inequality in Eq. (6) with respect to n, we can derive the minimum required number of samples n * ,p to estimate flow packet count within the given error tolerance level
where
, and C θ = 
Flow Byte Count Estimation
For the defined elephant flows, we also aim to measure flow byte count accurately, in addition to flow packet counts. The actual byte count of a flow f is expressed as 
Applying these lemmas, the byte count of a flow can be approximated with the sum of two normal random variables aŝ
Then, the required number of samples for flow byte count estimation can be obtained similarly to the flow packet count estimation,
is the squared coefficient of variation (SCV) of packet sizes of flow f . Eq. (10) 
Optimal Sampling Probability and Prediction of Total Packet Count
With the required number of samples computed, the optimal sampling probability of a block to produce n * (n * ,p
) samples would be
where m h is the total number of packets in a block h. n However, we cannot accurately choose the sampling rate when the population size (total packet count of the observation time block) is unknown. We compute the sampling probability at the beginning of a block by predicting the total packet count. We employ an the AR (Auto-Regressive) model [12] for predicting the total traffic packet count m, as compared to other time series models, since it is easier to understand and computationally more efficient making it suitable for online implementation.
Through empirical studies, we have found that AR(1) with a small number of past total packet count values (around 5) is sufficient to yield a good prediction. For the currently active flows, their statistics are updated using the sampling rate at the end of a block h as follows: Figure 7 shows the flow chart of the adaptive random sampling procedure. 
The technique is also consistent, since the estimation approaches the population parameter as the number of samples increases. i.e.,p
Efficiency of a sampling describes how closely a sampling distribution is concentrated around the popula- is the population variance [20] . Thus, the accuracy (or variance) of a simple random sampling depends on the variance of the actual population (σ
2
) and a sample size (n). Now, we consider flows with arbitrary duration which stay active L(≥ 1) blocks. We establish the following theorem to show that the proposed stratified random sampling provides the pre-specified error tolerance. 
where σ 2 i is a population variance in block i.
Therefore, the accuracy in estimation of a flow with arbitrary duration satisfies the given bound with the proposed stratified random sampling.
Experimental Results
In this section, we evaluate the performance of our adaptive packet sampling technique using real network traces. We first validate the accuracy of the proposed sampling technique. In Figure 8 , all the estimated flow volumes using sampled packets are compared to the actual flow volumes, to show the performance qualitatively.
It can be observed that small volume flow estimations (indirectly, low proportion flows) are more off from the actual volumes, while high volume flow estimations (elephants) tend to be more close to the actual volumes. Figure 9 shows the cumulative probability of the relative error estimating elephant flows. There are a few flows shortened due to timeout. Their relative error are close to 1, because 1 or 2 packet flows from the broken flows are compared the original flow (left plot). However, after removing statistics of those flows (right plot), the cumulative probability of relative error being less than ε is higher than 1 − η. For elephants whose threshold is higher than the threshold, the achieved accuracy is supposed to be better. Thus the statistical accuracy among all elephants becomes better than the specified, as in Figure 9 .
Next, we examine the efficiency of the adaptive sampling in terms of reduction in packet measurement and flow cache size. A sampling fraction which is the ratio of the number of samples over the total number of packets, determines the resource usage efficiency. We compare the sampling fraction from a trace using adaptive sampling and static sampling. The average sampling rate of the adaptive sampling method is used for the sampling rate of the static sampling method. In adaptive sampling, higher accuracy requires a larger number of samples, while larger block size decreases the sampling rate. As shown in Table 5 , the sampling fraction is higher for the static sampling scheme for various block sizes and accuracy parameters. Since the processing overhead is a function of the number of packets sampled, the advantage of the adaptive sampling is
clear. Table 5 also shows flow cache size reduction for both adaptive and static sampling with various traces and various sampling rates. Flow cache size reduction is computed in terms of average flow cache size in case of using sampling compared to one without sampling for the trace. Note that flow statistics should be kept for a longer time when sampling is used, since the timeout value inversely increases with sampling rate. Nontheless Table 5 illustrates that packet sampling indeed reduces flow cache size for all cases of sampling rate and traces, and the adaptive sampling performs better than static sampling.
Summary
In this paper, we have addressed the problem of flow volume measurement using a packet sampling. Since a small percentage of flows are observed to account for a large percentage of the total traffic, we focused on the accurate measurement of elephant flows. We proposed an adaptive sampling method that adjusts the sampling rate so as to bound the error in flow volume estimation without excessive oversampling. It enables us to control the accuracy of estimation, in turn, the tradeoff of the utility and overhead of measurement. Based on stratification approach, the proposed method divides time into strata, and within each stratum, samples packets randomly at a rate determined to collect the minimum number of samples needed to achieve the desired accuracy. Thus, sampling rates are adapted inversely to total traffic amount. Unlike static sampling where the amount of samples increases proportionally with the amount of traffic, our scheme collects a fixed number of samples on each stratum, regardless of total traffic. Therefore, the proposed scheme becomes truely scalable as opposed to static sampling. The technique can be applied to any granularity of flow definition. Through analysis and experimentation we have shown that the proposed method provides accurate and unbiased estimation of byte and packet counts of elephant flows without excessive oversampling.
