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Abstract
We investigate large-sample properties of treatment effect estimators under unknown
interference in randomized experiments. The inferential target is a generalization of
the average treatment effect estimand that marginalizes over potential spillover ef-
fects. We show that estimators commonly used to estimate treatment effects under
no interference are consistent for the generalized estimand for several common exper-
imental designs under limited but otherwise arbitrary and unknown interference. The
rates of convergence depend on the rate at which the amount of interference grows and
the degree to which it aligns with dependencies in treatment assignment. Importantly
for practitioners, the results imply that if one erroneously assumes that units do not
interfere in a setting with limited, or even moderate, interference, standard estima-
tors are nevertheless likely to be close to an average treatment effect if the sample is
sufficiently large. Conventional confidence statements may, however, not be accurate.
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1 Introduction
Investigators of causality routinely assume that subjects under study do not interfere with
each other. The no-interference assumption is so ingrained in the practice of causal inference
that its application is often left implicit. Yet, interference appears to be at the heart of the
social and medical sciences. Humans interact, and that is precisely the motivation for much
of the research in these fields. The assumption is common because investigators believe
that their methods require it. For example, in a recent textbook, Imbens & Rubin (2015)
write: “causal inference is generally impossible without no-interference assumptions.” This
sentiment provides the motivation for the current study.
We investigate to what degree one can weaken the assumption of no interference and still
draw credible inferences about causal relationships. We find that, indeed, causal inferences
are impossible without assumptions about the interference, but the prevailing view severely
exaggerates the issue. One can allow for moderate amounts of interference, and one can
allow the subjects to interfere in unknown and largely arbitrary ways.
Our focus is estimation of average treatment effects in randomized experiments. A ran-
dom subset of a sample of units is assigned to some treatment, and the quantity of interest
is the average effect of being assigned these treatments. The no-interference assumption
in this context is the restriction that no unit’s assignment affects other units’ outcomes.
We consider the setting where such spillover effects exist, and in particular, when the form
they may take is left unspecified.
The paper makes four main contributions. We first introduce an estimand—the expected
average treatment effect or eate—that generalizes the conventional average treatment effect
(ate) to settings with interference. The conventional estimand is not well-defined when
units interfere because a unit’s outcome may be affected by more than one treatment.
We resolve the issue by marginalizing the effects of interest over the assignment distribu-
tion of the incidental treatments. That is, for a given reference assignment, one may ask
how a particular unit’s outcome is affected when only its own treatment is changed. An
unambiguous average treatment effect is defined by asking the same for each unit in the
experiment and averaging the resulting unit-level effects. While unambiguous, this average
effect depends on which assignment was used as reference, and the result may be different
if the exercise is repeated for another assignment. To capture the typical treatment effect
in the experiment, eate marginalizes the effects over all possible reference assignments.
The estimand is a generalization of ate in the sense that they coincide whenever the latter
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is well-defined.
The second contribution is to demonstrate that eate can be estimated consistently
under weak restrictions on the interference and without structural knowledge thereof. Focus
is on the standard Horvitz-Thompson and Hájek estimators. The results also apply to the
widely used difference-in-means and ordinary least squares estimators, as they are special
cases of the Hájek estimator. The investigation starts with the Bernoulli and complete
randomization experimental designs. We show that the estimators are consistent for eate
under the designs as long as the average amount of interference grows at a sufficiently slow
rate (according to measures we define shortly). Root-n consistency is achieved whenever
the average amount of interference is bounded. The investigation then turns to the paired
randomization design. The design introduces perfectly correlated treatment assignments,
and we show that this can make the estimators unstable even when the interference is
limited. The degree to which the dependencies introduced by the experimental design
align with the interference structure must be restricted to achieve consistency. Information
about the interference structure beyond the aggregated restrictions is, however, still not
needed. The insights from the paired design extend to a more general setting, and similar
restrictions result in consistency under arbitrary experimental designs.
The third contribution is to investigate the prospects of variance estimation. We show
that conventional variance estimators generally do not capture the loss of precision that may
result from interference. Confidence statements based on these estimators may therefore be
misleading. To address the concern, we construct three alternative estimators by inflating a
conventional estimator with measures of the amount of interference similar to those used to
show consistency. The alternative estimators are shown to be asymptotically conservative
under suitable regularity conditions.
The final contribution is to investigate to what degree eate generalizes to other de-
signs. The estimand marginalizes over the design actually used in the experiment, and a
consequence is that the estimand may have taken a different value if another design were
used. We show that the estimand is informative of the effect for designs that are close to
the one that was implemented under suitable regularity conditions. When the amount of
interference is limited, the estimands may converge.
The findings are of theoretical interest as they shine light on the limits of causal infer-
ence under interference. They are also of practical interest. The results pertain to standard
estimators under standard experimental designs. As such, they apply to many previous
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studies where interference might have been present, but where it was assumed not to be.
Studies that mistakenly assume that units do not interfere might, therefore, not necessarily
be invalidated. No-interference assumptions are, for example, common in experimental
studies of voter mobilization (see Green & Gerber, 2004, and the references therein). How-
ever, a growing body of evidence suggests that potential voters interact within households,
neighborhoods and other social structures (Nickerson, 2008; Aronow, 2012; Sinclair et al.,
2012). Interference is, in other words, likely present in this setting, and researchers have
been left uncertain about the interpretation of existing findings. Our results provide a lens
through which the evidence can be interpreted; the reported estimates capture expected
average treatment effects.
2 Related work
Our investigation builds on a recent literature on causal inference under interference (see
Halloran & Hudgens, 2016, for a review). The no-interference assumption itself is due to
Cox (1958). The iteration that is most commonly used today was, however, formulated
by Rubin (1980) as a part of the stable unit treatment variation assumption, or sutva.
Early departures from this assumption were modes of analysis inspired by Fisher’s exact
randomization test (Fisher, 1935). The approach employs sharp null hypotheses that stip-
ulates the outcomes of all units under all assignments. The most common such hypothesis
is simply that treatment is inconsequential so the observed outcomes are constant over all
assignments. As this subsumes that both primary and spillover effects do not exist, the ap-
proach tests for the existence of both types of effects simultaneously. The test has recently
been adapted and extended to study interference specifically (see, e.g., Rosenbaum, 2007;
Aronow, 2012; Luo et al., 2012; Bowers et al., 2013; Choi, 2017; Athey et al., 2018; Basse
et al., 2019).
Early methods for point estimation restricted the interference process through structural
models and thereby presumed that interactions took a particular form (Manski, 1993). The
structural approach has been extended to capture effects under weaker assumptions in a
larger class of interference processes (Lee, 2007; Graham, 2008; Bramoullé et al., 2009).
Still, the approach has been criticized for being too restrictive (Goldsmith-Pinkham &
Imbens, 2013; Angrist, 2014).
A strand of the literature closer to the current study relaxes the structural assumptions.
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Interference is allowed to take arbitrary forms as long as it is contained within known and
disjoint groups of units. The assumption is known as partial interference (see, e.g., Hudgens
& Halloran, 2008; Tchetgen Tchetgen & VanderWeele, 2012; Liu & Hudgens, 2014; Rigdon
& Hudgens, 2015; Kang & Imbens, 2016; Liu et al., 2016; Basse & Feller, 2018). While
partial interference allows for some progress on its own, it is often coupled with stratified
interference. The additional assumption stipulates that the only relevant aspect of the
interference is the proportion of treated units in the groups. The identities of the units are,
in other words, inconsequential for the spillover effects. Much like the structural approach,
stratified interference restricts the form the interference can take.
More recent contributions have focused on relaxing the partial interference assumption.
Interference is not restricted to disjoint groups, and units are allowed to interfere along
general structures such as social networks (see, e.g., Manski, 2013; Toulis & Kao, 2013;
Ugander et al., 2013; Eckles et al., 2016; Aronow & Samii, 2017; Forastiere et al., 2017;
Jagadeesan et al., 2017; Ogburn & VanderWeele, 2017; Sussman & Airoldi, 2017; Basse
& Airoldi, 2018b). This allows for quite general forms of interactions, but the suggested
estimation methods require detailed knowledge of the interference structure.
Previous investigations under unknown interference have primarily focused on the mean
the sampling distribution of various estimators. Sobel (2006) derives the expectation of
an instrumental variables estimator used in housing mobility experiments under unknown
interference, showing that it is a mixture of primary and spillover effects for compilers
and non-compilers. Hudgens & Halloran (2008) derive similar results for the average dis-
tributional shift effect discussed below. Egami (2017) investigates a setting where the
interference can be described by a set of networks. This framework includes a stratified
interference assumption, it admits quite general forms of interference since the networks
are allowed to be overlapping and partially unobserved. However, unlike the focus in this
paper, these contributions either do not discuss the precision and consistency of the in-
vestigated estimators, or they only do so after assuming that the interference structure is
known.
One exception is a study by Basse & Airoldi (2018a). The authors consider average
treatment effects under arbitrary and unknown interference just as we do. They, however,
focus on inference about the contrast between the average outcome when all units are
treated and the average outcome when no unit is treated. As we discuss below, this
estimand provides a different description of the causal setting than eate. The authors
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show that no consistent estimator exists for their estimand under conditions similar to
those used in this paper even when the interference structure is known.
3 Treatment effects under interference
Consider a sample of n units indexed by the set U = {1, 2, . . . , n}. An experimenter
intervenes on the world in ways that potentially affect the units. The intervention is
described by a n-dimensional binary vector z = (z1, z2, . . . , zn) ∈ {0, 1}n. A particular
value of z could, for example, denote that some drug is given to a certain subset of the
units in U. We are particularly interested in how unit i is affected by the ith dimension of
z. For short, we say that zi is unit i’s treatment.
The effects of different interventions are defined as comparisons between the outcomes
they produce. Each unit has a function yi : {0, 1}n → R denoting the observed outcome for
the unit under a specific (potentially counterfactual) intervention (Neyman, 1923; Holland,
1986). In particular, yi(z) is the response of i when the intervention is z. We refer to the
elements of the image of this function as potential outcomes. It will prove convenient to write
the potential outcomes in a slightly different form. Let z−i = (z1, . . . , zi−1, zi+1, . . . , zn)
denote the (n − 1)-element vector constructed by deleting the ith element from z. The
potential outcome yi(z) can then be written as yi(zi; z−i).
We assume that the potential outcomes are well-defined throughout the paper. The
assumption implies that the manner in which the experimenter manipulates z is incon-
sequential; no matter how z came to take a particular value, the outcome is the same.
Well-defined potential outcomes also imply that no physical law or other circumstances
prohibit z to take any value in {0, 1}n. This ensures that the potential outcomes are,
indeed, potential. However, the assumption does not restrict the way the experimenter
chooses to intervene on the world, and some interventions may have no probability of being
realized.
The experimenter sets z according to a random vector Z = (Z1, . . . , Zn). The probability
distribution of Z is the design of the experiment. The design is the sole source of randomness
we will consider. Let Yi denote the observed outcome of unit i. The observed outcome is
a random variable connected to the experimental design through the potential outcomes:
Yi = yi(Z). As above, Z−i denotes Z net of its ith element, so Yi = yi(Zi;Z−i).
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3.1 Expected average treatment effects
It is conventional to assume that the potential outcomes are restricted so a unit’s outcome
is only affected by its own treatment. That is, for any two assignments z and z′, if a
unit’s treatment is the same for both assignments, then its outcome is the same. This no-
interference assumption admits a definition of the treatment effect for unit i as the contrast
between its potential outcomes when we change its treatment:
τi = yi(1; z−i)− yi(0; z−i),
where z−i is any value in {0, 1}n−1. No interference implies that the choice of z−i is
inconsequential for the values of yi(1; z−i) and yi(0; z−i). The variable can therefore be
left free without ambiguity, and it is common to use yi(z) as a shorthand for yi(z; z−i).
The average of the unit-level effects is the quantity experimenters often use to summarize
treatment effects.
Definition 1. Under no interference, the average treatment effect (ate) is the average
unit-level treatment effect:
τate =
1
n
n∑
i=1
τi.
The definition requires no interference. References to the effect of a unit’s treatment
become ambiguous when units interfere since τi may vary under permutations of z−i. The
ambiguity is contagious; the average treatment effect similarly becomes ill-defined.
To resolve the issue, we redefine the unit-level treatment effect for unit i as the contrast
between its potential outcomes when we change its treatment while holding all other treat-
ments fixed at a given assignment z−i. We call this quantity the assignment-conditional
unit-level treatment effect :
τi(z−i) = yi(1; z−i)− yi(0; z−i).
To the best of our knowledge, this type of unit-level effect was first discussed by Hallo-
ran & Struchiner (1995). The assignment-conditional effect differs from τi only in that
the connection to other units’ treatments is made explicit. The redefined effect acknowl-
edges that a unit’s treatment may affect the unit differently depending on the treatments
assigned to other units. The change makes the unit-level effects unambiguous, and their
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average produces a version of the average treatment effect that remains well-defined under
interference.
Definition 2. An assignment-conditional average treatment effect is the average of the
assignment-conditional unit-level treatment effect under a given assignment:
τate(z) =
1
n
n∑
i=1
τi(z−i).
The redefined effects are unambiguous under interference, but they are unwieldy. An
average effect exists for each assignment, so their numbers grow exponentially in the sample
size. Experimenters may for this reason not find it useful to study them individually.
Similar to how unit-level effects are aggregated to an average effect, we focus on a summary
of the assignment-conditional effects.
Definition 3. The expected average treatment effect (eate) is the expected assignment-
conditional average treatment effect:
τeate = E[τate(Z)],
where the expectation is taken over the distribution of Z given by the experimental design.
The expected average treatment effect is a generalization of ate in the sense that the
two estimands coincide whenever the no-interference assumption holds. Under no interfer-
ence, τate(z) does not depend on z, so the marginalization is inconsequential. When units
interfere, τate(z) does depend on z. The random variable τate(Z) describes the distribution
of average treatment effects under the implemented experimental design. eate provides
the best description of this distribution in mean square sense.
3.2 Related definitions
The eate estimand builds on previously proposed ideas. An estimand introduced by
Hudgens & Halloran (2008) resolves the ambiguity of treatment effects under interference
in a similar fashion. The authors refer to the quantity as the average direct causal effect,
but we opt for another name to highlight how it differs from ate and eate.
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Definition 4. The average distributional shift effect (adse) is the average difference be-
tween the conditional expected outcomes for the two treatment conditions:
τadse =
1
n
n∑
i=1
(
E[Yi | Zi = 1]− E[Yi | Zi = 0]
)
.
Similar to eate, the average distributional shift effect marginalizes the potential out-
comes over the experimental design. The estimands differ in which distributions they use
for the marginalization. The expectation in eate is over the unconditional assignment
distribution, while adse marginalizes each potential outcome separately over different con-
ditional distributions. The difference becomes clear when the estimands are written in
similar forms:
τeate =
1
n
n∑
i=1
(
E[yi(1;Z−i)]− E[yi(0;Z−i)]
)
,
τadse =
1
n
n∑
i=1
(
E[yi(1;Z−i) | Zi = 1]− E[yi(0;Z−i) | Zi = 0]
)
.
The two estimands provide different causal information. eate captures the expected
effect of changing a random unit’s treatment in the current experiment. It is the expected
average unit-level treatment effect. adse is the expected average effect of changing from
an experimental design where we hold a unit’s treatment fixed at Zi = 1 to another design
where its treatment is fixed at Zi = 0. That is, the estimand captures the compound effect
of changing a unit’s treatment and simultaneously changing the experimental design. As a
result, adse may be non-zero even if all unit-level effects are exactly zero. That is, we may
have τadse 6= 0 when τi(z−i) = 0 for all i and z−i. Eck et al. (2018) use a similar argument
to show that adse may not correspond to causal parameters capturing treatment effects
in structural models.
VanderWeele & Tchetgen Tchetgen (2011) introduced a version of adse that resolves
the issue by conditioning both terms with the same value on i’s treatment. Their estimand
is a conditional average of unit-level effects and, thus, mixes aspects of eate and adse.
An alternative definition of average treatment effects under interference is the contrast
between the average outcome when all units are treated and the average outcome when no
unit is treated: n−1
∑n
i=1[yi(1)− yi(0)] where 1 and 0 are the unit and zero vectors. This
all-or-nothing effect coincides with the conventional ate in Definition 1 (and thus eate)
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whenever the no-interference assumption holds. However, it does not coincide with eate
under interference, and the estimands provide different descriptions of the causal setting.
eate captures the typical treatment effect in the experiment actually implemented, while
the alternative estimand captures the effect of completely scaling up or down treatment.
As we noted in the previous section, no consistent estimator exists for the all-or-nothing
effect in the context considered in this paper (Basse & Airoldi, 2018a).
4 Quantifying interference
Our results do not require detailed structural information about the interference. No
progress can, however, be made if it is left completely unrestricted. Section 5.1 discusses
this in more detail. The intuition is simply that the change of a single unit’s treatment
could lead to non-negligible changes in all units’ outcomes when the interference is unre-
stricted. The following definitions quantify the amount of interference and are the basis for
our restrictions.
We say that unit i interferes with unit j if changing i’s treatment changes j’s outcome
under at least one treatment assignment. We also say that a unit interferes with itself even
if its treatment does not affect its outcome. The indicator Iij denotes such interference:
Iij =

1 if yj(z) 6= yj(z′) for some z, z′ ∈ {0, 1}n such that z−i = z′−i,
1 if i = j,
0 otherwise.
The definition allows for asymmetric interference; unit i may interfere with unit j without
the converse being true.
The collection of interference indicators simply describes the interference structure in
an experimental sample. The definition itself does not impose restrictions on how the units
may interfere. In particular, the indicators do not necessarily align with social networks
or other structures through which units are thought to interact. Experimenters do not
generally have enough information about how the units interfere to deduce or estimate the
indicators. Their role is to act as a basis for an aggregated summary of the interference.
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Definition 5 (Interference dependence).
davg =
1
n
n∑
i=1
n∑
j=1
dij, where dij =
{
1 if I`iI`j = 1 for some ` ∈ U,
0 otherwise.
The interference dependence indicator dij captures whether units i and j are affected
by a common treatment. That is, i and j are interference dependent if they interfere
directly with each other or if some third unit interferes with both i and j. The sum
di =
∑n
j=1 dij gives the number of interference dependencies for unit i, so the unit-average
number of interference dependencies is davg. The quantity acts as a measure of how close
an experiment is to no interference. Absence of interference is equivalent to davg = 1,
which indicates that the units are only interfering with themselves. At the other extreme,
davg = n indicates that interference is complete in the sense that all pairs of units are
affected by a common treatment. If sufficiently many units are interference dependent
(i.e., davg is large), small perturbations of the treatment assignments may be amplified by
the interference and induce large changes in many units’ outcomes.
Interference dependence can be related to simpler descriptions of the interference. Con-
sider the following definitions:
ci =
n∑
j=1
Iij and Cp =
[
1
n
n∑
i=1
cpi
]1/p
.
The first quantity captures how many units i interferes with. That is, if changing unit
i’s assignment would change the outcome of five other units, i is interfering with the five
units and itself, so ci = 6. Information about these quantities would be useful, but such
insights are generally beyond our grasp. The subsequent quantity is the pth moment of
the unit-level interference count, providing more aggregated descriptions. For example, C1
and C2 are the average and root mean square of the unit-level quantities. We write C∞ for
the limit of Cp as p→∞, which corresponds to the maximum ci over U. These moments
bound davg from below and above.
Lemma 1. max
(
C1, n
−1C2∞
) ≤ davg ≤ C22 ≤ C2∞.
All proofs, including the one for Lemma 1, are given in Supplement A. The lemma
implies that we can use C2 or C∞, rather than davg, to restrict the interference. While such
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restrictions are stronger than necessary, the connection is useful as it may be more intuitive
to reason about these simpler descriptions than about interference dependence.
5 Large sample properties
We consider an asymptotic regime inspired by Isaki & Fuller (1982). An arbitrary sequence
of samples indexed by their sample size is investigated. It is not assumed that the samples
are drawn from some larger population or otherwise randomly generated. Neither are they
assumed to be nested. That is, the samples are not necessarily related other than through
the conditions stated below. All quantities related to the samples, such as the potential
outcomes and experimental designs, have their own sequences also indexed by n. The
indexing is, however, left implicit. We investigate how two common estimators of average
treatment effects behave as the sample size grows subject to conditions on these sequences.
Definition 6 (Horvitz-Thompson, ht, and Hájek, há, estimators).
τˆht =
1
n
n∑
i=1
ZiYi
pi
− 1
n
n∑
i=1
(1− Zi)Yi
1− pi ,
τˆhá =
(
n∑
i=1
ZiYi
pi
/
n∑
i=1
Zi
pi
)
−
(
n∑
i=1
(1− Zi)Yi
1− pi
/
n∑
i=1
1− Zi
1− pi
)
,
where pi = Pr(Zi = 1) is the marginal treatment probability for unit i.
Estimators of this form were first introduced in the sampling literature to estimate pop-
ulation means under unequal inclusion probabilities (Horvitz & Thompson, 1952; Hájek,
1971). They have since received much attention from the causal inference and policy evalu-
ation literatures where they are often referred to as inverse probability weighted estimators
(see, e.g., Hahn, 1998; Hirano et al., 2003; Hernán & Robins, 2006). Other estimators
commonly used to analyze experiments, such as the difference-in-means and ordinary least
squares estimators, are special cases of the Hájek estimator. As a consequence, the results
apply to these estimators as well.
We assume throughout the paper that the experimental design and potential outcomes
are sufficiently well-behaved as formalized in the following assumption.
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Assumption 1 (Regularity conditions). There exist constants k < ∞, q ≥ 2 and s ≥ 1
such that for all i ∈ U in the sequence of samples:
1A (Probabilistic assignment). k−1 ≤ Pr(Zi = 1) ≤ 1− k−1,
1B (Outcome moments). E
[|Yi|q] ≤ kq,
1C (Potential outcome moments). E
[|yi(z;Z−i)|s] ≤ ks for z ∈ {0, 1}.
The first regularity condition restricts the experimental design so that each treatment
is realized with a positive probability. The condition does not restrict combinations of
treatments, and assignments may exist such that Pr(Z = z) = 0. The second condition
restricts the distributions of the observed outcomes so they remain sufficiently well-behaved
asymptotically. The last condition restricts the potential outcomes slightly off the support
of the experimental design and ensures that eate is well-defined asymptotically.
The exact values of q and s are inconsequential for the results in Section 5.2. The
assumption can, in that case, be written simply with q = 2 and s = 1. However, the rate
of convergence for an arbitrary experimental design depends on which moments exist, and
variance estimation generally require q ≥ 4. The ideal case is when the potential outcomes
themselves are bounded, in which case Assumption 1 holds as q →∞ and s→∞.
The two moment conditions are similar in structure, but neither is implied by the other.
Assumption 1B does not imply 1C because the former is only concerned with the potential
outcomes on the support of the experimental design. The opposite implication does not
hold because s may be smaller than q.
5.1 Restricting interference
The sequence of davg describes the amount of interference in the sequence of samples. Our
notion of limited interference is formalized as a restriction on this sequence.
Assumption 2 (Restricted interference). davg = o(n).
The assumption stipulates that units, on average, are interference dependent with an
asymptotically diminishing fraction of the sample. It still allows for substantial amounts
of interference. The unit-average number of interference dependencies may grow with the
sample size. The total amount of interference dependencies may, thus, grow at a faster
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rate than n. It is only assumed that the unit-average does not grow proportionally to the
sample size.
In addition to restricting the amount of interference, Assumption 2 imposes weak restric-
tions on the structure of the interference. It rules out that the interference is so unevenly
distributed that a few units are interfering with most other units. If the interference is con-
centrated in such a way, small perturbations of the assignments could be amplified through
the treatments of those units. At the extreme, a single unit interferes with all other units,
and all units’ outcomes would change if we were to change its treatment. The estimators
would not stabilize if the interference is structured in this way even if it otherwise was
sparse.
Restricted interference is not sufficient for consistency. Sequences of experiments exist
for which the assumption holds but the estimators do not converge to eate. Assumption 2
is, however, necessary for consistency of the ht and há estimators in the following sense.
Proposition 1. For every sequence of experimental designs, if Assumption 2 does not hold,
there exists a sequence of potential outcomes satisfying Assumption 1 such that the ht and
há estimators do not converge in probability to eate.
The proposition implies that the weakest possible restriction on davg is Assumption 2.
If a weaker restriction is imposed, for example, that davg is on the order of εn for some
small ε > 0, potential outcomes exist for any experimental design so that the relaxed
interference restriction is satisfied but the estimators do not converge. A consequence is that
experimental designs themselves cannot ensure consistency. We must somehow restrict the
interference to make progress. It might, however, be possible to achieve consistency without
Assumption 2 if one imposes stronger regularity conditions or restricts the interference in
some other way. For example, the estimators may be consistent if the magnitude of the
interference, according to some suitable measure, approaches zero.
5.2 Common experimental designs
The investigation starts with three specific experimental designs. The designs are commonly
used by experimenters and, thus, of interest in their own right. They also provide a good
illustration of the issues that arise under unknown interference and set the scene for the
investigation of arbitrary designs in the subsequent section.
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5.2.1 Bernoulli and complete randomization
The simplest experimental design assigns treatment independently. The experimenter flips
a coin for each unit and administers treatment accordingly. We call this a Bernoulli ran-
domization design, and it satisfies
Pr(Z = z) =
n∏
i=1
pzii (1− pi)1−zi
for some set of assignment probabilities p1, p2, . . . , pn bounded away from zero and one.
The outcomes of any two units are independent under a Bernoulli design when the no-
interference assumption holds. This is not the case when units interfere. A single treatment
may then affect two or more units, and the corresponding outcomes are dependent. That
is, two units’ outcomes are dependent when they are interference dependent according to
Definition 5. Restricting this dependence ensures that the effective sample size grows with
the nominal size and grants consistency.
Proposition 2. With a Bernoulli randomization design under restricted interference (As-
sumption 2), the ht and há estimators are consistent for eate and converge at the fol-
lowing rates:
τˆht − τeate = Op
(
n−0.5d0.5avg
)
, and τˆhá − τeate = Op
(
n−0.5d0.5avg
)
.
The Bernoulli design tends to be inefficient in small samples because the size of the
treatment groups vary over assignments. Experimenters often use designs that reduce the
variability in the group sizes. A common such design randomly selects an assignment with
equal probability from all assignments with a certain proportion of treated units:
Pr(Z = z) =
{ (
n
m
)−1 if ∑ni=1 zi = m,
0 otherwise,
where m = bpnc for some fixed p strictly between zero and one. The parameter p controls
the desired proportion of treated units. We call the design complete randomization.
Complete randomization introduces dependencies between assignments. These are not
of concern under no interference. The outcomes are only affected by a single treatment,
and the dependence between any two treatments is asymptotically negligible. This need
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not be the case when units interfere. There are two issues to consider.
The first issue is that the interference could interact with the experimental design so
that two units’ outcomes are strongly dependent asymptotically even when they are not
affected by a common treatment (i.e., when dij = 0). Consider, as an example, when one
unit is affected by the first half of the sample and another unit is affected by the second
half. Complete randomization introduces a strong dependence between the two halves. The
number of treated units in the first half is perfectly correlated with the number of treated
in the second half. The outcomes of the two units may therefore be (perfectly) correlated
even when no treatment affects them both. We cannot rule out that such dependencies
exist, but we can show that they are sufficiently rare under a slightly stronger version of
Assumption 2.
The second issue is that the dependencies introduced by the design distort our view
of the potential outcomes. Whenever a unit is assigned to a certain treatment condition,
units that interfere with the unit tend to be assigned to the other condition. One of the
potential outcomes in each assignment-conditional unit-level effect is therefore observed
more frequently than the other. The estimators implicitly weight the two potential out-
comes proportionally to their frequency, but the eate estimand weights them equally. The
discrepancy introduces bias. Seen from another perspective, the estimators do not separate
the effect of a unit’s own treatment from spillover effects of other units’ treatments.
As an illustration, consider when the potential outcomes are equal to the number of
treated units: yi(z) =
∑n
j=1 zj. eate equals one in this case, but the estimators are constant
at zero since the number of treated units (and, thus, all revealed potential outcomes) are
fixed at m. The design exactly masks the effect of a unit’s own treatment with a spillover
effect with the same magnitude but of the opposite sign.
In general under complete randomization, if the number of units interfering with a unit
is of the same order as the sample size, our view of the unit’s potential outcomes will
be distorted also asymptotically. Similar to the first issue, we cannot rule out that such
distortions exist, but restricted interference implies that they are sufficiently rare. Taken
together, this establishes consistency under complete randomization.
Proposition 3. With a complete randomization design under restricted interference (As-
sumption 2) and C1 = o
(
n0.5
)
, the ht and há estimators are consistent for eate and
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converge at the following rates:
τˆht−τeate = Op
(
n−0.5d0.5avg+n
−0.5C1
)
, and τˆhá−τeate = Op
(
n−0.5d0.5avg+n
−0.5C1
)
.
The proposition requires C21 = o(n) in addition to Assumption 2. Both C21 and davg are
bounded from below by C1 and from above by C22 , so they tend to be close. It is when dij
aligns with Iij to a large extent that C21 dominates davg. For example, if all interference
dependent units are interfering with each other directly, so that dij = Iij, then C1 = davg.
The ht and há estimators are known to be root-n consistent for ate under no inter-
ference. Reassuringly, the no-interference assumption is equivalent to davg = C1 = 1, and
Propositions 2 and 3 reproduce the existing result. The propositions, however, make clear
that absence of interference is not necessary for such rates, and we may still allow for non-
trivial amounts of interference. In particular, root-n rates follow whenever the interference
dependence does not grow indefinitely with the sample size. That is, when davg is bounded.
Corollary 1. With a Bernoulli or complete randomization design under bounded interfer-
ence, davg = O(1), the ht and há estimators are root-n consistent for eate.
5.2.2 Paired randomization
Complete randomization restricts treatment assignment to ensure treatment groups with a
fixed size. The paired randomization design imposes even greater restrictions. The sample
is divided into pairs, and the units in each pair are assigned to different treatments. It
is implicit that the sample size is even so that all units are paired. Paired randomization
could be forced on the experimenter by external constraints or used to improve precision
(see, e.g., Fogarty, 2018, and the references therein).
Let ρ : U → U describe a pairing so that ρ(i) = j indicates that units i and j are
paired. The pairing is symmetric, so the self-composition of ρ is the identity function. The
paired randomization design then satisfies
Pr(Z = z) =
{
2−n/2 if zi 6= zρ(i) for all i ∈ U,
0 otherwise.
The design accentuates the two issues we faced under complete randomization. Un-
der paired randomization, Zi and Zj are perfectly correlated also asymptotically whenever
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ρ(i) = j. We must consider to what degree the dependencies between assignments in-
troduced by the design align with the structure of the interference. The following two
definitions quantify the alignment.
Definition 7 (Pair-induced interference dependence).
eavg =
1
n
n∑
i=1
n∑
j=1
eij, where eij =
{
1 if (1− dij)I`iIρ(`)j = 1 for some ` ∈ U,
0 otherwise.
Definition 8 (Within-pair interference). Rsum =
∑n
i=1 Iρ(i)i.
The dependence within any set of finite number of treatments is asymptotically negli-
gible under complete randomization, and issues only arose when the number of treatments
affecting a unit was of the same order as the sample size. Under paired randomization,
the dependence between the outcomes of two units not affected by a common treatment
can be asymptotically non-negligible even when each unit is affected by an asymptotically
negligible fraction of the sample. In particular, the outcomes of units i and j such that
dij = 0 could be (perfectly) correlated if two other units k and ` exist such that k interferes
with i and ` interferes with j, and k and ` are paired. The purpose of Definition 7 is to
capture such dependencies. The definition is similar in structure to Definition 5. Indeed,
the upper bound from Lemma 1 applies so that eavg ≤ C22 .
The second issue we faced under complete randomization is affected in a similar fashion.
No matter the number of units that are interfering with unit i, if one of those units is the
unit paired with i, we cannot separate the effects of Zi and Zρ(i). The design imposes
Zi = 1 − Zρ(i), so any effect of Zi on i’s outcome could just as well be attributed to Zρ(i).
Such dependencies will introduce bias, just as they did under complete randomization.
However, unlike the previous design, restricted interference does not imply that the bias
will vanish as the sample grows. We must separately ensure that this type of alignment
between the design and the interference is sufficiently rare. Definition 8 captures how
common interference is between paired units. The two definitions allow us to restrict the
degree to which the interference aligns with the pairing in the design.
Assumption 3 (Restricted pair-induced interference). eavg = o(n).
Assumption 4 (Pair separation). Rsum = o(n).
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Experimenters may find that Assumption 3 is quite tenable under restricted interference.
As both eavg and davg are bounded by C22 , restricted pair-induced interference tends to
hold in cases where restricted interference can be assumed. It is, however, possible that
the latter assumption holds even when the former does not if paired units are interfering
with sufficiently disjoint sets of units.
Whether pair separation holds largely depends on how the pairs were formed. It is, for
example, common that the pairs reflect some social structure (e.g., paired units may live
in the same household). The interference tends to align with the pairing in such cases, and
Assumption 4 is unlikely to hold. Pair separation is more reasonable when pairs are formed
based on generic background characteristics. This is often the case when the experimenter
uses the design to increase precision. The assumption could, however, still be violated if
the background characteristics include detailed geographic data or other information likely
to be associated with the interference.
Proposition 4. With a paired randomization design under restricted interference, re-
stricted pair-induced interference and pair separation (Assumptions 2, 3 and 4), the ht
and há estimators are consistent for eate and converge at the following rates:
τˆht − τeate = Op
(
n−0.5d0.5avg + n
−0.5e0.5avg + n
−1Rsum
)
,
τˆhá − τeate = Op
(
n−0.5d0.5avg + n
−0.5e0.5avg + n
−1Rsum
)
.
5.3 Arbitrary experimental designs
We conclude this section by considering sequences of experiments with unspecified designs.
Arbitrary experimental designs may align with the interference just like the paired design.
We start the investigation by introducing a set of definitions that allow us to characterize
such alignment in a general setting.
It will prove useful to collect all treatments affecting a particular unit i into a vector:
Z˜i = (I1iZ1, I2iZ2, . . . , IniZn).
The vector is defined so that its jth element is Zj if unit j is interfering with i, and zero
otherwise. Similar to above, let Z˜−i be the (n − 1)-dimensional vector constructed by
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deleting the ith element from Z˜i. The definition has the following convenient property:
Yi = yi(Z) = yi
(
Z˜i
)
, and yi(z;Z−i) = yi
(
z; Z˜−i
)
.
This allows us to capture the alignment between the design and the interference using Z˜i.
For example, because Yi = yi
(
Z˜i
)
, the outcomes of two units i and j are independent
whenever Z˜i and Z˜j are independent. The insight allows us to characterize the outcome
dependence introduced by the experimental design by the dependence between Z˜i and
Z˜j. Similarly, the dependence between Zi and Z˜−i governs how distorted our view of the
potential outcomes is.
We use the alpha-mixing coefficient introduced by Rosenblatt (1956) to measure the
dependence between the assignment vectors. Specifically, for two random variables X and
Y defined on the same probability space, let
α
(
X, Y
)
= sup
x∈σ(X)
y∈σ(Y )
∣∣Pr(x ∩ y)− Pr(x) Pr(y) ∣∣,
where σ(X) and σ(Y ) denote the sub-sigma-algebras generated by the random variables.
The coefficient α(X, Y ) is zero if and only ifX and Y are independent, and increasing values
indicate increasing dependence. The maximum is α(X, Y ) = 1/4. Unlike the Pearson
correlation coefficient, the alpha-mixing coefficient is not restricted to linear associations
between two scalar random variables, and it can capture any type of dependence between
any two sets of random variables. The coefficient allows us to define measures of the average
amount of dependence between Z˜i and Z˜j and between Zi and Z˜−i.
Definition 9 (External and internal average mixing coefficients). For the maximum values
q and s such that Assumptions 1B and 1C hold, let
αext =
1
n
n∑
i=1
n∑
j=1
(1− dij)
[
α
(
Z˜i, Z˜j
)] q−2
q , and αint =
n∑
i=1
[
α
(
Zi, Z˜−i
)] s−1
s ,
where 00 is defined as zero to accommodate the cases q = 2 and s = 1.
Each term in the external mixing coefficient captures the dependence between the treat-
ments affecting unit i and the treatments affecting unit j. If the dependence between Z˜i
and Z˜j tends to be weak or rare, αext will be small compared to n. Similarly, if dependence
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between Zi and Z˜−i tends to be weak or rare, αint will be small relative to n. In this
sense, the external and internal mixing coefficients are generalizations of Definitions 7 and
8. Indeed, one can show that αext ∝ eavg and αint ∝ Rsum under paired randomization
where the proportionality constants are given by q and s. The generalized definitions allow
for generalized assumptions.
Assumption 5 (Design mixing). αext = o(n).
Assumption 6 (Design separation). αint = o(n).
Design mixing and separation stipulate that dependence between treatments are suf-
ficiently rare or sufficiently weak (or some combination thereof). This encapsulates and
extends the conditions in the previous sections. In particular, complete randomization
under bounded interference constitutes a setting where dependence is weak: α
(
Z˜i, Z˜j
)
ap-
proaches zero for all pairs of units with dij = 0. Paired randomization under Assumption
3 constitutes a setting where dependence is rare: α
(
Z˜i, Z˜j
)
may be 1/4 for some pairs of
units with dij = 0, but these are an asymptotically diminishing fraction of the total number
of pairs. Complete randomization under the conditions of Proposition 3 combines the two
settings: α
(
Z˜i, Z˜j
)
might be non-negligible asymptotically for some pairs with dij = 0,
but such pairs are rare. For all other pairs with dij = 0, the pair-level mixing coefficient
approaches zero quickly. A similar comparison can be made for the design separation
assumption.
Proposition 5. Under restricted interference, design mixing and design separation (As-
sumptions 2, 5 and 6), the ht and há estimators are consistent for eate and converge at
the following rates:
τˆht − τeate = Op
(
n−0.5d0.5avg + n
−0.5α0.5ext + n
−1αint
)
,
τˆhá − τeate = Op
(
n−0.5d0.5avg + n
−0.5α0.5ext + n
−1αint
)
.
Remark 1. The convergence results for Bernoulli and paired randomization presented in
the previous sections can be proven as consequences of Proposition 5. This is not the case
for complete randomization. The current proposition applied to that design would suggest
slower rates of convergence than given by Proposition 3. This highlights that Proposition
5 provides worst-case rates for all designs that satisfy the stated conditions. Particular
designs might be better behaved and, thus, ensure that the estimators converge at faster
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rates. For complete randomization, one can prove that restricted interference implies a
stronger mixing condition than the conditions defined above. In particular, Lemmas A12
and A13 in Supplement A provide bounds on the external and internal mixing coefficients
when redefined using the mixing concept introduced by Blum et al. (1963). Proposition 3
follows from this stronger mixing property.
Remark 2. If no units interfere, Z˜−i is constant at zero, and Assumption 6 is trivially
satisfied. No interference does, however, not imply that Assumption 5 holds. Consider
a design that restricts all treatments to be equal: Z1 = Z2 = · · · = Zn. The external
mixing coefficient would not be zero in this case; in fact, αext → n/4. This shows that one
must limit the dependencies between treatment assignments even when no units interfere.
Proposition 5 can, in this sense, be seen as an extension of the restrictions imposed in
Theorem 1 in Robinson (1982).
5.4 When design separation fails
Experimental designs tend to induce dependence between treatments of units that interfere,
and experimenters might find it hard to satisfy design separation. We saw one example of
such a design with paired randomization. It might for this reason be advisable to choose
uniform designs such as the Bernoulli or complete randomization if one wants to investi-
gate treatment effects under unknown interference. These designs cannot align with the
interference structure, and one need only consider whether the simpler interference condi-
tions hold. Another approach is to design the experiment so to ensure design separation.
For example, one should avoid pairing units that are suspected to interfere in the paired
randomization design.
It will, however, not always be possible to ensure that design separation holds. We
may ask what the consequences of such departures are. Without Assumption 6, the effect
of units’ own treatments cannot be separated from potential spillover effects, and the
estimators need not be consistent for eate. They may, however, converge to some other
quantity, and indeed, they do. The average distributional shift effect from Definition 4 is
defined using the conditional distributions of the outcomes. Thus, the estimand does not
attempt to completely separate the effect of a unit’s own treatment from spillover effects,
and design separation is not needed.
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Proposition 6. Under restricted interference and design mixing (Assumptions 2 and 5),
the ht and há estimators are consistent for adse and converge at the following rates:
τˆht − τadse = Op
(
n−0.5d0.5avg + n
−0.5α0.5ext
)
,
τˆhá − τadse = Op
(
n−0.5d0.5avg + n
−0.5α0.5ext
)
.
6 Confidence statements
The previous section demonstrated that the estimators concentrate around an interpretable
version of the average treatment effect in large samples. Experimenters generally present
such estimates together with various statements about the precision of the estimation
method. These statements should be interpreted with caution. This is because the preci-
sion of the estimator may be worse when units interfere, and conventional methods used
to estimate the precision may not be accurate.
The fact that the precision may be worse is clear from the rates of convergence. Given
that the design is prudently chosen, the estimators converge at a root-n rate under no
interference, but the propositions in the previous sections show that the estimators may
converge at a slower rate when units interfere. The precision will, however, generally
improve as the size of the sample grows. For example, as shown in the proof of Proposition 2,
the variance under a Bernoulli design can be bounded as Var(τˆht) ≤ k4n−1davg where k
is the constant in Assumption 1. Under Assumption 2, the variance converges to zero,
implying convergence in mean square. This is in contrast to similar estimators for other
estimands under arbitrary interference. For example, Basse & Airoldi (2018a) show that
the variance of the Horvitz-Thompson estimator does not generally decrease as the sample
grows when used to estimate the all-or-nothing effect discussed in Section 3.2.
6.1 The conventional variance estimator
Realizing that the precision may be worse under interference, one may ask whether common
methods used to gauge the precision accurately reflect this. In this section, we elaborate on
this question by investigating the validity of a commonly-used variance estimator. To avoid
some technical difficulties of little interest for the current discussion, we limit our focus to
the conventional Horvitz-Thompson estimator of the variance of the Horvitz-Thompson
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point estimator under a Bernoulli design:
V̂arber(τˆht) =
1
n2
n∑
i=1
ZiY
2
i
p2i
+
1
n2
n∑
i=1
(1− Zi)Y 2i
(1− pi)2 .
The estimator is conservative under no interference, meaning that its expectation is
greater than the true variance. On a normalized scale, the bias does not diminish asymp-
totically, so inferences based on the estimator will be conservative also in large samples. In
particular, with a Bernoulli design under no interference
n
[
V̂arber(τˆht)− Var(τˆht)
]
p−→ τmsq ≥ 0,
where τmsq is the mean square treatment effect:
τmsq =
1
n
n∑
i=1
(
E[τi(Z−i)]
)2
.
We define τmsq using τi(Z−i) because this will allow us to use it in the following discussion.
In the current setting, we could just as well have used τi because τi(z−i) does not depend
on z−i when units do not interfere.
To characterize the behavior of the estimator under interference, it is helpful to introduce
additional notation. Let ξij(z) be the expected treatment effect on unit i’s outcome of
changing unit j’s treatment given that i is assigned to treatment z. In other words, it is
the spillover effect from j to i holding i’s treatment fixed at z. Formally, we can express
this as
ξij(z) = E[yij(z, 1;Z−ij)− yij(z, 0;Z−ij)],
where, similar to above,
Z−ij = (Z1, . . . , Zi−1, Zi+1, . . . , Zj−1, Zj+1, . . . , Zn)
is the treatment vector with the ith and jth elements deleted, and yij(a, b; z−ij) is unit i’s
potential outcome when units i and j are assigned to treatment a and b, respectively, and
the remaining units’ assignments are z−ij.
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To describe the overall spillover effect between two units, consider
ξ˘ij = E
[
ξij(1− Zi)
]
= (1− pi)ξij(1) + piξij(0).
This is the expected spillover effect using the opposite probabilities for i’s treatment. That
is, if i has a low probability of be assigned Zi = 1, so that pi is close to zero, then ξ˘ij gives
more weight to ξij(1), which is the spillover effect when Zi = 1. Let
Y˘i = (1− pi) E[Yi | Zi = 1] + pi E[Yi | Zi = 0],
the same type of average for the outcome of unit i. These type of quantities occasionally
appear in variances of design-based estimators. The “tyranny of the minority” estimator
introduced by Lin (2013) is one such example.
Proposition 7. Under a Bernoulli design and Assumption 1 with q ≥ 4,
nd−1avg
[
V̂arber(τˆht)− Var(τˆht)
]
p−→ τmsq
davg
−B1 −B2,
where
B1 =
1
ndavg
n∑
i=1
∑
j 6=i
(
ξ˘ij ξ˘ji + 2Y˘j
[
ξij(1)− ξij(0)
])
,
B2 =
1
ndavg
n∑
i=1
∑
j 6=i
1∑
a=0
1∑
b=0
(−1)a+b Cov(Yi, Yj ∣∣ Zi = a, Zj = b).
The proposition extends the previous limit result to settings with interference. Indeed,
as shown by Corollary A5 in Supplement A, the limit under no interference is a special case
of Proposition 7. The relevant scaling under interference is nd−1avg rather than n, accounting
for the fact that the variance may diminish at a slower rate. In particular, the scaling
ensures that nd−1avg Var(τˆht) is on a constant scale. The constant q in Assumption 1 is now
required to be at least four, as is typically the case to ensure the convergence of variance
estimators.
Compared to the setting without interference, the limit contains two additional terms.
The first additional term, B1, captures the consequence of direct interference between the
units. That is, it captures whether unit i interferes with j directly, so ξ˘ji 6= 0. If there is
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no interference, there are no spillover effects, so ξij(1) = ξij(0) = 0, and B1 is zero. The
second term captures the consequence of indirect interference. That is, when a third unit
interferes with both units i and j. There are no such units when there is no interference,
and B2 is zero.
While all three terms can dominate the others asymptotically, the third will generally be
the relevant one. In particular, if the average interference dependence grows, so davg →∞,
then τmsq is negligible on a normalize scale. The amount of direct interference dependence
is given by C1, so B1 = O(d−1avgC1). The amount of indirect dependence is given by davg,
so B2 = O(1). Hence, B2 is the dominating term whenever davg dominates C1, which, as
we noted above, is the case whenever the interference is not too tightly clustered.
The key insight here is that when there is interference, these two additional terms are
generally non-zero, and they may be both positive and negative. As a consequence, the
variance estimator may be asymptotically anti-conservative, painting an overly optimistic
picture about the precision of the point estimator. Using the conventional variance esti-
mator under interference will, in other words, be misleading.
6.2 Alternative estimators
Having established that the variance estimator may be overly optimistic, the next question
is if we can account for the potential anti-conservativeness. The route we will explore here
is to inflate the conventional estimator with various measures of the amount of interfer-
ence. Besides providing a simple way to construct a reasonable variance estimator when
these measures are known, or presumed to be known, this route facilitates constructive
discussions about the consequences of interference even when the measures are not known.
In particular, a sensitivity analysis becomes straightforward as the conventional variance
estimates are simply multiplied by the sensitivity parameter.
We will not derive the limits of these modified variance estimators. Indeed, they do
not always have limits. We will instead focus on the main property we seek, namely
conservativeness in large samples. This is captured by a one-sided consistency property, as
described in the following definition.
Definition 10. A variance estimator Vˆ is said to be asymptotically conservative with
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respect to the variance of τˆht if
lim
ε→0+
lim
n→∞
Pr
(
nd−1avg
[
Vˆ − Var(τˆht)
] ≤ −ε) = 0.
The interference measure that first might come to mind is the one from above, namely
the average interference dependence, davg. Using this quantity for the inflation, we would
get the following estimator:
V̂aravg(τˆht) = davgV̂arber(τˆht).
This will, however, generally not be enough to ensure conservativeness. The concern is
that the interference structure could couple with the potential outcomes in such a way that
the interference introduces dependence exactly between units with large outcomes. Using
davg for the inflation requires that no such coupling takes place, or that it is asymptotically
negligible. The following proposition formalizes the idea.
Proposition 8. The variance estimator V̂aravg(τˆht) is asymptotically conservative under
a Bernoulli design if Assumptions 1 and 2 hold with q ≥ 4 and sdσ2 = o(d−1rmsdavg) where
sdσ2 =
√√√√ 1
n
n∑
i=1
[
σ2i −
1
n
n∑
j=1
σ2j
]2
, σ2i = Var
(
ZiYi
pi
− (1− Zi)Yi
1− pi
)
,
and drms =
√√√√ 1
n
n∑
i=1
d2i .
The condition sdσ2 = o(d−1rmsdavg) is the design-based equivalent of a homoscedasticity
assumption. In particular, σ2i is the unit-level contribution to the variance of the point
estimator, so sdσ2 is the standard deviation of the unit-level variances. The quantity drms
is the root mean square of di, and davg is the average, so d−1rmsdavg ≤ 1. The condition
thus states that the sdσ2 diminishes quickly, requiring that the unit-level variances are
approximately the same. When this is the case, no coupling of consequence can happen,
so the inflated estimator is conservative.
The homoscedasticity condition in Proposition 8 is strong, and it will generally not
hold. The estimator must in these cases be further inflated. In particular, to capture
possible coupling, the inflation factor must take into account the skewness of the unit-level
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interference dependencies. A straightforward way is to substitute the maximum for the
mean, producing
V̂armax(τˆht) = dmaxV̂arber(τˆht),
where dmax is the maximum of di over i ∈ U.
Proposition 9. The variance estimator V̂armax(τˆht) is asymptotically conservative under
a Bernoulli design if either
1. Assumption 1 holds with q ≥ 4 and dmax = o(n0.5d0.5avg), or
2. Assumptions 1 and 2 hold with q ≥ 4 and τmsq = Ω(1).
The proposition demonstrates that the variance estimator inflated with dmax is conser-
vative without homoscedasticity assumptions. The first case states that dmax is dominated
by the geometric mean of n and davg, saying that the maximum di does not grow too quickly
compared to the average. The condition ensures that the inflated estimator concentrates.
As noted above, however, an estimator can be asymptotically conservative even when it
is not convergent. The concern in that case is that part of the sampling distribution may
approach zero at a faster rate than the inflation factor, leading to anti-conservativeness. A
sufficient condition to avoid such behavior is the second case, namely that τmsq is asymp-
totically bounded from below. In other words, that the unit-level treatment effects do not
concentrate around zero, implying either that the average treatment effect is not zero or
that there is some effect heterogeneity.
Using dmax for the inflation will generally be too conservative. An intermediate option
between the average and the maximum would be ideal. Let D be a matrix whose typical
argument is dij, and let λ1 be the largest eigenvalue of this matrix. Put differently, if dij
denotes edges in a graph in which the units are vertices, then λ1 is the spectral radius of
that graph. The quantity acts as a measure of the amount of interference in the sense that
λ1 = 1 when there is no interference, and λ1 = n when all units are interference dependent.
Furthermore, λ1 weakly increases with the interference. Using this quantity as the inflation
factor, the variance estimator becomes
V̂arsr(τˆht) = λ1V̂arber(τˆht).
The spectral radius is such that davg ≤ λ1 ≤ dmax, indicating that the estimator inflated by
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λ1 is more conservative than when inflated by davg but less conservative than when inflated
by dmax. The inflation is sufficient for conservativeness under similar conditions as before.
Proposition 10. The variance estimator V̂arsr(τˆht) is asymptotically conservative under
a Bernoulli design if either
1. Assumption 1 holds with q ≥ 4 and λ1 = o(n0.5d0.5avg), or
2. Assumptions 1 and 2 hold with q ≥ 4 and τmsq = Ω(1).
The adjustments needed for conservativeness highlights that the interference may intro-
duce considerable imprecision. These inflation factors are, however, constructed to accom-
modate the worse case. As noted above, interference may in some cases improve precision,
and no inflation is required in such cases. More information about the interference struc-
ture is, however, needed to take advantage of such precision improvements when estimating
the variance. For example, Aronow et al. (2018) construct a variance estimator when di
is known for all units. Improvements may also be possible if larger departures from the
conventional variance estimator are acceptable. For example, it is sufficient to use drms
as the inflation factor if higher moments of the unit-level variances is substituted for the
conventional estimator. This will generally be less conservative than the estimator inflated
by the spectral radius because davg ≤ drms ≤ λ1.
6.3 Tail bounds
Experimenters often use variance estimates to construct bounds on the tails of the sampling
distribution. A common approach is to combine a conservative variance estimator with a
normal approximation of the sampling distribution of a point estimator, motivated by a
central limit theorem. Such approximations may be reasonable when the interference is
very sparse. For example, Theorem 2.7 in Chen & Shao (2004) applies to the ht point
estimator under the Bernoulli design if dmax = O(1), showing that the sampling distribution
is approximately normal in large samples. Chin (2019) improves this to dmax = o(n0.25).
Both conditions are, however, considerably stronger than Assumption 2. The following
proposition shows that normal approximations will generally not be appropriate under the
conditions considered in this paper.
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Proposition 11. Chebyshev’s inequality is asymptotically sharp with respect to the sam-
pling distribution of the ht estimator for every sequence of Bernoulli designs under As-
sumptions 1 and 2. The inequality remains sharp when Assumption 2 is strengthened to
davg = O(1) and dmax = O(n0.5).
Tail bounds based on Chebyshev’s inequality are more conservative than those based on
a normal distribution, so the proposition implies that a normal approximation is appropriate
only under stronger conditions than those used for consistency in Section 5. Indeed, davg =
O(1) was the strongest interference condition under consideration in that section, providing
root-n consistency. Proposition 11 can be extended to other designs, including complete
and paired randomization, as discussed in its proof in Supplement A.
The conclusion is that Chebyshev’s inequality is an appropriate way to construct confi-
dence intervals and conduct testing when it is not reasonable to assume that dmax = o(n0.5).
The inequality will be overly conservative when dmax = o(n0.25), and it remains an open
question whether it is sharp when dmax = o(nx) for 0.25 < x ≤ 0.5. It may be possible to
prove a central limit theorem, or otherwise derive less conservative tail bounds, even when
dmax is large if one imposes other types of assumptions, for example on the magnitude of
the interference.
7 Other designs and external validity
By marginalizing over the experimental design, eate captures an average treatment effect
in the experiment that actually was implemented. A consequence is that the estimand may
have taken a different value if another design were used. Experimenters know that the
results from a single experiment may not extend beyond the present sample. When units
interfere, concerns about external validity should include experimental designs as well.
In this section, we elaborate on this concern by asking to what degree the effect for
one design generalizes to other designs. Because the experiment only provides information
about the potential outcomes on its support, the prospects of extrapolation are limited.
The hope is that an experiment may be informative of the treatment effects under designs
that are close to the one that was implemented.
It will be helpful to introduce notation that allows us to differentiate between the actual
design and an alternative design that could have been implemented but was not. Let P
denote the probability measure of the design that was implemented, and let Q be the
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probability measure of the alternative design. A subscript indicates which measure various
operators refer to. For example, EP [Yi] is the expected outcome for unit i under the P
design, and EQ[Yi] is the same under the alternative design. The question we ask here is
how informative
τp-eate = EP [τate(Z)]
is about
τq-eate = EQ[τate(Z)].
To answer this question, we will use measures of closeness of designs. The measure
is given meaning by coupling it with some type of structural assumption on the potential
outcomes. The stronger these structural assumptions, the more we can hope to extrapolate.
In line with the rest of the paper, we focus a relatively weak assumption here, effectively
limiting ourselves to local extrapolation.
Assumption 7 (Bounded unit-level effects). There exists a constant kτ such that |τi(z)| ≤
kτ for all i ∈ U and z ∈ {0, 1}n−1.
The assumption is not implied by Assumption 1. The regularity conditions used above
ensure that the potential outcomes are well-behaved with respect to the design that was
actually implemented. The conditions do not ensure that they are well-behaved under other
designs. Assumption 7 can from this perspective be seen as an extension of Assumption 1C.
It remains to define a measure of closeness of designs. A straightforward choice is the
total variation distance between the distributions of the designs:
δ(P,Q) = sup
x∈F
|P (x)−Q(x)|,
where F is the event space of the designs, typically the power set of {0, 1}n. The distance
is the largest difference in probability between the designs for any event in the event space.
It is an unforgiving measure; it defines closeness purely as overlap between the two distri-
butions. Its advantage is that it requires little structure on the potential outcomes to be
informative. In particular, Assumption 7 implies that the assignment-conditional average
treatment effect function, τate(z), is bounded, which gives the following result.
Proposition 12. Given Assumption 7,
|τp-eate − τq-eate| ≤ 2kτδ(P,Q).
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The intuition behind the proposition is straightforward. If the two designs overlap to
a large degree, then the marginalization over τate(z) will overlap to a similar large degree.
While straightforward, it is a good illustration that an experiment is relevant beyond the
current design under relatively weak assumptions. However, given the unforgiving nature
of the total variation distance, the bound says little more than that the designs must be
close to identical to be informative of each other. A simple example illustrates the concern.
The example compares the estimand under a Bernoulli design with pi = 1/2 for all
units with the estimand under complete randomization with p = 1/2. Consider the event∑n
i=1 Zi = bn/2c. By construction of the complete randomization design, the probability
of this event is one. Under Bernoulli randomization, the probability is bounded as
1
2n
(
n
bn/2c
)
= O(n−0.5).
Hence, the total variation distance between the designs approaches one. When taken at
face value, this means that eate under one of the designs provides no more information
about the estimand under the other design than what is already provided by Assumption 7.
We can sharpen this bound if we know that the interference is limited. There are several
ways to take advantage of a sparse interference structure when extrapolating between de-
signs. The route we explore here is to consider how sparseness affects the average treatment
effect function, as captured in the following lemma.
Lemma 2. Given Assumption 7, τate(z) is 2kτn−1/rCr/(r−1)-Lipschitz continuous with re-
spect to the Lr distance over {0, 1}n for any r ≥ 1.
The lemma shows that τate(z) does not change too quickly in z under sparse interference.
The intuition is that changing a unit’s treatment can affect a limited number of other units
when the interference is sparse, and the bound on the unit-level treatment effects limits
how consequential the change can be on the affected units. The lemma uses Cr/(r−1) to
measure the amount of interference rather than davg. This is the moment of the unit-
level interference count defined in Section 4, where these moments were used to bound
davg. The lemma can be sharpened if more information about the potential outcomes is
available. For example, the factor 2kτ can be reduced if Assumption 7 is substituted with
a Lipschitz continuity assumption directly on unit-level effects.
Despite being intuitively straightforward, Lemma 2 is powerful because the Lr distances
are fairly forgiving. However, to take advantage of this forgivingness, we must modify the
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measure of design closeness so that it incorporates the geometry given by the distance. The
Wasserstein metric accomplishes this, and it couples well with Lipschitz continuity.
Let J (P,Q) collect all distributions (Z′,Z′′) over {0, 1}n×{0, 1}n such that the marginal
distributions of Z′ and Z′′ are P and Q, respectively. Each distribution in J (P,Q) can
be seen as a way to transform P to Q by moving mass between the {0, 1}n points in
the marginal distributions. The Wasserstein metric is the least costly way to make this
transformation with respect to the Lr distance:
Wr(P,Q) = inf
J∈J (P,Q)
EJ
[‖Z′ − Z′′‖r],
where the subscript denotes the underlying Lr distance rather than the order of the Wasser-
stein metric, which is always taken to be one here. This metric is more forgiving than the
total variation distance because it goes beyond direct overlap and also considers how close
the non-overlapping parts of the distributions are. An application of the Kantorovich–
Rubinstein duality theorem (Edwards, 2011) provides the following result.
Proposition 13. Given Assumption 7,
|τp-eate − τq-eate| ≤ 2kτn−1/rCr/(r−1)Wr(P,Q).
The proposition highlights the key insight of this section. If the amount of interference
does not grow too quickly relative to the difference between the designs as captured by the
Wasserstein metric,
Cr/(r−1)Wr(P,Q) = o
(
n1/r
)
,
then the expected average treatment effects under the two designs will converge. The
optimal choice of r depends on how unevenly the interference is distributed among the units.
For example, if the interference is skewed, then r = 2 may be reasonable to avoid being
sensitive to the outliers. Here, Cr/(r−1) = C2 is the root mean square of the interference
count. If all units interfere with approximately the same number of other units, then r = 1
is a better choice, in which case Cr/(r−1) is taken to be C∞.
Our example with the Bernoulli and complete randomization designs provides a good
illustration. When r = 2, the corresponding Wasserstein distance between the designs
is W2(P,Q) = O(n0.25). It follows that the two estimands converge as long as C2 =
o(n0.25). When r = 1, the corresponding Wasserstein distance is W1(P,Q) = O(n0.5), so
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the estimands converge whenever C∞ = o(n0.5).
The proposition may prove useful also when the estimands do not converge. For exam-
ple, we have n−1/rWr(P,Q) ∼ |p − q|1/r when P and Q are two complete randomization
designs with p and q as their respective assignment probabilities. The corresponding esti-
mands will thus generally not converge, but Proposition 13 may provide a useful bound if
Cr/(r−1) and |p − q| are reasonably small. The bound is especially informative when more
is known about the potential outcomes so that the factor 2kτ can be reduced.
8 Simulation study
Supplement B presents a simulation study to illustrate and complement the results pre-
sented here. We focus on three types of data generating processes in this study, differing in
the structure of the interference. In particular, we investigate when the interference is con-
tained within groups of units, when the interference structure is randomly generated and
when only one unit is interfering with other units. For each type of interference structure,
we alter the amount of interference ranging from davg = 1 to davg = n.
The findings from the simulation study corroborate the theoretical results. The esti-
mators are shown to approach eate at the rates predicted by the propositions above, and
they generally do not converge when Assumption 2 does not hold. There are, however,
situations where they converge at faster rates than those given by the propositions above.
This captures the fact that the theoretical results focus on the worst case given the stated
conditions. For example, in one of the settings we investigate in the simulations, the exper-
imental design aligns with the interference structure in such a way that the design almost
perfectly counteracts the interference. The precision of the estimator does not significantly
depend on the amount of interference in this case. The setting is, however, rather artificial,
and it was picked to illustrate exactly this point. A slight modification of the data gener-
ating process breaks the behavior. We direct readers to the supplement for further insights
from the simulation study.
9 Concluding remarks
Experimenters worry about interference. The first line of attack tends to be to design
experiments so to minimize the risk that units interfere. One could, for example, physically
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isolate the units throughout the study. The designs needed to rule out interference may,
however, make the experiments so alien to the topics under study that the findings are no
longer relevant; the results would not generalize to the real world where units do interfere.
When design-based fixes are undesirable or infeasible, one could try to account for any
lingering interference in the analysis. This, however, requires detailed knowledge about the
structure of the interference. The typical experimenter neither averts all interference by
design nor accounts for it in the analysis. They conduct and analyze the experiment as
if no units interfere, even when the no-interference assumption, at best, holds true only
approximately. The disconnect between assumptions and reality is reconciled by what
appears to be a common intuition among experimenters that goes against the conventional
view: unmodeled interference is not a fatal flaw so long as it is limited. Our results provide
rigorous justification for this intuition.
The eate estimand generalizes the average treatment effect to experiments with inter-
ference. All interpretations of ate do, however, not apply. In particular, eate cannot be
interpreted as the difference between the average outcome when no unit is treated and the
average outcome when all units are treated. The estimand is the expected, marginal effect
of changing a single treatment in the current experiment. From a practical perspective,
these marginal effects are relevant to policy makers considering decisions along an intensive
margin. From a theoretical perspective, eate could act as a sufficient statistic for a struc-
tural model, thereby allowing researchers to pin down theoretically important parameters
(Chetty, 2009).
The main contribution of the paper is, however, to describe what can be learned from
an experiment under unknown and arbitrary interference. As shown by Basse & Airoldi
(2018a) and others, causal inference under interference tends to require strong assumptions.
The current results nevertheless show that experiments are informative of eate under weak
assumptions. The insight is valuable even when eate is not the parameter of primary
interest because it shows what can be learned from an experiment without imposing a
model or making strong structural assumptions. A comparison can be made with the local
average treatment effect (late) estimand for the instrumental variable estimator (Imbens
& Angrist, 1994). The local effect may not be the parameter of primary interest, but it
is relevant because it describes what can be learned in experiments with noncompliance
without strong assumptions about, for example, constant treatment effects.
We conjecture that the results in this paper extend also to observational studies. Sev-
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eral issues must, however, be addressed before such results can be shown formally. These
issues are mainly conceptual in nature. We do not know of a stochastic framework that
can accommodate unknown and arbitrary interference in an observational setting. This is
because the design (or the assignment mechanism as it is often called in an observational
setting) is unknown here. A common way to approach this problem is to approximate
the assignment mechanism with a design that is easy to analyze, for example a Bernoulli
design, and assume that the units’ marginal treatment probabilities are given by a function
of only the units’ own characteristics. The concern with this approach is that the behavior
of the estimators is sensitive to details of the design, as shown in Proposition 5, so the
design used for the approximation may not be appropriate. Furthermore, the treatment
probabilities may be functions of other units’ characteristics, effectively capturing interfer-
ence in treatment assignment. Forastiere et al. (2017) address these concerns by assuming
that a unit’s treatment probability is a function of both its own characteristics and the
characteristics of its neighbors in an interference graph. This route can, however, not be
taken here because the interference structure is not known.
Another potential solution is to extend the stochastic framework to include sampling
variability, assuming that the current sample is drawn from some larger, possibly infinite,
population. When interference is investigated in this type of regime, the units are generally
assumed to be sampled in such a way to maintain the interference structure. The units
can, for example, be assumed to be sampled in groups. However, the only way to ensure
that the interference structure is maintained under arbitrary interference is to consider
the whole sample being sampled jointly. Tchetgen Tchetgen et al. (2019) address this
concern by assuming that the outcomes are independently and identically generated from
some common distribution conditional on all relevant aspects of the interference, which, for
example, could include the number of treated units in a neighborhood in some interference
graph. However, this approach cannot be used here because the relevant aspects of the
interference are not known.
We have focused on the effect of a unit’s own treatment. The results are, however, not
necessarily restricted to “direct” treatment effects as typically defined. In particular, the
pairing between units and treatments is arbitrary in the causal model, and an experiment
could have several reasonable pairings. Consider, for example, when the intervention is
to give some drug to the units in the sample. The most natural pairing might be to let
a unit’s treatment indicator denote whether we give the drug to the unit itself. We may,
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however, just as well let it denote whether we give the drug to, say, the unit’s spouse (who
may be in the sample as well). eate would then be the expected spillover effect between
spouses. In this sense, the current investigation applies both to usual treatment effects
and rudimentary spillover effects. We conjecture that the results can be extended to other
definitions of treatment, and they would in that case afford robustness to unknown and
arbitrary interference for more intricate spillover effects.
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Supplement A: Proofs
A1 Overview
We start by proving consistency under the Bernoulli design for the ht estimator. A bound
on the variance for each of the two terms in the estimator follows from the definition of
interference dependence (Lemma A9). (We consider the two terms of the estimators sepa-
rately throughout the proof as this simplifies the derivations considerably.) The estimator
is unbiased for eate (Lemma A8), so the variance bound provides convergence in proba-
bility (and in mean square) using the restricted interference assumption. Consistency for
the há estimator can then be proven by linearization (Lemma A10).
This approach must be modified to accommodate other designs. In particular, the ht
estimator may not be unbiased for eate when treatment assignment is not independent.
The route we take is to show that the ht estimator is unbiased for adse under any design
that satisfy the regularity conditions. Once the variance of the ht estimator is derived,
this provides the rate of convergence with respect to adse using the same method as
above. Consistency of the estimators with respect to eate is proven by showing that adse
converges to eate under the stipulated conditions.
Deriving the variance of the ht estimator and the rate of convergence of adse to
eate under paired randomization follow essentially the same structure as under Bernoulli
design (Lemma A18). The only difference is that we also need to account for pair-induced
interference dependence. The tasks are less straightforward for complete randomization
and arbitrary designs.
For complete randomization, our approach is to show that the dependence between
two disjoint sets of treatment assignments can be bounded by the product of the sizes of
the sets if the sets are sufficiently small (Lemma A13). The dependence bound can then
be used to bound the covariance between the outcomes of units that are not interference
dependent if the number of units that interfere with them are sufficiently few (Lemma
A15). We show that our interference conditions imply that most units are affected by a
sufficiently small number of other units, so the covariance bound can be applied for most
pairs of units. The covariance for the remaining pairs is simply bounded by the regularity
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conditions. Convergence of adse to eate follows a similar logic but applied to the first
moments (Lemmas A12 and A14).
For arbitrary designs, a bound on the variance of the ht estimator follows fairly straight-
forwardly from a covariance bound based on the alpha-mixing coefficient known in the lit-
erature (Lemma A22). The proof of the convergence of adse to eate builds on the same
logic, but is less straightforward since, to the best of our knowledge, no bound currently
exist in the literature and we must derive it ourselves (Lemma A20).
A2 Miscellaneous definitions and lemmas
Definition A1.
µz =
1
n
n∑
i=1
E[yi(z;Z−i)], µ˘z =
1
n
n∑
i=1
E[yi(z;Z−i) | Zi = z],
µˆz =
1
n
n∑
i=1
1[Zi = z]Yi
Pr(Zi = z)
, nˆz =
n∑
i=1
1[Zi = z]
Pr(Zi = z)
.
Corollary A1.
τeate = µ1 − µ0, τadse = µ˘1 − µ˘0, τˆht = µˆ1 − µˆ0, τˆhá = n
nˆ1
µˆ1 − n
nˆ0
µˆ0,
τˆht− τadse = (µˆ1− µ˘1)− (µˆ0− µ˘0), τˆhá− τadse =
(
n
nˆ1
µˆ1− µ˘1
)
−
(
n
nˆ0
µˆ0− µ˘0
)
.
Proof. Follows directly from Definitions A1, 3, 4 and 6.
Lemma A1. E[µˆz] = µ˘z.
Proof. Assumption 1A ensures that Pr(Zi = z) > 0. Recall that Yi = yi(Zi;Z−i), so:
E[µˆz] =
1
n
n∑
i=1
E
[
1[Zi = z]Yi
]
Pr(Zi = z)
=
1
n
n∑
i=1
Pr(Zi = z) E[Yi | Zi = z]
Pr(Zi = z)
=
1
n
n∑
i=1
E[yi(z;Z−i) | Zi = z].
Lemma A2. E[nˆz] = n.
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Proof. Assumption 1A ensures that Pr(Zi = z) > 0, so:
E[nˆz] =
n∑
i=1
E
[
1[Zi = z]
]
Pr(Zi = z)
=
n∑
i=1
Pr(Zi = z)
Pr(Zi = z)
= n.
Lemma A3. If Assumption 1B holds with q ≥ 2a, then:
Cov
(
1[Zi = z]Y
a
i ,1[Zj = z]Y
a
j
) ≤ k2a,
for all i, j ∈ U and z ∈ {0, 1}.
Proof. The Cauchy–Schwarz inequality gives:
Cov
(
1[Zi = z]Y
a
i ,1[Zj = z]Y
a
i
) ≤ [Var(1[Zi = z]Y ai )Var(1[Zj = z]Y ai )]0.5
≤
[
E
[|Yi|2a]E[|Yj|2a]]0.5
≤
[
E
[|Yi|q]2a/q E[|Yj|q]2a/q]0.5 Jensen’s inequality
≤
[
[kq]2a/q[kq]2a/q
]0.5
Assumption 1B
=
[
k4a
]0.5
= k2a.
Lemma A4.
∣∣E[yi(z;Z−i) | Zi = z]− E[yi(z;Z−i)]∣∣ ≤ 2k2 for all i ∈ U and z ∈ {0, 1}.
Proof. Assumption 1A and the law of total expectation give:
E
[|yi(z;Z−i)| ∣∣ Zi = z] ≤ E[|yi(z;Z−i)| ∣∣ Zi = z]
+
Pr(Zi = 1− z) E
[|yi(1− z;Z−i)| ∣∣ Zi = 1− z]
Pr(Zi = z)
=
E
[|yi(Zi;Z−i)|]
Pr(Zi = z)
=
E
[|Yi|]
Pr(Zi = z)
≤ k E[|Yi|].
Consider the expression to be bounded:
∣∣E[yi(z;Z−i) | Zi = z]− E[yi(z;Z−i)]∣∣ ≤ E[|yi(z;Z−i)| ∣∣ Zi = z]+ E[|yi(z;Z−i)|]
≤ k E[|Yi|]+ E[|yi(z;Z−i)|] ≤ 2k2,
where the last inequality follows from Assumptions 1B and 1C.
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Lemma A5. If the rate of convergence in the L2-norm for a sequence of random variables
is govern by a sequence (an), then the rate of convergence in probability is govern by (an).
Proof. It is well-known that convergence in the L2-norm implies convergence in probability.
It may be less known that the same hold for the rates of convergence. For completeness,
we provide a proof.
Consider a sequence of random variables (Xn) and a sequence of non-random variables
(xn). Let the sequence (an) denote the rate of convergence in the L2-norm of Xn to xn:√
E
[(
Xn − xn
)2]
= O(an).
Let κ be an arbitrary positive constant. Markov’s inequality gives:
Pr
(∣∣Xn − xn∣∣ ≥ κan) = Pr((Xn − xn)2 ≥ κ2a2n) ≤ E
[(
Xn − xn
)2]
κ2a2n
,
which, by the rate of convergence in the L2-norm, is bounded by λκ−2 for some constant
λ when n is sufficiently large. Thus, the probability that Xn − xn deviate from zero with
more than a fixed multiple of an can be bounded by any ε > 0 for sufficiently large n by
setting κ = λ0.5ε−0.5. In other words, Xn − xn = Op
(
an
)
.
Lemma A6. If µˆz − µ˘z = op(1) and nˆz/n− 1 = op(1), then:
n
nˆz
µˆz − µ˘z = Op
(
(µˆz − µ˘z) + (nˆz/n− 1)
)
.
Proof. Recall that Yi = yi(Zi;Z−i) and consider the absolute value of µ˘z:
|µ˘z| =
∣∣∣∣ 1n
n∑
i=1
E[Yi | Zi = z]
∣∣∣∣ ≤ 1n
n∑
i=1
E
[|Yi| ∣∣ Zi = z]
≤ k
n
n∑
i=1
Pr(Zi = z) E
[|Yi| ∣∣ Zi = z] Assumption 1A
≤ k
n
n∑
i=1
(
Pr(Zi = 1) E
[|Yi| ∣∣ Zi = 1]+ Pr(Zi = 0) E[|Yi| ∣∣ Zi = 0])
=
k
n
n∑
i=1
E
[|Yi|] ≤ k2,
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where the last inequality follows from Assumption 1B. Together with the premise that
nˆz/n− 1 = op(1), this ensures that (nˆz/n− 1)µ˘z = op(1).
The second premise ensures that we can disregard the event nˆz = 0, which gives:
n
nˆz
µˆz − µ˘z = µˆz − µ˘z
nˆz/n
− (nˆz/n− 1)µ˘z
nˆz/n
.
Let f(a, b) = a/b and consider the first order Taylor expansion of the two terms around
(0, 1):
µˆz − µ˘z
nˆz/n
= f
(
µˆz − µ˘z, nˆz/n
)
= (µˆz − µ˘z) + r1,
(nˆz/n− 1)µ˘z
nˆz/n
= f
(
(nˆz/n− 1)µ˘z, nˆz/n
)
= (nˆz/n− 1)µ˘z + r2,
so:
n
nˆz
µˆz − µ˘z = (µˆz − µ˘z)− (nˆz/n− 1)µ˘z + r1 − r2,
where r1 = op
(
(µˆz − µ˘z) + (nˆz/n − 1)
)
and r2 = op
(
(nˆz/n − 1)(µ˘z + 1)
)
since µˆz − µ˘z
converges in probability to zero and nˆz/n converges to one. The bound |µ˘z| ≤ k2 completes
the proof. Note that we cannot expand nµˆz/nˆz directly since µˆz and µ˘z may not be
convergent separately; our assumptions only ensure that µˆz − µ˘z converges.
A3 Proof of Lemma 1
Lemma 1. max
(
C1, n
−1C2∞
) ≤ davg ≤ C22 ≤ C2∞.
Proof. Start by showing C1 ≤ davg ≤ C22 ≤ C2∞. Note that Iij ≤ dij ≤
∑n
`=1 I`iI`j by
construction of Definition 5, and consider:
C1 =
1
n
n∑
i=1
n∑
j=1
Iij ≤ 1
n
n∑
i=1
n∑
j=1
dij = davg ≤ 1
n
n∑
i=1
n∑
j=1
n∑
`=1
I`iI`j
=
1
n
n∑
`=1
( n∑
i=1
I`i
)( n∑
j=1
I`j
)
=
1
n
n∑
`=1
c2` = C
2
2 ≤
1
n
n∑
i=1
C2∞ = C
2
∞.
Next, show n−1C2∞ ≤ davg. Consider the smallest davg for a given C∞. This is when
one unit ` interferes with C∞ units (including itself) and all other units interfere only with
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themselves. That is, when c` = C∞ and ci = 1 for i 6= `. For any other configuration,
we can remove interference relations for some pairs of units without affecting C∞, but the
removal would weakly decrease davg. Let A = {i : I`i = 1} be the set of units which unit
` interferes with. The interference dependencies will be such that dij = 1 if and only if
i, j ∈ A or i = j. There are |A| = C∞ units in A by construction, so the number of pairs
of units with i, j ∈ A is C2∞. The number of pairs with i = j is n, but C∞ of them also
satisfy i, j ∈ A. Hence, the number of pairs i, j ∈ U such that dij = 1 is C2∞ + (n − C∞),
so for this configuration:
davg =
1
n
n∑
i=1
n∑
j=1
dij =
C2∞ + (n− C∞)
n
.
Because this was the configuration with the smallest davg for a given C∞, it is a lower bound
of davg for any configuration. That is, the following inequality holds for any interference
structure:
C2∞ + (n− C∞)
n
≤ davg.
After rearranging terms and noting that (n− C∞) ≥ 0, we get:
C2∞ ≤ ndavg − (n− C∞) ≤ ndavg.
Lemma A7. eavg ≤ C22 .
Proof. The proof follows a similar structure as the proof of Lemma 1. Definition 7 gives
eij =
∑n
`=1(1 − dij)I`iIρ(`)j ≤
∑n
`=1 I`iIρ(`)j. Note that 2xy ≤ x2 + y2 for any x and y by
Young’s inequality for products. Now consider:
eavg =
1
n
n∑
i=1
n∑
j=1
eij ≤ 1
n
n∑
i=1
n∑
j=1
n∑
`=1
I`iIρ(`)j =
1
n
n∑
`=1
c`cρ(`)
≤ 1
2n
n∑
`=1
[
c2` + c
2
ρ(`)
]
=
1
2n
n∑
`=1
c2` +
1
2n
n∑
`=1
c2ρ(`) = C
2
2 .
A4 Proof of Proposition 1
Proposition 1. For every sequence of experimental designs, if Assumption 2 does not hold,
there exists a sequence of potential outcomes satisfying Assumption 1 such that the ht and
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há estimators do not converge in probability to eate.
Proof. Let λ = lim supn→∞ n−1davg. Assumption 2 is equivalent to λ = 0, so if it does
not hold, we know that λ is strictly greater than zero. The definition of λ implies that
davg ≥ λn happens infinitely often. In these cases, set the potential outcomes to:
yi(z) =
 ndλ
0.5ne−1z1
[
zi Pr(Zi = 1)− (1− zi) Pr(Zi = 0)
]
if i ≤ dλ0.5ne,
0 otherwise,
where d·e is the ceiling function. This implies:
dij =
 1 if i = j or i, j ≤ dλ
0.5ne,
0 otherwise,
so we have:
davg =
1
n
n∑
i=1
n∑
j=1
dij =
1
n
dλ0.5ne∑
i=1
dλ0.5ne∑
j=1
dij +
1
n
n∑
i=dλ0.5ne+1
dii =
dλ0.5ne2
n
+
n− dλ0.5ne
n
,
which gives davg ≥ λn for any finite n and davg ∼ λn asymptotically, as desired. (These
potential outcomes may not replicate a specified sequence of davg exactly. However, the
limit superior of n−1davg for the constructed sequence is λ, and it thus replicates the relevant
asymptotic behavior of the specified sequence. One can modify the proof to replicate the
specified sequence exactly, but this would complicate the proof without providing additional
insights.)
We must now ensure that the stipulated potential outcomes satisfy our regularity condi-
tions. For i > dλ0.5ne, we have yi(z) = 0 for all z, so the moment conditions in Assumption
1 trivially hold. For i ≤ dλ0.5ne, we can bound the potential outcomes for all z by:
|yi(z)| ≤ ndλ0.5ne−1
[
Pr(Zi = 1) + Pr(Zi = 0)
] ≤ λ−0.5,
so Assumptions 1B and 1C hold even when q → ∞ and s → ∞ since k = λ−0.5 is a valid
constant for the moment conditions.
49
Consider the eate estimand:
τeate =
1
n
n∑
i=1
(
E[yi(1;Z−i)]− E[yi(0;Z−i)]
)
=
E[y1(1;Z−1)]
n
+
n∑
i=2
(
E[yi(1;Z−i)]
n
− E[yi(0;Z−i)]
n
)
=
Pr(Z1 = 1)
dλ0.5ne +
dλ0.5ne∑
i=2
(
E
[dλ0.5ne−1Z1 Pr(Zi = 1)]+ E[dλ0.5ne−1Z1 Pr(Zi = 0)])
=
Pr(Z1 = 1)
dλ0.5ne +
Pr(Z1 = 1)
dλ0.5ne
dλ0.5ne∑
i=2
(
Pr(Zi = 1) + Pr(Zi = 0)
)
= Pr(Z1 = 1).
Then consider the ht estimator:
τˆht =
1
n
n∑
i=1
ZiYi
Pr(Zi = 1)
− 1
n
n∑
i=1
(1− Zi)Yi
Pr(Zi = 0)
=
Z1y1(Z)
nPr(Z1 = 1)
+
1
n
n∑
i=2
Ziyi(Z)
Pr(Zi = 1)
− 1
n
n∑
i=2
(1− Zi)yi(Z)
Pr(Zi = 0)
=
Z1
dλ0.5ne +
1
n
dλ0.5ne∑
i=2
ndλ0.5ne−1Z1Zi Pr(Zi = 1)
Pr(Zi = 1)
+
1
n
dλ0.5ne∑
i=2
ndλ0.5ne−1Z1(1− Zi) Pr(Zi = 0)
Pr(Zi = 0)
=
Z1
dλ0.5ne +
Z1
dλ0.5ne
dλ0.5ne∑
i=2
Zi +
Z1
dλ0.5ne
dλ0.5ne∑
i=2
(1− Zi) = Z1.
By Assumption 1A, there exists a constant k > 0 such that k−1 ≤ Pr(Z1 = 1) ≤ 1 − k−1.
Subsequently, |τˆht − τeate| = |Z1 − Pr(Z1 = 1)| ≥ k−1 with probability one whenever
davg ≥ λn, which, as we already noted, happens infinitely often. The proof for τˆhá follows
the same structure.
A5 Proof of Proposition 2
Lemma A8. Under Bernoulli randomization, τeate = τadse.
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Proof. By Definition 4 and Yi = yi(Zi;Z−i), we have:
τadse =
1
n
n∑
i=1
(
E[yi(1;Z−i) | Zi = 1]− E[yi(0;Z−i) | Zi = 0]
)
.
The Bernoulli design makes the conditioning inconsequential since Z−i and Zi are indepen-
dent, and we get:
τadse =
1
n
n∑
i=1
(
E[yi(1;Z−i)]− E[yi(0;Z−i)]
)
.
Finally, we move the summation inside the expectation and apply Definitions 2 and 3:
τadse = E
[
1
n
n∑
i=1
[yi(1;Z−i)− yi(0;Z−i)]
]
= E
[
1
n
n∑
i=1
τi(Z−i)
]
= E
[
τate(Z)
]
= τeate.
Lemma A9. Under Bernoulli randomization, µˆz − µ˘z = Op
(
n−0.5d0.5avg
)
.
Proof. Consider the variance of µˆz:
Var(µˆz) = Var
(
1
n
n∑
i=1
1[Zi = z]Yi
Pr(Zi = z)
)
=
1
n2
n∑
i=1
n∑
j=1
Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
Pr(Zi = z) Pr(Zj = z)
≤ k
2
n2
n∑
i=1
n∑
j=1
Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
. Assumption 1A
Recall dij and davg from Definition 5:
Var(µˆz) ≤ k
2
n2
n∑
i=1
n∑
j=1
[
dij + (1− dij)
]
Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
≤ k
4
n2
n∑
i=1
n∑
j=1
dij +
k2
n2
n∑
i=1
n∑
j=1
(1− dij) Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
,
≤ k4n−1davg + k
2
n2
n∑
i=1
n∑
j=1
(1− dij) Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
,
where the second inequality follows from Lemma A3 and the last from Definition 5.
Recall that we can write Yi = yi(Z) = yi
(
Z˜i
)
, and thus:
Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
= Cov
(
1[Zi = z]yi
(
Z˜i
)
,1[Zj = z]yj
(
Z˜j
))
.
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Under the Bernoulli design, treatment assignments are independent. When dij = 0, no
treatment affects both units i and j. All treatments affecting a unit are collected in its Z˜i,
so dij = 0 implies that Z˜i and Z˜j are disjoint and, thus, independent. It follows:
(1− dij) Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
= 0.
We conclude that Var(µˆz) ≤ k4n−1davg.
Lemma A1 provides the rate of convergence in the L2-norm:√
E
[(
µˆz − µ˘z
)2]
=
√
E
[(
µˆz − E[µˆz]
)2]
=
√
Var(µˆz) = O(n−0.5d0.5avg),
which gives the rate of convergence in probability using Lemma A5.
Lemma A10. Under Bernoulli randomization and Assumption 2:
n
nˆz
µˆz − µ˘z = Op
(
n−0.5d0.5avg
)
.
Proof. Consider the variance of nˆz/n:
Var(nˆz/n) = Var
(
1
n
n∑
i=1
1[Zi = z]
Pr(Zi = z)
)
=
1
n2
n∑
i=1
Var
(
1[Zi = z]
)[
Pr(Zi = z)
]2
=
1
n2
n∑
i=1
1− Pr(Zi = z)
Pr(Zi = z)
≤ kn−1,
where the last inequality follows from Assumption 1A. Lemma A2 gives the rate of conver-
gence in the L2-norm of nˆz/n with respect to a sequence of ones:√
E
[(
nˆz/n− 1
)2]
=
√
E
[(
nˆz/n− E[nˆz/n]
)2]
=
√
Var(nˆz/n) = O(n−0.5),
which gives nˆz/n− 1 = Op
(
n−0.5
)
= op(1) using Lemma A5.
Assumption 2 and Lemma A9 imply µˆz − µ˘z = op(1). This allows for the application
of Lemma A6, which together with d0.5avg ≥ 1 give:
n
nˆz
µˆz − µ˘z = Op
(
n−0.5d0.5avg + n
−0.5) = Op(n−0.5d0.5avg).
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Proposition 2. With a Bernoulli randomization design under restricted interference (As-
sumption 2), the ht and há estimators are consistent for eate and converge at the fol-
lowing rates:
τˆht − τeate = Op
(
n−0.5d0.5avg
)
, and τˆhá − τeate = Op
(
n−0.5d0.5avg
)
.
Proof. Using Corollary A1 and Lemma A8, decompose the errors of the estimators:
τˆht − τeate = τˆht − τadse = (µˆ1 − µ˘1)− (µˆ0 − µ˘0),
τˆhá − τeate = τˆhá − τadse =
(
n
nˆ1
µˆ1 − µ˘1
)
−
(
n
nˆ0
µˆ0 − µ˘0
)
.
Lemmas A9 and A10 give the rates. Assumption 2 gives consistency.
A6 Proof of Proposition 3
Definition A2. Let m =
∑n
i=1 Zi be the element sum of Z (i.e., the number of treated
units).
Remark. Complete randomization implies that m = bpnc with probability one for some
fixed p strictly between zero and one.
Definition A3. Let ci =
∑n
j=1 Iji be the number of units interfering with unit i.
Lemma A11. n−1
∑n
i=1
c
i = C1.
Proof. Follows from a handshaking argument. Recall that C1 = n−1
∑n
i=1 ci, and reorder
the summation as such:
1
n
n∑
i=1
c
i =
1
n
n∑
i=1
n∑
j=1
Iji =
1
n
n∑
j=1
n∑
i=1
Iji =
1
n
n∑
j=1
cj = C1.
Lemma A12. Under complete randomization, for any i ∈ U such that ci ≤ min(m,n−m)
and any z ∈ {0, 1}:
max
z∈Z˜−i
∣∣∣∣Pr(Z˜−i = z | Zi = z)
Pr(Z˜−i = z)
− 1
∣∣∣∣ ≤ ciPr(Zi = z) min(m,n−m) ,
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where Z˜−i =
{
z ∈ {0, 1}n−1 : Pr(Z˜−i = z) > 0
}
is the support of Z˜−i.
Proof. Let ti(z) =
∑
j 6=i Ijizj be the element sum of z ∈ Z˜−i, and let Ti =
∑
j 6=i IjiZj be
the element sum of Z˜−i (i.e., the number of treated units interfering with i, excluding i
itself). Complete randomization implies that Zi and Z˜−i are independent conditional on
Ti, and as a consequence:
Pr
(
Z˜−i = z
∣∣ Zi = z)
Pr
(
Z˜−i = z
) = Pr(Ti = ti(z) ∣∣ Zi = z)Pr(Z˜−i = z ∣∣ Ti = ti(z), Zi = z)
Pr
(
Ti = ti(z)
)
Pr
(
Z˜−i = z
∣∣ Ti = ti(z))
=
Pr
(
Ti = ti(z)
∣∣ Zi = z)Pr(Z˜−i = z ∣∣ Ti = ti(z))
Pr
(
Ti = ti(z)
)
Pr
(
Z˜−i = z
∣∣ Ti = ti(z))
=
Pr
(
Ti = ti(z)
∣∣ Zi = z)
Pr
(
Ti = ti(z)
) .
We have Ti ≤ ci ≤ min(m,n −m), which, together with complete randomization, implies
that Ti is hyper-geometric according to:
Pr
(
Ti = t
)
=
(
m
t
)(
n−m
c
i − t
)(
n
c
i
)−1
,
Pr
(
Ti = t
∣∣ Zi = z) = z(m− 1
t
)(
n−m
c
i − t
)(
n− 1
c
i
)−1
+ (1− z)
(
m
t
)(
n−m− 1
c
i − t
)(
n− 1
c
i
)−1
.
It follows that:
Pr
(
T = t
∣∣ Zi = z)
Pr
(
T = t
) = (nci)(n−1
c
i
)[z (m−1t )(m
t
) + (1− z)(n−m−1ci−t )(n−m
c
i−t
) ].
Recall the definition of the binomial coefficient:(
x
y
)(
x−1
y
) = ( x!
y!(x− y)!
)(
(x− 1)!
y!(x− 1− y)!
)−1
=
x
x− y ,
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so we have:
Pr
(
Ti = t
∣∣ Zi = z)
Pr
(
Ti = t
) − 1 = (nci)(n−1
c
i
)[z (m−1t )(m
t
) + (1− z)(n−m−1ci−t )(n−m
c
i−t
) ]− 1
=
n
n− ci
[
z
m− t
m
+ (1− z)(n−m)− (
c
i − t)
n−m
]
− 1
=
n
n− ci
[
1− z t
m
− (1− z)
c
i − t
n−m −
n− ci
n
]
=
n
n− ci
[
c
i
n
− z t
m
− (1− z)
c
i − t
n−m
]
=
c
i
Pr(Zi = z)(n− ci)
[
Pr(Zi = z)− z t
c
i
− (1− z)
c
i − t
c
i
]
,
where the last equality exploits that nPr(Zi = z) = zm + (1− z)(n−m) under complete
randomization. The expression within brackets is strictly between −1 and 1, so it follows:∣∣∣∣Pr
(
T = t
∣∣ Zi = z)
Pr
(
T = t
) − 1∣∣∣∣ ≤ ciPr(Zi = z)(n− ci) ≤
c
i
Pr(Zi = z) min(m,n−m) ,
where ci ≤ min(m,n−m) ≤ max(m,n−m) gives the last inequality.
Lemma A13. Under complete randomization, for any i, j ∈ U such that dij = 0 and
4 ci
c
j ≤ min(m,n−m):
max
zi∈Z˜i
zj∈Z˜j
∣∣∣∣ Pr(Z˜i = zi, Z˜j = zj)
Pr(Z˜i = zi) Pr(Z˜j = zj)
− 1
∣∣∣∣ ≤ 2 ci cjmin(m,n−m) ,
where Z˜i =
{
z ∈ {0, 1}n : Pr(Z˜i = z) > 0
}
is the support of Z˜i.
Proof. Let Tmin = min(m,n−m) be the size of the smallest treatment group. Let ti(z) =∑n
j=1 Ijizj be the element sum of z ∈ Z˜i, and let Ti =
∑n
j=1 IjiZj be the element sum
of Z˜i (i.e., the number of treated units interfering with i including i itself). We have
0 ≤ Ti + Tj ≤ ci + cj ≤ Tmin since 4 ci cj ≤ Tmin by assumption and ci ≥ 1 by definition.
From dij = 0 we have that Z˜i and Z˜j are disjoint, thus complete randomization gives us
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Z˜i ⊥ Z˜j |Ti, Tj and Z˜i ⊥ Tj |Ti:
Pr(Z˜i = zi, Z˜j = zj)
Pr(Z˜i = zi) Pr(Z˜j = zj)
=
Pr
(
Ti = ti(zi), Tj = tj(zj)
)
Pr
(
Z˜i = zi, Z˜j = zj
∣∣ Ti = ti(zi), Tj = tj(zj))
Pr
(
Ti = ti(zi)
)
Pr
(
Z˜i = zi
∣∣ Ti = ti(zi))Pr(Tj = tj(zj))Pr(Z˜j = zj ∣∣ Tj = tj(zj))
=
Pr
(
Ti = ti(zi), Tj = tj(zj)
)
Pr
(
Z˜i = zi
∣∣ Ti = ti(zi))Pr(Z˜j = zj ∣∣ Tj = tj(zj))
Pr
(
Ti = ti(zi)
)
Pr
(
Z˜i = zi
∣∣ Ti = ti(zi))Pr(Tj = tj(zj))Pr(Z˜j = zj ∣∣ Tj = tj(zj))
=
Pr
(
Ti = ti(zi)
∣∣ Tj = tj(zj))
Pr(Ti = ti(zi))
.
Complete randomization implies that Ti is hypergeometric:
Pr
(
Ti = ti
)
=
(
m
ti
)(
n−m
c
i − ti
)(
n
c
i
)−1
,
Pr
(
Ti = ti
∣∣ Tj = tj) = (m− tj
ti
)(
n−m− ( cj − tj)
c
i − ti
)(
n− cj
c
i
)−1
,
where ti and tj are free variables. It follows:
Pr
(
Ti = ti
∣∣ Tj = tj)
Pr
(
Ti = ti
) = (m−tjti )(m
ti
) (n−m−( cj−tj)ci−ti )(
n−m
c
i−ti
) (nci)(
n− cj
c
i
) .
Recall the definition of the binomial coefficient:(
x
y
)(
x−z
y
) = ( x!
y!(x− y)!
)(
(x− z)!
y!(x− z − y)!
)−1
=
y−1∏
a=0
x− a
x− z − a,
so we have: (
m−tj
ti
)(
m
ti
) = ti−1∏
a=0
m− tj − a
m− a =
ti−1∏
a=0
(
1− tj
m− a
)
,(
n−m−( cj−tj)
c
i−ti
)(
n−m
c
i−ti
) = ci−ti−1∏
a=0
n−m− ( cj − tj)− a
n−m− a =
c
i−ti−1∏
a=0
(
1−
c
j − tj
n−m− a
)
,(
n
c
i
)(
n− cj
c
i
) = ci−1∏
a=0
n− a
n− cj − a =
c
i−1∏
a=0
(
1 +
c
j
n− cj − a
)
,
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Pr(Ti = ti | Tj = tj)
Pr(Ti = ti)
=
[
ti−1∏
a=0
(
1− tj
m− a
)][ ci−ti−1∏
a=0
(
1−
c
j − tj
n−m− a
)]
×
[
c
i−1∏
a=0
(
1 +
c
j
n− cj − a
)]
.
First, note that: [
ti−1∏
a=0
(
1− tj
m− a
)]
≥
(
1−
c
j
Tmin − ci
)ti
,[
c
i−ti−1∏
a=0
(
1−
c
j − tj
n−m− a
)]
≥
(
1−
c
j
Tmin − ci
) c
i−ti
,[
c
i−1∏
a=0
(
1 +
c
j
n− cj − a
)]
≥ 1,
so we have:
Pr(Ti = ti | Tj = tj)
Pr(Ti = ti)
≥
(
1−
c
j
Tmin − ci
)ti(
1−
c
j
Tmin − ci
) c
i−ti
=
(
1−
c
j
Tmin − ci
) c
i
=
c
i∑
a=0
(
c
i
a
)( − cj
Tmin − ci
)a
≥ 1−
c
i∑
a=1
(
c
i
a
)(
c
j
Tmin − ci
)a
,
where the third equality is a binomial expansion. It follows that:
Pr(Ti = ti | Tj = tj)
Pr(Ti = ti)
− 1 ≥ −
c
i∑
a=1
(
c
i
a
)(
c
j
Tmin − ci
)a
.
Next, bound the factors as:[
ti−1∏
a=0
(
1− tj
m− a
)]
≤ 1,[
c
i−ti−1∏
a=0
(
1−
c
j − tj
n−m− a
)]
≤ 1,[
c
i−1∏
a=0
(
1 +
c
j
n− cj − a
)]
≤
(
1 +
c
j
Tmin − ci
) c
i
,
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so we get:
Pr(Ti = ti | Tj = tj)
Pr(Ti = ti)
≤
(
1 +
c
j
Tmin − ci
) c
i
=
c
i∑
a=0
(
c
i
a
)(
c
j
Tmin − ci
)a
= 1 +
c
i∑
a=1
(
c
i
a
)(
c
j
Tmin − ci
)a
.
Taken together, it follows that:
−
c
i∑
a=1
(
c
i
a
)(
c
j
Tmin − ci
)a
≤ Pr(Ti = ti | Tj = tj)
Pr(Ti = ti)
− 1 ≤
c
i∑
a=1
(
c
i
a
)(
c
j
Tmin − ci
)a
.
The absolute value can thus be bounded as:∣∣∣∣Pr(Ti = ti | Tj = tj)Pr(Ti = ti) − 1
∣∣∣∣ ≤
c
i∑
a=1
(
c
i
a
)(
c
j
Tmin − ci
)a
≤
c
i∑
a=1
ca
i
(
c
j
Tmin − ci
)a
=
c
i∑
a=1
(
c
i
c
j
Tmin − ci
)a
=
(
c
i
c
j
Tmin − ci
) ci−1∑
a=0
(
c
i
c
j
Tmin − ci
)a
≤
(
c
i
c
j
Tmin − ci
) ∞∑
a=0
(
c
i
c
j
Tmin − ci
)a
.
By assumption, 4 ci cj ≤ Tmin, so ci cj ≤ Tmin − ci, and the geometric series converge:(
c
i
c
j
Tmin − ci
) ∞∑
a=0
(
c
i
c
j
Tmin − ci
)a
=
c
i
c
j
Tmin − ci ×
Tmin − ci
Tmin − ci − ci cj
=
c
i
c
j
Tmin − ci − ci cj ≤
c
i
c
j
Tmin − 2 ci cj ≤
2 ci
c
j
Tmin
,
where the last inequality follows from 4 ci cj ≤ Tmin.
Lemma A14. Under complete randomization, |τadse − τeate| ≤ 4k3n−1C1.
Proof. Let Tmin = min(m,n−m) and hi = 1[ ci ≤ Tmin]. Corollary A1 gives:
|τadse − τeate| =
∣∣(µ˘1 − µ1)− (µ˘0 − µ0)∣∣
=
∣∣∣∣ 1n
n∑
i=1
1∑
z=0
(2z − 1)
(
E[yi(z; Z˜−i) | Zi = z]− E[yi(z; Z˜−i)]
)∣∣∣∣
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≤ 1
n
n∑
i=1
1∑
z=0
∣∣∣E[yi(z; Z˜−i) | Zi = z]− E[yi(z; Z˜−i)]∣∣∣
=
1
n
n∑
i=1
hi
1∑
z=0
∣∣∣E[yi(z; Z˜−i) | Zi = z]− E[yi(z; Z˜−i)]∣∣∣
+
1
n
n∑
i=1
(1− hi)
1∑
z=0
∣∣∣E[yi(z; Z˜−i) | Zi = z]− E[yi(z; Z˜−i)]∣∣∣. (A1)
Let Z˜−i =
{
z ∈ {0, 1}n−1 : Pr(Z˜−i = z) > 0
}
be the support of Z˜−i and consider the
terms in the first sum in (A1):
hi
1∑
z=0
∣∣∣E[yi(z; Z˜−i) | Zi = z]− E[yi(z; Z˜−i)]∣∣∣
= hi
1∑
z=0
∣∣∣ ∑
z∈Z˜−i
[
Pr(Z˜−i = z | Zi = z)− Pr(Z˜−i = z)
]
yi(z; z)
∣∣∣
≤ hi
1∑
z=0
∑
z∈Z˜−i
∣∣Pr(Z˜−i = z | Zi = z)− Pr(Z˜−i = z)∣∣|yi(z; z)|
= hi
1∑
z=0
∑
z∈Z˜−i
Pr(Z˜−i = z)
∣∣∣∣Pr(Z˜−i = z | Zi = z)
Pr(Z˜−i = z)
− 1
∣∣∣∣|yi(z; z)|
≤ hi
1∑
z=0
c
i
Pr(Zi = z)Tmin
∑
z∈Z˜−i
Pr(Z˜−i = z)|yi(z; z)| Lemma A12
= hi
1∑
z=0
c
i
Pr(Zi = z)Tmin
E
[|yi(z;Z−i)|]
≤ 2hik
2 c
i
Tmin
. As. 1A and 1C
We can apply Lemma A12 since hi = 1 implies ci ≤ Tmin.
Note that (1− hi) ≤ (1− hi)T−1min ci since hi = 0 implies ci ≥ Tmin, so with Lemma A4,
it follows that:
(1− hi)
1∑
z=0
∣∣∣E[yi(z; Z˜−i) | Zi = z]− E[yi(z; Z˜−i)]∣∣∣ ≤ 4(1− hi)k2 ≤ 4(1− hi)k2 ci
Tmin
,
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and we get:
|τadse − τeate| ≤ 1
n
n∑
i=1
4k2 ci
Tmin
= 4k2T−1minC1 ≤ 4k3n−1C1,
where the second to last equality follows from Lemma A11, and the last inequality follows
from Assumption 1A.
Lemma A15. Under complete randomization, µˆz − µ˘z = Op
(
n−0.5d0.5avg + n
−0.5C1
)
.
Proof. First consider the variance of µˆz. Assumption 1A gives:
Var(µˆz) = Var
(
1
n
n∑
i=1
1[Zi = z]Yi
Pr(Zi = z)
)
≤ k
2
n2
n∑
i=1
n∑
j=1
Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
.
Let hij = 1[4 ci cj ≤ Tmin] and recall dij and davg from Definition 5:
Var(µˆz) ≤ k
2
n2
n∑
i=1
n∑
j=1
[
dij + (1− dij)hij + (1− dij)(1− hij)
]
× Cov(1[Zi = z]Yi,1[Zj = z]Yj)
≤ k4n−1davg + k
2
n2
n∑
i=1
n∑
j=1
[
(1− dij)hij + (1− dij)(1− hij)
]
× Cov(1[Zi = z]Yi,1[Zj = z]Yj),
where the last inequality follows from Lemma A3.
Recall that Yi = yi(Z) = yi
(
Z˜i
)
and let Z˜i =
{
z ∈ {0, 1}n : Pr(Z˜i = z) > 0
}
be the
support of Z˜i. Furthermore, let Tmin = min(m,n−m), and consider the covariance of the
terms with (1− dij)hij = 1 in the double sum:
Cov
(
1[Zi = z]yi
(
Z˜i
)
,1[Zj = z]yj
(
Z˜j
))
= E
[
1[Zi = z]yi
(
Z˜i
)
1[Zj = z]yj
(
Z˜j
)]− E[1[Zi = z]yi(Z˜i)]E[1[Zj = z]yj(Z˜j)]
=
[∑
zi∈Z˜i
∑
zj∈Z˜j
Pr(Z˜i = zi, Z˜j = zj)1[zi = z]yi
(
zi
)
1[zj = z]yj
(
zj
)]
−
[∑
zi∈Z˜i
Pr(Z˜i = zi)1[zi = z]yi
(
zi
)][∑
zj∈Z˜j
Pr(Z˜j = zj)1[zj = z]yj
(
zj
)]
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=
∑
zi∈Z˜i
∑
zj∈Z˜j
[
Pr(Z˜i = zi, Z˜j = zj)− Pr(Z˜i = zi) Pr(Z˜j = zj)
]
× 1[zi = z]yi
(
zi
)
1[zj = z]yj
(
zj
)
≤
∑
zi∈Z˜i
∑
zj∈Z˜j
∣∣Pr(Z˜i = zi, Z˜j = zj)− Pr(Z˜i = zi) Pr(Z˜j = zj)∣∣|yi(zi)||yj(zj)|
=
∑
zi∈Z˜i
∑
zj∈Z˜j
Pr(Z˜i = zi) Pr(Z˜j = zj)
∣∣∣∣ Pr(Z˜i = zi, Z˜j = zj)
Pr(Z˜i = zi) Pr(Z˜j = zj)
− 1
∣∣∣∣|yi(zi)||yj(zj)|
≤ 2
c
i
c
j
Tmin
∑
zi∈Z˜i
∑
zj∈Z˜j
Pr(Z˜i = zi) Pr(Z˜j = zj)|yi(zi)||yj(zj)|
=
2 ci
c
j
Tmin
E
[|yi(Z˜i)|]E[|yj(Z˜j)|] = 2 ci cj
Tmin
E
[|Yi|]E[|Yj|] ≤ 2k2 ci cj
Tmin
,
where Lemma A13 and Assumption 1B were used in the last two inequalities. We can
apply Lemma A13 since (1− dij)hij = 1 implies 4 ci cj ≤ Tmin.
Recall that hij = 1[4 ci cj ≤ Tmin], so we have (1−hij) ≤ (1−hij)4T−1min ci cj. With Lemma
A3, it follows that:
(1− dij)(1− hij) Cov
(
1[Zi = z]yi
(
Z˜i
)
,1[Zj = z]yj
(
Z˜j
)) ≤ (1− dij)(1− hij)k2
≤ (1− dij)(1− hij)4k
2 c
i
c
j
Tmin
.
Taken together, we have:
Var(µˆz) ≤ k4n−1davg + 4k
4
n2
n∑
i=1
n∑
j=1
[
(1− dij)hij + (1− dij)(1− hij)
] ci cj
Tmin
≤ k4n−1davg + 4k
4
n2
n∑
i=1
n∑
j=1
c
i
c
j
Tmin
= k4n−1davg +
4k4
Tmin
(
1
n
n∑
i=1
c
i
)(
1
n
n∑
j=1
c
j
)
= k4n−1davg + 4k4T−1minC
2
1 ≤ k4n−1davg + 4k5n−1C21 ,
where the second to last equality follows from Lemma A11 and the last inequality follows
from Assumption 1A.
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Lemma A1 provides the rate of convergence in the L2-norm:√
E
[(
µˆz − µ˘z
)2]
=
√
Var(µˆz) = O
([
n−1davg + n−1C21
]0.5)
.
Concavity of the square root implies:
[
n−1davg + n−1C21
]0.5 ≤ n−0.5d0.5avg + n−0.5C1,
so, with Lemma A5:
µˆz − µ˘z = Op
(
n−0.5d0.5avg + n
−0.5C1
)
.
Lemma A16. Under complete randomization, τˆhá = τˆht.
Proof. The number of treated units, m =
∑n
i=1 Zi, is fixed under complete randomization.
Furthermore, the marginal treatment probability is Pr(Zi = z) = zmn−1+(1−z)(n−m)n−1
for all units. It follows that:
nˆz =
n∑
i=1
1[Zi = z]
Pr(Zi = z)
=
n
zm+ (1− z)(n−m)
n∑
i=1
1[Zi = z] = n.
Together with Corollary A1, we have:
τˆhá =
n
nˆ1
µˆ1 − n
nˆ0
µˆ0 = µˆ1 − µˆ0 = τˆht.
Proposition 3. With a complete randomization design under restricted interference (As-
sumption 2) and C1 = o
(
n0.5
)
, the ht and há estimators are consistent for eate and
converge at the following rates:
τˆht − τeate = Op
(
n−0.5d0.5avg + n
−0.5C1
)
, and τˆhá − τeate = Op
(
n−0.5d0.5avg + n
−0.5C1
)
.
Proof. Using Corollary A1 and Lemma A16, decompose the errors of the estimators:
τˆht − τeate = τˆhá − τeate = (τˆht − τadse) + (τadse − τeate)
= (µˆ1 − µ˘1)− (µˆ0 − µ˘0) + (τadse − τeate).
Lemmas A14 and A15 give the rates. Assumption 2 and C1 = o
(
n0.5
)
give consistency.
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A7 Proof of Corollary 1
Corollary 1. With a Bernoulli or complete randomization design under bounded interfer-
ence, davg = O(1), the ht and há estimators are root-n consistent for eate.
Proof. Together with Lemma 1, davg = O(1) implies that C1 = O(1). The result then
follows directly from Propositions 2 and 3.
A8 Proof of Proposition 4
Lemma A17. Under paired randomization, |τadse − τeate| ≤ 2k2n−1Rsum.
Proof. Corollary A1 gives:
|τadse − τeate| =
∣∣(µ˘1 − µ1)− (µ˘0 − µ0)∣∣
=
∣∣∣∣ 1n
n∑
i=1
1∑
z=0
(2z − 1)
(
E[yi(z; Z˜−i) | Zi = z]− E[yi(z; Z˜−i)]
)∣∣∣∣
≤ 1
n
n∑
i=1
1∑
z=0
∣∣∣E[yi(z; Z˜−i) | Zi = z]− E[yi(z; Z˜−i)]∣∣∣.
Recall Rsum from Definition 8 and that ρ(i) gives the pairing in the paired randomization
design. Under this design, Zi = 1 − Zj when i = ρ(j) and Zi ⊥ Zj when i 6= ρ(j). As a
consequence, (1− Iρ(i)i) E[yi(z; Z˜−i) | Zi = z] = (1− Iρ(i)i) E[yi(z; Z˜−i)], which gives:
|τadse − τeate| ≤ 1
n
n∑
i=1
[
Iρ(i)i + (1− Iρ(i)i)
] 1∑
z=0
∣∣∣E[yi(z; Z˜−i) | Zi = z]− E[yi(z; Z˜−i)]∣∣∣
=
1
n
n∑
i=1
Iρ(i)i
1∑
z=0
∣∣∣E[yi(z; Z˜−i) | Zi = z]− E[yi(z; Z˜−i)]∣∣∣
≤ 2k
2
n
n∑
i=1
Iρ(i)i = 2k
2n−1Rsum.
where the second to last inequality follows from Lemma A4.
Lemma A18. Under paired randomization, µˆz − µ˘z = Op
(
n−0.5d0.5avg + n
−0.5e0.5avg
)
.
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Proof. We have Pr(Zi = z) = 0.5 under paired randomization, so:
Var(µˆz) =
1
n2
n∑
i=1
n∑
j=1
Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
Pr(Zi = z) Pr(Zj = z)
≤ 4
n2
n∑
i=1
n∑
j=1
Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
.
Recall dij and davg from Definition 5 and eij and eavg from Definition 7:
Var(µˆz) ≤ 4
n2
n∑
i=1
n∑
j=1
[
dij + (1− dij)eij + (1− dij)(1− eij)
]
× Cov(1[Zi = z]Yi,1[Zj = z]Yj)
≤ 4k2n−1davg + 4k2n−1eavg
+
4
n2
n∑
i=1
n∑
j=1
(1− dij)(1− eij) Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
.
where the last inequality follows from Lemma A3.
Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
can be non-zero in only three cases: when units i and j
are paired (i.e., ρ(i) = j); when some unit ` is interfering with both i and j (i.e., dij = 1);
or when some unit ` is interfering with i and its paired unit ρ(`) is interfering with j (i.e.,
eij = 1). Our definitions imply that dij + eij = 1 whenever ρ(i) = j. As a consequence, the
covariance is zero when dij = eij = 0:
(1− dij)(1− eij) Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
= 0,
and it follows that Var(µˆz) ≤ 4k2n−1davg + 4k2n−1eavg.
Lemma A1 and concavity of the square root provide the rate of convergence in the
L2-norm: √
E
[(
µˆz − µ˘z
)2]
=
√
Var(µˆz) = O
(
n−0.5d0.5avg + n
−0.5e0.5avg
)
,
so Lemma A5 gives the rate of convergence in probability.
Lemma A19. Under paired randomization, τˆhá = τˆht.
Proof. Under paired randomization Pr(Zi = z) = 0.5 and
∑n
i=1 1[Zi = z] = n/2, so it
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follows that:
nˆz =
n∑
i=1
1[Zi = z]
Pr(Zi = z)
= 2
n∑
i=1
1[Zi = z] = n.
Corollary A1 completes the proof:
τˆhá =
n
nˆ1
µˆ1 − n
nˆ0
µˆ0 = µˆ1 − µˆ0 = τˆht.
Proposition 4. With a paired randomization design under restricted interference, re-
stricted pair-induced interference and pair separation (Assumptions 2, 3 and 4), the ht
and há estimators are consistent for eate and converge at the following rates:
τˆht − τeate = Op
(
n−0.5d0.5avg + n
−0.5e0.5avg + n
−1Rsum
)
,
τˆhá − τeate = Op
(
n−0.5d0.5avg + n
−0.5e0.5avg + n
−1Rsum
)
.
Proof. Using Corollary A1 and Lemma A19, decompose the errors of the estimators:
τˆht − τeate = τˆhá − τeate = (τˆht − τadse) + (τadse − τeate)
= (µˆ1 − µ˘1)− (µˆ0 − µ˘0) + (τadse − τeate).
Lemmas A17 and A18 give the rates. Assumptions 2, 3 and 4 give consistency.
A9 Proof of Proposition 5
Lemma A20. Under arbitrary experimental designs, |τadse − τeate| ≤ 6k2n−1αint.
Proof. Corollary A1 gives:
|τadse − τeate| =
∣∣(µ˘1 − µ1)− (µ˘0 − µ0)∣∣
=
∣∣∣∣ 1n
n∑
i=1
1∑
z=0
(2z − 1)
(
E[yi(z; Z˜−i) | Zi = z]− E[yi(z; Z˜−i)]
)∣∣∣∣
≤ 1
n
n∑
i=1
1∑
z=0
∣∣∣E[yi(z; Z˜−i) | Zi = z]− E[yi(z; Z˜−i)]∣∣∣.
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Let Li(z) = 1[|yi(z; Z˜−i)| ≥ λi] for some λi > 0, and consider the terms in the outer sum:
1∑
z=0
∣∣∣E[yi(z; Z˜−i) | Zi = z]− E[yi(z; Z˜−i)]∣∣∣
=
1∑
z=0
∣∣∣E[Li(z)yi(z; Z˜−i) + (1− Li(z))yi(z; Z˜−i) | Zi = z]
− E[Li(z)yi(z; Z˜−i) + (1− Li(z))yi(z; Z˜−i)]
∣∣∣
≤
1∑
z=0
∣∣∣E[(1− Li(z))yi(z; Z˜−i) | Zi = z]− E[(1− Li(z))yi(z; Z˜−i)]∣∣∣ (A2)
+
1∑
z=0
∣∣∣E[Li(z)yi(z; Z˜−i) | Zi = z]− E[Li(z)yi(z; Z˜−i)]∣∣∣.
Consider the first term in expression (A2). Let Z˜−i =
{
z ∈ {0, 1}n−1 : Pr(Z˜−i = z) > 0
}
be the support of Z˜−i:
1∑
z=0
∣∣∣E[(1− Li(z))yi(z; Z˜−i) | Zi = z]− E[(1− Li(z))yi(z; Z˜−i)]∣∣∣
=
1∑
z=0
∣∣∣ ∑
z∈Z˜−i
(
Pr(Z˜−i = z | Zi = z)− Pr(Z˜−i = z)
)
1[|yi(z; z)| < λi]yi(z; z)
∣∣∣
=
1∑
z=0
∣∣∣ ∑
z∈Z˜−i
1
Pr(Zi = z)
(
Pr(Zi = z, Z˜−i = z)− Pr(Zi = z) Pr(Z˜−i = z)
)
× 1[|yi(z; z)| < λi]yi(z; z)
∣∣∣
≤
1∑
z=0
∑
z∈Z˜−i
1
Pr(Zi = z)
∣∣∣Pr(Zi = z, Z˜−i = z)− Pr(Zi = z) Pr(Z˜−i = z)∣∣∣
× 1[|yi(z; z)| < λi]|yi(z; z)|
≤ kλi
1∑
z=0
∑
z∈Z˜−i
∣∣Pr(Zi = z, Z˜−i = z)− Pr(Zi = z) Pr(Z˜−i = z)∣∣,
where the last equality follows from 1[|yi(z; z)| < λi]|yi(z; z)| ≤ λi and Assumption 1A.
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Note that, for any z ∈ {0, 1} and z ∈ Z˜−i:∣∣Pr(Zi = z, Z˜−i = z)− Pr(Zi = z) Pr(Z˜−i = z)∣∣
=
∣∣[Pr(Z˜−i = z)− Pr(Zi = 1− z, Z˜−i = z)]− [1− Pr(Zi = 1− z)]Pr(Z˜−i = z)∣∣
=
∣∣Pr(Zi = 1− z, Z˜−i = z)− Pr(Zi = 1− z) Pr(Z˜−i = z)∣∣,
so:
kλi
1∑
z=0
∑
z∈Z˜−i
∣∣Pr(Zi = z, Z˜−i = z)− Pr(Zi = z) Pr(Z˜−i = z)∣∣
= 2kλi
∑
z∈Z˜−i
∣∣Pr(Zi = 1, Z˜−i = z)− Pr(Zi = 1) Pr(Z˜−i = z)∣∣.
Consider the following sets:
Z+−i =
{
z ∈ Z˜−i : Pr(Zi = 1, Z˜−i = z) ≥ Pr(Zi = 1) Pr(Z˜−i = z)
}
,
Z−−i =
{
z ∈ Z˜−i : Pr(Zi = 1, Z˜−i = z) ≤ Pr(Zi = 1) Pr(Z˜−i = z)
}
,
so we can write:
2kλi
∑
z∈Z˜−i
∣∣Pr(Zi = 1, Z˜−i = z)− Pr(Zi = 1) Pr(Z˜−i = z)∣∣
= 2kλi
∑
z∈Z+−i
(
Pr(Zi = 1, Z˜−i = z)− Pr(Zi = 1) Pr(Z˜−i = z)
)
+ 2kλi
∑
z∈Z−−i
(
Pr(Zi = 1) Pr(Z˜−i = z)− Pr(Zi = 1, Z˜−i = z)
)
= 2kλi
(
Pr(Zi = 1, A
+)− Pr(Zi = 1) Pr(A+)
)
+ 2kλi
(
Pr(Zi = 1) Pr(A
−)− Pr(Zi = 1, A−)
)
= 2kλi
∣∣Pr(Zi = 1, A+)− Pr(Zi = 1) Pr(A+)∣∣
+ 2kλi
∣∣Pr(Zi = 1, A−)− Pr(Zi = 1) Pr(A−)∣∣,
where A+ is the event Z˜−i ∈ Z+−i and A− is the event Z˜−i ∈ Z−−i. A+ and A− are both
in the sub-sigma-algebra generated by Z˜−i (and so is the event Zi = 1 with respect to the
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algebra generated by Zi). It follows:
2kλi
∣∣Pr(Zi = 1, A+)− Pr(Zi = 1) Pr(A+)∣∣+ 2kλi∣∣Pr(Zi = 1, A−)− Pr(Zi = 1) Pr(A−)∣∣
≤ 4kλi max
A∈σ(Zi)
B∈σ(Z˜−i)
∣∣Pr(A ∩B)− Pr(A) Pr(B) ∣∣
= 4kλiα
(
Zi, Z˜−i
)
,
where α
(
Zi, Z˜−i
)
is the alpha-mixing coefficient as defined in the main text.
Consider the second term in expression (A2):
1∑
z=0
∣∣∣E[Li(z)yi(z; Z˜−i) ∣∣ Zi = z]− E[Li(z)yi(z; Z˜−i)]∣∣∣
=
1∑
z=0
∣∣∣E[Li(z)yi(z; Z˜−i) ∣∣ Zi = z]− Pr(Zi = z) E[Li(z)yi(z; Z˜−i) ∣∣ Zi = z]
− Pr(Zi = 1− z) E
[
Li(z)yi(z; Z˜−i)
∣∣ Zi = 1− z]∣∣∣
=
1∑
z=0
∣∣∣Pr(Zi = 1− z) E[Li(z)yi(z; Z˜−i) ∣∣ Zi = z]
− Pr(Zi = 1− z) E
[
Li(z)yi(z; Z˜−i)
∣∣ Zi = 1− z]∣∣∣
≤
1∑
z=0
(
Pr(Zi = 1− z) E
[
Li(z)|yi(z; Z˜−i)|
∣∣ Zi = z]
+ Pr(Zi = 1− z) E
[
Li(z)|yi(z; Z˜−i)|
∣∣ Zi = 1− z])
≤ k
1∑
z=0
(
Pr(Zi = z) E
[
Li(z)|yi(z; Z˜−i)|
∣∣ Zi = z]
+ Pr(Zi = 1− z) E
[
Li(z)|yi(z; Z˜−i)|
∣∣ Zi = 1− z])
= k
1∑
z=0
E
[
Li(z)|yi(z; Z˜−i)|
]
,
where Assumption 1A was used in the last inequality. Note that λs−1i Li(z)|yi(z; Z˜−i)| ≤
|yi(z; Z˜−i)|s with probability one for both z ∈ {0, 1} whenever s ≥ 1. It follows that:
E
[
Li(z)|yi(z; Z˜−i)|
] ≤ λ1−si E[|yi(z; Z˜−i)|s],
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and:
k E
[
Li(1)|yi(1; Z˜−i)|
]
+ k E
[
Li(0)|yi(0; Z˜−i)|
]
≤ kλ1−si E
[|yi(1; Z˜−i)|s]+ kλ1−si E[|yi(0; Z˜−i)|s].
The two terms in expression (A2) taken together yield:
1∑
z=0
∣∣∣E[yi(z; Z˜−i) | Zi = z]− E[yi(z; Z˜−i)]∣∣∣
≤ 4kλiα
(
Zi, Z˜−i
)
+ kλ1−si E
[|yi(1; Z˜−i)|s]+ kλ1−si E[|yi(0; Z˜−i)|s].
The expression is trivially zero when Z˜−i and Zi are independent, so we will consider
α
(
Zi, Z˜−i
)
> 0. Recall that the inequality holds for any λi > 0 and s ≥ 1. Set s to the
maximum value such that Assumption 1C holds and set λi =
[
α
(
Zi, Z˜−i
)]−1/s(
ymaxi
)1/s
where:
ymaxi = max
(
E
[|yi(1; Z˜−i)|s],E[|yi(0; Z˜−i)|s]).
It follows that:
4kλiα
(
Zi, Z˜−i
)
+ kλ1−si E
[|yi(1; Z˜−i)|s]+ kλ1−si E[|yi(0; Z˜−i)|s]
= 6kλiα
(
Zi, Z˜−i
)[4
6
+
E
[|yi(1; Z˜−i)|s]
6λsiα
(
Zi, Z˜−i
) + E[|yi(0; Z˜−i)|s]
6λsiα
(
Zi, Z˜−i
) ]
= 6k
[
α
(
Zi, Z˜−i
)] s−1
s
(
ymaxi
)1/s[4
6
+
E
[|yi(1; Z˜−i)|s]
6ymaxi
+
E
[|yi(0; Z˜−i)|s]
6ymaxi
]
≤ 6k[α(Zi, Z˜−i)] s−1s (ymaxi )1/s ≤ 6k2[α(Zi, Z˜−i)] s−1s ,
where the last inequality follows from ymaxi ≤ ks which is implied by Assumption 1C.
Returning to the main sum, Definition 9 finally gives us:
|τadse − τeate| ≤ 1
n
n∑
i=1
6k2
[
α
(
Zi, Z˜−i
)] s−1
s = 6k2n−1αint.
Proposition 5. Under restricted interference, design mixing and design separation (As-
sumptions 2, 5 and 6), the ht and há estimators are consistent for eate and converge at
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the following rates:
τˆht − τeate = Op
(
n−0.5d0.5avg + n
−0.5α0.5ext + n
−1αint
)
,
τˆhá − τeate = Op
(
n−0.5d0.5avg + n
−0.5α0.5ext + n
−1αint
)
.
Proof. Decompose the errors of the estimators:
τˆht − τeate = (τˆht − τadse) + (τadse − τeate),
τˆhá − τeate = (τˆhá − τadse) + (τadse − τeate).
Proposition 6 and Lemma A20 give the rates. Assumptions 2, 5 and 6 give consistency.
A10 Proof of Proposition 6
Lemma A21. Let X and Y be two arbitrary random variables defined on the same prob-
ability space such that E
[|X|a] ≤ ca and E[|Y |b] ≤ cb for some constants a, b and c where
a−1 + b−1 ≤ 1, we then have:
|Cov(X, Y )| ≤ 10[α(X, Y )]1−1/a−1/b E[|X|a]1/a E[|Y |b]1/b,
where α(X, Y ) is the alpha-mixing coefficient for X and Y as defined in the main text.
Proof. The lemma is, apart from trivial changes, equivalent to Lemma 7 in Davydov (1970).
Note that the condition on the exponents is erroneously written as a−1 + b−1 = 1 there.
Lemma A22. Under arbitrary experimental designs, µˆz− µ˘z = Op
(
n−0.5d0.5avg+n
−0.5α0.5ext
)
.
Proof. Assumption 1A gives:
Var(µˆz) = Var
(
1
n
n∑
i=1
1[Zi = z]Yi
Pr(Zi = z)
)
≤ k
2
n2
n∑
i=1
n∑
j=1
Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
≤ k
2
n2
n∑
i=1
n∑
j=1
[
dij + (1− dij)
]
Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
≤ k4n−1davg + k
2
n2
n∑
i=1
n∑
j=1
(1− dij) Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
,
70
where the last inequality follows from Definition 5 and Lemma A3. Consider the terms in
the double sum. We have Iii = 1 by definition, so the sub-sigma-algebra generated by Z˜i
is finer than the algebra generated by 1[Zi = z]Yi = 1[Zi = z]yi
(
Z˜i
)
, from which it follows
that α
(
1[Zi = z]Yi,1[Zj = z]Yj
) ≤ α(Z˜i, Z˜j). Lemma A21 then gives:
Cov
(
1[Zi = z]Yi,1[Zj = z]Yj
)
≤ 10[α(Z˜i, Z˜j)] q−2q E[1[Zi = z]|Yi|q]1/q E[1[Zj = z]|Yj|q]1/q
≤ 10[α(Z˜i, Z˜j)] q−2q E[|Yi|q]1/q E[|Yj|q]1/q
≤ 10k2[α(Z˜i, Z˜j)] q−2q , Assumption 1B
where q is the maximum value satisfying Assumption 1B. Definition 9 yields:
Var(µˆz) ≤ k4n−1davg + 10k
4
n2
n∑
i=1
∑
j 6=i
(1− dij)
[
α
(
Z˜i, Z˜j
)] q−2
q = k4n−1davg + 10k4n−1αext.
Lemma A1 and concavity of the square root provide the rate of convergence in the
L2-norm: √
E
[(
µˆz − µ˘z
)2]
=
√
Var(µˆz) = O
(
n−0.5d0.5avg + n
−0.5α0.5ext
)
,
so Lemma A5 gives the rate of convergence in probability.
Lemma A23. Under arbitrary experimental designs satisfying Assumptions 2 and 5:
n
nˆz
µˆz − µ˘z = Op
(
n−0.5d0.5avg + n
−0.5α0.5ext
)
.
Proof. First, consider the variance of nˆz/n. Assumption 1A gives:
Var(nˆz/n) = Var
(
1
n
n∑
i=1
1[Zi = z]
Pr(Zi = z)
)
≤ k
2
n2
n∑
i=1
n∑
j=1
Cov
(
1[Zi = z],1[Zj = z]
)
=
k2
n2
n∑
i=1
n∑
j=1
[
Pr(Zi = z, Zj = z)− Pr(Zi = z) Pr(Zj = z)
]
≤ k
2
n2
n∑
i=1
∑
j 6=i
α
(
Zi, Zj
) ≤ k2davg
n
+
k2
n2
n∑
i=1
n∑
j=1
(1− dij)α
(
Zi, Zj
)
,
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where the second to last inequality follows from the definition of the alpha-mixing coeffi-
cient. The last inequality follows from 0 ≤ α(Zi, Zj) ≤ 0.25.
Note that Iii = 1 by definition. It then follows that the sub-sigma-algebra generated by
Z˜i is finer than the algebra generated by Zi, and we have α
(
Zi, Zj
) ≤ α(Z˜i, Z˜j):
Var(nˆz/n) ≤ k
2davg
n
+
k2
n2
n∑
i=1
n∑
j=1
(1− dij)α
(
Z˜i, Z˜j
)
≤ k
2davg
n
+
k2
n2
n∑
i=1
n∑
j=1
(1− dij)
[
α
(
Z˜i, Z˜j
)] q−2
q = k2n−1davg + k2n−1αext,
where q is the maximum value satisfying Assumption 1B. The second to last inequality
follows from q ≥ 2 and 0 ≤ α(Z˜i, Z˜j) ≤ 0.25.
Lemma A2 and concavity of the square root give the rate of convergence in the L2-norm
of nˆz/n with respect to a sequence of ones:√
E
[(
nˆz/n− 1
)2]
=
√
E
[(
nˆz/n− E[nˆz/n]
)2]
=
√
Var(nˆz/n) = O
(
n−0.5d0.5avg + n
−0.5α0.5ext
)
.
Lemma A5 then gives nˆz/n− 1 = Op
(
n−0.5d0.5avg + n
−0.5α0.5ext
)
. Thus, under Assumptions 2
and 5, we have nˆz/n−1 = op(1). We can apply Lemma A6 since µˆz− µ˘z = op(1) is implied
by Lemma A22 and Assumptions 2 and 5, which completes the proof.
Proposition 6. Under restricted interference and design mixing (Assumptions 2 and 5),
the ht and há estimators are consistent for adse and converge at the following rates:
τˆht − τadse = Op
(
n−0.5d0.5avg + n
−0.5α0.5ext
)
,
τˆhá − τadse = Op
(
n−0.5d0.5avg + n
−0.5α0.5ext
)
.
Proof. Using Corollary A1, decompose the errors of the estimators:
τˆht − τadse = (µˆ1 − µ˘1)− (µˆ0 − µ˘0),
τˆhá − τadse =
(
n
nˆ1
µˆ1 − µ˘1
)
−
(
n
nˆ0
µˆ0 − µ˘0
)
.
Lemmas A22 and A23 give the rates. Assumptions 2 and 5 give consistency.
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A11 Proof of Proposition 7
Lemma A24. For two random variables, X and Y , on the same probability space:
Cov(X, Y ) ≤ Var(X) + Var(Y )
2
.
Proof. Apply the Cauchy–Schwarz inequality followed by Young’s inequality for products
to get:
Cov(X, Y ) ≤
√
Var(X) Var(Y ) ≤ Var(X) + Var(Y )
2
.
Corollary A2. For two random variables, X and Y , on the same probability space:
Var(X + Y ) ≤ 2 Var(X) + 2 Var(Y ).
Proof. Write:
Var(X + Y ) = Var(X) + Var(Y ) + 2 Cov(X, Y ),
and apply Lemma A24.
Lemma A25. Under a Bernoulli design and Assumption 1 with q ≥ 4:
nV̂arber(τˆht)− an = Op
(
n−0.5d0.5avg
)
,
where:
an =
1
n
n∑
i=1
E[Y 2i | Zi = 1]
pi
+
1
n
n∑
i=1
E[Y 2i | Zi = 0]
1− pi .
Proof. Consider the expectation of the normalized estimator:
E
[
nV̂arber(τˆht)
]
=
1
n
n∑
i=1
E[ZiY
2
i ]
p2i
+
1
n
n∑
i=1
E[(1− Zi)Y 2i ]
(1− pi)2 .
Assumption 1 ensures that the expectations:
E[ZiY
2
i ] = pi E[Y
2
i | Zi = 1] and E[(1− Zi)Y 2i ] = (1− pi) E[Y 2i | Zi = 0]
exist, so:
E
[
nV̂arber(τˆht)
]
= an.
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Next, write the estimator as:
nV̂arber(τˆht) =
1
n
1∑
z=0
n∑
i=1
1[Zi = z]Y
2
i
[Pr(Zi = z)]
2 .
Using Corollary A2:
Var
(
nV̂arber(τˆht)
)
≤ 2
n2
1∑
z=0
Var
(
n∑
i=1
1[Zi = z]Y
2
i
[Pr(Zi = z)]
2
)
.
Given Assumption 1A, for z ∈ {0, 1}:
Var
(
n∑
i=1
1[Zi = z]Y
2
i
[Pr(Zi = z)]
2
)
≤ k4
n∑
i=1
n∑
j=1
Cov
(
1[Zi = z]Y
2
i ,1[Zj = z]Y
2
j
)
.
By the same argument as in the proof of Lemma A9:
(1− dij) Cov
(
1[Zi = z]Y
2
i ,1[Zj = z]Y
2
j
)
= 0,
so:
k4
n∑
i=1
n∑
j=1
Cov
(
1[Zi = z]Y
2
i ,1[Zj = z]Y
2
j
)
= k4
n∑
i=1
n∑
j=1
dij Cov
(
1[Zi = z]Y
2
i ,1[Zj = z]Y
2
j
)
.
Lemma A3 can be applied with a = 2 because 2a = 4 ≤ q, which gives:
k4
n∑
i=1
n∑
j=1
dij Cov
(
1[Zi = z]Y
2
i ,1[Zj = z]Y
2
j
) ≤ k8ndavg,
so:
2
n2
1∑
z=0
Var
(
n∑
i=1
1[Zi = z]Y
2
i
[Pr(Zi = z)]
2
)
≤ 4k
8davg
n
.
In conclusion:√
E
[(
nV̂arber(τˆht)− an
)2]
=
√
Var
(
nV̂arber(τˆht)
)
= O(n−0.5d0.5avg),
which gives the rate of convergence in probability using Lemma A5.
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Corollary A3. Let Vˆ = bnV̂arber(τˆht) for some positive sequence (bn). Under a Bernoulli
design given that Assumptions 1 and 2 hold with q ≥ 4:
nb−1n Vˆ − an = op(1),
where:
an =
1
n
n∑
i=1
E[Y 2i | Zi = 1]
pi
+
1
n
n∑
i=1
E[Y 2i | Zi = 0]
1− pi .
Proof. By definition nb−1n Vˆ = nV̂arber(τˆht). Apply Lemma A25 and Assumption 2 to
complete the proof.
Corollary A4. Let Vˆ = bnV̂arber(τˆht) for some positive sequence (bn). Under a Bernoulli
design given that Assumption 1 holds with q ≥ 4 and bn = o
(
n0.5d0.5avg
)
:
nb−1n Vˆ − an = op
(
b−1n davg
)
,
where:
an =
1
n
n∑
i=1
E[Y 2i | Zi = 1]
pi
+
1
n
n∑
i=1
E[Y 2i | Zi = 0]
1− pi .
Proof. By definition nb−1n Vˆ = nV̂arber(τˆht). Apply Lemma A25 to get:
nb−1n Vˆ − an = Op
(
n−0.5d0.5avg
)
.
It follows that:
bn
davg
[
nb−1n Vˆ − an
]
= Op
(
n−0.5d−0.5avg bn
)
= op(1),
because bn = o
(
n0.5d0.5avg
)
.
Lemma A26. Under a Bernoulli design:
Var
(
ZiYi
pi
− (1− Zi)Yi
1− pi
)
=
E[Y 2i | Zi = 1]
pi
+
E[Y 2i | Zi = 0]
1− pi −
(
E[τi(Z−i)]
)2
.
Proof. Consider:
Var
(
ZiYi
pi
− (1− Zi)Yi
1− pi
)
=
Var(ZiYi)
p2i
+
Var((1− Zi)Yi)
(1− pi)2 −
2 Cov(ZiYi, (1− Zi)Yi)
pi(1− pi) .
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Continue with each term separately:
Var(ZiYi) = E[ZiY
2
i ]−
(
E[ZiYi]
)2
= pi E[Y
2
i | Zi = 1]− p2i
(
E[Yi | Zi = 1]
)2
,
Var((1− Zi)Yi) = (1− pi) E[Y 2i | Zi = 0]− (1− pi)2
(
E[Yi | Zi = 0]
)2
,
Cov(ZiYi, (1− Zi)Yi) = E[Zi(1− Zi)Y 2i ]− E[ZiYi] E[(1− Zi)Yi]
= −pi(1− pi) E[Yi | Zi = 1] E[Yi | Zi = 0],
where the last equality follows from that Zi(1 − Zi) = 0 with probability one. Taken
together:
Var(ZiYi)
p2i
+
Var((1− Zi)Yi)
(1− pi)2 −
2 Cov(ZiYi, (1− Zi)Yi)
pi(1− pi)
=
E[Y 2i | Zi = 1]
pi
− (E[Yi | Zi = 1])2 + E[Y 2i | Zi = 0]
1− pi −
(
E[Yi | Zi = 0]
)2
+ 2 E[Yi | Zi = 1] E[Yi | Zi = 0]
=
E[Y 2i | Zi = 1]
pi
+
E[Y 2i | Zi = 0]
1− pi −
(
E[Yi | Zi = 1]− E[Yi | Zi = 0]
)2
.
Because of the Bernoulli design:
E[Yi | Zi = z] = E[yi(z;Z−i) | Zi = z] = E[yi(z;Z−i)],
so: (
E[Yi | Zi = 1]− E[Yi | Zi = 0]
)2
=
(
E[τi(Z−i)]
)2
.
Proposition 7. Under a Bernoulli design and Assumption 1 with q ≥ 4:
nd−1avg
[
V̂arber(τˆht)− Var(τˆht)
]
p−→ τmsq
davg
−B1 −B2,
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where:
B1 =
1
ndavg
n∑
i=1
∑
j 6=i
(
ξ˘ij ξ˘ji + 2Y˘j
[
ξij(1)− ξij(0)
])
,
B2 =
1
ndavg
n∑
i=1
∑
j 6=i
1∑
a=0
1∑
b=0
(−1)a+b Cov(Yi, Yj ∣∣ Zi = a, Zj = b).
Proof. Write the variance as:
nVar(τˆht) =
1
n
n∑
i=1
Var
(
h−1i Yi
)
+
1
n
n∑
i=1
∑
j 6=i
Cov
(
h−1i Yi, h
−1
j Yj
)
,
where hi = Zi + pi − 1, so that:
Var
(
h−1i Yi
)
= Var
(
ZiYi
pi
− (1− Zi)Yi
1− pi
)
.
By Lemma A26:
1
n
n∑
i=1
Var
(
h−1i Yi
)
= an − τmsq,
where:
an =
1
n
n∑
i=1
E[Y 2i | Zi = 1]
pi
+
1
n
n∑
i=1
E[Y 2i | Zi = 0]
1− pi and τmsq =
1
n
n∑
i=1
(
E[τi(Z−i)]
)2
.
Next, for i 6= j:
Cov
(
h−1i Yi, h
−1
j Yj
)
= Cov
(
ZiYi
pi
− (1− Zi)Yi
1− pi ,
ZjYj
pj
− (1− Zj)Yj
1− pj
)
=
1∑
a=0
1∑
b=0
(−1)a+b Cov(1[Zi = a]Yi,1[Zj = b]Yj)
Pr(Zi = a) Pr(Zj = b)
.
For any a, b ∈ {0, 1}:
Cov
(
1[Zi = a]Yi,1[Zj = b]Yj
)
Pr(Zi = a) Pr(Zj = b)
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=
E[1[Zi = a]1[Zj = b]YiYj]− E[1[Zi = a]Yi] E[1[Zj = b]Yj]
Pr(Zi = a) Pr(Zj = b)
=
Pr(Zi = a, Zj = b)
Pr(Zi = a) Pr(Zj = b)
E[YiYj | Zi = a, Zj = b]− E[Yi | Zi = a] E[Yj | Zj = b]
= E[YiYj | Zi = a, Zj = b]− E[Yi | Zi = a] E[Yj | Zj = b],
where the final equality follows from the Bernoulli design. Add and substract:
E[Yi | Zi = a, Zj = b] E[Yj | Zi = a, Zj = b],
to get:
E[YiYj | Zi = a, Zj = b]− E[Yi | Zi = a] E[Yj | Zj = b]
= Cov(Yi, Yj | Zi = a, Zj = b) + E[Yi | Zi = a, Zj = b] E[Yj | Zi = a, Zj = b]
− E[Yi | Zi = a] E[Yj | Zj = b].
Add and substract:
E[Yi | Zi = a] E[Yj | Zi = a, Zj = b],
to get:
E[Yi | Zi = a, Zj = b] E[Yj | Zi = a, Zj = b]− E[Yi | Zi = a] E[Yj | Zj = b]
= E[Yj | Zi = a, Zj = b]
(
E[Yi | Zi = a, Zj = b]− E[Yi | Zi = a]
)
+ E[Yi | Zi = a]
(
E[Yj | Zi = a, Zj = b]− E[Yj | Zj = b]
)
Note that:
E[Yi | Zi = a] = pj E[Yi | Zi = a, Zj = 1] + (1− pj) E[Yi | Zi = a, Zj = 0],
where Pr(Zj = b | Zi = a) = Pr(Zj = b) follows from the Bernoulli design. It follows that:
E[Yi | Zi = a, Zj = b]− E[Yi | Zi = a]
= (b− pj)
(
E[Yi | Zi = a, Zj = 1]− E[Yi | Zi = a, Zj = 0]
)
.
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Because of the Bernoulli design:
E[Yi | Zi = a, Zj = b] = E[yij(a, b;Z−ij) | Zi = a, Zj = b] = E[yij(a, b;Z−ij)],
so:
(b− pj)
(
E[Yi | Zi = a, Zj = 1]− E[Yi | Zi = a, Zj = 0]
)
= (b− pj)ξij(a).
Similarly:
E[Yj | Zi = a, Zj = b]− E[Yj | Zj = b] = (a− pi)ξji(b),
hence:
E[Yj | Zi = a, Zj = b]
(
E[Yi | Zi = a, Zj = b]− E[Yi | Zi = a]
)
+ E[Yi | Zi = a]
(
E[Yj | Zi = a, Zj = b]− E[Yj | Zj = b]
)
= (b− pj) E[Yj | Zi = a, Zj = b]ξij(a) + (a− pi) E[Yi | Zi = a]ξji(b).
Add and substract:
(b− pj) E[Yj | Zj = b]ξij(a),
to get:
(b− pj) E[Yj | Zi = a, Zj = b]ξij(a) + (a− pi) E[Yi | Zi = a]ξji(b)
= (a− pi)(b− pj)ξij(a)ξji(b) + (b− pj) E[Yj | Zj = b]ξij(a)
+ (a− pi) E[Yi | Zi = a]ξji(b).
Note that:
1∑
a=0
(−1)a(a− pi)ξij(a) = −(1− pi)ξij(1)− piξij(0) = −ξ˘ij,
where ξ˘ij was defined in Section 6.1, so:
1∑
a=0
1∑
b=0
(−1)a+b(a− pi)(b− pj)ξij(a)ξji(b) = ξ˘ij ξ˘ji.
Similarly:
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1∑
z=0
(−1)zξij(z) = −
[
ξij(1)− ξij(0)
]
, and
1∑
z=0
(−1)z(z − pi) E[Yi | Zi = z] = −(1− pi) E[Yi | Zi = 1]− pi E[Yi | Zi = 0] = −Y˘i,
so:
1∑
a=0
1∑
b=0
(−1)a+b(b− pj) E[Yj | Zj = b]ξij(a) = Y˘j
[
ξij(1)− ξij(0)
]
,
1∑
a=0
1∑
b=0
(−1)a+b(a− pi) E[Yi | Zi = a]ξji(b) = Y˘i
[
ξji(1)− ξji(0)
]
Because the summations over i and j are symmetric, summing over all off-diagonals:
1
n
n∑
i=1
∑
j 6=i
Y˘j
[
ξij(1)− ξij(0)
]
=
1
n
n∑
i=1
∑
j 6=i
Y˘i
[
ξji(1)− ξji(0)
]
.
Taken together:
1
n
n∑
i=1
∑
j 6=i
Cov
(
h−1i Yi, h
−1
j Yj
)
=
1
n
n∑
i=1
∑
j 6=i
ξ˘ij ξ˘ji +
2
n
n∑
i=1
∑
j 6=i
Y˘j
[
ξij(1)− ξij(0)
]
+
1
n
n∑
i=1
∑
j 6=i
1∑
a=0
1∑
b=0
(−1)a+b Cov(Yi, Yj | Zi = a, Zj = b).
The normalized variance can therefore be written:
nd−1avg Var(τˆht) =
an
davg
− τmsq
davg
+B1 +B2,
where B1 and B2 are defined in the proposition. Together with the variance estimator:
nd−1avg
[
V̂arber(τˆht)− Var(τˆht)
]
=
nV̂arber(τˆht)− an
davg
+
τmsq
davg
−B1 −B2.
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By Lemma A25, nV̂arber(τˆht)− an = Op
(
n−0.5d0.5avg
)
, so:
nV̂arber(τˆht)− an
davg
= Op
(
n−0.5d−0.5avg
)
= op(1),
for any sequence (davg).
Corollary A5. Under a Bernoulli design, no interference and Assumption 1 with q ≥ 4
n
[
V̂arber(τˆht)− Var(τˆht)
]
p−→ τmsq.
Proof. From Proposition 7:
nd−1avg
[
V̂arber(τˆht)− Var(τˆht)
]
p−→ τmsq
davg
−B1 −B2.
Under no interference:
Cov
(
Yi, Yj
∣∣ Zi = a, Zj = b) = 0 and ξij(a) = 0,
for any i 6= j and a, b ∈ {0, 1}, so B1 = B2 = 0. Furthermore, davg = 1.
A12 Proofs of Propositions 8, 9 and 10
Lemma A27. For a variance estimator Vˆ and two positive sequences (an) and (bn), if:
lim inf
n→∞
bnd
−1
avg
[
an − nb−1n Var(τˆht)
] ≥ 0 and nb−1n Vˆ − an = op(b−1n davg),
then Vˆ is asymptotically conservative.
Proof. Starting with the expression for asymptotically conservative in Definition 10, for
some ε > 0, write:
Pr
(
nd−1avg
[
Vˆ − Var(τˆht)
] ≤ −ε)
= Pr
(
nd−1avg Var(τˆht)− nd−1avgVˆ ≥ ε
)
= Pr
(
−nd−1avgVˆ ≥ −nd−1avg Var(τˆht) + ε
)
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= Pr
(
anbnd
−1
avg − nd−1avgVˆ ≥ anbnd−1avg − nd−1avg Var(τˆht) + ε
)
= Pr
(
bnd
−1
avg
[
an − nb−1n Vˆ
] ≥ bnd−1avg[an − nb−1n Var(τˆht)]+ ε),
where bn > 0 was used. Next:
Pr
(
bnd
−1
avg
[
an − nb−1n Vˆ
] ≥ bnd−1avg[an − nb−1n Var(τˆht)]+ ε)
≤ Pr
(
bnd
−1
avg
∣∣nb−1n Vˆ − an∣∣ ≥ bnd−1avg[an − nb−1n Var(τˆht)]+ ε),
because bnd−1avg ≥ 0, and:
lim
n→∞
Pr
(
bnd
−1
avg
∣∣nb−1n Vˆ − an∣∣ ≥ bnd−1avg[an − nb−1n Var(τˆht)]+ ε)
≤ lim
n→∞
Pr
(
bnd
−1
avg
∣∣nb−1n Vˆ − an∣∣ ≥ ε),
because lim infn→∞ bnd−1avg
[
an − nb−1n Var(τˆht)
] ≥ 0. Finally, by convergence in probability
of nb−1n Vˆ to an at a rate of b−1n davg:
lim
ε→0+
lim
n→∞
Pr
(
bnd
−1
avg
∣∣nb−1n Vˆ − an∣∣ ≥ ε) = 0.
Lemma A28. For a variance estimator Vˆ and two positive sequences (an) and (bn), if:
lim inf
n→∞
[
an − nb−1n Var(τˆht)
] ≥ c > 0 and nb−1n Vˆ − an = op(1),
then Vˆ is asymptotically conservative.
Proof. Starting with the expression in Definition 10, note that:
Pr
(
nd−1avg
[
Vˆ − Var(τˆht)
] ≤ −ε) ≤ Pr(nd−1avg[Vˆ − Var(τˆht)] ≤ 0),
for any ε ≥ 0. Similar to the proof of Lemma A27, write:
Pr
(
nd−1avg
[
Vˆ − Var(τˆht)
] ≤ 0) = Pr(−nd−1avgVˆ ≥ −nd−1avg Var(τˆht))
= Pr
(
−nb−1n Vˆ ≥ −nb−1n Var(τˆht)
)
= Pr
(
an − nb−1n Vˆ ≥ an − nb−1n Var(τˆht)
)
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≤ Pr
(∣∣nb−1n Vˆ − an∣∣ ≥ an − nb−1n Var(τˆht)),
where b−1n davg > 0 was used. Next:
lim
n→∞
Pr
(∣∣nb−1n Vˆ − an∣∣ ≥ an − nb−1n Var(τˆht)) ≤ lim
n→∞
Pr
(∣∣nb−1n Vˆ − an∣∣ ≥ c),
because lim infn→∞
[
an − nb−1n Var(τˆht)
] ≥ c. Finally:
lim
n→∞
Pr
(∣∣nb−1n Vˆ − an∣∣ ≥ c) ≤ lim
ε→0+
lim
n→∞
Pr
(∣∣nb−1n Vˆ − an∣∣ ≥ ε) = 0,
which follows from c > 0 and convergence in probability of nb−1n Vˆ to an.
Lemma A29. Under a Bernoulli design:
nVar(τˆht) ≤ 1
n
n∑
i=1
diσ
2
i , where σ
2
i = Var
(
ZiYi
pi
− (1− Zi)Yi
1− pi
)
and di =
∑n
j=1 dij.
Proof. As in the proof of Proposition 7, write the variance as:
nVar(τˆht) =
1
n
n∑
i=1
Var
(
h−1i Yi
)
+
1
n
n∑
i=1
∑
i 6=j
Cov
(
h−1i Yi, h
−1
j Yj
)
,
where hi = Zi + pi − 1. Note that dii = 1 for all i ∈ U, so:
1
n
n∑
i=1
Var
(
h−1i Yi
)
=
1
n
n∑
i=1
dii Var
(
h−1i Yi
)
.
Using the same argument as in the proofs of Lemmas A9 and A25:
(1− dij) Cov(h−1i Yi, h−1j Yj) = 0,
so:
1
n
n∑
i=1
∑
i 6=j
Cov
(
h−1i Yi, h
−1
j Yj
)
=
1
n
n∑
i=1
∑
i 6=j
dij Cov
(
h−1i Yi, h
−1
j Yj
)
.
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Using Lemma A24:
1
n
n∑
i=1
dii Var
(
h−1i Yi
)
+
1
n
n∑
i=1
∑
i 6=j
dij Cov
(
h−1i Yi, h
−1
j Yj
)
≤ 1
n
n∑
i=1
dii Var(h
−1
i Yi) +
1
2n
n∑
i=1
∑
j 6=i
dij Var(h
−1
i Yi) +
1
2n
n∑
i=1
∑
j 6=i
dij Var(h
−1
j Yj)
=
1
n
n∑
i=1
di Var(h
−1
i Yi).
The proof is completed by noting that Var
(
h−1i Yi
)
= σ2i .
Proposition 8. The variance estimator V̂aravg(τˆht) is asymptotically conservative under
a Bernoulli design if Assumptions 1 and 2 hold with q ≥ 4 and sdσ2 = o(d−1rmsdavg) where:
sdσ2 =
√√√√ 1
n
n∑
i=1
[
σ2i −
1
n
n∑
j=1
σ2j
]2
, σ2i = Var
(
ZiYi
pi
− (1− Zi)Yi
1− pi
)
,
and drms =
√√√√ 1
n
n∑
i=1
d2i .
Proof. The proof uses Lemma A27 with the following sequences:
an =
1
n
n∑
i=1
E[Y 2i | Zi = 1]
pi
+
1
n
n∑
i=1
E[Y 2i | Zi = 0]
1− pi and bn = davg.
Starting with the variance, use Lemma A29 to write:
nVar(τˆht) ≤ 1
n
n∑
i=1
diσ
2
i .
Let σ¯2 = n−1
∑n
i=1 σ
2
i and write:
1
n
n∑
i=1
diσ
2
i =
1
n
n∑
i=1
di
[
σ2i − σ¯2 + σ¯2
]
= davgσ¯
2 +
1
n
n∑
i=1
di
[
σ2i − σ¯2
]
.
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Using Lemma A26:
σ¯2 =
1
n
n∑
i=1
σ2i ≤
1
n
n∑
i=1
E[Y 2i | Zi = 1]
pi
+
1
n
n∑
i=1
E[Y 2i | Zi = 0]
1− pi = an,
hence davgσ¯2 ≤ andavg. Use the Cauchy–Schwarz inequality for inner products:
1
n
n∑
i=1
di
[
σ2i − σ¯2
]
≤
√√√√ 1
n2
(
n∑
i=1
di
[
σ2i − σ¯2
])2
≤
√√√√( 1
n
n∑
i=1
d2i
)(
1
n
n∑
i=1
[
σ2i − σ¯2
]2)
= drmssdσ2 .
Taken together:
nb−1n Var(τˆht) = nd
−1
avg Var(τˆht) ≤ an +
drmssdσ2
davg
,
and the first expression in Lemma A27 is bounded as:
bnd
−1
avg
[
an − nb−1n Var(τˆht)
] ≥ −drmssdσ2
davg
.
By assumption:
lim
n→∞
drmssdσ2
davg
= 0,
so:
lim inf
n→∞
bnd
−1
avg
[
an − nb−1n Var(τˆht)
] ≥ 0,
and the first premise of Lemma A27 is satisfied. The second premise is satisfied by Corol-
lary A3 because V̂aravg(τˆht) = bnV̂arber(τˆht) and b−1n davg = 1.
Proposition 9. The variance estimator V̂armax(τˆht) is asymptotically conservative under
a Bernoulli design if either:
1. Assumption 1 holds with q ≥ 4 and dmax = o(n0.5d0.5avg), or
2. Assumptions 1 and 2 hold with q ≥ 4 and τmsq = Ω(1).
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Proof. The proof uses Lemmas A27 and A28 with the following sequences:
an =
1
n
n∑
i=1
E[Y 2i | Zi = 1]
pi
+
1
n
n∑
i=1
E[Y 2i | Zi = 0]
1− pi and bn = dmax.
Starting with the variance, use Lemma A29 to write:
nVar(τˆht) ≤ 1
n
n∑
i=1
diσ
2
i .
By construction, σ2i ≥ 0, so:
1
n
n∑
i=1
diσ
2
i ≤
dmax
n
n∑
i=1
σ2i .
Using Lemma A26:
dmax
n
n∑
i=1
σ2i =
dmax
n
n∑
i=1
[
E[Y 2i | Zi = 1]
pi
+
E[Y 2i | Zi = 0]
1− pi −
(
E[τi(Z−i)]
)2]
= dmax(an − τmsq),
so:
nb−1n Var(τˆht) = nd
−1
max Var(τˆht) ≤ an − τmsq,
and:
an − nb−1n Var(τˆht) ≥ τmsq.
Consider the first case in the proposition using Lemma A27. By construction, τmsq ≥ 0
and bnd−1avg = d−1avgdmax ≥ 1, so:
lim inf
n→∞
bnd
−1
avg
[
an − nb−1n Var(τˆht)
] ≥ lim inf
n→∞
τmsq ≥ 0,
and the first premise of the lemma is satisfied without invoking additional assumptions.
The second premise is satisfied by Corollary A4 because V̂aravg(τˆht) = bnV̂arber(τˆht) and
bn = dmax = o(n
0.5d0.5avg) by assumption.
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Consider the second case in the proposition using Lemma A28. By assumption:
lim inf
n→∞
τmsq ≥ c > 0,
so:
lim inf
n→∞
[
an − nb−1n Var(τˆht)
] ≥ c > 0,
and the first premise of the lemma is satisfied. Corollary A3 gives the second premise.
Proposition 10. The variance estimator V̂arsr(τˆht) is asymptotically conservative under
a Bernoulli design if either:
1. Assumption 1 holds with q ≥ 4 and λ1 = o(n0.5d0.5avg), or
2. Assumptions 1 and 2 hold with q ≥ 4 and τmsq = Ω(1).
Proof. The proof uses Lemmas A27 and A28 with the following sequences:
an =
1
n
n∑
i=1
E[Y 2i | Zi = 1]
pi
+
1
n
n∑
i=1
E[Y 2i | Zi = 0]
1− pi and bn = λ1.
Similar to the proof of Lemma A29, write the variance as:
nVar(τˆht) =
1
n
n∑
i=1
n∑
j=1
dij Cov
(
h−1i Yi, h
−1
j Yj
)
.
Using the Cauchy–Schwarz inequality:
1
n
n∑
i=1
n∑
j=1
dij Cov
(
h−1i Yi, h
−1
j Yj
) ≤ n∑
i=1
n∑
j=1
dij
√
n−1 Var
(
h−1i Yi
)√
n−1 Var
(
h−1j Yj
)
=
n∑
i=1
n∑
j=1
dij
√
n−1σ2i
√
n−1σ2j
Let v be a column vector of length n whose typical element is
√
n−1σ2i , and let D be a
n× n matrix whose typical element is dij. Then:
n∑
i=1
n∑
j=1
dij
√
n−1σ2i
√
n−1σ2j = v
ᵀ
Dv = v
ᵀ
v
[
vᵀDv
vᵀv
]
.
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The first factor is:
v
ᵀ
v =
n∑
i=1
[√
n−1σ2i
]2
=
1
n
n∑
i=1
σ2i .
The second factor is the Rayleigh quotient, which is bounded by the largest eigenvalue of
D for all v ∈ Rn. It follows that:
v
ᵀ
v
[
vᵀDv
vᵀv
]
≤ λ1
n
n∑
i=1
σ2i .
Similar to the proof of Proposition 9, use Lemma A26 to write:
λ1
n
n∑
i=1
σ2i = λ1(an − τmsq),
so:
nb−1n Var(τˆht) = nλ
−1
1 Var(τˆht) ≤ an − τmsq,
and:
an − nb−1n Var(τˆht) ≥ τmsq.
Consider the first case in the proposition using Lemma A27. By construction, τmsq ≥ 0
and bnd−1avg = d−1avgλ1 ≥ 1, so:
lim inf
n→∞
bnd
−1
avg
[
an − nb−1n Var(τˆht)
] ≥ lim inf
n→∞
τmsq ≥ 0,
and the first premise of the lemma is satisfied without invoking additional assumptions.
The second premise is satisfied by Corollary A4 because V̂aravg(τˆht) = bnV̂arber(τˆht) and
bn = λ1 = o(n
0.5d0.5avg) by assumption.
Consider the second case in the proposition using Lemma A28. By assumption:
lim inf
n→∞
τmsq ≥ c > 0,
so:
lim inf
n→∞
[
an − nb−1n Var(τˆht)
] ≥ c > 0,
and the first premise of the lemma is satisfied. Corollary A3 gives the second premise.
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A13 Proofs of Proposition 11
Definition A4. Let X(α) be a random variable such that:
Pr
(
X(α) = x
)
=

α/2 if x = −1,
1− α if x = 0,
α/2 if x = 1.
Lemma A30. The α-tail bounds provided by Chebyshev’s inequality is sharp for X(α).
Proof. If Chebyshev’s inequality is sharp, then:
Pr
(∣∣∣X(α)− E[X(α)]∣∣∣ ≥√Var(X(α))
α
)
= α
Consider the expectation and variance:
E
[
X(α)
]
= 0 and Var(X(α)) = α.
Hence:
Pr
(∣∣∣X(α)− E[X(α)]∣∣∣ ≥√Var(X(α))
α
)
= Pr
(∣∣X(α)∣∣ ≥ 1) = α.
Proposition 11. Chebyshev’s inequality is asymptotically sharp with respect to the sam-
pling distribution of the ht estimator for every sequence of Bernoulli designs under As-
sumptions 1 and 2. The inequality remains sharp when Assumption 2 is strengthened to
davg = O(1) and dmax = O(n0.5).
Proof. The proposition states that under Assumption 1, for every sequence of Bernoulli
designs, for every α ∈ (0, 1), and for davg = O(nx) for every 0 ≤ x < 1, there exists a
sequence of potential outcomes such that the normalized sampling distribution of the ht
estimator convergence in distribution to the random variable in Definition A4:
n0.5d−0.5avg
(
τˆht − E[τˆht]
) d−→ X(α).
Let zsub,n = (z1, z2, . . . , zbn) be a vector containing the treatment assignments of first
bn units in the sample. Let bn → ∞ at a rate such that bn = o
(
n(x+1)/2
)
where x is such
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that davg = O(nx) for the desired rate. Let Fn be all functions mapping from the support
of zsub,n to {−1, 0, 1}. That is all functions f : {0, 1}bn → {−1, 0, 1}. Let:
f ∗n = arg min
f∈Fn
[∣∣Pr(f(zsub,n) = 1)− α/2∣∣+ ∣∣Pr(f(zsub,n) = −1)− α/2∣∣].
Ties are broken arbitrarily.
The Bernoulli design and Assumption 1 imply that the support of z′ consists of 2bn
points each with a probability of at least k−bn . It follows that:
lim
n→∞
Pr
(
f ∗n(zsub,n) = 1
)
= α/2 and lim
n→∞
Pr
(
f ∗n(zsub,n) = −1
)
= α/2.
Let hn =
⌈
n(x+1)/2
⌉
, where d·e is the ceiling function. Consider potential outcomes:
yi(z) =
 h
−1
n n
0.5d0.5avg
[
zi Pr(Zi = 1)− (1− zi) Pr(Zi = 0)
]
f ∗n(zsub,n) if i ≤ hn,
0 otherwise.
These potential outcomes imply:
dij =
 1 if i = j or i, j ≤ hn,0 otherwise,
so with a similar argument as in the proof of Proposition 1:
davg =
h2n
n
+
n− hn
n
=
⌈
n(x+1)/2
⌉2
n
+
n− ⌈n(x+1)/2⌉
n
∼ nx + 1,
as desired, namely davg = O(nx). Furthermore:
dmax = hn =
⌈
n(x+1)/2
⌉ ∼ n(x+1)/2.
Note that x = 0 implies dmax = O(n0.5).
Next, make sure the potential outcomes satisfy Assumption 1. First, note that:
−1 ≤ [zi Pr(Zi = 1)− (1− zi) Pr(Zi = 0)]f ∗n(zsub,n) ≤ 1.
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Next:
h−1n n
0.5d0.5avg = h
−1
n n
0.5
[
h2n
n
+
n− hn
n
]0.5
≤ h−1n n0.5
[
hn
n0.5
+ 1
]
= 1 + h−1n n
0.5 ≤ 2
where the last inequality follows from hn =
⌈
n(x+1)/2
⌉ ≥ n0.5 for all x ≥ 0. It follows that
−2 ≤ yi(z) ≤ 2 for all units and assignments, so Assumption 1 holds.
Consider the ht estimator:
τˆht =
1
n
n∑
i=1
ZiYi
Pr(Zi = 1)
− 1
n
n∑
i=1
(1− Zi)Yi
Pr(Zi = 0)
=
1
n
n∑
i=1
Ziyi(Z)
Pr(Zi = 1)
− 1
n
n∑
i=1
(1− Zi)yi(Z)
Pr(Zi = 0)
=
1
n
hn∑
i=1
Ziyi(Z)
Pr(Zi = 1)
− 1
n
hn∑
i=1
(1− Zi)yi(Z)
Pr(Zi = 0)
=
1
n
hn∑
i=1
Zih
−1
n n
0.5d0.5avgf
∗
n(zsub,n) +
1
n
hn∑
i=1
(1− Zi)h−1n n0.5d0.5avgf ∗n(zsub,n)
=
n0.5d0.5avg
n
f ∗n(zsub,n) = n
−0.5d0.5avgf
∗
n(zsub,n)
It follows that:
E[τˆht] = n
−0.5d0.5avg E
[
f ∗n(zsub,n)
]
= n−0.5d0.5avg
[
Pr
(
f ∗n(zsub,n) = 1
)− Pr(f ∗n(zsub,n) = −1)].
Taken together:
n0.5d−0.5avg
(
τˆht − E[τˆht]
)
= f ∗n(zsub,n)−
[
Pr
(
f ∗n(zsub,n) = 1
)− Pr(f ∗n(zsub,n) = −1)]
It remains to show that:
lim
n→∞
Pr
(
n0.5d−0.5avg
(
τˆht − E[τˆht]
) ≤ s) = Pr(X(α) ≤ s),
for all s ∈ R \ {−1, 0, 1}. Note that the construction of f ∗n is such that:
lim
n→∞
[
Pr
(
f ∗n(zsub,n) = 1
)− Pr(f ∗n(zsub,n) = −1)] = 0
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Hence, for any fixed s ∈ R \ {−1, 0, 1}, there exists an n′ such that the smallest distance
from s to any point in {−1, 0, 1} for all n ≥ n′ is less than:
Pr
(
f ∗n(zsub,n) = 1
)− Pr(f ∗n(zsub,n) = −1).
For the s ∈ R \ {−1, 0, 1} under consideration and all such n ≥ n′:
Pr
(
n0.5d−0.5avg
(
τˆht − E[τˆht]
) ≤ s) = Pr(f ∗n(zsub,n) ≤ s)
As noted above, by construction of f ∗n:
lim
n→∞
Pr
(
f ∗n(zsub,n) ≤ s
)
= Pr
(
X(α) ≤ s) =

0 if x < −1,
α/2 if x < 0,
1− α/2 if x < 1,
1 if x ≥ 1.
Remark. The key ingredient of the proof of Proposition 11 is that the support of zsub,n is
sufficient large so there exists f ∗n such that:
lim
n→∞
Pr
(
f ∗n(zsub,n) = 1
)
= α/2 and lim
n→∞
Pr
(
f ∗n(zsub,n) = −1
)
= α/2.
This is ensured by bn →∞ as long as the treatment assignments are sufficiently indepen-
dent, which holds for complete and paired randomization. The complication with complete
randomization is that bn must grow sufficiently slowly so that C1 = o
(
n0.5
)
. This may make
the convergence in distribution to X(α) slower, but should not pose a concern otherwise.
For paired randomization, one needs to make sure the content of zsub,n is such that As-
sumption 4 holds. This can be done by having at most one unit in each pair in zsub,n. The
proof for arbitray designs requires similar considerations with respect to Assumptions 5
and 6.
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A14 Proofs of Lemma 2 and Propositions 12 and 13
Proposition 12. Given Assumption 7:
|τp-eate − τq-eate| ≤ 2kτδ(P,Q).
Proof. Because the sample space is discrete:
τp-eate = EP [τate(Z)] =
∑
z∈{0,1}n
PrP (Z = z)τate(z)
and similarly for τq-eate. Hence:
|τp-eate − τq-eate| =
∣∣∣∣∣ ∑
z∈{0,1}n
[
PrP (Z = z)− PrQ(Z = z)
]
τate(z)
∣∣∣∣∣
≤
∑
z∈{0,1}n
|τate(z)| ×
∣∣PrP (Z = z)− PrQ(Z = z)∣∣
The average treatment effect function, τate(z), is bounded as:
|τate(z)| ≤ 1
n
n∑
i=1
|τi(z−i)| ≤ 1
n
n∑
i=1
kτ = kτ ,
where Assumption 7 gives |τi(z−i)| ≤ kτ . It follows that:
|τp-eate − τq-eate| ≤ kτ
∑
z∈{0,1}n
∣∣PrP (Z = z)− PrQ(Z = z)∣∣
Let A = {z ∈ {0, 1}n : PrP (Z = z) ≥ PrQ(Z = z)}, and Ac = {0, 1}n \ A, so that:∑
z∈{0,1}n
∣∣PrP (Z = z)− PrQ(Z = z)∣∣ = [P (A)−Q(A)]+ [Q(Ac)− P (Ac)]
The two terms are equal:
P (A)−Q(A) = Q(Ac)− P (Ac),
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because:
P (A) + P (Ac) =
∑
z∈A
PrP (Z = z) +
∑
z∈Ac
PrP (Z = z) =
∑
z∈{0,1}n
PrP (Z = z) = 1
and similarly with Q. Hence:
|τp-eate − τq-eate| ≤ 2kτ
[
P (A)−Q(A)]
The event under consideration is in the event space, A ∈ F , so:
[
P (A)−Q(A)] ≤ sup
x∈F
|P (x)−Q(x)| = δ(P,Q).
Lemma 2. Given Assumption 7, τate(z) is 2kτn−1/rCr/(r−1)-Lipschitz continuous with re-
spect to the Lr distance over {0, 1}n for any r ≥ 1.
Proof. The lemma states that:
∣∣τate(z′)− τate(z′′)∣∣ ≤ 2kτn−1/rCr/(r−1)‖z′ − z′′‖r
for any z′, z′′ ∈ {0, 1}n and r ≥ 1.
Consider a set of n + 1 vectors in {0, 1}n indexed by v ∈ {0, 1, 2, . . . , n}, denoted zv.
The typical element of these vectors is:
zvi =
z′i if v < i,z′′i if v ≥ i.
In other words, as the index goes from 0 to n, the vector gradually goes from z′ to z′′,
changing at most one element at each step. For example, z2 = (z′′1 , z′′2 , z′3, z′4, . . . , z′n).
Note that z0 = z′ and zn = z′′, so:
∣∣τate(z′)− τate(z′′)∣∣ = ∣∣τate(z0)− τate(zn)∣∣
Add and subtract τate(zv) for v ∈ {1, 2, . . . , n− 1} to get:
∣∣τate(z0)− τate(zn)∣∣
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=
∣∣τate(z0) + τate(z1)− τate(z1) + · · ·+ τate(zn−1)− τate(zn−1)− τate(zn)∣∣,
which yields the following bound:
∣∣τate(z0)− τate(zn)∣∣ ≤ n∑
v=1
∣∣τate(zv)− τate(zv−1)∣∣.
Recall that zv and zv−1 differ at most in one element. In particular:
zv − zv−1 = (0, . . . , 0, z′′v − z′v, 0, . . . , 0).
Hence, if z′′v = z′v, then τate(zv) = τate(zv−1), so:∣∣τate(zv)− τate(zv−1)∣∣ = |z′v − z′′v | × ∣∣τate(zv)− τate(zv−1)∣∣.
Recall Definition 2, and note:
∣∣τate(zv)− τate(zv−1)∣∣ ≤ 1
n
n∑
i=1
∣∣τi(zv−i)− τi(zv−1−i )∣∣
where zv−i is zv with the ith element deleted. Similar to Section 5.3, let:
z˜v−i = (I1iz
v
1 , . . . , Ii−1,iz
v
i−1, Ii+1,iz
v
i+1, . . . , Iniz
v
n).
Because of the definition of Ivi, we have τi(zv−i) = τi(z˜v−i). As before, z˜v−i and z˜
v−1
−i differ at
most in one element:
z˜v−i − z˜v−1−i = (0, . . . , 0, Iviz′′v − Iviz′v, 0, . . . , 0).
except when v = i, in which case z˜v−i − z˜v−1−i = 0. It follows that |τi(zv−i) − τi(zv−1−i )| = 0
when either v = i or Ivi = 0, hence:
|τi(zv−i)− τi(zv−1−i )| = 1[v 6= i ∧ Ivi = 1]× |τi(zv−i)− τi(zv−1−i )|.
[An alternative route is to use 1[v 6= i ∧ z′v 6= z′′v ∧ Ivi = 1] here, which would make the
lemma sharper but necessitate other changes.]
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Finally, by Assumption 7, |τi(zv−i)− τi(zv−1−i )| ≤ 2kτ , so:
|τi(zv−i)− τi(zv−1−i )| ≤ 2kτ1[v 6= i ∧ Ivi = 1] ≤ 2kτIvi,
where the last inequality follows from Ivi ∈ {0, 1}.
Returning to the assignment-conditional average treatment effect functions:
∣∣τate(zv)− τate(zv−1)∣∣ ≤ 1
n
n∑
i=1
∣∣τi(zv−i)− τi(zv−1−i )∣∣ ≤ 2kτn
n∑
i=1
Ivi =
2kτcv
n
,
where the last equality follows from the definition ci =
∑n
j=1 Iij in Section 4. Taken
together:
∣∣τate(z′)− τate(z′′)∣∣ ≤ n∑
v=1
|z′v − z′′v | ×
∣∣τate(zv)− τate(zv−1)∣∣ ≤ 2kτ
n
n∑
v=1
|z′v − z′′v |cv
Use Hölder’s inequality with conjugates r and r/(r− 1) to separate the factors in the sum:
2kτ
n
n∑
i=1
|z′i − z′′i |ci ≤ 2kτn−1/r
[ n∑
i=1
|z′i − z′′i |r
] 1
r
[
1
n
n∑
i=1
c
r/(r−1)
i
] r−1
r
,
which is equal to 2kτn−1/rCr/(r−1)‖z′ − z′′‖r.
Proposition 13. Given Assumption 7:
|τp-eate − τq-eate| ≤ 2kτn−1/rCr/(r−1)Wr(P,Q).
Proof. Let τ˜ate(z, r) be τate(z) normalized by its Lipschitz constant for the Lr distance:
τ˜ate(z, r) =
τate(z)
2kτn−1/rCr/(r−1)
.
We can now write:
|τp-eate − τq-eate| =
∣∣EP [τate(Z)]− EQ[τate(Z)]∣∣
= 2kτn
−1/rCr/(r−1)
∣∣EP [τ˜ate(z, r)]− EQ[τ˜ate(z, r)]∣∣,
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because 2kτn−1/rCr/(r−1) is a positive constant given n and r.
Under Assumption 7, τ˜ate(z, r) is 1-Lipschitz continuous. Let L1,r contain all 1-Lipschitz
continuous functions on {0, 1}n with respect to the Lr distance. Bound the difference
between the normalized estimands as:
∣∣EP [τ˜ate(z, r)]− EQ[τ˜ate(z, r)]∣∣ ≤ sup{∣∣EP [f(Z)]− EQ[f(Z)]∣∣ : f ∈ L1,r}.
By the Kantorovich-Rubinstein duality theorem (see, e.g., Edwards, 2011):
sup
{∣∣EP [f(Z)]− EQ[f(Z)]∣∣ : f ∈ L1,r} = Wr(P,Q).
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Supplement B: Simulation study
B1 Simulation study
We will depart slightly from the setting investigated in the main paper for practical reasons.
The theoretical results apply to any sequence of samples satisfying the stated conditions.
There is no need to consider sampling or any other form of random data generation apart
from treatment assignment. It may, however, be hard to pick a specific sequence of samples
in a representative and objective way. To avoid the issue, we specify data generating
processes and resample from them in the simulations. Since the theoretical results apply to
each individual draw from these processes, we know that they apply to the average of the
draws as well. A consequence of introducing sampling is that the expectation operators in
this supplement are taken over both the randomization and sampling distributions.
The study includes three data generating processes which illustrate the performance
under different types of interference structures. The potential outcomes in all three settings
are generated as:
yi(z) =

2zi +Xi + εi if bal(Gi) > 0,
zi +Xi + εi if bal(Gi) = 0,
Xi + εi if bal(Gi) < 0,
where Xi represents an observed covariate that is uniformly distributed on the interval
[0, 3] and εi represents an error term that is uniformly distributed on the interval [0, 7].
The variables are independent both within and between units. The covariate Xi is only
used to construct pairs when treatment is assigned with paired randomization. Interference
is introduced through bal(Gi). For each unit, an interference set Gi is generated as a subset
of U \ i. The function bal(Gi) is then defined as the balance of treatment assignments of
the units whose indices are in the interference set:
bal(Gi) =
∑
j∈Gi
(2Zj − 1).
The function returns a positive value if a majority of the units in Gi are treated; a negative
value if a majority is in control; and zero if the same number of units are treated and
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A B C
Figure B1: The three types of interference structures investigated in the simulation study. The
vertices represent units and the edges denote Iij = 1 or Iji = 1 for the connected units. The
structures differ in the denseness of edges relative to the amount of interference dependence. In
Panel A, the interference is restricted to groups of units so that all units in a group are interfering
with each other as investigated in Section B1.1. This is the densest possible interference structure
for a given value of davg. Panel B presents a randomly generated structure as investigated in
Section B1.2. Panel C presents the setting where a single unit interferes with other units as
investigated in Section B1.3. This produces the sparsest interference structure for a given value
of davg.
in control. We set bal(Gi) = 0 when Gi is empty. The construction of Gi decides the
interference structure. The potential outcomes are such that Iij = 1 if and only if i ∈ Gj,
and, consequently, dij = 1 if and only if a unit ` exists such that ` ∈ Gi ∩Gj.
The three data generating processes differ in how they generate Gi. In particular, we
investigate when interference is contained within groups of units, when the interference
structure is randomly generated and when only one unit is interfering with other units.
The three types of structures are illustrated in Figure B1. For each structure, we investi-
gate different amounts of interference dependence, ranging from when the no-interference
assumption holds to when the interference is so excessive that Assumption 2 does not hold.
The potential outcomes are generated so that E
[
τi(Z−i)
∣∣Gi, Xi, εi] = 1 for all i under
any design such that bal(Gi) is symmetrically distributed around 0 (which holds for all
designs we consider in these simulations). We, thus, know that τeate = 1 throughout the
simulations. We have Var(Yi |Gi,Z) ≈ 4.8 for all i, so the treatment effect is approximately
half of a conditional standard deviation of the outcome variable.
We focus on the experimental designs discussed in the main paper, namely the Bernoulli,
complete and paired randomization designs. The pairs in the last design are constructed
using the observed covariate. The units are ranked by Xi, and pairs are formed as adjacent
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units. That is, the two units with the lowest values of Xi form one pair, the next two
units form another pair, and so on. This mirrors the typical use of paired randomization to
improve precision. We investigate samples ranging from 100 to 100,000 units with constant
ratio of 101/8 between steps: n ∈ {102+x/8 : x = 0, 1, · · · , 24}. The sample sizes are rounded
to an even number to accommodate paired randomization.
The primary focus in the simulations is the root mean square error (rmse) of the Hájek
estimator. The results for other statistics and for the Horvitz-Thompson estimator are
presented in the tables at the end of this supplement. To summarize these results, the ht
estimator performs worse than the há estimator, especially for the Bernoulli design, but
the qualitative conclusions are the same. The bias is negligible relative to the variance for
the settings and sample sizes we consider here.
B1.1 Interference within groups
The first type of interference structure we consider is inspired by the commonly used partial
interference assumption. Let Gi = {j : j 6= i and dj/ane = di/ane} be the interference set
for i, where an determines the size of Gi. The sets are symmetrical in the sense that i ∈ Gj
if and only if j ∈ Gi. One can interpret this setting as if the units are assigned to groups
indexed by di/ane, and all units in a group are interfering with each other.
The size of the groups decides the amount of interference, and since the sequence (an)
controls the group size, we can use it to control davg. In particular, we have Iij = dij, so
C1 = davg ≈ an subject only to rounding error. Lemma 1 gives C1 ≤ davg, so C1 = davg is
the maximum value of C1. The data generating process thus produces the densest possible
interference structure in the sense of the largest C1 for a given davg.
The results are presented in Figure B2. The figure presents five different sequences of
(an). In the first case, an is constant at one. All units are here assigned to a group of their
own, and there is no interference. We observe the expected root-n rate decrease in the
rmse. The performances of Bernoulli and complete randomization are close to identical,
but paired randomization provides a notable efficiency gain. The four subsequent settings
introduce interference at different levels. All settings start with a100 ≈ 25, after which the
groups grow at different rates as described in the legend of the figure.
In the first case with interference, we have an = 25, so the groups are of a constant size
of 25 (disregarding rounding). We see that the rmse is considerably higher than under no
interference for the smaller sample sizes, especially for the Bernoulli design. As the sample
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Figure B2: Estimator performance when the interference is contained within groups of units.
The figure presents the root mean square error of the Hájek estimator with respect to eate
for the interference structure described in Section B1.1. The panels present the results from
the Bernoulli (A), complete (B) and paired (C) randomization designs. The lines correspond
to different sequences (an), as described in the legend, which govern the amount of interference
dependence. Each line connects 25 data points with sample sizes evenly spaced on a logarithmic
scale between 100 and 100,000. Each data point is the rmse averaged over 50,000 draws from the
corresponding data generating process normalized by the average rmse from the Bernoulli design
with sample size 100 under no interference. The simulation error is negligible; the non-smoothness
of the rmse curve for the smaller sample sizes is due to rounding of an when constructing the
groups.
grows, however, the rmse approaches the performance under no interference. We know
from Corollary 1 that the Hájek estimator is root-n consistent when the average interference
dependence is bounded. We have davg = 25 when an = 25, so we, indeed, expect the rmse
to be of the same order as without interference in this case. The theoretical results are
mirrored in the simulations.
The two subsequent cases, an = 8n0.25 and an = 2.5n0.5, investigate the performance
when davg grows with the sample size but at a rate so that restricted interference holds.
We know from the theoretical results that the estimator is consistent, but the rate of con-
vergence might be slower than root-n. This is reflected in the simulations. The rmse
decreases as the sample grows, but it does so at a slower rate than under no interference.
Proportionally, the rmse is considerably larger than under no interference for the larger
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sample sizes. This illustrates that large samples may be needed to draw inferences about
eate in settings with considerable interference. Note that complete randomization per-
forms better than the Bernoulli design despite having a worse upper bound on the rate of
convergence in this case.
The last sequence investigates the performance when restricted interference does not
hold. Here, an = 0.25n, so the data generating process partitions the units into four groups
of equal size. The number of units in the groups grows proportionally to the sample size.
In this case, davg is not dominated by n, and the theoretical results do not apply; the
estimator may not be consistent. Indeed, while the rmse decreases initially, it levels out,
and for samples larger than about a thousand units, there is no noticeable decrease in the
rmse.
B1.2 Random interference
The second type of interference structure randomly generates Gi. We know of no way to
draw interference structures uniformly from all structures with a specific value of davg. The
task is not completely unlike the problem of uniformly generating random regular graphs
(Janson et al., 2000). To make the data generation tractable, we use a simple procedure
that controls the expected value of davg. We generate Gi so that, independently, j ∈ Gi
with probability (an−1)/(n−1). This corresponds to Gilbert’s version of the Erdős–Rényi
model of random graphs (Gilbert, 1959). The marginal distribution of ci − 1 is, thus,
binomial with n − 1 trials of probability (an − 1)/(n − 1), so E[ci] = E[C1] = an. In
Section B2 of this supplement, we show that:
E[davg] = n− (n− 1)
(
1− an − 1
n− 1
)n(
1 +
an − 1
n− 1
)n−2
.
The expectation is of the same order as the square of an when the sequence is dominated
by n0.5, and it is of order n when an dominates n0.5:
E[davg] ∼
 a
2
n if an = o(n0.5),
n if n0.5 = o(an).
In other words, we can control the expected value of davg with the sequence (an). We
investigate five sequences (an) that yield growth rates of davg roughly similar to the five
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settings investigated in the previous section.
The results are presented in the first row of panels in Figure B3. As in the previous
setting, when the interference dependence is bounded (i.e., an = 5), the performance is
similar to the case without interference, an = 1. However, unlike the previous setting, all
sequences of an exhibit this behavior. The one exception is when an = 0.05n under the
Bernoulli design in Panel A. The behavior is somewhat artificial due to the stylized data
generating process, but it does illustrate that the theoretical results describe the worst case;
the estimators may converge at a rapid rate even when the interference is extensive.
To understand this behavior, consider the consequences of a small perturbation of the
assignments. In particular, consider changing the assignment of a single unit i assigned to
control under the Bernoulli design. Let Gi = {j : i ∈ Gj} denote the set of units for which
unit i is in their respective interference sets. Of the units in Gi, some fraction will have
bal(Gj) = 0. When we change i’s assignment, those units will change to bal(Gj) = 1, and
thus change the values of their outcomes. Similarly, some other fraction of Gi will have
bal(Gj) = −1, and their values will change to bal(Gj) = 0. If unit i is in sufficiently many
units’ interference sets, which tends to happen when an is large, the perturbations will have
large effects on the estimator. This explains why the rmse does not converge to zero when
an = 0.05n under the Bernoulli design.
Now consider the same situation under complete and paired randomization. With these
designs, we cannot change unit i’s assignment in isolation. The number of treated units
is fixed, so to change i’s assignment, we must change another unit’s assignment in the
opposite direction. This other unit, say unit `, will, just as i, be in some number of other
units’ interference sets, and some fraction of these units will have bal(Gj) ∈ {0, 1}. The
consequence is that when we change i’s assignment from control to treatment and add one
to bal(Gj) for the units in Gi, a counteracting effect happens because we simultaneously
change `’s assignment from treatment to control and remove one from bal(Gj) for units
in G`. The number of units that get one added to bal(Gj) will, with high probability and
relative to the sample size, be close to the number of units that get one removed, so the
overall effect is small even if units i and ` interfere many other units.
The extreme case is when an = n, so that interference is complete. The Bernoulli
design would here exhibit considerable variation just as when an = 0.05n. However, under
complete and paired randomization, exactly half of the sample has bal(Gj) = −1, and the
other half has bal(Gj) = 1. No perturbation of the assignments can change this. In other
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Figure B3: Estimator performance when the interference structure is randomly generated. The
figure presents the root mean square error of the Hájek estimator with respect to eate for the
interference structure described in Section B1.2. The panels present the results from the Bernoulli
(A, D), complete (B, E) and paired (C, F) randomization designs for the unweighted (A, B, C)
and weighted (D, E, F) version of the balance function as described in the text. See the note of
Figure B2 for additional details.
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words, the designs perfectly balance the spillover effects of any change of the assignments
so the outcomes are unchanged, and the standard error does not increase relative to no
interference (see Table B4 below).
The data generating process can be modified slightly to introduce sensitivity to assign-
ment perturbations also under complete and paired randomization. Consider generating
a random variable λi for each unit that follows a heavy-tailed distribution. In our case,
λi is standard log-normal distributed. We can then change the definition of bal(Gi) to a
weighted balance:
bal(Gi) =
∑
j∈Gi
λj(2Zj − 1).
If we perturb the assignment of a unit with a large λi, the effect will outweigh the effect of
the counteracting change of another unit’s assignment, since the other unit tends to have
a lower value on λi. If the unit with the large λi is interfering with sufficiently many units
(i.e., when an is large), the change will noticeably affect the behavior of the estimator. The
second row of panels in Figure B3 presents the results when we use the weighted version of
bal(Gi). We see that, indeed, the rmse for an = 0.05n does not converge under any of the
designs.
B1.3 Interference from one unit
The final type of interference structure to be considered is when a single unit interferes
with other units. Specifically, let Gi = {1} when 2 ≤ i ≤ an and Gi = ∅ otherwise. A
simpler, but equivalent, way to generate the potential outcomes in this case is:
yi(z) =
 2z1zi +Xi + εi if 2 ≤ i ≤ an,zi +Xi + εi otherwise.
We have Iij = 1 if and only if i = 1 and j ≤ an, and thus dij = 1 whenever i, j ≤ an.
It follows that C1 = 1 +
(banc − 1)/n and davg = 1 + banc(banc − 1)/n. This provides the
maximum amplification of the variation in unit 1’s assignment. In all cases we investigate
here, C1 < 2 no matter the value of davg. The setting is thus a candidate for the worst case
since a very sparse interference structure leads to many interference dependencies (i.e., a
small C1 but large davg).
Figure B4 presents the results. The performance is similar across the three designs. For
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Figure B4: Estimator performance when only one unit is interfering with other units. The
figure presents the root mean square error of the Hájek estimator with respect to eate for the
interference structure described in Section B1.3. The panels present the results from the Bernoulli
(A), complete (B) and paired (C) randomization designs. See the note of Figure B2 for additional
details.
bounded interference (i.e., an = 240.5n0.5), the rmse quickly approaches the no-interference
case. However, compared to the two other types of interference structures, there is a no-
ticeable difference also for the largest sample sizes. With this data generating process, a
sample containing one hundred thousand units is not large enough to remove the perfor-
mance penalty introduced by the interference. The two sequences with restricted but not
bounded interference (an = 80.5n0.625 and an = 2.50.5n0.75) follow the same pattern as above:
the rmse decreases but at a slower rate than under no interference. When the interference
dependence is proportional to the sample size (an = 0.5n), the rmse levels out, and we
see no notable decrease for samples larger than about one thousand units. These results
confirm the theoretical finding: we must use davg rather than C1 to restrict the interference.
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B2 The average interference dependence in Section B1.2
Proposition. With the data generating process in Section B1.2:
E[davg] = n− (n− 1)
(
1− an − 1
n− 1
)n(
1 +
an − 1
n− 1
)n−2
.
Proof. Recall davg from Definition 5, and note:
E[davg] =
1
n
n∑
i=1
n∑
j=1
E[dij] =
1
n
n∑
i=1
n∑
j=1
Pr(dij = 1).
Recall that dij = 1 if and only if ` ∈ U exists such that I`iI`j = 1. Consider the probability:
Pr(dij = 1) = Pr
(
n∑
`=1
I`iI`j > 0
)
= 1− Pr
(
n∑
`=1
I`iI`j = 0
)
= 1−
n∏
`=1
Pr
(
I`iI`j = 0
)
,
where the last equality follows from that all the terms in the sum are independent under
the current data generating process.
Consider the probability that I`iI`j = 0:
Pr
(
I`iI`j = 0
)
= 1− Pr(I`i = 1, I`j = 1) = 1− Pr(I`i = 1 ∣∣ I`j = 1)Pr(I`j = 1).
The distribution of Iij is specified by the data generating process. Specifically, recall that
Iij = 1 with probability one when i = j, and Iij is Bernoulli distributed with probability
(an − 1)/(n− 1) when i 6= j. We thereby have:
Pr
(
I`j = 1
)
=
{
1 if ` = j,
(an − 1)/(n− 1) otherwise,
Pr
(
I`i = 1
∣∣ I`j = 1) = { 1 if i = j,
Pr
(
I`i = 1
)
otherwise,
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Pr
(
I`i = 1
∣∣ I`j = 1)Pr(I`j = 1) =

1 if i = j = `,
(an − 1)/(n− 1) if i = j or i = ` or j = `,[
(an − 1)/(n− 1)
]2 otherwise,
Note that:
1−
(
an − 1
n− 1
)2
=
(
1− an − 1
n− 1
)(
1 +
an − 1
n− 1
)
,
so:
Pr
(
I`iI`j = 0
)
1− (an − 1)/(n− 1) =

0 if i = j = `,
1 if i = j or i = ` or j = `,[
1 + (an − 1)/(n− 1)
]
otherwise,
∏n
`=1 Pr
(
I`iI`j = 0
)[
1− (an − 1)/(n− 1)
]n =
{
0 if i = j,[
1 + (an − 1)/(n− 1)
]n−2 otherwise.
Thus, when i = j, we have Pr(dij = 1) = 1, and when i 6= j:
Pr(dij = 1) = 1−
n∏
`=1
Pr
(
I`iI`j = 0
)
= 1−
(
1− an − 1
n− 1
)n(
1 +
an − 1
n− 1
)n−2
.
We return to the expectation of interest to complete the proof:
E[davg] =
1
n
n∑
i=1
n∑
j=1
Pr(dij = 1)
=
1
n
n∑
i=1
Pr(dii = 1) +
1
n
n∑
i=1
∑
j 6=i
Pr(dij = 1)
=
1
n
n∑
i=1
1 +
1
n
n∑
i=1
∑
j 6=i
[
1−
(
1− an − 1
n− 1
)n(
1 +
an − 1
n− 1
)n−2]
= 1 + (n− 1)
[
1−
(
1− an − 1
n− 1
)n(
1 +
an − 1
n− 1
)n−2]
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= n− (n− 1)
(
1− an − 1
n− 1
)n(
1 +
an − 1
n− 1
)n−2
.
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Table B1: Bias of the ht and há estimators with respect to eate in the simulation study when
the interference is contained within groups of units as described in Section B1.1.
Panel A: Bernoulli randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.006 0.005 0.000 0.000 0.002 0.000 0.000 0.000
25 0.011 0.000 0.000 0.000 0.035 0.005 0.000 0.000
8n0.25 0.011 0.001 0.000 0.000 0.035 0.005 0.001 0.000
2.5n0.5 0.011 0.000 0.000 0.001 0.035 0.007 0.001 0.001
0.25n 0.011 0.002 0.000 0.004 0.035 0.011 0.004 0.005
n 0.014 0.014 0.005 0.001 0.074 0.035 0.003 0.004
Panel B: Complete randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.003 0.000 0.000 0.000 0.003 0.000 0.000 0.000
25 0.041 0.004 0.000 0.000 0.041 0.004 0.000 0.000
8n0.25 0.041 0.006 0.000 0.000 0.041 0.006 0.000 0.000
2.5n0.5 0.041 0.009 0.001 0.000 0.041 0.009 0.001 0.000
0.25n 0.041 0.015 0.005 0.001 0.041 0.015 0.005 0.001
n 0.997 1.000 1.000 1.000 0.997 1.000 1.000 1.000
Panel C: Paired randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.001 0.000 0.000 0.000 0.001 0.000 0.000 0.000
25 0.047 0.004 0.000 0.000 0.047 0.004 0.000 0.000
8n0.25 0.047 0.006 0.001 0.000 0.047 0.006 0.001 0.000
2.5n0.5 0.047 0.006 0.002 0.001 0.047 0.006 0.002 0.001
0.25n 0.047 0.014 0.007 0.003 0.047 0.014 0.007 0.003
n 0.999 1.000 1.000 1.000 0.999 1.000 1.000 1.000
Note: Each cell presents the result from 50,000 draws from the data generating process.
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Table B2: Standard error of the ht and há estimators in the simulation study when the inter-
ference is contained within groups of units as described in Section B1.1.
Panel A: Bernoulli randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 1.181 0.375 0.119 0.037 0.444 0.139 0.044 0.014
25 1.571 0.500 0.157 0.050 0.645 0.204 0.064 0.020
8n0.25 1.571 0.546 0.194 0.070 0.645 0.245 0.100 0.040
2.5n0.5 1.571 0.607 0.259 0.119 0.645 0.303 0.165 0.090
0.25n 1.571 0.822 0.595 0.530 0.645 0.523 0.504 0.502
n 2.037 1.302 1.091 1.028 1.088 1.010 1.001 1.000
Panel B: Complete randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.440 0.139 0.044 0.014 0.440 0.139 0.044 0.014
25 0.510 0.163 0.051 0.016 0.510 0.163 0.051 0.016
8n0.25 0.510 0.180 0.070 0.027 0.510 0.180 0.070 0.027
2.5n0.5 0.510 0.207 0.106 0.054 0.510 0.207 0.106 0.054
0.25n 0.510 0.331 0.301 0.298 0.510 0.331 0.301 0.298
n 0.440 0.139 0.044 0.014 0.440 0.139 0.044 0.014
Panel C: Paired randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.404 0.127 0.040 0.013 0.404 0.127 0.040 0.013
25 0.477 0.151 0.048 0.015 0.477 0.151 0.048 0.015
8n0.25 0.477 0.171 0.068 0.026 0.477 0.171 0.068 0.026
2.5n0.5 0.477 0.198 0.104 0.054 0.477 0.198 0.104 0.054
0.25n 0.477 0.324 0.299 0.297 0.477 0.324 0.299 0.297
n 0.404 0.127 0.040 0.013 0.404 0.127 0.040 0.013
Note: Each cell presents the result from 50,000 draws from the data generating process.
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Table B3: Bias of the ht and há estimators with respect to eate when the interference structure
is randomly generated using the unweighted balance function as described in Section B1.2.
Panel A: Bernoulli randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.006 0.005 0.000 0.000 0.002 0.000 0.000 0.000
5 0.002 0.001 0.000 0.000 0.014 0.002 0.000 0.000
80.5n0.125 0.006 0.002 0.001 0.000 0.016 0.001 0.000 0.000
2.50.5n0.25 0.002 0.001 0.001 0.000 0.014 0.003 0.000 0.000
0.05n 0.002 0.002 0.001 0.000 0.014 0.006 0.002 0.000
n 0.014 0.014 0.005 0.001 0.074 0.035 0.003 0.004
Panel B: Complete randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.003 0.000 0.000 0.000 0.003 0.000 0.000 0.000
5 0.014 0.002 0.000 0.000 0.014 0.002 0.000 0.000
80.5n0.125 0.016 0.002 0.000 0.000 0.016 0.002 0.000 0.000
2.50.5n0.25 0.014 0.002 0.000 0.000 0.014 0.002 0.000 0.000
0.05n 0.014 0.006 0.002 0.001 0.014 0.006 0.002 0.001
n 0.997 1.000 1.000 1.000 0.997 1.000 1.000 1.000
Panel C: Paired randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.001 0.000 0.000 0.000 0.001 0.000 0.000 0.000
5 0.015 0.001 0.000 0.000 0.015 0.001 0.000 0.000
80.5n0.125 0.015 0.002 0.000 0.000 0.015 0.002 0.000 0.000
2.50.5n0.25 0.015 0.002 0.000 0.000 0.015 0.002 0.000 0.000
0.05n 0.015 0.006 0.001 0.001 0.015 0.006 0.001 0.001
n 0.999 1.000 1.000 1.000 0.999 1.000 1.000 1.000
Note: Each cell presents the result from 50,000 draws from the data generating process.
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Table B4: Standard error of the ht and há estimators when the interference structure is randomly
generated using the unweighted balance function as described in Section B1.2.
Panel A: Bernoulli randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 1.181 0.375 0.119 0.037 0.444 0.139 0.044 0.014
5 1.337 0.422 0.133 0.042 0.486 0.153 0.048 0.015
80.5n0.125 1.339 0.431 0.140 0.045 0.487 0.156 0.051 0.017
2.50.5n0.25 1.337 0.444 0.148 0.050 0.486 0.161 0.055 0.020
0.05n 1.337 0.542 0.292 0.213 0.486 0.228 0.184 0.179
n 2.037 1.302 1.091 1.028 1.088 1.010 1.001 1.000
Panel B: Complete randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.440 0.139 0.044 0.014 0.440 0.139 0.044 0.014
5 0.461 0.145 0.046 0.014 0.461 0.145 0.046 0.014
80.5n0.125 0.456 0.145 0.046 0.015 0.456 0.145 0.046 0.015
2.50.5n0.25 0.461 0.145 0.046 0.015 0.461 0.145 0.046 0.015
0.05n 0.461 0.146 0.046 0.015 0.461 0.146 0.046 0.015
n 0.440 0.139 0.044 0.014 0.440 0.139 0.044 0.014
Panel C: Paired randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.404 0.127 0.040 0.013 0.404 0.127 0.040 0.013
5 0.424 0.134 0.042 0.013 0.424 0.134 0.042 0.013
80.5n0.125 0.422 0.134 0.042 0.013 0.422 0.134 0.042 0.013
2.50.5n0.25 0.424 0.134 0.042 0.014 0.424 0.134 0.042 0.014
0.05n 0.424 0.134 0.043 0.014 0.424 0.134 0.043 0.014
n 0.404 0.127 0.040 0.013 0.404 0.127 0.040 0.013
Note: Each cell presents the result from 50,000 draws from the data generating process.
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Table B5: Bias of the ht and há estimators with respect to eate when the interference structure
is randomly generated using the weighted balance function as described in the end of Section B1.2.
Panel A: Bernoulli randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.006 0.005 0.000 0.000 0.002 0.000 0.000 0.000
5 0.001 0.000 0.000 0.000 0.011 0.002 0.000 0.000
80.5n0.125 0.004 0.001 0.000 0.000 0.012 0.001 0.000 0.000
2.50.5n0.25 0.001 0.000 0.000 0.000 0.011 0.002 0.000 0.000
0.05n 0.001 0.000 0.000 0.002 0.011 0.003 0.002 0.001
Panel B: Complete randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.003 0.000 0.000 0.000 0.003 0.000 0.000 0.000
5 0.012 0.002 0.000 0.000 0.012 0.002 0.000 0.000
80.5n0.125 0.014 0.001 0.001 0.000 0.014 0.001 0.001 0.000
2.50.5n0.25 0.012 0.001 0.000 0.000 0.012 0.001 0.000 0.000
0.05n 0.012 0.002 0.001 0.001 0.012 0.002 0.001 0.001
Panel C: Paired randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.001 0.000 0.000 0.000 0.001 0.000 0.000 0.000
5 0.013 0.002 0.000 0.000 0.013 0.002 0.000 0.000
80.5n0.125 0.016 0.002 0.000 0.000 0.016 0.002 0.000 0.000
2.50.5n0.25 0.013 0.003 0.000 0.000 0.013 0.003 0.000 0.000
0.05n 0.013 0.004 0.001 0.001 0.013 0.004 0.001 0.001
Note: Each cell presents the result from 50,000 draws from the data generating process.
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Table B6: Standard error of the ht and há estimators when the interference structure is randomly
generated using the weighted balance function as described in the end of Section B1.2.
Panel A: Bernoulli randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 1.181 0.375 0.119 0.037 0.444 0.139 0.044 0.014
5 1.307 0.415 0.132 0.041 0.489 0.155 0.049 0.015
80.5n0.125 1.309 0.420 0.135 0.044 0.488 0.157 0.051 0.017
2.50.5n0.25 1.307 0.426 0.141 0.047 0.489 0.161 0.055 0.019
0.05n 1.307 0.502 0.263 0.201 0.489 0.227 0.183 0.178
Panel B: Complete randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.440 0.139 0.044 0.014 0.440 0.139 0.044 0.014
5 0.469 0.149 0.047 0.015 0.469 0.149 0.047 0.015
80.5n0.125 0.467 0.150 0.048 0.016 0.467 0.150 0.048 0.016
2.50.5n0.25 0.469 0.153 0.051 0.018 0.469 0.153 0.051 0.018
0.05n 0.469 0.197 0.149 0.144 0.469 0.197 0.149 0.144
Panel C: Paired randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.404 0.127 0.040 0.013 0.404 0.127 0.040 0.013
5 0.438 0.138 0.044 0.014 0.438 0.138 0.044 0.014
80.5n0.125 0.435 0.140 0.045 0.015 0.435 0.140 0.045 0.015
2.50.5n0.25 0.438 0.143 0.048 0.017 0.438 0.143 0.048 0.017
0.05n 0.438 0.191 0.148 0.143 0.438 0.191 0.148 0.143
Note: Each cell presents the result from 50,000 draws from the data generating process.
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Table B7: Bias of the ht and há estimators with respect to eate when only one unit is interfering
with other units as described in Section B1.3.
Panel A: Bernoulli randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.006 0.005 0.000 0.000 0.002 0.000 0.000 0.000
240.5n0.5 0.008 0.006 0.000 0.000 0.005 0.001 0.000 0.000
80.5n0.625 0.008 0.006 0.000 0.000 0.005 0.002 0.001 0.000
2.50.5n0.75 0.008 0.007 0.001 0.001 0.005 0.002 0.001 0.001
0.5n 0.008 0.008 0.003 0.003 0.005 0.004 0.004 0.003
n 0.010 0.012 0.007 0.007 0.009 0.008 0.007 0.007
Panel B: Complete randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.003 0.000 0.000 0.000 0.003 0.000 0.000 0.000
240.5n0.5 0.001 0.001 0.000 0.000 0.001 0.001 0.000 0.000
80.5n0.625 0.001 0.001 0.001 0.000 0.001 0.001 0.001 0.000
2.50.5n0.75 0.001 0.002 0.001 0.000 0.001 0.002 0.001 0.000
0.5n 0.001 0.004 0.004 0.003 0.001 0.004 0.004 0.003
n 0.004 0.008 0.007 0.006 0.004 0.008 0.007 0.006
Panel C: Paired randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.001 0.000 0.000 0.000 0.001 0.000 0.000 0.000
240.5n0.5 0.006 0.002 0.001 0.000 0.006 0.002 0.001 0.000
80.5n0.625 0.006 0.003 0.001 0.000 0.006 0.003 0.001 0.000
2.50.5n0.75 0.006 0.004 0.001 0.001 0.006 0.004 0.001 0.001
0.5n 0.006 0.007 0.002 0.004 0.006 0.007 0.002 0.004
n 0.013 0.014 0.004 0.007 0.013 0.014 0.004 0.007
Note: Each cell presents the result from 50,000 draws from the data generating process.
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Table B8: Standard error of the ht and há estimators when only one unit is interfering with
other units as described in Section B1.3.
Panel A: Bernoulli randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 1.181 0.375 0.119 0.037 0.444 0.139 0.044 0.014
240.5n0.5 1.316 0.409 0.129 0.041 0.650 0.206 0.066 0.021
80.5n0.625 1.326 0.436 0.150 0.053 0.665 0.252 0.100 0.040
2.50.5n0.75 1.326 0.475 0.199 0.096 0.665 0.312 0.164 0.090
0.5n 1.326 0.634 0.515 0.501 0.665 0.517 0.502 0.500
n 1.619 1.078 1.008 1.001 1.087 1.008 1.001 1.000
Panel B: Complete randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.440 0.139 0.044 0.014 0.440 0.139 0.044 0.014
240.5n0.5 0.646 0.206 0.066 0.021 0.646 0.206 0.066 0.021
80.5n0.625 0.661 0.252 0.100 0.040 0.661 0.252 0.100 0.040
2.50.5n0.75 0.661 0.312 0.164 0.090 0.661 0.312 0.164 0.090
0.5n 0.661 0.517 0.502 0.500 0.661 0.517 0.502 0.500
n 1.083 1.007 1.001 1.000 1.083 1.007 1.001 1.000
Panel C: Paired randomization design
Horvitz-Thompson estimator Hájek estimator
an n = 10
2 n = 103 n = 104 n = 105 n = 102 n = 103 n = 104 n = 105
1 0.404 0.127 0.040 0.013 0.404 0.127 0.040 0.013
240.5n0.5 0.623 0.200 0.063 0.020 0.623 0.200 0.063 0.020
80.5n0.625 0.638 0.247 0.098 0.040 0.638 0.247 0.098 0.040
2.50.5n0.75 0.638 0.308 0.163 0.090 0.638 0.308 0.163 0.090
0.5n 0.638 0.516 0.502 0.500 0.638 0.516 0.502 0.500
n 1.071 1.008 1.001 1.000 1.071 1.008 1.001 1.000
Note: Each cell presents the result from 50,000 draws from the data generating process.
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