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Abstract
The paper deals with the entries of functions of large banded Hermitian block Toeplitz matrices and
their perturbations. For general continuous functions, convergence results are established, and for analytic
functions, these results are accompanied by estimates of the convergence speed. The applications to signal
processing include, among others, the direct derivation of a closed form solution of the minimum mean
square error (MMSE) for a double-sided infinite-length linear equalizer for MIMO channels from the finite-
length MMSE expression and the derivation of a formula for the contribution of each channel input to the
overall MMSE.
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1. Introduction
An n × n block Toeplitz matrix with N × N blocks is an nN × nN matrix of the form Tn =
(aj−k)nj,k=1 with ak ∈ CN×N . Such matrices arise, for example, as covariance matrices of mul-
tivariate stationary processes and as matrix representations of linear time-invariant discrete-time
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multivariate filters. In many signal processing applications, one is often interested in the asymptotic
behavior of certain quantities connected with functions of Tn as n goes to infinity (while N
remains fixed). One such quantity is the trace, which leads to the study of tr f (Tn) (see, for
instance, [2,10,12,16]). Another relevant quantity is particular block entries of f (Tn), that is, the
asymptotics of [f (Tn)]ϕ(n),ψ(n) for appropriate ϕ(n) and ψ(n), and this will be the subject of this
paper.
In [5], we showed that f (Tn) is a block Toeplitz matrix plus a matrix, almost all of the
mass of which is concentrated in the upper-left and lower-right corners. We there considered
not only the functions of block Toeplitz matrices, but even the so-called quasicommutators, and
we there embarked on generating functions in L∞(Td). Consequently, the arguments of [5] are
highly sophisticated. In applications to signal processing, Tn is often banded and Hermitian. This
circumstance simplifies things dramatically, and the purpose of this paper is to cite the existing
results and to develop them further in order to understand the mass concentration in functions of
banded Hermitian block Toeplitz matrices and of perturbations of such matrices.
The paper is organized as follows. In Section 2 we list some problems from signal processing
that lead to the study of entries [f (An)]ij when An is block Toeplitz or Toeplitz-like. Sections 3
and 4 serve as introductions to Toeplitz-like matrices and functions of them. In Section 5 we cite a
basic result on continuous functions of Toeplitz-like matrices which is very useful in applications
but is apparently not widely known. In Section 6 we use a known result on the structure of A−1n to
derive sufficiently precise insights into the structure of f (An) for analytic functions f . Section 7
contains the results on [f (An)]ij we need in applications. Finally, in Section 8 we give solutions
to the problems quoted in Section 2.
2. Related signal processing problems
In this section, we provide some engineering problems where certain parameters of interest can
be obtained as a specific entry of f (An) for large n, with An and f depending on the particular
problem.
2.1. Finite-length multivariate MMSE linear estimator
The first example is the standard linear estimation problem where the observed multivariate
stationary process is given by yk = sk + nk . The process sk = (s(1)k , . . . , s(no)k ) is a moving
average (MA) process obtained at the output of a multivariate finite impulse response (FIR) filter
sk =
m∑
l=0
Hlxk−l ,
where xk = (x(1)k , . . . , x(ni )k ) denotes the input process and the filter taps H0,H1, . . . ,Hm are
no × ni matrices. The random variables x(j)k , with k ∈ Z and 1  j  ni , are independent iden-
tically distributed (i.i.d.) with zero mean and variance 1. The observation noise, nk = (n(1)k , . . . ,
n
(no)
k )

, is independent of the input, and thus E[xk1 nk2 ] = 0ni×no for all k1, k2 ∈ Z; here 0ni×no
is the ni × no zero matrix. Furthermore, the noise variables n(j)k , with k ∈ Z and 1  j  no, are
i.i.d. Gaussian random variables of zero mean and variance σ 2 > 0.
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Let Hn be the n × (n + m) block Toeplitz matrix with no × ni blocks given by
Hn =
⎛⎜⎜⎜⎜⎜⎜⎝
H0 H1 · · · Hm 0no×ni · · · · · · 0no×ni
0no×ni H0 H1 · · · Hm 0no×ni · · · 0no×ni
...
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...
...
.
.
.
.
.
.
.
.
.
.
.
. 0no×ni
0no×ni · · · · · · 0no×ni H0 H1 · · · Hm
⎞⎟⎟⎟⎟⎟⎟⎠ . (1)
We denote by Tn the n × n banded Hermitian block Toeplitz matrix with no × no blocks defined
by
Tn = HnH ∗n ,
where ∗ denotes conjugate transpose (i.e., H ∗n = Hn ).
Given 1  d  n, we assume that the vectors yk, yk−1, . . . , yk−n+1 are known except for
yk−d+1. We linearly estimate yk−d+1 from the remaining vectors and we denote by ŷk−d+1
such an estimate. Fig. 1 shows this linear estimator of order n − 1 (the choices d = 1 and
d = n correspond to the cases of a forward and backward linear predictor, respectively). The
no × no weight matrices Wj are chosen to minimize the mean square error (MSE) defined by
E[e∗k−d+1ek−d+1] with ek−d+1 = yk−d+1 − ŷk−d+1. By reasoning as in [13] for the univariate
case of the forward or backward linear predictor, it can be easily shown that the minimum
mean square error (MMSE) is given by
MMSEn(d) = tr([f (Tn)]d,d)−1, (2)
where tr denotes trace, the function f is
f (x) = 1
σ 2 + x ,
and [f (Tn)]d,d ∈ Cno×no is the d, d block entry of f (Tn). Moreover, the associated no × no error
autocorrelation matrix can be written as
E[ek−d+1e∗k−d+1] = ([f (Tn)]d,d)−1. (3)
In Section 8, by using the expressions (2) and (3) we will study the behavior of the double-sided
infinite-length MMSE linear estimator.
Fig. 1. Multivariate linear estimator of order n − 1.
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2.2. Finite-length MIMO MMSE linear equalizer
In the second application, we consider the multiple-input multiple-output (MIMO) communi-
cation system shown in Fig. 2 with ni inputs and no outputs. The discrete-time channel impulse
response is given by H = (H0, . . . ,Hm), where the Hl are no × ni matrices. The channel output,
yk = (y(1)k , . . . , y(no)k ), can be written as
yk =
m∑
l=0
Hlxk−l + nk,
where xk = (x(1)k , . . . , x(ni )k ) and nk = (n(1)k , . . . , n(no)k ) denote the input and noise, respec-
tively. The noise samples n(j)k , with k ∈ Z and 1  j  no, are i.i.d. Gaussian variables of zero
mean and variance σ 2 > 0. The input components symbols x(j)k , with k ∈ Z and 1  j  ni ,
are discrete i.i.d. random variables independent of the noise samples, with E[x(j)k ] = 0 and
E[(x(j)k )2] = 1.
The linear equalizer (LE) block comprises an n tapped delay line filter that linearly esti-
mates the input xk−n−m+d , 1  d  n + m, from the channel outputs yk, yk−1, . . . , yk−n+1. Thus,
such an estimation x˜k−n−m+d has the form
∑n−1
j=0 Wjyk−j , with Wj being ni × no matrices.
These matrix taps Wj are chosen to minimize the MSE defined by E[e∗k−n−m+dek−n−m+d ] with
ek−n−m+d = xk−n−m+d − x˜k−n−m+d . From [1] it is easy to see that the corresponding MMSE
can be expressed as
MMSEn(d) = tr[f (An+m)]n+m+1−d,n+m+1−d , (4)
where An+m is the matrix An+m = H ∗nHn and Hn is the channel matrix (1), the function f is now
f (x) = σ
2
σ 2 + x ,
and [f (An+m)]jj ∈ Cni×ni is the j, j block entry of f (An+m). Furthermore, the associated ni ×
ni error autocorrelation matrix can be written as
E[ek−n−m+de∗k−n−m+d ] = [f (An+m)]n+m+1−d,n+m+1−d . (5)
Although the (n + m)ni × (n + m)ni matrix An+m is Hermitian and banded, it is in general not
block Toeplitz. However, it is block Toeplitz-like in a sense that will be specified in the next section.
This allows us to study the corresponding double-sided infinite-length MIMO MMSE-LE.
Fig. 2. MIMO communication system: discrete-time channel and equalizer.
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2.3. The Shannon capacity of the discrete-time Gaussian channel
In the previous two applications, the performance measure was the MMSE. Another perfor-
mance measure of engineering interest is the Shannon capacity of a channel. This measure gives
the maximum rate (i.e., bits per channel use) at which a user can transmit information reliably.
Consider the single-input single-output version of the discrete-time Gaussian channel dis-
cussed in Section 2.2 (that is, let ni = no = 1). Let the input of the channel be a zero mean
Gaussian random vector x = (x1, . . . , xn+m). We denote by y = (y1, . . . , yn) = Hnx + n the
corresponding output vector. Here n = (n1, . . . , nn) is a Gaussian white noise vector. Let Tn be
the banded Hermitian Toeplitz matrix Tn = HnH ∗n .
The capacity of this channel subject to a power constraint Px is given by the well known
limiting expression (see, e.g. [9,11])
C = lim
n→∞ supx:E[x∗x]nPx
I (x; y)
n
= 1
4π
∫ π
−π
log2(max(1, θσ−2|H(eiω)|2))dω, (6)
where I (x; y) is the mutual information between the input and the output of the channel, H(eiω) =∑m
k=0 Hkeikω is the transfer function of the channel, and θ is a constant that satisfies the equation
Px = 12π
∫ π
−π
max
(
0, θ − σ
2
|H(eiω)|2
)
dω.
The right-hand side of (6) makes us surmise that C can also be represented in the form
C = lim
n→∞[f (Tn)]ϕ(n),ϕ(n), (7)
where the function f is given by
f (x) = 12 log2(max(1, θσ−2x))
and ϕ(n) is a function ϕ : N → N such that 1  ϕ(n)  n, ϕ(n) → ∞, and n − ϕ(n) → ∞. In
Section 8 we will show that this is indeed the case. Furthermore, we will there also estimate the
convergence speed in (7) when the signal to noise ratio SNR := Px/σ 2 is sufficiently large.
3. Toeplitz-like matrices
Let T := {z ∈ C : |z| = 1} be the complex unit circle and CN×N be the set of all complex
N × N matrices. We equip CN×N with the spectral norm ‖ · ‖. Let further CN×N denote the set
of all continuous functions a : T → CN×N . We define a norm in CN×N by
‖a‖∞ = max
eiω∈T
‖a(eiω)‖.
For a ∈ CN×N , the Fourier coefficients are given by
ak = 12π
∫ π
−π
a(eiω)e−ikω dω = 1
2πi
∫
T
a(z)z−k dz
z
(k ∈ Z).
Note that ak ∈ CN×N . The objects of our main interest are the n × n block Toeplitz matrices
Tn(a) := (aj−k)nj,k=1. Obviously, Tn(a) ∈ CnN×nN .
To understand the properties of the sequence {Tn(a)}∞n=1, we need the infinite block Toeplitz ma-
trix T (a) := (aj−k)∞j,k=1 and the two infinite block Hankel matrices H(a) := (aj+k−1)∞j,k=1 and
H(a˜) := (a−j−k+1)∞j,k=1. We denote by 2N the Hilbert space of all sequences x = {x1, x2, . . .}
of columns xk ∈ CN such that
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‖x‖2 =
∞∑
k=1
‖xk‖2CN < ∞,
where ‖ · ‖CN is the 2 norm on CN . We let an infinite block matrix A = (ajk)∞j,k=1 with ajk ∈
CN×N act on finitely supported sequences x ∈ 2N by the rule
(Ax)j =
∞∑
k=1
ajkxk (j = 1, 2, . . .).
If this map extends to a bounded linear operator on 2N , we say that A induces (or simply is) a
bounded linear operator on 2N . We denote by B the set of all bounded linear operators on 
2
N
with the norm
‖A‖ = sup
‖x‖=1
‖Ax‖.
LetF be the set of all infinite block matrices with only finitely many nonzero blocks. Clearly,
F ⊂ B. The closure of F in B will be denoted by K. Operators in K are called compact
operators. It is well known that if a ∈ CN×N , then
T (a) ∈ B, H(a) ∈K, H(a˜) ∈K,
‖T (a)‖ = ‖a‖∞, ‖H(a)‖  ‖a‖∞, ‖H(a˜)‖  ‖a‖∞.
An important set betweenF andK is the setH of all infinite block matrices A = (ajk)∞j,k=1
with the property that there exist constants M < ∞ and 0 < σ < 1 such that ‖Ajk‖  Mσj+k for
all j, k  1. If the Fourier coefficients of a are exponentially decaying, then clearly H(a) ∈H
and H(a˜) ∈H.
We denote byPN×N ⊂ CN×N the set of all Laurent polynomials, that is, matrix functions of
the form
a(eiω) =
s∑
k=−s
ake
ikω.
Ifa ∈ PN×N , thenT (a) is banded andH(a),H(a˜)belong toF. Let finallyRn×N ⊂ CN×N be the
set of all rational matrix functions without poles on the unit circle T. Ifa ∈ PN×N and det a(eiω) /=
0 for all eiω ∈ T, then a−1 ∈ RN×N . As the Fourier coefficients of matrix functions a ∈ RN×N
are exponentially decaying, we have H(a) ∈H and H(a˜) ∈H whenever a ∈ RN×N .
We define the operators Pn, Qn, Wn on 2N by
Pn : {x1, x2, . . .} 	→ {x1, . . . , xn, 0, 0, . . .},
Qn : {x1, x2, . . .} 	→ {0, . . . , 0, xn+1, xn+2, . . .},
Wn : {x1, x2, . . .} 	→ {xn, . . . , x1, 0, 0, . . .},
and we freely identify the ranges of Pn and Wn with CnN . The matrix Tn(a) may accordingly
be identified with PnT (a)Pn. Clearly, Pn + Qn = I and W 2n = Pn. A simple computation shows
that
WnTn(a)Wn = Tn(a˜),
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where a˜(eiω) := a(e−iω). If N = 1, then Tn(a˜) is nothing but the transpose of Tn(a), but for
N  2 this is in general not true. Notice also that the definition of a˜ is in accordance with the
notation H(a˜): the matrix H(a˜) is just H(b) for b = a˜ with a˜(eiω) := a(e−iω).
If K ∈F, then PnKPn and WnKWn may be viewed as block matrices whose nonzero blocks
are in the upper-left and lower-right corners, respectively. For example, if
K =
⎛⎜⎜⎝
a b 0 0 . . .
c d 0 0 . . .
0 0 0 0 . . .
. . . . . . . . . . . . . . .
⎞⎟⎟⎠ ,
then
P4KP4 =
⎛⎜⎜⎝
a b 0 0
c d 0 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎠ , W4KW4 =
⎛⎜⎜⎝
0 0 0 0
0 0 0 0
0 0 d c
0 0 b a
⎞⎟⎟⎠ .
The following well known theorem by Widom [17] reveals the structure of the product of two
finite block Toeplitz matrices and also uncovers the role played by Hankel operators in connection
with Toeplitz matrices. For the reader’s convenience, we cite the theorem with a full proof.
Theorem 1 (Widom). If a, b ∈ CN×N, then
Tn(a)Tn(b) = Tn(ab) − PnH(a)H(b˜)Pn − WnH(a˜)H(b)Wn.
Proof. The j, k block entry of Tn(ab) is
[Tn(ab)]jk =
∞∑
r=−∞
aj−rbr−k
and the j, k block entry of Tn(a)Tn(b) equals
[Tn(a)Tn(b)]jk =
n∑
r=1
aj−rbr−k.
Since
[PnH(a)H(b˜)Pn]jk =
∞∑
s=1
aj+s−1b−j−s+1 =
0∑
r=−∞
aj−rbr−s
and
[WnH(a˜)H(b)Wn]jk = [PnH(a˜)H(b)Pn]n+1−j,n+1−k
=
∞∑
s=1
a−n−1+j−s−1bn+1−k−s−1 =
∞∑
r=n+1
aj−rbr−k,
we arrive at the asserted formula. 
We call matrices of the form
An = Tn(a) + PnUPn + WnVWn
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with a ∈ PN×N , U ∈F, V ∈F Toeplitz-like matrices. Of course, for fixed n, every matrix
may be written in the above form and hence be called Toeplitz-like. The notion of Toeplitz-like
matrices is rather a notion for the sequence {An}∞n=0 and thus an asymptotic concept. Theorem 1
shows that the product of two banded Toeplitz matrices is Toeplitz-like, because if a, b ∈ PN×N ,
then ab ∈ PN×N and H(a)H(b˜) and H(a˜)H(b) are obviously inF. The matrix An introduced
in Section 2 is a banded Hermitian block Toeplitz matrix plus PnUPn + WnVWn with U,V ∈F
and thus Toeplitz-like.
4. Functions of matrices
Let An ∈ CnN×nN be a selfadjoint matrix, A∗n = An. We denote by λ1  · · ·  λnN the eigen-
values of An and by sp An the spectrum of An, that is, the set {λ1, . . . , λnN }. We have
An = U∗n diag(λ1, . . . , λnN)Un
with a unitary matrix Un ∈ CnN×nN . If f : sp An → C is any function, then f (An) is defined by
f (An) = U∗n diag(f (λ1), . . . , f (λnN))Un.
Now let a ∈ CN×N be a selfadjoint matrix function, a(eiω)∗ = a(eiω) for all eiω ∈ T. We denote
by λ1(eiω)  · · ·  λN(eiω) the eigenvalues of a(eiω). These depend continuously on eiω ∈ T.
We put
min a = min
eiω∈T
λ1(e
iω), max a = max
eiω∈T
λN(e
iω).
Clearly, ‖a‖∞ = max(|max a|, |min a|). The spectrum sp a is the set of all λ ∈ R for which
det(a − λI) has a zero on T. Equivalently,
sp a =
⋃
eiω∈T
{λ1(eiω), . . . , λN(eiω)}.
For each eiω ∈ T,
a(eiω) = Un(ω)∗diag(λ1(eiω), . . . , λN(eiω))Un(ω)
with a unitary matrix Un(ω) ∈ CN×N . If f : sp a → C is any function, then f (a) : T → CN×N
is defined by
(f (a))(eiω) = Un(ω)∗diag(f (λ1(eiω)), . . . , f (λN(eiω)))Un(ω).
One can show that if f is continuous, then f (a) belongs to CN×N .
5. Continuous functions of Toeplitz-like matrices
The following theorem was in principle already established in [6]. Proofs are in Section 2.3 of
[3] and Section 2.7 of [7]. We remark that the theorem is true under much weaker hypotheses –
it suffices to require only that a ∈ CN×N , U ∈K, V ∈K.
Theorem 2. Let a ∈ PN×N, U ∈F, V ∈F and suppose a,U, V are selfadjoint. Put
An = Tn(a) + PnUPn + WnVWn.
Let α < β be real numbers such that sp An ⊂ [α, β] for all n  1 and sp a ⊂ [α, β]. If f ∈
C[α, β], then
796 J. Gutiérrez-Gutiérrez et al. / Linear Algebra and its Applications 422 (2007) 788–807
f (An) = Tn(f (a)) + PnKPn + WnLWn + Cn,
where K ∈K, L ∈K, and ‖Cn‖ → 0 as n → ∞.
Here are some results that will be useful in connection with finding a segment [α, β] as in
Theorem 2.
Proposition 3. Let a,U, V,An be as in Theorem 2. Then
sp An ⊂ sp (T (a) + U) ∪ sp (T (a˜) + V ) for all sufficiently large n, (8)
sp a ⊂ [min a, max a], (9)
sp Tn(a) ⊂ [min a, max a] for all n  1. (10)
Proof. Inclusion (8) follows from Theorem 7.11 of [8], which implies that if the two operators
T (a) + U − λI and T (a˜) + V − λI are invertible, then An − λI is invertible for all n  n0 and
supnn0 ‖(An − λI)−1‖ < ∞. Inclusion (9) is immediate from the definition of sp a. Inclusion(10) was probably first explicitly stated in the literature in [14,15], but it has been known to workers
in the field for a long time because it is straightforward from the estimate‖Tn(a)‖  ‖a‖∞. Indeed,
if μ is a sufficiently large real number, then μI + a is positive definite and hence ‖Tn(μI + a)‖ 
μ + max a. As the norm of the selfadjoint operator Tn(μI + a) is μ plus the maximal eigenvalue
λmax(Tn(a)) of Tn(a), it follows that λmax(Tn(a))  max a. Analogously, μI − a is positive
definite for sufficiently largeμ and henceμ − λmin (Tn(a)) = ‖Tn(μI − a)‖  μ − min a, which
gives λmin(Tn(a))  min a. 
6. Analytic functions of Toeplitz-like matrices
In applications, f is often an analytic function and in this case Theorem 2 can be sharpened.
Thus, let An and [α, β] be as in Theorem 2, but assume now that f is analytic in an open
neighborhood G ⊂ C of [α, β]. In the special case where f (λ) = 1/λ, we have the following
result, which is Theorem 6.2 of [4].
Theorem 4. Let a ∈ PN×N, U ∈F, V ∈F, suppose a,U, V are selfadjoint, and put
An = Tn(a) + PnUPn + WnVWn.
Assume that there is a real number α > 0 such that sp An ⊂ [α,∞) for all n  1 and sp a ⊂
[α,∞). Then
A−1n = Tn(a−1) + PnXPn + WnYWn + Cn,
where X ∈H, Y ∈H, and ‖Cn‖ = O(τn) as n → ∞ for some 0 < τ < 1.
We here prove that for a general analytic function the following holds.
Theorem 5. Let a ∈ PN×N, U ∈F, V ∈F, suppose a,U, V are selfadjoint, put
An = Tn(a) + PnUPn + WnVWn,
and let α < β be real numbers such that sp An ⊂ [α, β] for all n  1 and sp a ⊂ [α, β]. If f is
analytic in an open neighborhood of [α, β], then
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f (An) = Tn(f (a)) + PnKPn + WnLWn + Cn,
where K ∈H, L ∈H, and ‖Cn‖ = O(τn) as n → ∞ for some 0 < τ < 1.
The idea of the proof is very simple. If  ⊂ G \ [α, β] is a smooth curve that surrounds [α, β]
exactly once counter-clockwise, then
f (An) = 12πi
∫

f (λ)(λI − An)−1dλ. (11)
Applying Theorem 4 to λI − An = Tn(λI − a) − PnUPn − WnVWn, we get at least formally
that
(λI − An)−1 = Tn((λI − a)−1) + PnX(λ)Pn + WnY(λ)Wn + Cn(λ)
with nice X(λ), Y (λ), Cn(λ), and inserting this in (11) we arrive at
f (An) = Tn(f (a)) + PnKPn + WnLWn + Cn
with nice K , L, Cn given by
K = 1
2πi
∫

f (λ)X(λ)dλ, L = 1
2πi
∫

f (λ)Y (λ)dλ, (12)
Cn = 12πi
∫

f (λ)Cn(λ)dλ. (13)
The rest of this section is devoted to making this argument rigorous and thus to give a proof
of Theorem 5.
Let b ∈ RN×N and ‖b(z)‖∞  μ for r1  |z|  r2 where 0 < r1 < 1 < r2. Put  =
max(r1, 1/r2). For k  1 we have
(bk)±n = 12πi
∫
|z|=1
bk(z)z∓n dz
z
(n  0)
and hence
(bk)n = 12πi
∫
|z|=r2
bk(z)z−n dz
z
, (bk)−n = 12πi
∫
|z|=r1
bk(z)zn
dz
z
,
which implies that
‖(bk)n‖  μk|n|−1 for n ∈ Z.
The following lemma is the technical result we need.
Lemma 6. Let
Bn = Tn(b) + PnXPn + WnYWn + Cn,
where b is as above and
‖Xij‖  M0σ i+j , ‖Yij‖  M0σ i+j , ‖Cn‖  M0σn
with M0 < ∞ and 0 < σ < 1. Then there exist constants M < ∞ and 0 < τ < 1 such that
Bkn = Tn(bk) + PnXkPn + WnYkWn + C(k)n
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for all k  1 with
‖Xk‖  Mk, ‖Yk‖  Mk, ‖[Xk]ij‖  Mkτ i+j , ‖[Yk]ij‖  Mkτ i+j ,
‖C(k)n ‖  Mkτn.
Proof. We may without loss of generality assume that σ > . Let σ < ν < τ < 1. We show by
induction on k that if M is sufficiently large, then
‖Xk‖  Mk, ‖Yk‖  Mk, ‖[Xk]ij‖  Mkνi+j , ‖[Yk]ij‖  Mkνi+j , (14)
‖C(k)n ‖  Mkτn. (15)
As ν < τ , this implies the assertion of the lemma.
For k = 1, (14) and (15) are true for all M  M1 := max(‖X‖, ‖Y‖,M0). Suppose (14) and
(15) are valid for some k  1. The matrix Bk+1n equals
(Tn(b
k) + PnXkPn + WnYkWn + C(k)n )(Tn(b) + PnXPn + WnYWn + Cn),
which, by Theorem 1, gives
Xk+1 = −H(bk)H(b˜) + T (bk)X + XkT (b) + XkX,
Yk+1 = −H(b˜k)H(b) + T (b˜k)Y + YkT (b˜) + YkY,
C(k+1)n = −PnT (bk)QnXPn − WnT (b˜k)QnYWn
− PnXkQnT (b)Pn − PnXkQnXPn + PnYkWnYWn
− WnYkQnT (b˜)Wn + WnYkWnXPn − WnYkQnYWn
+
(
Tn(b
k) + PnXkPn + WnYkWn
)
Cn
+ C(k)n (Tn(b) + PnXPn + WnYWn + Cn) . (16)
It follows that
‖Xk+1‖‖bk‖∞‖b˜‖∞ + ‖bk‖∞‖X‖ + ‖Xk‖‖b‖∞ + ‖Xk‖‖X‖
μk+1 + μk‖X‖ + Mkμ + Mk‖X‖
=Mk+1
(
μk+1
Mk+1
+ μ
k‖X‖
Mk+1
+ μ
M
+ ‖X‖
M
)
,
and this does not exceed Mk+1 if only M  M2 for some sufficiently large M2. Thus, if M 
max(M1,M2), then ‖Xk‖  Mk for all k  1.
Let us consider [Xk+1]ij . We have
‖[H(bk)H(b˜)]ij‖ =
∥∥∥∥∥
∞∑
=1
(bk)i+−1b−−j+1
∥∥∥∥∥

∞∑
=1
μki+−2μ+j−2 = μk+1i+j−2 1
1 − 2 . (17)
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Furthermore,
‖[T (bk)X]ij‖ =
∥∥∥∥∥∥
i∑
=1
(bk)i−Xj +
∞∑
=i+1
(bk)i−Xj
∥∥∥∥∥∥

i∑
=1
μki−+1M0σ+j +
∞∑
=i+1
μk−i−1M0σ+j
= M0μk
⎛⎝i−1σ j i∑
=1
(σ−1) + −i−1σ j
∞∑
=i+1
(σ)
⎞⎠
= M0μk
(
i−1σ jσ−1 σ
i−i − 1
σ−1 − 1 + 
−i−1σ j (σ)
i+1
1 − σ
)
 M0μk
(
i−1σ jσ−1 σ
i−i
σ−1 − 1 + 
−i−1σ j (σ)
i+1
1 − σ
)
= M0μkσ i+j
(
σ−1
σ −  +
σ
1 − σ
)
. (18)
Analogously,
‖[XkT (b)]ij‖ =
∥∥∥∥∥∥
j∑
=1
[Xk]ib−j +
∞∑
=j+1
[Xk]ib−j
∥∥∥∥∥∥

j∑
=1
Mkνi+μj−−1 +
∞∑
=j+1
Mkνi+μ−j−1
= Mkμ
⎛⎝νj−1 j∑
=1
(ν−1) + νi−j−1
∞∑
=j+1
(ν)
⎞⎠
= Mkμ
(
νij−1ν−1 (ν
−1)j − 1
ν−1 − 1 + ν
i−j−1 ν
j+1j+1
1 − ν
)
Mkμ
(
νij−1ν−1 (ν
−1)j
ν−1 − 1 + ν
i−j−1 ν
j+1j+1
1 − ν
)
= Mkμνi+j
(
ν−1
ν −  +
ν
1 − ν
)
. (19)
Finally,
‖[XkX]ij‖
∞∑
=1
‖[Xk]iXj‖ 
∞∑
=1
Mkνj+M0σ+j
= MkM0νiσ j
∞∑
=1
(νσ ) = MkM0νiσ j νσ1 − νσ . (20)
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Taking into account that  < σ < ν we obtain from (17)–(20) that
‖[Xk+1]ij‖ Mk+1νi+j
[
−2
1 − 2
μk
Mk+1
+
(
σ−1
σ −  +
σ
1 − σ
)
M0μk
Mk+1
+
(
ν−1
ν −  +
ν
1 − ν
)
μ
M
+ νσ
1 − νσ
M0
M
]
,
and the term in brackets does not exceed 1 if M  M3 with some M3 large enough. Hence, we
get
‖[Xk]ij‖  Mkνi+j (21)
for all k  1 if M  max(M1,M3).
The norms ‖Yk‖ and the entries [Yk]ij can be tackled analogously. We so have proved (14) for
all k  1 and all m  max(M1,M2,M3).
Let us consider ‖C(k+1)n ‖. We have
‖QnX‖2 
∞∑
i=n+1
∞∑
j=1
‖Xij‖2 
∞∑
i=n+1
∞∑
j=1
M20σ
2(i+j) = M20
σ 2
1 − σ 2
σ 2(n+1)
1 − σ 2 ,
whence
‖QnX‖  M0σ
2
1 − σ 2 σ
n. (22)
This implies that
‖T (bk)QnX‖  ‖b‖k∞‖QnX‖  μkσn
M0σ 2
1 − σ 2 . (23)
Analogously, using (21) we see that
‖XkQn‖2 
∞∑
i=1
∞∑
j=n+1
‖[Xk]ij‖2 
∞∑
i=1
∞∑
j=n+1
M2kν2(i+j) = M2k ν
2
1 − ν2
ν2(n+1)
1 − ν2
and thus,
‖XkQnT (b)‖  ‖XkQn‖‖b‖∞  Mkνnμ ν
2
1 − ν2 . (24)
From (22) we infer that
‖XkQnX‖  ‖Xk‖‖QnX‖  Mkσn M0σ
2
1 − σ 2 . (25)
Further,
‖[PnXkWnYWn]ij‖ =
∥∥∥∥∥
n∑
=1
(PnXkPn)i(WnYWn)j
∥∥∥∥∥
=
∥∥∥∥∥
n∑
=1
[Xk]iYn+1−,n+1−j
∥∥∥∥∥ 
n∑
=1
Mkνi+M0σn+1−+n+1−j

n∑
=1
Mkνi+M0νn+1−+n+1−j = MkM0νi−j ν2(n+1)n
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and consequently,
‖PnXkWnYWn‖2 
n∑
i,j=1
M2kM20ν
2(i−j)ν4(n+1)n2
= M2kM20n2ν4(n+1)ν2
1 − ν2n
1 − ν2
1
ν2
ν−2n − 1
ν−2 − 1
 M2kM20n2ν4(n+1)ν2
1 − ν2n
1
1
ν2
ν−2n − 1
ν−2 − 1
= M2kM20n2ν2n
ν4
(1 − ν2)2 ,
that is,
‖PnXkWnYWn‖  MkM0nνn ν
2
1 − ν2 .
There is a constant E < ∞ such that nνn  Eτn for all n  1. Thus,
‖PnXkWnYWn‖  MkM0Eτn ν
2
1 − ν2 . (26)
Finally,
‖(Tn(bk) + PnXkPn + WnYkWn)Cn‖
 (μk + Mk + Mk)m0σn = (μk + 2Mk)M0σn (27)
and
‖C(k)n (Tn(b) + PnXPn + WnYWn + Cn)‖
 Mkτn(μ + ‖X‖ + ‖Y‖ + M0σn). (28)
Inserting (27), (28), (23)–(26) and the analogues of (23)–(26) with X and Y interchanged into
(16), we obtain that M−(k+1)τ−n‖C(k+1)n ‖ does not exceed
(μk + 2Mk)M0
Mk+1
(σ
τ
)n + 1
Mk
(μ + ‖X‖ + ‖Y‖ + M0σn)
+ 2μ
kM0σ 2
1 − σ 2
1
Mk+1
(σ
τ
)n + 2 μν2
1 − ν2
1
M
(ν
τ
)n
+ 2 M0σ
2
1 − σ 2
1
M
(σ
τ
)n + 2M0Eν2
1 − ν2
1
M
,
which is smaller than 1 if M  M4 for some sufficiently large M4. Thus, we arrive at (15) for all
k  1 and all M  max(M1,M2,M3,M4). 
Proof of Theorem 5. We start with (11). Fix λ0 ∈ . From Theorem 4 we infer that
(λ0I − An)−1 = Tn((λ0I − a)−1) + PnX(λ0)Pn + WnY(λ0)Wn + Cn(λ0)
with X(λ0) ∈H, Y (λ0) ∈H, ‖Cn(λ0)‖ = O(σn) (0 < σ < 1). Lemma 6 therefore implies that
(λ0I −An)−k−1 = Tn((λ0I − a)−k−1)+PnXk+1(λ0)Pn +WnYk+1(λ0)Wn +C(k+1)n (λ0),
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where
‖Xk+1(λ0)‖  M(λ0)k+1, ‖Yk+1(λ0)‖  M(λ0)k+1, (29)
‖[Xk+1(λ0)]ij‖  M(λ0)k+1τ i+j , ‖[Yk+1(λ0)]ij‖  M(λ0)k+1τ i+j , (30)
‖C(k+1)n (λ0)‖  M(λ0)k+1τn (31)
with 0 < τ < 1. Let
G(λ0) =
{
λ ∈ G : |λ − λ0| < 1
M(λ0)
and |λ − λ0| < 12dist(λ0, [α, β])
}
.
If λ ∈ G(λ0), then
|λ − λ0|M(λ0) < 1, (32)
|λ − λ0|‖(λ0I − An)−1‖ < 1/2, |λ − λ0|‖(λ0I − a)−1‖ < 1/2. (33)
Indeed, inequality (32) is obvious. Since An is selfadjoint, we have
‖(λ0I − An)−1‖ = 1/dist(λ0, sp An),
and as dist(λ0, [α, β])  dist(λ0, sp An), we get the first inequality in (33). The second inequality
in (33) follows analogously.
If λ ∈ G(λ0), then (29), (31)–(33) justify the series expansion
(λI − An)−1 =
∞∑
k=0
(λ − λ0)k(λ0I − An)−k−1
= Tn
( ∞∑
k=0
(λ − λ0)k(λ0I − a)−k−1
)
+Pn
∞∑
k=0
(λ − λ0)kXk+1(λ0)Pn + Wn
∞∑
k=0
(λ − λ0)kYk+1(λ0)Wn
+
∞∑
k=0
C(k+1)n (λ0)
= Tn((λI − a)−1) + PnX(λ)Pn + WnY(λ)Wn + Cn(λ) (34)
with compact operators X(λ) and Y (λ). From (30) we see that
‖[X(λ)]ij‖  Rτi+j , ‖[Y (λ)]ij‖  Rτi+j (35)
for all λ ∈ G(λ0) and from (31) we obtain that
‖Cn(λ)‖  Rτn (36)
for all λ ∈ G(λ0). Here R < ∞ and 0 < τ < 1 are constants depending only on λ0. Since  is
a compact set, we obtain that there are R < ∞ and 0 < τ < 1 such that (34)–(36) hold for all
λ ∈ . Inserting (34)–(36) in (11) we obtain
f (An) = Tn(f (a)) + PnKPn + WnLWn + Cn,
where K,L,Cn are given by (12) and (13). The operators K and L are compact and, by (35),
satisfy
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‖Kij‖  max
λ∈ |f (λ)|Rτ
i+j , ‖Lij‖  max
λ∈ |f (λ)|Rτ
i+j .
From (36) we infer that
‖Cn‖  max
λ∈ |f (λ)|Rτ
n.
The proof of Theorem 5 is complete. 
7. Entries of functions of Toeplitz-like matrices
Theorem 7. Let An and f be as in Theorem 2. Then, for fixed i  1 and j  1,
[f (An)]ij → [f (a)]i−j + Kij , [f (An)]n+1−i,n+1−j → [f (a)]j−i + Lij (37)
as n → ∞. If ϕ : N → N and ψ : N → N are two maps such that
1  ϕ(n)  n, 1  ψ(n)  n, ϕ(n) + ψ(n) → ∞, 2n − ϕ(n) − ψ(n) → ∞,
then
[f (An)]ϕ(n),ψ(n) = [f (a)]ϕ(n)−ψ(n) + o(1) (38)
as n → ∞.
Proof. Theorem 2 shows that
f (An) = Tn(f (a)) + PnKPn + WnLWn + Cn (39)
with compact operators K and L and with ‖Cn‖ → 0. It follows that
lim
n→∞[f (An)]ij = [f (a)]i−j + Kij + limn→∞[WnLWn]ij .
We claim that ‖[WnLWn]ij‖ → 0. To see this, fix ε > 0 and choose m so that ‖L − PmLPm‖ < ε
(note that PmLPm converges in the norm to L since L is compact). We have
‖[WnLWn]ij‖ = ‖Ln+1−i,n+1−j‖
 ‖[L − PmLPm]n+1−i,n+1−j‖ + ‖[PmLPm]n+1−i,n+1−j‖
< ε + ‖[PmLPm]n+1−i,n+1−j‖,
and it is obvious that [PmLPm]n+1−i,n+1−j = 0 if n is sufficiently large. This proves our claim
and gives the first assertion of (37). Taking into account that
[f (An)]n+1−i,n+1−j = [Wnf (An)Wn]ij
= [WnTn(f (a))Wn]ij + [WnKWn]ij + [PnLPn]ij + [WnCnWn]ij
(40)
and that WnTn(f (a))Wn = Tn(f (a˜)), we obtain from what was already proven that
lim
n→∞[f (An)]n+1−i,n+1−j = [f (a˜)]i−j + Lij = [f (a)]j−i + Lij ,
which is the second assertion of (37). To show (38) we first note that
[f (An)]ϕ(n),ψ(n) = [f (a)]ϕ(n)−ψ(n) + Kϕ(n),ψ(n) + Ln+1−ϕ(n),n+1−ψ(n) + [Cn]ϕ(n),ψ(n).
(41)
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Clearly, ‖[Cn]ϕ(n),ψ(n)‖  ‖Cn‖ = o(1). As above, given ε > 0 we can find an m such that
‖K − PmKPm‖ < ε and hence
Kϕ(n),ψ(n) < ε + ‖[PmKPm]ϕ(n),ψ(n)‖.
Since [PmKPm]ϕ(n),ψ(n) = 0 whenever ϕ(n) + ψ(n) > 2m, it follows that ‖Kϕ(n),ψ(n)‖ = o(1).
Analogously one can show that ‖Ln+1−ϕ(n),n+1−ψ(n)‖ = o(1). 
Theorem 8. Let An and f be as in Theorem 5. Then there exist constants M < ∞ and 0 < τ < 1
such that∥∥[f (An)]ij − [f (a)]i−j − Kij∥∥  Mτ 2n−i−j , (42)∥∥[f (An)]n+1−i,n+1−j − [f (a)]j−i − Lij∥∥  Mτ 2n−i−j (43)
for all i, j  1 and all n  1 and∥∥[f (An)]ϕ(n),ψ(n) − [f (a)]ϕ(n)−ψ(n)∥∥  M(τϕ(n)+ψ(n) + τ 2n−ϕ(n)−ψ(n)) (44)
for all ϕ,ψ as in Theorem 7 and all n  1.
Proof. From Theorem 5 we get the representation (39) with
‖Kij‖  M0τ i+j , ‖Lij‖  M0τ i+j , ‖Cn‖  M0τ 2n,
where M0 < ∞ and 0 < τ < 1. It follows that
‖[WnLWn]ij‖ = ‖Ln+1−i,n+1−j‖  M0τ 2n+2−i−j ,
which gives (42) with M = M0(τ 2 + 1). Using (40) we obtain analogously (43) with M =
M0(τ 2 + 1). Finally, (41) shows that the left-hand side of (44) does not exceed
M0τ
ϕ(n)+ψ(n) + M0τ 2n+2−ϕ(n)−ψ(n) + M0τ 2n
 2M0τϕ(n)+ψ(n) + M0τ 2τ 2n−ϕ(n)−ψ(n)
 M0(2 + τ 2)
(
τϕ(n)+ψ(n) + τ 2n−ϕ(n)−ψ(n)
)
,
which is (44) with M = 2M0(2 + τ 2). 
8. Applications
We now apply the results of the previous sections to the problems discussed in Section 2. The
functions occurring in the first two problems are f (λ) = (σ 2 + λ)−1 and f (λ) = σ 2(σ 2 + λ)−1
and hence Theorem 4 would completely suffice to tackle these cases. However, the Shannon
capacity of the discrete-time Gaussian channel subject to an average-power constraint leads to
the function f (x) = 0.5log2(max(1, θσ−2x)) where θ is a certain parameter. This function is not
analytic but continuous and may therefore be treated with the help of Theorem 2. For x > σ 2θ−1
the function is analytic and we may employ Theorem 5.
8.1. Double-sided infinite-length multivariate MMSE linear estimator
We consider the finite-length linear estimator defined in Section 2. The corresponding n × n
banded Hermitian block Toeplitz matrix with no × no blocks, Tn = HnH ∗n , can be written as Tn =
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Tn(a), with a(eiω) = H(eiω)H(eiω)∗ where H(eiω) = ∑mk=0 Hke−kωi is the transfer function of
the MA filter.
Suppose that d = ϕ(n) where ϕ : N → N is a function such that 1  ϕ(n)  n, ϕ(n) → ∞,
and n − ϕ(n) → ∞. We clearly have min a  0 and thus sp Tn(a) ⊂ [0, max a] and sp a ⊂
[0, max a] by Proposition 3. As f (λ) = 1/(σ 2 + λ) is analytic in an open neighborhood of
[0, max a], we can employ Theorem 8 to deduce that
MMSEn(ϕ(n)) = tr
([f (Tn)]ϕ(n),ϕ(n))−1
= tr ([f (a)]0)−1 + O
(
τϕ(n) + τn−ϕ(n)
)
=: MMSE + O
(
τϕ(n) + τn−ϕ(n)
)
with some 0 < τ < 1. (The τ here is the τ 2 of Theorem 8.) Thus, the MMSE for a double-sided
infinite-length multivariate linear estimator can be written as
MMSE = tr
(
1
2π
∫ π
−π
f (a(eiω))dω
)−1
= tr
(
1
2π
∫ π
−π
(σ 2In0 + H(eiω)H(eiω)∗)−1dω
)−1
.
Moreover, by (3), the associated no × no error autocorrelation matrix is
Ree = ([f (a)]0)−1 =
(
1
2π
∫ π
−π
(σ 2In0 + H(eiω)H(eiω)∗)−1dω
)−1
.
Notice that the contribution of the kth entry of the estimation error vector to the overall MMSE
is given by the kth entry in the main diagonal of Ree.
8.2. Double-sided infinite-length MIMO MMSE linear equalizer
We consider the finite-length linear equalizer defined in Section 2, where An+m denoted the
(n + m)ni × (n + m)ni matrix H ∗nHn. Let now a(eiω) be the ni × ni matrix H(eiω)∗H(eiω)
where H(eiω) = ∑mk=0 Hke−kωi is the transfer function of the channel. We already observed that
An+m is not Toeplitz but Toeplitz-like.
Again let d = ϕ(n + m) with a function ϕ : N → N satisfying 1  ϕ(n)  n, ϕ(n) → ∞, and
n − ϕ(n) → ∞. From the representation An+m = H ∗nHn we deduce that sp An+m ⊂ [0,∞) for
all n + m  1, and since
‖An+m‖ = ‖H ∗nHn‖ = ‖Hn‖2 = ‖PnT (H)Pn+m‖2
 ‖T (H)‖2  ‖H‖2∞ = (maxH)2,
we obtain that sp An+m ⊂ [0, (maxH)2] for all n + m  1. Obviously, sp a ⊂ [0, max a]. Thus,
Theorem 8 with f (λ) = σ 2/(σ 2 + λ) = 1/(1 + λ/σ 2) yields
MMSEn(ϕ(n + m)) = tr[f (An+m)]n+m+1−ϕ(n+m),n+m+1−ϕ(n+m)
= tr[f (a)]0 + O
(
τϕ(n+m) + τn+m−ϕ(n+m)
)
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with some 0 < τ < 1. Therefore, the MMSE for a double-sided infinite-length MIMO linear
equalizer can be written as
MMSELE = tr
(
1
2π
∫ π
−π
(
Ini +
1
σ 2
H(eiω)∗H(eiω)
)−1
dω
)
.
Moreover, by (5), the associated ni × ni error autocorrelation matrix is
Ree = 12π
∫ π
−π
(
Ini +
1
σ 2
H(eiω)∗H(eiω)
)−1
dω.
Note that the kth entry in the main diagonal of Ree now gives the contribution of the kth channel
input to the overall MMSE.
8.3. An information theoretic application
The n × n banded Hermitian Toeplitz matrix Tn = HnH ∗n of Section 2.3 can be written
as Tn = Tn(a) with the scalar function a(eiω) = H(eiω)H(eiω)∗ = |H(eiω)|2 where H(eiω) =∑m
k=0 Hkeikω is the transfer function of the channel. Both sp a and sp Tn(a) are subsets of[min |H |2, max|H |2], and the function f (x) = 0.5log2(max(1, θσ−2x)) is continuous every-
where. Consequently, Theorem 7 indeed yields the limiting expression (7) for the capacity.
If
|H(eiω)|−2 − [|H |−2]0 < Pxσ−2 = SNR for all ω ∈ (−π, π ],
then the parameter θ equals θ = Px + [σ 2/|H |2]0. In that case min |H |2 > σ 2θ−1 and hence sp a
and sp Tn(a) are contained in [α, β] := [σ 2θ−1 + ε, max|H |2] with some fixed ε > 0. As f (x) =
0.5log2(θσ−2x) on [α, β] and f (λ) = 0.5log2(θσ−2λ) is analytic in an open neighborhood of
[α, β], we infer from Theorem 8 that the convergence in (7) is of the order O(τϕ(n) + τn−ϕ(n)).
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