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Early detection of breast cancer requires accurate prediction and reliable diagnostic modalities. This
allows physicians to distinguish malignant tumours before proceeding with a painful surgical biopsy. The
attributes of three non-invasive primary diagnosing modalities, namely symptomatic examination,
ultrasound imaging, and mammographic results, were used for the study. A dataset was created using ten
selected features from each modality, after iterations during the training phase. The number of satisfying
features was used for the creation of a model, which was further categorised as benign or malignant
class. The model was evaluated in the testing phase by comparing biopsy results for benign or malignant
classiﬁcation. The statistical analysis proved it as an efﬁcient approach for non-invasive decision-making.
The developed model was tested using supervised learning algorithms with three classiﬁers for 210 cases
by comparing the results with the gold standard biopsy results. The sensitivities for the three classiﬁers
were 80%, 73% and 76.5%, while speciﬁcities were 96%, 94.4% and 95%, respectively. This method of breast
tumour differentiation using the features of the non-invasive modalities can be widely used in tele-
medicine applications, helping to reduce conﬁrmatory biopsies.
& 2016 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
International Agency for Research on Cancer states that global
cancer burden has increased, with new incidences and cases of
breast cancer, the second leading cause of mortality for women in
the world [1]. Prior diagnosis leads to reduced mortality rate.
Hence, improved diagnostic efﬁciency is needed for distinguishing
the benign tumours (non-cancerous) from malignant (cancerous)
without proceeding with a painful surgical biopsy. For women
with cancer that has not gone to the metastasis stage, the long-
term survival rate has increased, with majority of them surviving
many years after diagnosis and treatment [2].
1.1. Diagnostic modalities
During the diagnosis of lesions, women were initially subjected
to symptomatic examinations. In suspected cases, they need fur-
ther imaging using mammography. In certain cases, they were
subjected to ultrasonography as well. These modalities assist in
determining the possibility of malignancy. The current breastn open access article under the C
entre for Bio-Medical Engi-
0016, India.
aj).imaging modalities involve screening in the upper inner and outer
quadrants, lower inner and outer quadrants, central, upper half,
lower half, lateral half and Axilla [3]. Due to limited health literacy,
especially in developing countries, many women do not undergo a
mammogram until a lump is detected symptomatically, and thus
the ﬁrst mammogram becomes diagnostic [4]. The inconclusive
and suspicious cases are followed up with using ultrasound after
the mammogram [5]. In one study [6], it was noted that patients
with palpable masses used breast ultrasound, while those with
bulging masses and/or deformed breast outlines used mammo-
graphy as the ﬁrst-line imaging examination.
Occult or controversial ﬁndings between various modalities
result in vague lesions assessments, leading to core or open breast
biopsies. Breast cancer diagnosis in young individuals is a chal-
lenge because their breast tissue is often denser than the breast
tissue of older women [7]. In addition, there is difﬁculty in cor-
relating breast cancer features, while there are also diagnostic
dilemmas between the mammography and ultrasound imaging
techniques. In mammograms, fat is radiolucent and appears dark,
but ﬁbro-glandular tissues are radio-dense and appears white [8].
Moreover, studies [9] have shown that a tumour becomes
detectable on a mammogram only after 40 cell doublings from the
growth of the ﬁrst tumour cell in breast cancer. Thus, a more
efﬁcient correlation mechanism is required for better prediction of
malignant tumours.C BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Table 1
Symptomatic features used for the study.
Symptomatic features
Immovable lump or thickening
Change in size, shape or contour
Colour change of the nipple
Puckering or dimpling of the breast skin
Continuous pain or tenderness in breast or armpit
Nipple inversion or change in appearance
Swelling or darkening in the breast
Itchy scaly sore or rash on the nipple
Blood-stained or clear ﬂuid discharge from the nipple
Noticeable ﬂattening or indentation on the breast
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This approach uses training data to produce a function or
model for predicting new outcomes. An optimal algorithm can
evaluate unseen instances correctly based on the attributes or
features, which are the variables of the machine learning process.
Here, the accuracy and sensitivity is improved with satisfactory
training data, reliable feature selection, proper classiﬁcation
algorithms, and high dimensional input data characteristics. In this
study, a supervised learning approach is successfully examined for
the prediction of malignant breast cancer using the datasets of
non-invasive screening features for symptomatic examination,
ultrasound imaging, and mammography.
1.3. Databases for feature extraction
The digital database for mammography screening, the national
mammography database, and the mammographic image analysis
society database are some of the common databases for analysing
the mammographic images [10]. The attributes for machine
learning are selected from the standard databases of non-invasive
diagnostic modalities, such as breast cancer symptom examina-
tions from the national health services in the United Kingdom, the
screening standards for ultrasonography from the American col-
lege of radiology, and mammography diagnosing features from the
national mammography database. The mammographic imaging
features database provide basic data for the initial diagnosis of
breast cancer [11]. In another study [12], conﬁgurations of the
feature vectors in evaluation for mammogram images were
extracted from segmented regions on the cranio-caudal and/or
medio-lateral oblique views in the study. The automatic extraction
of features from the original database reduces input dimension-
ality and improves the discriminatory performance of the classiﬁer
[13].
1.4. Feature selection and classiﬁcation
The features extracted are given to a classiﬁer for automatic
classiﬁcation into benign and malignant breast conditions [14]. In
one study [15], three classes of study for normal, benign, and
malignant cancerous cases were not used, as normal cases were
excluded. The feature selection was appropriate to handle such
exclusion. In the study using a support vector machine (SVM), the
best parameters of kernel functions for pattern analysis and
categorisation were carried out with the grid search method [16].
Furthermore, the feature optimisation was performed for cate-
gorisation parameters using linear and nonlinear kernels [17]. The
optimisation of an anisotropic kernel was performed by elim-
inating features of the low relevance classiﬁer, as per previous
research [18].
The feature selection for a sparse representation-based classi-
ﬁcation algorithm from mammographic grey scale information
was analysed and compared in another study [19]. Moreover, the
CAD system was found to be an efﬁcient method to eliminate the
operator dependency and improve the diagnostic accuracy in
breast tumour differentiation and classiﬁcation [20].
1.5. Machine learning model creation and evaluation
A ﬁtted model was created by combining all existing classiﬁed
data and is used for prediction and diagnosis of breast cancer. The
nodes were the variables in a probabilistic graphical model [21].
The developed parameter model was applied to a validation
dataset consisting of patients with tumours and those having
healthy non-malignant cases were used as controls [22]. During
the testing phase, the supervised learning categorises the inputparameters into classiﬁcation algorithms and is applied to
response values as true or false from few known results. The ﬁne
tuning of the model's predictive value is carried out by predicting
one of the classes with maximum precision [23]. The fractions of
representation from each of the classes are used to achieve the
boundary shift and asymmetric regularisation to extend to the
multi-class scenario [24]. The statistical model was evaluated
using different classiﬁcation models for its speciﬁcity, sensitivity,
accuracy, F-score, Youden’s index and the ROC curve [25]. Using
the attributes selected for the model, the areas under the ROC
curves are obtained [26]. The model is considered statistically
signiﬁcant if the two-tailed P value is less than 0.05 [27].
1.6. Objective of the study
The objective of the study was to use supervised learning and
mathematical modelling approaches with improved sensitivity for
the differentiation of malignant and benign tumours. For devel-
oping the model, the different malignant and benign features,
which are identiﬁable using symptomatic, mammographic and
ultrasound modalities, were used. The developed model was fur-
ther reﬁned with multiple testing phases. The biopsy results taken
for the suspicious malignant cases were used as the gold standard
for comparison. The identiﬁcation of malignant cases can be well-
suited using one class because the decision is unaffected by the
outliers and the form of the data ﬁt more precisely [28]. In the
study, three classiﬁers were used to understand which ﬁts well for
the selected feature set. The outcomes of the three classiﬁers can
be combined to form a single ensemble model to get more accu-
racy [29]. The novelty of the work is the use of combined feature
set of symptomatic, mammography and ultrasound modalities for
prediction using machine learning methods.2. Materials and methods
2.1. Data set and attributes
The training phase included 180 cases. Of these, biopsy showed
that 132 cases were benign and 48 were malignant. The evaluation
of the classiﬁers as benign or malignant was done with the ‘pre-
sent’ or ‘not present’ feature selection. The features are selected
from the databases described in section 1.3. The features used for
the symptomatic examinations are given in Table 1. The invasive
procedures were excluded from the feature selection.
The features considered for the mammographic screening are
given in Table 2 for classiﬁcation into benign or malignant.
Similarly, in the case of ultrasound imaging, the features taken
into consideration are given in Table 3.
A few of the features on the ultrasound images are given in
Fig. 1.
Table 2
Mammography features used for the study.
Mammographic features
Asymmetric density
Speculated multi-lobular
Irregular or angular margin
Hypo-echogenicity
Heterogeneous dense breast
Microlobulation
Shadowing
Micro calciﬁcations
Duct extensions
Branch pattern
Table 3
The features of ultrasound used for the study.
Ultrasound features
Acoustic shadowing
Shape not being oval (taller than wider and rounded)
Presence of focal cortical nodules on B mode
Presence of intra-nodal necrosis on B mode
Presence of reticulation
Calciﬁcation
Matting on B mode
High vascular ﬂow on Doppler mode
Vessel location peripheral, multiple vascular pedicles or vascular pattern
chaotic
High impedance values on Doppler mode
Fig. 1. Samples of ultrasound images used in the study indicating certain features (A) Ta
focal cortical nodules.
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were collected through experts or by measurements. The features
were extracted either by specialists or by radiologists who per-
formed the imaging. The datasets were prepared based on the
instances of the attributes. The features were determined by the
learned function using data processing and the input features
were transformed into a feature vector. The design was made to
accurately predict the output by generating counts and probability.
The attributes were given speciﬁed domain numbers e.g. XXXXX-
SS-MM-UU-D. A ﬁve-digit integer (XXXXX) is given for patient
identiﬁcation. The symptomatic, mammographic and ultrasound
modalities were given the domain numbers as two (SS), three
(MM) and four (UU), respectively, having domain number integer
values from 1 to 10, with their corresponding number of satisfying
features from a trained database. The ﬁfth attribute number is
given for the decision (D) of the class, with the domain number
being 3 and 6 for benign and malignant, respectively.
The selected attributes for the Model were from the modalities
that were in the numerical domain for machine learning pro-
gramming. The 10 features used in differentiating benign and
malignant cases with ‘present’ or ‘not present’ conditions are given
in Table 4.
2.2. Decision making
The decision-making process used three different classiﬁers.
Based on the performance of the various supervised learning
classiﬁers, studies have shown that the three classiﬁers namelyller than wider (B) Acoustic shadowing (C) Calciﬁcation (D) Presence of reticulation,
Table 4
The number of features of symptomatic, mammography and ultrasound modalities satisﬁed by number of benign and malignant cases.
No of featuresa Symptomatic Mammography Ultrasonography
Bb Mc Td Bb Mc Td Bb Mc Td
1 39 1 40 54 1 55 34 1 35
2 43 2 45 37 2 39 24 1 25
3 35 7 42 12 6 18 26 2 28
4 8 6 14 16 3 19 17 3 20
5 2 5 7 7 4 11 21 6 27
6 1 2 3 3 4 7 6 4 10
7 4 12 16 2 5 7 3 6 9
8 0 6 6 1 6 7 1 7 8
9 0 3 3 0 5 5 0 4 4
10 0 4 4 0 12 12 0 14 14
Total 132 48 180 132 48 180 132 48 180
Mean 2.32 5.96 3.29 2.30 6.81 3.50 3.02 7.27 4.15
SDe 1.32 2.42 2.33 1.55 2.77 2.79 1.72 2.50 2.71
Note: this table gives the number of benign, malignant and total cases that are satisfying the number of features of the diagnostic modality. For example, 43 benign cases had
2 symptomatic features given in Table 1.
a No. of features – the number of features of the diagnostic modality.
b B – benign classiﬁcation.
c M – malignant classiﬁcation by biopsy.
d T – total of benign and malignant cases.
e SD – standard deviation.
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were found to outperform the other classiﬁers [30]. The three
classiﬁers were selected to analyse the performance and to access
the dependability of the machine learning study.
2.2.1. Classiﬁer-1: decision boundary classiﬁer using support vector
machines (SVM)
In this classiﬁer, categorisation was used with decision
boundaries [16]. The cases were belonging to either the benign or
malignant class, with a separating threshold segment. The linear
classiﬁer separated a set of cases into their corresponding groups
(benign and malignant) with an optimal segment. The boundary
on the right side was for all cases that are benign and to left were
all cases that are malignant. Any case under evaluation, that falls to
the right was labelled and classiﬁed as benign. The cases to the left
of the separating segment were classiﬁed as malignant. This
classiﬁcation task was accomplished via construction of hyper-
planes in a multi-dimensional space. The classiﬁcation task han-
dles multiple continuous and categorical variables by which the
dummy variable was created with case values having either 0 or 1.
The feature optimisation was performed for categorisation para-
meters for linear and nonlinear kernels.
While constructing an optimal hyper-plane, an iterative train-
ing algorithm was performed for minimising the error function
using the equation:
1
2v
TvþE
XN
i ¼ 1
αi ð1Þ
E – capacity constant
V – vector of cofﬁcients
αi – parameters for handling nonseparable data (inputs)
N –training cases labelled and indexed by i class labels
Using the deﬁned subjects as
gi v
Tψ aið Þþk
 
Z1αi and αiZ0 ; i¼ 1;…::;N and βZ0
ai independant variable
gidependant variable
ψKernal function
ð2ÞThe kernel was used to transform data from the input (inde-
pendent) to the feature space. The larger the E value, the more the
error is penalised. The functional dependence of the dependent
variable g on a set of independent variables A was estimated by
the relationship between the independent and dependent vari-
ables, and was speciﬁed using a deterministic function added by
noise. The task was to evaluate the functional form that correctly
predicted new cases that were not presented before. Using the
training set in a sample, a process similar to classiﬁcation, the
sequential optimisation of error function, was performed. The
error function was calculated as
1
2
vTvþE
XN
i ¼ 1
αiþE
XN
i ¼ 1
α i ð3Þ
Where the subjects were minimised as:
vTψ aið Þþkgirεþ α i ð4Þ
gi–v
Tψ aið Þkirεþ αi
αi; α iZ0; i¼ 1;…:;N
ð5Þ
Linear kernel was used in the model where
R Ai;Aj
 ¼ ψ Aið Þ:ψ Aj  ð6Þ
The kernel function represents a dot product of input data
points mapped into dimensional attributes space by ψ transfor-
mation. In this, ψ is an adjustable parameter.
2.2.2. Classiﬁer-2: probabilistic classiﬁer using naive bayes (NBC)
In the second classiﬁer, the experts diagnosed the benign and
malignant conditions by observing the symptoms and the imaging
modalities. These attributes can be common for both benign and
malignant conditions. Probabilities of P (Malignant), P (Benign)
were calculated by ﬁnding the proportion of the cases already
found. On application of the training dataset, the optimisation of
classiﬁers was implemented by determining the probability of
associating certain classes with particular events, given the
instances of the predictor variables [30]. This was based on opti-
misation and was suited due to high dimensional inputs per-
forming classiﬁcation methodologies, which are highly complex.
Benign (B) or Malignant (M) classiﬁcation of the lumps was per-
formed. The method used was to classify a new lump as Benign or
Clinical 
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Fig. 2. Algorithm for the machine learning process during the training and pre-
diction phases.
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more of benign cases than malignant in the vicinity, it was logical
to consider a new lump is more likely to be a benign than
malignant, as determined by probability. The Prior probabilities in
the optimisation analysis were on the basis of previous knowledge.
The prior probability for a Benign (or Malignant) is proportional to
the ratio of the number of Benign (or Malignant) cases and the
total number of cases.
The lump features for benign are clustered like being taller than
wide etc. Similar is the case with malignant. It is assumed that
more the benign (or malignant) cases near the surrounding area
i.e., matching with the features of the benign lump; the possibility
of the new lump belonging to benign group is more. The likelihood
of ‘A’ i.e. the new case under consideration, to be Benign (or
Malignant) is proportional to the ratio of number of Benign (or
Malignant) cases in the vicinity of ‘A’ and the total number of
Benign (or Malignant) cases.
The likelihood that ‘A' will be speciﬁed as benign, is smaller
than the likelihood of ‘A’ being speciﬁed as malignant. The ﬁnal
classiﬁcation is made by combining both prior probability and
likelihood probability, to get a posterior probability. This model
handles a random number of independent features in a continuous
or unconditional manner.
The set of variables,
A¼ a1; a2; a:::; adð Þ ð7Þ
The set of outcomes,
E¼ e1; e2; e:::; edð Þ ð8Þ
The posterior probability for the event Ej for the class mem-
bership is given by
p Ej ja1; a2;…; ad
 
pp a1; a2;…; ad jEj
 
p Ej
  ð9Þ
Because of the statistical independence of the conditional
probabilities of independent features, the likelihood of the product
of terms is:
p AjEj
 
p ∏
d
r ¼ 1
p ar jEj
  ð10Þ
The posterior probability is further rewritten as:
p Ej jA
 
pp Ej
 
∏
d
r ¼ 1
p ar jEj
  ð11Þ
Here a new lump ‘A’ with the maximum posterior probability is
marked with a class level Ej. The nodes are the variables in a
probabilistic graphical model. We have assumed that the features
are independent is not always true, as features like oval shape and
taller than wide are related. Hence, the conditional probabilities
help us in evaluating the features independently and the multi-
dimensional kernel function is modelled and estimated. This is
further modelled in normal functions as follows.
p

ak Ej
 ¼ 1
σs
ﬃﬃﬃﬃ
2π
p exp  aμsð Þ
2
2σs
 
;
1oao1; 1oμso0;σs40 Normalμs : mean;
σs : standard deviation ð12Þ
2.2.3. Classiﬁer-3: instance based classiﬁer using K-nearest neigh-
bour (KNN)
Using the third classiﬁer, the model for classiﬁcation involved
the task of classifying a new case using instance-based analysis,
which was the query point from a number of recognised cases. The
task involved classifying the decision of the query point from a
selected number in its nearest neighbours [30]. Considering a set
of points that are benign, a curve was drawn from the relationship
between the independent and dependent variables. From the setof benign cases, the method was used to predict the outcome,
which was the new case from the set of benign. A distance metric
was deﬁned for measuring the distance between the query point
and cases from the sample for the predictions using the Euclidean
method, given by:
D a;pð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
apð Þ2
q
ð13Þ
In this, the query point is ‘a’, and ‘p’ is the case from the sample.
After selecting the value of k, the prediction is the average of the
outcomes. The distance weighting is done by introducing a set of
weights, W, for each nearest neighbour by the relative closeness of
each neighbour from the new case. Therefore,
W a; pi
 ¼ exp D a; pi
  	
Pk
i ¼ 1 exp D a; pi
  	 ð14Þ
D (a, pi) is the distance between the query point ‘a’ and the ith
case pi of the sample. The weights deﬁned “satisfy” as:
Xk
i ¼ 1
W a0; aið Þ ¼ 1 ð15Þ
where ai is the ith case of the sample and a is the prediction or
outcome of the query point. The maximum is taken for each class
variable for classiﬁcation.
2.2.4. Machine learning process algorithm
The algorithm for the entire machine learning process is
represented in a block schematic diagram in Fig. 2.
The algorithm for the machine learning is selected and run
with the gathered training set. The model outcomes are used as
the control parameters. Thus, a new ﬁtted model was created and
the performance of all classiﬁers was measured for the diagnosis
of breast diseases. The entire modelling using the three classiﬁers
was performed using MATLAB software.3. Results
In the training phase, a dataset was prepared with the selected
features for each diagnostic modality for the 180 cases. The three
diagnostic modalities, symptomatic screening, mammographic
and ultrasonography, were individually tested and evaluated for
each feature and instance. The decision of the class in training
phase of the model was with biopsy, the gold standard diagnostic
procedure. Hence, the class distribution table had 132 benign cases
(73.3%) and 48 malignant cases (26.7%) out of the 180 instances.
0.0%
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Fig. 3. The sensitivity, speciﬁcity, accuracy and precision of the three classiﬁers
compared to B-Mode ultrasound or mammography alone.
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phase. A total of 210 cases were used in testing the data and
making comparisons with the biopsy data. The true positive, true
negative, false positive and false negative values from the confu-
sion matrix were used for analysis of the statistical data. The sta-
tistical analysis was carried out using a classiﬁcation of the models
for their speciﬁcity, sensitivity, accuracy, Youden’s index and the
ROC curve. The confusion matrix for the models was generated
using the three classiﬁers. The classiﬁers yielded an accuracy of
93.3%, 91% and 91.9% respectively as against 81% and 83.8% for the
ultrasound and mammography. The sensitivity, speciﬁcity, accu-
racy and precision were compared for the three classiﬁers, along
with the ultrasound or mammography modalities alone, and are
depicted in Fig. 3.
The performance of the ﬁrst classiﬁer (SVM) was found to be
better for all the performance parameters. This is because SVM
perform better for multi-dimensional and continuous features.
SVM performs better when there is a non-linear relation between
the input and output variables. Naive Bayes assumes that the
variables are independent. Since we have taken three diagnostic
modalities, this assumption may not be accurate and there will be
some interdependence among the features. So the performance of
the third classiﬁer was found to be least. KNN has moderate per-
formance on inter dependent data. Hence, it is clear that there is
good inter dependence of the selected features.
The results are considered statistically signiﬁcant since the
two-tailed P value was less than 0.00001. The reduction in the
number of false positive cases improves the diagnostic efﬁciency.
The error rate was 6.7%, 9% and 8.1%, respectively, for the three
classiﬁers. The ROC curve for the three models is shown in Fig. 4.
The area under the curve (AUC) indicates the ability of the test
to discriminate between the diseased and healthy populations.0
0.2
0.4
0.6
0.8
1
1.2
0 0.2 0.4 0.6 0.8 1 1.2
T
ru
e 
Po
si
tiv
e 
R
at
e
False Positive Rate
ROC Curve
Classifier-1
Classifer-2
Classifier-3
Fig. 4. ROC for the three classiﬁers.The AUC obtained for the three classiﬁers were 87.7%, 83.9% and
85.7%, respectively, whereas the same was only 72% and 76% for
ultrasound and mammography modalities. This gives a measure of
the diagnostic performance, which leads to the judgement that the
various combinations of tests using the model can improve diag-
nostic accuracy. The Youden’s index, which is the vertical distance
from the line of equality, reﬂects the intension for maximising the
correct classiﬁcation rate. This was found to be 0.754, 0.671 and
0.714 for the three classiﬁers, signifying that classiﬁer-1 has a
better intention of correctly classifying the malignant and benign
lesions.4. Discussion
Triple assessment approach using physical breast examination,
one or more of the imaging modalities, like mammography or
ultrasonography followed by biopsy, is considered as the most
sensitive approach for the diagnosis of the breast lesions. Fine
needle aspiration cytology (FNAC) is now used in assessment using
biopsy rather than conventional surgical excisional biopsy.
Benign lesions or lesions with low malignancy potential are
frequently interpreted as indeterminate nodules using the con-
ventional imaging approach. Simple cystic lesions are depicted as
circumscribed nodules with imperceptible walls, with anechoic
content and posterior acoustic shadowing, and are classiﬁed as
BIRADS 2 in ultrasonography. Similarly, solid lesions are depicted
as circumscribed, ovoid nodules parallel to the skin, and are clas-
siﬁed as BIRADS 3. Some of these are hardly differentiated from
solid nodules, with a thick ﬂuid content and ﬁne debris in sus-
pension, and are usually classiﬁed as indeterminate nodules.
Ultrasonography can be utilised for differentiating solid from
cystic lesions, if cyst elasticity is higher than the adjacent par-
enchyma. The cysts that were histologically diagnosed were
sonographically characterised as indeterminate nodules, with the
benign assigned as BIRADS 2. These lesions gave low malignancy
potential, and diagnostic sensitivity could be improved if the fea-
tures of ultrasonography and mammography are taken into
consideration.
The approach presented in this study is able to provide an
improved sensitivity compared to independent assessment of
mammography and ultrasonography, and hence can reduce the
number of cases referred for biopsy.
Intra-observer and inter-observer variability's were also stu-
died, examined and scored independently by different observers.
The weighted kappa statistics for observer agreement, for both
inter-observer and intra-observer variability, gave a satisfactory
repeatability range.
It is worth mentioning that the non-invasive diagnostic efﬁ-
ciencies have improved a lot in recent years with the advent of
mammographic techniques, like digital mammography, 3-D
mammography, tomosynthesis etc. Likewise, in ultrasonography,
there have also been recent developments in ultrasound elasto-
graphy, ultrasound transient elastography, and so on, which claim
very high sensitivities. However, the underlying fact is that the
facilities for conducting the imaging using these technological
advancements are limited to certain cities and it takes time for
these technologies to become viable for mass adaptation to semi-
urban or rural areas. In such places, the diagnosis is still limited to
traditional mammography and ultrasonography. Hence, the study
is more relevant in such scenarios for improving the diagnostic
sensitivity of these modalities, especially with telemedicine tech-
niques, where the examination and imaging features can be
uploaded to a web portal for combined analysis.
The inﬂuence of different characteristics of the patient popu-
lation like age, complexion, marital status etc., setting of the study
J.R. Raj et al. / Informatics in Medicine Unlocked 2 (2016) 70–7776like urban or rural, size and percent of malignant cases, char-
acteristics of the modality etc., was analysed. It is seen that the
results are equally inﬂuenced by the characteristics of sympto-
matic examinations, mammographic screening and ultrasound
imaging. This is because 10 features each are selected from each of
the modalities and every feature was given equal weight in the
learning algorithm. Even though the developed algorithm is using
patients from an urban hospital environment, the patients were
from both rural and urban areas. More over the features do not
have any dependence on the rural or urban area of study. Only
their occurrences may vary. Hence it is concluded that the rural or
urban background do not have any inﬂuence on the study. This
aspect holds good for the percentage of malignant cases as well as
the characteristics of the patient population. However, the per-
formance of the classiﬁers improved with increase in the number
of cases. The three classiﬁers yielded comparable results indicate
that the inﬂuence of the dataset on the different external patient
characteristics is minimum as some of the classiﬁers like KNN are
very sensitive to noise.
Berg et al., has reported a sensitivity, speciﬁcity and accuracy of
83%, 34% and 67.8% for ultrasound investigations [31]. In the same
study, they have reported sensitivity, speciﬁcity, and accuracy of
67.8%, 75%, 70.2% for mammography investigations. The combined
ultrasound, mammography, and clinical examination have yielded
sensitivity and accuracy of 93% and 70.9%. Raj et al., has reported
sensitivity, speciﬁcity and accuracy of 94.7%, 90.6% and 91.7%
respectively for combined B-Mode and Elastography analysis [32].
Akay has reported sensitivity of 99.5% and speciﬁcity of 96.6%
using support vector machine (SVM) based classiﬁcation of Biopsy
data [33]. Huang et al., has reported 100% sensitivity, 95% accuracy
and 92% speciﬁcity for ultrasound feature analysis using SVM [34].
However, the number of cases taken for this study was only 50.
Rauhi et al., has reported 96.3% sensitivity, 95.1% accuracy and
93.8% speciﬁcity using Multi layer neural network (MLP) classiﬁer
with ultrasound and mammography features [35]. These results
very well correlate with the results obtained in the present
studies.
During the study, it was noticed that classiﬁer-1 had better
diagnostic capability than did the other classiﬁers. The reason
could be that the features were more dependent rather than
independent variables, which may not be true for all the study
populations. Hence, it is worth analysing using all three classiﬁers,
as the best classiﬁer may change with the population under study
and implementation.5. Conclusions
This study highlights breast cancer diagnosis and prognosis
problems that could help clinicians in differentiating benign and
malignant lesions. It is proved beyond doubt that machine-
learning algorithms can improve the diagnostic accuracy and
sensitivity, though they are not replacements for biopsies. The
improved diagnostic capability is attributed to more focused
diagnosis based on the speciﬁc features that generally may get
overlooked in the normal diagnostic process.
In mammograms, it is possible to ﬁnd invasive breast cancer
and ductal carcinoma in situ. However, some of these lesions
found during mammography may not be growing. Thus, typically
mammography alone can give an overestimation of about 40%.
With the modelling techniques, the overestimation rate is reduced
to around 20%, which is remarkable. The instances where lesions
are missed are reduced to around 20%, which is very low, com-
pared with around 35–40% for mammography or ultrasonography.
The models can be evaluated in different geographical locations
for further tuning so that a more realistic data model that issuitable to the location can be obtained. This will further improve
sensitivity due to reduced inter-observer variations. Furthermore,
the application gets more conﬁned to limited number of diagnostic
test apparatus available in particular localities. The probability of
speciﬁc types of cancer occurring is due to different genetic and
geographic factors, for which the developed model allows for
greater focus.
The sensitivity of the models was below 80%, which also makes
it clear that this method cannot be regarded as a conﬁrmatory
method of assessment like other advanced diagnostic modalities
such as ultrasound elastography and transient elastography.
However, it is important to note that this model has increased
sensitivity and accuracy compared to mammography or B-mode
ultrasonography alone or together, and hence, can deﬁnitely act as
a better-combined screening mechanism before proceeding with a
biopsy or any other advanced modalities.
It is to be noted that even though there are many studies on the
application of artiﬁcial intelligence for the breast tumour differ-
entiation, the ground reality is that the same is not put into use by
any agency. There is a need for more awareness and a centralised
database of features is to be constructed and updated periodically.
This database needs to act as a repository for different machine
learning algorithms, classiﬁcations and feature extractions that
will help a long way in use of this prior knowledge for easy dif-
ferentiation of different breast diseases at an early stage and
limiting the biopsy to very limited number of cases before pro-
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