Abstract -Several successful projects (Linux, Free-BSD, BIND, Apache, etc.) showed that the collaborative and self-organizing process of developing open source software produces reliable, high quality software. Without doubt, the open source software development process differs in many ways from the traditional development process in a commercial environment. An interesting research question is how these differences influence the adoption of traditional software engineering practices. In this chapter we investigate how design patterns, a widely accepted software engineering practice, are adopted by open source developers for documenting changes. We analyze the development process of almost 1,000 open source software projects using version control information and explore differences in pattern adoption using characteristics of projects and developers. By analyzing these differences we provide evidence that design patterns are an important practice in open source projects and that there exist significant differences between developers who use design patterns and who do not.
INTRODUCTION
The growing need for reliable software has made software engineering an important industry in the last few decades. The steady progress produced an enormous number of different approaches, concepts, and techniques: structured analysis and design, the object oriented paradigm, agile software development, component based systems, frameworks, and design patterns, just to mention a few. These techniques where developed with traditional software development in a commercial environment in mind. Recently, a new organizational form of collaborative software development, the open source movement (Raymond, 1999) , gained popularity. Open source soft ware (OSS) development differs from traditional forms in many respects. For example, the source code is publicly shared and therefore rigorously peer reviewed, the development teams are often geographically dispersed and instead of extensive unit tests massive system-level testing by large user communities is conducted (Perpich et al., 1997; Vixie, 1999; Jorgensen, 2001; Dempsey et al., 2002) . Quantitative research is the key to understand how these differences influence the adoption of existing software engineering practices or how software engineering practices are adapted to the needs of open source development.
In this chapter we study how design patterns are used in open source software development teams. We are interested in the question if design patterns are useful for open source development and if so, are there factors that influence their adoption. To gain an insight into the application of design patterns we analyze historic data of the development process of OSS projects.
This chapter is organized as follows: As the starting point for the chapter we review literature about design patterns to identify how patters are used for traditional software development. Next, we describe the research method employed by the study. We present the used data set and its main characteristics followed by the analysis of the data set and the discussion of the results. We conclude the chapter with the main findings and point out directions for further research.
1. Patterns are a good communications medium. 2. Patterns are extracted from working designs. 3. Patterns capture design essentials.
The first observation is the most prominent benefit of design patterns. In Gamma et al. (1995) two of the expected benefits are that design patterns provide "a common design vocabulary" and "a documentation and learning aid" which also focus on the communication process. Prechelt et al. (2002) studied this aspect with two controlled experiments using undergraduate and graduate students to perform maintenance tasks for small programs. The experiments showed that explicit documentation of a used pattern has a positive influence on the speed and the error rate of the maintenance task.
Efficient communication is certainly also a key issue for OSS development. Often, there is no explicit design document for new OSS projects and the design emerges later on from the implementation (Vixie, 1999) . This means that collaborating developers need to communicate the design in part directly by code. But since to infer design from code artifacts is known to be hard, this would make collaboration almost impossible unless there are some widely accepted design practices that are known within the software engineering community. Design patterns try to capture such design practices and give them a unique name to communicate them efficiently even as short comments within the code. Seen et al. (2000) look at the adoption of design patterns in a commercial environment from a perspective of the diffusion of innovation theory. Although they rate the overall adoption rate for design patterns as moderate they identify an area where design patterns score very high. The area is concerned with properties which influence the individual motivation for adoption which are especially interesting for open source developers. Specifically, patterns require no infrastructure investment, they can be adopted bottom-up and visible pattern adoption advertises competence. All three properties are certainly more important in an open source environment than in a traditional company where the necessary infrastructure is provided and the management controls the development process.
RESEARCH METHOD
To investigate the adoption of design patterns by open source software developers we analyze the development process of OSS projects by using publicly available version control data accessible via the Source Forge Web site (http://www.sourceforge.net). This approach is inexpensive and non-intrusive (Cook & Votta, 1998; Atkins et al., 1999) and was already successfully used to analyze the development of the Apache Web Server project and of the GNOME project (Koch & Schneider, 2002) , both large scale open source projects.
Source Forge currently hosts over 59,000 open source projects and has over 597,000 registered users (April 2003) . It provides the projects with a version control facility as well as a presentation platform and communication channels for developers and users. For Source Forge each developer has a unique pseudonym, the user name, which can be used throughout all projects he or she participates in. Each project has a home page with general information about the project like the project name, a short description of the project, the developers in charge of the project (administrators), the development status of the project (alpha, beta, production, etc.), the intended audience (e.g. developers or end users), the programming languages used, and more general information.
For this study we analyze projects which use the object-oriented programming language Java and employ the version control tool Concurrent Versions Control (CVS ) (Fogel, 1999) . The CVS tool supports parallel development by several developers, comments for modifications of the code, control of releases, reversing modifications, generating history logs for the projects and for each individual file, and much more. A project is defined as a collection of individual files which are stored together with version control information in a CVS repository. New files can be added to the project and existing files can be modified by the developers of the project. To modify files using version control the developer has to obtain a version of the files from the repository, change the files locally and commit the modifications to the repository (execute a check-in for the files). During the check-in (often called modification request) the developer is encouraged to add a short log message which explains the purpose of the modifications and therefore makes it easier to understand the changes in the code later on.
CVS records the modifications in each file in lines of code (LOCs) added and LOCs deleted by the developer. The definition of LOCs used by CVS is the number of physical lines. There is no distinction between program statements, comments or other arbitrary text. We adopt this definition for our study. Furthermore, CVS does not explicitly record changes in a line; instead it records a changed line as a line deleted and a new line added. Therefore, the growth of LOCs for a check-in (the delta) is the difference between the LOCs added and the LOCs deleted.
To analyze the application of design patterns we have to identify the patterns in the projects. Design patterns are design artifacts that result in special constructions in the final code, e.g., several objects that interact in a certain way. It is very difficult to infer the application of design patterns automatically from code (see e.g. Antoniol et al. (1998) for an automatic approach). However, CVS provides us with additional information, the log messages for changes, which Mockus and Votta (2000) already successfully used to classify maintenance activities. For this study we analyze the log messages to identify the application of design patterns. Of course, design patterns can be applied without mentioning them in the log message. Therefore, we can only identify the application of design patterns when they are used for documentation of changes and to support communication between developers. This is one of the major contributions of patterns stressed throughout the literature, namely that the names of design patterns become part of a common language which developers use to communicate design more efficiently (Gamma et al., 1995; Buschmann et al., 1996; Vlissides, 1998) . However, it is important to note that with this approach we only analyze the communication aspect of patterns. To analyze the influence of patterns on software quality or the usage of patterns in general other approaches are necessary which might include analyzing bug tracking databases, interviews with developers, extensive manual code reviews, and controlled experiments.
For this study we only use the original set of the 23 design patterns introduced by Gamma et al. (1995) . Although many other design patterns were introduced in the literature (e.g. in Coplien and Schmidt (1995) , Vlissides et al. (1996) and Martin et al. (1998) ), these 23 patterns are still the most popular and best known patterns. For the analysis we first extracted the CVS log messages for each project using Java. We parsed the messages using regular expressions, identified changes to files tha t constitute together a check-in, and stored the information in a relational database. All analyses in the subsequent sections are performed using standard SQL select statements on the data base and a standard statistical package.
THE DATA SET
The used data set includes 988 open source projects from Source Forge using Java as the main programming language. The projects were downloaded between August and September 2001 and were selected by the following criteria: Only projects that enabled CVS and that have had already more than 1,000 LOCs Java code. In total the selected projects contain almost 120,000 files (with the extension .java) with more than 19.5 million LOCs and 1,487 different developers worked on them. Figure 1 depicts the distribution of the size of the projects in LOCs. The project sizes in number of files follows a similar distribution. Most of the projects are rather small with a mean around 20,000 LOCs or 120 files, but there is a significant amount of much bigger projects. The biggest project has almost 1 million LOCs and almost 6,000 files. The sizes of the developer teams for the projects show a similar distribution with many projects with only a single developer (see Figure 2 ). The mean of the team size is 1.84 and the biggest team consists of 73 developers. Figure 3 shows the number of projects by the development status used by Source Forge. The status ranges from 1 to 6 (1 planning, 2 pre-alpha, 3 alpha, 4 beta, 5 production/stable and 6 mature) and gives an idea about the project in its development live-cycle. Most of the selected projects with more than 1,000 LOCs have a status of 3 and 4. Fewer projects with status 1 and 2 already reached the minimum LOCs. For the status 5 and 6 there are fewer Java projects in Source Forge indicating that most of the analyzed projects can be considered still in the design and implementation phases of the software life-cycle. In Table 1 we summarize the statistics of the analyzed projects. For the analyzed changes made to the projects we excluded the initial check-in of new files since new files added to the Source F orge CVS repository often have already a considerable size and it is impossible to say how many developers, and who, worked on this file already. We only know the developer who checked-in the file. This would distort the results in an unpredictable way. We observed about 97,300 check-ins where 6.65 million lines of code were changed or added in almost 329,000 files. A check-in affected on average 3.38 files and increased the code base of the project by almost 20 lines. Table 2 summarizes the descriptive statistics of the analyzed changes. 
RESULTS
In this section we present the results of our explorative analysis of the adoption of design patterns by open source developers. The section is divided into three parts. First, the results of the pattern identification are presented. Second, we try to find out if characteristics of the project (e.g., size) make the usage of design patterns more likely. And finally we analyze if there are specific characteristics of developers who use design patterns (e.g., extent of participation).
The Identified Design Patterns
To identify patterns in the log messages we first searched all messages for the names of the 23 design patterns introduced by Gamma et al. (1995) . In the log messages of 1,475 of the 97,292 observed check-ins we found the name of at least one pattern. The names found most often were "command" (142 counts) and "state" (80).
Of course we expect a high number of false positives since several pattern names (e.g. Prototype) are also terms frequently used in software engineering with a meaning other than the design pattern. To quantify the rate of false positives we manually inspected the log message and the code of a random sample of 100 out of the 1,475 check-ins where pattern names were found. For 69 changes it was clear from the log messages whether a design pattern was meant or not and for the remaining 31 changes we had to inspect the source code. In the inspected sample we found a false positive rate of 69%. For example, "command" was almost always used in connection with changing the command-line interface of the software which is not related to the application of a design pattern. To reduce this problem we required the pattern names, which are also common terms for software development or which have a meaning in the projects' problem domains (command, interpreter, prototype, proxy, state, and strategy), to be accompanied by the term "pattern" which reduced the number of check-ins with patterns to 343. Table 3 depicts the accuracy of this approach. 85.7% of the check-ins identified as using a pattern really use the pattern reducing the rate of false positives to 14.3%. Overall 89 out of the 100 inspected check-ins were classified correctly. Note that this approach only identifies the application of design patterns where their full original names are used in the log messages. Therefore, the actual usage of design patterns is considerably higher and includes the following cases:
1. Alternative names are used (e.g., Virtual Constructor instead of Factory Method; some alternative names can be found in Gamma et al. (1995) ). 2. Design patterns are not mentioned in the log message but are obvious from comments in the code or the names of classes, methods and files. 3. Design patterns are used without giving any clue.
Although it is possible to incorporate some of these cases into an identification heuristic we use the simpler and therefore more robust approach described above.
V is it o r S tr a te g y S t a t e S i n g l e t o n P r o x y O b s e r v e r M e m e n t o In Figure 4 we show the number of projects in which we identified each individual pattern. The pattern mentioned most by far in the analyzed projects is the Singleton pattern. The reason for this is that the Singleton pattern is very simple and is easy to implement in Java. This leads us to the conclusion that for Java the application of the pattern Singleton seems to provide important design advantages at little implementation effort. During manual inspection of the log messages we observed that out of 8 inspected changes concerning the Singleton pattern 4 changes consisted of removing existing Singletons. This perhaps indicates overuse of the pattern caused by its simplicity. Further analysis is needed to investigate the usage of different patterns and pattern types, but this is outside the scope of this chapter.
Analysis of Differences Between Projects
For Source Forge all development efforts are organized in projects as the basic unit of coordination. A project has one or several administrators who coordinate the development of the project and organize the cooperation between the developers. In this section we investigate if characteristics of projects (e.g., development status, project size, team size, number of check-ins) are related to the application of design patterns for documenting changes.
Most of the projects in the data set do not apply patterns for documenting changes in the code. Only for a small fraction of projects, 86 out of 988 projects, we found one or more patterns. To exclude very small projects which are still in their planning phase and therefore do not have enough code which can contain design patterns, we only select the projects for which we observed at least 1,000 LOCs being added or changed. This leaves 519 projects for ana lysis. The general trend of the distributions of project sizes and team sizes of this sample is similar to the distributions of the whole data set. Only for the development status more projects with a status smaller than 3 do not meet this criterion resulting in a shift towards projects with status 3 and up. As the indicators of pattern usage in a project we used the number of developers using patterns and the number of distinct patterns used in a project. Table 4 contains the descriptive statistics for the selected projects. In Figure 5 we show the number of projects using 0,1,...,5 different design patterns in the project. For 83 projects (16% of the 519 projects) at least one design pattern was used.
To explore the relationship between the main project variables (development status, size of the project, the number of check-ins, and the team size) and the use of design patterns for documenting changes we calculated the correlation coefficients. Since the distributions are highly skewed we use non-parametric Spearman's rank order correlation. All reported correlation coefficients are significant with p < .01.
The two measures of project size, LOCs and the number of files, are highly correlated with a coefficient of .90. Both measures are correlated with the number of check-ins, with a coefficient around .60. Team size is correlated with the number of check-ins (.48) and with the project size (around .30). These correlations reflect the intuitive relationship with larger projects having more check-ins and also tend to be developed by bigger teams.
Both indicators of pattern usage (number of different patterns and developers using patterns) seem highly correlated with each other in the data set (a significant coefficient of .99) and are significantly correlated with the number of check-ins (.33), the size of the project (around .19) and the team size (around .16). However, all these correlations are artifacts occurring only because we have a very small proportion of projects with patterns (creating the high correlation coefficient between the two indicators) and because the probability of detecting a pattern increases with the number of check-ins we analyze and this number is in turn correlated to the other variables. To improve this analysis, object-oriented software metrics like the Chidamber and Kemerer's Metrics Suite (1994) can be used. These metrics can reflect differences in the complexity of classes and their interactions better than simple LOCs. However, it was shown by Masuda et al. (1999) and by Reisinger (2001) that the introduc tion of design patterns can increase the complexity measured by object-oriented metrics by using additional classes, more inheritance, and increased coupling between the classes the pattern is composed of. Since this would create an additional artificial relationship between complexity and the usage of design patterns we restrict our analysis here to the simple LOCs-oriented analysis made possible by the output of the CVS tool.
To analyze the application of patterns in more detail we cross-tabulate team size by developers using patterns (see Table 5 ). A simple assumption would be that the application of patterns is independent from the projects and there exists a fixed subset of developers who know and use patterns. Under this assump tion we can estimate the proportion of developers using patterns from the projects with a team site of 1 in Table 5 . We found patterns in 11.4% of the projects with one developer. If the usage of patterns is independent of the projects, this percentage can be used as an estimate of the total proportion of developers using patterns. With this estimate we can calculate the probability that we see at least one developer using a pattern in teams of sizes 2 and up. This simple model largely overestimates the observed proportion of projects with developers who document changes with patterns (compare in Table 5 ). The observed proportion of projects with developers who use patterns stays almost constant around 20% for team sizes 2 to 9. Only for team sizes 10 and larger the proportion jumps to over 60% which is still considerably below the estimate. Therefore, the assumption that the developers who use patterns are evenly distributed over all projects does not hold. Next, we only look at the projects where patterns are used (rows with developers using patterns greater than 0 in Table 5 ). Interestingly, we found in almost all these projects only one developer who used patterns for documentation no matter what size the team was. Again only at a team size of 10 and larger we found more developers using patterns. The projects with team sizes 1 through 9 all had on average similar sizes and number of check-ins. For the projects with team sizes 10 and higher the average of all variables (except the project status) was by the factor 2 to 4 higher which seems to make them different. However, the fact that for almost all projects only one developer uses design patterns indicates that there must be factors that influence the usage of design patterns which are not dependent on the team size and other characteristics of the project but on the developer and his or her position inside the project.
An interesting fact is that the development status of the project has only very small significant correlation (between .13 and .24) with the other variables and no significant correlation with the indicators of pattern usage. This means we have very different projects in terms of size in the data set (ranging from small tools to large applications) and that we cannot find evidence that design patterns are used more often in later stages of the life-cycle to refactor code (replace code and design with more flexible design provided by a design pattern) as suggested by Gamma et al. (1995) . To analyze this in more detail we split the projects into two groups. The first group contains project that are still in an early phase (277 projects with status 1-3) and projects that are more mature (242 projects with status 4-6). If design patterns are used frequently for refactoring, the more mature projects should contain significantly more different design patterns or a higher proportion of check-ins containing patterns. We used the non-parametric Mann-Whitney U test to compare the two groups of projects. We found that project size, team size and number of check-ins is significantly higher for the more mature projects (p < .0033, significant at the .01 level using Bonferoni correction for 3 independent tests). But there is no significant difference between the groups for the indicators of pattern usage (p > .9). This either results from the fact that design patterns are not used for refactoring and documenting these changes in our data set or that if design patterns are used at all they are already applied in the initial stages of development to create new design. For OSS development the second explanation seems appealing since in the early stages of the project developers need to create and communicate the design of a system using code (Vixie, 1999) . And supporting communication is a major advantage attributed by experts to design patterns.
Analysis of Differences Between Developers
In this section we use the developer as the main unit of analysis. We analyze the usage of patterns for each developer and compare it with observed characteristics of the developer to investigate if there exists a relationship. As the developer's characteristics we use the number of projects a developer participates in, the LOCs he or she modified in the analyzed period, the increase of LOCs and the check-ins the developer produced. As the indicator of pattern usage we use the number of different patterns used by a developer. To exclude developers who did not apply patterns only because of their small contribution of code to the analyzed projects we restrict our analysis to the 761 of the 1,487 developers who added or changed more than 1,000 LOCs.
First, we look at the number of projects a developer participates in (see Figure 6 ). More than 80% of all developers only participate in one project. Although participation in several projects could indicate more experience no significant correlation was found between the number of projects a developer participates in and the indicator of design pattern usage.
Number of projects The increase in LOCs produced by developers was also used by and Koch and Schneider (2002) to analyze two big open source projects. A main finding of these studies was that there exists a relatively small very active group of core developers who typically produce more than 80% of the total code. This group is responsible for implementing most of the new functionality which involves also making design decisions. The histogram of the increase in LOCs by developer for the analyzed projects is depicted in Figure 7 . Only 278 of the 1,487 developers are responsible for 80% of the total increase in LOCs for all projects. With 18.7% of the total developers the proportion is similar to the proportion found for the gnome project analyzed in Koch and Schneider (2002) . A observation that also fits well the Pareto Principle (also known as the 80/20 rule) which was found to hold in many different settings and disciplines. The 278 most dedicated developers can be seen as the core developers in the development community of the analyzed projects where depending on the projects size none (for very small projects), one or several core developers work together with less active developers on a project.
We use rank order correlations to check if the usage of design patterns is related to indicators of activity of different developers. Significant correlation coefficients were found between the number of different patterns he or she uses and the LOCs added or changed (.19), the increase in LOCs (.20) and the number of check-ins conducted (.27). All three indicators are significantly intercorrelated (with correlation coefficients between .57 and .63). These correlations could mean that developers who work more intensely on a project (more checkins) and therefore increase the code size are more likely to document their changes using design patterns. But this is a very tentative interpretation given the low correlation coefficient and the influence check-ins have on the opportunity to use a design pattern and the probability of detecting a design pattern with the used heuristic. To analyze this further, we divided the population of developers (the developers who added/changed more than 1,000 LOCs) into a group of developers for whom we never found patterns in the analyzed projects and a group of developers for whom we did. Table 6 contains the statistics for both groups. Except for the number of projects the medians and means of all variables are about double as high for the group which uses patterns. The Mann-Whitney U Test confirms that the location of the distributions of LOCs added or changed, the increase in LOCs and the number of check-ins differ significantly (applying Bonferroni correction for 4 independent tests which reduces the maximum accepted p-value to .0025 at the .01 level). This suggests that there is a highly significant difference between developers who use patterns for documentation and developers who do not. Developers who use patterns tend to create more new code (increase of LOCs) and therefore are also involved in creating new design. In Table 7 we show the cross-tabulation for developers (core deve lopers identified above in this section and other developers who added or changed at least 1,000 LOCs) and pattern usage. On average, 12.4% of developers use pattern name s in the log messages. The table shows a big difference (a significant relationship, p < .01 using the chi-square test) in pattern usage between core developers (20.9%) and other developers (7.5%). The observation of more core developers commenting their changes with patterns could have the following reasons:
1. Core developers simply check-in more changes and therefore have more opportunities to use patterns and document these changes with the names of the used design patterns. 2. Design patterns represent an efficient way to apply best practices in the form of flexible and robust design and to communicate these design decision (Beck et al., 1996) . This is needed more often by experienced developers who create most of the new design. 3. The open source community has a reputation-based culture (Raymond, 1999; Feller & Fitzgerald, 2000) . Visible pattern adoption by core developers advertises competence (Seen et al., 2000) and can therefore be used to strengthen their position in the project team and in the open source community.
It seems reasonable to believe that all three reasons contribute to adopting design patterns to document changes in source code. However, it is not possible to quantify the extend to which each reason influences the observed pattern usage based on historic version control data alone. Another study which includes interviews of developers who use patterns is necessary.
SUMMARY OF RESULTS AND CONCLUSION
Open source software development represents a new and efficient way to produce high quality software. Many traditional software engineering practices are adopted by open source developers. However, different software engineering practices support the collaborative and implementation-driven development style of OSS better than others. In this chapter we analyzed the adoption of design patterns by open source developers. Design patterns are interesting for OSS development since their adoption does not require an infrastructure investment and they can be used by a developer without interfering with the development style of others. For almost 1,000 open source projects using Java we checked if the 23 original design patterns introduced by Gamma et al. (1995) were used to document changes in the code. There are 3 main results of analyzing the factors that influence pattern usage:
1. The characteristics of projects have little influence on the developers' adoption of design patterns. For most team sizes the percentage of projects where patterns are used for documentation is around 20% in the data set. Only the projects with the largest team size (10+) show a significant higher proportion. These projects differ from the rest by a much higher level of activity (number of check-ins, increase and changes of LOCs are on average 2-4 times higher than the other projects). Also we discovered that for most projects where design patterns were used only one developer used them (again except the few most active projects).
2. For the usage of design patters in a project and the project's phase in the software life-cycle no relationship was found. Therefore, in the analyzed OSS projects we found no evidence that design patterns are widely used for refactoring in later stages of the software development. A reason for this finding could be that the analyzed projects are still too early in their life-cycle to make major restructuring necessary. Another explanation could be that open source development generally favors a more flexible design by already using patterns for developing new code and frequent modifications and expansion of the code. This constant change would reduce the need for an explicit refactoring in later phases of the life-cycle.
3. There exist differences between developers who use patterns and developers who do not. There are significant differences in the level of activity of developers in the analyzed projects. These differences indicate that the small number of developers that create most of the code (for OSS projects often called core developer) are more likely to use design patterns. About 20% of these developers used the 23 design patterns to document changes.
This first study of the adoption of design patterns by open source software developers has many limitations, e.g., information on the quality of the produced code is not included, no differentiation between types of changes (bug fixes, new features, etc.), the complexity of the projects is not analyzed using object-oriented metrics, only a very limited number of known design patterns and only one programming language is used, and no further information from the developers (actual effort used for changes, reasons for using patterns) is incorporated. Each of these limitations provides a direction for further research. Even with these limitation, the results of this study show that design patterns are adopted for documenting changes and thus for communication in practice by many of the most active open source developers.
