Abstract This paper deals with the singularly perturbed initial value problem for quasilinear first-order delay differential equation depending on a parameter. A numerical method is constructed for this problem which involves an appropriate piecewise-uniform meshes on each time subinterval. The difference scheme is shown to converge to the continuous solution uniformly with respect to the perturbation parameter. Some numerical experiments illustrate in practice the result of convergence proved theoretically.
Introduction
Consider the following singularly perturbed quasilinear delay differential problem depending on a parameter in the intervalĪ = [0, T]:
εu (t) + f (t, u(t), u(t − r), λ) = 0, t ∈ I = (0, T] , T > 0,
(1.1) ( for simplicity we suppose that T/r is integer; i.e., T = mr). 0 < ε ≤ 1 is the perturbation parameter and r is a constant delay, which is independent of ε. ϕ(t) and f (x, u, v, λ) are given sufficiently smooth functions satisfying certain regularity conditions inĪ andĪ × R 3 , respectively, and moreover,
By a solution of (1.1)-(1.2) we mean a pair {u(t), λ} ∈ C 1 (Ī) × R for which problem (1.1)-(1.2) is satisfied. The function, u(t), displays in general boundary layers on the right side of each point t = r s for small values of ε(0 ≤ s ≤ m − 1) (see Section 2) .
Multiple time scale is an important phenomenon in many physical and biological processes. Therefore the models describing these type of processes often appear to be singularly perturbed differential equations that share some common feature of the relaxation oscillation. Considered in this paper equation (1.1) has been serving as the model for many optical and biological problems (see [4-6, 8, 10, 11, 15-22] and references therein).
In [2, 3, 12-14, 22, 23, 25] have been considered some approximating aspects of first order delay differential equations. Problems with a parameter have also been considered for many years. For a discussion of existence and uniqueness results and for applications of parameterized equations see, [10, [15] [16] [17] and references therein. A number of papers devoted to the approximating techniques to initial and boundary value problems, see for example [1, 15, 17, 24] . But designed in the above-mentioned papers algorithms mainly focused on the stability of numerical methods to regular cases (i.e. when the boundary layers are absent). It is well known that standard discretization methods for solving singular perturbation problems are unstable and fail to give accurate results when the perturbation parameter ε is small. Therefore, it is important to develop suitable numerical methods to these problem, whose accuracy does not depend on the parameter value ε, i.e. methods that are convergent ε-uniformly [7, 9, 26] . One of the simplest ways to derive such methods consists of using a class of special piecewise uniform meshes (a Shishkin mesh) , (see, e.g., [9, 26] for motivation for this type of mesh), which are constructed a priori in function of sizes of parameter ε, the problem data and the number of corresponding mesh points.
In the present paper we discretize (1.1)-(1.2) using a numerical method, which is composed of an implicit finite difference scheme on piecewise-uniform S-meshes on each time-subinterval. In Section 2, we state some important properties of the exact solution. In Section 3, we describe the finite difference discretization and introduce the piecewise uniform grid. In Section 4, we present the error analysis for approximate solution. Uniform convergence is proved in the discrete maximum norm. Finally, in Section 5, we formulate the iterative algorithm for solving the discrete problem and present numerical results which validate the theoretical analysis computationally. The technique to construct discrete problem and error analysis for approximate solution is similar to those in [1, 2] .
Throughout the paper, C and c denote generic positive constants independent of ε and the mesh parameter. Some specific, fixed constants of this kind are indicated by their subscripting.
The continuous problem
Here we show some properties of the solution of (1.1)-(1.2), which are needed in later sections for the analysis of appropriate numerical solution. Let, for any continuous function g, g ∞ denotes a continuous maximum norm on the corresponding interval, in particular we shall use g ∞, p = maxĪ
Lemma 2.1 Let
Then the solution {u(t),λ} of the problem (1.1)-(1.2) satisfies the following estimates
2)
Proof We rewrite (1.1) in the form
from which, by setting the boundary condition u (T) = B, we get
Applying the mean value theorem for integrals, we deduce that
It then follows from (2.5) for ε ≤ 1 that
Next from (2.4), the applying the maximum principle on I p gives
which implies the first order difference inequality
From the last inequality it follows that
This inequality together with (2.6) leads to (2.1), (2.2). After establishing the uniformly boundness in ε of u(t) ∞ and |λ| , the proof of (2.3) is almost identical to that of [2] .
The difference scheme and mesh
Letω N 0 be any non-uniform mesh onĪ:
and consequently
To simplify the notation we set g i = g(t i ) for any function g(t), while g N i denotes an approximation of g(t) at t i . For any mesh function {w i } defined on N 0 we use
For the difference approximation to (1.1), we integrate (1.1) over (t i−1 , t i ) :
which yields the relation
with the local truncation error
As a consequence of the (3.1), we propose the following difference scheme for approximating (1.1)-(1.2)
The difference scheme (3.3)-(3.4), in order to be ε-uniform convergent, we will use the Shishkin mesh. For the even number N, the piecewise uniform mesh ω N, p divides each of the interval [r p−1 , σ p ] and [σ p , r p ] into N/2 equidistant subinterval, where the transition point σ p , which separates the fine and coarse portions of the mesh is obtained by 
In the rest of the paper we only consider this type of mesh.
Analysis of the scheme
To investigate the convergence of the method, note that the error functions z
where the truncation error R i is given by (3.2).
Lemma 4.1 Under the above smoothness conditions of Section 1, for the error function R, the following estimate holds
Proof From explicit expression (3.2) for R i , on an arbitrary mesh we have
This inequality together with (2.1), (2.2), enables us to write
From here, in view of (2.3) it follows that
The further part of the proof is similar to that of [2] . 
Lemma 4.2 Under the above assumptions of Section
Proof The equation (4.1) can be written as
where
Hence
Solving the first-order difference equation with respect to z N i and setting the initial condition z N 0 = 0, we get
where 
, by analogy with the proof of Lemma 2.1, we can obtain
Next, the applying discrete maximum principle for the difference operator
From (4.5) and (4.6) we easily obtain (4.2)-(4.3). Combining the previous lemmas gives us the following convergence result. 
Numerical results
In this section, we present some numerical experiments in order to illustrate the method described above.
We solve the nonlinear problem (3.3)-(3.4) using the following quasilinearization technique:
i given. Consider the test problem
In the computations in this section we take α = 2.The initial guess in the iteration process is taken as u
The exact solution of our test problem is not available. Therefore we use the double mesh principle to estimate the errors and compute the experimental rates of convergence in our computed solution, i.e. we compare the computed solution with the solution on a mesh that is twice as fine (see [1, 9] ). The error estimates obtained in this way are denoted by
is the approximate solution on a mesh which contains the mesh points of the original mesh t i ∈ ω N 0 and also the mesh midpoints t i+
The convergence rates are The corresponding ε-uniform convergence rates are Tables 1, 2 , and 3. It can be observed that they are essentially in agreement with the theoretical analysis described above.
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