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OPTIMAL HARDY WEIGHT FOR SECOND-ORDER
ELLIPTIC OPERATOR: AN ANSWER TO A PROBLEM OF
AGMON
BAPTISTE DEVYVER, MARTIN FRAAS, AND YEHUDA PINCHOVER
Abstract. For a general subcritical second-order elliptic operator P
in a domain Ω ⊂ Rn (or noncompact manifold), we construct Hardy-
weight W which is optimal in the following sense. The operator P −
λW is subcritical in Ω for all λ < 1, null-critical in Ω for λ = 1, and
supercritical near any neighborhood of infinity in Ω for any λ > 1.
Moreover, if P is symmetric and W > 0, then the spectrum and the
essential spectrum of W−1P are equal to [1,∞), and the corresponding
Agmon metric is complete.
Our method is based on the theory of positive solutions and ap-
plies to both symmetric and nonsymmetric operators. The constructed
Hardy-weight is given by an explicit simple formula involving two dis-
tinct positive solutions of the equation Pu = 0, the existence of which
depends on the subcriticality of P in Ω.
2000 Mathematics Subject Classification. Primary 35B09; Secondary
35J08, 35J20, 35P05.
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1. Introduction
Let P be a symmetric and nonnegative second-order linear elliptic oper-
ator with real coefficients which is defined on a domain Ω ⊂ Rn or on a
noncompact manifold Ω, and let q be the associated quadratic form defined
on C∞0 (Ω). A Hardy-type inequality with a weight W ≥ 0 has the form
q(ϕ) ≥ λ
∫
Ω
W (x)|ϕ(x)|2 dx for all ϕ ∈ C∞0 (Ω), (1.1)
where λ > 0 is a constant. Such an inequality aims to quantify the positivity
of P : for instance, if (1.1) holds withW ≡ 1 it means that the bottom of the
spectrum of the corresponding operator is positive. A nonnegative operator
P is called critical in Ω if the inequality P ≥ 0 cannot be improved, meaning
that (1.1) holds true if and only if W ≡ 0. On the other hand, when (1.1)
holds with a nontrivial W , then the operator is subcritical in Ω. Given a
subcritical operator P in Ω, there is a huge set of weights W satisfying
the inequality (1.1); We will call these weights, Hardy-weights. A natural
question is to find “large” Hardy-weights.
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The search for Hardy-type inequalities with “as large as possible” weight
functionW was proposed by Agmon [3, Page 6], and we feel that it deserves
the name Agmon’s problem. Agmon raised this problem in connection with
his theory of exponential decay for solutions of second-order elliptic equa-
tions. Given a Hardy-type inequality (1.1), there is an associated Agmon
metric; if this Riemannian metric turns out to be complete, then Agmon’s
theory gives the exponential decay at infinity (with respect to the Agmon
metric) of solutions of the equation Pu = f .
Before proceeding, we recall a classical Hardy-type inequality, in order to
motivate the concept of “large” Hardy-weights:
Example 1.1. For Ω = Rn\{0}, n ≥ 3, the following Hardy-type inequality
for P = −∆ holds∫
Rn\{0}
|∇ϕ|2 dx ≥
(
n− 2
2
)2 ∫
Rn\{0}
|ϕ(x)|2
|x|2 dx ∀ϕ ∈ C
∞
0 (R
n \ {0}).
(1.2)
In Example 1.1, the Hardy-weight W decays to zero at infinity and blows
up at zero, and furthermore its behavior is borderline for the Hardy-type
inequalities under consideration. Perhaps the easiest way to illustrate this
is the following: for any ε ∈ R, define a smooth positive weight Wε which is
equal to
Wε := |x|−2+ε
outside the unit ball. If ε < 0, then Wε is a short-range potential, while if
ε ≥ 0, then Wε is long-range. More precisely, if ε < 0, then for any constant
C > 0 there exists R > 0 such that∫
Rn
|∇ϕ|2 dx ≥ C
∫
Rn
Wε(x)|ϕ|2 dx ∀ϕ ∈ C∞0 ({|x| > R}), (1.3)
and the operator W−1ε P has a discrete positive spectrum. In particular, the
corresponding Rayleigh-Ritz variational problem admits a minimizer. On
the other hand, for any ε > 0, there are no constants C > 0 and R > 0
such that (1.3) holds true, and the bottom of the (essential) spectrum of the
operator W−1ε P equals 0. Therefore, W0, which agrees with |x|−2 outside
the unit ball, is the only long-range potential in the family {Wε}ε∈R such
that the Hardy-type inequality (1.1) holds. Moreover, λ = CH := (n−2)2/4
is the best constant for (1.1) not only in the punctured space, but in a fixed
neighborhood of either zero or infinity. On the other hand, the corresponding
Rayleigh-Ritz variational problem does not admit a minimizer.
This indicates – in a very rough way – that the weight CH |x|−2 is a “large”
Hardy-weight for P = −∆ on Rn \ {0}.
Agmon’s theory gives the following (almost optimal) a priori decay esti-
mates for nongrowing solutions u of the Poisson equation in Rn: for every
ε > 0, there is a constant C = C(f, ε) such that for every x outside the unit
ball,
|u(x)| ≤ C|x|2−n−ε.
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We thus might expect that the construction of good Hardy-weights will lead
to valuable spectral information about P .
In this article we use a general albeit simple construction of Hardy-weights
which allows one to recover practically all classical Hardy inequalities in a
unified way. We use this construction to study Agmon’s problem. In par-
ticular, in some important cases we find an optimal Hardy weight; This
includes the case of a general nonselfadjoint operator P defined on a punc-
tured domain.
2. Our results
In this section, we describe in more detail the main results of the paper.
2.1. The supersolution construction. The first result that we obtain is
the aforementioned general construction of Hardy-weights W satisfying the
inequality (1.1). We first recall that the relationship between spectral (or
equivalently, functional) properties of a symmetric operator P to properties
of positive solutions of the equation Pu = 0 is well understood using the
Agmon-Allegretto-Piepenbrink (AAP) theory [5, 46]. In particular, the ex-
istence of a positive supersolution v of the equation (P − λW )u = 0 in Ω is
equivalent to the Hardy-type inequality (1.1), and hence (assuming W > 0
in Ω) it is equivalent to the inclusion of the spectrum of the associated
symmetric operator W−1P in [λ,∞). Moreover, the existence of a positive
supersolution v of the equation (P −λW )u = 0 in a neighborhood of infinity
in Ω is equivalent to the inclusion of the corresponding essential spectrum
in [λ,∞) [16].
Our construction relies on two observations, which are both well known.
First, using (AAP) theory, we will see that there is a correspondence between
positive supersolutions of P and nonnegative Hardy-weights. Explicitly, to
every positive supersolution v of P , we associate the weight W := Pv/v,
which satisfies (1.1) with λ = 1. The second step (that we call the super-
solution construction) is a way of producing positive supersolutions of P –
hence Hardy-weights. The construction is the following: let v0 and v1 be
two linearly independent positive (super)solutions of the equation Pu = 0
in Ω. Then for 0 ≤ α ≤ 1, the function
vα := v
1−α
0 v
α
1
is a positive supersolution of the equation Pu = 0 in Ω, thus yielding a
Hardy-weight Wα := Pvα/vα. We will find that all these weights are pro-
portional,
Wα = 4α(1 − α)W (v0, v1), W (v0, v1) = 1
4
∣∣∣∣∇ log
(
v0
v1
)∣∣∣∣
2
A
,
and the prefactor 4α(1 − α) achieves its maximum 1 at α = 1/2. In par-
ticular, if the equation Pu = 0 admits two linearly independent positive
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(super)solutions in Ω, then P is subcritical in Ω. Moreover, with the free-
dom of choosing v0 and v1, this construction allows us in fact, to recover
in a unified way all the classical Hardy inequalities. It is also a very easy
method for producing new examples.
2.2. Agmon’s problem and optimal weights. The aim of the paper is to
show that with a careful choice of v0 and v1, the preceding construction gives
rise to Hardy-weights W (v0, v1) which deserve the title of optimal weights.
We first give a temporary definition of optimal weights.
Definition 2.1. Consider a symmetric subcritical operator in Ω, and let W
be a nonzero nonnegative weight satisfying the Hardy inequality
q(ϕ) ≥ λ
∫
Ω
W (x)|ϕ(x)|2 dx for all ϕ ∈ C∞0 (Ω), (2.1)
with λ > 0. We denote by λ0 = λ0(P,W,Ω) the best constant satisfying
(2.1); λ0 is called the generalized principal eigenvalue. The weight λ0W is
said to be an optimal Hardy-weight for the operator P in Ω if the following
properties hold:
(a) The operator P − λ0W is critical in Ω; that is, the inequality
q(ϕ) ≥
∫
Ω
V (x)ϕ2(x) dx ∀ϕ ∈ C∞0 (Ω)
is not valid for any V 	 λ0W .
(b) The constant λ0 is also the best constant for (2.1) with test functions
supported in the exterior of any fixed compact set in Ω.
(c) The operator P−λ0W is null-critical in Ω; that is, the corresponding
Rayleigh-Ritz variational problem
inf
ϕ∈D1,2P (Ω)
{
q(ϕ)∫
ΩW (x)|ϕ(x)|2 dx
}
(2.2)
admits no minimizer. Here D1,2P (Ω) is the completion of C∞0 (Ω) with
respect to the norm u 7→√q(u).
Properties (b) and (c) indicates in a way that W is “long range”. Note
that contrary to the “short range” case, the validity of (a) in the case of
a “long range” potential is quite delicate. Indeed, it is known [4, 48, 49]
that P − λ0W is always critical when property (b) does not hold (see also
[23]). On the other hand, in the “long range” case P − λ0W is in general
subcritical.
In order to motivate the definition, let us mention that the weight CH |x|−2
of Example 1.1 is an optimal Hardy-weight (see Section 3 for a short proof
for this special case).
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2.3. The result for operators in punctured domains. Motivated by
Example 1.1, we study in detail the case of a general (nonsymmetric) sub-
critical operator P in the punctured domain Ω⋆ := Ω \ {0}: Theorem 4.12
states that if one chooses two positive solutions v0, and v1 appropriately in
Ω⋆, then for α = 1/2, the corresponding weightW (v0, v1) constructed by the
supersolution construction is an optimal Hardy-weight in Ω⋆. The following
theorem states the result for symmetric operators.
Theorem 2.2. Let P be a symmetric subcritical operator in Ω, and let
G(x) := GΩP (x, 0) be its minimal positive Green function with a pole at
0 ∈ Ω. Let u be a positive solution of the equation Pu = 0 in Ω satisfying
lim
x→∞
G(x)
u(x)
= 0, (2.3)
where ∞ is the ideal point in the one-point compactification of Ω. Consider
the supersolution v :=
√
Gu. Then
W :=
Pv
v
=
1
4
∣∣∣∣∇ log
(
G
u
)∣∣∣∣
2
A
is an optimal Hardy-weight with respect to P and the punctured domain
Ω⋆ = Ω \ {0}. If furthermore W > 0, then the spectrum and the essential
spectrum of the Friedrichs extension of the operator −W−1∆ on L2(Ω,W dx)
are equal to [λ0,∞) and the corresponding Agmon metric is complete.
One can look at a punctured domain as a domain with two singular points
or more precisely a domain with two ends. In Theorem 11.6, we will treat
the case where the two singular points are at the boundary of Ω, and in
Theorem 12.3 we will treat the case of several ends. We will illustrate our
results in a variety of examples: see in particular Examples 11.1 and 11.9
for explicit examples of optimal Hardy inequalities.
As mentioned, our results essentially also hold in the general case of a (not
necessarily symmetric) second-order, linear, subcritical differential operator.
Criticality theory, which is the qualitative theory of positive solutions of the
equation Pu = 0 in Ω for a general nonsymmetric second-order elliptic oper-
ator P with real coefficients (see Section 4), extends the functional/spectral
formulation of nonnegativity. We show that when Agmon’s problem is in-
terpreted in the terminology of criticality theory, our results apply to a
general nonsymmetric second-order elliptic operator P in a domain Ω. In
particular, all statements of Theorem 2.2 (interpreted in the terminology of
criticality theory), excluding the statement about the whole spectrum hold
true for such a general P . Note that the relation to the integral Hardy-type
inequality (1.1) is lost in the nonsymmetric case.
2.4. Comparison with previous results. The classical positive superso-
lution approach to spectral problems and variational inequalities was studied
by many authors [3, 9, 30, 39, 42, 43, and the references therein]. The idea
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of using the Green function to get, albeit via integral identities, Hardy-type
inequalities appears in a few recent papers for a symmetric divergence form
operator (without a potential), see for example [2, 11, 12, 13, 37, and refer-
ences therein]. For the Laplace-Beltrami operator on Riemannian manifolds
such an approach was used by Carron in [11] to provide Hardy-type inequal-
ities in particular for minimal hypersurfaces of a Euclidean space, and for
submanifolds of Cartan-Hadamard manifolds. Carron’s results have been
later rediscovered by Li and Wang [35], where the authors give also appli-
cations to structure theorems for complete manifolds. Compared to these
results, we provide a novel nonvariational method that applies to a general
operator P satisfying minimal regularity assumptions. Furthermore, the
(null)-criticality of P −W , the optimality near infinity, and the characteri-
zation of the (essential) spectrum of the weighted operator, seem to be new
even in the case of the Laplace (let alone Schro¨dinger) operators on domains
in Rn, and the Laplace-Beltrami operator on Riemannian manifolds. For re-
cent results concerning sharp Hardy inequalities see for example [7, 8, 26, 34,
and references therein].
We note that some results of the present paper have been recently an-
nounced by the authors in [18].
2.5. The organization of the article. The outline of the present paper is
as follows. In Section 3 we provide a short proof of Theorem 2.2 for the clas-
sical Hardy inequality (1.2). This will illuminate the main ideas and steps of
the proof in the general case. In Section 4 we review the theory of positive
solutions and formulate precisely our main result in the nonsymmetric case
(Theorem 4.12). Section 5 explains in detail the supersolution construction
of Hardy-weights. Sections 6, 7, 8 and 9 are then devoted to the four-steps
proof of Theorem 4.12 (see, theorems 6.2, 7.2, 8.2, and 9.4). In Section 10 we
prove the completeness of Agmon’s metric induced by our optimal Hardy-
weight in Ω⋆, derive Rellich-type inequalities, and obtain decay estimates
for solutions of the equation Pu = f .
Our main result deals with a weight W which has an isolated singularity
in Ω, in Section 11 we describe how our methods and results can be extended
to the case of positive solutions with boundary singularities. In Section 12,
we study the case of a symmetric subcritical operator which is defined on
a manifold M with N ends, where N ≥ 2. It turns out that in this case,
the supersolution construction produces an (N − 1)-parameter family of
critical Hardy-weights (see Theorem 12.3). Finally, in Section 13 we discuss
some examples, extensions, and applications. In particular, we discuss some
generalizations to quasilinear equations.
The proofs of the main results of the present paper hinges on a one-
variable approach. Indeed, it is based on a thorough analysis of a space of
“radial” generalized eigenfunctions. This is particularly evident in Section 9,
where the appropriate “radial” space is defined. To further elaborate this
point, we consider in the appendix, the class of Schro¨dinger operators with
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radially symmetric potentials defined on radially symmetric domains and
study the corresponding radial solutions, and present a purely ODE proof
of some of our results for this important case.
Notation: Throughout the paper and without loss of generality, we assume
that 0 ∈ Ω and denote Ω⋆ := Ω \ {0}. In addition, we fix a reference point
x1 ∈ Ω, x1 6= 0. When there is no danger of confusion we will omit indices.
In particular, for a matrix A(x) =
[
aij(x)
]
and a vector field b(x) we denote
(A(x)ξ)i =
n∑
j=1
aij(x)ξj , b(x) · ξ =
n∑
j=1
bj(x)ξj , where ξ = (ξ1, . . . , ξn) ∈ Rn.
Moreover, for x ∈ Ω we introduce a norm on Rn associated to a positive
definite symmetric matrix A(x),
|ξ|2A := ξ · Aξ .
We write Ω1 ⋐ Ω2 if Ω2 is open, Ω1 is compact and Ω1 ⊂ Ω2.
3. A short proof of Theorem 2.2 for the classical Hardy
inequality
Before embarking to the general setting and proofs, we give a short proof
of Theorem 2.2 for the case of the classical Hardy inequality (1.2). This will
illuminate the main ideas and steps of the proof in the general case.
Example 3.1 (Example 1.1 continued). Let P = −∆ be the Laplace op-
erator on Ω⋆ := Rn \ {0}, where n ≥ 3, and denote by G(x) := |x|2−n the
corresponding positive minimal Green function with a pole at zero (up to a
multiplicative constant).
Consider the positive superharmonic function in Ω⋆
v(x) :=
√
G(x)1 = G(x)1/2 = |x|(2−n)/2.
We obtain the Hardy-weight Pv/v = CH |x|−2, and by the (AAP) theory we
get the classical Hardy inequality (1.2).
To prove that we indeed obtain an optimal Hardy-weight, we analyze the
oscillatory properties of the corresponding radial equation
− u′′ − n− 1
r
u′ − ηCH
r2
u = 0 r ∈ (0,∞), (3.1)
where η ∈ R. Note that (3.1) is Euler’s equation. Consequently, for η 6= 1
two linearly independent solutions of (3.1) are given by
u±(r) = r(2−n)/2
(
r(2−n)/2
)±√1−η
, (3.2)
while for η = 1 two linearly independent solutions of (3.1) are expressed by
u+(r) = r
(2−n)/2, u−(r) = r(2−n)/2 log(r2−n). (3.3)
The difference in the structure of the solutions for η < 1, η = 1 and η > 1
cannot be over-stressed.
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For η < 1 both solutions are positive, and therefore, the operator P −
ηCH |x|−2 is subcritical in Ω⋆.
On the other hand, for η = 1 only u+(r) = r
(2−n)/2 is positive, and
moreover, it is dominated by |u−| near both ends r = 0 and r = ∞. By
Proposition 6.1 we infer that u+ is a ground state and the operator P −W
is critical in Ω⋆, where W := −∆(u+)/u+ = CH |x|−2 is the corresponding
Hardy-weight.
Furthermore, an elementary calculation shows that for η = 1 we have that
the ground state u+ is not in L
2(Ω⋆,W dx), which shows the null-criticality
of the Hardy operator −∆− CH |x|−2 in Ω⋆.
Finally, for η > 1 the solution of (3.1) given by
Re{u+(r)} = r(2−n)/2 cos
[√
η − 1
2
log(r2−n)
]
(3.4)
oscillates near zero and near infinity, and therefore, the best possible con-
stant for the validity of the Hardy inequality in any neighborhood of either
the origin or infinity is also CH . In particular, the bottom of the spectrum
and the bottom of the essential spectrum of the corresponding weighted
Laplacian (with weight W = C−1H |x|2) is equal 1.
The entire (essential) spectrum of the operator P˜ := C−1H |x|2(−∆) is ob-
tained by an explicit spectral representation of the operator P˜ restricted to
the radial functions, using the Mellin transform. Denote by L2rad(Ω
⋆,W dx)
the subspace of radially symmetric functions in L2(Ω⋆,W dx). Recall that
the Mellin transform M : L2(0,∞) −→ L2(R) is the unitary operator de-
fined by
Mf(ξ) := 1√
2π
∫ ∞
0
f(r)riξ−
1
2 dr.
In fact, the composition of the unitary operator
L2
(
(0,∞), rn−1CH
r2
dr
)
→ L2(0,∞); f(r) 7→
√|n− 2|
2
f(r1/(n−2)),
and the Mellin transform, gives a unitary operator
U : L2rad(Ω
⋆,W dx) ∼= L2
(
(0,∞), rn−1CH
r2
dr
)
→ L2(R),
which is a spectral representation for P˜ restricted to radial functions. In
this representation, P˜ is just the multiplication by (1 + 4ξ2). Indeed, this
follows from the fact that due to (3.1) and (3.2) (with ξ =
√
η − 1/2), we
have (
C−1H |x|2(−∆)− (4ξ2 + 1)
) (
rn−2
)iξ− 1
2 = 0. (3.5)
The proof of the main result (Theorem 4.12) in the general case is based
on similar considerations and calculations. Loosely speaking, to obtain the
general result, we just replace r(2−n) in equations (3.2), (3.3), (3.4), and
(3.5) by G/u (cf. lemmas 5.6 and 7.1).
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4. Preliminaries
In the present section we review the theory of positive solutions and for-
mulate our main result for nonsymmetric operators defined on punctured
domains.
Let Ω ⊂ Rn, n ≥ 2 be a domain (or more generally, a smooth noncompact
manifold Ω of dimension n). We assume that ν is a positive measure on Ω,
satisfying dν = f vol with f a positive function; vol being the volume form
of Ω (which is just the Lebesgue measure in the case of a domain of Rn).
Consider a second-order elliptic operator P with real coefficients which (in
any coordinate system (U ;x1, . . . , xn)) is either of the form
Pu = −aij(x)∂i∂ju+ b(x) · ∇u+ c(x)u, (4.1)
or in the divergence form
Pu = −div
[(
A(x)∇u+ ub˜(x))]+ b(x) · ∇u+ c(x)u, (4.2)
Here, the minus divergence is the formal adjoint of the gradient with respect
to the measure ν. We assume that for every x ∈ Ω the matrix A(x) :=[
aij(x)
]
is symmetric and that the real quadratic form
ξ ·A(x)ξ :=
n∑
i,j=1
ξia
ij(x)ξj ξ ∈ Rn (4.3)
is positive definite. Moreover, throughout the paper it is assumed that
P is locally uniformly elliptic, and the coefficients of P are locally suffi-
ciently regular in Ω. All our results hold for example when P is of the form
(4.2), and A, f are locally Ho¨lder continuous, b, b˜ ∈ Lploc(Ω;Rn, dx), and
c ∈ Lp/2loc (Ω;R, dx) for some p > n. However it would be apparent from
the proofs that any conditions that guarantee standard elliptic theory are
sufficient.
The formal adjoint P ∗ of the operator P is defined on its natural space
L2(Ω, dν). When P is in divergence form (4.2) and b = b˜, the operator
Pu = −div [(A∇u+ ub)]+ b · ∇u+ cu,
is symmetric in the space L2(Ω, dν). Throughout the paper, we call this
setting the symmetric case. We note that if P is symmetric and b is smooth
enough, then P is in fact a Schro¨dinger-type operator of the form
Pu = −div(A∇u)+ (c− divb)u.
In the paragraphs below we recall basic notions and theorems from the
theory of positive solutions. We refer the reader to a review [46] for details
and further references.
Definition 4.1. Denote by CP (Ω) the cone of all positive solutions of the
elliptic equation Pu = 0 in Ω. The operator P is said to be nonnegative in
Ω, and write P ≥ 0 in Ω, if CP (Ω) 6= ∅. We say that P satisfies the positive
Liouville theorem in Ω if dimCP (Ω) = 1.
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For a nonzero (real valued) function W , let
λ0 = λ0(P,W,Ω) := sup{λ ∈ R | P − λW ≥ 0 in Ω}
be the generalized principal eigenvalue of the operator P with respect to the
potential W in Ω. We also denote
λ∞ := λ∞(P,W,Ω) := sup{λ ∈ R | ∃K ⊂⊂ Ω s.t. P − λW ≥ 0 in Ω \K}.
Clearly, λ0 ≤ λ∞. Moreover, P − λ0W ≥ 0 in Ω. If P is a symmetric
operator, then in light of the Agmon-Allegretto-Piepenbrink (AAP) theory
(see for example [5] and [16]), λ0 and λ∞ have the following spectral inter-
pretation:
Proposition 4.2. Assume that the operator P is a symmetric in L2(Ω, dν),
and W > 0. Suppose also that λ0(P,W,Ω) > −∞. Define
P˜ :=W−1P.
Then P˜ is symmetric on L2(Ω, Wdν), has the same quadratic form as P ,
and λ0 (resp. λ∞) is the infimum of the spectrum (resp. essential spectrum)
of the Friedrichs extension of P˜ .
Denote by q the quadratic form associated to P , and assume that P ≥ 0 in
Ω. Then the following Hardy-type inequality holds true with the best constant
λ0 = λ0(P,W,Ω) ≥ 0:
q(ϕ) ≥ λ0
∫
Ω
Wϕ2 dν ∀ϕ ∈ C∞0 (Ω). (4.4)
Next, we introduce the definition of (sub)criticality:
Definition 4.3. Assume that P ≥ 0 in Ω. The operator P is said to be
subcritical in Ω if there exists a nonzero nonnegative continuous function W
such that λ0(P,W,Ω) > 0, otherwise, P is critical in Ω. So, in the critical
case, λ0(P,W,Ω) = 0 for any nonnegative nonzero continuous function W .
If P 6≥ 0 in Ω, then P is said to be supercritical in Ω.
The (sub)criticality of P in Ω has an equivalent characterization in terms
of the structure of the cone of positive solutions CP (Ω). This characterization
is based on the notion of positive solution of minimal growth (see [5]), and
it is a key to our theorems and proofs. We recall the definition.
Definition 4.4. 1. Let K ⋐ Ω, and let u be a positive solution of the
equation Pw = 0 in Ω \K. We say that u is a positive solution of minimal
growth in a neighborhood of infinity in Ω if for any K ⋐ K ′ ⋐ Ω with smooth
boundary and any (regular) positive supersolution v ∈ C((Ω \ K ′) ∪ ∂K ′)
of the equation Pw = 0 in Ω \K ′ satisfying u ≤ v on ∂K ′, we have u ≤ v in
Ω \K ′.
2. Let x1 ∈ Ω. A positive solution of the equation
Pu = 0 in Ω \ {x1}
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of minimal growth in a neighborhood of infinity in Ω is called a positive
minimal Green function, if the singularity at x1 is not removable. The
appropriately normalized Green function is denoted by GΩP (x, x1).
The aforementioned characterization of a subcritical operator is given in
the following proposition.
Proposition 4.5. Suppose that P ≥ 0 in Ω. The operator P is subcritical
in Ω if and only if it admits a positive minimal Green function GΩP (x, x1)
in Ω. Moreover, in the critical case, the equation Pu = 0 admits a unique
(up to multiplicative constant) positive global solution in Ω, which is called
Agmon’s ground state (or in short a ground state).
The operator P is subcritical (resp. critical) in Ω if and only if its formal
adjoint P ⋆ is subcritical (resp. critical) in Ω.
We note that a ground state of a critical operator P in Ω is a positive
global solution of the equation Pu = 0 in Ω that has minimal growth in a
neighborhood of infinity in Ω.
Let P be subcritical in Ω and W 	 0. Clearly λ0 := λ0(P,W,Ω) ≥ 0,
but λ0 might be either 0 or positive. Moreover, the operator P − λW is
subcritical in Ω for 0 ≤ λ < λ0, but P − λ0W might be either subcritical or
critical in Ω. The case of a perturbation by a compactly supported potential
(or more generally, by a semismall perturbation [41]) is well understood (see
for example [46, and references therein]). In particular, we have:
Proposition 4.6. Let P be a subcritical operator in Ω and W ≥ 0 a nonzero
bounded compactly supported weight in Ω (or more generally, W is a semis-
mall perturbation potential of the operator P in Ω). Then λ0(P,W,Ω) > 0.
Moreover, the operator P − λW is critical in Ω for λ = λ0, and subcritical
for 0 ≤ λ < λ0.
Remark 4.7. Assume that P is the Laplace-Beltrami operator −∆ on a
noncompact manifold Ω, then P1 = 0 and the cone of positive solutions is
nonempty. The manifold is called parabolic (resp. hyperbolic) if −∆ is critical
(resp. subcritical) in Ω. For a thorough discussion of the probabilistic
interpretation of criticality theory, see [52].
Next, we define null-criticality.
Definition 4.8. We say that the operator P − W is null-critical (resp.
positive critical) in Ω with respect to the measure Wdν if P −W is critical
in Ω, and ϕ0ϕ
⋆
0 /∈ L1(Ω, Wdν) (resp. ϕ0ϕ⋆0 ∈ L1(Ω, Wdν)), where ϕ0, and
ϕ⋆0 are the corresponding ground states of P −W and P ⋆ −W in Ω.
Positive criticality is closely related to the large time behavior of the
heat kernel (see, [46]). Moreover, if P is symmetric, it is equivalent to the
existence of a minimizer for the corresponding variational problem. Indeed,
let q be the quadratic form associated to a subcritical operator P in Ω.
Consider the space D1,2P (Ω), the completion of C∞0 (Ω) with respect to the
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norm u 7→√q(u). Since P is subcritical, we know that D1,2P (Ω) →֒W 1,2loc (Ω)
(see [50]) and λ0(P,W,Ω) is characterized by the Rayleigh-Ritz variational
problem:
λ0 = inf
u∈D1,2P (Ω)\{0}
q(u)∫
Ω u
2Wdν
. (4.5)
We have (see [48, Lemma 1.1]):
Lemma 4.9. Assume that P is symmetric and W > 0 in Ω. Then P −W
is positive-critical in Ω if and only if the infimum in the variational problem
(4.5) is attained, and the infimum is equal 1. Furthermore, if it is the case,
then the corresponding ground state ϕ0 satisfies ϕ0 ∈ D1,2P (Ω), and realizes
the infimum uniquely (up to a multiplicative constant).
Finally, we define precisely what we mean by saying that W is “as large
as possible” weight function (cf. Definition 2.1).
Definition 4.10. Let P be a subcritical operator in Ω. A nonzero nonnega-
tive function W is said to be an optimal Hardy-weight with respect to P and
the domain Ω if P −W is null-critical in Ω, and for any λ > 1, the operator
P − λW is supercritical in any neighborhood of infinity in Ω.
Remark 4.11. It is natural to ask whether all the above properties of an
optimal Hardy-weight are independent. The following example shows that
the null-criticality is indeed an additional requirement.
Let V ∈ C∞0 (Rn) be a potential such that the operator −∆ + V (x) is
critical in Rn (see Proposition 4.6). Consider the operator P := −∆+ 1 +
V (x), and the potential W (x) := 1. Then
λ0(P,W,R
n) = λ∞(P,W,Rn) = 1.
On the other hand, the operator P −W is null-critical in Rn for n ≤ 4, and
positive-critical if n > 4 (see [46, the paragraph below Theorem 8.6]).
The following theorem provides the precise formulation of the main result
of this paper; i.e. the existence of an optimal Hardy-weight (cf. Theo-
rem 2.2).
Theorem 4.12 (Main Theorem). Let P be a subcritical operator in Ω, and
let G(x) := GΩP (x, 0) be its minimal positive Green function with a pole at
0 ∈ Ω. Let u be a positive solution of the equation Pu = 0 in Ω satisfying
lim
x→∞
G(x)
u(x)
= 0, (4.6)
where ∞ is the ideal point in the one-point compactification of Ω. Consider
the positive supersolution
v :=
√
Gu
of the operator P in Ω⋆. Then for the associated Hardy-weight
W :=
Pv
v
=
1
4
∣∣∣∣∇ log
(
G
u
)∣∣∣∣
2
A
(4.7)
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we have λ0(P,W,Ω
⋆) = 1, and W is an optimal Hardy-weight with respect
to P and the punctured domain Ω⋆.
Assume further that P is a symmetric operator and W is positive in Ω⋆,
then the spectrum and the essential spectrum of the Friedrichs extension of
the operator W−1P on L2(Ω⋆,W dν) is equal to [1,∞), and the correspond-
ing Agmon metric
ds2 :=W (x)
n∑
i,j=1
aij(x) dx
i dxj, where
[
aij
]
:=
[
aij
]−1
is complete.
Remark 4.13. 1. If P is a symmetric operator, or more generally if
GΩP (x, y) ≍ GΩP (y, x), then a global positive solution u satisfying (4.6) always
exists [6].
2. If u0, u1 are two positive solutions of Pu = 0 near infinity in Ω such
that
lim
x→∞
u0(x)
u1(x)
= 0, (4.8)
then u0 is a positive solution of minimal growth in a neighborhood of infinity
in Ω (see Proposition 6.1). Therefore, in Theorem 4.12 we must take u0 = G
(the Green function) as a solution satisfying (4.8).
3. By the uniqueness of the ground state, it follows that v =
√
Gu is the
ground state of P −W in Ω⋆.
As a consequence of the criticality of P −W , we get the following positive
Liouville theorem:
Corollary 4.14. Under the assumptions of Theorem 4.12, suppose that v˜
is a positive supersolution of the equation (P −W )w = 0 in Ω⋆. Then v˜ is
actually a solution of the above equation, and is equal (up to a multiplicative
constant) to
√
Gu.
We prove Theorem 4.12 in four steps, see theorems 6.2, 7.2, 8.2, and 9.4.
4.1. Ground state transform. We recall a standard procedure to elimi-
nate the zero-order term of the operator P . Denote by V the space C2,αloc (Ω)
(resp. W 1,2loc (Ω)) if P is of the form (4.1) (resp. (4.2)). Let h ∈ V be a
positive continuous function and define a map
Th : V → V, v → v
h
. (4.9)
The operator Ph := Th ◦ P ◦ T−1h given more explicitly by
Phu =
P (hu)
h
(4.10)
is called the h-transform of P .
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Fix ϕ ∈ CP (Ω). Then the corresponding h-transform is called a ground
state transform. Clearly,
Pϕ1 = 0.
Moreover, we have
Proposition 4.15 (Ground state transform). Let ϕ ∈ CP (Ω), and let Pϕ be
the corresponding ground state transform. Then
λ0(Pϕ,W,Ω) = λ0(P,W,Ω), λ∞(Pϕ,W,Ω) = λ∞(P,W,Ω).
Moreover, Pϕ is subcritical in Ω if and only if P is subcritical in Ω.
The map Tϕ|V∩L2(Ω, dν) extends to an isometry between L2(Ω, dν) and
L2(Ω, ϕ2dν). In the symmetric case this implies that P and Pϕ are unitary
equivalent.
Proof. The map Tϕ respects the structure of positive solutions,
TϕCP (Ω) = CPϕ(Ω),
and preserves support of functions, namely supp v = suppTϕv. The claim
about λ0 and λ∞ then follows from their definitions and Proposition 4.5.
The last two claims about the isometry are standard. When P is symmetric
it provides independent proof of the spectral claims of the proposition. 
We note that in the subcritical case, the corresponding Green function
satisfies
GΩPϕ(x, y) =
1
ϕ(x)
GΩP (x, y)ϕ(y).
On the other hand, in the critical case 1 is the ground state of the equation
Pϕu = 0 in Ω. In addition, if the operator P is symmetric, then
Pϕu = − 1
ϕ2
div(ϕ2A(x)∇u), (4.11)
and Pϕ is manifestly symmetric in L
2(Ω, ϕ2dν).
Calculations are genuinely simplified after a ground state transform. In-
deed, if P1 = 0, then
P (uv) = uP (v)− 2A∇u · ∇v + vP (u), (4.12)
P (f(v)) = f ′(v)P (v) − f ′′(v)|∇v|2A, (4.13)
holds for all functions u, v ∈ V and f ∈ C2(R).
5. Construction of Hardy-weights
The construction of the optimal Hardy-weight using the supersolution
method is based on the following simple observation ([43, Theorem 3.1])
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Lemma 5.1 (Supersolution construction). Let vj be two positive solutions
(resp. supersolutions) of the equation Pu = 0, j = 0, 1, in a domain Ω, and
let v := v1/v0. Then for any 0 ≤ α ≤ 1 the function
vα(x) :=
(
v1(x)
)α(
v0(x)
)1−α
= vα(x)v0(x) (5.1)
is a positive solution (resp. supersolution) of the equation[
P − 4α(1 − α)W (x)]u = 0 in Ω, (5.2)
where W is the Hardy-weight given by
W (x) :=
|∇v|2A
4v2
≥ 0. (5.3)
In fact, vj are linearly independent if and only if W 6= 0.
Proof. The proof is obtained by a straightforward calculation (see [43, The-
orem 3.1], or the proof of Proposition 5.5 below). The nonnegativity and
non-triviality of W follows from the ellipticity condition (4.3). 
Optimizing (5.2) in α, we find for α = 1/2:
Corollary 5.2. The function
√
v0v1 is a positive (super)solution of the equa-
tion [
P −W (x)]u = 0 in Ω.
In particular, P −W ≥ 0 in Ω.
We call the above procedure the supersolution construction, and the cor-
responding potential W is called a Hardy-weight. When vj are positive
solutions it is often useful to apply the ground state transform with respect
to v0. This h-transform maps the pair of solutions (v0, v1) of P to a pair
of solutions (1, v1/v0) of the equation Pv0u = 0. For example, (5.2) is then
obtained by applying (4.12) and (4.13) with P = Pv0 , and f(t) = t
α. Note
that the Hardy-weight W is unchanged under this ground state transform.
Remark 5.3. Lemma 5.1 has a straightforward generalization to the case
when vj are positive (super)solutions of (P − Vj)vj = 0, j = 0, 1 (cf. [43,
Theorem 3.1]). In that case vα is a (super)solution of the equation
[P + (1− α)V0 + αV1 − 4α(1 − α)W ]u = 0. (5.4)
Example 5.4. Suppose that P = −∆, and assume that Ω is a smooth
bounded convex domain. Consider the function v0(x) := δ(x) := dist(x, ∂Ω)
which due to the convexity is a positive superharmonic function in Ω, and let
v1 := 1. Then the associated weight W (x) = δ(x)
−2/4 is the corresponding
Hardy-weight, and we get the well known Hardy inequality [39]∫
Ω
|∇φ|2 dx ≥ 1
4
∫
Ω
|φ|2
δ(x)2
dx ∀φ ∈ C∞0 (Ω). (5.5)
It is known [39] that the operator −∆−W is subcritical in Ω, but
λ0(−∆, δ(x)−2,Ω) = λ∞(−∆, δ(x)−2,Ω) = 1/4. (5.6)
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That is, 1/4 is the best constant in the above inequality in a strong sense.
In fact, (5.6) can be deduced from Theorem 7.2 (see Example 13.2). Note
also, that if one takes instead the superharmonic function v0(x) = δ(x)
β
with 0 < β < 1, then one obtains the Hardy inequality without the best
constant.
The supersolution construction can be generalized to the case of finitely
many positive supersolutions.
Proposition 5.5. Suppose that P ≥ 0 in Ω, and let u1, . . . , uN be positive
(super)solutions of Pv = 0 in Ω. Let α1, . . . , αN be nonnegative numbers
such that
∑N
i=1 αi = 1.
Then
u :=
N∏
j=1
u
αj
j (5.7)
is a positive supersolution of the equation Pv = 0 in Ω. Moreover, u is a
positive (super)solution of (P −W )v = 0 in Ω, where
W :=
∑
i<j
αiαj
∣∣∣∣∇ log
(
ui
uj
)∣∣∣∣
2
A
.
Proof. Consider the function u defined by (5.7). We compute that
Pu−
N∑
i=1
αi
Pui
ui
u
=

 N∑
i=1
αi(1− αi)
∣∣∣∣∇uiui
∣∣∣∣
2
A
− 2
∑
i<j
αiαj
〈
A
∇ui
ui
,
∇uj
uj
〉u
=

N∑
i=1
αi(1−αi)
∣∣∣∣∇uiui
∣∣∣∣
2
A
+
∑
i<j
αiαj
[∣∣∣∣∇uiui −
∇uj
uj
∣∣∣∣
2
A
−
∣∣∣∣∇uiui
∣∣∣∣
2
A
−
∣∣∣∣∇ujuj
∣∣∣∣
2
A
]u
=

 N∑
i=1
αi
(
1−
N∑
j=1
αj
) ∣∣∣∣∇uiui
∣∣∣∣
2
A
+W

u =Wu,
since by hypothesis
∑N
i=1 αi = 1. 
The supersolution construction given in Proposition 5.5 will be used in
Section 12, where we study the case of a subcritical operator which is defined
on a manifold with N ends, with N ≥ 2.
Let us focus again on the case of two ends. Let W be the Hardy-weight
given in Lemma 5.1 by (5.3). The set of solutions of the equation
(P − λW )u = 0 in Ω
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for λ ∈ R plays a crucial role throughout the article. Indeed, under the
assumptions of Lemma 5.1, for λ < 1 the equation P − λW admits two
positive (super)solutions
vα±(x) =
(
v1(x)
)α±(v0(x))1−α± , where α± := 1±
√
1− λ
2
. (5.8)
At the maximum λ = 1 the construction gives a positive (super)solution v1/2
of (P −W )u = 0. We obtain a second solution for λ = 1 by differentiating
(5.2) with respect to the parameter α and substituting α = 12 ,
∂α
{[
P − 4α(1 − α)W (x)]vα}∣∣∣
α= 1
2
= (P −W )
[√
v0v1 log
(
v0
v1
)]
= 0.
To avoid justification of the differentiating with respect to α, we give an
independent proof of this formula.
Lemma 5.6. Assume that P is a subcritical operator in Ω. Let vj be two
linearly independent positive solutions of the equation Pu = 0 in Ω, where
j = 0, 1. Let W be the associated Hardy-weight given by (5.3). Then the
equation
(P −W )u = 0 in Ω, (5.9)
admits a solution w :=
√
v0v1 log
(
v0
v1
)
.
Proof. In light of the ground state transform with respect to the function
v0, we may assume that v0 = 1, and let us denote v := v1. So, P1 = Pv = 0
and, by the construction of W , (P −W )v1/2 = 0 in Ω. Then using (4.12)
and (4.13) we obtain
P (v1/2 log v) = P (v1/2) log v − 2A∇v1/2 · ∇ log v + v1/2P (log v)
= P (v1/2) log v + v1/2
1
v
P (v)
=Wv1/2 log v. 
Remark 5.7. Another way to understand the log-type solution is as follows.
Suppose that P is of the form Pu = −div(A∇u), and let v be a nonconstant
positive solution of the equation Pu = 0 in Ω. Then by the supersolution
construction with respect to the solutions 1 and v we have
(
P −W
)
v1/2 =
0, where W is the Hardy-weight. Moreover, by (4.11), the ground state
transform with respect to v1/2 gives
(P −W )√v(u) = −
1
v
div(vA∇u),
which readily implies an equivalent formulation of Lemma 5.6,
(P −W )√v log v = 0. (5.10)
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6. The criticality of P −W
In the present section we prove the first assertion of the main theorem
(Theorem 4.12). Namely, we prove that under assumption (4.6), the opera-
tor P −W is critical in Ω⋆. We start with a preliminary result.
Proposition 6.1. Let P be a second-order elliptic operator in Ω and let
u0, u1 be two positive solutions of Pu = 0 near infinity in Ω such that
lim
x→∞
u0(x)
u1(x)
= 0.
Then u0 is a positive solution of minimal growth in a neighborhood of infinity
in Ω.
Proof. Let K be a smooth compact set in Ω such that u0 and u1 are positive
and continuous in
(
Ω \K)∪ ∂K, and are solutions of Pu = 0 in Ω \K. Let
{Ωk} be an exhaustion of Ω, such that K ⊂ Ω0, and let wk be the solution
of the following Dirichlet problem:

Pwk = 0 in Ωk \K,
wk(x) = u0 on ∂K,
wk(x) = 0 on ∂Ωk.
(6.1)
Then by the generalized maximum principle, {wk}k∈N is an increasing se-
quence of nonnegative functions, satisfying wk ≤ u0, and therefore, converg-
ing to a positive solution w of Pu = 0 in Ω \K, that clearly has minimal
growth at infinity in Ω. Thus, it is enough to show that u0 = w in Ω \K.
We obviously have w ≤ u0. On the other hand, by hypothesis, if ε > 0,
there is kε such that u0 ≤ εu1 on ∂Ωk, for every k ≥ kε. By the generalized
maximum principle, this implies that u0 ≤ wk+ εu1 in Ωk \K and it follows
u ≤ w + εu1 in Ω \K. By letting ε → 0, we conclude that u0 ≤ w. Thus,
u0 = w in Ω \K. 
We are ready to prove the criticality statement of Theorem 4.12.
Theorem 6.2. Under the hypotheses of Theorem 4.12, the operator P −W
is critical in Ω⋆ := Ω \ {0}, and has a ground state √Gu.
Remark 6.3. 1. Theorem 6.2 readily implies, that λ = 1 is the best con-
stant for the validity of the inequality P −λW ≥ 0 in Ω⋆. In particular, if P
is a symmetric operator, it follows that the best constant for the Hardy-type
inequality (4.4) is λ0 = 1.
2. Theorem 6.2 implies also that
√
Gu is the unique (up to a multiplicative
constant) positive solution of the equation (P −W )w = 0 in Ω⋆. Hence, for
λ ≤ 1 the positive Liouville theorem holds true for the operator P − λW in
Ω⋆ if and only if λ = 1 (cf. Corollary 4.14).
We present three proofs of Theorem 6.2. The shortest one uses the log
solution for P−W , as well as the notion of minimal growth and is as follows:
OPTIMAL HARDY WEIGHT 19
Proof of Theorem 6.2. By Corollary 5.2 and Lemma 5.6, the equation (P −
W )u = 0 admits two solutions
u0 =
√
Gu and u1 = −
√
Gu log
(
G
u
)
.
By assumption (4.6), these solutions are positive near infinity and
lim
x→∞
u0(x)
u1(x)
= 0.
Proposition 6.1 then implies that u0 is a positive solution of the equation
(P −W )u = 0 of minimal growth in a neighborhood of infinity in Ω. By
the same argument and using the positive solution −u1 in a neighborhood
of zero, we conclude that u0 has minimal growth in a neighborhood of zero.
The second part of Lemma 11.3 implies now that u0 has minimal growth at
infinity in Ω⋆. Therefore, u0 is a ground state of P −W in Ω⋆, so, P −W
is critical in Ω⋆.

Alternative proof 1: Let α ∈ (0, 1/2) and consider vα := Gαu1−α (cf. (5.1)).
Then vα and v(1−α) are positive solutions of P − 4α(1 − α)W that satisfies
vα
v(1−α)
=
(
G
u
)2α−1
.
Therefore, assumption (4.6) and the singularity of Green’s function at 0
imply
lim
x→∞
v(1−α)(x)
vα(x)
= 0 and lim
x→0
vα(x)
v(1−α)(x)
= 0.
Consequently, applying Proposition 6.1, we deduce that vα has minimal
growth at zero, and v(1−α) has minimal growth at infinity (both for the
operator P − 4α(1 − α)W ). This implies that √Gu = limα→1/2 vα =
limα→1/2 v(1−α) has minimal growth at zero and at infinity for P −W , as
we explain now.
Indeed, let v be a positive supersolution for P −W in a neighborhood of
zero, that we assume for simplicity to be B(0, 1) \ {0}. Then v is a positive
supersolution of P − 4α(1 − α)W in B(0, 1) \ {0} for 0 ≤ α ≤ 1. Since on
∂B(0, 1), v and vα are bounded above and below by positive constant that
does not depend on α, we deduce that there is a constant C independent of
α such that
vα ≤ Cv.
Letting α→ 1/2, we deduce that
√
Gu ≤ Cv,
hence
√
Gu has minimal growth at zero. The proof at infinity repeats the
same argument with the solution v(1−α). 
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Alternative proof 2: Here we explain how to prove the criticality of P −
W , using once more the log solution, but without the use of the notion of
minimal growth. By performing a ground state transform with respect to
u, we can assume that u = 1.
We need to prove that the operator Q := P −W is a critical operator
in Ω⋆. Notice that the supersolution construction gives that Q(G1/2) = 0
on Ω⋆, where G is the Green function for P with a pole 0. Let us perform
a ground state transform for Q with respect to its positive solution G1/2.
We get a second-order elliptic operator Q˜ := QG1/2 . By Lemma 4.15, the
operator Q˜ is critical in Ω⋆ if and only if Q is critical in Ω⋆. By Lemma 5.6
(cf. Equation (5.10)) we have,
Q˜(log(G)) = 0 in Ω⋆.
So, in Ω⋆, we have two solutions of the equation Q˜u = 0, namely 1 and
w := log(G). Note that
lim
x→∞w(x) = −∞, limx→0w(x) =∞,
where the first limit is due to our assumption (4.6).
We claim that this implies that Q˜ is critical in Ω⋆ (this is reminiscent of
the Khas’minski˘i criterion for recurrency, cf. [52], see also a related claim in
[45, Corollary 3.10]).
Assume on the contrary that Q˜ is subcritical in Ω⋆, and let G˜(x) =
GΩ
⋆
Q˜
(x, x1) be the corresponding Green function with a pole at x1 ∈ Ω⋆.
Let K be a compact annular domain around 0 containing x1 such that
G(x) = M on the inner boundary and G(x) = M−1 in the outer boundary,
where M > 1 is a large positive number. So, Ω = K0 ∪K ∪K∞ where K0
is a neighborhood of 0, and K∞ is a neighborhood of ∞.
By the minimality of G˜ and the fact that Q˜1 = 0, we have
inf
x∈Ω⋆
G˜(x) = 0.
Therefore, either lim infx→0 G˜(x) = 0 or lim infx→∞ G˜(x) = 0. Suppose first
that lim infx→0 G˜(x) = 0, and let
D0k := {x ∈ K0 |M < G(x) < k}.
D0k is a union of open, relatively compact, connected sets in Ω
⋆, whose
boundaries are contained in {x : G(x) =M}∪{x : G(x) = k}. Furthermore,
the sequence {D0k}k∈N is increasing and is an exhaustion of K0 \{0}. Let vk
be the solution of the Dirichlet problem

Q˜u = 0 in D0k,
u(x) = 1 on ∂D0k ∩ {x : G(x) =M},
u(x) = 0 on ∂D0k ∩ {x : G(x) = k}.
(6.2)
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Let C > 0 such that G˜ ≥ C−1 on {x : G(x) = M}. Then by the maximum
principle 0 ≤ vk ≤ CG˜. For k big enough, the set ∂D0k ∩ {x : G(x) =
M} is independent of k, and by the maximum principle vk is a bounded
nondecreasing sequence, converging to a positive function v0 which solves
the equation Q˜u = 0 in K0 \ {0}, and satisfies v0 ≤ CG˜ in K0 \ {0}. On the
other hand, we have an explicit formula for vk:
vk(x) =
log k − w(x)
log k − logM .
Hence v0 = 1, and consequently G˜ ≥ C−1 in K0 \ {0} which contradicts our
assumption.
A similar argument shows that lim infx→∞ G˜(x) = 0 cannot happen.
Hence, we obtain a contradiction to our assumption that Q˜ is subcritical
in Ω⋆. 
7. λ∞(P,W,Ω⋆) = 1
In the present section we prove that for any λ > 1 the equation (P −
λW )u = 0 does not admit any positive solution neither in any neighborhood
of infinity in Ω, nor in any punctured neighborhood of 0.
We first state the following lemma which extends Lemma 5.1 concerning
the supersolution construction. The proof is obtained by a direct computa-
tion.
Lemma 7.1. Let vj be two positive solutions of the equation Pu = 0, j =
0, 1, in a domain Ω, and let v := v1/v0. Then for any λ ∈ R and α ∈ C
satisfying λ = 4α(1 − α), the function
vα(x) :=
(
v1(x)
)α(
v0(x)
)1−α
= vα(x)v0(x) (7.1)
is a solution of the equation[
P − λW (x)]u = 0 in Ω, (7.2)
where
W (x) :=
|∇v|2A
4v2
≥ 0. (7.3)
Our main result of this section is given in the following theorem.
Theorem 7.2. Under the assumptions of Theorem 4.12 we have
λ∞(P,W,Ω) = λ∞(P,W,Ω⋆) = 1.
More precisely, for any λ > 1 the equation (P − λW )u = 0 does not admit
any positive solution neither in any neighborhood of infinity in Ω, nor in
any punctured neighborhood of 0.
Proof. To simplify the notations we assume that u = 1 in the assumptions
of Theorem 4.12 (in particular, P1 = 0 in Ω). The general case then follows
by ground state transform (see Proposition 4.15).
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Fix λ > 1 and K a compact subset of Ω containing 0. We need to show
that the operator P − λW cannot be nonnegative on Kc := Ω \K.
By Lemma 7.1, we have
(P − λW )Gα = 0 in Kc,
where α is a complex number satisfying 4α(1−α) = λ. Inverting the relation,
we get that
(P − λW )G 12+iξ = 0,
where
ξ :=
√
λ− 1
2
.
By taking the real part
ϕ := Re(G
1
2
+iξ) = G1/2 cos (ξ log(G)) ,
we obtain an oscillatory solution of the equation
(P − λW )u = 0 in Kc.
We claim that the existence of such an oscillatory solution ϕ implies that
P − λW is supercritical in Kc (i.e. P − λ 6≥ 0 in Kc).
Indeed, since limx→∞G(x) = 0, we can find a connected component U of
the open, relatively compact set {x : 0 < a < G(x) < b} contained in Kc,
where a and b are chosen so that
cos (ξ log a) = cos (ξ log b) = 0,
and such that ϕ has a constant sign on U , for example ϕ > 0 on U . Then
since ϕ vanishes on the boundary of U and is positive on U , it has a local
maximum point in U . If the generalized maximum principle for P − λW
would hold, we would deduce that ϕ is zero on U , which is a contradiction.
Therefore, the generalized maximum principle for P − λW does not hold in
Kc, and hence P − λW 6≥ 0 in Kc. Since K is an arbitrary compact set
containing 0, it follows that P −λW cannot admit a positive (super)solution
in any neighborhood of infinity in Ω.
Similarly, one shows that for any λ > 1, the generalized maximum prin-
ciple for P − λW does not hold in any punctured neighborhood of the ori-
gin. 
The next result demonstrates that the asymptotic behavior of the con-
structed optimal Hardy-weight near 0 is exactly like the classical Hardy
potential near the origin. Without loss of generality we may assume that
the matrix A =
[
aij
]
at 0 is equal to the identity matrix.
Theorem 7.3. Assume that n ≥ 3, the coefficients of P are smooth enough
near 0, and aij(0) = δij . Suppose further that the assumptions of Theo-
rem 4.12 holds true. Then
lim
x→0
|x|2W (x) = CH =
(
n− 2
2
)2
.
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Proof. It is well known that near the origin we have G(x) ∼ |x|n−2. More-
over, using [38] we know also the asymptotic near 0 of |∇G(x)|. Hence, an
elementary calculation shows that
lim
x→0
|x|2 ∣∣∇ (Gu )∣∣2
4
∣∣(G
u
)∣∣2 = CH .

The next result demonstrates that if P is symmetric, Theorem 7.2 implies
that the decay of the weight W near infinity is “optimal” in the following
sense.
Corollary 7.4. Suppose that P is a symmetric operator that satisfies the
assumptions of Theorem 4.12, and assume further that
lim
x→∞W (x) = 0.
Then for every λ > 1 and every locally regular potential W˜ such that W˜ =
W outside a compact neighborhood of 0, the (Friedrichs extension of the)
operator P−λW˜ has an infinite number of negative eigenvalues accumulating
at zero.
Proof. @@Let Q be a symmetric linear elliptic operator of second-order with
real coefficients, and let q be its associated quadratic form.@@ Assume that
the bottom of the essential spectrum of Q is zero, i.e. λ∞(Q, 1,Ω) = 0. The
number of negative eigenvalues of Q (counting multiplicities) is given by the
Morse index
sup{dim(F ) : F ⊂ D1,2Q (Ω), q|F < 0}.
@@ Then the finiteness of this index is characterized by the following prop-
erty of positive solutions of Q [22, 16]:@@ The Morse index is finite if and
only if there exists a positive solution of Qu = 0 outside of a compact neigh-
borhood of zero.
Due to our assumption
lim
x→∞W (x) = 0,
we have that λ∞(P − λW˜ , 1,Ω) = 0 for any λ ≥ 1 and by Theorem 7.2
there are no positive solutions of @@(P − λW˜ )u = 0@@ in a neighborhood
of infinity. The corollary then follows by the above characterization of the
Morse index. 
Remark 7.5. Recently B. Devyver [17, Theorem 5.6] proved the following
complementary result:
Let P be a (general) subcritical operator in Ω, and let V and W be nonzero
nonnegative functions defined in Ω such that
lim
x→∞
V (x)
W (x)
= 0.
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If λ∞(P,W,Ω) > 0, then λ∞(P, V,Ω) =∞.
Moreover, if V > 0 and P is symmetric, then the spectrum of V −1P
consists of an increasing sequence of eigenvalues tending to ∞, and if λ ∈ R
does not belong to the spectrum of V −1P , then the resolvent (V −1P − λ)−1
is compact.
Indeed, if for some µ > 0, a function v is a positive supersolution of the
equation (P−µW )u = 0 in a neighborhood of infinity in Ω, then for anym >
0 the function u is a positive supersolution of the equation (P −mV )u = 0
in a neighborhood of infinity in Ω, and hence λ∞(P, V,Ω) = ∞. See [17,
Theorem 5.6] for the proof for symmetric operators, and for further results.
8. Null-criticality
Under the hypotheses of Theorem 4.12, we know (by Theorem 6.2) that
the operator P −W is critical in Ω⋆. Let ϕ0 be the ground state of P −W ,
and ϕ⋆0 be the ground state of P
⋆ − W (which is also a critical operator
in Ω⋆). In this section we study integrability properties of these ground
states. In particular, if P is symmetric, we study whether the corresponding
ground state belongs to L2(Ω⋆, Wdν). Note that since ϕ0 is continuous its
integrability is determined by its behavior at infinity and zero.
Definition 8.1. Assume that P −W is critical in Ω⋆, and let ϕ0 and ϕ⋆0 be
the ground states of P −W , and P ⋆−W , respectively. We say that P −W
is null-critical at infinity if∫
Ω\K
ϕ0(x)ϕ
⋆
0(x)W (x)dν =∞,
for (any) compact set K containing zero. Similarly, we define null-criticality
at zero.
We have:
Theorem 8.2. Under the assumptions of Theorem 4.12, the operator P−W
is null-critical at infinity and at zero.
Remark 8.3. If P is symmetric, then the null-criticality at zero follows at
once from Theorem 7.3. In fact, if P is symmetric, the null-criticality both
at zero and at infinity follows readily from Corollary 9.3.
Proof of Theorem 8.2. Recall that the explicit form of ϕ0 is known. On
the other hand, in contrast to the symmetric case, the explicit form of ϕ⋆0
is unknown in the nonsymmetric case. Consequently, the proof is much
subtler. Therefore, to illustrate the idea of the proof in the general case, we
first present the proof in the symmetric case.
So, let us first assume that P is a symmetric operator. We assume as
before that P1 = 0, the general case then follows by the ground state trans-
form. Recall that for ξ ≥ 0, the function
ϕξ := G
1/2 cos(ξ log(G))
OPTIMAL HARDY WEIGHT 25
solves the equation
(P − (4ξ2 + 1)W )u = 0.
In particular ϕ0 = G
1/2 is the ground state.
Define a set
Ωξ :=
{
x : − π
2ξ
< logG(x) < 0
}
(8.1)
and consider the solutions ϕξ, ϕ3ξ. These solutions as formal eigenfunctions
of a mixed value boundary problem on Ωξ lead to the following orthogonality
relation ∫
Ωξ
ϕξϕ3ξWdν = 0. (8.2)
Let us prove (8.2) in detail. Assume first that Ωξ is regular enough, then
we have the following Green formula for P :∫
Ωξ
(
P [ϕξ]ϕ3ξ − ϕξP [ϕ3ξ]
)
dν =
∫
∂Ωξ
〈
A∇[ϕξ]ϕ3ξ −A∇[ϕ3ξ ]ϕξ, ~σ
〉
dσ, (8.3)
where dσ is the induced measure on ∂Ωξ and ~σ is the outward unit normal
vector field on ∂Ωξ. By construction, the functions ϕξ , ϕ3ξ vanish on the set
logG = −π/(2ξ). On the other hand, on the part of the boundary contained
in {logG = 0} we have
ϕζ = 1 and ∇ϕζ = ∇ϕ0 (8.4)
for all ζ. It follows that the right hand side of the Green formula (8.3)
vanishes. This establishes (8.2) since the left hand sides of (8.2) and (8.3)
are nonzero multiple of each other.
For a nonregular Ωξ the claim follows by approximation of Ωξ by regular
domains.
Now, assume that ϕ0 ∈ L2(Ω \K,Wdν) and note that
|ϕξ | ≤ ϕ0
for all ξ ≥ 0. Letting ξ → 0 in (8.2), we conclude by the dominated conver-
gence theorem that ∫
{G<1}
ϕ20Wdν = 0,
which is a contradiction since ϕ0 > 0 and W 	 0 on {G < 1}. The proof of
the null-criticality near zero is analogous.
The general case: The proof follows the same idea as above, but since an
explicit formula for the ground state ϕ⋆0 of the adjoint operator P
⋆ −W is
not available, we construct instead an approximating sequence for ϕ⋆0 .
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Consider the domain Ωξ defined by (8.1), and let ϕ
⋆
ξ be the solution of
the Dirichlet problem

(P ⋆ −W )u = 0 in Ωξ,
u(x) = ϕ⋆0 on {logG = 0},
u(x) = 0 on {logG = −π/(2ξ)} .
(8.5)
Since P ⋆−W is subcritical in Ωξ, the generalized maximum principle implies
that ϕ⋆ξ is positive, ϕ
⋆
ξ ≤ ϕ⋆0 on Ωξ, and the sequence {ϕ⋆ξ} is increasing with
respect to ξ.
Therefore, as ξ ց 0, we have ϕ⋆ξ → ϕ⋆ ≤ ϕ⋆0 locally uniformly in Ω⋆ \K,
where K = {G > 1} is a neighborhood of zero, and ϕ⋆ is a nonnegative
solution of the equation (P ⋆−W )u = 0 in Ω\K. Since ϕ⋆0 is a ground state
of P ⋆−W in Ω⋆, it has minimal growth at infinity of Ω, and hence ϕ⋆0 ≤ ϕ⋆.
Thus, ϕ⋆ = ϕ⋆0, and we obtain
lim
ξց0
ϕ⋆ξ = ϕ
⋆
0.
We use Green’s formula for the operator Q := P −W :∫
Ωξ
Q[u]ϕ⋆ξ dν =
∫
Ωξ
(
Q[u]ϕ⋆ξ − uQ⋆[ϕ⋆ξ ]
)
dν = B.T. , (8.6)
where u is either ϕξ or ϕ3ξ, and B.T. is the corresponding boundary term.
We claim that B.T. is independent of the choice of either ϕξ or ϕ3ξ . Indeed,
the claim readily follows from (8.4), (8.5), and the explicit form
B.T. =
∫
{G=1}
〈
A∇[ϕ0]ϕ⋆0 −A∇[ϕ⋆ξ ]ϕ0 + bϕ0ϕ⋆0 − b˜ϕ0ϕ⋆0, ~σ
〉
dσ. (8.7)
We have∫
Ωξ
4ξ2ϕξϕ
⋆
ξ Wdν =
∫
Ωξ
Q[ϕξ ]ϕ
⋆
ξ dν = B.T.
=
∫
Ωξ
Q[ϕ3ξ]ϕ
⋆
ξ dν =
∫
Ωξ
4(3ξ)2ϕ3ξϕ
⋆
ξ Wdν.
Hence, ∫
Ωξ
ϕξϕ
⋆
ξ Wdν = 9
∫
Ωξ
ϕ3ξϕ
⋆
ξ Wdν.
Assuming that ϕ0ϕ
⋆
0W is ν-integrable in Ω \ K, we can pass to the limit
ξ → 0 and obtain the contradiction 1 = 9. The case of a nonregular domain
Ωξ can again be treated by approximations. The proof of null-criticality
near zero is analogous. 
Corollary 8.4. Assume further that P is subcritical in Ω, symmetric in
L2(Ω, dν), and P1 = 0. Then
|∇G|2A
G
(8.8)
OPTIMAL HARDY WEIGHT 27
is not ν-integrable neither near 0 nor near infinity in Ω.
9. The essential spectrum
In the present section (unless otherwise stated), we assume that P is
a subcritical symmetric operator defined on Ω. We continue our study of
the supersolution construction with the pair (u,G), where G(x) = GΩP (x, 0)
and u satisfy (4.6). Moreover, throughout this section we assume that the
corresponding (optimal) Hardy-weight W is strictly positive in Ω⋆.
Remark 9.1. A natural question is to find sufficient conditions for the
strict positivity of W near infinity in Ω. Recall that the unique continuation
property holds true for a second-order elliptic equation Pu = 0 in Ω if the
coefficients of P are smooth enough (see for example [31]). Since G/u is
a positive solution of a second-order elliptic equation, and the zero set of
the above optimal Hardy-weight W is equal to the zero set of |∇(G/u)|, it
follows that under appropriate smoothness assumptions, the zero set of W
has an empty interior. Moreover, if a level set Γ of G/u is smooth enough,
then by Hopf lemma, |∇(G/u)| 6= 0 on Γ. For results concerning the set
of critical points of Green functions on complete manifolds see [20] and the
references therein.
Recall that for any λ > 1, the function
ϕξ := ϕ(ξ, x) = u
(
G
u
)1/2
exp(iξ log(G/u)) (9.1)
with ξ = ±√λ− 1/2 solves the equation
(P − λW )u = (P − (1 + 4ξ2)W )u = 0 in Ω⋆.
So, for any λ > 1 the equation (P − λW )u = 0 admits (at least two) “non-
growing” generalized eigenfunctions. Therefore, Sˇnol’s principle (or Bloch-
type property) suggests that the spectrum σ and the essential spectrum σess
of W−1P in L2(Ω⋆,Wdν) is equal to [1,∞). In fact, for such an operator
P , we find an invariant subspace “spanned” by the functions ϕξ on which
P has a canonical form with purely absolutely continuous spectrum that is
equal to [1,∞).
Define Urad(Ω⋆) to be the space of measurable functions that are propor-
tional to u on the level sets of G/u, and denote by L2rad(Ω
⋆,Wdν) the space
L2(Ω⋆,Wdν)∩Urad(Ω⋆). Explicitly, v ∈ Urad(Ω⋆) if and only if v = uf(G/u)
for some measurable function f : (0, ∞)→ C.
Lemma 9.2. Under the normalization u(0) = 1, the map
L2rad (Ω
⋆,Wdν) → L2
(
(0, ∞), 1
4t2
dt
)
,
v = uf(G/u) 7→ f(t), (9.2)
is an isometry.
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Proof. Assume first that P has smooth coefficients. Then by Sard’s lemma,
almost every point t ∈ R+ is a regular value of the function G/u, and
hence for such points t, the set {G/u = t} is a smooth (n− 1)-dimensional
submanifold. Note also that the functionW |∇(G/u)|−1 is smooth in Ω⋆ (see
the computation below).
On the other hand, by Green’s formula, for any smooth neighborhood Ω˜
of 0, we have ∫
∂Ω˜
〈uA∇G−GA∇u, ~σ〉dσ = γ, (9.3)
where γ = u(0) = 1.
Consequently, the coarea formula and (9.3) imply that for any two func-
tions in L2rad(Ω
⋆,Wdν) we have∫
Ω⋆
uf
(
G
u
)
ug∗
(
G
u
)
W dν
=
∫
Ω⋆
uf
(
G
u
)
ug∗
(
G
u
)
W
|∇(G/u)|A |∇(G/u)|A dν
=
∫ ∞
0
dt
∫
{G/u=t}
f(t)g∗(t)u2
1
4t2
〈
A∇
(
G
u
)
, ~σ
〉
dσ
=
∫ ∞
0
dtf(t)g∗(t)
1
4t2
∫
{G/u=t}
〈
(uA∇G−GA∇u) , ~σ
〉
dσ
=
∫ ∞
0
f(t)g∗(t)
1
4t2
dt, (9.4)
where in passing from the second line to the third line of (9.4) we used
the coarea formula, and that ∇(G/u) is parallel (in the metric | · |A) to the
normal vector ~σ of the level set {G/u = t}, and therefore,
W
|∇(G/u)|A =
1
4
(
G/u
)2 |∇(G/u)|A = 〈A∇(G/u), ~σ〉4t2 .
Hence, in the smooth case we have the isometry∫
Ω⋆
uf
(
G
u
)
ug∗
(
G
u
)
W dν =
∫ ∞
0
f(t)g∗(t)
1
4t2
dt. (9.5)
The regular case is obtained by a standard approximation argument (note
that one may assume that u = 1). 
In the sequel of the present section, we assume that the positive solution
u is normalized so that u(0) = 1.
Before proceeding with the study of the essential spectrum we note that
the proof of Lemma 9.2 implies the following corollary, which allows us to
estimate in average the potential W , and provides (in the symmetric case)
an alternative proof of the null-criticality of the operator P −W near 0 and
∞.
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Corollary 9.3. Suppose that the hypotheses of Theorem 2.2 are satisfied,
and that u(0) = 1. Then for any 0 < a < b and ξ ∈ R we have∫
{a≤G
u
≤b}
uGW dν =
∫
{a≤G
u
≤b}
|ϕξ|2Wdν = 1
4
(log b− log a). (9.6)
Proof. As in (9.4), we use the coarea formula on the domain {a ≤ Gu ≤ b}
(instead of the domain Ω⋆) with the functions f(x) = x and g(x) = 1, to
obtain ∫
{a≤G
u
≤b}
uGWdν =
1
4
∫ b
a
t−1dt =
1
4
(log b− log a) .

Theorem 9.4. Suppose that the hypotheses of Theorem 2.2 are satisfied,
and W > 0 in Ω⋆. Then the spectrum σ and the essential spectrum σess of
(the Friedrichs extension of) P˜ :=W−1P acting on L2(Ω⋆,Wdν) satisfy
σ(P˜ ,Ω⋆) = σess(P˜ ,Ω
⋆) = [1,∞).
In fact, the spectrum of P˜ restricted to L2rad(Ω
⋆,Wdν) is purely absolutely
continuous with respect to the Lebesgue measure.
Moreover, for any neighborhood U ⊂ Ω⋆ of 0 or infinity of Ω, the (essen-
tial) spectrum of the Friedrichs extension of the operator P˜ on L2(U,Wdν)
satisfies
σ(P˜ , U) = σess(P˜ , U) = [1,∞).
Proof. Using formulas (4.12) and (4.13) we find that
1
W
P (uf(G/u)) = −4uf ′′(G/u)
(
G
u
)2
. (9.7)
This proves that L2rad (Ω
⋆,Wdν) is an invariant subspace of P˜ , and the
operator restricted to this subspace is unitarily equivalent to the symmetric
operator
D : L2
(
(0, ∞), 1
4t2
dt
)
→ L2
(
(0, ∞), 1
4t2
dt
)
defined by
(Df)(t) := −4t2f ′′(t). (9.8)
The spectral representation of D, in terms of the Mellin transform (with
n = 1), has been derived in Section 3 (see in particular, (3.5)). More
explicitly, it is the composition of the Mellin transform with the isometry
from L2
(
(0,∞), 1
4t2
dt
)
to L2 ((0,∞),dt), which is given by
f(t) 7→ 1
2
f
(
1
t
)
. (9.9)
It follows
σ(D, (0,∞)) = σac(D, (0,∞)) = [1, ∞). (9.10)
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Recall that by theorems 6.2 and 7.2 we have
σ(P˜ ,Ω⋆) = σess(P˜ ,Ω
⋆) ⊂ [1,∞).
Therefore, (9.10) implies that
σ(P˜ ,Ω⋆) = σess(P˜ ,Ω
⋆) = [1,∞).
It remains to explain why we can localize the spectral result at a neigh-
borhood U ⊂ Ω⋆ of either 0 or infinity of Ω.
It is not difficult to check using the above results that P˜ on L2rad (Ω
⋆,Wdν)
is unitarily equivalent to the operator
D˜f = −4(t2f ′)′ defined on L2 ((0,∞),dt) .
Moreover, a neighborhood of 0 (resp. of ∞) in Ω⋆ corresponds to a neigh-
borhood of 0 (resp. of ∞) in (0,∞).
Therefore, it is enough to prove that the essential spectrum of D˜ restricted
to a neighborhood of 0 or ∞ in (0,∞) is [1,∞). First, we know that the
essential spectrum is preserved under compactly supported perturbation,
and this implies that σess(D˜, (0,∞)) is equal to the union of σess(D˜, U0) and
σess(D˜, U∞), where U0 (resp. U∞) is any neighborhood of 0 (resp. ∞) in
(0,∞). Let U0 be a neighborhood of 0, and define U∞ to be the neighborhood
of∞ obtained from U0 by the transformation t 7→ 1t . Consider the following
isometry T between L2(U0,dt) and L
2(U∞,dt) given by
Tf(t) =
1
t
f
(
1
t
)
.
A computation shows that
TD˜ = D˜T,
and this implies that the essential spectrum of P˜ restricted to U0 is equal to
the essential spectrum of P˜ restricted to U∞. Since the union of these two
essential spectra is [1,∞), we get that each one is equal to [1,∞). 
Remark 9.5. The latter assertion of Theorem 9.4 provides us with an
alternative proof (in the symmetric case) that λ∞(P,W,Ω⋆) = 1.
Collecting the transformations (9.2),(9.8), and (9.9), we obtain a spectral
representation of P˜ =W−1P restricted to L2rad (Ω
⋆,Wdν).
Corollary 9.6. The operator F given by
Ff(ξ) :=
√
2
π
∫
Ω⋆
f(x)ϕ(ξ, x)W (x)dν(x) ξ ∈ R, (9.11)
(where ϕ(ξ, x) is defined by (9.1)) is a well defined unitary operator from
L2rad(Ω
⋆,Wdν) onto L2(R, dξ), whose inverse is given by
F−1g(x) =
√
2
π
∫
R
g(ξ)ϕ(−ξ, x) dξ.
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Furthermore,
F 1
W
PF−1f(ξ) = (1 + 4ξ2)f(ξ).
Remark 9.7. Formula (9.7) is valid also in the nonsymmetric case. So,
the operator P˜ = W−1P restricted to “radial” functions (i.e., functions in
Urad(Ω⋆) ∩ V) is in fact a Fuchsian-type ordinary differential operator. In
particular, under the assumptions of Theorem 4.12, for any λ < 1 the set of
all “radial” positive solutions of the equation (P −λW )u = 0 in Ω⋆ (i.e., the
set CP˜−λ(Ω⋆) ∩ Urad(Ω⋆)) is a two dimensional cone, while by Theorem 6.2,
the entire cone CP˜−1(Ω⋆) = CP−W (Ω⋆) is a singleton.
We provide below a more detailed and explicit construction of the above
transform F using methods related to classical Fourier transform. This also
gives independent proof of Theorem 9.4.
Alternative proof of Theorem 9.4: The idea is to find a spectral representa-
tion of P˜ restricted to L2rad(Ω
⋆,Wdν), that is a unitary operator
U : L2rad(Ω
⋆,Wdν) 7→ L2(R)
such that UP˜U−1 is the multiplication by a real function with values in
[1,+∞). Since the ground state transform is unitary, we may assume that
u = 1. For the sake of brevity, we will denote Ff(ξ) by fˆ(ξ). We thus have
to prove that for every f ∈ C∞0 (Ω⋆) which is constant on the level sets of
G, the following two identities hold∫
Ω⋆
|f |2Wdν =
∫
R
|fˆ |2 dξ (Plancherel-type formula) (9.12)
and
f(x) =
√
2
π
∫
R
fˆ(ξ)ϕ(−ξ, x) dξ ∀x ∈ Ω⋆ (the inversion formula).
(9.13)
For a fixed r > 0, we define Ω(r) to be the open, relatively compact set
Ω(r) := {−rπ < log(G) < rπ},
and for any k ∈ Z, we denote
ϕrk(x) := ϕ
(
k
r
, x
)
=
√
G exp
(
i
k
r
log(G)
)
x ∈ Ω(r).
Consider the “torus” Tr to be the closure of Ω(r) divided by the equivalence
relation
x ≡ y ⇔ logG(x) = logG(y) mod (2πr) .
The set of complex valued continues functions C(Tr;C) can be identified
to the set of complex valued continuous functions on the closure of Ω(r),
each of which is constant on the level sets of G, and its value on the set
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{logG = −πr} is equal to its value on the set {logG = πr}. In particular,
for every k ∈ Z, we have exp(ikr logG) ∈ C(Tr;C). We also define the space
L2rad(Tr;C), with the induced measure from Ωr. We want to decompose
the elements of L2rad(Ω(r);C) in “Fourier series” with respect to the family
{ϕrk}k∈Z. First, we check the orthonormality.
Lemma 9.8. For any r > 0 it holds
2
πr
∫
Ω(r)
ϕrkϕ
r
lWdν = δk,l ∀ k, l ∈ Z.
Proof of Lemma 9.8. Notice that ϕrl = ϕ
r
−l. If k 6= l and k 6= −l, then ϕrk
and ϕrl are generalized eigenfunctions of P with different associated eigen-
values, and to prove their orthogonality we need to establish the identity∫
Ω(r)
(P [ϕrk]ϕ
r
l − ϕrkP [ϕrk]) dν = 0.
To this end, we have to check that the boundary term in the corresponding
Green formula is zero. This boundary term is given by
B.T. :=
∫
∂Ω(r)
〈A∇[ϕrk]ϕrl −A∇[ϕrl ]ϕrk, ~σ〉 dσ.
We compute
∇ϕ(ξ, ·) = exp(iξ log(G))
(
∇G1/2
)
+ iξG−1/2 exp(iξ log(G))∇G.
Since exp(ikr log(G)) and exp(i
l
r log(G)) are constant (equal to (−1)k and
(−1)l respectively) on ∂Ω(r), we have
B.T. = i(−1)k+l (k − l)
r
∫
∂Ω(r)
〈A∇[G], ~σ〉 dσ.
On the other hand, applying the Green formula on the pair (1, G), we obtain∫
Ω(r)
P [G]1dν −
∫
Ω(r)
GP [1] dν =
∫
∂Ω(r)
〈A∇[G]1−A∇[1]G,~σ〉 dσ,
and recalling that we assumed that P1 = 0, and that also PG = 0 on Ω(r),
we get ∫
∂Ω(r)
〈A∇[G], ~σ〉 dσ = 0,
and thus B.T. = 0.
If k ∈ Z and l = −k 6= 0, then ϕrkϕr−k = ϕr2kϕ0 and the orthogonality of
ϕ2k and ϕ0 have been already established. On the other hand, for k ∈ Z,
and l = k, we have ∫
Ω(r)
|ϕrk|2Wdν =
∫
Ω(r)
GWdν,
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and the integral is equal to πr/2 according to Corollary 9.3. 
Continuation of the alternative proof of Theorem 9.4: Since Tr is compact,
the Stone-Weierstrass theorem implies that the vector space generated by
the sequence
{
exp(ik/r log(G))
}
k∈Z is dense in C(Tr;C) (in the topology of
uniform convergence). Therefore, the orthonormal series
{
(πr/2)−1/2ϕrk
}
k∈Z
is complete in L2rad(Ω(r);C). Consequently, by Parseval’s equalities, the
following discrete analogues of (9.12) and (9.13) are available for every f ∈
L2rad(Ω(r);C): ∫
Tr
|f |2Wdν = 1
r
∑
k∈Z
∣∣∣∣fˆ
(
k
r
)∣∣∣∣
2
(9.14)
and
f(x) =
1
r
√
2
π
∑
k∈Z
fˆ
(
k
r
)
ϕ
(
−k
r
, x
)
(9.15)
Fix now f ∈ C∞0 (Ω⋆) ∩ L2rad(Ω⋆,Wd ν), and choose r > 0 such that the
support of f is included in Ω(r) (this is possible since the fact that G tends
to 0 at infinity implies that {Ω(r)}r>0 is an exhaustion of Ω⋆). Let us apply
(9.14) and (9.15) to the function g := exp(iα log(G))f , for α ∈ (0, 1/r): we
get
∫
Tr
|f |2Wdν = 1
r
∑
k∈Z
∣∣∣∣fˆ
(
k
r
+ α
)∣∣∣∣
2
,
and
f =
1
r
√
2
π
∑
k∈Z
fˆ
(
k
r
+ α
)
ϕ
(
−k
r
− α, ·
)
.
We integrate these two equalities with respect to α ∈ (0, 1/r): recalling that
f has support in Ω(r), we obtain∫
Ω⋆
|f |2Wdν =
∫
R
|fˆ |2 dξ,
and
f(x) =
√
2
π
∫
R
fˆ(ξ)ϕ(−ξ, x) dξ.
This is exactly (9.12) and (9.13). 
We conclude this section with the following conjecture that arises natu-
rally from our study.
Conjecture 9.9. Assume that φ0 is a ground state of a symmetric critical
operator P in Ω. For λ > 0 let φλ be a solution of the equation (P −λ)u = 0
in Ω satisfying
|φλ(x)| ≤ Cφ0(x) ∀x ∈ Ω, (9.16)
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where C > 0 is a constant. Then λ belongs to the spectrum of the Friedrichs
extension of the operator P on L2(Ω, dx).
Remark 9.10. (Added after the paper was accepted) The results concern-
ing the (essential) spectrum of 1W P have recently been extended to some
non-optimal potentials W (see [17]).
10. Completeness of the induced Agmon metric and
Rellich-type inequalities
10.1. Completeness of the induced metric. In this subsection we prove
that the Agmon metric corresponding to optimal Hardy-weight W in Ω⋆ is
complete. The completeness of Ω⋆ in this metric implies sharp decay esti-
mates for solutions of the equations the Pu = f in Ω⋆ (see Subsection 10.2).
Lemma 10.1. Suppose that the assumptions of Theorem 4.12 are satisfied
and let W be the corresponding optimal Hardy-weight. Assume further that
W is strictly positive. Then Ω⋆ is complete in the Agmon (Riemannian)
metric
ds2 :=W (x)
n∑
i,j=1
aij(x) dx
i dxj, where
[
aij
]
:=
[
aij
]−1
. (10.1)
Proof. We follow the proof of Lemma 1.5 in [35]. Let γ be a curve in Ω⋆
such that γ(t)→∞ in Ω⋆ when t→ T . Here, T is finite or infinite. We have
to show that the length L(γ) of γ for the metric ds2 is infinite. Denoting
v := Gu , we compute
L(γ) =
∫ T
0
√
W (γ(s))|γ′|A−1 ds =
1
2
∫ T
0
|∇ log v|A(γ(s))|γ′|A−1 ds. (10.2)
Define ∇A to be the gradient with respect to the metric | · |A. For a function
f and a vector v ∈ TxΩ, by definition of the gradient, we have the following
identity
dfx(v) = 〈∇f, v〉 = 〈A∇Af, v〉,
which shows that ∇A = A−1∇. From this, we see that
|∇A−1f |2A−1 = 〈A−1∇A−1f,∇A−1f〉 = 〈A∇f,∇f〉 = |∇f |2A.
Using this last identity, we get
L(γ) =
1
2
∫ T
0
|∇A−1 log v|A−1(γ(s))|γ′(s)|A−1 ds ≥
1
2
∫ T
0
∣∣∣∣ dds log v(γ(s))
∣∣∣∣ ds
≥ 1
2
∣∣∣∣
∫ T
0
d
ds
(
log v
(
γ(s)
))
ds
∣∣∣∣ = 12 limt→T | log v(γ(t)) − log v(γ(0))|.
Since γ(t) → ∞ in Ω⋆ as t → T , and limx→∞ | log v(x)| = ∞, we deduce
that L(γ) =∞. 
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10.2. Decay of solutions of Pu = f and Rellich-type inequality. Let
P be a Schro¨dinger operator of the form
Pu = −
n∑
i,j=1
∂i
(
aij(x)∂ju
)
+ c(x)u (10.3)
defined on a domain Ω ⊂ Rn. A theorem of Agmon [3, Theorem 1.5] states
that under certain conditions on P , solutions u of the equation Pu = f in Ω
that do not grow too fast, in fact, decay rapidly. The main condition which
is required for the validity of the theorem is given by
(Pφ, φ) ≥
∫
Ω
λ(x)|φ|2 dx ∀φ ∈ C∞0 (Ω), (10.4)
where λ is a nonnegative weight function. The decay is then given in terms
of a function h satisfying
|∇h(x)|2A < λ(x) a.e. Ω. (10.5)
Any Hardy-weightW given by (5.3) provides us with a natural candidate for
λ and h. Assume that our Hardy-weight W obtained by the supersolution
construction with a pair (v0, v1) is strictly positive a.e, in Ω, and set
λ :=W, h :=
µ
2
log
(
v0
v1
)
,
where 0 < µ < 1. Then λ and h clearly satisfy (10.5). Suppose also that a
solution u of Pu = f in Ω satisfies the growth condition (1.13) in [3]. By
Lemma 10.1 the induced Riemannian metric
ds2 := W (x)
n∑
i,j=1
aij(x) dx
i dxj, where
[
aij
]
:=
[
aij
]−1
(10.6)
is complete. Therefore, by [3, Theorem 1.5], the following Rellich-type in-
equality holds true
(
1− µ2)2 ∫
Ω
|u|2W (x)
(
v0
v1
)µ
dx ≤
∫
Ω
|Pu|2
W (x)
(
v0
v1
)µ
dx . (10.7)
Assume that for some 0 < µ < 1 we have∫
Ω
|Pu|2
W (x)
(
v0
v1
)µ
dx <∞.
Then letting µ→ 0 (using the monotone and dominated convergence theo-
rems) we obtain the following Rellich-type inequality :∫
Ω
|u|2W (x) dx ≤
∫
Ω
|Pu|2
W (x)
dx . (10.8)
That a Rellich-type inequality follows via Agmon’s theory from a Hardy
inequality was already observed in [28].
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Remark 10.2. One can obtain the above inequalities ((10.7) and (10.8)) for
functions u ∈ C∞0 (Ω) (for a general subcritical symmetric operator P ) using
only the supersolution construction and the associated Hardy inequality.
Indeed, without loss of generality assume that P1 = 0. Then using (4.12)
and (4.13) it follows that for any two smooth enough functions u and v with
u ∈ C∞0 (Ω) we have
(Pu, uv2) = (P (vu), vu) +
1
2
(u2, Pv2)− (Pv, u2v). (10.9)
Now let w be a positive solution of the equation Pw = 0 in Ω, and let
0 ≤ µ ≤ 1. We use (10.9) with the pair u ∈ C∞0 (Ω) and v = wµ/2, recalling
that
Pwµ = 4µ(1− µ)Wwµ, where W := Pw
1/2
w1/2
.
It follows that
(Pu, uwµ) = (P (wµ/2u), wµ/2u) + [2µ(1− µ)− µ(2− µ)](u2,Wwµ)
≥ (1− µ2) ∫
Ω
u2Wwµ dx, (10.10)
where we used the Hardy inequality P −W ≥ 0 to derive the second line.
Assume now that W > 0 in Ω, then the Cauchy-Schwarz inequality implies
the following Rellich-type inequality(
1− µ2)2 ∫
Ω
u2Wwµ dx ≤
∫
Ω
(Pu)2
1
W
wµ dx ∀u ∈ C∞0 (Ω).
Therefore, for a general symmetric, subcritical operator P , and a positive
Hardy-weight W obtained by the supersolution construction with a pair
(v0, v1) of two positive solutions, we obtain for 0 ≤ µ ≤ 1 that(
1− µ2)2∫
Ω
|u|2W (x)
(
v0
v1
)µ
dx ≤
∫
Ω
|Pu|2
W (x)
(
v0
v1
)µ
dx ∀u ∈ C∞0 (Ω).
(10.11)
Moreover, using an approximation argument, it follows that if P −W ≥ 0
is critical in Ω, and 0 ≤ µ < 1, then (1 − µ2)2 is the best constant for the
inequality (10.11).
We summarize these results in the following corollary.
Corollary 10.3. Assume that P is a symmetric subcritical operator in Ω,
and let W > 0 be a Hardy-weight obtained by the supersolution construction
with a pair (v0, v1) of two positive solutions v0 and v1 of the equation Pu = 0
in Ω. Fix 0 ≤ λ ≤ 1. Then
(a) For fixed 0 ≤ µ < 1 and all u ∈ C∞0 (Ω) the following Rellich-type
inequality holds true
λ
(
1− µ2)2 ∫
Ω
|u|2W (x)
(
v0
v1
)µ
dx ≤
∫
Ω
|Pu|2
W (x)
(
v0
v1
)µ
dx. (10.12)
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(b) For any 0 ≤ α ≤ 1 and all u∈C∞0 (Ω) the following Hardy-Rellich-
type inequality holds true
λ
∫
Ω
|u|2W (x) dx ≤ α
∫
Ω
uP [u] dx+ (1− α)
∫
Ω
|Pu|2
W (x)
dx. (10.13)
(c) If P −W is critical in Ω, then λ = 1 is the best constant in inequal-
ities (10.12) and (10.13).
Example 10.4. Consider the Poisson equation in the punctured space Ω⋆ =
Rn \ {0}, n ≥ 3 with the optimal Hardy-weight
W (x) :=
(
n− 2
2
)2
|x|−2.
The corresponding induced Riemannian metric is given by
ds2 := W (x)
n∑
i=1
( dxi)2.
By Lemma 10.1, Ω⋆ is complete in the above Agmon metric. By (10.7),
(10.8), and (10.11), for any 0 ≤ µ < 1 the following Rellich-type inequality
(with the best constant) holds true(
n−2
2
)4(
1−µ2)2∫
Ω⋆
|u(x)|2
|x|2+(n−2)µ dx≤
∫
Ω⋆
|∆u|2|x|2−(n−2)µ dx ∀u ∈ C∞0 (Ω⋆).
(10.14)
In fact, it is known that
(
n−2
2
)4 (
1− µ2)2 is indeed the best constant for the
above inequality, see [25, Theorem 3.14 and the references therein]. Note
also that the choice µ = 2/(n − 2) recovers the classical Rellich inequality:
n2(n− 4)2
16
∫
Ω⋆
|u(x)|2
|x|4 dx≤
∫
Ω⋆
|∆u|2 dx ,∀u ∈ C∞0 (Ω⋆).
11. Boundary singularities
In the present section we explain how our results can be extended to
the case of boundary singularities, where the singularities of the Hardy-
weight are located at ∂Ω∪{∞} and not at an isolated interior point of Ω as
above. So, we apply the supersolution construction with two global positive
solutions u0, u1 of the equation Pu = 0 in Ω that have singularities “at
the boundary”, instead of at an interior point, and get an optimal Hardy-
weight W in the entire domain Ω. To understand the setting, we begin by
presenting an example.
Example 11.1. Let P = −∆, and consider the cone
Ω := {x ∈ Rn | r > 0, ω ∈ Σ} ,
where Σ is a Lipschitz domain in the unit sphere Sn−1 ⊂ Rn, n ≥ 2, and
(r, ω) denotes the spherical coordinates of x. Let θ be the principal eigen-
function of the (Dirichlet) Laplace-Beltrami operator on Σ with eigenvalue
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λ0 = λ0(Σ), and set
αj :=
2− n+ (−1)j√(2− n)2 + 4λ0
2
.
Then for j = 0 (resp. j = 1) the positive harmonic function uj(r, w) :=
rαjθ(ω) is the (unique) Martin kernel at ∞ (resp. 0) [44].
Applying the supersolution construction with the pair (u0, u1), we obtain
the Hardy-weight
W (x) :=
(n − 2)2 + 4λ0
4|x|2 .
Consequently, the corresponding Hardy-type inequality reads as∫
Ω
|∇φ|2 dx ≥ (n − 2)
2 + 4λ0
4
∫
Ω
|φ|2
|x|2 dx ∀φ ∈ C
∞
0 (Ω). (11.1)
It follows from Theorem 11.6 that W is an optimal Hardy-weight, and that
the spectrum and the essential spectrum of W−1(−∆) is [1,∞). Note that
(11.1) and the global optimality of the constant is known (cf. [21, 36]).
Throughout this section (unless otherwise stated), we assume that the
Martin boundary δΩ of Ω and P is equal to the minimal Martin boundary
and consists of ∂Ω∪ {ξ0, ξ1}, where ∂Ω \ {ξ0, ξ1} is assumed to be a regular
manifold of dimension n−1 without boundary (in fact, it is enough to assume
that ∂Ω \ {ξ0, ξ1} is Lipschitz and satisfies the interior sphere condition).
Note that it might be that one or two of the Martin points ξ0, ξ1 belong to
∂Ω (cf. Example 11.1).
We denote by Ωˆ the Martin compactification of Ω. Hence,
Ωˆ := Ω ∪ {ξ0, ξ1}.
We assume that there exists a bounded domain D ⊂ Ω such that ξ0 and ξ1
belongs to two different connected components of Ωˆ \ D¯ that are neighbor-
hoods of ξ0 and ξ1.
We need the following definition of minimal growth at a portion of the
boundary δΩ:
Definition 11.2. Let ω ⊂ δΩ be a closed set, and let u be a positive
solution of Pu = 0 in a neighborhood Ω1 ⊂ Ω of ω. We say that u has
minimal growth at ω if for every positive supersolution v of the equation
Pu = 0 in a relative neighborhood of ω, we have
u ≤ Cv
in a neighborhood Ω2 ⊂ Ω1 of ω.
We need two lemmas. The first one concerns minimal growth:
Lemma 11.3. Assume that the coefficients of P are locally regular up to a
Lipschitz portion Γ of ∂Ω. Let W be a nonnegative potential which is L∞loc
up to Γ, such that P −W ≥ 0 in Ω.
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(1) Let ω ⊂ Γ be the closure of a nonempty open set, and let u be a
positive solution of P − W in a relative neighborhood of ω. The
following are equivalent:
(a) u has minimal growth for P −W at ω.
(b) u vanishes continuously on ω.
(2) Let ω = ω1∪ω2, where ω1 and ω2 are closed sets in δΩ, and let u be a
positive solution of P −W in a neighborhood of ω. If u has minimal
growth for P −W at ω1 and at ω2, then u has minimal growth for
P −W at ω.
Proof. 1) First, we extend P (resp. W ) in a neighborhood U of ω in Rn
such that the corresponding extension Pˆ (resp. Wˆ ) has Ho¨lder continuous
coefficients (resp. the extension is L∞). If U is small enough, then the
extended operator Pˆ − Wˆ is nonnegative in U , and we can find a positive
solution θ of the equation (Pˆ − Wˆ )u = 0 in U . By elliptic regularity, θ ∈
C1,αloc (U), and therefore P˜ := θ
−1(Pˆ−Wˆ )θ has Ho¨lder continuous coefficients
in Ω¯∩U . By performing a ground state transform with respect to θ, we see
that it is enough to prove the lemma for P˜ instead of P −W ; so we will
assume that u is a solution of P˜ instead. The fact that (1a) implies (1b)
now follows from Lemma 3.2 in [44].
For the proof that (1b) implies (1a) we may assume that ω is bounded.
Let O ⊂ Ω be a neighborhood of ω on which u is a positive solution of
the equation P˜ u = 0 that vanishes continuously on ω. Let {Ωk}k∈N be an
exhaustion of Ω such that Ok := O ∩ Ωk is regular. Let w := limk→∞wk,
where wk solves the Dirichlet problem

P˜wk = 0 in Ok,
wk(x) = u on ∂O ∩ ∂Ok,
wk(x) = 0 on ∂Ωk ∩ ∂Ok.
(11.2)
Then w has minimal growth at ω (this follows from the local boundary Har-
nack principle, see [44]). For every ε > 0, we can find k0 big enough such
that u < ε on ∂Ωk ∩ ∂Ok for every k ≥ k0. Then, since P˜1 = 0, u + ε is a
solution of P˜ , and by the maximum principle u < wk + ε. Letting k → ∞
and then ε → 0, we obtain u ≤ w, which concludes the first part of the
lemma.
Part 2) follows directly from the definition of minimal growth. 
We now turn to the second lemma concerning the regularity of the super-
solution construction and the corresponding Hardy-weight on a portion of
the boundary where the solutions u0 and u1 vanish.
Lemma 11.4. Let Σ be an open subset of ∂Ω. Assume that Ω is equipped
with a Riemannian metric g, regular up to Σ. Let u0 and u1 be two positive
functions defined in a neighborhood Ω′ ⊂ Ω of Σ that are C2 up to Σ and
vanish continuously on Σ. Suppose that the gradients of u0 and u1 restricted
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to Σ vanish nowhere. Then
W :=
1
4
∣∣∣∣∇ log
(
u0
u1
)∣∣∣∣
2
has a continuous extension up to Σ (here the gradient and its norm are
computed with respect to g and not to the Euclidean metric). If, in addition,
u0/u1 has a continuous extension to Σ, then u0/u1 is in fact C
1 up to Σ.
Proof. Let us denote by ~σ the unit exterior normal to Σ. Since u0 and u1
vanishes on Σ, the gradient of u0 and u1 are collinear to ~σ on Σ. Next, we
claim that near Σ we have for i = 0, 1,
|∇ui|A
ui
=
1
δ
+ gi, (11.3)
where δ is the distance to ∂Ω with respect to the metric given by g, and gi is
continuous up to Σ. Indeed, for x1 be a point of Σ, let γx1 be the unit speed
geodesic starting at x1, with γ
′(0) = −~σ the interior normal. Let r ≥ 0 be
the coordinate on γ (so that r = δ in restriction to γx1 , for r small enough),
then the restricting ui (resp. |∇ui|) to γ provides us with a function fi(r)
(resp. gi(r)). Notice that fi is C
2, gi is C
1 and f ′i(0) = gi(0) = |∇ui| 6= 0
(this comes from the fact that ∇ui is collinear to ~σ, since ui vanishes on Σ).
A Taylor expansion in r gives (dropping the subscript i)
g(r)
f(r)
=
g(0) + g′(0)r + o(r)
rf ′(0) + r22 f
′′(0) + o(r2)
=
1
r
+
(
g′(0)
f ′(0)
− f
′′(0)
2f ′(0)
)
+ o(r),
hence (11.3) follows. From the same kind of consideration, we get in a
neighborhood of Σ,
∇ui(x)
ui(x)
=
1
δ
γ′exp−1(x)(x) +Xi,
where Xi is a continuous vector field defined in a neighborhood of Σ and
exp−1 is the mapping sending a point x to the unique point on x1 ∈ Σ such
that x ∈ γx1 . The lemma follows at once, by noticing that
∇
(
u0
u1
)
=
u0
u1
(∇u0
u0
− ∇u1
u1
)
=
u0
u1
(X0 −X1),
and that
W =
∣∣∣∇(u0u1
)∣∣∣2
4
∣∣∣u0u1
∣∣∣2 . 
We also need the following analogue of Proposition 6.1 for a domain with
boundary:
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Proposition 11.5. Let P be a second-order nonnegative elliptic operator on
Ω either of the form (4.1) or (4.2) with coefficients that are locally regular
up to ∂Ω \ {ξ}, where ξ ∈ δΩ. If u and v are two positive solutions of the
equation Pw = 0 in a relative neighborhood of ξ, which satisfy
lim
x→ξ
x∈Ω
u(x)
v(x)
= 0,
and both vanish on a punctured neighborhood of ξ in δΩ, then u has minimal
growth at ξ.
Proof. The proof is almost exactly the same as the proof of Proposition 6.1.
This time, we take a sequence of bounded sets {Ωk := B1 \Bk}, where {Bk}
is a decreasing sequence of relative neighborhoods in Ωˆ of ξ converging to
ξ such that ∂Ωk is piecewise smooth. With this definition, {∂Ωk} exhausts
a punctured neighborhood ξ ∈ δΩ (cf. the proof of Proposition 6.1). Let
w := limk→∞wk, where wk is the solution of the Dirichlet problem

Pwk = 0 in Ωk,
wk(x) = u on ∂B1 \ ∂Ω,
wk(x) = 0 on
(
∂Ωk ∩ ∂Ω
) ∪ ∂Bk.
(11.4)
It follows (using the boundary Harnack principle and arguments similar to
those in [44]) that w has minimal growth at ξ. The end of the proof follows
exactly the lines of the proof of Proposition 6.1. 
We now establish the main result of the present section.
Theorem 11.6. Assume that P is subcritical in Ω. Suppose that the cor-
responding Martin boundary δΩ is equal to the minimal Martin boundary
and is equal to ∂Ω ∪ {ξ0, ξ1}, where ∂Ω \ {ξ0, ξ1} is assumed to be a regular
manifold of dimension n− 1 without boundary, and the coefficients of P are
locally regular up to ∂Ω \ {ξ0, ξ1}.
Denote by Ωˆ the Martin compactification of Ω, and assume that there
exists a bounded domain D ⊂ Ω such that ξ0 and ξ1 belongs to two dif-
ferent connected components D0 and D1 of Ωˆ \ D¯ such that each Dj is a
neighborhood in Ωˆ of ξj , where j = 0, 1.
Let u0 and u1 be the minimal Martin functions at ξ0 and ξ1 respectively.
Consider the supersolution v :=
√
u0u1, and assume that
lim
x→ζ0
x∈Ω
u1(x)
u0(x)
= lim
x→ζ1
x∈Ω
u0(x)
u1(x)
= 0. (11.5)
Then the associated Hardy-weight W := Pv/v is optimal in Ω. Moreover,
if P is symmetric and W does not vanish on Ωˆ\{ξ0, ξ1}, then the (essential)
spectrum of the operator W−1P acting on L2(Ω,Wdν) is [1,∞).
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Proof. We know that ui vanishes continuously on ∂Ω \ {ξ0, ξ1}. Also, by
Hopf’s boundary point lemma, we know that the gradient of ui does not
vanish on ∂Ω. Define a metric g on Ω, regular up to ∂Ω, by
g(·, ·) := 〈A−1·, ·〉.
We have ∇g = A∇, and therefore,
W :=
∣∣∣∇g (u0u1
)∣∣∣2
g
4
∣∣∣u0u1
∣∣∣2 =
∣∣∣∇(u0u1
)∣∣∣2
A
4
∣∣∣u0u1
∣∣∣2 .
Now, we can apply Lemma 11.4 with Σ = ∂Ω \ {ξ0, ξ1}, to get that W is
continuous up to the boundary ∂Ω \ {ξ0, ξ1}. Also, we know that u0/u1 has
a continuous positive extension up to ∂Ω \ {ξ0, ξ1} (see part (i) of Theorem
7.1 in [44]). Hence, the log solution
√
u0u1 log
(
u0
u1
)
,
as well as the oscillating solutions
√
u0u1 cos
(
ξ log
(
u0
u1
))
,
vanish continuously on ∂Ω \{ξ0, ξ1}. By elliptic regularity up to the bound-
ary, since W is continuous up to ∂Ω \ {ξ0, ξ1}, all these solutions are in fact
C1,α up to ∂Ω, for some α ∈ (0, 1).
Consequently, (11.5) and Proposition 11.5 imply that
√
u0u1 has minimal
growth at ξ0 and ξ1. It also vanishes continuously on ∂Ω \ {ξ0, ξ1}, and
therefore has minimal growth on ∂Ω \ {ξ0, ξ1} by Lemma 11.3. Therefore,
again by Lemma 11.3, it has minimal growth on δΩ, i.e. at infinity in Ω,
and the criticality of P −W follows.
The optimality of the constant 1 near ξ0 and ξ1 follows from the exis-
tence of the oscillating solutions. Such a solution contradicts the general-
ized maximum principle near ξ0 and ξ1 for the operator P − λW with the
corresponding λ > 1 (as in Theorem 7.2).
Concerning the null-criticality, the proof follows the same lines as in the
proof of Theorem 8.2; here again we use the vanishing of the oscillating
solutions on ∂Ω\{ξ0; ξ1}. This implies that the boundary of Ω will not cause
trouble in the various integrations by part. The same remark also applies
to the proof concerning the entire spectrum in the symmetric case. 
Remark 11.7. In the one-dimensional case (i.e. n = 1, Ω = (a, b), where
−∞ ≤ a < b ≤ ∞), with a general subcritical operator P , there are always
two positive solutions of the equation Pu = 0 in an interval Ω ⊂ R that
satisfy (11.5). Indeed, in this case one should take the two minimal positive
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solutions (Martin’s kernels) of the equation Pu = 0 in Ω corresponding to
the two end points (cf. [40]).
The following example deals with an important class of operators with
boundary singularities which satisfy the assumptions of Theorem 11.6, and
in particular (11.5).
Example 11.8. Fuchsian type operators
Consider a Fuchsian linear subcritical elliptic operator of the form (4.1)
defined on the cone Ω := {x ∈ Rn | r > 0, ω ∈ Σ}, where Σ is a Lipschitz
domain in the unit sphere Sn−1 in Rn, n ≥ 2, and (r, ω) denotes the spherical
coordinates of x. We assume that the coefficients of P are up to the boundary
locally Ho¨lder continuous except at the origin. The operator P has Fuchsian
singularities both at 0 and ∞ means that there exists a positive constant
M such that near 0 and ∞ we have
M−1
n∑
i=1
ξ2i ≤
n∑
i,j=1
aij(x)ξiξj ≤M
n∑
i=1
ξ2i ξ ∈ Rn,
and
|x|
n∑
i=1
|bi(x)|+ |x|2|c(x)| ≤M.
It is known from [44] that the Martin boundary of Ω for P is equal to the
minimal Martin boundary, and is the union of the Euclidean boundary and
∞. For j = 0 (resp. j = 1), denote by uj the minimal Martin function with
pole 0 (resp. ∞). By [44] uj vanish on ∂Ω \ {0}, and
lim
x→0
x∈Ω
u1(x)
u0(x)
= lim
x→∞
x∈Ω
u0(x)
u1(x)
= 0. (11.6)
Applying Theorem 11.6, we conclude that if W is the weight obtained by
the supersolution construction applied to u0 and u1, then W is an optimal
Hardy-weight. Moreover, in the symmetric case the spectrum of W−1P is
equal to [1,∞). In particular, the Hardy-weight of Example 11.1 is optimal.
The same conclusions hold true for a bit more general domains (for example,
truncated cones), see [44].
The following example deals with the case where one of the conditions of
(11.5) is not satisfied.
Example 11.9. Let P = −∆ and Ω = Rn+, n > 1. Let v0(x) := Cnxn/|x|n
be the Poisson kernel at the origin, and v1 := 1. We note that in contrast
to the pair (v0, xn), the pair (v0,1) does not satisfy one of the assumptions
in (11.5). An elementary computation shows that
W (x) :=
1
4
(
1
|xn|2 +
n(n− 2)
|x|2
)
,
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which is obviously greater than the corresponding well known Hardy poten-
tial 1/(2|xn|)2, and we get the following Hardy inequality∫
Rn
+
|∇φ|2 dx ≥
∫
Rn
+
W (x)|φ|2 dx ∀φ ∈ C∞0 (Rn+).
Georgios Psaradakis kindly informed us recently that indeed the above in-
equality can be improved, and in fact, the following improved Hardy in-
equality holds true∫
Rn
+
|∇φ|2 dx ≥ 1
4
∫
Rn
+
(
1
|xn|2 +
(n− 1)2
|x|2
)
|φ|2 dx ∀φ ∈ C∞0 (Rn+). (11.7)
This inequality was proved by Filippas, Tertikas and Tidblom in [24, Theo-
rem A]. We show below, that this inequality is in fact optimal.
We note that by [24, Theorem A], for every 0 ≤ µ ≤ 14 one can consider
the Hardy inequality∫
Rn
+
|∇φ|2 dx ≥
∫
Rn
+
(
µ
|xn|2 +
β(µ)
|x|2
)
|φ|2 dx ∀φ ∈ C∞0 (Rn+), (11.8)
where for a fixed µ, β(µ) := 1−n−√1− 4µ is the best constant. Moreover,
by [24, Theorem B], inequality (11.8) cannot be improved by a Sobolev term.
Claim: The Hardy inequality (11.8) is optimal. In particular, the op-
erator −∆ − µ|xn|2 −
β(µ)2
4|x|2 is critical in R
n
+ with the ground state ψ(x) :=
x
α+
n |x|β(µ)/2. Furthermore, no Sobolev improvement of (11.8) is possible.
Indeed, for µ ≤ 1/4, consider the subcritical operator
Pµ := −∆− µ|xn|2
in Ω = Rn+. Let α+ be the largest root of the equation α(1 − α) = µ, and
let
β(µ) := 1− n−
√
1− 4µ
be the nonzero root of the equation
β
(
β + n− 1 +
√
1− 4µ) = 0.
Then
w0(x) := x
α+
n , w1(x) := x
α+
n |x|β(µ)
are two positive solutions of the equation Pµu = 0 in Ω. Moreover, w1 has
minimal growth on ∂Ω, and w0 has minimal growth on ∂Ω ∪ {∞} \ {0}. In
particular,
lim
x→0
w0(x)
w1(x)
= lim
x→∞
w1(x)
w0(x)
= 0.
Although the potential |xn|−2 is not smooth on ∂Ω \ {0}, it can be eas-
ily checked that the proof of Theorem 11.6 applies also to the case of the
operator Pµ in Ω with the pair of the positive solutions w0 and w1. This
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yields that inequality (11.8) is optimal. The criticality of −∆− µ|xn|2 −
β(µ)2
4|x|2
implies that no Sobolev improvement is possible.
Remark 11.10. A generalization of the optimal Hardy inequality (11.8) to
the case of a cone will appear in a forthcoming paper.
12. Several ends
The criticality result for Hardy-weights obtained by a particular super-
solution construction (Theorem 6.2) can be extended to the case where we
have a finite number of ends in Ω, instead of just two ends (e.g., one isolated
singularity and ∞). For related results see also propositions B.1 and B.4 in
Appendix B, and [1, 10, 12].
Definition 12.1. Let M be a noncompact manifold. We say that M has
N -ends E1, . . . , EN , if each Ei is a smooth non-compact connected manifold
with boundary such that
M =
N⋃
i=0
Ei, and
N⋂
i=1
Ei = ∅,
where E0 is a relatively compact, open set of M . We denote the ideal
“infinity” point of each Ei by xi (that is, xi is the ideal limit point when
x→∞ in M ∩E1 \
(
∂E1 ∩M
)
).
We need the following lemma, which is a slight extension of the results of
[47, Corollary 3.6]:
Lemma 12.2. Let P be a symmetric operator on a manifold M with ends
E1, . . . , EN . For i = 1, 2, let Pi = P +Wi be a nonnegative operator in M ,
where Wi is a potential, and let φi be a positive solution of Piu = 0 in E1.
Assume further that
ϕ2 ≤ Cϕ1 in E1,
and that ϕ1 has a minimal growth at x1 with respect to P1. Then ϕ2 has a
minimal growth at x1 with respect to P2.
Proof. We first modify ϕi so that it has minimal growth for Pi on E1 (seen
as a manifold with boundary). To this purpose, let us consider U a compact,
smooth, open set which is a neighborhood of ∂E1 in E1. Let ψ be a positive
solution of P1u = 0 in U , with minimal growth at ∂E1 ∩M . Now consider
a positive function ϕ˜1(x) (resp. ϕ˜2(x)) which is equal to ψ(x) on a neigh-
borhood of ∂E1, and to ϕ1(x) (resp. ϕ2(x)) near x1. Let W˜i be a potential
such that (P + W˜i)ϕ˜i = 0 in E1. By the (AAP) theorem, P˜i := P + W˜i
is nonnegative. Also, by construction, ϕ˜1 has minimal growth (globally)
in E1, considered as a subdomain of M , and therefore P˜1 is critical in E1.
Furthermore, we still have (with a different constant C)
ϕ˜2 ≤ Cϕ˜1 in E1.
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Now, [47, Theorem 1.7 or Corollary 3.6] implies that P˜2 is critical in E1,
and ϕ˜2 is its ground state. Therefore, ϕ˜2 has minimal growth (globally) on
E1. Since ϕ˜2(x) = ϕ2(x) near x1, the lemma is proved. 
We now formulate the main result of the present section that claims that
in the case of finitely many ends the supersolution construction produces an
N − 1-parameter family of critical Hardy-weights.
Theorem 12.3. Suppose that P is a symmetric subcritical operator in a
manifold M with ends E1, . . . , EN , N ≥ 2. Assume that for each 1 ≤ i ≤ N
there exists a function ui which is a positive solution of the equation Pu = 0
in M of minimal growth near each end xj, j 6= i, and satisfying
lim
x→xi
uj(x)
ui(x)
= 0 ∀j 6= i.
Consider the supersolution construction
v :=
N∏
j=1
u
αj
j ,
where 0 < αj ≤ 1/2 for all 1 ≤ j ≤ N , and
∑N
j=1 αj = 1.
Then the corresponding Hardy-weight W := Pv/v is critical with respect
to P and M .
Proof. Note that by the definition of minimal growth, for each i, and every
k, j 6= i we have
uj(x) ≍ uk(x) as x→ xi.
Denote uˆi :=
∏
j 6=i u
αj
j . Fix 1 ≤ i ≤ N and k 6= i. Then near xi the
following inequality holds
v = uαii uˆi
1−αi ≤ Cuαii u1−αik = C(uiuk)1/2
(
uk
ui
)1/2−αi
≤ (uiuk)1/2.
Recall that it follows from the proof of Theorem 6.2 (or Theorem 11.6) that
(uiuk)
1/2 has minimal growth at xi with respect the symmetric operator
P −Wi,k, whereWi,k is the Hardy-weight corresponding to the pair (ui, uk).
Hence, by Lemma 12.2, v has minimal growth at xi. Since this is true for
all 1 ≤ i ≤ N , it follows that the operator P −W is critical in M . 
Remark 12.4. 1. Theorem 12.3 should hold also in the nonsymmetric case
(cf. Proposition B.4).
2. We plan to study the other optimality properties of the Hardy-weights
of Theorem 12.3 (besides the criticality) in a subsequent paper. Note that
if the number of ends N is greater than 2, then these critical Hardy-weights
might be not optimal, see Remark B.3.
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3. For a slightly different approach in some particular cases, see proposi-
tions B.1 and B.4 in Appendix B.
13. Examples, applications and problems
In this section we present some further examples, and discuss some ad-
ditional applications and extensions. First, we present a straightforward
example of an optimal Hardy-weight.
13.1. Further examples.
Example 13.1. Consider the Laplace operator P = −∆ on the unit disk
Ω = B(0, 1) ⊂ R2. Take v0(x) := − 12π log |x|, the Green function of the
unit ball with a pole at the origin, and let v1 := 1. Then the correspond-
ing optimal Hardy-weight is given by W (x) =
(
4|x| log |x|)−2 defined on
B(0, 1)⋆ := B(0, 1) \ {0}. We obtain the classical Leray inequality [33] with
the best constant∫
B(0,1)⋆
|∇φ|2 dx ≥ 1
4
∫
B(0,1)⋆
|φ|2(|x| log |x|)2 dx ∀φ ∈ C∞0 (B(0, 1)⋆),
cf. [2, (1.3)]. In particular, the operator −∆−W is null-critical in B(0, 1)⋆,
and λ0(−∆,W,B(0, 1)⋆) = λ∞(−∆,W,B(0, 1)⋆) = 1.
Analogously, in higher dimension n ≥ 3, let v0(x) := Cn(|x|2−n − 1) be
the Green function of the unit ball B(0, 1) with a pole at the origin, and let
v1 := 1. Then
W (x) =
(n− 2)2
4
(|x|(1 − |x|n−2))2 ,
and the following optimal inequality holds true∫
B(0,1)⋆
|∇φ|2 dx≥
(n−2
2
)2∫
B(0,1)⋆
|φ|2(|x|(1 − |x|n−2))2 dx ∀φ ∈ C∞0 (B(0, 1)⋆).
In particular, the operator ∆ −W is null-critical in B(0, 1)⋆, furthermore,
cf. [2, Section 1.1], we have
λ0(−∆,W,B(0, 1)⋆) = λ∞(−∆,W,B(0, 1)⋆) = 1.
Example 13.2. The aim of the present example is to give an alternative
proof that 1/4 is the best constant in the classical Hardy inequality (5.5)
for a smooth convex bounded domain Ω (see the discussion in Example 5.4).
If we use the supersolution construction with P = −∆, u0 = G (the Green
function), and u1 = 1, we get an optimal Hardy-weight W :=
1
4
∣∣∇G
G
∣∣2.
Recall that G vanishes on ∂Ω (in fact, G(x) ≍ δ(x) near the boundary). By
Hopf’s lemma, ∂G/∂~σ does not vanish on ∂Ω, where ~σ is the outer normal
vector to ∂Ω. Hence, by the proof of Lemma 11.4, we have
W (x) ∼ 1
4δ(x)2
as x→ ∂Ω. (13.1)
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Since we know that λ∞(P,W,Ω) = 1, we deduce that 1/4 is indeed the best
constant in the classical Hardy inequality (5.5). It is also easy to deduce from
the fact that P −W is null-critical that the classical Hardy inequality (5.5)
has no minimizer (this also follows from the subcriticality of −∆−δ(x)−2/4).
We do not know if the asymptotic ofW given by (13.1) remains true if Ω has
a rougher boundary. On the other hand, B. Devyver recently proved [17] that
the spectrum and the essential spectrum of −4δ(x)2∆ on L2(Ω, (4δ(x))−2dν)
is equal to [1,∞).
In the next two examples we apply the supersolution construction to
positive solutions with boundary singularities.
Example 13.3. Consider the operator Pu := −u′′ on R+, and apply the
supersolution construction with the positive solutions u0(x) = x, u1(x) = 1.
By Theorem 11.6, we readily get the classical Hardy inequality on R+ with
the optimal Hardy-weightW (x) := 1/(4x2). We note that the corresponding
transform (9.11) is just the classical Mellin transform.
Example 13.4. Consider the operator Pu := −u′′ + u defined on R, with
u0(x) = e
x, u1(x) = e
−x. Applying Theorem 11.6 we obtain the optimal
Hardy-weightW := 1, and we get the trivial inequality P−W = −d2/dx2 ≥
0 in R. The corresponding transform (9.11) is just the classical Fourier
transform on R.
13.2. Decay of solutions and estimates of W near infinity. The su-
persolution construction provides bounds for solutions near infinity in terms
of the Green function G and a global solution u. In particular, we have
Lemma 13.5. Let P be a subcritical operator in Ω, and let W be a Hardy-
weight in Ω associated to a pair (v1, v2), where v1, v2 are positive solutions of
the equation Pu = 0 in Ω. Let v be a positive supersolution of the equation
(P − V )v = 0
of minimal growth at infinity with respect to P − V in Ω.
Suppose further that
V (x) ≤ 4α(1 − α)W (x) in Ω′
holds true for some 1/2 ≤ α ≤ 1, and some neighborhood Ω′ of infinity in Ω.
Then for any 1/2 ≤ β ≤ α there exists a constant C such that the inequality
v(x) ≤ Cv1−β1 (x)vβ2 (x)
holds true in a neighborhood of infinity of Ω.
Proof. The function v1−β1 v
β
2 is a positive supersolution of the operator P−V
in a neighborhood of infinity of Ω. The claim then follows by the definition
of positive solutions of minimal growth. 
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Example 13.6. Let Ω be a smooth bounded convex domain and u a positive
solution of the equation
(P − V )u = 0,
of minimal growth in a neighborhood of infinity in Ω. Suppose further that
for some 1/2 ≤ α ≤ 1, the inequality V (x) ≤ α(1 − α)δ−2(x) holds true in
a neighborhood Ω′ of infinity of Ω. Then
u(x) ≤ Cδ(x)α in Ω′.
In order to apply Lemma 13.5 for the pair (u, G), where G is the Green
function and u is a global positive solution satisfying (4.6), one needs to
know the behavior of the optimal Hardy-weight W near infinity, and to
compare pointwise V and W , if V is a (non-optimal) Hardy potential. In
full generality, it seems hopeless to get an asymptotic of W at infinity, since
∇G might vanish on a nonempty set with an accumulation point at infinity
in Ω (of course, it is expected that this set should be small).
However, in the symmetric case we have an asymptotic of W in average
at infinity, as follows from Corollary 9.3, which, if u is normalized so that
u(0) = 1, gives that∫
{a≤G
u
≤b}
uGW dν =
1
4
(log b− log a).
Moreover, in average, we can compare W and any Hardy-weight V near
infinity.
Proposition 13.7. Suppose that P is symmetric and the hypotheses of The-
orem 2.2 are satisfied (with P , u, G and W as in the theorem). Let V
be a nonnegative potential such that P − V ≥ 0 in Ω⋆. Then for every
1 < a < b <∞ (or −∞ < a < b < −1), we have∫
{a≤log G
u
≤b}
uGV dν ≤ 5
∫
{a−1≤log G
u
≤b+1}
uGW dν =
5
4
[b− a+ 2].
Proof. By performing a ground state transform, we may assume that u = 1.
We start with the following inequality∫
Ω⋆
V v2 dν ≤
∫
Ω⋆
v P [v] dν ∀v ∈ C∞0 (Ω⋆),
which holds true by our assumption.
Fix 1 < a < b < ∞, and let ψ be a smooth nonnegative cut-off function
supported in {a− 1 ≤ logG ≤ b+ 1}, such that ψ = 1 on {a ≤ logG ≤ b}.
Set v := G1/2ψ, and recall that (P −W )(G)1/2 = 0. Therefore, by (4.12)
we have∫
{a−1≤logG≤b+1}
v P [v] dν =
∫
{a−1≤logG≤b+1}
[
GWψ2 − 1
2
〈∇G,∇ψ2〉A +GψP [ψ]
]
dν.
Now, integrate by part the last term to get
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∫
{a≤logG≤b}
GV dν ≤
∫
{a−1≤logG≤b+1}
GWψ2 dν +
∫
{a−1≤logG≤b+1}
G|∇ψ|2A dν. (13.2)
Consider the function ψ defined by
ψ(x) :=


1 x ∈ {a ≤ logG ≤ b},
b+ 1− logG(x) x ∈ {b ≤ logG ≤ b+ 1},
logG(x) − a+ 1 x ∈ {a− 1 ≤ logG ≤ a},
0 elsewhere.
Now, take a sequence {ψk} ⊂ C∞0 (Ω⋆) of smooth function 0 ≤ ψk ≤ ψ which
converges in W 1,2 to ψ. Since ψ is in W 1,20 (Ω
⋆), we can find such a sequence
{ψk}. Applying (13.2) to ψk and passing to the limit as k →∞ gives∫
{a≤logG≤b}
GV ψ dν ≤
∫
{a−1≤logG≤b+1}
GWψ2 dν +
∫
{a−1≤logG≤b+1}
G|∇ψ|2A dν.
We use finally the fact that ψ is supported in {a− 1 ≤ logG ≤ b+ 1}, that
0 ≤ ψ ≤ 1 and that |∇ψ|2A ≤ 4W to get the result. 
It is natural to formulate the following conjecture about the pointwise
asymptotic of the optimal Hardy-weight W .
Conjecture 13.8. Let Pu = −∆u + V (x)u + u be subcritical in Rn and
assume that limx→∞ V (x) = 0. If u is a positive solution of Pu = 0 in
Rn satisfying (4.6), then the optimal Hardy-weight W associated to the pair
(u, G) satisfies
lim
x→∞W (x) = 1.
Remark (Added on 15/10/2016; after the publication of the paper in JFA).
Mr. Idan Versano kindly pointed out to us that Conjecture 13.8 is not cor-
rect. He gave the following elementary counterexample.
Consider the operator P := −∆+ 1 on Rn, and let G(x) := GRnP (x, 0) be
the corresponding Green function. Consider the positive solution u(x) :=
exp(x1), where x = (x1, . . . , xn), and let W the corresponding optimal
Hardy weight. Then one can easily verified that lim infx→∞W (x) = 0,
but lim supx→∞W (x) = 1.
Remark 13.9. In many cases the asymptotic of the Green function at
infinity is known. Therefore, knowing the asymptotic of the optimal Hardy-
weight W associated to a pair (1, G) will lead to the asymptotic of |∇G|A
at infinity, such information is rarely available.
13.3. Regularization. The main result of our paper (Theorem 4.12) pro-
vides us with an optimal Hardy-weight W defined in the punctured domain
Ω⋆ rather in Ω. This drawback can be easily relaxed using the following
regularization procedure. Let W˜ ≤ W be a (locally) regular nonnegative
potential in Ω such that W˜ = W outside a punctured neighborhood of the
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origin. Clearly, P − W˜ is subcritical in Ω. Let V ∈ C∞0 (Ω) be a smooth
nonzero nonnegative function such that P − W˜ − V is critical in Ω (see,
Lemma 4.6). Then the potential Wˆ := W˜ − V is critical in Ω, null-critical
at infinity of Ω, and λ∞(P, Wˆ ,Ω) = 1. Moreover, in the symmetric case, by
Theorem 9.4, the corresponding spectrum and essential spectrum of Wˆ−1P
is equal [1,∞). So, Wˆ is an optimal Hardy-weight for P in Ω.
13.4. The quasilinear case. In this section, we briefly discuss some ex-
tensions of the previous results to the case of p -Laplacian type equations
(for some related results see [2, 14, 32]). Throughout the present subsection
we assume that p 6= 2. The celebrated p -Laplacian is the quasilinear elliptic
operator
∆p(u) := div
(|∇u|p−2∇u) .
Let V ∈ L∞loc(Ω) be a given function (potential), we consider the functional
QV (φ) :=
∫
Ω
(|∇ϕ|p + V |ϕ|p) dx ϕ ∈ C∞0 (Ω) (13.3)
and the associated differential operator
Q′V (u) := −∆p(u) + V |u|p−2u. (13.4)
The notions of criticality and subcriticality of QV have been studied in
this context, and we refer to [51] for an account on this. In particular,
the Agmon-Allegretto-Piepenbrink theorem extends to this case [51, The-
orem 2.3]. Due to the nonlinearity of the operator, if the potential V is
nonzero it is likely that our supersolution construction will not yield in gen-
eral an optimal weight, as we can see from the following result in the radially
symmetric case.
Theorem 13.10. Assume that the functional
QV (φ) :=
∫
Ω
(|∇φ|p + V (|x|)|φ|p) dx φ ∈ C∞0 (Ω), (13.5)
is subcritical in a radially symmetric domain Ω ⊂ Rn, where the potential
V is radially symmetric. Suppose further that either 1 < p ≤ 2 and V ≥ 0,
or p ≥ 2 and V ≤ 0. Let v0, v1 be two linearly independent positive radially
symmetric supersolutions of the equation Q′V (u) = 0 in Ω
⋆ := Ω \ {0}.
Define the function
vα(|x|) := (v1(|x|))α(v0(|x|))1−α x ∈ Ω⋆,
where 0 ≤ α ≤ 1, and let
Wα(t) := α(1− α)(p − 1)
∣∣∣∣
[
log
(
v0(t)
v1(t)
)]′∣∣∣∣
2 ∣∣[log(vα(t))]′∣∣p−2 .
Then vα is a positive supersolution of the equation
Q′V−Wα(u) = 0 in Ω
⋆, (13.6)
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and the following improved inequality holds
QV (φ) ≥
∫
Wα|φ|p dx ∀φ ∈ C∞0 (Ω⋆).
Moreover, if p 6= 2 and V is not identically zero, then for every α ∈ (0, 1)
the functional QV−Wα is subcritical in Ω⋆.
The proof of this theorem will appear somewhere else (added after the
paper was accepted for publication: the proof has appeared in [19, Theorem
A1]). Notice that in the case where p 6= 2, the supersolution construction
yields a weight Wα which is not easy to optimize with respect to α. On
the other hand, for the case of the p -Laplacian itself in a general domain
Ω ⊂ Rn, we can take u0 = 1, and thus optimize Wα (cf. [29, Lemma 3.57]):
Proposition 13.11. Assume that v is a positive supersolution (resp. solu-
tion) of the equation −∆p(u) = 0 in Ω. Then for α ∈ (0, 1), vα is a positive
supersolution (resp. solution) of the equation Q′Wα(u) = 0 in Ω, where
Wα := α
p−2α(1 − α)(p − 1)
∣∣∣∣∇vv
∣∣∣∣
p
.
In particular, for the optimal value α = p−1p , the following logarithmic Cac-
cioppoli inequality holds:(
p− 1
p
)p ∫
Ω
∣∣∣∣∇vv
∣∣∣∣
p
|ϕ|p dx ≤
∫
Ω
|∇ϕ|p dx ϕ ∈ C∞0 (Ω), (13.7)
where v is any positive p-superharmonic function in Ω.
We omit the proof of Proposition 13.11. We note that the proposition
and its generalization have been independently derived by L. D’Ambrosio
and S. Dipierro, [15]. However, the following problem remains open:
Problem 13.12. Let Ω⋆ := Ω\{0}, and assume that the functional ∫Ω |∇u|p
is subcritical in Ω. Let G be the Green function for −∆p in Ω with a pole
at zero, and assume that
lim
x→∞G(x) = 0.
(for example, this holds if Ω = Rn, and p < n). Is the weight
W =
(
p− 1
p
)p ∣∣∣∣∇GG
∣∣∣∣
p
an optimal Hardy-weight for the p -Laplacian in Ω⋆?
Remark 13.13 (Added after the paper was accepted). Problem 13.12 was
recently affirmatively solved in [19].
OPTIMAL HARDY WEIGHT 53
Appendix A. Radially symmetric Schro¨dinger operators
In this appendix we discuss the important family of radially symmetric
Schro¨dinger operators defined on radially symmetric domains. The results
of our paper obliviously apply to this case. On the other hand, since the
technique we used throughout the paper is based on a one-variable approach,
it is natural to consider this particular family of operators, and give an
alternative direct proof of some parts of Theorem 2.2 for this case.
We consider the supersolution construction in the case of a nonnegative
Schro¨dinger operator P = −∆+ V in Rn, (or a radially symmetric subdo-
main) where n ≥ 2, and V is a radially symmetric potential.
Theorem A.1. Consider a subcritical Schro¨dinger operator P = −∆ + V
in Rn, where n ≥ 2, and V is a radially symmetric potential. Let ψ be the
unique global positive radial solution of the equation Pu = 0 in Rn, and g0
the corresponding positive minimal Green function with a pole at 0. In the
supersolution construction, take G0 :=
√
ψg0, and let
W (r) :=
1
4
∣∣∣[ log(g0(r)/ψ(r))]′∣∣∣2 r > 0
be the corresponding Hardy-weight.
Then the operator P −W is null-critical in Ω⋆ := Rn \{0}. In particular,
λ = 1 is the best constant for the inequality∫
Ω⋆
(
|∇u|2 + V (x)u2
)
dx ≥ λ
∫
Ω⋆
W (|x|)u2 dx u ∈ C∞0 (Ω⋆). (A.1)
Moreover, λ∞(P,W,Ω⋆) = 1.
Remark A.2. 1. In the radially symmetric case, condition (2.3) always
holds true. In particular, for Ω = Rn we have, limr→∞
g0(r)
ψ(r) = 0.
2. The results of our paper gives an alternative proof of a @@recent@@
result of Gesztesy and U¨nal [27, Theorem 2.1].
Proof. By Murata’s criterion for the subcriticality of radially symmetric
Schro¨dinger operators [40, Theorem 3.1], we know that the operator P is
subcritical in Rn if and only if∫ ∞
1
r1−n(ψ(r))−2 dr <∞, (A.2)
and in this case,
g0(|x|) := ψ(|x|)
∫ ∞
|x|
r1−n(ψ(r))−2 dr
is the corresponding positive minimal Green function with a pole at 0 (up
to a multiplicative constant).
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Assume that (A.2) is satisfied, and take for the supersolution construction
the function G0 :=
√
ψg0. So,
G0(t) :=
√
ψ(t)g0(t) =
√
(ψ(t))2
∫ ∞
t
r1−n(ψ(r))−2 dr. (A.3)
Hence, G0 is a positive global solution of the equation
(−∆+ V −W )u = 0 in Ω⋆, (A.4)
where
W (r) :=
1
4
∣∣∣[ log(g0(r)/ψ(r))]′∣∣∣2 = r2−2n
4 [ψ(r)g0(r)]
2 . (A.5)
It follows from the criterion (A.2) that the operator −∆+V −W is critical
in Ω⋆, with a ground state G0(t) if and only if∫ ∞
1
t1−n
[
(ψ(t))2
∫ ∞
t
r1−n(ψ(r))−2 dr
]−1
dt = ∞,
and
∫ 1
0
t1−n
[
(ψ(t))2
∫ ∞
t
r1−n(ψ(r))−2 dr
]−1
dt = ∞.
(A.6)
But by (A.2) we have∫ ∞
1
t1−n
[
(ψ(t))2
∫ ∞
t
r1−n(ψ(r))−2 dr
]−1
dt
= −
∫ ∞
1
[
log(g0(t)/ψ(t))
]′
dt = log(g0(1)/ψ(1)) − lim
t→∞ log(g0(t)/ψ(t))
= log
[∫ ∞
1
r1−n(ψ(r))−2 dr
]
− lim
t→∞ log
[∫ ∞
t
r1−n(ψ(r))−2 dr
]
=∞.
Moreover, since n ≥ 2 we have,
∫ 1
0
t1−n
[
(ψ(t))2
∫ ∞
t
r1−n(ψ(r))−2 dr
]−1
dt
= −
∫ 1
0
[
log(g0(t)/ψ(t))
]′
dt = − log(g0(1)/ψ(1)) + lim
t→0
log(g0(t)/ψ(t))
= − log
[∫ ∞
1
r1−n(ψ(r))−2 dr
]
+ lim
t→0
log
[∫ ∞
t
r1−n(ψ(r))−2 dr
]
=∞.
So, (A.6) is satisfied and the operator −∆+V −W is critical in Ω⋆. Similarly,
one shows that −∆+ V −W is null-critical in Ω⋆.
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Next, we investigate the bottom of the essential spectrum of the corre-
sponding operator. Let W˜ be a positive continuous function in a neighbor-
hood of the origin such that W˜ =W outside a ball B centered at the origin.
We need to prove that λ∞ := λ∞(P, W˜ ,Rn) = 1.
Clearly, λ∞ ≥ 1. On the other hand, since ψ is a positive solution of
minimal growth (i.e. a principal solution) near 0 and not near ∞ of the
equation
− (tn−1v′)′ + tn−1V (t) = 0 t ∈ (0,∞), (A.7)
the oscillatory criterion [27, Theorem 2.1] implies that the equation
− (tn−1v′)′ + tn−1(V (t) + q(t))v = 0 t ∈ (0,∞), (A.8)
is oscillatory near infinity if
lim sup
t→∞
[
q(t)t2n−2(ψ(t))4
(∫ ∞
t
r1−n(ψ(r))−2 dr
)2 ]
= lim sup
t→∞
q(t)
4W (t)
< −1
4
, (A.9)
where we have used (A.5).
In particular, (A.9) implies that for any ε > 0 the equation(
−∆+ V − (1 + ε)W˜
)
u = 0
does not admit a positive radial solution near infinity. Consequently, the
equation
(
−∆+ V − (1+ ε)W˜
)
u = 0 does not admit any positive solution
near infinity. Hence λ∞(−∆+ V, W˜ ,Rn) = 1. 
Appendix B. Some more results concerning several ends
Here we study a particular case of Theorem 12.3 without using the Liou-
ville comparison argument, an argument that applies only in the symmetric
case. In particular, we recover, and in fact improve, the results of [12].
Consider a subcritical operator P in Ω, and let x1, . . . , xN be given distinct
points in Ω. Set Ω⋆ := Ω \ {x1, . . . , xN}. Let ui = G(·, xi) be the Green
function with a pole at xi, and u0 be a positive solution of Pu = 0 in Ω such
that
lim
x→∞
G(x, 0)
u0(x)
= 0.
We consider the supersolution construction v :=
∏N
j=0 u
αj
j with the func-
tions u0, . . . , uN , and with weights αi ∈ (0, 12 ], where i = 0, . . . , N , and∑N
i=0 αi = 1. We claim that in a certain number of cases, this construction
gives a critical weight W .
First, consider the Laplacian on Rn, n ≥ 3. Let us compute explicitly the
Hardy-weight W for the case αi =
1
N+1 , where i = 0, . . . , N . If i 6= 0, j 6= 0,
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then uiuj =
∣∣∣ x−xix−xj
∣∣∣2−n, and therefore,
W (x) =
(
n− 2
N + 1
)2 N∑
i=1
1
|x− xi|2 +
1
(N + 1)2
∑
1≤i<j≤N
∣∣∣∣∇ log
(
ui(x)
uj(x)
)∣∣∣∣
2
.
Now,∣∣∣∣∇ log
(
ui(x)
uj(x)
)∣∣∣∣
2
=
(
n− 2
2
)2 ∣∣∣∣2 x− xi|x− xj |2 − 2
x− xj
|x− xj|2
∣∣∣∣
2
= (n− 2)2 1|x− xi|4|x− xj |4
∣∣|x− xj |2(x− xi)− |x− xi|2(x− xj)∣∣2
= (n− 2)2 1|x− xi|4|x− xj|4
(|x− xj|4|x− xi|2
+ |x− xi|4|x− xj |2 − 2|x− xi|2|x− xj|2〈x− xi, x− xj〉
)
= (n− 2)2 |xi − xj |
2
|x− xi|2|x− xj|2 .
Hence,
W (x) =
(
n− 2
N + 1
)2 N∑
i=1
1
|x− xi|2 +
∑
1≤i<j≤N
|xi − xj |2
|x− xi|2|x− xj|2

 . (B.1)
We claim that the Hardy-weight W given by (B.1) is a critical weight,
but if N > 1, the constant is neither optimal at any of the xi, nor at infinity.
Proposition B.1. Let P = −∆ in Rn, n ≥ 3, and {xi}Ni=1 be distinct points
in Rn. Consider the preceding supersolution construction v :=
∏N
j=0 u
αj
j with
u0 = 1, ui = G
Rn
−∆(·, xi), i = 1, . . . , N , the weights αi ∈ (0, 12 ], i = 0, . . . , N ,
such that
∑N
i=0 αi = 1, and the Hardy-weight (B.1).
Then −∆−W is a critical in Ω⋆ := Ω \ {x1, . . . , xN}.
Proof. We may assume that N > 1. The first part of the proof is general
and apply to a general (not necessarily symmetric) subcritical operator P
in Ω.
We know that v is a positive solution of (P −W )v = 0, and therefore, it
is enough to prove that v has minimal growth at infinity in Ω⋆, that is v has
minimal growth at infinity in Ω and at each of the points xi. By convention,
we will set x0 =∞.
Fix i ∈ {0, . . . , N}. Denote α := αi. We want to show that v has minimal
growth at xi. Denote uˆi :=
(∏
j 6=i u
αj
j
) 1
1−α
, then uˆi is a positive solution of
(P − V )u = 0, where
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V :=
1
(1− α)2

∑
k<l
k,l 6=i
αkαl
∣∣∣∣∇ log
(
uk(x)
ul(x)
)∣∣∣∣
2

 .
Now if we apply the supersolution construction to uˆi (that is a solution
of (P − V )u = 0), and ui (a positive solution of Pu = 0), with a weight
β ∈ (0, 1), we obtain (see Remark 5.3)[
P − (1− β)V − β(1− β)W˜
]
uβi uˆ
1−β
i = 0.
For β = α, we obtain[
P − (1− α)V − α(1− α)W˜
]
v = 0,
whence W = (1− α)V − α(1− α)W˜ . Similarly, for β = 1− α, we get[
P − αV − α(1− α)W˜
]
u1−αi uˆ
α
i = 0.
Write L := P −W , and w := u1−αi uˆαi , then we have
Lv = 0, and [L+ (1− 2α)V ]w = 0,
and we want to deduce from it that v has minimal growth at infinity in Ω⋆.
Notice that
lim
x→xi
v
w
= lim
x→xi
(
uˆi
ui
)1−2α
= 0.
If w would be a (super)positive solution of Lu = (P −W )u = 0 near xi,
then Proposition 6.1 will imply that v has minimal growth at xi. However,
instead w is only a subsolution of L (notice that by hypothesis, 1−2α ≥ 0).
We will show that in a neighborhood of xi, we can find a positive solution
w˜ of Lw˜ = 0, such that w˜(x) ≥ w(x). Hence we will have
lim
x→xi
v
w˜
= 0,
and this will imply that v has minimal growth at xi.
Define
h(x) := (1− 2α)
∫
U
GUL (x, y)V (y)w(y) dy, (B.2)
whereGUL is the minimal positive Green function of L in a relatively compact
neighborhood U ⊂ Ω \{x0, . . . , xˆi, . . . , xN} of xi in Ω⋆ (hence, a sequence in
U which goes to infinity in Ω⋆ necessarily goes to xi).
Let w˜ := w + h. Formally, it is obvious that w˜ is a positive solution of
Lu = 0 in a neighborhood of xi, and that w˜ ≥ w since h ≥ 0. So, it remains
to show is that indeed that the integral in (B.2) is finite.
Assume now that P is symmetric. Since the singularity of GUL (x, ·) is
locally integrable, we only need to show is that GUL (x, ·)V w is in L1 around
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xi. Since G
U
L (x, ·) is a positive solution of Lu = 0 of minimal growth at xi,
GUL is symmetric (i.e. G
U
L (x, y) = G
U
L (y, x)), and v is a positive solution of
Lu = 0, we necessarily have
GUL (x, ·) ≤ C(x)v
in a neighborhood of xi. Consequently,
GUL (x, ·)w ≤ C(x)uiuˆi, (B.3)
in a neighborhood of xi. We distinguish two cases:
• First, assume that i 6= 0. Then V (y) ∼ 1 and uˆi(y) ∼ 1 when y → xi.
Thus,
GUL (x, y)V (y)w(y) ≤ C(x)ui(y) ∼ C(x)|y − xi|2−n,
which is L1 at xi.
• Assume now that P = −∆ and Ω = Rn. We treat the case i = 0. Then
for fixed x, and y near infinity we find that
GUL (x, y)V (y)w(y) ≤ C(x)GR
n
−∆(x, y)u0(y)V (y).
We already know that for an optimal Hardy-weight W¯ with respect to the
pair (1, G), the function Gu0W¯ is not integrable at infinity, but in many
cases Gu0V is integrable at infinity. In particular, in the case of P = −∆
in Rn, if u0 = 1, then at infinity V ∼ r−4, hence GRn−∆u0V ∼ r−n−2, which
is indeed integrable at infinity. 
Remark B.2. Recently, Cazacu and Zuazua [12, Theorem 3.1] used the
supersolution construction with uniform weights αi =
1
N , i = 1, . . . , N ,
and the positive solutions u1, · · · , uN , where ui = GRn−∆(·, xi), i = 1, . . . , N
(i.e. discarding u0), and obtained the Hardy inequality −∆−W2(x) ≥ 0 in
Ω⋆ = Ω \ {x1, . . . , xN} with the multipolar Hardy-weight
W2(x) :=
(
n− 2
N
)2 ∑
1≤i<j≤N
|xi − xj |2
|x− xi|2|x− xj|2

 . (B.4)
We note that the minimizing sequence used in [12] for the proof of optimality
of the constant (n−2N )
2 is clearly a null sequence, and therefore −∆−W2(x)
is in fact critical in Ω⋆. The criticality of −∆ −W2(x) can be also proved
using Lemma 12.2.
Moreover, Lemma 12.2 can be applied also to the case of nonuniform
weights. So, let α = (α0, . . . , αN ) be a multi-index such that 0 < αi ≤ 1/2,∑N
i=1 αi = 1, and let Wα be the Hardy potential obtained by the super-
solution construction with respect to the Laplacian and the above positive
solutions ui. Then −∆−Wα(x) is critical in Ω⋆ = Ω \ {x1, . . . , xN}.
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Remark B.3. For each j = 1, . . . , N , the Hardy-weightW in (B.1) satisfies
lim
x→xj
W (x)|x− xj |2 = C(n,N), where C(n,N) := 4N
(N + 1)2
CH ,
(so, C(n,N) < CH if N > 1, and W is not optimal near xj), and
lim
x→∞W (x)|x|
2 = C(n,N) ≤ CH ,
near infinity (so, for N > 1 it is not optimal near infinity).
We note that in [10] the obtained multipolar Hardy-weight
W1(x) :=
CH
N
(
N∑
i=1
1
|x− xi|2
)
+
CH
N2

 ∑
1≤i<j≤N
|xi − xj |2
|x− xi|2|x− xj|2

 . (B.5)
satisfies
lim
x→xj
W1(x)|x− xj |2 = C1(n,N), where C1(n,N) := 2N − 1
N2
CH
(so, C1(n,N) < C(n,N) < CH if N > 1, and W1 is not optimal near xj),
but like CH |x|−2 near infinity.
On the other hand, in [12] the obtained Hardy-weight W2 (see(B.4)) be-
haves asymptotically near each singular point xj , j = 1, . . . , N like
lim
x→xj
W2(x)|x− xj |2 = C2(n,N), where C2(n,N) := 4N − 4
N2
CH ,
(so, C1(n,N) ≤ C(n,N) < C2(n,N) if N > 1), but like |x|−4 near infinity
(so, it is not optimal near infinity).
For general domains and not necessarily symmetric operators we have.
Proposition B.4. Consider a subcritical operator P in Ω ⊂ Rn, and let
{xi}Ni=1 be distinct points in Ω. Set Ω⋆ := Ω\{xi}Ni=1. Let ui := GΩP (·, xi) be
the Green function with a pole at xi, and u0 be a positive solution of Pu = 0
in Ω such that
lim
x→∞
G(x, 0)
u0(x)
= 0.
More generally, consider a manifold Ω⋆ with ends {xi}Ni=0. Assume that
for 0 ≤ i ≤ N and j 6= i, the function ui are positive solutions of the
equation Pu = 0 in Ω⋆ of minimal growth near each end xj, and
lim
x→xi
uj(x)
ui(x)
= 0 ∀j 6= i.
Consider the supersolution construction and the corresponding Hardy-weight
given by
vα :=
N∏
j=0
u
αj
j Wα :=
∑
i<j
αiαj
∣∣∣∣∇ log
(
ui
uj
)∣∣∣∣
2
A
,
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where α = (α0, . . . , αN ) is a multi-index such that 0 < αj < 1/2, and∑N
j=0 αj = 1. Assume further that near each xi we have
Wα ∼ αi
∑
0≤j≤N
j 6=i
αj
∣∣∣∣∇ log
(
ui
uj
)∣∣∣∣
2
A
. (B.6)
Then the corresponding Hardy-weight is critical.
Proof. For a fixed i consider the one-parameter family
βi(t) := αi + t, βj(t) := αj − αj
1− αi t (j 6= i).
Then for every t ∈ (0, 1− αi) we have
∑
βj(t) = 1 and
(P −Wβ)vβ = 0.
It can be easily checked that for any j 6= i the function βi(t)βj(t) has
maximum at the point tM = 1/2 − αi. In view of (B.6), the function
vβ(tM ) is a positive supersolution of the equation (P −Wα)u = 0 near xi.
Furthermore, since tM > 0, we have
lim
x→xi
vα(t)
vβ(tM )(x)
= 0.
Now notice that Proposition 6.1 holds true even when u1 is just a positive
supersolution. Thus, vα has minimal growth at the end xi and the lemma
follows. 
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