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Abstract
We propose a new approach to strong coupling series and dual representations for non-abelian
lattice gauge theories using the SU(2) case as an example. The Wilson gauge action is written as a
sum over "abelian color cycles" (ACC) which correspond to loops in color space around plaquettes.
The ACCs are complex numbers which can be commuted freely such that the strong coupling series
and the dual representation can be obtained as in the abelian case. Using a suitable representation
of the SU(2) gauge variables we integrate out all original gauge links and identify the constraints for
the dual variables in the SU(2) case. We show that the construction can be generalized to the case
of SU(2) gauge fields with staggered fermions. The result is a strong coupling series where all gauge
integrals are known in closed form and we discuss its applicability for possible dual simulations. The
abelian color cycle concept can be generalized to other non-abelian gauge groups such as SU(3).
1 Introduction
Reformulating physical theories with different variables is an important tool for understanding quantum
field theories. Usually it is not clear which variables are suited best for describing various physical phe-
nomena and often different questions require different representations. In particular when using numerical
simulations in the framework of lattice field theories, novel representations may give rise to new simulation
strategies which allow one to explore parameter regions that were not accessible before (see, e.g., the
reviews on worldline and dual representations in lattice field theories [1–3]).
A class of models where alternative representations were studied in various forms are non-abelian lattice
gauge theories. Despite many interesting ideas, so far we have not seen a major breakthrough concerning
computational or conceptual aspects. Previous work has mainly used strong coupling expansion techniques
based on the character expansion, often combined with the introduction of dual variables [4,5]. Examples
for deriving such dual representations and the discussion of their properties are, e.g., given in [6–12], and
various strategies for corresponding numerical simulations are explored in [13–19]. Results from directly
simulating the leading terms of the strong coupling expansion of lattice QCD were presented in [20–24]
(see also [25] for another strategy based on Hubbard-Stratonovich transformations).
In this paper we present a new approach for representing non-abelian lattice field theories in terms
of dual variables, using the example of SU(2) lattice gauge theory. As in previous work the approach is
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based on a strong coupling expansion, but instead of using character expansion of the Boltzmann factor,
we decompose the gauge action into abelian terms, which have the interpretation of loops in color space
around plaquettes. We refer to these loops as abelian color cycles (ACC). Using this decomposition, one
can proceed with the dualization as in the abelian case since all involved terms commute. The original
gauge fields are integrated out and the corresponding Haar measure integrals can all be solved in closed
form. The invariance under gauge transformations in the original formulation is converted into constraints
for the new dual variables, which are integer valued occupation numbers for the ACCs. We show that
the representation can be generalized to the case of gauge fields coupled to fermions and derive the dual
representation which is the exact rewriting of the partition sum for SU(2) lattice gauge fields coupled
to staggered fermions. We furthermore discuss the representation of observables in the dual form and
compute the leading terms of a coupled strong coupling and hopping expansion.
2 SU(2) lattice gauge theory
The model we use for developing the ACC approach is SU(2) lattice gauge theory with Wilson action
SG[U ] = −β
2
∑
x,µ<ν
TrUx,µ Ux+µˆ,ν U
†
x+νˆ,µ U
†
x,ν , (1)
where the link variables Ux,µ ∈ SU(2) are the dynamical degrees of freedom which live on the links (x, µ)
of a 4-dimensional lattice with periodic boundary conditions, i.e., a 4-torus (the generalization to other
dimensions is trivial). The partition sum Z =
∫
D[U ] e−SG[U ] is obtained by integrating the Boltzmann
factor e−SG[U ] with the product of the invariant Haar measures
∫
D[U ] =
∏
x,µ
∫
SU(2) dUx,µ.
The key step for our new approach is to write the trace and the matrix multiplications in (1) as
explicit sum 1. This decomposes the action in the form,
SG[U ] = −β
2
∑
x,µ<ν
2∑
a,b,c,d=1
Uabx,µU
bc
x+µˆ,νU
dc ?
x+νˆ,µU
ad ?
x,ν . (2)
The products Uabx,µU
bc
x+µˆ,νU
dc ?
x+νˆ,µU
ad ?
x,ν of link matrix components U
ab
x,µ are now referred to as the ”Abelian
Color Cycles" (ACC). The ACCs are complex numbers and correspond to a path in color space closing
around a plaquette. At each of the four corners of the plaquette the corresponding four color indices
(a, b, c, d) can be 1 or 2, such that we have a total of 24 = 16 different color cycles labelled by the space
time coordinates (x, µ < ν) of the plaquette and the values of the color indices (a, b, c, d) at the four
corners.
It is useful to associate a geometrical representation to the ACCs, which we illustrate in Fig. 1 for the
example of the 2122 ACC given by U21x,µU
12
x+µˆ,νU
22 ?
x+νˆ,µU
22 ?
x,ν . The lower left corner of the plaquette is x,
and at x, as well as on the other 3 corners of the plaquette we use two layers, labelled with 1 and 2 to
depict the color at each corner. The first link matrix element U21x,µ in the 2122 ACC is represented as an
arrow that connects color 2 at x to color 1 at x + µˆ. The next factor is U12x+µˆ,ν , which consequently is
represented by an arrow which connects flavor 1 at x+ µˆ with flavor 2 at x+ µˆ+ νˆ. The other two factors
U22 ?x+νˆ,µ and U
22 ?
x,ν are complex conjugate, which in our representation corresponds to arrows that run in
negative direction. Thus the two factors U22 ?x+νˆ,µ and U
22 ?
x,ν close the ACC around the plaquette. Note
1A similar strategy of writing explicitly the summation over internal indices in the action for the CP(N-1) model,
combined with introducing individual dual variables for all index combinations, was used in [1].
2
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Figure 1: The geometrical representation of an abelian color cycle (ACC) in the µ-ν plane for the
example U21x,µU12x+µˆ,νU
22 ?
x+νˆ,µU
22 ?
x,ν . Each link element Uabx,µ is represented as an arrow connecting color
a at site x to color b at site x + µˆ and we use two layers of the lattice to represent the two colors.
The ACC shown here corresponds to the cycle occupation number p2122x,µν ∈ N0.
Figure 2: The 16 possible abelian color cycles which are attached to a given plaquette. In the dual
representation their occupation is given by the corresponding cycle occupation number pabcdx,µν ∈ N0.
that for SU(2), where the trace of the plaquette is already real such that one does not need to explicitly
project to the real part in the action (1), only plaquettes with mathematically positive orientation are
needed2. Thus for SU(2) all ACCs are oriented in the mathematically positive sense. Using the geometrical
representation illustrated in Fig. 1, in Fig. 2 we show all 16 ACCs possible at a given plaquette.
With the representation (2) of the action as a sum over ACCs, the Boltzmann factor can be factorized
accordingly and the exponentials of the individual ACCs can be expanded,
Z =
∫
D[U ] e−SG[U ] =
∫
D[U ]
∏
x,µ<ν
2∏
a,b,c,d=1
e
β
2
Uabx,µU
bc
x+µˆ,νU
dc ?
x+νˆ,µU
ad ?
x,ν
=
∫
D[U ]
∏
x,µ<ν
2∏
a,b,c,d=1
∞∑
pabcdx,µν=0
(β/2)p
abcd
x,µν
pabcdx,µν !
(
Uabx,µU
bc
x+µˆ,νU
dc ?
x+νˆ,µU
ad ?
x,ν
)pabcdx,µν
. (3)
2This is different for many other groups, e.g., SU(3), where we explicitly have to take the real part in the definition
of the action and both orientations are needed for the sum of the two complex conjugate terms in the action.
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In the first step we write the Boltzmann factor as a product over all plaquettes (product over x, µ < ν)
and all ACCs on that plaquette (product over a, b, c, d). Each individual exponential is then expanded in
a power series. The corresponding expansion indices pabcdx,µν ∈ N0 will turn out to be our dual variables.
We refer to the pabcdx,µν as the ”cycle occupation numbers”.
Since the ACCs Uabx,µU
bc
x+µˆ,νU
dc ?
x+νˆ,µU
ad ?
x,ν , and the link variable matrix elements U
ab
x,µ they are made
of, are complex numbers, we can commute and reorder them. In this way we can determine the integer
valued powers Nabx,µ and N
ab
x,µ for the all matrix elements U
ab
x,µ and U
ab ?
x,µ . The partition sum turns into
Z =
∑
{p}
 ∏
x,µ<ν
∏
a,b,c,d
(β/2)p
abcd
x,µν
pabcdx,µν !
∏
x,µ
∫
dUx,µ
∏
a,b
(
Uabx,µ
)Nabx,µ (
Uab ?x,µ
)Nabx,µ
, (4)
where we introduced
∑
{p} =
∏
x,µ<ν
∏2
a,b,c,d=1
∑∞
pabcdx,µν=0
to denote the sum over all configurations of
the cycle occupation numbers pabcdx,µν ∈ N0. After the reordering the exponents Nabx,µ and Nabx,µ for the
components Uabx,µ and U
ab ?
x,µ are obtained as
Nabx,µ =
∑
ν:µ<ν
pabssx,µν +
∑
ρ:µ>ρ
psabsx−ρˆ,ρµ , N
ab
x,µ =
∑
ν:µ<ν
pssbax−νˆ,µν +
∑
ρ:µ>ρ
passbx,ρµ , (5)
where we introduced the label s to indicate independent summation over color indices replaced by an s.
Examples are: pabssx,µν ≡
∑
c,d p
abcd
x,µν or p
sabs
x,µν ≡
∑
c,d p
cabd
x,µν .
For obtaining the final form of the partition sum we still have to perform the integration over the
Haar measure. To do so we choose the following parametrization for the SU(2) gauge links,
Ux,µ =
(
cos θx,µ e
iαx,µ sin θx,µ e
iβx,µ
− sin θx,µ e−iβx,µ cos θx,µ e−iαx,µ
)
, (6)
with αx,µ, βx,µ ∈ [−pi, pi] and θx,µ ∈ [0, pi/2]. The normalized Haar measure for this representation is
easily obtained as
dUx,µ = 2 dθx,µ sin θx,µ cos θx,µ
dαx,µ
2pi
dβx,µ
2pi
. (7)
Inserting the parameterization (6) and the Haar measure (7) into (4), the partition sum turns into
Z =
∑
{p}
 ∏
x,µ<ν
∏
a,b,c,d
(β/2)p
abcd
x,µν
pabcdx,µν !
∏
x,µ
(−1)J21x,µ 2
∫ pi/2
0
dθx,µ (cos θx,µ)
1+S11x,µ+S
22
x,µ (sin θx,µ)
1+S12x,µ+S
21
x,µ
×
∫ 2pi
0
dαx,µ
2pi
eiαx,µ[J
11
x,µ−J22x,µ]
∫ 2pi
0
dβx,µ
2pi
eiβx,µ[J
12
x,µ−J21x,µ] . (8)
For a convenient notation we introduce the integer valued fluxes Jabx,µ and S
ab
x,µ,
Jabx,µ = N
ab
x,µ −Nabx,µ =
∑
ν:µ<ν
[ pabssx,µν − pssbax−νˆ,µν ]−
∑
ρ:µ>ρ
[ passbx,ρµ − psabsx−ρˆ,ρµ ] , (9)
Sabx,µ = N
ab
x,µ +N
ab
x,µ =
∑
ν:µ<ν
[ pabssx,µν + p
ssba
x−νˆ,µν ] +
∑
ρ:µ>ρ
[ passbx,ρµ + p
sabs
x−ρˆ,ρµ ] . (10)
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It is obvious that in the form (8) of the partition sum all integrals can be solved in closed form. The
integrals over αx,µ and βx,µ in the second line of (8) give rise to Kronecker deltas (here denoted as δ(n))
which enforce constraints for the fluxes Jabx,µ at all links (x, µ):
J11x,µ − J22x,µ = 0 ∀x, µ and J12x,µ − J21x,µ = 0 ∀x, µ . (11)
We will discuss these constraints in more detail below, but for now point out that these constraints for
the Jabx,µ fluxes imply that the corresponding combinations of S
ab
x,µ fluxes are even, i.e.,
S11x,µ + S
22
x,µ = even ∀x, µ and S12x,µ + S21x,µ = even ∀x, µ . (12)
The evenness of these combinations is easy to establish: If one inserts the explicit expressions for Sabx,µ
into (12) and the explicit expressions for Jabx,µ into (11) then exactly the same combinations of cycle
occupation numbers pabcdx,µν appear on the left hand sides, but in (11) some of the terms appear with
minus signs. These minus signs on the left hand side of (11) can be converted into plus signs by adding
2-times the terms on both sides of (11). This converts the left hand sides of (11) into the left hand
sides of (12) and all terms that were added to 0 on the right hand sides of (11) are multiples of 2. This
establishes (12). In addition we point out that the combinations in (12) are non-negative as follows from
the definition (10) of the Sabx,µ and the fact that p
abcd
x,µν ∈ N0.
The combinations (12) are of interest since they appear in the integrals over θx,µ in the first line of
Eq. (8). These integrals are a well known representation of the beta function B,
2
∫ pi/2
0
dθ (cos θ)1+n (sin θ)1+m = B
(n
2
+1
∣∣∣m
2
+1
)
=
Γ
(
n
2 + 1
)
Γ
(
m
2 + 1
)
Γ
(
n+m+2
2 + 1
) = n2 ! m2 !(n+m+2
2
)
!
, (13)
where in the third step we represent the beta function B in terms of gamma functions Γ and in the last
step, assuming that n and m are even, express these in terms of factorials.
Putting things together, we can now write the partition sum in the form
Z =
∑
{p}
Wβ[p] WH [p] (−1)
∑
x,µ J
21
x,µ
∏
x,µ
δ(J11x,µ − J22x,µ) δ(J12x,µ − J21x,µ) . (14)
We have introduced two weight factors, the β-dependent weight factor Wβ[p] from the expansion of the
exponentials
Wβ[p] =
∏
x,µ<ν
∏
a,b,c,d
(
β
2
)pabcdx,µν
pabcdx,µν !
, (15)
and the weight factor WH [p] which collects the combinatorial factors from the Haar measure integral,
WH [p] =
∏
x,µ
(
S11x,µ+S
22
x,µ
2
)
!
(
S12x,µ+S
21
x,µ
2
)
!(
S11x,µ+S
22
x,µ+S
12
x,µ+S
21
x,µ
2 + 1
)
!
. (16)
Here we make use of the evenness properties (12) and write the weight factors already with factorials
(compare (13)).
In its dual form (14) the partition function is a sum over configurations of cycle occupation numbers
pabcdx,µν ∈ N0 attached to the plaquettes (x, µ < ν). At each link (x, µ) the pabcdx,µν have to obey constraints
5
which are expressed in terms of the two Kronecker deltas that relate components of the fluxes Jabx,µ at
each link. We will discuss the geometrical interpretation of these constraints below.
Each configuration comes with the weight factors Wβ[p] and WH [p] given in (15) and (16) which are
both real and positive. Note, however, that the partition sum (14) also contains the explicit sign factor
(−1)
∑
x,µ J
21
x,µ which origins from the minus sign in the 2,1 matrix element in the parametrization (6) of
our SU(2) link variables. We will come back to this sign after having discussed the geometrical meaning
of the constraints.
The constraints (11) at each link (x, µ) connect components Jabx,µ of the J-fluxes defined in (9). Thus
for understanding the constraints we need to understand the geometrical interpretation of the fluxes Jabx,µ.
They are built from cycle occupation numbers pabcdx,µν where two of the color indices are summed. Upon
detailed inspection one finds that Jabx,µ is the sum over all cycle occupation numbers that live on those
plaquettes which contain the link (x, µ) and lead from color a to color b. The color indices for the other
two corners are summed. The fluxes along the cycles are ordered, such that cycles where the link (x, µ) is
run through in negative direction come with a negative sign in Jabx,µ. In Fig. 3 we illustrate as an example
the contributions to J12x,µ: The central link (x, µ) is in the center of the plot, and we plot all plaquettes
in the ρ-µ and µ-ν planes that attach to (x, µ) with showing both their color layers. With full lines we
show the flux that is kept fixed in J12x,µ, i.e., the flux that connects the color index 1 at x to the color
index 2 at x+ µˆ. This particular flux component is contained in 4 different cycles in each of the attached
plaquettes. These cycles are summed over in the definition of Jabx,µ and with dashed lines we trace out
the corresponding cycles.
With the geometrical interpretation of the fluxes Jabx,µ, we can now also interpret the two constraints
given in (11): They imply that along all links (x, µ) the combined flux leading from color 1 to color 1
has to match the flux connecting 2 and 2, and that the flux from 1 to 2 has to match the flux from 2 to
1. For later use we introduce a geometrical illustration of the constraints, which we show in Fig. 4.
The constraints also allow for a simple interpretation of the minus sign in the partition sum. A minus
sign is taken into account for every unit of J21x,µ flux. Since by the constraint the J
21
x,µ flux equals the J
12
x,µ
flux which crosses the J21x,µ flux, the explicit minus sign in the partition sum simply takes the form
(−1)
∑
x,µ J
21
x,µ = (−1)# flux crossings . (17)
Having understood the geometrical interpretation of the constraints and the sign, simplifies the analysis
of configurations considerably.
It is easy to construct dual pure gauge configurations that obey all the constraints. Examples are
closed orientable surfaces of plaquettes where certain cycle occupation numbers are occupied. One can,
e.g., start with all plaquette occupation numbers set to 0, and then sets p1111x,µν = 1 for all plaquettes of the
surface. This choice guarantees that all flux constraints on all links of the lattice are obeyed. Obviously
such a configuration has no crossings of flux and thus a positive sign. Subsequently one can choose a
site in the surface and flip the values of the color indices on that site, i.e., one interchanges 1→ 2. This
means that for all cycle occupation numbers that contain the site the corresponding color index is flipped.
This changes the types of ACCs that are occupied on the surface, but it is easy to see that the constraints
(11) remain intact. Repeating this for several (or all) sites in the surface generates more general closed
surface configurations made of all 16 ACCs. Since flipping the color at a site and then changing the
ACCs on the four plaquettes of the surface containing the site always changes the number of crossings
by a multiple of 2, all these configurations have positive sign. This gives a large class of admissible
configurations with positive sign. Generalizations of this strategy to higher occupation numbers, surfaces
that wind around the periodic boundaries, or to non-orientable surfaces are straightforward.
6
ρν
µ
1 2
x− νˆ
x− ρˆ −p
1ss2
x,ρµ
−pss21x−νˆ,µνps12sx−ρˆ,ρµ
p12ssx,µν
x
1 1
1
22
2
Figure 3: Graphical illustration of the contributions from the cycle occupation numbers to the J-flux
using the example of the J12x,µ element. For a description of the figure see the text.
However, configurations with negative sign are not excluded completely by the constraints. The lowest
negative sign configuration which one can construct appears at order β4, i.e., it has four non-zero cycle
occupation numbers. An example is, e.g., given by
p1112x,µν = 1 , p
1121
x,µν = 1 , p
2222
x,µν = 1 , p
2211
x,µν = 1 . (18)
This configuration is shown in Fig. 5. It obviously obeys all the constraints, but has an odd number of
crossings such that it contributes to the partition function with a negative sign.
Before we come to generalizing the dual representation with ACCs to the case of SU(2) gauge fields
coupled to fermions, we briefly discuss observables in pure gauge theory and their representation in the
dual formulation of the theory. The simplest observable obviously is the plaquette expectation value
〈Up〉 ≡ 16V ∂ lnZ/∂(β/2) = 16V 1Z ∂Z/∂(β/2), where V denotes the total number of lattice sites. It is
straightforward to compute the derivative of Z with respect to β/2 also for the dual partition sum (14).
One easily finds the result
〈Up〉 = 1
6V
1
Z
2
β
〈 ∑
x,µ<ν
∑
a,b,c,d
pabcdx,µν
〉
, (19)
7
= =
! !
and
Figure 4: Geometrical illustration of the two constraints Eq.(11) for the fluxes Jabx,µ on all links (x, µ).
The first constraint (lhs. plot) requires the sum over all 1-1 flux to equal the sum over all 2-2 flux.
The second constraint requires the sum over 1-2 fluxes to equal the sum over 2-1 fluxes.
p1112x,µν = 1
p1121x,µν = 1
p2222x,µν = 1
p2211x,µν = 1
Figure 5: Example of a configuration that contributes to the partition function with a negative sign.
We show the four cycle occupation numbers that are set to 1. Obviously all constraints are obeyed.
The configuration has three flux crossings and thus a negative sign.
where the vacuum expectation value on the right hand side is now understood in terms of the dual
variables. Thus the representation of the plaquette expectation value in the dual formulation is the sum
over all cycle occupation numbers. In a similar way one can compute higher derivatives with respect to
β/2 to obtain higher moments of the plaquette. In the dual language they correspond to higher moments
of the sum over cycle occupation numbers.
A simple generalization leads to the dual representation of correlators of plaquettes: We can introduce
a different gauge coupling βx,µν for each plaquette (x, µ < ν). The steps of the dualization go through
in exactly the same way and we find that the couplings βx,µν enter the partition sum in the form
∏
x,µ<ν
(
βx,µν
2
)∑
a,b,c,d p
abcd
x,µν
. (20)
Correlators of plaquettes can now be obtained as derivatives, ∂2 lnZ/∂(βx,µν/2)∂(βx′,µ′ν′/2), evaluated
at βx,µν = β. From (20) one finds their dual representation in terms of correlators of
∑
a,b,c,d p
abcd
x,µν .
Finally we comment on how to represent the Wilson loop in the dual representation. The Wilson loop
is the trace of the product of gauge links around a closed contour C. We can write the matrix product
and the trace with explicit sums over color indices and obtain,
Tr
∏
l∈C
Ul =
∑
a1,a2, ... an
U a1a2l1 U
a2a3
l2
..... U ana1ln . (21)
Here the Ul denote the gauge variables on the links l of the contour C which we assume to consist of n
links. For links l that are run through in negative direction the hermitian conjugate link variable is used.
Thus we can write the Wilson loop as a sum of closed paths in color space along the contour C. Each
8
of these paths introduces color flux along the links of the paths on the two-layer lattice. This flux has
to be compensated by activating cycle occupation numbers on a surface that has the contour C as its
boundary, such that all constraints are obeyed, as illustrated in Fig. 4. This is exactly the same structure
as one finds in the case of fermion loops which we discuss next.
3 Adding fermionic matter
After having introduced the concept of ACCs for pure gauge theories we now show that the corresponding
techniques can also be implemented for gauge theories with fermions. We here consider staggered fermions
which in a path integral are represented by Grassmann variables ψax and ψ
a
x. Here x denotes the space-
time index and a the color index. The fermions have periodic boundary conditions for the spatial direction
and anti-periodic boundary conditions for the temporal direction, i.e., the µ = 4 direction.
The fermionic partition sum ZF [U ] in a background gauge field configuration is given by
ZF [U ] =
∫
D[ψ,ψ] e−SF [ψ,ψ,U ] , (22)
where the measure is a product over Grassmann measures, D[ψ,ψ] =
∏
x,a dψ
a
xdψ
a
x. The full partition
sum Z is then obtained as Z =
∫
D[U ]e−SG[U ]ZF [U ]. The staggered action in a SU(2) background field
is given by
SF [ψ,ψ, U ] =
∑
x
[
mψxψx +
∑
µ
γx,µ
2
(
ψxUx,µψx+µˆ − ψx+µˆU †x,µψx
)]
=
∑
x
[
m
∑
a
ψ
a
xψ
a
x +
∑
µ
γx,µ
2
∑
a,b
(
ψ
a
xU
ab
x,µψ
b
x+µˆ − ψ bx+µˆU ab ?x,µ ψax
)]
, (23)
where in the first line we use matrix/vector notation for gauge links and fermions, while in the second
line the sums over the color indices are made explicit. The staggered sign factors are given by
γx,1 = 1 , γx,2 = (−1)x1 , γx,3 = (−1)x1+x2 , γx,4 = (−1)x1+x2+x3 . (24)
Since all terms in the fermion action are bilinears in Grassmann variables they commute with each other
and we can write the exponential of the action as a product over individual exponentials. We find for the
fermionic partition sum,
ZF [U ] =
∫
D[ψ,ψ]
∏
x
∏
a
e−mψ
a
xψ
a
x
∏
x,µ
∏
a,b
e−
γx,µ
2
ψ
a
xU
ab
x,µψ
b
x+µˆ e
γx,µ
2
ψ
b
x+µˆU
ab ?
x,µ ψ
a
x
=
∫
D[ψ,ψ]
∏
x
∏
a
1∑
sax=0
(−mψ axψax)s
a
x
∏
x,µ
∏
a,b
1∑
k abx,µ=0
(−γx,µ
2
ψ
a
xU
ab
x,µψ
b
x+µˆ)
k abx,µ
1∑
k
ab
x,µ=0
(
γx,µ
2
ψ
b
x+µˆU
ab ?
x,µ ψ
a
x)
k
ab
x,µ
=
1
22V
∑
{s,k,k}
(2m)
∑
x,a s
a
x
∏
x,µ
∏
a,b
(U abx,µ)
k abx,µ (U ab ?x,µ )
k
ab
x,µ (−1)k abx,µ ( γx,µ )k abx,µ+k
ab
x,µ
×
∫
D[ψ,ψ]
∏
x
∏
a
(ψ
a
xψ
a
x)
sax
∏
x,µ
∏
a,b
(ψ
a
xψ
b
x+µˆ)
k abx,µ(ψ
b
x+µˆψ
a
x)
k
ab
x,µ . (25)
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k = 1x, µ
11 k = 1x, µ k = 1x, µk = 1x, µ
11 22 22
x
k = 1x, µ k = 1x, µ k = 1x, µk = 1x, µ
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2
1
2
1
x
s = 1x
2
x
s = 1x
1
2
1
2
1
Figure 6: Graphical representation of the dual variables for the fermions. The first two diagrams on
the very left represent the monomers sax, the arrows are for the dual variables k abx,µ, k
ab
x,µ.
In the second line we have Taylor-expanded the individual potentials of the Grassmann bilinears. Due to
nilpotency of the Grassmann variables these Taylor series terminate after the linear term. Note that we
introduce an expansion index for each bilinear in the action: sax = 0, 1 is used for the color components a
in the mass terms (we will refer to these also as ”monomers”), k abx,µ = 0, 1 for the forward hopping terms
that connect colors a and b and k abx,µ = 0, 1 for the corresponding backward hopping. These expansion
indices will be the dual variables for the fermions. We remark at this point that in the last step we
dropped the minus sign in front of the mass m. We will see below that the number of monomers is even,
i.e., the exponent
∑
x,a s
a
x is a multiple of 2 and thus this sign is irrelevant and can be omitted.
The dual variables for the fermions can be represented graphically in a way equivalent to the ACCs for
the gauge fields. In Fig. 6 we show the corresponding graphical elements. The monomers sax activate a
term ψ axψ
a
x which completely saturates the Grassmann integral at a site (see below) and is independent of
the gauge fields. We represent them by a circle around the corresponding site and color (the two diagrams
on the very left of Fig. 6). The dual variables for forward hopping k abx,µ activate a nearest neighbor term of
the Grassmann variables which comes with the matrix element U abx,µ and thus is represented by an arrow
that points in positive µ-direction. According to the different choices for a and b we have 4 different
possibilities to connect the color indices. The dual variable k abx,µ activates backward hopping and comes
with the matrix element U ab ?x,µ . Consequently we represent it with an arrow in negative direction, which
again can combine the colors on the neighboring sites in four different ways.
In the last step of Eq. (25) we reorganize the terms: We introduce the notation
∑
{s,k,k} for the sum
over all possible values of the expansion indices and collect all factors (including overall factors of 1/2)
that do not depend on the Grassmann variables in front of the Grassmann integral. Among these factors
are also pure sign factors: the terms (−1)k abx,µ introduce a minus sign for every activated forward hopping
term (k abx,µ = 1). The factors ( γx,µ )
k abx,µ+k
ab
x,µ collect the signs from the staggered sign factors.
The Grassmann integral in the very last line gives either 0 or ±1, depending on the values of the
dual variables sax, k
ab
x,µ and k
ab
x,µ. A Grassmann integral is non-vanishing only when each Grassmann
variable ψax, ψ
a
x appears exactly once
3. The dual variables sax, k
ab
x,µ and k
ab
x,µ activate (dual variable = 1)
or deactivate (dual variable = 0) the corresponding Grassmann variables and thus for a non-zero result
of the Grassmann integral the dual variables have to obey constraints.
3In the following we use the terminology ”the Grassmann integral is saturated” for this condition.
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Figure 7: Graphical representation of the possible dimers. Dimers saturate the Grassmann integrals
for one of the two colors of two neighboring sites. Four different color combinations are possible.
We stress at this point, that the color index a = 1, 2 of the Grassmann variables ψax and ψ
a
x can
be interpreted on the same footing as the space-time index x that labels the lattice sites. Again we
can interpret the two values a = 1, 2 as labels for two layers of the 4-dimensional lattice labelled by x.
Monomer terms ψ axψ
a
x live on only one site of one of the two layers. Forward hopping terms ψ
a
xψ
b
x+µˆ
and backward hopping terms ψ bx+µˆψ
a
x can either connect neighboring sites on the same layer (a = b), or
connect neighboring sites on different layers (a 6= b). A term that connects layer 1 and layer 2 at the
same site x does not exist.
The configurations that saturate the Grassmann integrals on all sites of the two layers have a simple
geometrical interpretation in terms of monomers, dimers and loops. The simplest choice for saturating
the Grassmann integral on a site x in layer a is to activate a monomer ψaxψ
a
x by setting the corresponding
sax = 1. Since the monomer dual variables s
a
x do not give rise to explicit signs and the Grassmann variables
are already in the canonical order for the Grassmann integral (ψax to the left of the corresponding ψ
a
x), a
monomer contributes a factor of +1.
Another simple choice is to place dimers by setting k abx,µ = k
ab
x,µ = 1. This dimer connects the color
a at x with the color b at x+ µˆ. In the Grassmann integral this choice activates the terms
ψ
a
x ψ
b
x+µˆ ψ
b
x+µˆ ψ
a
x = − ψ ax ψax ψ bx+µˆ ψbx+µˆ , (26)
which in the second step we have brought into the canonical order such that the corresponding Grassmann
integral gives +1. From the necessary interchanges of the Grassmann variables we have picked up
a minus sign. However, this minus sign is compensated by the explicit minus sign for the forward
hop (i.e., (−1)k abx,µ = (−1)1 = −1). The staggered sign factors do not contribute an additional sign
(( γx,µ )k
ab
x,µ+k
ab
x,µ = ( γx,µ )
2 = 1), and we conclude that the dimers saturate the Grassmann integrals at
the endpoints x, a and x+ µˆ, b, and, like the monomers, contribute a factor of +1. In Fig. 7 we illustrate
the four different dimers that are possible.
The third possibility to saturate the Grassmann integral is to build an oriented non-selfintersecting
loop L out of hopping terms, such that for a link (x, µ) that is run through in positive direction we set
k abx,µ = 1 and for a link run through in negative direction we set k
ab
x,µ = 1. Note that the loops can either
stay in the same color layer (a = b), or hop between the layers (a 6= b). The loops come with non-trivial
signs which we will discuss below.
We conclude that the Grassmann integral leads to a constraint for the configurations of the monomer-
(sax) and link- (k
ab
x,µ, k
ab
x,µ) activation indices, restricting admissible configurations to those configurations
where each site of the lattice with the two color layers is either occupied by a monomer, is the endpoint
of a dimer or is run through by a loop. Dimers saturate two sites of the lattice and loops an even number
of sites (assuming that all lattice extensions are even). Thus the number of monomers is even as we
already remarked above.
While the monomers and dimers come only with positive signs, for each loop L we need to calculate
the overall sign which comes from several sources: We have to take into account an explicit minus sign
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for each loop from bringing the Grassmann variables into canonical order, equivalent to the sign which
we picked up in (26) when reordering the Grassmann variables in the dimer. Furthermore, since we use
anti-periodic temporal boundary conditions, loops that wind an odd number of times across the compact
temporal direction pick up a minus sign. This sign is given by (−1)WL , where WL is the total winding
number of the loop L around compact time.
The loops pick up further signs, one of them from the factors
∏
x,µ,a,b(−1)k
ab
x,µ . This counts the minus
signs which we have to take into account for each forward hop. For trivially closing loops the number of
forward hops is exactly half of the hops in a loop, i.e., half of the links the loop is made of. If we define
the length |L| of a loop L by the number of hops it consists of, then for trivially closing loops the sign
from
∏
x,µ,a,b(−1)k
ab
x,µ can be written as (−1)|L|/2. Loops that wind around the compact time or space
direction do not share the property of equal numbers of forward and backward hops and one would have
to distinguish different cases. For simplicity we here assume that the temporal and spatial extents of the
lattice are all multiples of 4 and it is easy to see, that then (−1)|L|/2 always correctly takes into account
the signs from forward hopping.
Finally, the loops also obtain the signs
∏
x,µ,a,b( γx,µ )
k abx,µ+k
ab
x,µ from the staggered sign factors. For
each hop of the loop along a link (x, µ) a factor γx,µ is taken into account, independent of whether the
loop runs through (x, µ) in positive direction (k abx,µ = 1) or in negative direction (k
ab
x,µ = 1). We also
stress that the way a loop moves in color space, i.e., the values of a and b on the activated k abx,µ, k
ab
x,µ, is
irrelevant for the sign coming from the staggered factors.
Actually, for many loops the sign from the staggered factors can be expressed in a rather simple way:
We first note the trivial property,
σx,µν = γx,µ γx+µˆ,ν γx+νˆ,µ γx,ν = − 1 , (27)
i.e., the product σx,µν of the four staggered factors for the links of a plaquette (x, µ < ν) is always equal
to −1. If we now multiply two of these products around neighboring plaquettes, then the staggered factor
along the common link gets squared and drops out. What remains is the product of the staggered factors
along the boundary of the surface constituted by the two plaquettes. This procedure can be iterated and
for arbitrary surfaces that are made of plaquettes we obtain the product of the staggered sign factors
along the loop that is the boundary of that surface as the product of the corresponding plaquette factors
σx,µν . For a surface made of P plaquettes we thus have a factor (−1)P which is the result for the
product of staggered factors of the loop that is the boundary of that surface. Note that we here deal
with loops embedded in four dimensions, where all loops are isotopic to S1 (see, e.g., [26]), i.e., they are
free of knots and the surfaces they span are isotopic to discs, such that our procedure of building up the
staggered sign from the plaquette factors σx,µν is always applicable.
The surface that has a given loop L as its boundary is of course not unique. However, the numbers
of plaquettes that are needed for spanning different surfaces with the same loop L as their boundary
differ by multiples of 2, such that for all loops that are the boundaries of surfaces made of plaquettes we
find the simple expression (−1)PL for the product of staggered factors along the loops. Here PL is the
number of plaquettes in an arbitrary surface that has L as its boundary. Note that also non-orientable
surfaces with a boundary such as a Möbius strip can be constructed with plaquettes such that the result
(−1)PL holds also for their boundary loops. Also self intersection of surfaces does not change this result.
Not all closed loops on our 4-torus are the boundaries of surfaces, in particular loops that wind around
one of the compact directions. However, also for these loops one can compute the product of staggered
factors in a simple way. Let us start with the example of a straight loop that winds around the compact
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time direction (µ = 4) and is located at spatial position ~x. The corresponding product of staggered
factors is
N4−1∏
x4=0
γ (~x,x4),4 = ( γ (~x,0),4 )
N4 = +1 , (28)
where in the first step we have used the fact that γ(~x,x4),4 is independent of x4 and in the second step
assumed that the number N4 of lattice sites in 4-direction is even (actually we have already assumed
above that it is a multiple of 4). In exactly the same way one finds that the product of staggered sign
factors is equal to 1 for all straight loops that wind around any of the four compact directions, spatial or
temporal. These loops can now be deformed by attaching plaquettes and the corresponding factors σx,µν
to obtain a more general winding loop. As before, the staggered factors on the links where we attach
plaquettes get squared and cancel, such that we obtain the results for the product of staggered factors
of a general winding loop L as (−1)PL , where now PL is the number of plaquettes needed to generate
the loop from a straight winding loop.
Thus we can summarize our discussion of the sign factor sign (L) for a loop L by the following formula:
sign (L) = (−1) |L|/2+WL+PL+1 , (29)
where |L| is the length of the loop, WL the number of windings around the compact time direction, PL
the number of plaquettes of a surface with L as its boundary (or for spatially or temporally winding loops
the numbers of plaquettes in the surface between the loop and a straight loop with the same winding).
Putting things together we find the following expression for the fermionic partition sum,
ZF [U ] =
1
22V
∑
{s,k,k}
CF [s, k, k ] WM [s]
∏
L
sign (L)
∏
x,µ
∏
a,b
(U abx,µ)
k abx,µ (U ab ?x,µ )
k
ab
x,µ , (30)
where we introduced the monomer weights WM [s] = (2m)
∑
x,a s
a
x . The fermion constraint CF [s, k, k ] is
1 only for admissible configurations of the dual variables sax, k
ab
x,µ and k
ab
x,µ where each site of the double
layer lattice is either occupied by a monomer, is the endpoint of a dimer, or is run through by a loop.
Otherwise we have CF [s, k, k ] = 0. Each loop comes with a sign given by (29) and the last product
collects all link matrix elements that are activated along the loops. These link matrix elements still have
to be integrated over when computing the full partition sum.
The full partition sum is obtained by integrating e−SG[U ] ZF [U ] with the product Haar measure D[U ],
Z =
∫
D[U ]e−SG[U ]ZF [U ]
=
1
22V
∑
{s,k,k}
CF [s, k, k ] WM [s]
∏
L
sign (L)
∫
D[U ]e−SG[U ]
∏
x,µ
∏
a,b
(U abx,µ)
k abx,µ (U ab ?x,µ )
k
ab
x,µ . (31)
With the techniques of the previous section it is now straightforward to compute the integral over the
gauge links which we have collected in the end of (31). It is exactly the same integral as we solved for
the pure gauge theory case with the additional insertion of the factors
∏
x,µ
∏
a,b(U
ab
x,µ)
k abx,µ (U ab ?x,µ )
k
ab
x,µ .
Exactly the same integrands appear in the intermediate result (4), but with the powers N abx,µ and N
ab
x,µ.
To obtain the dualization with the additional insertions from the fermion loops we simply need to replace
N abx,µ by N
ab
x,µ + k
ab
x,µ and N
ab
x,µ by N
ab
x,µ + k
ab
x,µ and repeat the steps of Section 2. This implies that also
the weights WH [p] which collect the combinatorial factors coming from the Haar measure integration
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change. In addition to the cycle occupation numbers pabcdx,µν they now also depend on the dual variables
k abx,µ and k
ab
x,µ which activate forward and backward fermionic hops,
WH [p, k, k] =
∏
x,µ
(
S11x,µ+k
11
x,µ+k
11
x,µ+S
22
x,µ+k
22
x,µ+k
22
x,µ
2
)
!
(
S12x,µ+k
12
x,µ+k
12
x,µ+S
21
x,µ+k
21
x,µ+k
21
x,µ
2
)
!(
S11x,µ+k
11
x,µ+k
11
x,µ+S
22
x,µ+k
22
x,µ+k
22
x,µ+S
12
x,µ+k
12
x,µ+k
12
x,µ+S
21
x,µ+k
21
x,µ+k
21
x,µ
2 + 1
)
!
. (32)
We find the final result for the full partition sum in the dual representation:
Z =
1
22V
∑
{p,k,k,s}
CF [s, k, k ]
∏
x,µ
(−1) J 21x,µ+k 21x,µ+k 21x,µ
∏
L
sign (L) WM [s]Wβ[p]WH [p, k, k]
×
∏
x,µ
δ
(
J 11x,µ+k
11
x,µ−k 11x,µ −
[
J 22x,µ+k
22
x,µ−k 22x,µ
])
δ
(
J 12x,µ+k
12
x,µ−k 12x,µ −
[
J 21x,µ+k
21
x,µ−k 21x,µ
])
=
1
22V
∑
{p,k,k,s}
∏
x,µ
(−1) J 21x,µ+k 21x,µ+k 21x,µ
∏
L
sign (L) (2m)
∑
x,a s
a
x
∏
x,µ<ν
∏
a,b,c,d
(
β
2
)pabcdx,µν
pabcdx,µν !
×
∏
x,µ
(
S11x,µ+k
11
x,µ+k
11
x,µ+S
22
x,µ+k
22
x,µ+k
22
x,µ
2
)
!
(
S12x,µ+k
12
x,µ+k
12
x,µ+S
21
x,µ+k
21
x,µ+k
21
x,µ
2
)
!(
S11x,µ+k
11
x,µ+k
11
x,µ+S
22
x,µ+k
22
x,µ+k
22
x,µ+S
12
x,µ+k
12
x,µ+k
12
x,µ+S
21
x,µ+k
21
x,µ+k
21
x,µ
2 + 1
)
!
×
∏
x,µ
δ
(
J 11x,µ+k
11
x,µ−k 11x,µ −
[
J 22x,µ+k
22
x,µ−k 22x,µ
])
δ
(
J 12x,µ+k
12
x,µ−k 12x,µ −
[
J 21x,µ+k
21
x,µ−k 21x,µ
])
×
∏
x
∏
a
δ
1− sax − 12 ∑
µ,b
[
kabx,µ + k
ba
x−µˆ,µ + k
ba
x−µˆ,µ + k
ab
x,µ
] . (33)
The partition sum is a sum over configurations of the dual variables for the fermions sax, k
ab
x,µ, k
ab
x,µ ∈ {0, 1}
and the cycle occupation numbers pabcdx,µν ∈ N0 which represent the gauge field degrees of freedom.
The constraint CF [s, k, k ] enforces admissible configurations, such that monomers, dimers and loops
completely fill the double layer lattice (in the last line of (33) we give an expression for this constraint as
a product of Kronecker deltas). The monomers come with the weight factor WM [s], i.e., every monomer
contributes a factor of 2m to the weight. The cycle occupation numbers give rise to weight factorsWβ[p]
specified in (15) and from the Haar measure integrals we find weight factors WH [p, k, k] given in (32).
On all links of the lattice we have flux constraints where the corresponding Kronecker deltas connect the
11 with the 22 flux components, as well as the 12 with the 21 components. Note that in the presence
of fermions this is now the combined flux from the ACCs which enter through the currents J abx,µ and the
fermionic fluxes coupling via k abx,µ−k abx,µ (see Fig. 8 for a graphical representation patterned after the pure
gauge case shown in Fig. 4.). Finally each configuration comes with signs which receive contributions
from all fermion loops L via the sign function sign(L) given by (29) and sign factors counting the flux
crossings.
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Figure 8: Geometrical illustration of the generalized constraints that combine the gauge fluxes Jabx,µ
(full lines) and the matter fluxes k abx,µ− k abx,µ (dashed lines). Similar to the pure gauge case shown in
Fig. 4 the sum over all 1-1 fluxes must equal the sum over all 2-2 fluxes and the sum over 1-2 fluxes
must equal the sum over 2-1 fluxes.
-1 -1
2
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Figure 9: Loop elements in the strong coupling limit. Only the four double fluxes shown here
are admissible for loops in the strong coupling limit. These strong coupling loops, together with
monomers and the dimers shown in Fig. 7 have to completely fill the lattice. The elements with
crossing color flux come with an explicit minus sign.
4 Strong coupling limit, loop corrections and geometrical picture
After having completed the derivation of the dual representation it is instructive to analyze the con-
tributions to the partition sum in its dual form. It is clear that such an analysis has to follow some
organizational principle. As we will see in this section it is natural to start from the strong coupling limit,
i.e., β = 0 (compare [27]), and then to consider finite β corrections to that limit.
In the strong coupling limit all cycle occupation numbers have to be zero, since from (15) follows
limβ→0Wβ[p] = 0 unless pabcdx,µν = 0 ∀x, µ, ν, a, b, c, d. Thus also the currents Jabx,µ all vanish and the
constraints in (33) reduce to
k 11x,µ−k 11x,µ = k 22x,µ−k 22x,µ ∀x, µ and k 12x,µ−k 12x,µ = k 21x,µ−k 21x,µ ∀x, µ . (34)
This implies that only special types of loops are admissible and can be used to fill the lattice together
with monomers and dimers. Only four choices give rise to loop segments on the link (x, µ): k 11x,µ = k
22
x,µ,
k
11
x,µ = k
22
x,µ, k
12
x,µ = k
21
x,µ, k
12
x,µ = k
21
x,µ. All four possibilities give rise to two units of flux in the same
direction (forward or backward). The fluxes can run parallel in color space or cross, where the latter
case gives rise to an explicit minus sign from the term (−1)k21x,µ+k21x,µ for the flux crossings. These loop
elements of the strong coupling limit are depicted in Fig. 9.
The configurations of the strong coupling limit thus consist of monomers, dimers as depicted in Fig. 7
and the strong coupling loops shown in Fig. 9. It is a remarkable property that all SU(2) strong coupling
configurations are real and positive. This result is easy to see in our representation: First we remark
again, that monomers and dimers all come with a positive sign and the only non-trivial signs come from
the loops. Let us begin the analysis of the loop signs with considering a loop that is made from only the
first two elements in Fig. 9, i.e., a double loop without color crossings (see the lhs. plot of Fig. 10 for an
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Figure 10: Examples of fermion loops in the strong coupling limit. The double loop on the lhs. has
a positive sign since here the signs of the individual loops in the color 1 and the color 2 layers are
the same and thus this sign squares to +1. The loop on the rhs. differs from the lhs. by one link
element with a color crossing which comes with an explicit minus sign. On the other hand the color
crossing also connects the two loops from the lhs. into a single loop such that there is one less minus
sign from the number of loops. In total the loop on the rhs. thus also has a positive sign.
example). This situation corresponds to two loops running exactly parallel to each other in the two color
layers. The signs sign(L) of the two individual loops come only from the fermions and since these signs
are independent of the color indices we have a positive overall sign sign(L)2 = +1 for strong coupling
loops without color crossings.
To study more general strong coupling loops we now replace one of the links by a strong coupling
loop element with a crossing of color flux (the two elements shown on the rhs. of Fig. 9). An example
of such a loop is shown on the rhs. of Fig. 10. The flux crossing comes with an explicit minus sign. On
the other hand, it also connects the two previously disconnected loops into a single loop, such that we
have one minus sign less (all other signs from the number of forward hops and from the staggered sign
factors remain the same). Thus the overall sign of the new loop with a single flux crossing is again +1.
In a similar way one can insert more additional flux crossings. Each of them comes with an explicit minus
sign but at the same time switches the connectivity between two disconnected loops and a single loop
such that the overall sign always remains +1. In this way we can generate all possible strong coupling
loops and conclude that all strong coupling configurations have a positive weight [27].
It is straightforward to include the leading corrections to the strong coupling limit. One starts to
include loops where the gauge constraints are not saturated by fermion loop elements that run parallel,
but instead by suitably activated ACCs. In order to illustrate such a calculation we display the leading
terms of a coupled expansion of the partition sum in 1/m and in β:
Z = m2V
[
1 +
(
1
2m
)2
× 1
2!
× 16V +
(
1
2m
)4
×
(
1
2!
)2
× [128V 2 − 264V ] +
(
1
2m
)4
× 2!
3!
× 8V
+
(
1
2m
)4
× β
2
×
(
1
2!
)4
× 192V +
(
β
2
)2
×
(
1
2!
)4
× 48V + O
((
1
2m
)6)
+O (β4) ]. (35)
The leading term in this expansion is the contribution where on all 2V sites of the lattice the fermionic
constraints are satisfied by placing 2V monomers. The corresponding weight factor is (2m)2V , which
together with the overall factor (1/2)2V gives rise to the contribution m2V . We remark that on the rhs.
of Eq. (35) we write the factor m2V up front, i.e., all further terms in the expansion are relative to the
lattice completely filled with monomers.
The next term is the configuration where we place a single dimer. For this contribution we need two
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monomers less, such that we have a suppressing factor (1/2m)2. Since here we have kabx,µ = k
ab
x,µ = 1
on a single link (x, µ) for some color combination a, b, we have a non-trivial factor WH [p, k, k] = 1/2!.
Finally we have to compute the number of ways to place one dimer: On a given link we have 4 ways
(compare Fig. 7) to place a dimer. Together with the number of links 4V this gives 16V possibilities to
place the dimer.
The next contribution is one where two dimers are placed on different links. It comes with a suppressing
factor (1/2m)4 and the WH [p, k, k] = (1/2!)2, i.e., the squares of the corresponding factors for a single
dimer. The number of placements is the square of the degeneracy for a single dimer divided by two giving
(16V )2/2 = 128V 2. From this number we subtract the number of possibilities where two dimers touch
(not admissible) or are placed at the same link.
There is another possibility for placing two dimers: They can be on the same link, either parallel in
color space, or crossing diagonally. Multiplied with the number of links this gives 2×4V = 8V possibilities.
Here we have two k and two k activated at the same link, such that we find WH [p, k, k] = 2!/3!. This
contribution is the last term in the first line of (35).
fermion loop
gauge cycle
2
1
Figure 11: Example for the saturation of a fermion loop with ACCs.
The first term in the second line of (35) is the contribution of a loop around a plaquette, saturated
with an ACC, thus coming with a factor of β/2 from the nontrivial cycle occupation number and a factor
of (1/2m)4 since four monomers are replaced by the 4 corners of the loop around the plaquette. For the
fermion loop around the plaquette we have two choices for the color the loop runs through at each corner
giving a total of 24 = 16 different loops. In addition each loop can have two orientations, and multiplying
with 6V , the number of plaquettes, we find a degeneracy of 16× 2× 6V = 192V . Note that the ACC
which needs to be activated to compensate the flux from the fermion loop is uniquely determined. Since
all ACCs are positively oriented, we have to distinguish two cases: For positively oriented loops (see the
example on the lhs. in the top row of Fig. 11) the ACC has the opposite color at each corner, while for
negatively oriented fermion loops the ACC runs alongside the fermion loop but with opposite orientation
(rhs. top of Fig. 11). In both cases we have two units of flux on each link of the plaquette, such that we
have the additional factor WH [p, k, k] = (1/2!)4.
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Finally the last term with (β/2)2 in (35) comes from placing two ACCs on top of each other such
that the flux is compensated at each link. Since all ACCs are positively oriented, the two ACCs that
match have opposite color at each corner, and we can form 8 different matching pairs from our 16 ACCs.
Multiplied with 6V , the number of plaquettes, we find a degeneracy of 8 × 6V = 48V . Again we have
two units of flux on each link of the plaquette, such that WH [p, k, k] = (1/2!)4. Here all fermionic
constraints are saturated with monomers.
We remark that some of the terms in (35) were cross-checked with conventional techniques: The
terms depending only on β match the corresponding terms of conventional strong coupling expansion [28],
and for the β-independent terms the leading (2m)−2 and (2m)−4 contributions could be verified by
comparison to the free case. We furthermore stress at this point that the leading terms in the series (35)
are all positive and we found that negative signs appear only at O (β4) (see the example in Fig. 5), or
at O
((
1
2m
)4
β3
)
when a fermion loop is included.
The examples we have discussed for the leading terms of (35) illustrate the use of the dual represen-
tation (33) for a combined strong coupling- and hopping expansion. The steps used for the leading terms
can easily be applied to more general contributions, and in the bottom of Fig. 11 we show in an example
how to saturate the constraints for a larger fermion loop by filling it with ACCs. Actually this picture is
the same if one replaces the fermion loop by one of the closed color paths that contribute to the Wilson
loop (2× 1 in this example) on the rhs. of (21).
The discussion of the series expansion also illustrates the beautiful geometrical form of the dual
representation (33). In the dual form the path integral is a theory of fluxes that have to obey the
constraints on all links as encoded in the Kronecker deltas of (33) and illustrated in Fig. 8. The fluxes
are either generated by fermion loops (more generally matter loops) or by the activation of abelian color
cycles which provide the fluxes from the gauge action around plaquettes. All sites that are not occupied
by a fermion loop have to be saturated with dimers or monomers. The latter come with factors 2m,
which together with the factors of β/2 for each unit of ACC flux and the combinatorial factors determine
the weight of a configuration. The configurations come with a sign which is determined from the number
of color crossings and the product of loop signs sign(L) given in (29).
5 Discussion and outlook
In this paper we have presented a new strategy for finding a dual representation for non-abelian lattice
gauge theories, using the gauge group SU(2) coupled to staggered fermions as our example. The approach
is based on strong coupling expansion combined with a direct saturation of the Grassmann integral with
monomers, dimers and loops. They key ingredient is a decomposition of the gauge action in terms of
abelian color cycles (ACC) which are loops in color space around plaquettes. The ACCs are abelian in
nature, i.e., they commute, and the dualization can proceed as in the abelian case. The gauge fields can
be integrated out completely and only simple combinatorial factors remain.
The partition sum is exactly rewritten into a sum over loop, monomer and dimer configurations for
the fermions and configurations over integer valued cycle occupation numbers for the gauge degrees of
freedom. The loops and cycle occupation numbers are tied to each other in constraints that live on the
links of the lattice, and for each link require the cancellation of flux parallel in color space, as well as the
cancellation of flux crossing in color space. From the gauge integral we obtain a minus sign for each flux
crossing and from the fermions the usual minus signs for staggered fermions. All other weight factors are
real and positive and, as mentioned above, are simple combinatorial factors involving the cycle occupation
numbers and loop and dimer occupation. Computing a few terms in a joint strong coupling and fermion
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loop/dimer expansion we find that the leading contributions all come with positive signs, i.e., fermionic
signs and signs from color flux crossings cancel. However, at O(β4) one finds negative sign contributions
(at the moment we explore if these can be resummed). Observables have a simple representation in the
dual language and we have discussed a few examples.
The new approach based on ACCs opens up several interesting directions: It is obvious that the
generalization to other gauge groups, in particular to SU(3), should be explored. At the moment we
are studying the case of SU(3) and it is already clear that the ACC concept can be implemented as
an extension of the SU(2) strategy developed here. Another direction which should be explored is the
question whether a complete dualization is possible, in the sense that similar to the abelian case (see,
e.g., [5]) another set of dual variables is introduced such that the constraints are automatically fulfilled.
Finally it will be interesting to understand the deeper origin of the signs from the color flux crossing, and
in particular to explore the possibility of a resummation.
Acknowledgements: We thank Falk Bruckmann for interesting discussions. This work is supported
by the FWF DK W1203 ”Hadrons in Vacuum, Nuclei and Stars” , and partly also by the FWF Grant.
Nr. I 1452-N27, as well as the DFG TR55, ”Hadron Properties from Lattice QCD”.
References
[1] S. Chandrasekharan, PoS LATTICE 2008 (2008) 003 [arXiv:0810.2419 [hep-lat]].
[2] P. de Forcrand, PoS LAT 2009 (2009) 010 [arXiv:1005.0539 [hep-lat]].
[3] C. Gattringer, PoS LATTICE 2013 (2014) 002 [arXiv:1401.7788 [hep-lat]].
[4] J.M. Drouffe and C. Itzykson, Phys. Rept. 38 (1978) 133.
[5] R. Savit, Rev. Mod. Phys. 52 (1980) 453.
[6] R. Anishetty and H. S. Sharatchandra, Phys. Rev. Lett. 65 (1990) 813.
[7] R. Anishetty, S. Cheluvaraja, H.S. Sharatchandra and M. Mathur, Phys. Lett. B 314 (1993) 387
[hep-lat/9210024].
[8] I. G. Halliday and P. Suranyi, Phys. Lett. B 350 (1995) 189 [hep-lat/9412110].
[9] R. Oeckl and H. Pfeiffer, Nucl. Phys. B 598 (2001) 400 [hep-th/0008095].
[10] J.W. Cherrington, D. Christensen and I. Khavkine, Phys. Rev. D 76 (2007) 094503 [arXiv:0705.2629
[hep-lat]].
[11] J.W. Cherrington, Nucl. Phys. B 835 (2010) 29 [arXiv:0908.1889 [hep-lat]].
[12] J.W. Cherrington, Nucl. Phys. B 835 (2010) 51 [arXiv:0908.1893 [hep-lat]].
[13] N.D. Hari Dass, Nucl. Phys. Proc. Suppl. 83 (2000) 950 [hep-lat/9908049].
[14] N.D. Hari Dass, Nucl. Phys. Proc. Suppl. 94 (2001) 665 [hep-lat/0011047].
[15] N.D. Hari Dass and D.S. Shin, Nucl. Phys. Proc. Suppl. 94 (2001) 670 [hep-lat/0011038].
19
[16] J.W. Cherrington, Nucl. Phys. B 794 (2008) 195 [arXiv:0710.0323 [hep-lat]].
[17] J.W. Cherrington and J.D. Christensen, Nucl. Phys. B 813 (2009) 370 [arXiv:0808.3624 [hep-lat]].
[18] J.W. Cherrington, PoS LATTICE 2008 (2008) 050 [arXiv:0810.0546 [hep-lat]].
[19] J.W. Cherrington, arXiv:0910.1890 [hep-lat].
[20] P. de Forcrand and M. Fromm, Phys. Rev. Lett. 104 (2010) 112005 [arXiv:0907.1915 [hep-lat]].
[21] M. Fromm, J. Langelage, O. Philipsen, P. de Forcrand, W. Unger and K. Miura, PoS LATTICE
2011 (2011) 212 [arXiv:1111.4677 [hep-lat]].
[22] P. de Forcrand, J. Langelage, O. Philipsen and W. Unger, PoS LATTICE 2013 (2014) 142
[arXiv:1312.0589 [hep-lat]].
[23] P. de Forcrand, J. Langelage, O. Philipsen and W. Unger, Phys. Rev. Lett. 113 (2014) no.15, 152002
[arXiv:1406.4397 [hep-lat]].
[24] P. de Forcrand, O. Philipsen, W. Unger, PoS CPOD 2014 (2015) 073 [arXiv:1503.08140 [hep-lat]].
[25] H. Vairinhos and P. de Forcrand, JHEP 1412 (2014) 038 [arXiv:1409.8442 [hep-lat]].
[26] A. Ranicki, ”High-dimensional knot theory”, Springer-Verlag, Berlin, Heidelberg, New York (1998).
[27] P. Rossi and U. Wolff, Nucl. Phys. B 248 (1984) 105.
[28] K. G. Wilson, Phys. Rev. D 10 (1974) 2445.
20
