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定义 1 进行关联规则挖掘的数据集记为 D，集合 I={i1，i2，
…，im}是 D 中全体项目组成的集合，I 的任何子集 X 称为 D 中
的项目集。当|X|=k 时，称集合 X 为 k-项目集（k-Itemset）。设 tk
和 X 分别为 D 中的事务和项目集，如果 X哿tk，称事务 tk 包含
项目集 X。
定义 2 进行关联规则挖掘的数据集 D 表示为：D={t1，t2，
…，tn}，tk（k=1，2，…，n）称为事务或记录（Transactions），且 tk=
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Abstract：Business activity and engineering practice always accumulate large dataset with important information.But because of the
dataset’s largeness and frequent updating，if the Apriori based algorithm is applied to incremental association rules mining，it is not
only inefficient，but also many redundant rules will be produced with low minimum support while some interesting rules will be lost
with high minimum support，which leads to the algorithm’s blunt perception to those rules.So，following genetic principle，and com－
bining with natural immune involution theory and relative bionic mechanism，this paper proposes an IOGA（Immune Optimization
based Genetic Algorithm）approach for incremental association rules mining.Experiment demonstrates the proposed method’s effective－
ness and presents its good performance in perceiving rules’subtle change，reducing redundant rules and finding interesting rules.













定义 3 数据集 D 中包含项目集 X 的事务数称为项目集 X
的支持数，记为 count（X）。项目集 X 的支持度记为 support（X）：
support（X）= count（X）|D| ×100%
（1）
其中|D|是数据集 D 的事务数或记录数，若 support（X）不小于用
户指定的最小支持度 minsupport，则称 X 为频繁项目集，简称
频繁集（或大项目集），否则称 X 为非频繁项目集，简称非频繁
集（或小项目集）。
定义 4 若 X、Y 为项目集，且 X∩Y=覫，蕴涵式 X=>Y 称为
关联规则，X、Y 分别称为关联规则 X=>Y 的前提和结论。项目
集 X∪Y 的支持度称为关联规则 X=>Y 的支持度，记作 support
（X=>Y），则有：
support（X=>Y）=support（X∪Y） （2）









定义 5 若 support（X=>Y）≥minsupport，且 confidence（X=>
Y）≥minconfidence，则称关联规则 X=>Y 为强规则，否则称关
联规则 X=>Y 为弱规则。挖掘关联规则的任务就是要挖掘出 D
中的所有强规则。
3 基于 Apriori 的 FUP 算法及分析
FUP 算法[10]是 D.W.Cheung 等人提出的增量式关联规则挖
掘算法。其算法用到的标记符号如表 1 所示。
3.1 FUP 算法思想
基于表 1 的符号定义，FUP 算法核心思想如下：




①若 X 在 db 中为频繁一项集，在 DB 中也为频繁一项集，
则把 X 放入 L
1
；










表示 X 在 DB 中出现的次数，X.count
db
表示 X 在
db 中出现的次数。如果 Support（X）≥minsupport，则把 X 放入 L
1
；
③若 X 在 db 中为频繁项集，但不在 DB 的频繁项集中，扫
描 DB 得到 X 在 DB 中的支持数，再由式（4）计算 X 的支持度


























中的每个 k+1 项集 X：




②若 X 在 DB 中是频繁项集，但在 db 中为非频繁项集，则
扫描 db 计算 X 在 db 中的支持数，再根据式（4）计算出 X 的支
持度，如果 Support（X）≥minsupport，把 X 放入 L
k+1
；
③若 X 在 DB 中为非频繁项集，但在 db 中为频繁项集，扫
描 DB 计算 X 在 DB 中的支持数，再根据式（4）计算出 X 的支
持度，如果 Support（X）≥minsupport，把 X 放入 L
k+1
；
④若 X 在 DB 中为非频繁项集，但在 db 中为非频繁项集，






















































DB 中的频繁 k 项集
db 中的频繁 k 项集
db∪DB 中的候选 k 项集




















其中 s 为基因位上的字符集大小，若采用二进制编码则 s=2，pij
为等位基因 i 在基因座 j 上出现的概率，即基因座 j 上出现等位
















Nv 表示与抗体 誨的亲合度大于 t 的抗体个数，t 为最小亲
合度阈值，取值为 t∈[0.9，1]，M 为总的抗体数量。
属性影响度：数据集 D 拥有 m 个属性，这 m 个属性组成属









其中，Tik 为第 i 条记录的第 k 个属性，且 Tik∈{0，1}，|D|为数据集
中记录数。
数据集差异度：对于两个数据集 D1 与 D2，其差异度 dif（D1，


































































































其中，sup（X）表示 X 的支持度，support 表示最小支持度阈值，




度，首先应该把非关键属性过滤掉，即：数据集 Dd 中第 k 个属
性影响度为 Ek，若 Ek<a×support（其中 a，support 与式（12）中的
相同），则此列不参与计算。
（4）算法描述
①计算原始数据集 D 中每个属性的影响度 E1，E2，…，Em
（其中 m 为属性减约后的属性个数）；
②计算新增数据集 d 中每个属性的影响度 e1，e2，…，em；
③计算 D 与 d 的差异度 dis1=dif（D，d）；
④对于③中的 dis1：
当 0<dis1<0.5 时，从 D 中选择 dis1×|D|条记录形成 D′；
当 0.5≤dis1<1 时，从 D 中选择（1-dis1）×|D|条记录形成 D′；
⑤计算 D′与 D 的差异度 dis2=dif（D，D′），如果 dis2 大于
指定的最小差异度阈值，转入④进行重新选择；
⑥由 D′与 d 组成新的数据集 Dd；
⑦对 Dd 中的属性列进行减约；
⑧从 Dd 中随机选择个体产生初始种群 G；




















原始数据集中有 6 000 条记录，新增的数据集分别有 1 000，
2 000，3 000，4 000 条记录。
使用 FUP 算法时，把每一条记录当一个事务进行处理。
使用 IOGA 算法时，把数据集转换为矩阵表示[3]，矩阵每一
行表示某文件所调用的 API 向量，用API 整型向量来表示属性
列，例如，对于第 i 个文件，如果它调用了 71，260，89，55 这一
API 向量列表，则矩阵第 i 行的 71，260，89，55 列值为 1，第 i行
的其他列值为 0。数据集共有 API 列表向量 2 000 个，那么矩
阵应含有 2 000 列（由于实际上每个文件所调用的 API 没有超
过100 个，因此为提高效率，计算前先对属性列进行简约）。
5.2 实验结果及分析




首先新增的 1 000 条数据与原始数据相差不大，即 dif=0.02，
其他新增的数据与原始数据存在相同程度的差异，即新增数据
为 2 000，3 000，4 000 时，其与原始数据的差异度均为：dif=0.23。
图 1 展示了 IOGA 与 FUP 在实现大数据集的增量式关联
规则挖掘时的耗时。其中，横坐标表示增加的数据集的大小，纵
坐标表示耗时。
从上图可以看出，当增加的数据为 1 000 时，由于其与原

















否为病毒文件）无关的 API 向量。因此文件调用的 AP 向量
张根香，陈海山：大规模数据集的增量式关联规则挖掘 123




































56、79 与此文件本身为病毒文件是关联的。而在 FUP 算法中
的规则 81，91，56→virus file 及 81，91，79→virus file 是规则












在新增的 1 000 条记录中有 420 个病毒文件主要调用了
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