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The Behavior of a Self-Excited System 
Acted Upon by a Sequence of Random Impulses* 
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AND 
WILLIAM E. BOYCE 
Rensselaer Polytechnic Institute, Troy, New York 
A class of self-excited equations possessing a single, stable, circular limit 
cycle 1s defined. The solutions of these equations are chosen so that they behave 
similarly to the solutions of a more general class of equations. A study is made 
of the responses of these equations to an infimte sequence of random impulses. 
It is shown that under certain circumstances there is a kind of equilibrium 
established between the attraction of the limit cycle and the disruption of the 
impulses. It is also shown that the response of such equations to a very general 
class of impulses is always bounded. 
1. INTRODUCTION 
The motivation for the work reported in this paper was the following 
problem: Analyze the solutions of equations of the form 
ii + u +f(u, 2.2) = i dnS(t - tn), (1.1) 
a=0 
where 
ii+u+“&zq =o (1.2) 
is the equation of a self-excited system, and {d,) and {tn.> are sequences of 
random variables. 
* This paper is based upon research partially supported by the National Science 
Foundation under Grant Number GP-9453 and is based in part upon a dissertation 
submitted by the first author to Rensselaer Polytechnic Institute in partial fulfillment 
of the requirements for the Ph.D. degree. 
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This problem is still open, but it led to the following problem posed in the 
polar coordinates r and 8: Analyze the solutions of the system 
dr/dt = f(r) + $ d& - tn), 
T&=0 
dt’jdt = g(r, O), 
where g is continuous and of one sign, f satisfies certain conditions to be given 
below, and {d,) and (tn> are as above. 
The impulses indicated in system (1.3) act radially in the phase plane and 
so are not as easily interpreted physically as the impulses in Eq. (1.1) which 
act vertically in the phase plane. On the other hand, system (1.3) is a good deal 
easier to analyze than is Eq. (1.1). As will be seen below, the analysis of the 
solution under radial impulses will yield information about the behavior 
of the solution under other types of impulses. 
The remainder of the paper is organized as follows. Section 2 contains some 
background material and introduces our notation. Section 3 is devoted to a 
discussion of the nonrandom version of the problem. A specific kind of 
“equilibrium” of a system acted upon by impulses is introduced and it is 
shown that many systems can attain this equilibrium. A result on the bound- 
edness of solutions of Eqs. (1.3) is p roved for the deterministic case. Section 4 
contains a detailed discussion of the nature of the “equilibrium” introduced 
in Section 3. Section 5 consists of examples. Sections 6-8 extend the previous 
results to the random case. It is shown how the results may be extended to a 
very general class of random impulses. 
2. BACKGROUND 
This section contains some results about random transformations and 
some lemmas which will be of use later. The idea of a random transformation 
was introduced by Hang [l]. We will use only special cases of his definitions 
and results. 
We will denote a probability space by (a, P, P). Here, Sz is a nonempty set, 
I’ is a nontrivial o-algebra on 52, P is a complete measure on I’, and P(Q) = 1. 
We will denote the set of real numbers by R. 
A random variable is a function x : G -+ R which is measurable with 
respect to P and P. 
A random transformation is a map h from the Cartesian product L? X R 
into R such that for each x E A, h(., x) is a random variable. 
A random transformation h is said to be contracting at the point x0 on the 
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interval I if x0 ~1 and if there exists a nonnegative random variable c such 
that 
and such that 
P{w : c(w) < l} = 1 
P&J : 1 h(w, xg) - h(w, x)[ < C(W) 1 x, - x I> = 1 
for every x E I. 
THEOREM (0. Hang). Let (Q, I’, I’) be a probability space and h, h1 , h, ,... 
be a sequence of continuous random transformations of the Cartesian product 
Q x R into the space R satisfying the following conditions: 
(i) There exists a function c on .Q with the property 0 < c(w) < 1 for 
almost every w E Q and a random variable x such that for every t E R 
P(w : j qw, t) - +J)I < c(w) / t - Lq(w)I} = 1; 
(ii) The sequence {hnf of random transformations converges uniformly 
(with respect to R) almost surely to the random transformation h. 
Choose the random variable x,, arbitrarily and de$ne for every n = 1,2, 3,..., 
the mapping x,+~ of the space Q into the space R by the formula 
xn+dw) = hn(w, X,(W)>- 
Then {xJ is a sequence of random variables which converges almost surely to 
the random variable 5. 
We note that according to the hypotheses, f is the random fixed point of 21, 
that is, h(w, Z(U)) = Z(U), and h is contracting at this fixed point. The theorem 
states that we have a sequence of continuous random transformations which 
converges uniformly almost surely to h. The individual members of the 
sequence need not be contraction transformations. The conclusion is that z 
can be approximated by means of a sequence of random variables starting 
from an arbitrary random variable. 
The following lemma is easily proved, and so will be presented without 
proof: 
LEMMA I. Let (d*} and {TV} be sequences of real numbers which converge 
to d and 7, respectively. Let h : R3 --t R be a continuous function. Define the 
sequence of functions {hn} by 
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and the fumtion h by 
h(x) = h(x, d, T). 
Then the sequence {hJ converges uniformly to h for x ilz any closed intervaE I. 
3. STROBOSCOPIC LIMIT CYCLES 
Before considering the random problem that was suggested earlier, 
we find it helpful to consider a deterministic form of the problem. Let a 
nonlinear system be described in polar coordinates by 
f =f@>, 
s = g(r, 6). (3.1) 
Let this system have a single, stable, circular limit cycle of radius a. 
We suppose now that the system (3.1) is subjected to an infinite sequence of 
radial impulses of equal magnitude at equally spaced instants of time. The 
system may then be written in the form 
f = f(r) + i d6(t - tJ, 
92-O 
where d > 0, t,, - t, = T > 0, and to > 0. 
If a single impulse of strength d hits the system at time t = to, the 
trajectory will jump a distance d radially in the phase plane and then continue 
undisturbed toward the limit cycle. However, if an infinite sequence of 
impulses impinges upon the system it is not as clear what will happen. It may 
be that the cumulative effect of the impulses will cause the solution to become 
unbounded. On the other hand, it may be that for certain values of d and r 
an equilibrium of a sort will be established between the natural attraction of 
the limit cycle and the disruptive forces of the impulses. 
In order to investigate this second alternative, we formulate the following 
criterion for equilibrium. We search for combinations of d and T for which 
there exists a number R*(d, T) such that if R(t) is the solution of (3.2), then 
the sequence 
approaches R*(d, T) as t --f co, or equivalently, as n -+ co, The number 
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R(t,-) is the distance from the origin of the phase plane to the point on the 
trajectory just prior to the action of the n-th impulse. 
In the phase plane this means that there is a circle Y = R*(d, T) which acts 
something like a limit cycle, in that as n -+ co the minimum value that R(t) 
reaches between impulses approaches R*(d, T). For reasons indicated below, 
we shall call the circle Y = R*(d, ) T a stroboscopic limit cycle. (This term was 
suggested by the stroboscopic method of Minorsky [2]). 
Let us suppose that we have found a pair of numbers d and r for which 
a stroboscopic limit cycle exists. While the circle r = R*(d, 7) is not usually 
the limit cycle for the original system (3. l), it does reflect some of the proper- 
ties of a limit cycle. In fact, if one were to look at the trajectory of the system 
(3.2) only at times just before impulses occurred, he would be unable to 
distinguish r = R*(d, T) from a limit cycle. He would get a stroboscopic 
picture of the trajectory and would see only the points R(t,-), n = 0, 1,2, 3,... 
See Fig. 1. If the trajectory started away from Y = R*(d, T), the observer 
FIG. 1. The observer sees only the points p, = R(t,-), p, = R(t,-),... . 
would see a sequence of points approaching r = R*(d, T) in a manner 
similar to what he would see if he took a stroboscopic sample of a trajectory 
of (3.1) approaching r = a. If the trajectory started very near r = R*(d, T), 
he would see a sequence of points staying near r = R*(d, r), and he might 
think he was witnessing some sort of orbital stability. If the trajectory started 
on Y = R*(d, T), he would think that it remained on r = R*(d, T) for all t 
(see the Remark following Corollary I). These types of behavior are all 
associated with ordinary stable limit cycles. 
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We now show that stroboscopic limit cycles exist under certain relatively 
mild conditions on the function f. A function f will be said to be of class A 
if the following conditions are met: 
(A.1) f is continuous, f(a) = 0 for some a > 0, (r - a)f (r) < 0 
for Y > 0; 
(A.2) 1 f j is strictly increasing on r > a; 
(A.3) j: &F(P) converges if b > a; 
(A.4) sz drlf(r) diverges (to --co) for any b > a. 
The role played by each of these conditions will become apparent later. 
For the moment we note that conditions (A.1) and (A.2) insure that the 
circle Y = cz is the only limit cycle for the system (3.1), and that this limit 
cycle is stable. 
In order to analyze the system (3.2) it is helpful to reformulate it as a 
sequence of initial value problems: 
The point (r. , 0,) is the point on the trajectory just before the first impulse 
hits. We will now establish the following result: 
THEOREM I. Let f be of class A, let g be continuous, Lipschitxian, and of 
one sign, and let t,, - t, = 7. Then the system (3.2) has a unique stroboscopic 
limit cycle for each positive d and r. 
Proof. For notational convenience, let X, = rJt,>. Then it follows from 
Eqs. (3.3) that 
(3.4) 
To prove the theorem it will suffice to show that the sequence (xn) generated 
by (3.4) converges to a unique limit for each positive d and T, 
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To this end, we note that for d and 7 fixed the equation 
s 2/ c+& =T (3.5) 
determines y implicitly as a function of x [by conditions (A.l) and (A.2)]. 
Let this function be denoted by h(.; d, T), that is, y = h(x; d, T). The 
sequence (xn} is then generated recursively by 
X n+l = 4~; 4 4 (3.6) 
By a well-known contraction mapping theorem, we will have shown that 
the sequence (xn} converges to a unique limit for arbitrary x,, > a if we show 
that 
(i) h : [a, XI) -+ I for some closed interval I C [a, 00); 
6) I x,+1 - x,1 <c/x,-xX,-,1, c < 1. 
Condition (i) insures that x, ~1, n = 1,2,..., while x0 need not be in 1: 
To show that condition (i) is satisfied, we note that by conditions (A.3) and 
(A.4) there must exist a number c > a such that 
s E dr mfo=7. (3.7) 
Thus for each x 2 a, we have y = h(x) < f. By condition (A.4), y > a, 
so we may take I = [a, f-j. (Recall thatf(r) < 0 for Y > a.) 
To verify that condition (ii) holds we differentiate Eq. (3.5) with respect 
to x to obtain 
h’(x) = y’ = f(Y) 
f(x + 4 I wu’ 
Since a<y<x+d and since If/ is strictly increasing for x 2 a, 
we have 
I W4l = IfbM@ + 41 -=c 1, x > a. w 
From Eq. (3.8) we see that h’ is continuous for x in I. Since / h’(x)/ < 1 
on the closed interval I, it follows that SUP,,~ I h’(x)/ = c < 1 for some c. 
From (3.6) and the mean-value theorem we have for n > 2 
I x7&+1- x, I G I +)I I %a - %-1 I> ‘% E I. 
< c I x, - x,- 11. 
This completes the proof of Theorem I. 
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COROLLARY I. If {x~) is the sequence of Theorem I, then x, -+ X, where 
Remark. The number 3, the fixed point of h, is the R*(d, T) of the 
discussion at the beginning of this section. It is because R*(d, T) is the fixed 
point of h that, in the stroboscopic view, the trajectory seems to remain on 
the circle r = R*(d, T) if it begins on that circle. 
COROLLARY II. The number 5 of Corollary I satisfies 
where [ is dejined by Eq. (3.7) in the proof of Theorem I. 
It is from Corollary II that we may deduce information about nonradial 
impulses. This will be discussed for the random case in Section 8. 
4. DEPENDENCE OF 7 = R*(~,T) ON d AND T 
It is of interest to see how R*(d, T), the radius of the stroboscopic limit cycle, 
depends upon d and 7. We have already found in Corollary II that R*(d, 7) < 5, 




The value of 6 is independent of d. Thus, no matter how strong the impulses 
are, the system always returns to an r-value less than E before the next impulse. 
THEOREM IX. Under the conditions of Theorem I, 
(i) ForJixed r, R*(d, T) increases as d increases and lim,,, R*(d, T) = 6. 
Thus the upper bound of Corollary II cannot be improved. 
(ii) For fixed 7, R*(d, T) decreases as d decreases; in fact, 
$i R*(d, T) = a. 
(iii) ForJixed d, R*(d, T) decreases as 7 increases and lim,,, R*(d, r) = a. 
(iv) ForJixed d, R*(d, ) T increases as 7 decreases and lim,, R*(d, T) = OS. 
Proof. When convenient we will let E = R*(d, T). 
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(i) By using Corollary I, it is easily shown that aR*/ad > 0; thus 
R*(d, T) increases with d. As d -+ cc the lower limit of integration in 
approaches infinity. Since the equality must be maintained as d + co, 
it follows that %-+ t. 
(ii) R*(d, 7) decreases with d since aR*/ad > 0. To show that f--t a, 
note that for some p (which depends on d), f < p < f + d, 
To maintain the equality as d + 0, it is necessary that p --+ a since a is the 
only zero off. Since f > a, it follows that I + a. 
(iii) The proof is similar to that of part (ii). 
(iv) The proof is similar to that of part (i). 
These results are intuitively appealing. As the impulses become weaker 
(d -+ 0), the trajectory will be disturbed less and so is able to approach the 
limit cycle Y = a. If the strength of the impulses is held constant but their 
frequency increases (T + 0) we would expect the trajectory to be driven 
farther away from the limit cycle. 
5. GEOMETRIC INTERPRETATION, EXAMPLES 
Theorems I and II admit an interesting geometric interpretation. Suppose 
that an impulse displaces the trajectory from a distance X, from the origin 
to a distance X, + d from the origin. The trajectory will then fall back to a 
distance x,+i from the origin before the next impulse hits, with x,+r being 
determined so that the area shown in Fig. 2 is equal to r. Then the impulse 
hits again, moving the trajectory to r = xn+r + d, and so on. 
It can be shown that if xi > x,, the sequence (xJ is monotone increasing, 
and if xi < x,, the sequence is monotone decreasing. Since we have already 
shown that the sequence is bounded, this provides another proof of the 
convergence of {xn}. 
As an example, consider 
f(r) = r(a - r)/a. 
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FIG. 2. A geometric mterpretation. 
Clearly, f is of Class A. In this case we can calculate the radius of the strobo- 
scopic limit cycle by solving 
Carrying out the integration indicated in Eq. (5.1), we find that z must satisfy 
LP * (d - a)Z - ad(1 - P-1 = 0, 
so that 
0% = R”(d, T) = *[(a - d) + d(u - d)2 + 4ad(l - e-)-l]. 
In this particular case, parts (ii)- of Theorem II are easily verified. 
The verification of part (i) is not as straightforward, due in part to the fact 
that the quadratic equation becomes singular as d -+ co, but some elementary 
analysis yields 
By Theorem II we must have f = a/(1 - e-T). This result can also be 
obtained by calculating 6 directly from Eq. (3.7). 
In most cases the problem of finding R*(d, T) is not tractable, but the 
upper bound 6 can sometimes be found. For example, consider 
f(r) = r(a2 - r9/2a2. 
In this case the equation for z is a quartic polynomial equation, so finding X 
exactly is impractical. On the other hand, we can find the least upper bound 4 
by solving 
s 
5 2a2 dr 
co +2 - r”) = TO 
5%b2/3-3 
448 
We find that 
SO 
Thus, by Corollary II, 
a 
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t2/(t2 - a”) = e*, 
f2 = a”/(1 - e-7). 
R*(d, T) < a/[1 - e--7]1/2. < 
By Theorem II (i), we would expect that if d is large, then R*(d, T) is 
approximately equal to a/(1 - e-T)1/2. 
Results analogous to Theorem I can also be established under somewhat 
more general conditions. For example, if 1 f 1 is not monotone, then there 
may be several possible stroboscopic limit cycles. Which one is realized by 
the system depends on the magnitudes of d and r. Similarly, if condition (A.3) 
is abandoned, then the boundedness of the stroboscopic limit cycle is lost, 
and the trajectory of the system may recede to infinity in the phase plane. 
6. THE RANDOM CASE 
With the discussion of the deterministic case as background, we now turn 
to a consideration of the random case. Several random versions of the problem 
are possible. We will consider the case of impulses of random strength 
occurring at random times and will search for conditions which will insure 
the existence of a random stroboscopic limit cycle. 
We introduce a sample space S2 and a probability measure P on 9. The 
basic system to be considered is 
p’ = f(r) + f d,(w) s(t - G&J)>, 
1L=O 
e = g(r, e>. 
(6.1) 
In this system {dn} and {tn} are sequences of positive valued random 
variables. The undisturbed system is taken to obey the same hypotheses as 
in Section 3. 
Some additional comments must be made about the sequence (in}. In order 
for the impulses to occur in the same order as their indices n = 0, 1, 2,... 
we must require that for each w E Q 
G&J> - 4L(w> > 0, each n. 
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This is equivalent to requiring that the sequence (t,J be generated by 
to = to 9 
t, = to + *o , 
t, = to + 70 -k 71 , 
t n+1 = to + 70 + 71 -+- ... + 7, f 
where the 7, are positive valued random variables. It follows that 
7, = tn+l - t, . 
As in the deterministic case, we reduce system (6.1) to a sequence of initial 
value problems. For each w we have 
4, = f(Y2); r&(w)) = rl(tl(~3) + k(w) 
tl(“) < t < tdW) : Is, = g(r, &); L9‘&(w)) = O,(t,(w)) 
C 6.2) 
tn(u) < t < tlz+l(u) : 
1 
pl == yn+& rn+&nb)> + 44~) 
?a+1 rn+l , h+& %+dt,(~N = Mt,(~)>. 
The radial solution R of this system will be a random function. We will 
establish conditions on the sequences {c&J and (tJ which will insure that the 
sequence (R(w, tn-(co))] converges almost surely to some random variable 
Ii*, that is, 
P{w : R(w, t,-(w)) -+ R*(w)] = 1. (6.3) 
The symbol t- stands for the left-handed limit, as in Section 3. 
This extends the idea of a stroboscopic limit cycle. For each w in the set 
in braces in (6.3), Y = R*( w is a stroboscopic limit cycle in the sense of ) 
Section 3. The entire collection of such circles for various w will be called 
a random stroboscopic limit cycle. Each of the circles in the collection will be 
called a realization of the random stroboscopic limit cycle. 
THEOREM III. Let f be of class A, let g be continuous, Lipschitxian, and of 
one sign, and let the sequences fdn> and (~3 be as de$ned above. Suppose the 
450 THOMAS AND BOYCE 
sequences (d-1 and (73 converge almost surely to limits d and ?, respectively, i.e. 
and 
P{w : d,(w) + c?(co)} = 1 (6.4) 
P{w : T,(W) -+ Q(w)) = 1. (6.5) 
Then a unique random stroboscopic limit cycle exists for the problem (6.1) 
with realizations for almost all w. 
Proof. The proof and notation are much like those in the proof of 
Theorem I. Define hn(u, x) by yn = h,(w, x) = h(x; d%(w), am), where 
yn is defined by 
Define 6 by h(w, x) = h(x; J(U), T(W)). The sequence (hn> converges 
uniformly almost surely to h by Lemma I. 
Since K satisfies 
h is a contraction map, by the same sort of argument as used in the proof of 
Theorem I. Thus by Hang’ Theorem, the iteration scheme 
~n+d~> = h&, x,(w)> 
converges almost surely to a unique random variable Z. This random variable 
is the radius of the random stroboscopic limit cycle; its values are the radii 
of the realizations, i.e., z = R*. 
The result requires that the disturbances level out as time passes. The 
time intervals must become more and more uniform and the strengths of the 
impulses must become more nearly equal. The theorem guarantees the 
existence of a random stroboscopic limit cycle provided that each realization 
of the random problem (that is, the problem for fixed w) approaches the 
deterministic problem considered in Section 3, having fixed strength and 
time interval, as t + co. 
In a sense this is the best that can be expected. Suppose, for example, that 
the’ sequence (T%> considered above did not converge, as required by the 
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theorem. In particular, suppose that the sequence (t,J is generated by 
so that 
t - t, = Tl ’ I 
n even and n = 0, 
124-l 
To 9 n odd. 
Then {TV> does not converge, but has the points of accumulation 71 and 7. . 
Suppose that d is a random variable. Then there will be two subsequences 
of (~~1 which converge to different limits, so there is no liiit for the whole 
sequence. 
We have contradicted one of the hypotheses of Theorem III and have 
found that no random stroboscopic limit cycle exists. A similar conclusion 
follows if the condition on the sequence (dn> is violated. 
It should be pointed out that no assumptions have been made concerning 
the statistics or independence of the random variables (da] and (t,J. 
Theorem III is an existence theorem; it does not provide a method of 
finding the statistics of the radius of the random stroboscopic limit cycle, 
even though for each value of w the radius can be approximated by an 
iteration scheme. The problem of finding the mean and variance of the radius 
of the random stroboscopic limit cycle is formidable in the general case. In 
some special cases, however, some progress can be made. 
It may be possible to find an explicit formula for f as in one of our examples 
above. Sometimes approximation techniques can be used. For example, let 
f(r) = +z2 - r2)/22, 
and let the impulses take the special form 
f dS(t - t,), t,, - t, = r > 0, 
where d is a positive random variable which takes on only small valnes, and r 
is a constant. In this case it can be shown [3] by means of a perturbation 
expansion in d that the mean of Ii* is given by 
CR*> = a + [@/(l - P)](d) + O(d2), 
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and that the variance of R* is given by 
u& = [emzcT/(l - e-cT)2] ~3~ + O(d3), 
where < . ) is the expectation operator and ud2 is the variance of d. 
If T is small, that is, if the impulses come rapidly, the variance of R* is 
large in comparison with the variance of d; the values of the radius are fairly 
well spread out about the mean of R *. If the impulses come slowly, for 7 
large, the variance of R* is small; the values of the radius are more concen- 
trated about the mean. 
7. BOUNDEDNESS OF SOLUTIONS 
In this section we consider the boundedness of the solutions of the types of 
problems considered above. Using the results obtained from the investigation 
of radial impulses we are able to prove boundedness of solutions under a wide 
variety of impulses, both random and deterministic. These impulses can be 
vertical, radial, or anything in between. 
THEOREM IV. Let (Q, I’, P) be a probability space. Let f be of Class A and 
let g be continuous. Let {d,} be a sequence of random functions, and let {tn) be 
a sequence of positive valued random variables which satisfy 
(i) There is a positive constant d such that P(w : 1 d,(w, t)] < d $or 
positive t and n = 0, 1, 2,...} = 1; 
(ii) tnfl - t, = 7, , where the r, are positive random variables; 
(iii) There is a positive constant 7 such that P(w : TJW) > 7, each n> = 1 
Then regardless of the initial conditions, the solution of the system 
f = f (y) + 2 dn(w, t> a(t - t3 
TT=O 
s = g(y, e> (7.1) 
is almost surely bounded. Moreover, the trajectory of (7.1) is almost surely 
contained within the circle r = .$ -/- d, where .$ is deJined by 
Proof. Let E be the set on which conditions (i)-(iii) hold simultaneously. 
Then EEI’and P(E) = 1. 
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If after an impulse the trajectory begins inside the limit cycle, then it will 
stay inside the limit cycle, and so is bounded. 
For w E E, suppose that as a result of the k-th impulse the trajectory 
begins outside the limit cycle. Then, regardless of where the trajectory 
begins, by Corollary II it must enter the circle Y = & where & is defined by 
before the next impulse hits. This circle is within the circle Y = E. Since 
/ &(w, t,(w))\ < d, the largest radial distance from the origin that the 
trajectory can be displaced by the (K + I)-st impulse is f + d. Thus the 
result is proved. 
Basically, this result states that as long as the strength of the impulses is 
bounded above and their frequency is bounded above (tn+l - t, bounded 
below), the solution is bounded. In particular, there is no “resonant” 
frequency of impulses which will cause unbounded solutions. Furthermore, 
it is impossible to pick the strengths and frequencies of the impulses so that 
they will reinforce each other to cause unbounded solutians. It is also 
impossible that the cumulative effect of infinitely many impulses can cause 
the solution to become unbounded. 
8. MORE GENERAL IMPULSES 
It should be noted that we have made no use of the equation 4 = g(r, 8). 
We can adjust this equation to produce impulses other than radial impulses. 
Since f is independent of 0 and stroboscopic limit cycles are radial phenomena, 
the conclusions reached above all hold for any form of the equation 6’ = g(r, 0) 
which guarantees that a solution exists in the first place. For example, consider 
this analog of Theorem III: Let f, g, {d,}, {tn} be as in Theorem III. Consider 
1: = f(r) + -f d&t - t,>, 
T&=0 
(8.1) 
e = g(Y, e) + 5 d,'tyt - tn), 
VZ=O 
where {d,‘} is a sequence of random functions. Since this system can be 
written as a sequence of initial value problems, we are guaranteed that a 
unique solution for the initial value problem for (8.1) exists. The arguments 
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of Theorem III thus guarantee that (8.1) h as a unique random stroboscopic 
limit cycle. 
Thus we see that an analysis of radial impulses can be used to provide 
information about other types of impulses. 
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