Abstract. An On 3 mathematically non-iterative heuristic procedure that needs no artificial variable is presented for solving linear programming problems. An optimality test is included. Numerical experiments depict the utility/scope of such a procedure.
Introduction
The simplex method [6, 23] ± an exponential time (non-polynomial time) algorithm ± or its variation has been used and is being used to solve almost any linear programming problem (LPP) for the last four decades. In 1979, Khachiyan proposed the ellipsoid method ± the first polynomial-time (interior-point) algorithm ± to solve LPPs [13] . Then, in 1984, Karmarkar suggested the second polynomial time On 3X5 algorithm based on projective transformation [11, 12, 22, 24] . Unlike the ellipsoid method, Karmarkar method appears to solve very large LPPs faster than does the simplex method. However, most of the available software packages that we know of for solving LPPs are still based on the simplex algorithm (SA) or a variation of it. Both the ellipsoid method and the Karmarkar method are mathematically iterative and need many times more computing resources than does the SA certainly for small LPPs and possibly for reasonably large LPPs. Consequently, none of these are so far popular nor are they known to be used commercially extensively like the SA.
There exists no mathematically direct algorithm to solve LPPs like the ones (e.g., Gauss reduction with partial pivoting) to solve linear systems. In fact, if we view the LPP geometrically it would not be far to see why it is difficult to have a non-iterative algorithm (where the exact number of arithmetic operations is known a priori).
The word iteration has one meaning in computer science and a different meaning in mathematics. For example, the multiplication of two n Â n matrices A a ij and B b ij to get the matrix C c ij , where c ij n k1 a ik b kj , in the usual way is iterative in computer science while it is non-iterative or, equivalently, direct (i.e., we know the exact number of operations to obtain c ij beforehand) in mathematics. In fact, iteration means simply repetition in computer science.
Each linear equation in a linear system represents a hyperplane geometrically. The intersection of all the hyperplanes corresponding to the equations in the linear system will be a convex region. The portion of this region that falls [32, 19] in the first quadrant (i.e. in the non-negative region) is defined as a polytope.
In the LPP``minimise c t x (objective function) subject to Ax b (linear constraints), x ! 0 (non-negativity condition)'', Ax b and x ! 0 (null column vector) define the polytope. One of the corners of the polytope is the required solution. We know exactly the direction of search, viz., the direction of the vector c; but we do not know the point or location from which we should start in the direction of c. If we already know this location then all LPPs can be solved mathematically directly just as we can solve linear equations directly. Since we do not have the knowledge of this location, we use some kind of trial and error procedure or a procedure which is implicitly a trial and error one to finally hit upon the optimal solution. For example, in the polytope-shrinking interior-point method [19] we start from a centre (middle) of the polytope (which appears quite reasonable) and proceed in the direction of c. Since the centre does not happen to be the required location, we hit a hyperplane instead of the desired corner. This will help in deciding the next location by some means; for example, a hyperplane normal to c could be drawn from the point of hit such that the resulting (greatly shrunk) polytope above the hyperplane will be the one for the next search. We again start from a centre of the shrunk polytope and proceed in the direction of c. We continue this process till either we hit the desired corner or determine this corner uniquely from the remaining hyperplanes by solving the equations corresponding to these hyperplanes.
Can we really solve LPPs directly in On 3 operations just like the way we solve linear systems? The proposed procedure is essentially an attempt to answer this question. We have been able to find out a few problems where the procedure does not give the optimal solution. However, even if it does not, this heuristic procedure still gives a basic feasible solution quite close to the actual optimal solution with, however, a set of basic variables different from the actual ones. One can make use of this solution to obtain the optimal solution in a fewer iterations through the revised simplex procedure [35] or a variation of it.
In x 2, we describe the direct heuristic algorithm for linear programming (DHALP) and discuss a few results concerning the algorithm. We illustrate the procedure by numerical examples and state our observations including effectiveness of the procedure through numerical experiments in x 3, while in x 4 we include the conclusions and specifically demonstrate that the proposed heuristic algorithm is distinctly different from the popular SA not only in not considering the artificial variables but also in the detection of the basic variables deterministically. Also we compare the DHALP with interior-point [13, 19, 29, 36] and other methods including the inequality sorting algorithms [15, 17] .
Direct heuristic algorithm
We first present here the LPP along with the DHALP without any comment or justification and then discuss a few results on the DHALP and on its computational/space complexity.
The LPP. Let the LPP be written in the form (without loss of generality) minimize z c t x subject to Ax bY x ! 0 1 where A a ij is an m Â n constraint matrix, c c i is an n Â 1 column vector, b b j is an m Â 1 column vector, t indicates the transpose, and 0 represents the n Â 1 null column vector.
2X1
The DHALP with optimality test
The inputs are AY bY c while the outputs are the n Â 1 solution vector x x i , the value of the objective function z, and the comments based on the optimality test. [28] . Hence the LPP is infeasible and we terminate the DHALP. A will be termed as the p-inverse of A in the rest of the article. Why the term p-inverse?' is explained in the article by Lakshmikantham et al [16] .
The general solution of the linear system Ax b, where the vector b may be zero or not, is x A b AE Pz, where P I À A A is the orthogonal projection operator that projects any arbitrary vector z orthogonally onto the null space of the matrix A. We are essentially computing a point (represented by a vector in an n-dimensional space) c H in the null space of the matrix A in the step S.3. If we write x d À c H s k A b ÀI À A Acs k , we can easily see that the solution vector x is of the form A b À Pz, where cs k corresponds to the arbitrary column vector z. The scalar s k in the step S.3 is computed so as to (i) make one (or more) element x i of x zero, i.e., to make x i nonbasic and (ii) reduce the value of the objective function. The step S.3 has also the effect of pushing the solution vector x into the polytope [19, 32] if it is not already in it. Sometimes, rarely though, a true basic variable x i may turn out to be zero and hence nonbasic. Under which necessary and sufficient condition does an actual basic variable become nonbasic or, equivalently, what would be the conditions/restrictions on A, b and c so that the DHALP becomes a regular direct algorithm? This is an open problem which needs to be explored.
In the step S.4 we remove the variable x i whose value has become zero once for all ± quite often this x i is nonbasic; at least in our numerical experiment, in over 95% problems, x i with zero has been nonbasic.
The step S.5 includes a stopping condition while the step S.6 is the output step in which we may include appropriate comments for degenerate, infeasible, unbounded (without a lower bound) or infinite solution cases.
The optimality test is carried out in the steps S.7, S.8, and S.9. Usually the basis B will be a nonsingular (square) matrix. Testing for the optimality of the solution is straightforward. If B is rectangular m`n then we append one (or more) row to B and one (or more) corresponding element to b so that the resulting matrix B and resulting vector b do not change x, and B turns out to be square nonsingular. We then carry out the optimality test as in steps S.7, S.8, and S. 9 .
If the test fails, i.e., if not all z j À c j 0 then we may use this basis B, without wastinga throwing away the computation due to the DHALP, in the revised SA to get the optimal solution in a comparatively few steps.
2X3 Complexity of the DHALP
We present here the order of computational and space complexities for the DHALP. We need, in the step S.2, (i) Omn 2 operations to compute the p-inverse of A, i.e., A for the m Â n constraint matrix A [31, 10, 14] , (ii) Omn operations to compute the n Â 1 vector d A b and (iii) Omn operations to compute the m Â 1 vector e Ad. In step S.3, we may compute the orthogonal projection operator P I À H I À A A directly (without computing A or A A using the concise algorithm for linear systems [18, 32, 19] However, instead, we compute the n Â n matrix H A A in Omn 2 operations, c H I À Hc in On 2 operations, the scalar s k in On operations, and the n Â 1 solution vector x d À c H s k in On operations. We need, in the step S.4, Omn operations for the removal of one column of A, one element of c, one dimension for the number of columns n of A, and for shrinking A and c including keeping an index counter for the variable x i that has been removed. For computing d in this step we need not have to compute A from the original shrunk matrix A; instead, we compute A from the most recently computed A . Thus we need Omn operations to compute d.
While repeating step S.5, we need not have to compute the p-inverse A of the shrunk matrix A (as stated in the foregoing paragraph), that needs Omn 2 operations. We compute, instead, the new A from the most recently computed A in Omn operations by the procedure PISM:
The procedure PISM: Let the current matrix A and its known p-inverse A be denoted by A k1 and A k1 , respectively where A k A k1 without the qth column. We know both A k1 and A k1 as well as the column number q. Also, let A k1Àq A k1 without the qth row, ath column of A k1 , and b tth row of A k1 . Then
where
Here r needs Om operations, A k1Àq a q needs Onm operations. The foregoing addition takes Omn operations. Hence, the computation of each successive shrunk A needs Omn operations. The validity of eq. (2) can be easily verified by working backwards in Greville's algorithm where the qth row of A k1 b t q is already known [10, 14] . The computational complexity of the optimality test is as follows.
Step S.7 needs Omn operations to compute y t for a nondegenerate bounded LPP ± here B À1 is just the final A . Otherwise, it will take Om 3 operations. The step S.8 on the other hand, requires just Om operations to compute z j À c j .
So far as the space complexity is concerned, we mainly need mn locations to store the constraint matrix A, m and n locations to store b and c, respectively. During the successive removal of the elements of x, we will be shrinking A as well as c. Although this will reduce the need for the storage locations, this reduction may not be significant. We also need storage space for the program corresponding to the DHALP, which is not significant. Hence the space complexity is Omn.
Examples
We illustrate the DHALP by considering a few typical numerical examples. We also present an example where the DHALP has given a solution close to the optimal one (but not the optimal one), and demonstrate how to arrive at the optimal solution starting from the output (solution) of the DHALP. 
We write the LPP as the one with equality constraints as follows S.1a: indexarray 0 0 0 0 0 t .
We remove x 3 since it has become zero, i.e., nonbasic. Hence we remove the third column vector of A and the third element of c, i.e., c 3 . We then shrink the 3 Â 5 matrix A and the 5 Â 1 vector c to the 3 Â 4 matrix and 4 Â 1 vector and call them once again A and c, respectively. The indexarray that keeps track of which element of x has become 0, i.e., nonbasic, now becomes 0 0 3 0 0 t . Replace n by n À 1, i.e., n is now 4.
S.5: Now we go back to the step S.3.
We compute the new A from the current A in Omn operations using the procedure PISM as follows. Let the current matrix A be denoted by A k1 , i.e., 
Let A k A k1 without the qth column. Here q 3. So we remove the third column of the original matrix A. Hence 
We remove the last element of x since it has become zero. Hence we remove the last column of A and the last element of c. We then shrink the 3 Â 4 matrix A and the 4 Â 1 vector c to the 3 Â 3 matrix and 3 Â 1 vector and call them once again A and c, respectively. The indexarray now becomes 0 0 3 0 5 t which means that the elements x 3 and x 5 have become nonbasic. Replace n by n À 1, i.e., n is now 3. S.5: We now go back to step S.3.
S.3: H A
A is the unit matrix of order 3. 
S.3:
c H I À Hc 1X0769 À 3X0769 À 7X0769 2X0000 À 2X4615 t Y s k À3X x x 1 x 2 x 3 x 4 x 5 t 26X1538 13X8462 À 26X1538 0 À 16X9231 t .
S.4:
We remove x 4 since it has become zero. Hence we remove the fourth column vector of A and the fourth element of c. Indexarray 0 0 0 4 0 t .
S.5: We now go back to the step S.3.
S.3:
The matrix A is computed using the procedure PISM in Omn operations since the current A and A are known and can be used. 0 for all i, we cannot compute s k . The final solution is x x 1 x 2 x 3 x 4 x 5 t 60 À 20 À 60 0 0 t that contains two negative elements, viz., x 2 À20 and x 3 À60, violating the nonnegativity condition. Hence the problem is infeasible.
Remark. It may be seen in the foregoing minimization (infeasible) problem that the value of the objective function increased; in a feasible case the value decreases for each successive removal of an element of x.
Example 4 (Infeasible LPP with Ax b consistent) min z À3x 1 À 2x 2 sXtX 2x 1 x 2 2 3x 1 4x 2 ! 12
S.1.a: Indexarray 0 0 0 0 t .
S.2: d
We remove x 3 since it has become zero. Hence we remove the third column vector of A and the third element of c.
S.5: We now go back to step S.3.
S.3:
We remove x 1 since it has become zero. Hence we remove the first column vector of A and the first element of c.
S.3: H A
A is now the unit matrix of order 2. c H I À Hc 0 0 t . Since c
0 for all i, we cannot compute s k . The final solution is x x 1 x 2 x 3 x 4 t 0 2 0 À 4 t that contains one negative element, viz., x 4 À4, violating the nonnegativity condition. Hence the problem is infeasible. As in the foregoing example, here also the value of the objective function increased. 0 for all i, we cannot compute s k . S.6: Output z c t x À9 Â 2 0 Â 0 À18 and
We subject the solution (basic) to the optimality test. Here 
S.9:
As all the z j À c j values are negative, the DHALP has given us the optimal solution to the degenerate problem with the basic variable x 3 0.
Optimal solution x 0 2 0 0 t Y z À18.
Example 6 (Infinity of solutions)
We remove x 3 since it has become zero. Hence we remove the third column vector of A and third element of c. 0 for all iY s k is not computable.
We subject the solution (basic) to the optimality test. Here
When we have the number of equations less than the number of variables and the solution is bounded, we append additional rows to the rectangular basis matrix B so that the resulting B is nonsingular (square). The corresponding righthand side value of the new element of b is then computed using the solution vector x. The columns p j (of A) corresponding to the nonbasic variables x j are appended by zeros so that their dimension is compatible with the order of the basis B (i.e., the number of elements in p j the order of B). This appendage (by zeros) is equivalent to appending null rows to A and corresponding zero elements to b. The optimality test is then performed. 
S.3:
We remove x 3 since it has become zero. Hence we remove the third column vector of A and the third element of c. Indexarray 0 0 3 0 0 t .
We remove x 1 since it has become zero. Hence we remove the first column vector of A and the first element of c. indexarray 1 0 3 0 0 t .
d A b 6X0000 4X0000 48X0000 t X S.5: We now go back to step S.3.
S.3: H A
A is the unit matrix of order 3. Sincc c
0 for all i, we cannot compute s k .
S.6: Compute z c t x À800 Â 6 0 Â 4 0 Â 48 À4800.
Output x x 1 x 2 x 3 x 4 x 5 t 0 6 0 4 48 t Y z À4800.
We subject the solution (basic) to the optimality test. Here x 1 0X25x 4 À 8x 5 À x 6 9x 7 0 x 2 0X5x 4 À 12x 5 À 0X5x 6 3x 7 0
Conclusions
Versus simplex algorithm: The direct heuristic algorithm (DHALP) and the most popular and most widely used simplex method (SA) have the following differences. If the SA does not enter into an infinite loop [1, 3, 40] , i.e. cycling ± a situation mostly not encountered in practice ± then it will certainly provide the required solution of the LPP. The DHALP may not certainly provide the solution although in most (over 95% of the problems solved by us) problems it does. Even if it does not provide the optimal solution, it will usually provide one close to the optimal one. One may obtain the optimal one from this solution using the revised SA in a fewer steps.
The bottom-most row, viz., the Àc j row in the SA tells us whether the optimal solution is reached or not while, in the DHALP, the optimality test based on using the coefficients of nonbasic variables checks the optimality.
Each next-tableau of the SA is computed by the elementary row/column operations similar to those in Gauss reduction method for solving linear systems. Each tableau needs almost the same amount of computation. The coefficient matrix A in the DHALP looses in each step one column corresponding to the variable x i whose value becomes zero resulting in successive reduction in computations. In addition, a minimum norm least squares inverse (p-inverse) of the shrunk matrix A is calculated from the current A and the current A in O(mn) operations and not from the current A alone in O(mn 2 ) operations. A variable in the SA may enter into the basis and may go out; this may happen a number of times. In the DHALP, once a variable that leaves the basis will never enter into the basis.
The SA is exponential time (in the worst case) while the DHALP is polynomial-time direct and needs Omn 2 operations like the algorithms for solving linear systems using, for example, the Gauss reduction method.
While the SA is iterative, and the precise amount of computation in it is not known a priori, the DHALP is noniterative and the precise amount of computation in it is almost always known beforehand.
Artificial variables for`equal to' and`greater than or equal to' constraints are needed in the SA (besides surplus/slack variables) for consistency check. No artificial variable is needed in the DHALP ± consistency check is in-built.
Initial basic feasible solution is known in SA while it is unknown in the DHALP. Obtaining a (basic feasible) nonnegative solution of linear systems: If the DHALP fails to provide an optimal solution for an LPP, it will almost always provide at least a nonnegative solution, i.e., a point inside the polytope defined by Ax bY x ! 0 ± which is a very good basic feasible solution from which optimal solution could be obtained within a few iterations of the revised SA.
Versus interior-point methods: Several interior-point methods [13, 12, 36, 19] have been proposed during the last two decades for the LPP. All these methods find a point (a basic feasible solution) inside the polytope Ax bY x ! 0 and then proceed in the direction of the c-vector in search of the corner (of the polytope) that represents the optimal solution. In the SA, however, we go along a hyperplane to a corner until an optimal corner is found. All these interior-point methods and the SA are iterative. The DHALP attempts to go inside the polytope Ax bY x ! 0 and then tries to hit upon the optimal solution mathematically noniteratively.
Versus other algorithms: The inequality sorting algorithm [15, 17] and the Barnes algorithm for detection of basic variables [2, 33] are distinctly different from the DHALP in that these are iterative and deterministic.
Error-free computation with DHALP. The DHALP involves only the basic arithmetic operations, viz., add, subtract, multiply, and divide operations. It does not need squarerooting or other operations that produce irrational numbers. A bound [9, 37±39] on the solution vector x for the LPP can be easily deduced. So the error-free computation using multiple-modulus residue arithmetic or p-adic arithmetic can be implemented on the DHALP. This implementation will appear elsewhere. Most interior-point methods are not amenable to error-free computations as they involve square-rooting operations.
Degenerate, unbounded, infeasible LPPs: We have considered such LPPs in the numerical examples (x 3) and necessary discussions are included there. However, the DHALP has performed well in all these LPPs.
Small problems: We have attempted to solve small problems in which the constraint matrix A has order not greater than 20. This is mainly because of the limitation of the available computing resources including the limitation of the accuracy of computation in a PC-MATLAB at our disposal. However, a double-or multiple-precision high-level language may be used to solve reasonably large problems with a fair amount of accuracy using the DHALP. We will attempt encoding the DHALP into a high-level program (which is a significant computational problem) for large sparse LPPs in a future article.
Open problem: The problem of finding the necessary and sufficient condition under which the DHALP will produce an optimal solution of the LPP (or, equivalently, the DHALP becomes a direct algorithm) is open. A visualization of the problem geometrically may, however, provide a meaningful sufficient condition without much difficulty. Such a condition could be of some practical use but the necessary and sufficient condition, if found, will be of significant practical importance.
