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1. INTRODUCTION 
The object of this paper is to prove the foIlowing resuh: 
MAIN THEOREM. If G is a nonsolvable Jinite group in which all 2-locab 
subgroups are solvable, then G/O(G) is isomorphic to a ‘subgroup of Aut(L) 
containing Inn(L), where L is one of the following simple groups: L,(q)(q > 3); 
Z&(2*); Us(2n)(n >, 2); A, ; ll4rr ; L,(3); U,(3); 2F4(2)’ (the Tits simple group). 
In particular, any finite simpIe group with solvable 2-local subgroups is 
isomorphic to one of the groups listed in the Main Theorem. 
This result generalizes Thompson’s fundamental classification of N- 
groups, i.e., nonsolvable groups whose p-local subgroups are solvable for all 
primes p 1271. In fact, the only groups in our list that are not N-groups are 
the groups Us. 
A considerable amount of effort has been expended in attempting to extend 
Thompson’s classification theorem to the case of groups with solvable 2-local 
subgroups. As a result, a number of special cases of our Main Theo&m have 
already been established. Thus, our Main Theorem holds under any of the 
following five additional assumptions on G: 
(1) SCVs(2) is empty in G (Janko-Thompson [19]). 
(2) The Sylow p-subgroups of every 2-local subgroup of G are cyclic 
for all odd priines p (Jar&o [18]). 
(3) The SyIow p-subgroups of every 2-local subgroup of G have p-rank 
at most 2 for all odd primes p (Smith [23]). 
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(4) For some maximal 2-local subgroup M of G, O(M) = f and 
O,(M) is of symplectic type (Lundgren 1211). 
(5) For some maximal 2-local subgroup M of G, O(M) = 1 and l$!I has 
no elementary abelian normal 2-subgroups of order exceeding 4, and M 
possesses a normal four-subgroup V such that Co(v) < M for all v  E V# 
(Pomareda [22]). 
For each odd prime p, let m,,,(G) be the largest of the ranks of elementary 
abelian p-subgroups of G that lie in a 2-local subgroup of the group G. Now, 
let G be a minimal counterexample to the Main Theorem. Then, G satisfies 
the following conditions: 
(a) G is simple and every nonsolvable composition factor of every 
proper subgroup of G is isomorphic to one of the groups listed in the Main 
Theorem. 
(b) 3373(2) # m in G and O(N) = 1 for every 2-local subgroup 
Hof G. 
(4 m,,,(G) > 3 for some odd primep. 
(d) (4) and (5) above do not hold. 
Namely, solvability of 2-local subgroups holds in all sections of G, by the 
Frattini argument. Our assumptions yield O(G) = O,(G) = 1. Hence, a 
minimal normal subgroup L of G is a direct product of nonabelian simple 
groups. Since 2:locals are solvable, L is simple and Co(L) < O(G) = 1. 
Hence L = G. Thus, (a) holds. By (1) and a theorem of Gorenstein-Walter 
[ll], (b) holds. By (2)-(5), (c) and (d) hold. 
Thus the Main Theorem will follow directly from the following result, 
which we shall establish. 
THEOREM A. There exists no finite group with solvable 2-local subgroups 
that satis$es conditions (a)-(d). 
Th e proof of Theorem A is modeled after the corresponding case in 
Thompson’s N-group analysis. Under the assumptions of Theorem A, his 
argument can be viewed as divided into the following two major parts: 
(1) If  m2,9 (G) > 3 for the odd prime p, then each element of a(p) 
lies in a unique maximal solvable subgroup M of G. 
(II) For any element of a(p), the corresponding uniqueness subgroup 
i%? is strongly embedded in G. 
Here @((p) denotes (as in [27]) the set of p-subgroups of G containing 
a subgroup of type (p, p) that lies in a subgroup of G of type (p, p, p). 
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Theorem A (in the N-group case) folbws at once from (II), for, by Bender’s 
theorem G K L,(2:), Sx(2”), or U8(2n), n 2 2, in none of which groups is 
the 2-local p-sank at least 3 for &y odd prime p. 
Acareful examination of Thompson’s proof of (II) [27, Sect. 131,reveals that 
at almost all points, the argument requires only the solvability of 2-local 
subgroups. Only in a few places do the p-local subgroups for odd primes 4 
enter in a crucial way [27, Lemmas 13.21-13.241. 
These lemmas are in themselves further uniqueness theorems concerning 
both odd primes p for which m,,,(G) > 3 and odd primes q for which 
m&G) = 1 or 2. We note that they are proved after Thompson has shown 
that 1 sL,(R&W))[ < 4 (see [2?, Sect. 21 for the definition of R&W)). Hence, 
ante we have established a suitable analog of (I) (Theorems B and C below), 
Thompson’s argument will yield the same conclusion about .RdM). But then, 
with the aid of this result; we can improve Theorem C and can provide 
appropriate substitutes for these uniqueness theorems, Once this is achieved, 
the balance of Thompson’s argument applies without significant change to 
yield (II). 
Thus, in effect, the proof of the Main Theorem essentially reduces to the 
establishment of suitable uniqueness theorems analogous to (I) for the set of 
odd primes p for which rn& G) 3 3, and the bulk of the paper will be taken up 
with this task: To describe our principal result in this connection, we intraduce 
the following terminology: &U,(G) = the set of p-constrained subgroups of 
G maxim&l with respect to inclusion; d,*(G) = the set of salvable subgroups 
of G contained in a unique element M of &%YP(G) and such’that M is solvable. 
We shall prove 
THEOREM B. .iIf G is a finite group with sokble a-local subgroups that 
satisfies (a)-(d) ati p is an odd prime such that m&G) > 3, then e&z ekmevt 
A of t%(p) is in &i’,“(G). M oreover, if A < M c J&‘%?,(G), then M is a 2-local 
subpoup of G. 
Note that this is a bit stronger than the assertion that every element of GZ(p) 
lies in a unique maximal soIvable subgroup of G. 
Theorem B itself W;ll be obtained as a direct consequence of a slightly 
sharper result. We denote by m,(X) the p-rank of the group X. 
THEOREM C. Let G be a jini?e group with solvable 2-local subgroups that 
satisfies (a}-(d) and let p be an odd prime such that m,,,(G) > 3. Let P be a 
Sylow p-subgyoup’of G and A a p-subgroup of G. Then: 
(i) P lies in a unique element N of &W,(G) and IM is a 240~~1 subgroup 
of G. 
(ii) If A: < 1M and m,(A) 3 3, then A E &f,*(G). 
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(iii) I f  m,(A) 2 2 and m&V,(A) n M) > 2, then N&4) < M. 
(iv) 1ffA < M, ) A ] = p and m,(Co(A)) 3 3, then either No(A) < M, 
OY else p >, 5 and C = C,(A)/O,~(Co(A)) contains a normal subgroup 
such that CC(E) has cyclic Sylow p-subgroups. 
Thus the bulk of the paper is taken up with the proof of Theorem C. Its 
proof is based upon an application of the signalizer functor method for odd 
primes. We let G be a group satisfying the assumptions but not the conclusions 
of Theorem C. Among those odd primes p for which the theorem fails in G, 
we choose p so that m,,,(G) is maximal and subject to this condition, so that 
p is maximal. We then focus attention on the set B*(p) of elementary abelian 
p-subgroups B of G that lie in a 2-local subgroup of G and satisfy 
m,(B) 3 min(4 m,,,(G)). 
(That is, m,(B) > 4 if m,,,(G) > 4 and m,(B) = 3 if m,,,(G) = 3.) In 
Sections 4 and 5, we establish the following key preliminary result. 
THEOREM D. G is I-balanced with respect to B for any B in g*(p); that 
is, for any two elements x, y of B#, we have 
o,qc,(~)) n G(Y) d %WY)). 
We note that many of the simple groups of the Main Theorem are not 
locally l-balanced for the prime p and so, a priori, we do not know that the 
components of the centralizers of the elements of B# are necessarily locally 
l-balanced. Hence, in effect, the proof of Theorem D consists of eliminating 
certain possibilities for components of these centralizers. 
At this stage, we are in a position to invoke the Glauberman-Goldschmidt 
solvable signalizer functor theorem [5, 71 for the prime p. Indeed, we show 
easily at this point that O,(Cc(x)) is solvable for each x in B+. Since 
m,(B) 3 3, it follows, therefore, that 
II’, = (O,,(Co(x))l x E B*) is a solvablep’-group. 
Furthermore, since by assumption no maximal 2-local subgroup M of G 
has the property that O,(M) is of symplectic type, we can invoke a generalixa- 
tion of a result of Thompson, due to Klinger-Mason [20], to conclude that 
SOLVABLE 2-LOCAL SUBGROUPS 457 
W, is of even order and, in particular, that W, is nontrivial for any 3 of 
maximal rank in B*(p). If for such a choice of B, we set 
then standard signalizer functor type arguments also yield that M is solvable 
and contains a Sylow p-subgroup P of G. 
Our aim is then to demonstrate that the conclusions of Theorem C hold 
for P and M, contrary to our choice of p. To accomplish this, we require a 
more general result concerning l-balance than solely for the elements of 
g*(p). However, crucial for this result is the fact that M contains a Sylow 
p-subgroup P of G and WB is ap’-group of even order, which implies that 
and hence, that everyp-subgroup of G lies in some 2-local subgroup of G. 
With the aid of this information and our previous results, we prove the 
following in Section 7. 
THEOREM E. G is l-balanced with respect to any elementary p-subgroup 
of G of rank at least 3. 
As noted above, Theorem D is a consequence of a result concerning the 
structure of the centralizers of the elements of B+ for B in g*(p) (Proposition 
5.1). Likewise, Theorem E follows from an analogous resuit concerning the 
structure of the centralizers of the elements of order p that lie in a subgroup of 
G of type (p, p, p) (Proposition 7.1). 
The proof that P and M satisfy the conclusions of Theorem C divides into 
two parts. First, we use Theorem E and more or less standard signalizer 
functor methods to show that parts (i>-(ii) of Theorem C hold (Sect. 8). 
Then, we use the very detailed information concerning the structure of the 
centralizers of elements of order p lying in a subgroup of G of type (p,p,p) 
established in Proposition 7.1 to prove that part (iv) of Theorem C also holds 
(Sect. 9). 
Finally, in the last section of the paper, we discuss the modifications of 
Thompson’s arguments in [27, Sect. 131 that are required to deduce our 
Theorem -4 from Theorems B and C. 
Most of our notation is standard (see [3, 9, 171)~ If P is a p-group, then 
G*(P) is the set of elementary abelian subgroups of P of maximal rank and 
J(P) = (8*(P)}. If 71 is a set of primes and Y is a rr’-subgroup of the group 
X, then I$&‘; rr) is the set of a-subgroups of X normalized by Y and 
IilK*(Y, ZV) is the set of maximal elements of l&(Y; r) with respect to 
inclusion. If S and T are sections of X, we write S 2 T if T is isomorphic 
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to a section of S; S > T if S 2 T, but S L$ T. If  S .= V/W, W < V < X 
with W Q V, and if A < N,(V) n Nx( W), we often abuse notation by 
writing C(A) n S for C,(A). 
Furthermore, Syl,(X) is the set of Sylowp-subgroups of X. If  P E Syl,(X), 
then G,,(X) = PdQz)l Q < P and m,(Q) > n). S(X) is the largest 
solvable normal subgroup of X. 
We use the following notation for the p-layer (see [lo]) of a group X, p an 
odd prime. (In our arguments, the primep is fixed in advance, so we omit the 
subscript identifying p.) I f  O,(X) = 1, L(X) is the product of all subnormal 
quasi-simple subgroups of X, in general, L(X) is Op’(&(X mod O,(X))), i.e., 
the smallest normal subgroup of X covering L(X/O,(X)). Thus, L(X) is 
also the largest subgroup L of X with the properties: L 4 X, L = O”‘(L) 
and L/O,,(L) is a central product of quasi-simple groups. As a result, L(X)’ = 
L(X) = L(L(X)) and also, L(W) <L(X) for any W 4 X. We set E(X) = 
-WYO&(X)) and Y(X) = C&X>) (== C&4X) O,GWO&V>. 
We adopt the convention that q may denote any prime power in the symbol 
L,(q), any power of 2 in U&q), and any odd power’of 2 in Sx(q) and SU,(q). 
Thus, the notation SU,(q) is reserved for those even q such that 
SU,(q) z& U,(q). By “Bender group” we mean any of the groups L&2%), 
S42), u&d, SW?)* 
Throughout Sections 4-11, G will be a finite group with solvable 2-locals 
satisfying (a)-(d) of Theorem A. If  p is an odd prime and rz a positive integer, 
then 99&) will denote the set of elementary abelian subgroups of G of 
order pa lying in a 2-local subgroup of G. We also set 
and 
9'*(P) = u %dP)> where k = min(4, m,,,(G)), 
n>lc 
where k = m,,,(G). 
The set g*(p) will play an important role in the proof of Theorem A. 
Furthermore, for any p-group P, e’(P) will have the same meaning as in 
[3], i.e., the set of normal subgroups of P of type .(p,p) if Z(P) is cyclic; 
the set of subgroups of Z(P) of type (p, p) if Z(P) is noncyclic. Also, e’(p) = 
u e(P), the union over P E Syl,(G). 
Finally, for any p-subgroup D of G, we set, for brevity, Nn = N,(D), 
Co = C,(D), L, = L(C,), Yo = Y(C,) and in addition, we set CD = 
C,/O,~(C,), Co = Co/Y& Co/To), and C, = C,/LDYD. The images 
of a subset H of Co in Co , C,, , Co are written H, R, I?, respectively. Thus, 
E, =L,o,~(c,)jo,~(c,) and c, is isomorphic to a subgroup of Aut(LJ 
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containing In.n(ED). The meanings of -, -, and h depend, of course, on Z?, 
whose identity usually will be clear from the context. If D = (d) is cyclic, we 
shall often write Cd , Nd , etc. for CD , fVD , etc. 
2. GENERAL LEMMAS 
In this section, we collect a few well-known results that are basic for this 
paper and then introduce the notions of local l-balance, l-balance, and 
L-balance with respect to an arbitrary prime p. These are the natural analogs 
of these concepts for the prime 2. 
LEMMA 2.1. If  the noncyclic abelian p-group B acts on the p’-group T, then 
we have: 
(i) T = (C,(B,)J B/B, cyclic) = (C,(B), [B, CT(B,)jj BIB, cyclic). 
(ii) If B t f hf IL ac s ait u y  on T, then [B, C&B,)] # 1 for at least two 
distinct subgroups B, of B such that BIB, is cyclic. 
Proof. See [9, Theorems 5.3.5 and 6.2.43. 
Lemma 2.1 (ii) will often be used in conjunction with the next lemma. 
LEMM 2.2. Suppose that G is a group in which all 2-local subgroups H 
are 2-constrained and satisfy O(H) = I (e.g., G a group satisfyilzg ‘the hypotheses 
of Theorem A). If B is a subgroup of G of odd order such that M&B; 2) # (11, 
then for any T E M,*(B; 2), B acts faithfully im T. 
Proof. Let H = N,(T), so B < H. The maxim&y of T implies T - 
O,(H). Since O(H) = 1 and H is 2-constrained, C,(T) < T. Hence, 
C,(T) < B n T = 1. 
The following result of Thompson will be,very important for us. 
LEMMA 2.3. Suppose that X is a p-constrained group, p an odd prime, 
and 3 is an abelian p-subgroup of X conta&&zg every element of order p in 
C,(B)(i.e., m,(C,(B)) = m,(B)). Then (E;i;r(B;p’)) = O,*(X). 
Proof. See [28, Lemma 1.31. This is a simple generalization of [25, 
Theorem 2]. 
LEMMA 2.4. Sazppose that X is a p-constrained group, P E Syl,(X), and A 
is an abelian szcbgroup of P strongly closed in P with respect to X. Then, 
A d O,,,(X). 
481/38/z-14 
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Proof. We may assume that O,(X) = 1. Our hypothesis implies that 
A n O,(X) <1 X and that A stabilizes the chain O,(X) 2 A n O,(X) > 1. 
The p-constraint of X now yields A < O,(X). 
LEMMA 2.5. Suppose that X is a p-constrained group, P E Syl,(X), and P 
is noncyclic. Then, P n O,,,(X) is noncyclic. 
Proof. I f  P n Opp,(X) is cyclic, then X/O,,,(X) is abelian, so 
p < O,,,(X), 
contradiction. 
Let A and B be noncyclic elementary abelian p-subgroups of the group X. 
We say that A and B are connected in X if there is a chain 
A = A,, , A, ,..., A, = B 
of noncyclic elementary abelian p-subgroups of X such that AiM1 < Ai 
or AiB1 > Ai for each i = 1, 2 ,..., n. 
LEMMA 2.6. I f  P is a p-group with m,(P) > 3, p odd, thm the following 
conditions hold: 
(i) Any two subgroups of P of type (p, p, p) are connected in P. 
(ii) If U <3 P and U is of type (p, p) then U < V Q P for some V 
of type (p, p, p) and U < B < P for some elementary abelian B of rank 
f%(P). 
(iii) I f  A (i P and m,(A) > 2, then there exists U Q P such that 
U < A and U is of type (p, p). 
Proof. The first assertion of (ii) is proved in [3, Lemma 8.91. Moreover, 
if U is as in (ii) and B, is an elementary abelian subgroup of P of rank mJP), 
then B = CBO( U) U has the samep-rank and contains U as j B, : CBO( U)] < p, 
so the second statement holds as well. As for (iii), sincep is odd, we conclude 
easily from Hall’s theorem [9, Theorem 5.4.91 that A possesses a noncyclic 
characteristic subgroup A, of exponent p. Then A,, 4 P and it is immediate 
that A, contains a normal subgroup U of P of type (p, p), thus, proving (iii). 
Finally let U be any normal subgroup of P of type (p, p). Since the relation 
of connectedness is symmetric and transitive, (i) will follow if we show that 
any subgroup E of P of type (p,p,p) is connected to U. However, as C,(U) 
is noncyclic, the chain E, C,(U), C,(U) U, U connects E to U. 
LEMMA 2.7. If  X is a nonsolvable group with solvable 2-local subgroups, 
then. X has precisely one nonsolvable composition factor in any composition 
series. 
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Proof. Without loss, we can assume that S(X) = 1. Since X is nonsolv- 
able, L(X) # 1, where L(X) is the 2-layer of X. If L is a component of L(X), 
our assumption on ~-IO& implies that ( C,(L)\ must be odd. In particular, 
this forces L(X) = L. Thus, L is simple and normal in X. Choosing T in 
S&(L), we have that X = LN,r( T). Since N,( 2’) is solvable, so is X/L and 
the lemma follows. 
For the proof of Theorem A, we require analogs for odd primes of the 
results on L-balance and l-balance established in [12] for the prime 2. 
AIthough it is possible to prove appropriate general analogs of these results, 
for simplicity and in view of the previous lemma, we limit our discussion to 
groups G whose subgroups have at most one nonsolvable composition factor. 
We fix an odd primep and for any group X, we writeL(X) for thep-layer of X. 
Our results on L-balance are based on the following preliminary lemma. 
LEMMA 2.8. Let X be a group with at most one nonsolvabie composition 
factor and let D be a p-subgroup of X. Then, L(C,(D)) < L(X). 
Proof. Without loss, we can assume that O,(X) = 1 and that K = 
L(C,(D)) # 1. IfL(X) # 1, then X/L(X) is solvable and as X is .perfect, the 
desired conclusion K < L(X) follows. Hence it suffices to derive a contra- 
diction when L(X) = 1. By [lo, Theorem 31, we have that X is p-constrained 
in this case. 
Set P = O,(X), Q = C,(D), and R = [Q, K]. Then Q < C,(D), 
R < Q, and R (1 K. Now x = K/O,,(K) is semisimple and J? < O,(iZ), 
so R,< Z(E), h ence [R, K] < O,<(K). But R = [R, K] by [lo, Lemma 1] 
as K is perfect, so R < O,,(K) n Q = 1. Thus K centralizes Q and now 
Thompson’s A x B lemma implies that K centralizes P. Hence K < P as 
X is p-constrained. However, this is impossible as K is a nontrivial perfect 
group. 
We now consider a group G in which all subgroups of G have at most one 
nonsolvable composition factor (in particular, a group G satisfying the 
assumptions of Theorem A). We use the notation Cr) = C,(D), L, = L(C,), 
ED = LDO,$C,)jO,(C,), YD = Y(C,) = Cc-(L,) for any p-subgroup 
D of G, as introduced in Section 1. 
PROPOSITION 2.9. If  G is a group in which every subgroup has at most one 
nonsolvdde composition factor and D, E are p-subgroups of G such thut 
[D, E] = 1, then we have: 
(9 L (D,E> = L(L, n C,) = L(L, n C,) (“L-baZance”). 
(ii) 
-- -- -- 
J&, s L(L, n C,> e L& n CD). 
(iii) If D < Y, , then .I?, 2 & . 
(iv) IfD<YEandE,z-f;E,thenE<Y,. 
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Proof. We apply Lemma 2.8 with X = C, and conclude that L,,.,, < 
L(C,) = LE. Hence, LCD,,> < LE n C, . Since LB n C, < C,,,,, and 
L,LLE> -4 C<D,E> 7 we get LOS, q LE n CD7 so LO,,, =-Wcn,E,) G 
L(L, n C,). On the other hand, LE n Co (3 C, n C, = C,,,,, , so 
L(L, n C,) < Lo,,, . This proves (i). 
Furthermore, it follows that Lo,,, z E(LD n C,). Since L, n C, covers -- 
E, n C, ,E(LD n C,) G L(LD n C,), which proves (ii). Suppose that 
D < YE. Then LE n CD covers LE. Hence L, = L(L, n C,) covers ZE. 
Thus O&L,) = Lo n O,,(L,). By (i), Lo <L, , so L, n O,,(L,) < 
O,,(L,,) = L, n O&LE). Hence, LE= L,/L, n O,,(L,) is isomorphic to a 
section ofLD , proving (iii). If, in addition, L, z LE , then 
so L, (7 O,,(L,) = L, n O&L,). Thus L, covers Lo. Since L, < C, , 
E < Y, , proving (iv). 
In connection with l-balance, we make the following definitions, which are 
the direct analogs of the corresponding notions for the prime 2. 
A quasi-simple group L with O,,(L) = 1 is said to be locally l-balanced 
(for the prime p) if, for any subgroup N of Aut(L) containing Inn(L) and any 
element y  of N of order p, we have 
For any group X, a component L of the p-layer L(X) is said to be locally 
l-balanced in X (for the prime p) if the group N = N,(L)/C,(L/O,,(L)) has 
the following property: For any element y  in N of order p, we have 
%4CdY)> = 1. 
Furthermore, if A is an elementary abelian p-subgroup of X, a component 
L of L(X) is said to be locally I-balanced in X with respect to A if for each 
element y  of order p in the image of N,(L) in N, we have 
Od(CN(YN = 1. 
Clearly L will be locally l-balanced in X and Iocally l-balanced in X with 
respect to A if the quasisimple groupL = L/O,,(L) is itself locally l-balanced. 
However, the former conditions may hold even if L is not locally l-balanced. 
Indeed, if p = 3 andL g L,(27), L admits a field automorphism y  of order 3 
and Cr,,(C,( y)) is a four group, so L is not locally l-balanced. On the other 
hand, in this case, if NE L,(27) or PGL,(27), L will be locally l-balanced 
in X. Moreover, even if N contains a field automorphism of order 3, L will 
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be locally l-balanced in X with respect to A if the image of N,(L) in N 
induces only inner automorphisms on the image of L in N. It is for this 
reason that we require these variations of local l-balance in this paper. 
Finally, we have the following global notions of l-balance in an arbitrary 
group G. We say that G is l-balanced (for the prime p) if for any pair of 
commuting elements x, y of G of order p, we have 
Furthermore, if A is an elementary abelian p-subgroup of G, we say that G 
is I -balanced with respect to A if (*) holds whenever x, y are in A#. 
Obviously, if G is l-balanced for p, it is l-balanced with respect to any 
elementary abelian p-subgroup of G. 
LEMMA 2.10. Let X be a group with at most one nons&abb compositio% 
factor and let A be an elementmy abelian p-subgroup of X. If L(X) # 1 (in 
which case L(X) consists of a single component), assume thatL(X) is either Jocallj 
l-balanced in X (for p) OY locally l-balanced in X with respect to A. Then, 
correspondingly, we have 
Od(C.dY)) G 0,4x> 
for any element y  of order p in X OY A, respectively. 
Proof. Without loss, we can assume that O,(X) = 1. Setting D = 
O,,(C,( y)), we conclude easily with the aid of Thompson’s A x B-lemma, 
as in Lemma 2.8, that D centralizes P = O,(X). In particular, D = 1 if X 
is p-constrained and the lemma holds; so we can assume the contrary, in 
which case L(X) # 1. 
We set Y = C,(L(X)), so that Y is solvable by our hypothesis on X. 
Setting ‘X = X/Y, we wish to argue that D < O,r(Cx( 9)). This follows 
easily by repeated application of the following general assertion: Let H be a 
group, a an element of order p in H, K a normal subgroup of H, and g = 
H/K. If K is a $-group or a p-group, then O&C,(a)) maps into O,J(CR(E)). 
If K is a p’-group, this is a consequence of the stronger assertion that C,(a) 
maps onto C&(Z). On the other hand, if K is ap-group, it is proved as follows: 
O,,(C,(a)) centralizes K by the A x B-lemma and so lies in 
But A&((.& a)) maps onto Na((;i>) and so the image of O,(C,(a)) lies in 
O&V~((~>) n C’s(&) < O,(C,(Z)). Thus .D < O,$C&)), as asserted. 
But now by our local l-balance assumption on L(X), we conclude that 
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B = 1. Thus D < Y, so D centralizes L(X). Hence D < C,(L(X)P) < P 
by [IO, Theorem l], forcing D = 1 in this case as well. 
As an immediate corollary, we obtain the main result that we shall need 
concerning l-balance. 
PROPOSITION 2.11. Let G be a group in which every subgroup has at most 
one nonsolvable composition factor and let A be an elementary abelian p-sub- 
PUP of G. 15 f OY each x in A# for which L(Co(x)) # 1, L(Co(x)) is ZocaZly 
I-baZanced in Co(x) with respect to A, then G is I-baZanced with respect to A. 
3. PROPERTIES OF THE KNOWN GROUPS 
We call a group X a K-group if all 2-local subgroups of K are solvable and 
every noncyclic composition factor of K is isomorphic to one of the groups 
listed in the Main Theorem. It is immediate that any factor of a K-group is a 
K-group. In this section, we establish a large number of properties of K- 
groups that we need for the proof of Theorem A. 
From known results on Schur multipliers (see [2, 14, 241) we have: 
PROPOSITION 3.1. If X is a quasi-simple K-group, then either K is simple 
(and isomorphic to one of the groups in the Main Theorem), or 
Here d,(n = 6,7) denotes the 3-fold cover of A, . 
We have already noted in Lemma 2.7 that a nonsolvable group X with 
solvable 2-local subgroups has exactly one nonsolvable composition factor 
in any composition series. Next, we sharpen this result for K-groups by 
examining the series X > X’S(X) > S(X) > 1. Here PEL,(pn) denotes, 
as usual, the semidirect product of L,(p”) by the cyclic group of order n 
induced from the Galois group of GF(pn). 
PROPOSITION 3.2. If X is a nonsolvable K-group, then the following con- 
ditions hold: 
(i) S(X) has odd order, X’S(X)/S(X) is simple, and 
G(~wYwN = SW>- 
(ii) If, for some prime p, X is not p-constrained, then Y(X) = S(x> and 
L(X) Y(X) = X’S(X). (In particular, X/L(X) Y(X) is abelian and Y(X) ha-s 
odd order.) 
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(iii) XjXS(X) has cyclic Sylow p-subgroups for all odd primes p, except 
possibly ij X’S(X)/S(X) s l&(2”), n = 3 (mod 6), and p = 3. 
(iv) X/X’S(X) has odd order in the following situations: X’S(X)/S(X)s 
A,, M,, , OY any Bender group except L,(4); or L&P) s X’S(X)/S(X) 
< X/S(X) 5 PEL2(pa), p odd, n > 3. 
Proof. If S(X) has even order, then X would be solvable by the Frattini 
argument. Hence S(X) has odd order. Set X = X/S(X) and let m be the 
socle of X. The solvability of %-locals implies that m is simple (and hence 
isomorphic to one of the groups listed in the Main Theorem) and that 
C,(R) is solvable. Thus C’r(w) = S(X), so X 5 Aut@). If m is a Bender 
group {besides L,(4)), or if m g Lz(pn) and X 5 PzL&pm), p odd, n 3 3, 
then any c&et of Inn(n) in Aut(fl) of order 2 contains a field automorphism 
of order 2 (see [24]), w h ose centralizer on ,@’ is nonsolvable. Since X has -- 
solvable 2-10&s, it follows that / X/rV j is odd in these cases. Since M,, is 
complete and since Aut A, s & has an involution centraliiing a Z; , it 
follows that (i) and (iv) hold with the inverse image iV of m in place of X’S(X). 
Given the possibilities for fl, Au@) is known to be abelian ‘except in case 
n z U,(q) for certain 4 and even then, every odd-order subgroup of Out(m) 
is abelian [24]. Hence, ,by the above remarks, X/nis abelian in,& cases. Since 
obviously N = N’S(X) < X’S(X), this implies that N = X’S(X), proving 
(i) and (iv). 
Now (iii) follows from the known structure of Au@) ([2, 13,241). Finally, 
if X is notp-constrained, then 1 # L(X) = L(X)’ Q X’S(X), so the simpli- 
city of X’ = X’S(X)jS(X) forces L(X)S(X) = X’S(X) and 
O,+Tq) < S(X). 
Thus, Y(X) < CJX)’ = S(X) by (i). On the other hand, [S(X),L(X)] < 
S(L(X)), so S(X) < Y(X). Hence S(X) = Y(X), as required. 
In the remaining lemmas of this section, we deal with the following 
situation. X is a K-group and p is an odd prime such that X is not 
p-constrained. We assume that O,(X) = 1 and that Y(X) = Z(L(X)), SC 
that, in particular, L(X) is quasi-simple. We set L = L(X). Thus, Z(L)’ is 
a p-group, LIZ(L) is one of the groups listed in the Main Theorem, and 
X/Z(L) 5 Aut(L/Z(L)). W e encounter this situation often; in particular, ti 
D is a p-subgroup of G (with G satisfying the hypotheses of Theorem A) ant 
C, is not p-constrained, then the succeeding lemmas apply with eithe:1 
X=EDorX=CD. 
Lemmas 3.4-3. i6 concern the p-local structure of X. Through Lemma 3.12 
we concentrate primarily’on the cases L s L,(q) or a Bender group. 
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LEMMA 3.3. Suppose that L is a Bends group and that Z(L) = 1. Then 
Sylow 2-subgroups of L are self-centralizing TI-sets in L. 
This is well known. 
LEMMA 3.4. Suppose that y E X - L and that y has order p. Then one of 
the following holds: 
(i) L g L,(q), Sx(q), or U,(q), and y induces a $eld automorphism on L. 
(ii) -W(L) .= U&j), P = 3, 3 I 4 + 1. 
Proof. We may assume that Z(L) = 1, since an automorphism of L is 
determined by its action on L/Z(L). IV e assume that (ii) fails and prove (i). 
Since Out(L) is not a 2-group, the known structure of Aut(L)([2, 13, 241) 
gives L s L,(q), Sz(q), or U,(q), and the coset yL contains a field 
automorphism (5 of order p. Since (ii) fails, CL(o) g L&/‘p>, Sz($Q or 
U,(qV~), the same type as L. We produce P E Syl,(L) such that u normalizes P 
and all complements to P in P(o) are P-conjugate. Since ( y) is L-conjugate 
to such a complement by Sylow’s theorem, this implies that y is L-conjugate 
to a power of (3, as required. 
If L cz L,(q) and P I q, we take P to be the unipotent upper triangular 
group. Thus P g GF(q)+ and cr acts naturally on P. Hence 1 C,(a)/ = 
qllp, so (u) acts freely on P and the required conditions hold in this case. 
If L z U,(q) and p 1 q + 1, then p # 3 (as (ii) fails), so 1 L I9 = (q + 1),2. 
We take the unitary form to be the 3 x 3 identity matrix and let P be the 
image in U,(q) of the Sylow p-subgroup of the diagonal subgroup of SU,(q). 
Then P is the. direct product of two copies of the Sylow p-subgroup of 
GF(q2)*, on which u acts naturally. Thus 1 C,(o)/ = (ql/n + 1),2. NOW 
P I(4 + lMP1’” + 117 so o acts nontrivially on P. Thus for some K $ 0 
(modp), xo = .$+kd+l for all x E P, where m = (q + l)D . It follows easily 
that &(P{o}) = QI(P)(a) and then that all complements to P in P(u} are 
P-conjugate, as required. 
In all other cases, L has cyclic Sylow p-subgroups, of order (q” + c), , 
where n = 1 or 3, E = Al (depending on L), and 1 C,(u)l, = (q”/” + e), . 
Sincep ) ] L 1, p ) I Ct(u)l. Hence, p ](qn + c)/(q”/” + G). Thus, if P E Syl,(L) 
and u normalizes P, u does not centralize P. Hence there is K $ 0 (mod p) 
such’ that x0 = a+-tk~-’ for all x E P, where pm = 1 P I. Again it follows 
easily that all complements to Pin P(u) are conjugate. The proof is complete. 
LEMMA 3.5. Suppose that L/Z(L) E U,(q) and that p I q + 1. Let 
TfSyl,(L), p~Syl,Wx(T)). 
SOLVABLE i&LOCAL SUBGROUPS 467 
Then I s2,(p)l < P2 and / &In,(P) n L 1 < p. Furthermore, ;f y E Q%(P)“, 
then one of the following holds: 
(i) Y E W); 
(ii) y EL, Z(L) = 1, and C,(y) GX 2, x L,(q), where 
m = (q + l)/(q + 173); 
(iii) y $L, PnL # 1, and y ilzduces a jield au~o~o~p~i~~ OTZ L; OT 
(iv) y f$L,p = 3, PnL = Z(L), j P : Z(L)/ = 3, 9 f q + 1, L(y)/ 
Z(L) z PGU,(q), and C,,,(,)(y) is US in (ii). 
Proof. Set L, = Us(q) and X,, = Oz(PIYJ,(q)). We take 
001 
I I 0 1 0 1 0 0 
as our unitary form. We first verify the lemma for X,, . Let T,, be the uni- 
potent upper triangular subgroup of L, . Thus T, E Syl,(XJ and N,rO(TO) = 
T&F, , where D, = (diag(h, p, h--p)1 A, p E GF(qz)*, yq+l = l&scalars 
(&&,) is the diagonal subgroup of X0 and F, is the (cyclic) Hall 2’-sub- 
group of the Galois group of GF(q2) over GF(2). Let P, E SyI,(D,F,). Thus 
P, = (Pa n Q,)(P,, n F,) and P,, n L, < P0 n D, Q P, . Also, 
equality holding if and only ifp = 3, in which caseL,,(P, n D,) = PGU&). 
Since P,,n D, and PO n F,, are cyclic, 1 l&(P,)l < pz and f 52,(P,) n L, j < p. 
Let y E i2,(Po}*. If y f PO n D, , then, since p j q + 1, y is the image mod 
scalars of diag(X, 1, A) for some 1 # X E GF(q2)*, so (ii) or (iv) holds accord- 
ingasy,E&,ory$Ls. (Notethatify$L,, then9:fqf I,soPonF, = 1 
and so lPOl = 3.) On the other hand, ify$P,nD,, then P,nF,, # 1. 
Identifying P,, n D, with the Sylow p-subgroup of GF(qT, we see thar y acts 
nontrivially on P, n a, , whence / PO n Do / > pz and y is PO n D,-con- 
jugate into P, n F,, . Thus y induces a field automorphism on L, and 
IW-GI >pz/3 > 1, 
so P0 n L,, # 1, i.e., (iii) holds. Thus the lemma holds for X0 . 
By Proposition 3.2 (iv), X = X/Z(L) may be identified with a subgroul 
of X0 containing & . Then t = L, and we may assume that 7 = T, , SC 
P” < PO . Since the lemma holds for X0 , it holds for 8 and hence for X i: 
Z(L) = 1. 
468 GORENSTEIN AND LYONS 
Finally, suppose that Z(L) # 1. Thus L e SUs(q) and p = 3. Say that 
q = 2%. We distinguish the cases 3 1 n and 3 7 n. If  3 7 n, then P,, = PO I-I D, 
hasorder(q+1),=3 and P,nL,=l. Hence IP] <9 and PnL= 
Z(L). I f  y  E &(P)#, then either y  E Z(L) or else jj E P,,# and (iv) holds, so we 
are done. Suppose, on the other hand, that 3 / n. Then, QJP) < Q,(p) < 
Ql(P,,) = sZ,(P,, n DO) !&(PO n F,,). But sZ,(P, f~ D,) = QI(P, n L,) is gen- 
erated (modulo scalars) by d = diag(A, hm2, A), a nonscalar matrix such that 
ds is scalar. Hence d has order 9 in L s SU,(q). Thus, 52,(P) n L < Z(L) 
and Q%) < J-W,), so / QI(P)j < 32. Let y  E&$(P)#. If  y  6 Z(L), then 
y  6 Qi(P, n DO), so j? (hence, y) induces a field automorphism on J?, and 
(iii) holds. The proof is complete. 
LEMMA 3.6. Suppose that y E X, y has order p, and that C,(y) is non- 
solvable. Then one of the following holds: 
(i) y  E Z(L), p = 3, L g A ,^ , A,, or SU,(q); 
(ii) y  EL, L g u3(dp CL(Y) = -G x L47), m = (4 + l)l(q + 1,3), 
andp (m; 
(iii) y  $L, L z Y(q)(Y = L, , Sz, U, , OY SU,) and y induces a 
field automorphism on L. Furthermore, C,(y) E 2’(q1j~) unless p = 3, 
L G U,(q), and 3 1 q + 1, in which case C,(y) G PGU,(q); or 
(iv) Y 6-b P = 3, L<YW(L) = PGU3(d, (qf II3 = 3, andCmdy) 
is as in (ii). 
In particular, ify $2(L), then L is L,(q) OY a Bender group. 
Proof. By Proposition 3.1, we may assume that y  @Z(L). Note that X/L 
is solvable by Proposition 3.2. If  y  EL, then C,(y) is nonsolvable and so L 
is not an N-group. By [3], L/Z(L) z U,(q). By Lemma 3.3, y  lies in a Sylow 
2-normalizer in L. It follows that p / q + 1. From Lemma 3.5, we conclude 
that (ii) holds. If  y  $ L, then by Lemma 3.4, either (iii) holds or L/Z(L) s 
U,(q), p = 3, and 3 / q + 1. In the latter case, we apply Lemma 3.5 and 
conclude that (iv) holds. 
LEMMA 3.7. Suppose that y E X and that y has order p. Then, O,*(C,( y)) 
is solvable. 
Proof. This is immediate from inspection of the possible nonsolvable 
C,(y) given in Lemma 3.6. 
LEMMA 3.8. Suppose that L/Z(L) G L,(q) or a Bender group. I f  A is an 
abelian subgroup of X of type (p, p), then one of the following holds: 
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(i) Some element of A# induces a jeld automorphism on L; 
(ii) L/Z(L) s U,(q) andp = 3, or L/Z(L) zz Lz(pn); w 
(ii) L z U,(q), p \ q + 1, A = &(P) fey some PE Syl,(L), and 
G(Y) Lz z* x L(q) f or some y E A# (m = (q + l)/(q + 1,3)). 
Proof. Suppose that (i) and (ii) fail. By Lemma 3.4, A <L. Thus, 
m,(L) >/ 2, so L s U,(q) and p / q + 1. It is convenient here to take the 
unitary form to be the 3 x 3 identity matrix. Then, if P is the image inL of 
the Sylow p-subgroup of the diagonal subgroup of SU,(q), P is a direct 
product of two copies of the Sylow p-subgroup of GF(qa)* and PE §yl,(L). 
Iknce, we may assume that A = sZ,(P). We may take y as the image in L 
of diag(h, h, A-3, where X is a primitivepth root of 1 in GF(qz); (iii) is easily 
verified. 
Unfortunately, we need very detailed p-local information about X in the 
most complicated case: L/Z(L) s U3(q),p = 3, and 3 / q + 1. The next 
four lemmas concern this case. 
LEMMA 3.9. Suppose that L/Z(L) g U,(q), q = 2n, n odd, and n + 0 
(mod 3). Let P E Syl,(X). Then: 
0 (P n -W(L) is elementary of order 9, C,(P n L) < P n L, amd 
NAP n L)/(p n L) s Q8 - 
(ii) If Z(L) # 1, then P n L is nonabelian of order 27 amI exponeflt 3. 
(iii) If P $L, then LP/Z(L) z PGU,(q) and P/E(L) is nonabe-iian of 
order 27 and exponent 3. 
This is a simple calculation; it suffices to verify most of these assertions in 
the special case q = 2. We omit the details. 
LEMMA 3.10. Suppose that L/Z(L) s U,(q), q = 2*, and it z 3 (mod 6). 
Let P E Syl,(X). Then, P has subgroups H, K, and W satisfying the folioozaing 
conditions : 
(i) H (1 P, Z(L) < H, H/Z(L) is abeZian of type (3”, 3”) 01 
(3&, 39, where 3” = (q + 1)3. 
(ii) QI(H) < Z(H) and 1 &(H)j = 9. 
(iii) K = C,(!k$(H)), \ W j = 3, P = KW’, and K n W = 1. 
(iv) K/H is cyclic and ] sZ,(K) : 1;2,(H)J < 3. If Z(L) f 1 ant 
u E S&(K) - H, then the coset IJO~(H) is completely fused by H. 
(v) .?f Z(L) = 1 and B is an elementary abelian subgroup of P SUCI 
that S&/H is not cyclic, then B contains an element of order 3 in&&g a jielt 
automorphism on L. 
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(vi) Z(P) = C,(W) has order 3. 
(vii) m,(P) < 3.1f P <L, then H = K and m,(P) = 2. 
Proof. Let X,, = PlYJ,(q), L, = U,(q), with the 3 x 3 identity matrix 
as the unitary form. Let H0 be the image in X0 of the Sylow 3-subgroup of 
the diagonal subgroup of GUS(q). Thus, H,, is abdian of type (3”, 3”) and 
H,, n L, is of type (3”, 3”r). Let zu,, be the image in X, of 0 1 0 
[ 1 0 0 1 ) 1 0 0 
W, = (w,,). Thus generators Jzl, 12, of H,, may be chosen so that 
h,wo = h,h, , hlpe = h,(hlh,)-3. 
Let 01~ be a generator of the Sylow 3-subgroup of the Galois group of 
considered as a subgroup of IV,(q). Thus ~~0 = wa and (01~) acts faithfully 
on Ho ; for some m (depending on q), we have h”o = hm for all h E H,, . Set 
K0 = H,,(oL,), PO = K,W, . It follows by counting that PO E Syl,(X,). Also, 
from the above relations, we get H,, u PO, P,, n L, = (H,, n Lo) W, and 
PO/Ho = KJH, x W,H,,/f&, . Moreover, the only elements x of P,, such that 
[ CnO(x)[ > 3 lie in K,, . In particular, Kfl = Cpo(Q,(H,,)). Furthermore, (a,,> 
contains an element p,, of order 3 such that hBo = hl+a*-l for all h E Ho ; 
consequently, 1 sZ,(K,)/ = 27 and all elements of /3&,, of order 3 are Ho- 
conjugate. 
Now, let X = X/Z(L) and identify 8 with a subgroup of X0 containing 
L,,.WemayassumethatP<P,,.SetH=PnH,,andK==PnK,,and 
let H, K be the full inverse images in X of H, I?, respectively. Let W be a 
subgroup of L of order 3 whose image in X is W, (if Z(L) # 1, W exists since 
L c SlJ&) and W,, was defined as the image in U,(q) of a subgroup of 
SU,(q) of order 3). S ince L, < 2, (i) is immediate. Since Ho is abelian, it 
follows that 1 H’ j < 3, so H has class at most 2 and 4(H) < Z(H). Since 
n z 0 (mod 3), K 3 2. Thus &(H,,) <Lo , so Q,(H) <L. This proves 
(ii) if Z(L) = 1. If  Z(L) # 1, then, since L z SU,(q), the definition of Ho 
implies that H n L is abelian of type (3k, 3%), so 1 f&(H)/ = 9 and Ql(H) < 
+(H) < Z(H), which is (ii). 
Suppose that x E Cp(f21(H)). Let 5 be the image of x in 2. We claim that 
1 Cs(5)>i 3 9. This is trivial if Z(L) = 1, so assume that Z(L) # 1. Since 
H n L is homocyclic, f  centralizes H n L/$(H n L), a factor of I? of order 9. 
This proves the claim. Now, by the first paragraph, x E K,, , so x” E K. Thus 
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CP(QI(H)) ,( K. On the other hand, P = KW and K n W = 1 by con- 
struction and / P : C&&(H))/ < 3 l3y ( ), ii SO iii o ( )f 11 OWS. Since K,,]H, is cyclic, 
so also are g/I? and K/H. By the first paragraph, J .G$(J?)/ < 1 Q(K,)] = 27. 
Thus, to prove (iv) we may assume that Z(l;) # I and SZ,(K) Q H. Let 
o E&(K) - N and ii be the image in r?. Then (5&(B), 6> < Q,(E), so 
(&(I?), (7) = &n,(R) = Q&J. By the first paragraph, 6 is conjugate in 
HO to &*, a field automorphism of L, . Identify X0 with Aut(L); thus, the 
action of D on L is conjugate in H, to the action of /3;’ on L. Since H, nor- 
malizes H n L and & induces a power map on H n L, the actions of Q and 
/I$’ on H n 1: coincide. Thus h“ = h 1 + 3k-1 for all h E Hn L, the sign being 
independent of h. Hence 1 Ql((H n L, u))/ = 27 and all elements of Ql(H)o 
are H n L-conjugate. Since k > 2, we have QJ8) = (Q@), (s> < 
@ 0 e, Z}. Thus &(K) = &((N n Z, a)), proving (iv). 
Suppose that Z(L) = 1 and that B is as in ($2 Since P/H is incident to a 
subgroup of PO/HO = W,H,~H,, x &,/HO, B n /3,H, # $. By the first 
paragraph, B n &HO contains an X,-conjugate of PO , i.e., a fieId auto- 
morphism, proving (v). By (iii), Z(P) < K. From the definition of K, , 
we see that CKO(H,, n L,) = HO . Since HO n L, < i?, we get Z(P) < H. 
An easy computation shows that 1 C,(w)/ = 3, which proves (vi>. Suppose 
that 3 is an elementary abelian subgroup of P and that ms(13). > 3. Since 
m,(H) = 2 and m,(P/H) < 2, .5&(H) < B, so B < K by (iii)V By (ii) and 
(iv), ms(K) < 3, a contradiction. Thus m,(P) < 3. Moreover, if P <L, 
then, by construction, K = H and m,(P/H) = 1, so the above argument 
gives a contradiction even if m,(B) > 2. Hence mg(P) = 2 in this case, 
proving (vii). 
LEMMA 3.11. Assume the hypotheses of Lemma 3.10 and Jet P, H, K he as 
in that lemma. Then the following cond&bns hold: 
(i> If  Z(L) = 1 and Y f  Ql(H) - z(P), the* CL(Y) z 2, x L(q), 
where m = (q + Q/3. 
(ii) If Z(L) # 1, there exist h E H such that h3 E Z(L)+. For any such 12, 
C;(h) s Z,,, x L,(q) azd ifg E P - K, then [h, g1 E Q,,(H) - Z(L). 
Boof. Suppose that Z(L) # 1. From the construction of H, H n L is 
the Syfow 3-subgroup of the diagonal subgroup of L(s SU,(q)) and it is 
abelian of type (3”, 3%). Since K 2 2, /z’s exist as claimed and aIl such h lie in 
L by Lemma 3.10(i). Thus h = diag@, p,v), where h3 = ~3 = v3 is a 
primitive cube root bf 1 in GF(q2) and &v = 1. An easy calculation shows 
that two of X, p, v  must be equal and distinct from the third, so C,(?Z-> has the 
asserted structure. Let a = k/Z(L). From the constryction of N and M 
- 
in the previous lemma, a = Cp(G$(I?)). lvow &(I?) = (Ql(HJ, &) and 
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since &n,(H) 4 P, we get G < Z(p). Thus k = C&$). Hence if 
g E P - K, then 1 # [d, A] E G, proving (ii). 
In proving (i), we may assume that X = L, since by Lemma 3.10 
Z(P l-l L) = Z(P) 
A 
and Q1(W) < L. Let x = SU&), H the full inverse 
image in 2 of H. Thus I? is of type (3”, 3”) and H is of type (3”, 3”-l). Since 
) Z(P)1 = 3, the image in L of Q,(&) under the natural projection is Z(P). 
Hence if y E&(H) - Z(P), th en any preimage 9 of y in 2? has order 9. It 
follows as above that 5 has two equal eigenvalues, which are primitive ninth 
roots of 1. Thus 9 is not conjugate to any other element of fZ(x). Hence 
C,(y) G C,( $)/Z(E), so (i) follows from (ii). 
LEMMA 3.12. Suppose thatL = SU,(q) (and 3 1 q + 1). Then all elements 
of L - Z(L) of order 3 are L-conjugate. 
Proof. Any such element has eigenvalues 1, w, w2, where w is a primitive 
cube root of unity in GF(qz), and its eigenspaces are mutually orthogonal. 
Hence all such elements are GUS(q) -conjugate and their centralizers each 
cover GU3@)/SU3(d since they are orthogonally diagonalizable. The result 
follows. 
Lemmas 3.13-3.16 concern the p-local structure of L,( p”) and the assorted 
single groups of the Main Theorem. The next two results are well known. 
LEMMA 3.13. Suppose that L g Lc,(pn). Let P~syl,(L) and z E P#. 
Then: 
(i) P is elementary abelian of order pn and is a Tl-set in L. 
(ii) C,(z) = PF, where F is a (cyclic) group of Jield automorphisms of 
L, and F acts faithfully on P. 
(iii) Every #-element of C,(z) induces a Jield automorphism on L. 
(iv) If n is even, then I is real in L. 
LEMMA 3.14. Suppose that L E U,(3) and p = 3. Let P E Syl,(L). Then: 
(i) P is nonabelian of order 33 and exponent 3 and is a TI-set in L. 
(ii) Z(P) is weakly closed in P with respect to L. 
(iii) C,(Z(P)) = PT, , where T,, g Z, , T,, normalizes P, and T,, acts 
faithfully and irreducibly on P/Z(P). 
(iv) All elements of L of order 3 are real. 
For the next lemma, see [ 151. 
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LEMMA 3.15. Suppose that L = 3F,(2)’ and p = 5. Let P E Syl,(L). Then.: 
(i) P is elementary of order 52 and a TI-set in L. 
(ii} All elements of P# are L-conjugate. 
(iii) I f  z E P#, then C,(z) = PT,, , where T, z Z, , and T, acts faithfully 
on P. 
The next observation is crucial for our construction of signalizer functors 
in the course of the proof of Theorem A. 
LEMMA 3.16. Suppose that y  E X and y  has order p. Assume one of the 
following: 
(i) L E L,(p"), p” # 33; 
(ii) L g L,(33), p = 3, and y  EL; 
(iii) L s L,(3), U,(3), iw,, , or 95(2)‘; or 
(iv) L z L2(27 and p = 3, OY L g Sz427 and p = 5. 
Then O,t(C,(y)) = 1. In particular, the gvo~ps in (i), (iii), and (iv) are 
locally 1 -balanced with respect to p. 
Proof. Suppose that L s L,(pfi). I f  y  EL, the result follows from Lemma 
3.13 (ii). I f  y  $L, then pm # 33 by assumption. By Lemma 3.4, C,(y) G 
L2(Pn’“) * L,(3) and so O,(C,(y)) = 1. Hence O,(C,( y)) centralizes 
C,(y). Let XE O,(C,(y)). By Lemma 3.13 (iii), C,(X) s Lz(pnjnz) or 
PGLz(p@lm), where m is the order of X. Since C,(X) > C,(y), m j p, so 
m = I, as required. 
Suppose that (iv) holds. In both cases, 1 AutL : L j = p. If  y  EL, then 
] CL(y)1 = p2; if y  $L, then by Lemma 3.4, C,(y) is a Frobenius group of 
order p(p - l), so in all cases, O,,(C,(y)) = O&C,(y)) “- 1. 
Finally suppose that (iii) holds. In any of these cases, it is known (see 
[2, 13, 241) that / Out(L)/ < 2 and so y  EL. In each case, it is not difficult 
to show that C,(y) 1 ies in a SyIow p-normalizer N in X. Furthermore, iV is 
solvable as L is an N-group in each case. Finally, one can also check that 
Sylo~ p&ubgroups contain their own centralizers in Aut(L), We omit the 
details of these assertions, but together they imply that O,(C,(y)) < 
O&v) = 1. 
Lemmas 3.17-3.22 concern p’-subgroups (mainly 2-subgroups) of K- 
groups normalized by various p-subgroups, and also assorted generational 
properties of K-groups. 
LEMMA 3.17. Suppose that L g L,(pR). Let P E Syl,(X) and let Y be a 
subgroup of P n L. Then: 
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(i) I f  j Y 1 > 3, then (kIx( Y; p’)) < N,(P n L) a%dEI,( Y; p’) = (1). 
I f  j Y ( > 1 P n L j1j2, then kI,(Y; p’) = (11. In particular, H,(P; p’) = (1). 
(ii) I f  / Y ) = 3, then every element of &*(Y; p’) is a four,-group. If 
V E E& *( Y; p’) and N is a subgroup of P n L of order at least 9, then (N, V) is 
nonsolvable. 
(iii) If g is a jie2d automorphism of L, then L = (NJP n L), C,(u)). 
Proof. Suppose that 1 # K E nr(Y;p’). Suppose that 1 ‘Y ) > 3. From 
the known subgroup structure of L [17, Hauptsatz 8.271, K n L = 1. Thus 
K < C,(Y). By Lemma 3.13, K consists of field automorphisms and K 
normalizes C,(Y) = P n L. This proves (i). The remaining parts follow 
easily from the known subgroup structure of L. 
LEMMA 3.18. Suppose that L g A, and that P E Syl,(X). Then every 
element of Hx*(P; 3’) is a four-group. If V EH~*(P; 3’), then NL(V) = 
VP<t> g 2, x Z4, where t is an involution in N,(P). .Moreovep, (N,(P), 
V) =L. 
The proof is straightforward. 
LEMMA 3.19. Suppose that L g U,(3) and p = 3, or that L s 2F4(2)’ 
andp = 5. Let P E Syl,(L) and x E Z(P)+. If T E kI,*((x); 2), then (N,(P), T) 
is nonsolvable. 
Proof. Suppose that N = (N,(P), T) is solvable. By Lemmas 3.14 and 
3.15, P is a noncyclic self-centralizing TI-set. Hence O,(N) = 1. Thus 
z E O,(N), so T centralizes Z. Thus T E Syl,(C&)). I f  L E U,(3), then 
2’ E 2, and C,(T) g 2, * SL(2,3), so T < O,(C,(T)). I f  L = 2F,(2)‘, 
then ( T j = 2 and by [15], T < O,(C,(T)). However, this contradicts 
T EJ&*((~); 2). 
LEMMA 3.20. Suppose that L is a Bender group. Let T E Syl,(L). I f  B is 
a Sylow r-subgroup of N,( T) f or some oddprime Y, then (N,(T), N,(B)) = X. 
Proof. Since N,(T) is maximal in X, we may assume that N,(R) < 
Nx( T) and X = LB. Thus B E Syl,(X). Suppose that B n L # 1. If  
L r Z(p)(Z = L, , Sx, lJ, , SU,), then it follows that Y ) q - 1, so T(B n L) 
is a Frobenius group. Now, N,(L n B) is dihedral of order 2n, n odd, so 
BN,(L n I3) has a subgroup of odd order and index 2, so N,(B) has even 
order. Since N,(B) < N,(T) and T E Syl,(X), C,(B) # 1, a contradiction. 
Thus B n L =1 . From the structure of Aut(L) and Sylow’s theorem, B 
is a group of field automorphisms of L. Hence C,(B) is not 2-closed, a 
contradiction. 
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LEMMA 3.21. Su..pose that X has cyclic Sylow p-subgroups. Let B be a 
subgroup of L of order p and S a 2-subgroup of X normalized but not centralized 
by B- Jf G‘S N,(B)) is solvable, thenp = 3 and X z L,(l). 
Proof. We may assume that 1 # S = [S, B] 6 L. If L r L,(3), Ml1 , 
or A, , then L has sectional 2-rank 2. Butp > 3 as X has cyclic p-subgroups, 
so no such S exists. If L s U,(3), then p = 5 or 7. But a Sylow 2-subgroup 
of L is Z,lZ, , no subgroup of which admits an automorphism of order p. 
If L E a&(2)‘, thenp = 13. Since 1 L /s = 2r1, no S exists in this case either. 
Suppose that % is a Bender group. By Lemma 3.3, B < N,(T) for some 
T E Syl,(L) such that S < T. Since S is noncyclic and NL( T) is strongly 
embedded in L, any solvable subgroup of L containing S lies in NL(T), 
so (S, NL(B)j < N,(T). But B < N,(B)’ by Burnside’s theorem as L 
has cyclic Syfow p-subgroups, so B < N&(T)‘, contrary to the fact that 
NL( T)/ T is cyclic. 
Thus 4 z L&), q odd. Hence, L has dihedral Sylow 2-subgroups, SO 
p = 3 and S is a four-group. Since X has cyclic Sylow,p-subgroups, 3 f q* 
Now SBZ A,, so from the known subgroup structure of L, n/l! = 
(S, %CBD GX & - H ence, N,(B) s Za , so q = 5 or 7. Since L,(5) > & p 
we conclude that q = 7 and L z L,(7). Thus X z L,(7) or PGLa(7) and it 
remains to exclude the latter possibility. 
Now M is maximal in L,. so M’ = (S, N,(B)) 17 .E. Hence fix(B) normalizes 
O,(M) = S. However, as ,PG&s(7) has dihedral Sylow 2-subgroups of order 
16, N,(S) <L. Hence N,(B) g L. However, j N,(B) : Nr(3)j = 2 by the 
Frattmi argument. Thus X = L E L,(7) and p = 3, as asserted. 
LEMMA 3.22. Suppose that L g L,(3) or 2F,(2)’ andp = 3. Let P E Syl,(L). 
Then I’,,l(L) is nonsolvable. 
Proof. By Alperin’s theorem, I’ = l’,,,(L) controls 3-fusion in L. Hence, 
if S were solvable, f&(Z(P n O&r))) would be a nontrivial strongly closed 
abelian subgroup of P (with respect to L) containing Z(P). Since, however, 
the strong closure of Z(P) in P with respect to L is P, which is not abelian, I’ 
is necessarily nonsolvable. 
Finally, we determine the 2-local p-rank of X. 
LEMMA 3.23. X satisjies the following conditions: 
0 e,,(X) G 2. 
(ii) If m,,,(X) = 2, then one of the following holds: 
(4 L r&&), q odd; 
(P> L s L,(q), S+), 07 JMer), q even, andp I q - 1; 
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(14 WV) s u&d and P I 4 + 1; 
(S) L/Z(L) g A, andp = 3; or 
(c) L g A ,^ and p = 3. 
(iii) If L = X is a Bender group and m,,,(X) = 1, then (/I) or (r) above 
holds. 
(iv) -TfJ&(R 2) # (I)f or some P E Syl,(X), then either (j3) or (6) above 
holds, or (a) holds with p 7 q. 
Proof. Suppose that L g L,(3), U,(3), M,, , or 2F,(2)‘,. Since m,(X) < 2 
in these cases, certainly (i) holds. If  (ii) or (iv) fails, then kI,(Q; 2) # (1) for 
some cyclic Q E Syl,(X) or f  or some Q < X of type (p, p). Since m,(X) < 2, 
it follows that m,(Q) = m,(Cr(Q)). Let 1 # T E Hx(Q; 2). Since X is an 
N-group, Lemmas 2.3 and 3.16 imply that C,(x) < O,(Cr(x)) = 1 for all 
x EQ. Hence Q is cyclic and we can argue to a contradiction as in Lemma 
3.21. Suppose that L/Z(L) g A, . Then X = L by Proposition 3.2, so 
m,,,(X), = 2 and m,,,(X) = 0 for p = 5, 7 and the lemma holds. The case 
L g a, is similar. 
I f  L G L,(q), 4 odd, then only (i) and (’ ) iv re q uire proof; they follow from 
Proposition 3.2 (iii), Lemmas 3.13 (iii) and 3.17 (if p / p), and the fact that 
m,(L) = 1 ifprp. 
Thus we may assume that L is a Bender group. If  LIZ(L) E U,(p) and 
p j 4 + 1, then (i) holds by Proposition 3.2 (iv) and Lemmas 3.3 and 3.5, and 
(iv) holds since m,(L) > 1, while m&V,(T)) = 1 for T E Syl,(L). Thus the 
lemma holds in this case, so we may assume thatp + q + 1 ifL/Z(L) g U,(g). 
Therefore m,(L) < 1 and (by Proposition 3.2) m,(X/L) < 1. Then (i) is 
trivial. Moreover, if m2,,(X) = 2, or m2,D(X) = 1 and X = L, or&(P; 2) # 
(I} for some P E Syl,(X), then m,,,(L) 3 1, so p ( j Nt( T)/ for T E Syl,(L). 
Hence, p j 4 - 1, as required. 
4. CENTRALIZERS OF SUBGROUPS OF TYPE (9,~) 
We now begin the proof of Theorem C. We assume that G is a group 
satisfying its hypotheses, but not its conclusion. In particular, m,,,(G) > 3 for 
some odd primep. But then, by Lemma 3.23 (i), G is not isomorphic to one of 
the groups listed in the Main Theorem. We make use of this important fact 
several times in our arguments. In particular, by Bender’s and Goldschmidt’s 
theorems ([I, S]), it follows that G does not possess a strongly embedded 
subgroup and a Sylow f-subgroup S of G does not possess a nontrivial 
abelian subgroup that is strongly closed in S with respect to G. 
Among all odd primes p for which Theorem C fails, we choose p so that 
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m,,,(G) is maximal and subject to this comiition, so that p is maximal. We 
fix this notation throughout Sections 4-9. 
In this section, we prove 
PROPOSITION 4.1. I f  D is a subgroup of G of type (p, p) that lies in an 
element of g’*(p), then CD is p-constrained. 
We argue by contradiction in a sequence of lemmas. We choose D to violate 
the proposition with 1 J?, \ as large as possible. Let Di , 0 < i < p, he the 
subgroups of D.of order p and set C = C, , Ci = CD<. Also, fix 3 E a’*(p) 
with D < B. 
LEMMA 4.2. We have B n Y. = D. 
Proof. Let E = B n Y, and assume that E > D. Since E < B, 
&(E; 2) f (1). Choose T E PIG*(E; 2). By Lemmas 2.1 and 2.2, 
[E, C&Z,)] + 1 for some E,, < E of order p2. By Proposition 2.9 (iii), (iv), 
and choice of D, E < YE0 . Thus [E, C,(E,)] < YE*, so j YE0 / is even, 
against Proposition 3.2. 
LEMMA 4.3. If T E.M,(D; 2) with D acting faithfully on T, then: 
(i) [D, C,(D,)] # 1 for at least two values of i. 
(ii) For any s&h i, E, > z, . 
in(“(iii) D # 1 in &‘i and B acts nontrivially on the imuge of [D, C,(D<)] 
z * 
Proof. First, (i) is immediate from Lemma 2.1. The second statement of 
(iii) is clear since j Y,. / is odd. In particular, D # 1, so (iii) holds. NOW, 
(ii) follows from Propdsition 2.9. 
Remrk. We say that D( is embedded with respect to T if T eMc(D; 2) 
and [D, G-(Q)] # 1. 
LEMMA 4.4. The following conditions hold: 
(9 mdG) = 3. 
(ii) E, is a Bender group. 
(iii) If T E l&(D; 2) with T containing a Sytow 2-subgroup T, of Lo 
and D, is embedded with respect to T, then E,i is a Bender group. 
Proof. Let T and Di be as stated. Note that by Lemmas 4.3 and 2.2, 
such T and Di exist. Suppose that Eoi is not a Bender group. Now, EDi > Lo 
and by Proposition 2.9 (ii&E, s J?(L,( n C(L?,)) for any i # j. By Lemma 3.6 
(with ea in the role of X, D! in the role of.{ y)), zoi G I&“) and f;, z L,(g) 
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for some odd q. Now, Di acts nontrivially on Cr(Di). Since C$ is abelian and 
YDi has odd order (Proposition 3.2), the structure of .Z;,(qp) implies that 
T, = [Di , T f~ Loi] is a four-group. Since D centralizes T,, , clearly 
T,, n To = 1. But by Proposition 2.9 (i), To < T n LDi L so (T,, , To> 
lies in the dihedral group T n LDi , which is absurd. Hence, LDi is a Bender 
group. 
Since e, E L(Zni n C(iIJ), L emma 3.6 now yields that ED is a Bender 
group. 
Now, choose TL E M,*(B; 2). By Lemma 2.2, Lemma 4.3 applies to Tl . 
Let Dk be embedded with respect to Tl . Then, 1 # &(D,) EI&&B; 2). 
By Lemma 4.3 (ii) and (iii), we get B n YDlc < B n YD and D 4 B n YDk . 
By Lemma 4.2, B n Yn& = D, . Thus, in Ck, m(B) = m(B) - 1 and 
Mzc,(B; 2) # (1). Hence by Lemma 3.23 (i), m(B) < m2,g(ck) + 1 < 3. 
We conclude now from the definition of B*(p) that m,,,(G) = 3 and so all 
parts of the lemma hold. 
By Lemma 4.4 (ii), we have ED s 5?(q), where q = 2” and dp is one of the 
symbols L, , Sz, U, , SU, . 
LEMMA 4.5. We have p { q - 1. 
Proof. Suppose that p 1 q - 1. Since q - 1 is a Hall divisor of 1 J?, 1 
and also divides the order of a Sylow 2-normalizer of &, , we can choose 
To E Syl,(L,) normalized by B. Expand To to T E Ho *(B; 2). Suppose that 
D, is embedded with respect to T. Then, by Proposition 2.9, 
-- 
L, e L(LD, n C(D,)) 
for any j # i, so by Lemmas 4.4 (iii) and 3.6, z,( G -Ep(qp). 
We claim that LDi is semisimple. Suppose not. Let 5’ e Syla(LD,). Then, S 
acts faithfully on some Sylow r-subgroup l? of O,(LD .) for some (odd) prime 
r. Let R, be a critical subgroup of R, R, = &(R,,). Since q > 4 and p > 3, 
m(S) > 6, and so it follows easily that for some involution XES, m(CRl(z)/ 
WRl(4) 3 5. s ince RI has exponent p and class at most 2, m(CRi(x)) > 3. 
Since (z) E H,(CRI(x); 2), it f o 11 ows that m,,,(G) > 3. By Lemma 4.4 and 
choice of p, Theorem C holds for Y. Since m(R) > 3, the theorem implies 
that N,(R) is solvable. Since N,-JR) covers 2,. , this is absurd. Hence 
L 
j Dg 
is semisimple for all embedded Di . Since in = L(LDi n C(D,)) for 
i, L, is also semisimple, by Lemma 3.6. 
Observe next that as ED1 c 8(qp), B n ZDi is a complement to B in i? by 
Proposition 3.2. Now Proposition 2.9 yields that B n: L, is a complement to 
D in B. Let A E SylJL& chosen so that Qr(A) x D ;= B and A < No(TD). 
By Lemma 4.3, we may assume notation chosen so that D, and Dl 
are embedded with respect to T. Let A,* = C,(A) n LDi , i = 0, 1. Since 
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L, <I,,& e P(qp), Ai* has a normal cyclic Hdl subgroup A,’ of order 
q” - 1. Let Ai E Syl&‘). Thus Ai E SylU(LDi) and j .A, / = (4” - l), = 
~(4 - 11, = P I A I* M oreover, by Lemma 3.6, & induces a field auto- 
morphism on LB0 , and normalizes Ao’, since it centralizes A. Hence 
j C(D,) n A,’ 1 = q - 1. 
In particular, [A,, , Or] = Gl(A) and so A, normalizes {S,(A), Or>. Further- 
more, since pp - 1 > p(q - I), D, does not centralize O,<(A,‘). 
Let Qr = C,((&(A), Dl>). Clearly, Qr < CD1 and YD, < Qr . Also 
A,* = Ql n L,% q Q1 , whence also A, a Ql . We show that O,(Qr) < 
LD1YD2 * Indeed, if K is a Hall p’-subgroup of Al*, we have [K, OdQr)] = I, 
and so no element of O,(Qr)# induces a field automorphism on J?.~, . By 
Lemma 3.4, fiIGI)) < EDI . Since A, < O,(QJ, it follows that 
as desired. Thus O,(Qr) = O,(A,*) x O,(YD1) = A, x O,(YDI). Further- 
more, if O,(YD1) contained a subgroup D* of type (p, in), then 
and by Proposition 2.9, z,, 2 ED1 , so j ED, j > 1 I!& j, violating our choice of 
D. Thus O,(Y,J is cyclic, so .G’r(O,(YDt)) = III and GI(O,(QJ) = 
Qd-4 x D,. 
Since A, normalizes O,(Qr) and centralizes A = @(A,), it follows that 
iA ,A,1 < Qln,(O,(Q1>) = Q&4 x D, . BY symmetry, 
Thus, r”l,A, is a group, as is BA,A, = DA,A, , since B normalizes 
Ai( =O,(A,“)). S ince[D,,,A,,] = I f[DD,,A,]and/A,/ =jA,j,A,A,is 
noncyclic. Since j A,A, : A,, / = p, it follows now that G$(A,A,) is of type 
(p, p). Hence, for some k, D, centralizes s;2,(AJA,). Let F = cZ’,,,~(D,). 
We have F = D,< x (A*S2,(A&lA,) DJ for any i # k. Now ‘D does not 
centrake f21(A,,A,) since D,, centralizes A, , but does not centraliie A,A, = 
4&W&,)- Thus Jz,M& Dz is nonabelian of order ps and exponent j. 
Fir&y, we examine C4. We have LDlc 2 ED . Suppose that I& g ED . 
Then FnLq = A and so F n LDkYDy = A x, (F n Y/J. Since 
P’ = &(A), we have F n YD, < Z(F) = D, x A. Thus F CT Y, = D, . 
Hence F,i(A x Dk) is isomorphic to a subgroup of CD,, which is ,;yclic by 
Proposition 3.2. This contradicts the structure of F. Therefore, ED, ,> L, . 
Arguing as in the first paragraph of the proof, we get EDk g ~Z(QP). By choice 
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of D, Yn, has cyclic Sylow p-subgroups. Thus F n LDkYD, is a 2-generator 
abelian normal subgroup ofF, with cyclic factor group. This contradicts the 
structure of F and completes the proof of the lemma. 
LEMMA 4.6. The following conditions hold: 
(i) p = 3, z, z L,(29, n odd, n >, 3. 
(ii) I f  T E EI*(B; 2) and D, is embedded with respect to T, then 
Lq z Us(2”) or S&(2”). 
(iii) B normalizes but does not centralize a Sylow Z&group TD of L, , 
and C,JB) # 1. 
Proof. Let T and Di be as in (ii). By Lemmas 4.2-4.4, j B j = p2 (in 
c,$),_and B normalizes a nontrivial 2-subgroup of eDi . 
I f  L, g Sx(q), then LDi g Sx(q”) by Lemma 3.6, since, by Proposition 
2.9, L(L,% n C(DJ) s &z(p) for i # j. Since m&CD,) = 2, Lemma 3.23 
gives p ] 4~ - 1. Thus p 1 q - 1, against Lemma 4.5. 
If  L r u,(q) or Su,(q), we conclude similarly that ,Er,+ z Us(@) or 
SU,(q”). This time, Lemmas 3.23 and 4.5 yield that p ( q + 1. Moreover, 
since e,. is of odd order by Proposition 3.2, and En. is a TI-group, B is in a 
Sylow 2Gormalizer in CD, . Hence by Lemma 3.5 (with X = CD, , L = 
LD,> there is b E B - Di such that C~,~(~) s Z x L&p), where Z il cyclic. 
Thus E(CLD(b)) r L,(q”). Let D* = tb, D,); then 
1 
l-L* I = I L,(pP)I = P(Q2” - 1) > &I” - l)(q3 + 1) B I -%I I, 
against our original choice of D. 
Thus En s L,(q), by Lemma 4.4. If  Eni g L,(f), then, as in the Sx(q”) 
case, we get p 1 q - 1, a contradiction. Hence, by Lemmas 3.6 and 4.4, 
LDi g Us(q) or SUs(p). Thus (ii) holds. 
As above, p j q + 1 and ii is in a Sylow 2-normalizer in CD,. Since 
j B j = p2, Lemma 3.5 implies that some b E B - D induces a field auto- 
morphism on EDi. Hence b induces a field automorphism on E, . In parti- 
cular, (iii) holds. If  p = 3, then as 3 1 q + 1, (i) holds, and we are done. 
Hence we may assume thatp > 3. 
Let D* = (b, 0%). Thus ED, z z(C,Di(b)) by Proposition 2.9 and so 
either z,* r U&i/p),), ED, G SU,(qlJp), or e,, = 1, in which case 
q = 2p. However, in the third case, as p divides 1 U,(2”)[, we must have 
p = 3, contrary to our assumption. Thus it will suffice to derive a contra- 
diction under the additional assumption ED* g U,(qlf”) or SU,(qll~). In 
particular, we have p > 4. 
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By Proposition 2.9, YC,o,,(B)) g E(CLD(b)) s L&l/P). Moreover, 
B nEDf f I. Since L(CEDj6)) = “,*,cb, by Lemma 3.6 (we use p > 3), 
it follows that B n L,* # 1. j Let E = B n L,* . Thus, &CLD,(E)) s 
G.(P>- 
Let Di*, 0 < i < p, be the subgroups of D* of orderp. We may assume by 
Lemmas 2.1 and 2.2 that Do* and D,* are embedded with respect to T. By 
Lemma 3.6, Lo; g U,(q), since p 1 q + 1. We now reach a contradiction by 
examining ..& . By Proposition 2.9, E(CE,&Dr*)) z E(CE&E)) g L,(q), 
i = 0, 1. SinceE(CEE(D*)) r_t,(@*), D* acts faithfully on&. By Lemma 
3.6, .i& z U,(q) or La@). However, if L -E s L,(qD), then by Proposition 3.2, 
some element of D* induces tin inner automorphism on s. By Lemma 3.6, 
e(C@*>> = 1, contradiction. Thus J?~ s U,(q). Since ~?(t;cci;,(D~*)) z 
L,(q) for two distinct values of i, Lemma 3.6 implies that D* induces inner 
automorphisms onLE. Since CzB(D*) has even order, nzeJ&) > 1, against 
Lemma 3.23. This proves the lemma. 
To complete the proof of Propoktion 4.1, we are left only with the following 
configuration to eliminate: p = 3, m,,,(G) = 3, L, g L,(2”)(n odd), and 
ED.& U,(2@) or SUs(2n) for any embedded Di . We treat this as a particular 
cGe of the following more general result. 
PROPOSITION 4.7. Ifp = 3, m,,,(G) = 3, and D E g’,(3), the-n~~ C$ L,(P) 
for any odd n 3 3. 
Proof. Suppose false and let D eg2(3) with E, s L,(p), q = 2%, n odd. 
If possible, choose D so that D < B for some 3 ~@*(3). (If this can be done, 
then Proposition 4.1 is false, and we in fact choose D to satisfy the conclusions 
of Lemmas 4.4 and 4.6.) We refer to the case in which D satisfies the con- 
clusions of Lemmas 4.4 and 4.6 as case I and to the contrary case, in which D 
is contained in no element of a*(3), as case II. 
Let To E Syl,(Lo). In case I, choose TD to be B-invariant (this is possible 
by Lemma 46). Let M be a maximal 2-local subgroup of G containing 
NG(T& ,‘Our aim is to show that ik’ is strongly embedded in G, which 
will yield an immediate contradiction and thus, establish the proposition, 
Let Di , i = 1,2,3,4, be the subgroups of D of order 3. For i # j, we have, 
by Proposition 2.9, z(C,JDj)) z z, g L,(q) and hence E,< g L&q), 
U,(q), 577,(q), or L2(q3), by Lemma 3.6. 
We argue first that L, and all L,$ are semisimple. Suppose that L = Lo 
or .b. is not, semisimple: Set N = NL (To), so that N < L. Also let 
K. = &(L), so that 1 K j’is.odd by Proposigon 3.2. Since L is not semisimple, 
N/N (? Z(F[K)) acts faithfully on F(K). Since O,(N) is a minimal normal 
subgroup of N (by the structure of L,(q)), N/N, acts faithfully on FfK>v for 
some prime r, for some N, u N, with / N, j odd. Let R0 be a critical subgroup 
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ofF(K), , R = Ql(R,). Thus N/X,, is faithful on R. Since 2\r acts transitively 
on T,+ and every involution of To is contained in at least 3 hyperplanes of 
T, (considered as a vector space over &), m(Cs,+&z)) > 3 for any s E T,#. 
Thus m(C,(z)) 2 3, since R is of exponent Y, and so m&G) > 3. Since 
I’ > 3 =: p and m,,,(G) == 3, our choice of p implies that Theorem C holds 
for Y. Therefore N(F(K),.) is solvable, which is absurd as F(K), Q L. Thus, 
L, and L,, are semisimple. 
Let TDi be the unique Sylow 2-subgroup of LDi containing To and set 
ND == .Xc,(To). By Lemma 3.3, ZVn < ArG(TDi). I f  TDi > T, , then for 
each possible structure of L,, , we have T, (3 T, , TD /To is elementary 
of order $, and ND acts irreducibly on T,(/T,, (sinci N, dontains an element 
inducing a Frobenius automorphism of order 3(q - 1) on T,,/T,). 
Moreover, as q = 2*, n > 3, ! CD, j is odd by Proposition 3.2, ark so 
T,, E SYI,(C~!). -41~0, T,( z< NG(TD) < M for all i. 
Now if ZV is any ‘-local subgroup of G containing B in case 1, then B 
contains every element of order 3 in C,(B) since m,,,(G) =: 3. I f  A’ contains 
D in case II, then I) contains every element of order 3 in C,(D) since D is 
contained in no element of a*(3). In particular, these conditions hold in M. 
Kow, in case I, B < XD < N(T,.) for all i, and in case II, I1 < ND < 
Ar(TDi), so by Lemma 2.3, T,( < 6,(M) for all i in either case. Let T be a 
Sylow 2-subgroup of O,(M) containing TD and invariant under B in case I, 
D in case II. By [9, Theorem 6.2.21, (;;(DJ is a Sylow 2-subgroup of 
C(Q) n WW, so ! C,(DJ L= j TD, 1.4 Since T, < Cr(DJ and CDi is a 
TZ-group, C,(Di) = Toi. Thus T = nizl TD, . 
WC show next that T := O,(M). Certainly T, < Z(T) as TD < Z(T,j 
for all i, so T, -< O,(M) as O(M) == 1 and M is solvable. Since ND is irrc- 
ducible on each T,(/T, , we have T,, n OJM) =: T, or TDi for each i. 
Suppose that T,, n 0,(&Z) = To for some i. Then Toi acts nontrivially on 
F = F(0,,(M)jd2(M)) and hence TDiiV, acts on F, = O,.(E) for some prime Y 
in such a way that C(I;,) n To, == T, . Let R, be a critical subgroup of F,. , 
R =- Q,(R,). Since m(T,JT,) > 6, we get m(R,@(R)) > 6. In particular, 
m,.,(G) > 3, so by choice ofp, Theorem C holds for Y. Let Ml be the unique 
element of .k’%,(G) containing R, so that M < Ml . Then for any j, T, < 
Since Loj is a Bender group and Ml is solvable, we have 
f  
Ml n CDj . 
On the other hand, as m(R/$(R)) > 6, Q,, =.= C,(Dj) is noncyclic for some j. 
Expand Q, to Q E Syl,(C,j). By Theorem C, Kc(Q) < Ml. Hence in 
C, , A@) < NC%,), g a ainst Lemma 3.20. We conclude that To, < O,(M) 
for’all i, whence T < O,(M). Since T E Syl,(O,(M)), we get T := O,(M), 
as asserted. 
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In particular, M = NG( T) = NG(J( T)) = NG(Z( T)), since M is a maximal 
2-local subgroup, 
The next step of the proof is to show that T E Syl,(G). Since M = N,(T), 
it suffices to show that T E Sy&(JQ. Suppose that case I holds. If TDi > TD 
for any ;, then by definitioa, D6 is embedded with respect to T and SO by 
Lemma 4.6, LD1 s Us(q) or SlJ,(q). Thus T, = .Z(T,$) for all i. Hence 
T,= Z(T), so TD u RI. Set MO = C,( Ta)- Thus iU/l& contains ND/CcD(T& 
which contains a Singer cycle (in its action on To). Thus the semidirect 
product TD * (M/M,) is a solvable doubly transitive group dn the cosets of 
IvrjiVIO. Since n is odd, Huppert’s theorem [16] implies that j M/n/l, [ is 
odd. By Lemma 4.6 (iii), B n M,, = D. Moreover, D contains every element 
of order 3 in CMO(D). Indeed, otherwise D < B, < MO for Some B, ~g*(3). 
By Lemma 4.2 tipplied to B, , B, n YD = D and hence 1 # & < C~,(~D), 
contradicting Lemma 3.3. 
In case II, we set n/r, = NI. Thus in both cases, j &i/n/l, / is odd and D 
contains every element of order 3 in CMo(D). 
To establish T E Syl,(G), we also need information about a Sylow 3-sub- 
group P of ik&, : namely, that ms(P) = 2. Without loss, we may assume that 
D < P, By the preceding paragraph, &(2(P)) ,( D, so Di < i&(Z(P)) 
for some i. Suppose that m(P) =Z 2 and let E be a subgroup of P of type 
(3, 3, 3) containing Di . Then Eva*, and E < iV(TDi) n CDi . 
c 
Suppose that E, = E n Ynd is cyclic, in which case B is of type (3, 3) in 
3 aud 8 < N,-D!TD$. Since n is odd, q - 1 is prime to 3. Hence if 
LDi s L(P) or L&), NzD$pDi),is a 3’-group, whence Ne (FD,) has cyclic 
Sylow 3-subgroups by Prdposition 3.2 (iii), a contradicti%. Thus i;,, s 
U,(q). Since 3 ] q + 1, Lemma 3.5 implies that L(CcD$&)) z L,(q) ‘far 
some subgroup El of E of order 9 containing E,! Hence LE. # 1 by Proposi- 
tion 29, so Czl is not 3-constrained. Since E1 < EG&*(~), Proposition 
4.1 fails for E1 and so we are in case I. Therefore E &n~ralizes TD . 
But again, by Len@a 3.5, some element of & induces a field automorphism 
on ED.. However, as 8 centraiizes FD = s2,(TDJ, this is impossible. We 
thus &&de that E, is noncyckic. 
Since E,, is noncyclic and E E #*(3), it follows once again from Proposition 
2.9 that Proposition 4.1 fails and so we are in case I. Hence, [ EE, / < j .!?* / 
by choice of D. But ED. z 2 LEO by Proposition 2.9. We conclude that 
and TD f Syl&LEe). Since E < MO = C,(T,), Lemma 3.3 gives E < YE . 
This violates Lemma 4.2 with E, in the role of D, E in the role of B. tfe 
con&de that m,(P) = 2, as asserted. 
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Now, suppose that T $ Syl,(M). Then T $ Syl,(M,,), so ] MO/O,,(M,,)i is 
even. Let Q = P n O,,,(nCr,). Thus / NiM,(Q)/C,o(Q)/ is even. Let R,, be a 
critical subgroup of Q, R = &(Ro). Thus R > Ql(Z(P)) > Di , and as 
m(P) = 2, either Di is characteristic in R or R is elementary abelian of order 9. 
We show that some involution of N,(Q)/CMO(Q) normalizes some Dj . I f  
Di is characteristic in R, this is clear, so assume that ( R [ = 9. As Di < R, 
we may assume that no element of NMO(Q)/CMO(Q) inverts R elementwise. 
Since N,+fo(R)/CMo(R) < GL(2,3) and C~o(R)jC~o(Q) is a 3-group, it 
follows that M. has 3-length 1. Hence NIMo(P)/C~o(P) has even order. Since 
sZ,(Z(P)) < D, we conclude that some involution of NMJP)/CMo(P) 
normalizes some Dj and hence the same is true of some involution of 
NMO(Q)/CMO(Q). This proves our assertion. 
The preceding argument implies that some 2-element t of NG(Dj) n M, 
does not lie in TDi , On the other hand, by Proposition 3.2, t EL,~ . Thus 
LDj n M, is solvable, contains TDf., but is not 2-closed, against the structure 
of Bender groups. This contradiction yields the desired conclusion that 
T E Syl,( G). 
Next, we prove that any 2-local subgroup N of G containing TB (in case I) 
or TD (in case II) lies in M. Namely, B (resp. D) contains every element of 
order 3 in its centralizer in N, so T < O,,(N) by Lemma 2.3. By [26], 
O,,(N) < N&(T)) C,(Z(T)) = M. Thus T 4 O,,(N), so T <I N and 
N < M. 
This enables us to prove that C,(z) < M for every x E T,#. Indeed, in 
case II, C,(z) > TD, so C,(x) < M by the previous paragraph. In case I, 
B centralizes some z in TD#, so C,(z) 3 TB. Since ND acts transitively on 
T,# and ND < M, the desired assertion follows in this case as well. 
The remainder of the proof imitates certain arguments from [27, Sect. 131. 
We show first that if TDg n M # 1 for someg E G, then TDg < M. Namely, 
TDg n M < T as T = O,(M) E Syl,(M). Since 
TD < Z(T), To < C,(T,g n M) < Mg 
by the preceding paragraph. Thus TD < TV, so To centralizes TDg. Hence 
TDg < C,(T,) < M, as asserted. 
We argue next that if H is a solvable subgroup of G containing To , then 
H < M. Suppose false, and among all solvable subgroups H of G such that 
TD < H z& M, choose H such that / H n M I2 is maximal and then so that 
] H ) is minimal. Let S E Syl,(H) with To < 5’. Since C,(x) < M for all 
x E To#, and TD is noncyclic, O,,(H) < M. As H = O,,(H) N&S n O,,,(H)), 
we have Q = O,(H) # 1 by the minimality of H. Since 1 H n M j2 was 
chosen maximal, a standard argument shows that j H n M j2 = j H j2, 
so we may assume that S < M. Since / H 1 was chosen minimal, H is a 
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$2, r)-group for some Y, H has r-length one, H = SR, where R E Syl,(H), 
R A M = d;(R), and H/QR acts irreducibly on QR/Q#JR). 
Let W = V(cclG(TD); S). If W < Q, then WQ H, and hence Nc(T/TI) 4 M, 
so maxima&y of j H n M j2 implies that 5’ = T, so W (1 N(T) = n/r, 
whence NG(W) = M, a contradiction. Thus W < Q. Eet V be a G-eon- 
jugate of T,, with V < S, V < Q. Choose R, & R minimal subject to: 
V normalizes R,,Q, V does not centralize R,Q&R)/Q+(R). Thus’ R. is cyclic 
and R, $ M. Let R, = (x> and set K = QR,V. Then, \ QV : O,(K)1 = 2 
and so V n O,(K) # 1. Since (V n O,(K))” < O,(K) < ill, it follows that 
Vx n M # 1. By what was previously shown, this implies that Vx < M. 
However, K = {Q, V, P) and so K < M, against R, < K, R0 g M. 
Finally, since every solvable subgroup of G containing To lies in M and 
since To < Z(T), it is immediate that Cc(z) < M for every involution x E M. 
Since also N,(T) < M, M is therefore strongly embedded in G, which is 
the conclusion we have been aiming for. 
However, as noted at the beginning of this section, G does not possess a 
strongly embedded subgroup. This completes the proof of Proposition 4.7 
and with it the proof of Proposition 4.1. 
5. THEOREM D 
With the aid of Proposition 4.1, we now establish Theorem D. We derive it 
as a corollary of the following basic result. 
F~C~POSITION 5.1. If B EB*( p) and x G B*, then one of the following 
holds: 
(i) C, is p-constrained. 
(ii) B n Y, = (x) andE,‘E L,(p) for some n. Moreover, ;fp = n = 
3, then B < L,Y, . 
(iii) B n Y, = (x), m(B) = 3, and we have one of the folloioing cases: 
(a) p = 3, La g L,(23) or p = 5, .E, g Sz(29; 
(13) P = 3, -L GE Mu ; 
(y) p = 3, E, G 2F,(2)’ or L,(3); 
(8) p = 3,E, s U3(3) orp = S,L, s 2F&)‘. 
Theorem D follows directly from Proposition 5.1. Indeed, if 3 E 9Y’“(p> 
and x E B*, the proposition together with Lemma 3.16 yields that either: 
(a) C, is p-constrained; 
(b) En is locally l-balanced for the prime p; or 
(c) p = 3 and Ez z L,(27). 
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The group L,(27) is not locally l-balanced for the prime 3. However, as 
B G L,Y, in case (c) by the proposition, Lemma 3.16 implies that -i;, is 
locally l-balanced in Cz with respect to B. 
Since (a), (b), or(c) h o Id f  s or each x in B#, Proposition 2.11 now yields that 
G is l-balanced with respect to B, which is the conclusion of Theorem D. 
We break up the proof of Proposition 5.1 into two parts. We first establish 
the following approximation of the proposition and then use it to derive the 
proposition itself. 
PROPOSITION 5.2. If B f&?*(p) an d x E B#, then a’ther one of the conclusions 
of Proposition 5.1 holds OY we hawep = 3, m,,,(G) = 3, m,(C,) = 3, Y, has 
cyclic Sylow 3-subgroups and either: 
(c) L$ g A, ; OY 
(t;) L, s L,(33), O”‘(f?,) gg PZ&(27), and B 4 L,Y, . 
We argue in a sequence of lemmas. We let B E 98*( p). 
LEMMA 5.3. If  p = 3 and x E B#, then Ez + SU3(2n) for any odd n 3 3. 
Proof. Suppose false and choose B ~g*(3) and x E B# such that 
e, E SU,(2*) with n as large as possible. We first show that Y, has cyclic Sylow 
3-subgroups. First, suppose that x EL, (i.e., <z> = Z(&.)). I f  y  E Y, - <x> 
and y  has order 3, then by Proposition 2.9, E(C’~JU~)) s E, , so by Lemma 
3.6, LV z Lz . By Proposition 2.9, x E YV . Let D = (x, y), so that D < Y, 
for all z E D#. Since D centralizes a Sylow 2-subgroup of zz , EIo(D; 2) #{I}. 
Let T E I& *(D; 2). Thus for all z E D#, [D, C,(s)] e Y, n T = 1. This 
violates Lemmas 2.1 and 2.2. Hence no such y  exists, whence YE has cyclic 
Sylow 3-subgroups. 
Next, suppose that x $ L, . Let z be an element of order 3 in C, such that 
(z} = Z(LJ and (z, B) is a 3-group. Now let D = <x, z). Thus E, E L, 
by Proposition 2.9. Arguing as in the previous paragraph, we conclude that 
D 4 Y, , i.e., that & > zz, for some y  ED - (x). Since L(Cz (x)) s &, 
Lemma 3.6 implies that & G SUa(23n). By Proposition 2.9, z E Li and so by 
Lemma 3.6, (z) = Z&). Hence we may in fact take y  = z. Since z EL,, 
the argument of the previous paragraph applies with z replacing x (the 
assumption x E B was not used there). Thus Y, has cyclic Sylow 3-subgroups. 
On the other hand, by our choice of n, z lies in no element of a*(3). In 
particular, x $ B, so that B, = (z, B) is elementary of rank at least 4. I f  
-- -- 
L,B, n F$ = <.Q, then Lemma 3.10 applies with X = L,B, , so part 
(vii) of that lemma implies that m,(~,&) G 3, which is absurd. Hence 
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-- 
l&R, n Fz > (%)>, so in particular (Z) 4 Syls{ FJ. Choose K E Y, with 
,&a = K By Lemma 3.11, we may choose h E L, such that h3 = x and 
Now put E = (x, hk-1). Then E is elementary of order 9 and & z Ls(23n). 
By Proposition 4.7, we conclude that m&G) > 3, so m,(B) > 4. Hence 
m,(B,) >, 5. Since ms( F#) = 1, it follows that m8(cz) 2 4, against Lemma 
3.10 (vii). This proves that Y, has cyclic Sylow 3-subgroups and x EL, . Let 
Q E Syl,( Y,), P E Syl,( G&with <B, Q> < P. 
Consider first tile case 3 j 12. We claim that / Q 1 = 3. If / Q j > 3, choose 
h E L, such that h3 = x and z(CEE(h)) s L,(2*) and choose K EQ such that 
k3 = x. Set E = (x, kk-1). As in the previous paragraph, we get m,;,(G) > 3. -- 
Hence Y&B) > 3 and so, as above, L,B n yz > (E). Hence there is 
b E B# such that b = hlkTL, where h, EL, , kl E Y and h13 = k13 = X. 
Since A, has order 9 in xE and 3 j n, J$ is a dia&alizable element of 
E, g SU,(2n), so by Lemma 3.11, E(Czz(&)) e J&(2”). Hence with 
D - (x, b>, we have 6, s L,(2”), which violates Proposition 4.1 as D < B. 
Thus j Q / = 3 in this case. 
By Lemma 3.10( vi), (x), = Z(P). Hence P E Syl,(G). Also,. j N&?&Y, j is 
odd by Proposition 3.2, so N, = C, , i.e., x is not real. We will argue that (x> 
is weakly closed in P with respect to G. By Grim’s theorem and the simplicity 
of G, this will force cz = 03(cE), whence P < L, by Proposition 3.2. But 
then Lemma 3.10 (vii) will give m,(P) < 2. Since B < R and m,(B) > 3, this 
is clearly impossible. Hence, once weak closure is proved; we will be done 
with the case 3 1%. 
Since x is not real, Lemma 3.12 implies that (x} is weakly closed in P n L, 
with respect to G. Suppose: that (x) is not weakly closed in P. By fq, there 
exists R < P such that x E R, C,(R) < R, R E Syl,(O,~,(N,(R))), and 
(x) + N,(R). In particular, R 4 L, . Also, if x E R’, then since R’ <L, 
by Proposition 3.2, we get (x) u NJR’). Thus x 4 R’. 
Let H and R be as in Lemma 3.10. First, suppose ,tbat &(K) < R. Since 
(x) L- Z(P) and x $ R’, R < K by Lemma 3.10 (ii) and (iii). Thus i&n,(R) < 
6$((K). Since (x) 4 N&&(H)) but (x) + N,(R), Q%,(R 4 H, so by Lemma 
3.10 (iv), &Z,(K) = Ql(R). Let a’~ !&(K) - H. Since x or x-l is fused into N 
but not into &(H) - (x}, Lemma 3.10 (iv) implies that 
Hence (x) <I N,(R), a contradiction. Thus &n,(H) 4 R. 
Since R 2 C,(R), it follows that R < C,(ln,(H~) = .K. By Lemma 3.11, 
R n H = (x). Thus R/(x) is isomorphic to a subgroup of P/H and so is 
abelian of rank at most 2.’ Since x 6 R’, R is abelian, of rank at most 3. Let 
fl = AT,(R)j[R x O&N,(R))). Then ?7 is faithfully represented on Qliz,(R) 
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and so is isomorphic to a subgroup of GL(3,3). Also, O,(N) = 1. L, 
y  E &n,(H) - (x). Then y  E N,(R) and [y, Ii] < (x), soy acts quadratical 
on R, and 7 # 1 in N. Since y  6 O,(B), inspection of GL(3, 3) shows th; 
(7,~“) s SL(2,3) for some n EN, and Z(( 9,~~)) inverts [y, Qr(R)] = 
(x). This contradicts the fact that x is not real and completes the proof I 
3 j n. 
Thus 3 { n. Since Q is cyclic, nzs(P n L,Y,) = 2, by Lemma 3.9. Sine 
m,(P) > 3, Lemma 3.9 implies that 03’(CJ s PGU,(2”). Since m(B) 3 ? 
we have, in fact, E,B G PGU,(2”). Hence B(P n L&x) is nonabelian o 
order 27 by Lemma 3.9, so B(P nL,) s Z,\ 2s and hence B is char 
acteristic in B(P n&J. Now by Lemma 3.9 (i), some involution z in L, 
normalizes B(P n L,)(and hence B) and inverts P n L,/(x). Let D = C,(x) 
Since z centralizes both x and B/B n L,Y, , we have 1 D / = 9. Since E: 
is a TI-group, D normalizes a Sylow 2-subgroup of L, and hence 
L(Ci;(D)) g L,(2”) 
by Lemma 3.5. Since z(C, (D)) GE, , by Proposition 2.9, we get J%, # 1, 
against Proposition 4.1. Thit completes the proof of Lemma 5.3. 
The next two lemmas help to rule out Ez e U,(2”), n odd. 
LEMMA 5.4. If m,,,(G) > 3, T E&(B; 2), and C,(x) # 1 for some x 
in B#, then C, is p-constrained. 
Proof. Suppose false. If  D is a noncyclic subgroup of B n Y, containing 
x, then.& s E, by Proposition 2.9, and Proposition 4.1 is violated. Hence no 
such D exists, so B n Y, is cyclic. Thus m(B) 3 3. On the other hand, 
II,%(B; 2) # (1) since C,(x) # 1. Since 1 Y, j is odd, I&J& 2) # (11, so 
m,,,(~J 3 3. Th’ 1s violates Lemma 3.23, so the lemma is proved. 
LEMMA 5.5. Let x E B#. If for each Bi ~a(*( p) containing x, we have 
J&JB, ; 2) = (l}, then my subgroup of B of order p2 contains at least two 
subgroups not G-conjugate to (x). 
Proof. Suppose that D < B and j D 1 = pz. Let T E.&*(B; 2). 
I f  E < D and E = (xg) for some g E G, then x E Bg-l E.S?*( p), so 
IIc,(B~-l; 2) = (1). Therefore H,-(B; 2) = (l}, so in particular C,(E) = 1. 
On the other hand, Lemmas 2.1 and 2.2 imply that there exist at least two 
proper subgroups E < D with C,(E) # 1. The lemma follows. 
LEMMA 5.6. If p = 3 and x E B#, then i& * U3(2n) for any odd n > 3. 
Proof. Suppose false and choose x E B ~@*(3) such that zz z Ua(2”) 
with n odd and as large as possible. If  B n Y, were’ noncyclic, Proposition 
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4.3 would be violated for any D < B n Y, of order 9. Thus B n Y, is 
cyclic. Let P E Syl.JC,) with B < P. 
Suppose first that 3 f +z. Then by Lemma 3.9, ma(AutE,) = 2. Thus 
m(B) < 2, so m&G) = m(B) = 3. We show that P n Y, is cyclic. Other- 
wise, choose D < P n YE, D elementary of order 9, with x ED. Clearly 
M,JD; 2) # (1). Choose TE J&*(D; 2) and E < D of order 3 such that 
[D, C’,(E)] f 1. Then D 4 YE . Since EE & I?, , we have zE > xti by 
Proposition 2.9. By Lemma 3.6, & g lJ8(23n). By Lemma 3.5, & contains 
an element y of order 3 with E(CLE(y)) s L2(23n). Hence for F = (E, y), 
E, z L2(23s), against Proposition 4.7. We conclude that P n Y, is cyclic. 
Since j Y, j is odd, Burnside’s theorem now yields that I;i, < P. If P/P n L, 
is noncyclic, then, by Lemma 3.9, Oa’(~J g PGU,(2") x yti . Hence by 
Lemma 3.5, QCL,(y)) g L,(29 f or some y E C, of order 3. Let D = (x, y); 
then z, z L&‘Zn), against Proposition 4.7. Hence we also have that P/P n L, 
is cychc. 
We argue next that P E Syl,(G) and C, controls G-fusion in P. By the 
preceding paragraph, i&R,(P) = (P n L,) x (x} and so f&(P) = B by 
Lemma 3.9. Hence by Lemma 3.5, l&-+(B; 2) = {I> and so the same is true 
of any ‘subgroup of C, of type (3, 3, 3). Thus Lemma 5.5 applies. In parti- 
cular, no 3-element u of N,(B) - C, can act quadratically on B, for if it 
did, (x}, (a+), (a+-‘) would lie in a subgroup of order 9. Similarly, 
13-r j A,(B)\. Thus, A,(B) 
SL(2, 3)(by Lemma 3.9), 
is a (2,3)-subgroup of GL(3,3), A<-(3) g Q, or 
and Ac.JB) contains all elements of 3 m A,(B) with 
quadratic action on B. Moreover, if T E SY~,(A,~(B)), then N,(T) n A,(B) 
normalizes C,(T) = (x). But N, = C, , since iV.&, has odd order (by 
Fropo$ition 3.2). Thus T E Syl,(A,(B)). All these conditions force A,(B) = 
J&--(B). In particular, P E Syl,(N,(B)), so P E SyI,(G). By ‘Glauberman’s 
theorem [4, Theorem 6.11, N&B) controls G-fusion in P. Hence C, does. 
Since G is simple, we conclude that C, = Os(C&, which is not the case as 
C,/L, has nontrivial cyclic Sylow 3-subgroups and is of odd order. This 
rules out the case, 3 { n. 
Thus 3 / n. By Lemma 3.11, E, E L,(29 for some D < C, of type (3, 3). 
Hence by Proposition 4.7, m;,,(G) > 3. Furthermore, by Proposition 4.1, 
there is no Dr f G of type (3,3) such that EDI # 1 and DI < B, for some 
B, d*(3). 
Let B, be a complement to (x) in B and let M = Lao. Since 
B n Y, c (x), Lemma 3.10 applies to &?. Let P, = M n P E Syl,(M), and 
let B0 be .the.subgroup H of Lemma 3.10 and Ho its inverse image in PO. 
If & n Qr(&) 4 Z(p, n &), then by Lemma 3.11, we may take D, = (x, y) 
for some y E B, n Q,(rZ,) and get Bl > Dl andED z L,(2”), a contradiction. 
Here, B,” n l2,(&,) = Z(F,, n r;,> 
-- - 
is cyclic. Since m(B,,) > 3, B&&,/H, is 
noncyclic, so Lemma 3.10 (iv) yields that some b E B+ induces a field auto- 
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morphism on & . This implies that B contains every element of order 3 in 
C,(B). Indeed, m,(z’,> = 3 by L emma 3.10, so if E were an elementary 
abelian 3-subgroup of G properly containing B, E n Y, would be noncyclic. 
We could then choose y  E Qi(&)# such that E(CEa(y)) g L,(2”), put D, = 
E n Y, and B, = (b, y, Dl>. Then Bl would normalize a Sylow %-subgroup 
of C&J), so B, ES?*(~). By construction, ED1 g J!& and D, < B, , which is 
impossible. This proves our assertion. 
Finally, set R = (x,Z(PnL,)). Since PnL, Q P, R < Z(P). Also, 
R < B, so choosing any T EI&(B; 2), T # 1, we have C,(y) # 1 for some 
y  E R#. But then C, is p-constrained by Lemma 5.4. Since B normalizes 
C,(y), the previous paragraph and Lemma 2.3 imply that C,(y) < O,(C,). 
Thus j O,(C,)j is even. Since P < C, , we conclude that I/I,(P; 2) f (1). 
Now put B, =(x, .Qi(H,), b) and D, = (x, u)for any u E Q,(W,,) -Z(P n L,J. 
Then D, < B, andED g L,(29. F ur th ermore,as B, < P,&(B, ; 2) #(I} 
and so B, ~@*(3). Again, this contradicts what we have shown above. The 
proof is complete. 
We now can establish Proposition 5.2. Indeed, let x E B#. We can assume 
that none of the conclusions of Proposition 5.1 holds. In particular, i;, # 1. 
We know that l, is isomorphic to one of the groups listed in the Main 
Theorem and so we know the various possibilities for the quasisimple group 
E, . We consider these in succession. However, we leave until the end of the 
proof the assertion that Y, has cyclic Sylow p-subgroups. We make use of the 
following fact: I f  y  E B - {x}, then z(CEfi(y)) = 1, which holds by Proposi- 
tion 4.1. In particular, Y, n B = (x). 
First, if & E L,( p”), it follows from the statement of Proposition 5.1 that 
we must have p = n = 3 and B 6 L,Y, . Thus 2 $&. Since 03’(Aut 
L,(33)) = PZL,(33), we see that (Z;) holds. Furthermore, since Sylow 3-sub- 
groups of P.ZL,(27) are isomorphic to Z,l .Zs , we have m(B) = 2 in this 
case, whence m(B) = 3. 
If  Es z L,(q)( p Y 4) or Xx(q), then, since m(B) > 2, Proposition 3.2 and 
Lemma 3.8 imply that m(fi) = 2 and some element y  of B# induces a field 
automorphism onzz . Hence m,(B) = 3, and L.@p) or Sz($/*) is solvable. 
Asp 1 1 za /, we have p 1 / L&flD)I or 1 Sz(ql/“)l, respectively. Hence 4 = 2p, 
so x,g L,(23) or SZ(~~), and Proposition 5.1(01) holds, contrary to our 
present assumption. 
If  ED s U,(p) or SU,(q) and p r 4 + 1, a similar argument, using Lemma 
3.8, yields a contradiction. On the other hand, if p 1 q + 1, then by Lemmas 
5.3 and 5.6, p > 3. Hence, by Proposition 4.1 and Lemma 3.8, some element 
of B induces a field automorphism on z;, . We conclude that U3(q1/s) is 
solvable and thatp j 1 U3(q1Q, sop = 3, contradiction. 
Since m(g) > 2, the remaining possibilities are i?, g a,, a,, A,, Ml, , 
for p = 3; and E, c 2F,(2)‘, for p = 3 or 5. 
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In each case, m(B) = 3. Certain of these cases are covered in Proposition 
5:l and so are excluded by assumption. There remain only the possibilities 
p = 3 and E, g &, J& , or A, to consider. We argue first in these cases 
that a Sylow 3-subgroup of Y, is cyclic. We include in the argument the case 
f;, g L,(33) considered above. Indeed, in the contrary case x E D < Yz for 
some D of type (3, 3). By Lemmas 3.17 and 3.18, there is y EL, - Y, of 
order 3 with&J{ 9); 2) # 1. Setting B, = (D, y}, we then have B, EZ%*(~). 
However, as D = B, n Y, , this contradicts Proposition 4.1. This proves 
our assertion. 
But now if 2, z & or A,, we get m,(C,) = 2, a contradiction. Thus 
L, g A, or L,(33 and we see that (<) or (c) holds. 
As a corollary, we have 
PROPOSITION 5.7. Suppose that x E B* with B E@*(P) and C, is not p- 
constrained. If T E~I,(B, 2), then either C,(x) = 1 or p = 3, m(B) = 3, 
C,(x) is a four group, and (6) OY (5) of Propositiova 5.2 holds. 
Proof. This is immediate from Proposition 5.2, Proposition 4.1, Lemmas 
3.17 and 3.18, the solvability of 2-locals, and Lemma 3.23 (which guarantees 
that I!@(& 2) = (1) in case C, satisfies Proposition 5.1 (iii)). 
To establish Proposition 5.1, it thus remains to eliminate (6) and ([) of 
Proposition 5.2. We first prove 
LEMMA 5.8. Let E be any elementary abelian p-subgronep of G such that 
m&C,(E)) = m,(E). Suppose that Tl , T, E l&*(E; 2) and one of thefollowing 
holds: 
(a) T,nT,#l; 
(b) for some E, < E such that j E, j = p, C&E,,) is p-constrained and 
c-&g # I, i = 1,2. 
Then Tl and T, are Cc(E)-conjugate. 
Proof. The standard transitivity argument proves this lemma, once it 
is observed that since m,(C,(E)) = m,(E), Lemma 2.3 implies that any E- 
invariant subgroup of the p-constrained group N = NG( TX n T&n case a)) 
or N = C,(E,,)(in case b)) lies in O,,(N). 
LEMMA 5.9. Case (t) of Proposition 5.2 does not OCCW. 
Proof. Suppose that case (5) occurs. Since B 6 L&Y, , Proposition 3.2 
implies that / B : B n L,Y, j = 3 and by Lemma 3.4, Cz*(b) z L,(3) for ail 
b E B --‘L,Y,. Hence every element of FI.zz(B; 2) is a four-group. Let 
&l/38/2-16 
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T,~kI~~(B;2)andchooseT~M,*(B;2)withT, < T.LetD=BnL,kj,, 
D, = B n L, . Thus D = Do x (x>. Let D, , D, , D, be the subgroups of 
D of order 3 besides D, . Let P E Syl,(C,) with B < P. Then D ,( Z(P). 
Also, since P” E 2, 1 2, , we have D,, < [P, P, P] and 
v$(B) = m,(C,(B)) = 3. 
Suppose that C,(Di) # 1 for some i, 0 < i < 3. If  C’,< is 3-constrained, 
we choose y  E N,(B) n P n L, , y  $ B (y exists since P n L, Q P), and 
apply Lemma 5.8 ((b) holds) to T and TV. We conclude that yx E NG(T) for 
some x E C,(B). Thus yx E NC=(T). Hence Ne;,(T) > (8, T1 ,G>, so 
NG( T) is nonsolvable by Lemma 3.17. This contradicts solvability of 2- 
locals, so Coj is not 3-constrained. Since Di < Z(P) and P is nonabelian, 
Proposition 5.7 gives that C,(DJ is a four-group and Di satisfies Proposition 
5.2 (0. 
If  G-(Q) # 1, let Q E Syl,(C,J with P < Q. Then Do < [P, P, P] < 
[Q, Q, Q]. However, by Proposition 5.2 (<), Q 0 LDoYDo/Q f~ LDo is a cyclic 
subgroup of Q/Q n LDo of index 3, so [Q, Q, Q] < LDo. Thus D, < LDo , 
which is absurd as ED0 is simple. Therefore, C,(D,) = 1. 
Since B acts faithfully on T, / T/$(T)] > 26. It follows that T = C,(D,) x 
C,(D,) x C,(D,) and C,(DJ is a four-group, 1 < i < 3. 
Let M = NG(T) and let S E Syl,(M). Our goal is to show that T is 
strongly closed in S with respect to G. 
Since T E&*(B; 2), T = O,(N) is a Sylow 2-subgroup of O&U!). 
Choose Q in Syl,(M) with B < Q. Without loss, we can assume that S and Q 
are permutable. Since Q < GL(6, 2) either Q = B or Q g Z,~Z, . 
We argue first that IN,(B)1 < 2, and if t E N,(B)+, then j&(t)1 < 24. 
Namely, B = B, x B, x B, , where the B, are the only subgroups of B of 
order 3 such that /C,(Bj)l = 24. D, projects nontrivially onto each Bj 
since C,(D,) = 1, and each Dd , i > 1, projects nontrivially onto exactly 
two Bj . Now suppose that N,(B) contains an involution t normalizing each 
Bj . Then t either inverts or centralizes some product of two B$‘s, so 
t E C,*(D,) for some i > 1. As noted above, Di satisfies Proposition 5.2 (c), 
so we may as well assume that (x> = Di . By Proposition 3.2, t centralizes 
B/D. Hence t does not invert each B, , so in particular, t does not invert D, . 
Since t normalizes B n L, = Do, t centralizes Do. Since the centralizer 
of D,, in Os’(Aut &,) r PGLa(33) is a 3-group, t centralizes & , against our 
main hypothesis. We conclude that no such t exists. Thus N,(B) permutes 
the Bj’s faithfully. Hence [N,(B)/ 6 2. Furthermore, if t E NJB)#, then 
Bjt = B, for some j # k, so [Bj , T]’ = [Bk , T], so t has at least two 
nontrivial Jordan blocks on T, i.e., ]f$(t)l < 24. 
Next, we show that S E Syl,(G) and that ) a,(S) : T j < 2. Set Qa = 
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Q A O,,,(M) and let R = N,(&). Then S = TIE. Suppose that B < Q,, . 
Then B < Q, so Q s Z, { Z, , and it is easily seen that Qs is nonabelian of 
order 21. Hence, RQ/QO is a 3-reduced subgroup of GL(2,3). Moreover, 
since B is characteristic in Q, the previous paragraph implies that / iVR(Q)\ < 2. 
This forces RQ/Q,, g SL(2, 3). Thus we certainly have / GI(S) : T 1 < 2, 
and Q,(S) G T11T,(B) . since B is characteristic in Q. We get these conclusions 
as well in case B < QO , for then B is characteristic in Q, and so / R j < 
jN,(B)j < 2. If j I&(S) : T / = 2, then by the previous paragraph, 
/Z{&(S))/ < 24. Thus, in any case, T = J(S). Hence SE Syl,(G), as 
s E SYl2WdV. 
Now we can apply Corollary 4 of [S] with our T in the role of both A 
and W, and our S in the role of T. If T is not strongly closed in S with respect 
to G, then by part (b) of that corollary and the fact that j J’&(S) : T / = 2, we 
get [[t, T] j < 2 for any involution t E &(S) - T. On the other hand, since 
Qi2,ts) = TN,(B), we may take t E N,(B), so j[t, T]\ >, 4, as shown above. 
This contradiction shows that T is strongly closed in S. However, we know 
that S possesses no nontrivial strongly closed abelian subgroups and so the 
lemma is proved. 
Finally, we prove 
LEMMA 5.10. Case (G) of Proposition 5.2 does not occur. 
Proof.. Suppose false. Again we have that ‘m,(C,(B)) = m(B) = 3. Let 
D = B nL,, so that D E Sy&(L,). Let TO EI$JB; 2). By Lemma 3.18, 
T0 is a four-group, and some involution of LV~~(B) normalizes To . Hence we 
may choose t E NL (B) of order 4, such that ts E iVG( TO). Now expand T, to 
T E l?I,*(B; 2). Sirke T,, < T n Tt2, Lemma 5.8 (case (a) holds) implies 
that for some c E C,(B), t2c E NC(T). Let t% = t’; then t’ inverts D and 
centralizes x. 
Let Di , 1 < i < 4, be the subgroups of D of order 3. Choose notation 
so that Drt = D, , Dzt = D, . Suppose that for some i, C,(DJ # 1 and CDi 
is not 3-constrained. By Proposition 5.7 and the preceding lemma, LDi s A, . 
Hence by Proposition 3.2, j NG(Di)/LDi j is odd. Since t2 inverts Di , this is 
absurd. Thus, if C,(DJ # 1, then, C 
GW f 1 f G(DJ, th 
Dj is 3-constrained. But now, if 
en C&D,) # 1, so Lemma 5.8 is applicable and 
yieIds that tg’e N(T) for some g E C(B). Then N,(T)= 2 (B, To, g)’ 
so by Lemma 3.18, N(T) n C, covers Jr& , so N(T) is not solvable, a contra- 
diction. Thus we may assume that C,(D,) = 1. Similarly, we may assume 
that Cr(D,) = 1. Thus by [27, Lemma 5.%], T = T, x T3, wherq 
Ti = C,(D,), i = 1 and 3. Since B acts faithfully on T, Tl # 1 # T3 j 
Since CT(x) is a four-group and C,(B) = 1, we may assume that Crlfx) = 1; 
i.e., T,, < T3 . Let E = (OS, x>, F = (D, , x>. Let El, Ez be the subgroups 
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of E of order 3 besides D3 and (x) and put Fj = Ejt, j = 1,2. Then 
Er = E, , F:’ = F2 . Considering the action of E and F on Tl , we see that 
C,l(Ej) # 1 # CTI(Fj), since t’ normalizes Tl . I f  Co(Fj) is 3-constrained, 
then since C&Fj) # 1, Lemma 5.8 (case (b) holds) implies that tg E N(T) 
for some g E C(B), which yields a contradiction as above. Thus Cr(Fj) is 
not 3-constrained and it follows that both C,(Fj) and C&!$) are four-groups, 
j = 1,2, by Proposition 5.7. In particular, C,(E,) < Tl . But E = (D, , x) 
centralizes T, as T,, < T3 . Hence El centralizes T,, and so T,, < Tl , 
contrary to the fact that T,, < Ts and Tl n T3 = 1. This contradiction 
completes the proof of the lemma. 
Now Proposition 5.1 follows immediately from Proposition 5.2 and 
Lemmas 5.9 and 5.10. Hence Theorem D is proved. 
We note the following immediate consequence of Propositions 5.1 and 5.7. 
COROLLARY 5.11. If x E B# with B E a*(p) and T E H,(B; 2), then 
either C,(x) = 1 OY C, is p-constrained. 
6. THE SIGNALIZER FUNCTOR 
We now have sufficient information to construct nontrivial solvable 
signalizer functors on G. Namely, for each x E G of order p, define B(C,) = 
O,,(C,). I f  B is an elementary abelian p-subgroup of G containing x, then 
clearly, 6(C,) is a B-invariant p’-subgroup of C, . 
PROPOSITION 6.1. If B E g*(p), then 19 is a solvable B-singalizer functor 
on G. 
In view of Theorem D, we need only prove solvability of 0, which follows 
from the following slightly more general result. 
PROPOSITION 6.2. If B is any elementary abelian p-subgroup of G and 
m(B) > 3, then O,~(C,) is solvable for all x E B#. 
Proof. We first show 
(*> (O,GJ n G)(m) G %Gh for all y, z E B#. 
Passing to CZ = C,/O,(C,), we see that it suffices to show that O,,(C&$) 
is solvable. If  C, is p-constrained, then O,(C,$$) = 1 by the (A x B)- 
lemma, so we may assume that C, is not p-constrained. By Proposition 3.2, - - 
C,/L, is solvable, so it suffices to show that O,(CEZ(r)) is solvable. Thus, 
(*) follows from Lemma 3.7.. 
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Now suppose that O,( C,) is nonsolvable for some y E B#. For any such y, 
let K, = C~E’/S(C~~‘>. By Proposition 3.2, K., is simple and Chmm, ,( O,(C,). 
Now choose y E B# such that j KV \ is as large as possible. By Proposition 3.2, 
m,(Aut(K,)) < 1. Thus B, = C,(K,) is not cyclic. Let J = (C,(B09 n 
Op,(CJ)@). Then J covers K, and by (*), J Q O,(C,) for all x E B,+. 
Hence J < CLm), so J covers K, , since J/S(J) z K, and 1 K, [ >, j K, 1. 
Now since C,(B,) has even order, B, E g&p). Let 2” E kZG*(B, ; 2). By 
Lemmas 2.1 and 2.2, we can choose z E B,,# such that T0 = [CT(z), B,,] # 1. 
Since B, centralizes K, , so does T,, . By Proposition 3.2, S(K,) has odd 
order. Hence Cca(T,,) covers i& and so is nonsolvable, a contradiction, 
completing the proof. 
Proposition 6.1 applies to any B E g*(p) and, in particular, to any 
B E &&&p). However, in this case we can establish a stronger conclusion. 
PROPOSITION 6.3. If B, E ~%&-,~~(p), then O,,(C,) has even oder fog some 
x in BO+. 
Proof. Let N be a maximal 2-local subgroup of G containing B,, , and set 
T = ,0,(N). By Corollary 5.1 I, for each x E Bog, either C,(x) = 1 or C, is 
p-contrained. Since m,(B,,) = m,,,(G), [20, Theorem A] is applicable and 
yields that either T is of symplectic type (and p = 3) or B, contains 
every; element of order p in C,(B,). The first case is excluded by the hypo- 
theseg of Theorem C. Now choose x E B,+’ such that C,(x) # 1. Then C, 
is p-constrained and B, contains every element of order p in C,-JB,-,), so 
C,(x) < O,(C,) by Lemma 2.3. Hence O,,(C,) has even order. 
We now introduce the following notation. For any elementary p-subgroup 
A of G, we set 
w, = (O,,(C,(x)) / x E A#). 
We make use of the standard “balance and connection” properties of WA . 
First, it is immediate from the definition that 
for any such A. 
Furthermore, if B, , B, ,..., B, is a chain of noncyclic elementary p-sub- 
groups of G such that: 
(a) B,<BB,,orBi+,<Bi,l<i<n--1;and 
(b) each B, is contained in an element of 9’*(p), 
then we have 
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Condition (b) is required to insure that G is l-balanced with respect to 
each B, , which holds by Theorem D. Condition (a) is simply the definition 
of a connected chain. The above sequence of equalities is obtained now by a 
standard argument [cf. 11, Lemma 4.11. 
Finally, combining the Glauberman-Goldschmidt solvable signalizer 
functor theorem with Propositions 6.1 and 6.3, we obtain 
PROPOSITION 6.4. For any B, E Z&,&p), Ws, is a solvable p’-subgroup of 
G of even order. 
Now we choose B, in k&,,&p) and set M = No( WBO). We prove 
PROPOSITION 6.5. M is solvable and contains a Sylow p-subgroup P of G. 
In particular, l&(P; 2) # {I}. 
Proof. We have that WB, is a solvable p/-group of even order and that 
WB, 4 M. By the Frattini argument, M = WBONeu(T) for any T E Syl,( WBO). 
Since N,(T) is solvable, it follows that M is as well. Furthermore, if M 
contains a Sylow p-subgroup P of G, then we can choose T to be P-invariant, 
whence &(P; 2) # { 1). Th us it will suffice to prove that M contains a 
Sylow p-subgroup of G. 
Let P E Syl,(G) with B, < P. By the proof of Proposition 6.3, B, contains 
every element of order p in C,(B,). Thus Q1(Z(P)) < BO and as P is non- 
cyclic, N,(B,) contains a subgroup U of type (p, p) with U 4 P and 
U n B, f  1. Set Q = UB,, . Since No(B,) < M, certainly Q < M. Hence 
&(Q; 2) # (1). Now, IB, : C,J U)j < p, so UC,O(U) = B is elementary 
abelian of order / B, 1 and so also B E @r&p). Furthermore, B, , C’,J U), 
B, U is connected chain of noncyclic elementary p-subgroups of G each of 
which lies in an element of a*(p), so WBO = W, . Hence P < No(U) < 
N&W,) = NG(WBO) = M, as required. 
Since Ei,(P; 2) # (11, every p-subgroup of G lies in a 2-local subgroup of 
G. Hence, as a corollary we have 
PROPOSITION 6.6. m,(G) = m,,,(G). I f  B is an elementary abelian 
p-subgroup of G and m,(B) > 3, then B E.%‘(P); if also m,(B) > 
min(4, m,,,(G)), then B E 9*(p), 
For later use, we also record the following additional result. 
LEMMA 6.7. If  A is an elementary p-subgroup of M with m,(A) 2 
min(4, m,(G)), then W, = WB, . 
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Proof. Without loss, we can take A < P. We have that A E g’*(p) and 
that \A : C,(U)\ <p, f or any U 4 P of type (p,p). It follows that the 
chain A, C,(U), C,(U) U, U is connected and consists of noncyclic elementary 
p-subgroups of G each of which lies in an element of S???‘*(P), so that 
w, = WV = WB, . 
7. THEOREM E 
Just as Theorem D was a consequence of the more precise Proposition 5. I, 
so Theorem E will follow directly from the following sharpened form of 
Proposition 5.1. 
PROPOSITION 7.1. If  x is an element of G of orderp such that m,(C,) > 3, 
then one of the following holds: 
(i) C, is p-constrained. 
(ii) x lies in an element of g*(p), Y, has cyclic Sylow p-subgroups, and 
J?, :s L,(p*). Moreover, if p = n = 3, then every subgroup of C, of type 
(p, p, p) lies in L,Y, . 
(iii) m,(C,) = m,(G) = 3, Y, has cyclic Sylow p-subgmztps, and 
L, , p are as in (ff), (p), (y), or (8) of Proposition 5.1 (iii). 
Theorem E follows from the proposition in the same way that Theorem D 
was proved from Froposition 5.1. We preserve the not&an B, , P, M of 
the preceding section for the proof of Proposition 7.1. We first treat the case 
m,(G) > 3 and m,(C,) = 3. The following lemma will help to deal with the 
configurations & g A, and em s PZL,(33). 
LEMMA 7.2. Suppose that p = 3 and m,,,(G) > 3. If  A, B are elementary 
abetian subgroups of G of order 34 and 33, respectively, with m3(Ca) = 3, 
/ A n B j = 32, and (A, B) is a 3-group, then (N,(A), 1\7,(A n B), H,(B; 2)) 
is solvable. 
Proof. Without loss, we may assume that (A, B) < P. Clearly, WA = 
W AnB as A E S@*(3), and so (No(A), iVo(A n 3)) < M by Lemma 6.7. 
IIence it suffices to show that <&(B; 2)) < M, as M is solvable. We will 
actually prove that (II&; 2)) < W, . 
We first show that O,,(M) = W, = (Iii,(P; 3’)). By Lemma 6.7, we have 
WA = We, < OS,(M) E II,(P; 3’). Hence it suffices to show that if 
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R E H,(P; 37, then R < W, . Choose U E s(P), and Z \( U n Z(P) of 
order 3. By Lemma 2.6, U lies in an element of g*(3). 
Now R = <Cd-% [CR@), vl I u E Us>. If  C, is 3-constrained, then by 
[9, Lemma 8.5.31, [CR(u), U] < O,(C,). I f  C, is 3-constrained, then, as 
C,(Z) is P-invariant, we have C,(Z) < O,(C,). On the other hand, if C, 
is not 3konstrained for some u E U#, then in any case, C,(U) is invariant 
under Cp(u), which is of index 1 or 3 in a Sylow 3-subgroup of C, . By 
Propositions 5.1 and 6.6, i& s La(3”) for some n 3 2, and Y, has cyclic 
Sylow 3-subgroups. Since m,,,(G) > 4, and u lies in an element of B*(3), 
actually R 3 3, and since YU has odd order, Y, has a normal 3-complement. 
Now since Cp(u) normalizes CR(u), the image G in 6, is trivial by 
Lemma 3.17, so C,(u) < Y, , whence C,(u) < O&C,). Hence in al1 
cases, R < (O,(C,) / u E U#) = WV = Ws, = W, . This proves O&M)= 
WA = (&(P; 3’)). 
Now assume that (I&(& 2)) 6 W, , and among all T E l&*(B; 2) such 
that T 4 W, , choose T such that 1 T n W, / is maximal. Expand T n W, 
to a B-invariant Sylow 2-subgroup TI of W, and expand TI to T2 E &*(B; 2). 
Conjugating T and TI by an element of C’,(B), if necessary, we may assume 
that TI is P-invariant. Since W, = (H,(P; 3’)), P acts faithfully on TX , 
by Lemma 2.2. Also, note that since W,,, = W, , we have Cc(B) < 
&(A n B) < N&4 n B) < M. 
Suppose that T n W, # 1. Thus T n Tz # 1. Since ms(C,) = m(B) = 3 
by assumption, Lemma 5.8 applies and we conclude that T and Tz are 
G(B)- and hence M-conjugate. Our construction of Tz yields that 
T n W, E Syl,(WA), so that TI = T n W, . Now since m&C,) = m(B), 
Lemma 2.3 implies that Nr( TI) < O,QV,( TI)). Since O,(Nc( TX)) E H&P; 3’), 
our result above implies that N,(T,) < W, . Thus T = TI < W, , a 
contradiction. 
Hence T n W, = 1. We shall reach a contradiction now by showing, 
on the one hand, that three of the four subgroups of A n B of order 3 have 
non 3-constrained centralizers; and, on the other hand, that two of them 
have 3-constrained centralizers. Indeed, let D = A n B and let Di , 
1 < i < 4, denote these four subgroups of D. Suppose that C,(DJ # 1. 
Since T n W, = 1 and O,(CDz) < W, , we have C,(DJ n O,,(CDi) = 1. 
But now as C,(Di) is B-invariant and B contains every element of order 3 in 
C,(B), Lemma 2.3 implies that CD< is not 3-constrained. Since Di < 
A E s*(3) and m,(A) = 4, Proposition 5.1 implies that ED. g L&3”) for 
some n 3 3. Hence by Proposition 3.2 l[B, C,(D,)]I < 4, *since z*i has 
dihedral Sylow 2-subgroups. But [[B, T][ > 26 as B acts faithfully on T 
(Lemma 2.2). Hence we see that C,(Dj) # 1 for at least three values of 
j, 1 < j < 4, and we conclude for each such j that CD, is not 3-constrained. 
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On the other hand, consider the action of l3 on TX . By Lemma 2.1, 
C,l(DJ # 1 for at least two values of i. Since A E g*(3) and TI E &(A; 2), 
Coroky 5.11 implies that CD< is 3-constrained for each such i. This com- 
pletes the proof of the lemma. 
Now we can prove 
LEMMA 7.3. If m,,,(G) > 3 and x is an element of G of order p with 
m,(C,) = 3, then C, is p-constrained. 
Proof. Without Ioss, we can assume that Q = P n C, E Syl,(C,). 
Choose I3 < P, B of type (p, p, p), with x E B. Let B, be any subgroup of P 
of type (p, p, p, p), By Lemma 2.6, & and B are connected by a chain 
4, B, >..., B, = B of noncyclic elementary abelian subgroups Bi of P. 
Now suppose that the lemma is false, and among all x for which it fails, 
choose X, B, and a chain {BJ, so that the length Y of the chain is as small as 
possible. Then B, # B,+l for all i. Since m,(C,) r= 3, B,, > B, whence 
I > 3, B,+ < B, and B,-, is of type (p, p). Thus B,, > B,, . Ify E Br& 
and C, is not p-constrained, then mD(c,) 2 4 by our minimal choice of r. 
Thus y lies in an element of &J*(p) by Proposition 6.6, so E, s L,(pn) for 
some n > 3, by Proposition 5.1. This holds for ,a11 y E Bfmz ) hence for all 
y E .Br-, , such that C, is not p-constrained. Set D F= Brel . 
We show now that I&--Q; 2) # (12. Assume false. Set Z = 4(2(Q)), 
N = N;;(Q). Clearly Q contains a Sylow p-subgroup of C&Z), as x G 2. 
Since m,(Q) = 3 < m&P), Q # P. In particular, Z > (x} and N n P > Q. 
Suppose that some p-element a EN - Q ,acts quadratically on Z. Then 
[a, x] f 1, so (x, A+) has order pa, and p of, its proper subgroups are fused 
in (Q, a> to (3). By Proposition, 6.5, &((Q, a>; 2) f {l). Choose 
T E kIc*((Q, a); 2). By Lemmas 2.1 and 2.2 and the above fusion, we have 
C,(X) # 1. This contradicts our assumption E&(Q; 2) = I, so we conclude 
that no such a exists. 
Since m,(Q) = 3, it follows that j Z / = p3, Z = G,(Q), and every p- 
element of N - Q acts cubically on 2. This last condition forces 1 iV : Q j m = p 
(by inspection of G&(p)). Let QI E Syj,(N). Thus 52,(Z(QI)) has order p and 
lies in Z. Moreover, Q is characteristic ,in QI ; for if Q* were another subgroup 
of Q,, and Q* z Q, thenQ* $‘Q, .&(Q*) = J21(Z(Q*)),,and 1 Z 17 Q* j > pa; 
butthen anyaEQ* - Q would act qukdraticajly on Z, a contradiction. Thus, 
QI E Syl,(G). But clearly m,(Ql). = 3, g a ainst me(G) > 3. This proves that 
&JQz; 2) f 01. 
Hence, in c,, we have I?@; 2) # (1). By Lemma 3.23(iv), we must have 
L = &A) (P f 4): S+I) or U&J) (p j p - 1); A, or a, (p = 3). By inspee- 
tion, if p = 3, then L, g L,(8), and if p = 5, then E, + i&(4) or Lp(45)., 
Now consider any y E II@. We have E(Czti(y)) z z(C~$x”)). by Proposi- 
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tion 2.9, and since &. E L,(p) or 1, we have, by Lemma 3.6, e(C, (7)) s 
L,(p”) or 1, for some m. For each possibility for E, except A, and ?$, , we 
will produce y  E D# not satisfying this condition. If  D f~ I’= # 1, choose 
y  E Y, . Then & G E(CLJ~)) g Lz(pm). From our choices for & , we 
conclude that p = 5, m = 1, and that i& g L,(5) g L,(4), a contradiction. 
Thus D n Y, = 1, SO 1 D / = p2. If  E, e L,(g), Sz(p), or U,(p), thenz, has 
cyclic Sylow p-subgroups, so by Lemma 3.4, some element y  E D# induces 
a field automorphism on z,, Thus L(CzJy)) s L@l”), Sz(+“), or 
U&r/“), or else & z L2(27, SX(~~), Us(23), and p = 3, 5, 3, respectively. 
By the previous paragraph, the last three possibilities cannot occur. Hence 
L,(P”) E L2WP), ~4P), or U&l’“). This clearly forces m = 1, p = 5, 
and & s L2(45j, against the previous paragraph. 
Our argument thus yields thatl, e A$ or A, andp = 3. We first eliminate 
the case E, s J& . In this case, clearly, 03’(cE) is the central product of Ez 
and yz , with 2(&J identified with some subgroup of p= . Since m&c%) = 3 
and Sylow 3-subgroups of %, are nonabelian of order 33, Fz must have non- 
cyclic Sylow 3-subgroups. Choose E < Y, , E of type (3,3). Then E 
centralizes a Sylow 2-subgroup of & so I&(& 2) # (I}. Let T E &*(E; 2), 
so E acts faithfully on T by Lemma 2.2. For each x E E#, z # x, we have 
E(CEZ(%)) s L(CEJ%)) z 4, , so by Lemma 3.6, E, s E, . Thus E < Y, 
for all x E E# by Proposition 2.9. Hence, [C,(x), Ej < T n Y, = 1 for all 
x E E#, against Lemma 2.1. 
We have therefore reduced to the single case Ez z A, and p = 3. By 
Proposition 3.2, 1 NE/La j is odd, so in particular, N, = C, , and (?% = 
1;;, x yz. Since m,(C,) = 3; Yti has cyclic Sylow 3-subgroups, so 7, is 
a cyclic 3-group. Let Qt ==QnL,, Qy =Qn Y,, so Q =QL xQ,, 
I QL j = 9, and &$(Qr) = (x>. Let N = No(Q), N* = N/C,(Q). Since 
ms(Q) < nz,(G), and Q E Syl,(Co), 3 / / N* j. In particular, (x) is not 
characteristic in Q, so Qy = (x), so Q = B. 
Observe next that N n L, contains a subgroup K of order 4 acting 
Frobeniusly onQ,.? and NC%(Q) = Ccz(Q)K. Hence C&K*) < N,,(Co(K*))= 
(N n CT,)* = K* for all K* E (K*)#. Thus N* is a Frobenius group with 
complement K*. Since N* < G&(3), inspection shows that 1 N* 1 = 32 . 4. 
Thus if R E Syl,(N), we have 1 R j = 35, R’ < Q, and QL = Z(R) = [Q, R]. 
We will produce A < R so that A and B (=Q) satisfy the hypotheses of 
Lemma 7.2. If  Q is characteristic in R, then R E Syl,(G), so m,(R) > 4. We 
may take A to be any subgroup of R of type (3,3,3,3); then A 2 Z(R) and 
A n B = Z(R) = Q= . I f  Q is not characteristic in R, then R’ = Z(R) < 
Q < l&(R). Since C,(Q) has odd order, clearly we can choose K and R so 
that Knormalizes R. Since [K*, R*] # 1, we have R/R’ = [R/R’, K] X Q/R’. 
Since K does not centralize R’ = QL , it follows that ][R, K]j = 3” and K 
acts Frobeniusly on [R, K]. Hence, [R, K] is elementary or of type (9,9). But 
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R has class 2, so &z,(R) n {R, K] = sL,([R, K]). Since 1 Z&(R)/ 2 34 and 
j R : [R, K][ = 3, 1 &$[R, KJ)/ > 33. Thus [R, K] is elementary. We take 
A = [R, Kf. Again, A n B = Z(R) = QzL .
We conclude from Lemma 7.2 that X = (N&Q& I&(B; 2)) is solvable. 
On the other hand, in Cz, we have (.N,&J, EIE=(Q~ ; 2)) = ,!&, by 
Lemma 3.18. Since O&C,) is a (2, 3}‘-group, (NL,(QJ, I&,(QL ; 2)) covers 
E, and so is not solvable. This contradiction completes the proof of the 
lemma. 
We now prove Proposition 7.1. We may assume that C, is notp-constrained. 
Let D, E be elementary abelian p-subgroups of I’, , k, , respectively, of 
largest possible rank, We may assume that [D, E] = 1. By Proposition 3.1, 
/ D n E j < p and if m&J = 1, then D n E = 1. Further, if m,(D) > 2, 
then by Proposition 5.1, DE.$.SP(p). 
Suppose that m,,,(G) = 3. Then m,(C,) = 3 and x lies in an element of 
g*(p). I f  m&D) > 2, then by the above, m,(DE) < 3, so E < D, whence, 
E = D n E = 1, a contradiction. Thus mg(D) = 1. Thus Proposition 7.1(ii) 
(with & G L,(p2)) or Proposition 7.1 (iii) holds by Proposition 5.1. 
Suppose m,,,(G) > 3. By Lemma 7.3, m,(C,) > 3, so x lies in some 
B E a*(p) by Proposition 6.6. Hence Proposition 5.1 applies to C, . In 
particular, E, is simple, 
-- 
SO & n Fz = 1. Thus m,(DE) = m,(L,Y,). 
Suppose that m,(D) 3 2. Then DE $ g*(p), so m,(E) = 1 and B $ L,Y, . 
These facts conflict with Proposition 5.1 and Lemma 3.4, so m,(D) = 1. 
Hence to show that Proposition 7.l(ii) holds in this case, it remains to prove 
that if La G Ls(39 and p = 3, then any elementary abelian subgroup B 
of C, of rank at least 3 lies in L,Y, . 
Clearly we may assume that x E B. I f  B < B1 for some elementary 
subgroup Bl of C, of rank at Ieast 4, then B, ~9*(3) by Proposition 6.6 so 
B < Bl < L,Y, by Proposition 5.1. Since C,(B) < C, , we may thus 
assume that mh(C,(B)) = 3. Let Q E Syl,(C,) with B & Q, and set Q0 = 
Q n L, . Suppose that B 4 L,,Y, . By Lemma 3.4, some element y  of B 
induces a field automorphism on Ez. Hence B = (x, y, Ca,(y)>. Let 
A = Q,, x (x). Then A and B satisfy the hypotheses of Lemma 7.2 
(A n B = (x, Coo<y)>). Therefore X = (N,(A), II&j?; 2)) is solvable. On 
the other hand, Lemma 3.17 implies that J = <Nxo(J, I&$?; 2)) is non- 
solvable; Since; O&C,) is a (2,3)‘-group, X covers J, so is ‘not salvable. This 
contradiction completes the proof of Proposition 7.1. As remarked 
earlier, Theorem E follows. 
PROPOSITION 7.4. If B is an elementary abelian p-subgroup of G and 
m,(B) > 3, then 6 is a solvable B-signalizer functor on G. 
Proof. This is immediate from Lemma 6.2 and Theorem E. 
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The next result prepares us for the proof of Theorem C and is a direct 
consequence of Theorem E. 
PROPOSITION 7.5. If B is a noncyclic elementary p-subgroup of G and B is 
connected to an elementary p-subgroup D of M with mg(D) > 3, then: 
(i) W, = We, ; and 
(ii) N,(B) < M. 
In particular, these conclusions hold ;f B < M and m,(C,(B)) 3 3. 
Proof. Let B = B1 , B,‘,..., B, = D be a sequence of noncyclic elemen- 
tary p-subgroups of G exhibiting the connection of B and D. We may assume 
that B, # Bi+l . Then B,B,+, is elementary and m,(BiBi+J > 3, 1 < i < 
n - 1. Hence G is l-balanced with respect to B,B,,, by Theorem E. Now 
the standard “balance and connection” argument yields We = W, . Since 
D & n/l, we can suppose without loss that D < P. By Lemma 2.6, D and B, 
are each connected to any U E a(P) and so we have likewise, W, = Wo 
and WB, = W, . Thus W, = W, . Since N,(B) normalizes W, , it follows 
that N,(B) normalizes We, and so\ies in M = NG(WBO). 
As to the final statement, C,(B) contains a subgroup D of type (p,p,p). 
Since B centralizes D, B is connected to D by the chain B, BD, D and so the 
proposition holds for B. 
We conclude with two consequences of our results, which will be needed 
for the proof of Theorem C. 
LEMMA 7.6. If Z(P) is cyclic and x E &(Z(P))#, then C, is p-constrained. 
Proof. Suppose false. By Proposition 7.1, P n L,Y, = (P n L,) x 
(P n Y,). Since P < C, , each factor is a nontrivial normal subgroup of P, 
so Z(P) is noncyclic, a contradiction. 
LEMMA 7.7. Let B E &J(p), D < B, j D ( = p2. Then, Ce is p-constrained 
for at least two subgrogps E of D of order p. 
Proof. Choose T E&*(B; 2). By Lemmas 2.1 and 2.2, [B, C,(E)] # 1 
for at least two subgroups E of D of orderp. Hence it suffices to show that C, 
is p-constrained for any such E. Suppose that C’s is not p-constrained. By 
Corollary 5.11, B #98*(p), so m,,,(G) > 3. By Lemma 7.3, m,(C,) > 3. 
By Proposition 7.1, & s L&p*) and YE has cyclic Sylow p-subgroups. 
If B ~ZLLEYE, then choosing y E B - LEYE and setting F = (x, y), we 
have CzG(F) s L,(pnip) by Lemma 3.4. However, N,(F) is solvable by 
Proposition 7.5, so p = n = 3. This violates Proposition 7.1. Hence 
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B < L,Y, . Now the image of [B, C,(E)] is a nontrivial &.nvariant 2-sub- 
group of z, , as B < 2,. Since m,(B) > 2, Lemma 3.17 is violated. The 
proof is complete. 
&THEOREM C 
In this and the next section, we prove that Theorem C holds for the prime 
p, contrary to our choice of p. This will establish that theorem. 
Again, B,, , P, and M have the same meanings as above. I-Iere, we prove 
parts (i>-(iii) of Theorem C. Thus we prove 
PROPOSITION 8.1. (i) M is the unique element of J&‘%?,(G) containing P, 
and M is a 24ocal subgroup of G. 
(ii> If  A is a p-subgroup of M and m,(A) 3 3, then M is the unique 
element of -J?%‘,(G) containing A. 
‘(iii) If A is a p-subgroup of G, m,(A) >, 2, and m,(N,(A) n M) 3 2, 
then N,(A) < M. 
We first prove 
LEMMA 8.2. If A is ap-subgroup of M and m,(A) >, 3, then N,(A) < M. 
Proof. For any B < A of type (p, p, p), we have Wa = Ws, by Proposi- 
tion 7.5. Since N,(A) permutes such subgroups B by conjugation, N,(A) < 
mo?BJ = iv- 
The bulk of the proof is contained in the foIlowing lemma. 
LEMMA 8.3. If A is a p-subgroup of G with m,(A) > 2 and 
m,(NG(A) n M) > 3, tha N,(A) < M. 
Proof- Suppose false. Among all A’s satisfying the hypothesis, but not 
the conclusion, choose A so that: (a) m&V&l) n M) is maximal; (b) 
j N,(A) n M jB is maximal subject to (a); (c) 1 O&V,(A))] is maximal subject 
to (a) and (b); (d) j A ) is maximal subject to (a)-(c). Set N = N,(A). By (d), 
A = O,(N). Ey Lemma 8.2, m,(A) = 2. 
Let R and Q be Sylow p-subgroups of N n M and N, resp=ectively, with 
R < Q. By assumption, m,(R) > 3. If  R < Q, then No(R) 4 M since 
R. = Q n M. Hence by our choice of A, \ NG(k) n M 1, < j R 1. Heace 
R E Syl&M). By Proposition 6.5, R E Syl,(G), against R < Q. Thus R = Q, 
i.e., M contains a Sylow p-subgroup of N. Without loss, we may assume 
that Q < P. 
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Now A contains a subgroup D such that C,(D) < AK Namely, by 
Lemma 2.6 and the fact that m,(A) > 2 and m,(Q) > 3, there is a 
(normal) subgroup D ofQ of type (p, p) such that D < A and m,(Co(D)) > 3. 
By Proposition 7.5, C,(D) < N,(D) < N, In particular, O,(N) < M. 
Hence, since N $ n/r, we have Nc(Q A O,,,(N)) 4 A& By (c) in our choice 
of A, it follows that A = Q n O,,,(N). Moreover, since C,(A) < C,(D) < M, 
C,(A) is solvable and so N is p-constrained by [lo, Theorem 31. 
Let Z,, = ol(Z(P)). Since A < P, we get Z, < N and so Z, < A by 
p-constraint. I f  Z,, is not cyclic, then Z,, = Ga(A) as m,(A) = 2, and so 
N ,< NJZ,). But in this case, by Proposition 7.5, No(Z,,) < ik& against 
N 4 il& Hence Z, is of order p. 
More generally, if B is any characteristic subgroup of A of type (p, p), 
then m,(C,(B)) >, 3 by Lemma 2.6, so N < N,(B) < ,U by Proposition 7.5. 
Hence no such B exists, so A is of symplectic type by a theorem of P. Hall 
[9, Theorem 5.4.91 and Z, = f&(Z(A)) < $(A). Now if U E a(P), we get 
U < A since [U, P] < Z, and N is p-constrained. Moreover, since 
j &ll(A)/+(SZl(A))I = pa, N = N/O,,,(N) is isomorphic to a subgroup of 
GL(2, p), and O,(N) = 1. Since m,(A) = 2 < m,(Q), 1 m 12, # 1. It 
follows that N contains a subgroup isomorphic to SL(2, p). Since 2-local 
subgroups of G are solvable, p = 3. 
We next argue that if U E %(P) and u E U#, then C, is solvable. Namely, 
if u E ZO#, then C, is 3-constrained by Lemma 7.6. By Lemmas 2.6 and 7.7, 
C, is 3-constrained for some u E U - Z,, and hence for all u E U - Z,, , 
since Z(P) is cyclic. Now, suppose that u E U# and that C, is not solvable. 
Let P, E Syl,(O,,,(C,)). By Lemmas 2.6 and 6.2, O,(C,) is solvable, so 
N,(P,) and C,/P,,O,(C,) are not. From the first, we get that ms(P,,) < 2, by 
Lemma 8.2 and the solvability of M. Now if PI is a critical subgroup of P,, , 
and Pz = fi’l(P,)~q@ll(Pl)), it follows that 1 Pz 1 < 9 and C,jP,,O,,(C,) is 
a nonsolvable section of Aut(PJ. This is, of course, impossible, so our 
assertion is proved. As a result, U < O,J,(C,) for any u E U#, by [27, 
Lemma 6.11. 
Finally, we argue that (&(A; 3’)) = WB, . Since N = N,(A) clearly 
normalizes the left side, this will imply that N < NG(WBO) = M, a contra- 
diction. Since WB, is a P-invariant 3’-group, WB, E &(A; 3’) and so it will 
suffice to prove that any X in &(A; 3’) lies in W, . We have that X = 
(C,(Z,), [U, C,(U)] j u E U#). For each u in Us, ke conclude from the 
preceding paragraph that [U, C,(u)] < O,,(C,) < WBs , so we need only 
show that C,(Z,,) < Os(Cz,). But C,(Z,) is A-invariant and by the 3- 
constraint of N, A contains every 3-element in its centralizer. NOW, the 
solvability of Cz, together with [25, Theorem 21 yields the desired conclusion 
CXG) G oaczJ~ and we have our contradiction. This proves the 
lemma. 
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We now prove Proposition 8.1. As for (ii), let A < M, m,(A) >, 3 and 
suppose that A < K E J&%?,(G). W e may assume that A is elementary 
abeiian. Now if B is any noncyclic p-subgroup of K normalized by A, then 
N,(B) < M by Lemma 8.3. Let Q E Syl,(K) with A < Q. Then Q, = 
Q n O,,,(K) is noncyclic by Lemma 2.5, so K = O,(K) NK(QO) < (No(Q,J, 
C,(B) / / A : B / = p) < M, as required. The first statement of Proposi- 
tion 8.1(i) also follows immediately. 
Next, suppose that (iii) fails and choose A satisfying the hypothesis, but 
not the conclusion, subject to the same conditions as in the proof of 
Lemma 8.3. The first four paragraphs of that proof apply in the present case 
as well; the only argument to be changed is that for the existence of a sub- 
group D of A such that C,(D) < M. In the present case, we take D = Z, 
(=~,GwN* BY L emma 8.3, m,(N) = 2, so as m,(A) = 2, we conclude 
Z, < A. If Z, is noncyclic, then by Proposition 7.5, C,(Z,,) < NG(Z,) < M. 
If Z, is cyclic, then by Lemma 7.6, C,(.Z,) is p-constrained. Hence No(Z,) is 
p-constrained, so Proposition 8.1 (ii) implies that No(Z,) < M, as P < No(&). 
Let E = SZ,(Z(A)). Thus 2, < E. If Z, = E, then N < No(Z,) < M, 
a contradiction. Hence E = &(A) has order pa. Since N/O,/,(N) acts 
faithfully on A, it acts faithfully on E, so A = C,(E) and / Q : A / < p. NOW, 
if E is characteristic inQ, then so is A, whence Q E Syl,(G), against m,(G)> 2. 
Thus, E is not characteristic in Q. In particular, A < Q. Since also 
O,tN/O,,,(W = 1, N/O,,,(N) contains a subgroup isomorphic to S&(p). 
Since d(Q) < A and E = Q,(A), the assumption E < 4(Q) would imply 
that E = al(r#(Q)> is characteristic in Q, which is not the case. Hence, 
E 4 4(Q), so E 6 #(A). Th e irreducible action of N on E forces E fi $(A) = 1, 
so A = E is of type (p, p). Furthermore, the solvability of 2-Iocals again 
implies that p = 3. 
Since N is 3-constrained, A contains every 3-element in C,(A). Since 
C,(Z,,) is solvable, the transitive action of N on A+ also yields that C, is 
solvable for all a E A+.’ 
Now let T be a P-invariant Sylow 2-subgroup of Q&M). By Proposi- 
tion 6.4, T # 1. By Lemma 2.3, T E H,*(A; 2). Also, by Proposition 8.l(ii) 
and solvability of 2-locals, N,(T) < M, as N,(T) contains a Sylow 3-sub- 
group of M. Therefore T E &*(A; 2). 
In particular, A acts faithfully on T, by Lemma 2.2. Now if C,(a) = 1 
for some a E A - Z, , then conjugating a by various elements of Q gives 
C,(a) = 1 for ail a E A - 2, , against Lemma 2.1. Thus C,(a) # 1 for 
each a E A - Z, . 
Now consider an arbitrary T, E &*(A; 2). As above, CTO(a,,) f 1 for 
somea,EA - Z,, . Thus Lemma 5.8(b) is applicable, with (a,) as E, and A 
as E, and we conclude that To and T are C,(A)-conjugate. From this 
transitivity result, we immediately get that N = N,(A) < C,(A)Nc(T). 
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Since C,(A) < C,(Z,,) < M, and N,(T) ,( A&, Proposition Kl(iii) is 
proved. 
Hence to complete the proof of the proposition, it remains to show that M 
is a d-local subgroup of G. The following argument is essentially identical to 
one given in [27]. Let S be a Sylow 2-subgroup of M permutable with P and 
set H = SP and T = O,(H) = S n O,(M). By Proposition 6.4, T =f 1. 
Set F = N,(T). Since F is solvable and P < F, we get that F < M by 
Proposition %l(ii). Thus 5’ E Syl,(F). Since O,(H) is S-invariant and 
O(F) = 1, it follows that O,(H) = 1. Let Sr E Syl,(G) with S < S, . Then 
Z(S,) <F < M, so Z(S,) < H. Since O,(H) = 1, Z(S,) < T. Hence F 
contains an element U of %?(A’,). By [27, Lemma 6.11, U centralizes O(M), 
so O,(M) # 1. By Proposition Kl(ii), M = No(O,(M)), so M is a 2-local 
subgroup, as required. 
9. THEOREM C, COMPLETION 
In view of Proposition 8.1, Theorem C will be proved once we establish 
the following result for the prime p. We retain the notation M, B, , P of the 
previous sections. 
PROPOSITION 9.1. If A is a subgroup of iI4 of order p and m,(C,(A)) > 3, 
then either N,(A) < M or else p > 5, EA g L,(p*) for some n > 2, and YA 
has cyclic Sylow p-subgroups. 
Suppose that the proposition fails for A. We set A = (x). Let 
R E Sy19(CM(x)), Q E Syl,(C,(x)), with R < Q. Since P is not cyclic, neither 
is R. By Proposition 8.l(iii) applied several times, if necessary, we have 
Q < M, i.e., R = Q. Now the possible structures of C, , as so far deter- 
mined, are given by Proposition 7.1 and Proposition S.l(iii), (a) - (6). If C, 
is p-constrained, then so is N, , so m,(Q) 2 3 and Proposition 8.l(ii) yield 
that N, < M, a contradiction. From our previous results, we conclude that 
C, has one of the forms (a), (j?), (y), (S), or 
(q) p = 3, Y, has cyclic Sylow 3-subgroups, and xz G L,(3”) for 
some n. 
We eliminate these cases in a sequence of lemmas. By the structure of C, 
inallcases,Q~Q~~Qr,whereQ,=Q~L,,Qr=Q~Y~.Also,Q, 
is cyclic andp = 3 or 5. The latter two conditions together with the oddness 
of j Y, ( and Burnside’s theorem force Fz = Qr . 
We easily dispose of (ol), (p), and (y). 
LEMMA 9.2. C, is not of the form (7). 
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PYOO~. By Proposition 8.l(iii), N,((x,y)) G A4 for every y EQ~ of 
order p. Hence NL,((y)) G M, so roe, G M. But if (r) holds, then 
roL.l(Lr) is nonsolvable by Lemma 3.22, a contradiction. 
LEMMA 9.3. c, iS 7ZOt Of th?fOYm (a) OY (p). 
Proof. Suppose false. By Proposition 3.2, NJLs has odd order. Since 
p G 5, we conclude that N, =: C, . In case (cu), QL g Z,n . Since m&C,) 3 3 
and Q,. is cyclic, Q - QLQy contains an element of order p. Thus, 
Q = = QLQY(y), where y induces a field automorphism one, and y has orderp. 
Thus Q,(Q) r= (y, QdQd, x> E *g(p), and Q,(z(Q>> == tx, %(QJ>. In 
case (/3), C, = L,Yz , since :M11 is complete, so in either case, Op(C,) < C, . 
We show that Q E Syl,(G) and (x> is weakly closed in Q with respect to G. 
Then Griin’s theorem will yield Op(G) < G, a contradiction. 
In case (/?), Q = Q, x QY and p = 3. Suppose that x is fused iti G to 
YEQ2,Y + x. Write y = yLyY with yt E QL , yy E Qr . Since x is not real, 
yr. -+ 1. From the structure of M,, , yL is real in L, , so yy -f I and .x, yLyv , 
and y;‘yr are all conjugate. Since y r -= x*l, these three conjugates generate 
different subgroups of the nine-group <y, x), wliich lies in am ~-g(3). It 
follows that at most one subgroup of (y, x) has a 3-constrained centralizer. 
However, ,this violates Lemma 7.7. Hence (x) is weakly closed in Q, so 
Q E Syl,(G) and we are done. 
In case (a), every element of an,(QI,) is rational in L, (i.e., is conjugate in L, 
to any of its nonidentity powers). The argument of the previous paragraph 
may be repeated to yield that (x) is weakly closed in sZ,(Z(Q)) = Q((Q,J x (x) 
with respect to G. It follows that Q E S&(G). Suppose that (x} is not weakly 
closed in Q with respect to G. By [4], th ere is a subgroup R of Q containing x 
such that if we ,set N = AT,(R), then N,(R) E Syl&V), R E Syl,(O,~,(N)), M 
is p-constrained, and (x) + N. Thus &(2(Q)) d R, and as (s) is weakly 
closed in In,@(Q)), the last condition forces J&(R) > 1;2,(2(Q)), whence 
Q,(Q) < R. If R > fil(Q), th en either 52;2,(Z(R)) = !21(Z(Q)) or else 
R G Co(y) = (y, &(QJ, Coy(y)), in which case <x) ;I= lJR,($(R)). In 
either case, {x) 4 N, a contradiction. We thus conclude that R = al(Q). 
Kow set x = .X/O,,,(N) so that m d GL(3, p). Observe that in iv, gL 
has order p and acts quadratically on R, whence ! R : C,@,)I = p. Since 
O,(m) := 1, the Baer-Suzuki theorem [9, Theorem 3.8.21 implies that 
R = (&, , gLe) is not a p-group for s6me g E N. But [ CR(lff)j 3 p. Since 
O”(R) acts faithfully on R,/C,(B), it follows easily that w G SL2(p). Let 
(z) == Z(g), so that 1 C,(Z)! =-_ p. 
On the other hand, % centralizes & and so it normalizes C&J = JJ1(Z(Q)). 
Since (x) is weakly closed in &(.2(Q)) an d x is not real, there is a 2-element 
z 6 C, n Nmapping on 3. Since C, = L,Y,(y>, z centralizes R/R IT L,Y, = 
48x/38/2-17 
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R/G1(Z(Q)), and so /C,(z)/ 2 pz, cdntradicting the previous paragrap 
This establishes the lemma. 
Thus C, has the form (8) or (77). The analysis in these cases is mo 
involved. We first prove 
LEMMA 9.4. For some choice of the ekment x, either (i) or (ii) holds: 
(i) (a) (x} is the only subgroup of Q of order p whose centralizer is nl 
p-con-strained. 
(b) Q E Syl,(G). 
(b) A Sylow 3-subgroup of G is isomorphic to Z,? Z; . Q has exactly thre, 
subgroups of order 3 whose centralizers are not 3-constrained. These are conjugatl 
in No(Q), and two of them lie in QL . 
Proof. For y  e.QLQy , write y  = yLyy with yL E QL , yy  E Qy . Note thal 
if yr # 1 # yr. with yL rational in L,, and y  has order p, then C, is 
p-constrained; otherwise, in (y, x), all subgroups of order p besides (y& 
would have non-p-constrained centralizers, against Lemma 7.7. Moreover, 
by Lemmas 3.13-3.15, yL is rational in L, if yL # 1, except in the case 
z% s L,(39, n odd. Hence all elements of Q,-Qy - QL - (x} of orderp have 
p-constrained centralizers except in this case. 
If  E, g 2F,(2)’ and p = 5, then by Lemma 3.15, Q = QLQy , QL is of 
type t5,5), and Q2 is completely fused in L, . Another application of 
Lemma 7.7 now yields. that C, is p-constrained for y  EQ~#. Hence, (i) (a) 
holds. This implies (i) (b) since NG(Q) < N, . 
Next, suppose that zz g U,(3), p = 3. Then again Q = QLQy , and QL 
is nonabelian of order 33 and exponent 3. If  y  EQ~ - Z(QJ, then three 
subgroups of (y, Z(QL)) are .QL-fused to y, so C, is p-constrained by 
Lemma 7.7. Hence, in this case, (i) will follow as above provided we show 
that CG(Z(QL)) is 3-constrained. Let (x> = Z(QJ. If  z, # 1, then 
QL n L,Y, = <QL n L,) x (x) by Proposition 7.1, and QL AL, 4 QL. 
Hence, QL n L, = 1, so QJQL n L,Y, is noncyclic, against Propositions 3.2 
and 7.1. Thus (i) holds if C, has the form (S). 
Assume then that C, has the form (q), E, s L,(3”). We first show q(Q) < 
QLQy . Otherwise, somey EQ - QLQy f  o or er in d p d uces afield automorphism 
on e, by Lemma 3.4. Hence by Lemma 3.17, X = (NC*(Q), Cam) is 
nons,olvable. But by Proposition 8.1(G), X < (N,(Q), NG(<x, y))) < M, a 
contradiction. Thus Q1(Q) < QLQy , as claimed. 
Suppose first that n is odd. To treat this case, we use the following property 
of X = GF(3*) (for n > 1): There exist distinct nonzero squares u2, G, wz, 
(u, V, w E K) such that u2 + v2 + w2 = 0. To prove this, suppose false and 
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choose any square u2 # 0, 1 with u E K. By assumption, 1 + u2 f -v2 for 
anyvEKandso,asnisodd, 14-u 2 = v2 for some v E K. Clearly, v2 # 
0, 1, u2 (as - 1 is not a square in K). Similarly, 1 + c2 = zu2 for suitable 
zu E K, and w2 #= u2, v2, 0. Then u2 -I- v2 + w2 = 3 f 3u2 == 0. This proves 
the desired assertion. 
Now, in L, , we can identify Q1. with the additive group of GI;(3n). The 
orbits of NEZ(QL) on Q,# are then the nonzcro squares and nonsquares in 
GF(3”). Moreover, either orbit may be called the squares by identifying Q= 
properly. But now if y = yLyr EQ~Q~ has order 3 and yL :+ 1 $- yy , then 
by the preceding result, there exist &-conjugates y,,‘, y: of yL with 
yLyL’yI -= 1. Thus (y,yr , yr,‘yr , y&) is a nine-group containing three 
conjugates of (y); and we thus conclude, again by Lemma 7.7, that C, is 
3-constrained. On the other hand, if y E Q,.f, then since -VE (QJ acts 
transitively on the subgroups of 8,. of order 3 (n is odd), C, is 3-ckstrained 
by Lemma 7.7. But now (i) follows as in the previous cases. 
Finally, suppose thatz, g L,(3’“) with n even. Then by the first paragraph 
of the proof, (i) will follow in the same way as before if C,, is 3-constrained 
for all y in Q,#. We can therefore assume that C, is not ‘3-constrained for 
some y E QL*. By Proposition 7.1 and Lemmas 9.2 and 9.3 (and the fact 
that p = 3), we see that C, has the form (6) or (7). If we replace x by y, it 
follows from our previous arguments that (i) holds if either C, has the 
form (6) or & g L,(3”) with m odd. Thus we are reduced to the case that 
&, has the same form as E, . However, as y E QL and n is even, y is rea1 in L, 
and hence in G. Thus wc can assume without loss (by replacing .r by y) that x 
is real. Hence , X,/C, \ := 2. 
Furthermore, PI,” is not completely fused in G, otherwise Lemma 7.7 
would again imply that C, is 3-constrained for all y in Q‘#, contrary to our 
present assumption. Hence Ic;/Y, does not contain a normal subgroup 
isomorphic to PGL2(3n) or PGL2*(3n), which implies that X,Y, is iso- 
morphic to a subgroup of P2L2(3”). But now we can apply Proposition 3.2 to 
conclude that n - 2 and that N,/Y,, s PCL,(9). In particular, QL is of 
type (3, 3) and Q is abelian. Moreover, by the fusion pattern in L?(9) and 
Lemma 7.7, exactly two subgroups of QL of order 3 have non-3-constrained 
centralizers; namely, (y) and a conjugate of (y). 
If C, and NV do not have the same form as C, and IV, , then again, we can 
replace y by x and conclude that (i) holds; so we can suppose that also, 
RJY, z PZL,(9). We have that Q < C, , and that Q/Q n Y, is elementary. 
Since Q = QL x Qr with (x) == a,(Qr), we see that either Q is elementary 
or XE Y,. However, in the latter case, L(C,.(x)) covers Z, , contrary to the 
fact that y centralizes L, , but 7 does not centralize z, . We conclude that 
Q is elementary of order 27. Since L, has abelian Sylow 3-subgroups, 
Q E Syls(CJ. 
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Finally, by the structure of P&,(9); we havethat AN*(Q) s A,$&) G Ds . 
Since AN,(Q) does not fix (y), it follows, in particular, that AN,(Q) + &(Q). 
But &(Q) permutes the three subgroups of :Q with non-3-constrained 
centralizers and so it permutes them transitively. We conclude that 
A,(Q) g Zd . A Sylow 3-subgroup R of No(Q) is therefore isomorphic to 
22 2 23 > and so Q is characteristic in R. .Hence R E Syl,(G). Thus all 
parts of (ii) hold and the proof is complete. 
We assume henceforth that x satisfies the conditions of Lemma ‘9.4(i) 
or (ii). We now define a subgroup B of Q of type (p, p) as follows. If & z 
aF4(2)’ or L,(3”), let B = (x, y) for any y E QL# such that C, is p-constrained 
(the preceding lemma guarantees us such an element). If .& s U,(3), let 
B = (3, z(QJ). 
LEMMA 9.5. (&(B; 2)) $ M. 
Proof. Assume false. By Proposition 8.1, O,~(C.J iVc$QL) < M. Since M 
is solvable, it suffices to show in & that (&I(& 2), N(QL)) is nonsolvable. 
Hence the lemma follows from Lemmas 3.17 and 3.19. 
We shall now argue to the contrary that some element of M,*(B; 2) lies 
in M and that C,(B) acts transitively on Iil,*(B; 2). Since C,(B) < M by 
Proposition g.l(iii), it will then follows that (I&*(B; 2)) < M, contradicting 
Lemma 9.5. This will show that C, can not have the form (6) or (7) and 
will thus complete the proof of both Proposition 9.1 and Theorem C. 
LEMMA 9.6. We hawe that B < G,(Q) < O,,,(M). 
Proof. If i& z aF,(2)’ (in which case p = 5), then Q is abelian by 
Lemma 3.15 and Q E Syl,(G) by Lemma 9.4(i). Since M is solvable, the 
lemma follows. On the other hand, if & g U,(3) (in which case p = 3), 
then by Lemma 3.14, Q/Z(Q) is of type (3,3) and NL,(Q) acts irreducibly on 
Q/Z(Q). Since No(Q) < M by Proposition 8.1, NM(Q) acts irreducibly on 
Q/Z(Q). But again L emma 9,4(i) implies that Q E Syl,(G). The solvability 
of M now yields Q n O,<,(M) > Z(Q) an we conclude from the irreducible d 
action of NM(Q) on Q/Z(Q) that Q < O,,,(M). 
Suppose then that & s L2(3”) ( in which case p = 3). If Lemma 9.4(i) 
holds, then as shown in the proof of Lemma 9.4, we have J&(Q) < L,Y, , 
which implies that r;l(Q) is abelian. But now Lemma 2.4 yields that Q,(Q) < 
O,!,(M). Suppose finally that Lemma 9.4(ii) holds. We can assume without 
loss that Q < P. We have that P g Zsl 2s and Q is of type (3,3,3) so 
certainly, Z(P) < Q. But Z(P) < O,?,(M). Since NG(Q) acts irreducibly on 
Q by Lemma 9.4(ii) and since Nc(Q) < M, we conclude that Q < O,*,(M). 
Since B < sZ,(Q) by construction, the lemma follows. 
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LEMMA 9.7. The following conditions hold: 
(i) CM(B) t t -(ICs ramitivel~ by conjzcgdion on the eEemertts, of H,*(B; 2). 
(ii) If T E&,*(B; 2), then T = RT,, , where R ES&(O,~(M)) and 
To E SYuGtq). 
Proof. Set %i = M/O,(M). By the preceding lemma, B Q O,(.@) and 
so T Q C&B). Hence for suitable T,, E Syl,(C,@]), we have T < O,$W)T,. 
Let M0 = O,<(M) T, , so that 3 normalizes M, and T E El&@; 2), whence 
T E Syl,(MJ. Conjugating by an element of C*@(B), we may assume that 
To < T. Since C,(B) = Co(D) by Proposition &l(iii), we immediately 
obtain (ii). If also T E II,*‘@; 2), then rr’ Q O,,(M) ;7b, where 
Ts E Syl,(C,(B)), by (ii). But then Ta is C,(B)-conjugate to To, so p is 
Cnn(B)-conjugate into n/r, and now (i) follows. 
LEMMA 9.8. If T gkIhl*(B; 2), then TEEI,*(B; 2). 
Proof. Write T = RT, as in Lemma 9.7. Conjugating T by an element of 
C,(B), we may assume that R is Q-invariant. It will suffice to show that M 
contains every Sylow 2-subgroup of No(T). Indeed, if this is the case and 
T < TX E&*(B; 2), then NT1(T) EEI((B; 2), so T = NTl(T) = Tl ) and 
so T EI&*(B; 2), as asserted. 
Set 2, = J2&Z(R)), Note that m,(QJ > 2. Suppose first that QL centralizes 
Z. If Lemma 9.4(ii) holds, then Q E B*(3), and C, is not 3-constrained 
for some y E ,9t#. However, thii is impossible by Corollary 5.11, as 
C,(y) f 1. Hence Lemma 9.4(i) holds. We conclude from Proposition 8. l(ii) 
that C, Q M for each y E Q,#. 
This implies that QL E A!,*(G). Indeed, if N is a p-constrained subgroup 
of G containing QL , then factorizing O,<(H) under the. action of QL , we get 
O,(N) < n/r. iVIoreover, if Q* E Syl,(H) and QL 4 Q”, then No(Q* n 
O,<,(N)) < M by Proposition &l(iii) and Lemma 2.5. Thus M < MY, and so 
QL E --@,*(G>. 
Now pick t in Z#. Then t centralizes Q&, so Co(t) < M. Let 
Tl f SYW’JG(W S mce O,(M) < R, we get Z(T,) < C,(O,(M)) < 
O,(M) < R, so @(Z(TJ) < 2. Thus, TX < C&&CW’l))) S M, ad we 
are done. 
Thus, we may assume that QL does not centralize 2, so CoL(Z) < QL . 
By the structure of .& , NG(QJ acts irreducibly on Q&I and \ QA’ 1 < p. 
Since, No(Q,,) < n/l by Proposition 8.1(iii), we get Co,(Z) < Q&I. It will 
suffice to argue in this case that J(T) < R. Indeed, as Nb(R) 2 Q and 
m,(Q) > 3, we then can conclude that N,(T) < N&(R)) < M, by 
Proposition 8.l(ii), and the desired conclusion will follow. Of course, if 
T =Z R, there is nothing to prove, so we may assume that T,, # 1, 
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First, by Lemma 9.7(ii) and x E B, we have I?is E Syl,(C~ (8)). Now 
B < E, and [ f3 j = p. If z;, r L,(3”), then it follows from Lemma 3.13 that 
each element of peb# induces a field automorphism on z, . Since F,, g Tg , 
solvability of 2-locals now yields n = 2, T,, g 2, , and C* contains PzILs(9). 
Thus Cz # E, x (2) and so Lemma 9.4(ii) does not hold. Hence Lemma 
9.4(i) holds, so Q E Syl,(G), Q . IS a e ian, b 1 and N, controls fusion in Q. Since 
03(Cz) < C, , the simplicity of G implies that N, > C, . Thus NJY, s 
PrL,(9), CT3 z PEL,(9). 
Similarly, if & g U,(3) or 2F,(2)‘, then Lemma 9.4(i) holds and we get 
& g C, , N,/Y, E Aut(&). By definition of B and Lemmas 3.14 and 3.15, 
we get T,, z Z, or 2, , respectively, in these two cases. 
We first treat the 28’,(2)’ case. The argument is not difficult becausep = 5 
in this case. By Lemma 3.15, we have that [T,, , QLJ # 1; and in addition, 
QL acts faithfully on 2. But now, the standard argument of Thompson’s 
factorization lemma (cf. [26]) yields that J(T) < R, which is what we 
wished to prove. 
In the remaining two cases, we havep = 3 and a more delicate factorization 
argument is required. We first set up the situation. In the first case, Q is 
abelian and in the second, Q is of exponent 3, so Q < O,,,(M) by Lemma 9.6 
and the solvability of ,!lJ. Moreover, by Lemmas 3.13 and 3.14, T,, < Nc~(Q). 
By Proposition 8.l(ii) and Lemma 9.4(i), C, < M for all y EQ~#. Hence, 
O,(C,) < iV. Conjugating To by an element of O,(C,), we may assume 
that T,, < NC@(Q). We may also assume that R is chosen to be permutable 
with T,Q, so TQ and TQL are both groups. 
Consider now the casef;, s U,(3). We have To s Z, and by Lemma 3.14, 
QG”,J inverts Q&TQd. S~PP ose that J(T) 4 R and choose A E 8*(T), 
A g R. Since T/R is cyclic, AR/R = a,( T/R). Since Gr( To) invertsQJZ(QJ, 
it follows that ify,, y2 are generators for QL, then the group K = <A, AYE, Ay2) 
covers QLR/R. But A E 8*(T) and [A : A n R] = 2 imply that 
1 Z : A n Z 1 < 2, inasmuch as Z = fi$(Z(R)). Clearly C,(K) 2 
A n A’JI n AYz n Z, so / Z : C,(K)/ < 8. Hence 1 Z : C,(QJ/ < 8. Since 
( QL/CoL(Z)( > 9, this is impossible. Thus J(T) = <c?*(T)) < R and 
again we are done. 
Finally, we consider the case L$ g L,(9). In this case, we must bring a 
Sylow 2-subgroup S of M into the analysis. We choose S to contain T and 
to be permutable with Q. Since Q < O,,,(M) and (x) is strongly closed in Q, 
we have that S = RS, , where S,, = Ns(Q) is a Sylow 2-subgroup of NNa(Q). 
Since N.JY, E PFL,(9), we have, in fact, that S,, is quasi-dihedral of 
order 16. Note also that T,, s Z, and T,, is not central in S,, . 
Again, suppose that J(T) 4 R, so AR = T for some A E d*(T). Then 
AR/R = T/R, whence for some g E So , (A, Ag)R/R is dihedral of order 8 
and so acts irreducibly on Q=R/R. Also, for any h E [QL , To]+, <A, Ah)RIR 
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contains (R, h)/R. Thus (A, Ag, Ah)RIR 2 Q&R/R. But as A E b*(T), 
/Z:ZnAjGlA:AnRI=2 and so {Z:ZnAU/G2 for all 
u E SQ. Thus, \ Z : Z n A n AQ n Ah / G 8. Since (A, Ag, Ah> centralizes 
Z n A n AQ n Aa, 1 Z/Cz(QL)I < 8, so QL cannot act faithfully on Z, , 
a contradiction. Hence J(T) < R in this case as well, and the proof is 
complete. 
Finally we prove 
LEMMA 9.9. We have that (H&i; 2)) < M. 
Proof. Suppose false and among all Tl E E&*(3; 2) such that Tr 4 M, 
choose Tl so that j TX n M j is maximal. Let To = T1 n M and expand T, 
to T E IIM*(i3; 2). The preceding lemma implies that T,, < T. 
Now by the definition of B and Lemma 9.4, C, is p-constrained for all 
y E 3 - <x>, and hence C, < M for such y, by Proposition 8.l(ii). By 
Lemma 2.1, C,%(y) f 1 f orsomeyEB-((x)andsoTs+l.LetN= 
No( T,), so that N is solvable. If B contains every element of orderp in C,(B), 
then by Lemma 2.3, <N,(T,), NT1(T,,)> G O,,(N), and so Tz = <N,(T,$, 
NT1(TO)) is a B-invariant 2-group for some c E C,(B). But C,(B) < n/r, so 
T, n M 2 .K-(To)” 1 T,, whereas T, > NT1( To) q M, against our choice 
of TX . Thus B must be contained in some subgroup C of N of type (p, p, p). 
However, by Proposition &l(ii), C < M and then N < M. This violates 
NTl(To) 6 M and ,completes the proof. 
Since Lemmas 9.5 and 9.9 are incompatible, the proof of Proposition 9.1, 
and hence of Theorem C, is complete. 
10. THEOREM B 
On the basis of Theorem C, we can now easily establish Theorem B. Let 
then G be a group satisfying the hypotheses of Theorem B, p an odd prime 
for which m,,,(G) > 3. We must show that if AEGY(~), then A lies in a 
unique element M of &V,(G), and M is a 2-local subgroup of G. 
Clearly, we may assume that A is of type (p,p). Choose P E Syl,(G) such 
that A ,( P and m,(Cp(A)) > 3; P exists by definition of a(p). By 
Theorem C, P lies in a unique element M of A%‘,(G), and M is a 2-10~~4 
subgroup, of G. Hence we need only show that if N is a p-constrained 
subgroup, of G containing A, then H G M. 
Let Q be a Sylow p-subgroup of H containing A. Since A ,< Q n M, 
Theorem’ C(iii) implies that Q & M. Likewise, Theorem C and Lemma 2.5 
imply that &(Q n O,<,(H)) G M. Hence it wills&ice to,show O,,(H) G M. 
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Factorizing O,(H) under the action of A, we see that it suffices to show 
D, = C,(x) n O,/(H) < M for each x E A#. 
Since m,(C,(x)) > m,(C,(A)) > 3, Theorem C(iv) applies to (x). If 
hJ, < M, then, of course, D, < M, so we may assume that p 2 5, ES E 
L&P), and Y, has cyclic Sylow p-subgroups. Hence A n Y, = (x). If 
A z& L,Y, , then every element of A - (x) induces a field automorphism 
on LE ; hence C,(A) is nonsolvable, asp > 5. But by Theorem C, N,(A)<M 
and M is solvable. Thus A < L,Y, . Since 1 A” ] = p, Lemma 3.17 implies 
that B8 < NC*(Q) for some Q E Syl,(C,). Hence D, < Y,Nca(Q). Since 
m,(Q) > 3, Theorem C(ii) and (iii) implies that YEQ ,< M and Ncz(Q) < M. 
Hence D, < M, completing the proof. 
11. THEOREM A 
As remarked in the introduction, Theorem B is the principal uniqueness 
theorem that we need to establish Theorem A by the arguments Thompson 
used in analyzing the corresponding case in his classification of N-groups [27]. 
‘However, it is not the only such result he uses and, in addition, he occasionally 
‘invokes solvability of p-local subgroups for certain odd primes p. In this 
section, we discuss the modifications of Section 13 of his paper necessary to 
turn it into a proof of Theorem A. In particular, we give substitutes for [27, 
Lemmas 13.21-13.241. 
Throughout this section, G is a group satisfying (a)-(d) of Theorem A. 
Here, as in [271, r(G) is the set of prime divisors of 1 G ] ; 
~a = v.JG) = {p E r(G) / SCNa(P) = E? and P noncyclic 
for P in Syl,(G)); 
n3 = ST&G) = (p E n(G) 1 XIV,(P) # o and l&(P; p’) # (1) 
for P in Syl,(G)); 
z-* = Q(G) = {p E a(G) 1 SCN,(P) # o and I%$‘; p’) = (1) 
for P in Syl,(G)). 
Also, &9(G) is the set of maximal solvable subgroups of G, and &Z’*(G) 
is the set of solvable subgroups of G contained ina unique element of 
&c!?(G). 
First, the basic assumptions of [27, Sect. 131 are that 2 in* and that 
m,,,(G) > 3 for some odd prime p. In our case, we assume the second 
condition and also 2 E ~a u 1~~ . If 2 E ~a , choose T E Syl,(G) and 
K E EI,(T; 2’), K # 1. Let U E e(T). By [27, Lemma 6.11 and assump- 
tion (b), U centralizes K. Hence N = .iVo( U) is a &local containing TK. 
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Since N is solvabIe and T E Syl,(N), it follows that K < O(N) = ,l, a 
contradiction. Thus 2 E 7~~ . 
Next, Thompson’s Theorem 13.1 must be altered slightly, as follows. 
THEOREM 11.1. The following conditions hold in G: 
(a) 1f m,,,(G) > 3, then a(p) C&*(G). 
(b) Ifm,,,(G) > 3, P E Syl,(G), and Mis the unique element of&~(G) 
contaz’ning P, then: 
(i) P < M’; and 
(ii) for each g E G - M, Sylow p-szdbgroups of M r\ Mg LZY~ cyclic. 
(Thompson assumes onlyp E z-a and in (b)(ii) asserts that j M n MQ j* <p.) 
Now Theorem 11.1(a) folIows. from Theorem B, and (b)(ii) follaws easily 
from Theorem C(iii). Furthermore, Theorem 11.1(b)(i) follows, for example, 
from part (b)(ii) and th e existence of the Goldschmidt conjugation family [6& 
All the necessary uses of Theorem 13.1 are covered by our substitute. 
Lemma 13.1 of [27] is part of our hypothesis (b), and Theorem 13.2 of [27] 
merely asserts G has no’strongly embedded subgroup, which certainly holds 
in our case% 127, Lemma 13.21, Thompson uses the folluwing fact (he can 
quote his Lemma 6.6). 
LEMMA 11.2. Suppose that H is a maximal (2, p]-subgroup of G for some 
odd prime p, Then either O,(H) = 1, OY O,(H) = 1. 
Proof. If O,(H) # 1, then H is a Hall (2,p)-subgroup of N,(O,(H)). 
Hence O,(H) is normalized by a Sylow 2-subgroup of No(O,(H)),’ so 
O,(H) ,< O(N,(O,(H>)) = 1. 
We now choose an odd prime r,, such that nz,,,i(G) > 3, choose 
R, E SylrO(G), and let M be the unique element of J&‘%‘~~(G) containing &, . 
Define (r = {p / p is an odd prime and m,(M) 3 3). We fix this notation for 
the remainder of this section. (Thampson makes the same definitions, 
except he uses &Y(G) instead of &z”X~~(G).) 
Since M is a 2-local subgroup of G (Theorem C), we have m,,,(G) 2 3 
for any p E a. If A is a subgroup of M of type (p, p, p) and M,, is the unique 
element of &V,(G) containing A, then since M and M,,’ are solvable, 
M = Ma . In particular, M contains a Sylow p-subgroup of G. Thus also 
a=(p~pisanoddprime,jM],=jGj,,andm,(G)~33);ifp~:and 
P E Syl,(M), .then M is the unique element of A’%?,(G) (and of &Y(G)) 
containing P. By Theorem B, we also have CF = (p j p is an odd prime, 
m,;,(G) & 3, and M contains an element of Q!(p)>. (These are Thompson’s 
conclusions as well, but in the last equation he can reiax the condition 
m,,,(G) > 3 to p E ns . However, primes in rr, - u do not enter into his 
arguments anyway.) 
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Lemmas 13.3-13.5 of [27J are designed only to show that M is a 2-local 
subgroup, which we already have. 
Now, like Thompson, we set V = Q@,(M)). (Here Rs(M) is the join of 
all normal 2-subgroups X of M such that O,(M/C,(X)) = 1.) Then 
Lemmas 13.6-13.19 of [27] hold in our situation; the proofs are valid as they 
stand. Except for two spots in the proof of [27, Lemma 13.141, the only 
special properties of G used ,in the arguments are our Theorem 11.1, the 
simplicity of G, our assumption (b), solvability of 2-locals, and the non- 
existence of a strongly embedded subgroup of G. In [27, Lemma 13.141, 
Thompson twice uses the following fact, which is an immediate consequence 
of our Theorem C(iv). 
LEMMA 11.3. If 3 E u, and x is an element of order 3 such that m,(Co(x))>3, 
then Co(x) is solvable. 
Hence we have 
PROPOSITION 11.4 (cf. [27, Lemma 13.191). 1 I’/ < 4. 
At this stage of the argument, Thompson proves some additional unique- 
ness results [27, Lemmas 13.20-13.241. W e establish some slight modifications 
of these, which are sufficiently strong to enable us to copy the remainder of 
Thompson’s argument [27, Lemmas 13.25-13.28, Theorem 13.31 without 
significant change. 
Lemma 13.20 of [U] and its proof go over to our situation, verbatim. 
Thompson then considers primes q dividing / M 1 for which SCN,(q) = o 
in M. He defines 7 = {q E n(M) - D ( q is odd, and C,(x) E A*(G) for all 
x EM of order q}. Instead, we must consider the set + defined by 
li = {q E T(M) - u j q is odd, and for all x E M of order q, Co(x) is solvable 
and C,(x) E&*(G)}. Of course, 7 = + in Thompson’s case. Now [27, 
Lemma 13.211 and its proof go over to our case if we replace T by +. For later 
applications ([27, Lemmas 13.29 and 13.34]), we must strengthen [27, 
Lemma 13.221, a sufficient condition for a prime q E n(M) to lie in T, to state 
that this condition. actually guarantees q E 9. This is the first part of the next 
lemma. The second part is another similar result used implicitly in the proof 
of [27, Lemma 13.291. 
LEMMA 11.5. Let p E (T, q E a(M) - (T, q odd, and let P E Syl,(M). 
(i) (cf. [27, Lemma 13.221) If P d oes not centralize every element of 
M,(P; q), then q E w2 A +. 
(ii) If P normalizes a Sylow q-subgroup of M and q > 3, then q E f. 
The proof depends on the following two consequences of Proposition 11.4. 
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PROPOSITION 11.6. Let p E U. If A is a subgroup of M of order p and 
m,(C,(A>) 2 3, then No(A) G M. 
Proof. In view of Theorem C(iv), it will suffice to derive a contradiction 
under the assumption p > 5 and EA s L&P). Since \ A \ = p >, 5, 
] V j f 4, and V 4 M, A centralizes V. Let Q E Syl,(C,(A)). Since 
m,(Q) > 3, Q E Syl,(C,) by Theorem C(ii). But Q also centralizes 1 and 
so in cA , P centralizes a Sylow p-subgroup of L’A . Now p # 1 as / YA 1 is 
odd and V # 1. This contradicts Lemma 3.17. 
PROPOSITION 11.7. Let p E CJ and A E a(p) with A < M. If N is any 
proper subgroup of G containing AV, then H < M. In particular, M is a 
maximal subgroup of G. 
Proof. Suppose false and choose H < G of minimal order such that 
AV < H 4 M. We may assume that A is of type (p,p). By Theorem B, 
H is not p-constrained. Let Q E Syl,(H) with A < Q. By Theorem 3, 
Q < M. Since A E G!(p), Theorem B implies that m,(C&A)) > 3. By the 
preceding proposition, C, < M for all x E A+. In particular, it follows that 
O,(H) < M. 
Suppose first that Q,, = Q n O,,,(H) # 1. We see then that one of the 
following holds: ma(Q,) > 1; or Q0 is cyclic and A n Q. = s-?,(Qo); or Q,, is 
cyclic, A n Q,, = 1, and m,(Co(J2x(Q0))) 2 3. But then, applying either 
Theorem C(iii) or the preceding proposition, we conclude that iVN(Qr,) < M. 
Hence H < M, contradiction. 
Thus Qa = 1, i.e., Od,(H) = O,(H). By our minimal choice of H, 
H = L(H)AV and Y(H) = O,,(H). Set f7 = H,/O,,(H) and H@ = M CT H. 
Then L(H) < f7 < Aut(L(H)), 
By Theorem B, H,, is the unique largest p-constrained subgroup of H 
containing 2. In particular, NB@) < ifib. As noted above, C&Z) Q H0 for 
all x E A+. Also, since v # 1 and V 4 M, H,, = PJg( a). Thus g normalizes 
p, so Lemma 3.23(iv) applies to H. If e(H) is a Bender group, then H,, must 
be a Sylow 2anormalizer in H and Lemma 3.20 implies that Ho = H, which 
is absurd. If E(H) s A, or k& , the same contradiction comes from Lem- 
ma 3.18. Thus by Lemma 3.23, E(H) gL,(q), where (4,2p) = 1. By 
Lemma 3.4, some element x af A+ induces a field automorphism on E(H), 
Since Hs is solvable, so is C’,(x). Hence E(H) z L,(3*) andp > 3. Therefore 
p { / L(H)/, contradicting the definition of p-layer. 
This proves the first assertion of the proposition; the second is an im- 
mediate consequence. 
We now prove Lemma 11.5. Choose Q E 3~3~*(P; 9). Since M is solvable, 
Q E Syl,(O,t(M)) and by hypothesis, [P, Q] # 1 in case (i), while Q E SyI,(M) 
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in case (ii). In case (i), let R be a critical subgroup of Q, RX = sZ,(R). Then 
m(Q), < 2 implies that m(ZZ&(Ri)) < 2, so that, in particular, p > 3. Thus 
q > 3 in either case. 
Now set Q1 = f&(Q). By [3, L emma 3.41, Q1 is of exponent q, and either 
/ Qr ) < q’ or Q1 is nonabelian of order q3. Since M = O,(M) NM(QJ and 
P < M’ (Theorem ll.l), it follows that P induces linear transformations of 
determinant 1 in Qi/#(Qi). Hence P/C,(QJ is cyclic and in case (i), Q is 
noncyclic. 
In particular, C,(QJ contains an element of a(p). Since q > 3 and 
] V 1 < 4, also V < C,(Q1) and so, by the previous proposition, if Q,, is any 
subgroup of Q1 with Q0 # 1, then No(QJ < M, and M is the unique 
maximal subgroup of G containing N*(Q,,). Thus we are done in case (ii), 
by definition of +. 
In case (i), let Qa E Syl,(M) with Q < Qa . We argue that m,(Qa) = Qi and 
Qa E Syl,(G). The first conclusion together with the preceding paragraph 
will then imply that q E $, while the second will give q E rz. Now 
NM(QJQICM(QJ = m is a solvable subgroup of GL(2, q) of order divisible 
byp, with no nontrivial p-factor group. Hence q 7 / m 1, i.e., Qa = Qe,C,(Q1). 
Thus QdQJ = QdUGz(Qd- S ince m,(QJ ,( 2, and m,(Qi) = 2, it 
follows that &(Coz(Qr)) < Qi . Thus &(Qz) = Q1, as asserted. Since 
NG(Q1) < M, it follows at once that also &a E Syl,(G). The proof is complete. 
In the proof of [27, Lemma 13.231, Thompson uses the hypothesis of 
solvability of p-locals for p E u. We can provide an alternative proof. 
LEMMX 11.8 (cf. [27, Lemma 13.231). Suppose that p E o u + and L is a 
(2, p&subgroup of G. Ij L n M contains a noncyclic p-group, then L < M. 
Proof. If p E +, we are done by the same argument as in [27J. Suppose 
that p E u. Let Q E Syl,(L n M), and R E Syl,(L) with Q < R. By Theorem 
C(iii), R < M and NG(R n O,,,(L)) < M. Hence it suffices to show 
O,(L) < M. This will follow from the assertion: if A < M and A is of 
we (P, P), &en <&(.4 2)) < M. 
If A E a(p), this conclusion is immediate from Theorem B, so we may 
assume that A 4 GZ((p). Thus m,(C,(A)) = 2. Choose any T E IE&*(A; 2). 
By Lemma 2.3, T E Syl,(O,(M)). H ence No(T) contains a Sylow p-subgroup 
of M, so by Theorem B, N,(T) < M. Thus T E Z&*(A; 2). Since N,(A)<M 
by Theorem C(iii), it suffices to show that N,(A) acts transitively on 
&*(A; 2). Assume false and among all TI E &*(A; 2) not NG(A)-conjugate 
to T, choose TI so that 1 TI n T [ is maximal. Under either one of the 
following conditions, solvability of 2-locals, Lemma 2.3, and the standard 
transitivity argument yield a contradiction: (a) T n TI # 1; (b) TI n T = 1 
and G(x) # 1 # G-,(4 f or some x E A# such that C, is p-constrained. 
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Hence we may assume that neither (a) nor (b) holds. Furthermore, since 
C,(A) is transitive on H,*(A; 2), we may also assume that TX A M = I, 
bY (a>* 
Let P E Syl,(C,(A)). By Theorem C(iii), P < M. Expand P to 
P” E Syl,(M). w e may choose T to be P*-invariant. Since q(P) = 2, we 
have A = QJP). Choose UE %(P*) and set Ps = C,(U). Thus j P : P,, j <p, 
and A $ PO since R $ a(p). Hence P = P,, x A,, , where 1 A, j = p, 
A, < A, PO is cyclic, and Q2,(P,) = sZ,(Z(P*)). Considering the action of 
y&P) on P, we see that the subgroups of A of order p not equa1 to 52,(P,J 
are N&k&conjugate. By Lemma 2.1, [A, C,(X)] # 1 for some x E A - Qi(Po), 
and hence for all x e A - &(P,), from the a&on of N,,(A). Similarly, 
[A, C,;l(x)] + 1 for some x E A - Ql(Po). F ix such an x. Since condition (b) 
above IS not satisfied, C, is not p-constrained. 
We will show that p = 3, C, = N, , and f;, g I&(7); this will force 
A = P, and will lead to a fusion contradiction, 
Expand’ P to PI & Syl,(C,). By Theorem C(iii), PI < M. By suitable 
choice of T and P*, we may assume that PI < P*. Then, PI < C,(A) as 
A = &$(Z(P*))’ x (x}. Thus P E Syl,(C,). Since P is abelian, & is simple. 
Since P = PO x (x), Lz has cyclic Sylow p-subgroups, and yz = (A?)~ 
Clearly A < (x)L, , so if we define S = [A, C&c)], then S GL, . Since 
(8, N,(A)) < M, we conclude that (3, Ne&A)) is solvable., Set flz = 
NEPz . Then (s, NGJA)> is solvable. By Lemma 3.21 apphed to es, we 
get p = 3, .& G L,(7). Since 2-locals are solvable, C&*(E,) = 1 and so, 
Lemma 3.21 applied to fl$ gives N, s L,(7). Thus’ N, = C, and P = A. 
We now derive a fusion contradiction. We have / P ( = 9, so N,,(P) = PU 
is nonabelian of order 27 and exponent 3 (recall that UE. %!(P*) and 
C’,,(P) = P). Since 3 E U, there is E E SCNJP*) with U < E. Then, 
iV,,(PU) = PE s 2s 2 2s . Hence PU is characteristic in PE, so Pa = PE. 
It follows that all subgroups of P* of order 3 not contained in E are P”- 
conjugate. Since (x> is one of these and P E Syls(6!J, it follows that E is 
strongly closed in P* with respect to G. p;Sow Glauberman’s fusion theorem 
[4, Theorem 4.11 and the simplicity of G yield ‘Os(@@)) = N&Z?). Since 
j P*jE j = 3, Burnside’s theorem implies that some 2-element f of N&P*) 
inverts P*/E. Since PU is characteristic in P”, t also inverts PlJjU. Hence t 
inverts some element of PU - U, so a conjugate of t inverts x, contrary to 
the fact that N, = C, . This completes the proof. 
F&lly, we cannot prove 127, Lemma 13.241 as stated there, but the 
following weakening of it is sufficient for Thompson’s argument. With 
Thompson, we define I@9 = (x o M 1 j x j = p and m,(C,(x)) 2 3) for 
p~u andag ={xfM/ 1x1 =p) forpet.. By Broposition 11.6 and the 
definition of 6, we still have the crucial property of aE : namely, if x E I@~ , 
then C,(x) 6 M and C,(x) E A+‘*(G). 
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LEMMA 11.9 (cf. [27, Lemma 13.241). Suppose that p E D U f, x E &fs , 
and X,, is an elementary abelian subgroup of M of order 8. If N is a subgroup 
of G containing (X0 , x) and such that O,(N) f 1, then N < M. 
Apart from replacing 7 by +, which has no effect on the proof, we have 
simply added the hypothesis O,(N) # 1, which implies N is solvable, in 
particular. The following changes in Thompson’s proof make it valid in our 
situation. We choose N satisfying the hypotheses but not the conclusion, 
such that (a) / N n M I2 is maximal; (b) 1 N j is minimal subject to (a). Let 
N, E Syl,(N),with x EN, . Then N, < M, by the property of aP noted above, 
together with Theorem 11.1(b) (if p E cr and NP is noncyclic) and the analog of 
[27, Lemma 13.211 (if p E + and N,. is noncyclic). The invocations of the 
minimality of [ N 1 in Thompson’s proof all can be justified in our case by 
the following obvious fact: I f  T E Syl,(N), and T < L < N, then O,(L) f 1 
(since O,(N) # 1). In particular, if N has p-length one, then taking H to be 
a Hall $-subgroup of N containing a Sylow 2-subgroup of N II n/r, and 
setting L = Hl&(N,), we conclude that L = N. For, otherwise, L < M by 
choice of N, and so N = LN, < M, a contradiction. Thus, N, = Qr(N,), 
which fact Thompson uses three times. 
In the second paragraph of his Case 1, the assertion j S, r\ M 1s = 
j N n m 1% can be justified as follows. We need only show that O,(S,) # 1. 
We know that S, $ M, S, is a (2, p} group with cyclic Sylow p-subgroups, 
and x E S,. Hence if O,(S,) # 1, we get (x> = sZ,(O,(S,)), so Si < 
N,<M, as x~ii&,. But S, $ M. Therefore O,(S,) = l,, and so 
w%) f  1. 
With these modifications, Thompson’s proof is valid in our situation. 
Moreover, his argument in Case 2 that O,(N) # 1 can be omitted (along 
with its use of his characterization of E,(3) and S,(3)) because of the modified 
form of the statement of our lemma. 
Lemma 11.9 is adequate for our purposes since Thompson uses 1127, 
Lemma 13.241 (through [27, Theorem 13.31) only in special situations, to 
assert that for certain 2-subgroups H of M, N,(H) E A*(G). All his uses 
of it are covered by the following lemma. 
LEMMA 11.10. If H is a nontrivial 2-subgroup of M such that N,(H) 
contains both an elementary abelian subgroup of order 8 and an element of 
rC;r, for some p E (T V 6, then N,(H) E A*(G) under any of the following 
conditions: 
(i) N,(H) contains an element U of %(2); 
(ii) N,(H) contains a Sylow 2-subgroup of M, or 
(iii) 1 H I = 2. 
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P~ooj. Since iV is a solvabie 2-local subgroup of G and U(M) = I, M 
contains an element of g(2), so condition (ii) implies condition (i). Condi- 
tion (iii) does also, by the Thompson transfer lemma. Hence we need only 
assume (i). By Lemma 11.9, N,(N) < M. Suppose that S is a solvable 
subgroup of G and that N&H) < S. Then U centralizes O(S) by [27, 
Lemma 6.11, so O,(S) # 1. By Lemma 11.9, 5’ < n/r, as required. 
Now, the arguments for Lemmas 13.25-13.38 and [27, Theorem 13.31 are 
valid in our situation, when all the above remarks are borne in mind. Hence 
we obtain the following basic conclusion: 
THEOREM 11.11 (cf. [27, Theorem 13.31). fV possesses w elementary 
abelian normal 2-subgroups of order exceeding 4. 
As Thompson observes, Theorem 11.11 has the following direct con- 
sequence: 
PROPOSITION 11.12. One of the following holds: 
(i) O,(M) is of symplectic type; or 
(ii) M possesses a normal four subgroup W such that C,(w) < M for 
all w in W+. 
Proof. Let W be an elementary abelian characteristic subgroup of 
Q = O,(M) of maximal rank. Since W d rVr, 1 W / < 4 by Theorem 11.11. 
Clearly W 3 ~I(ZIQ)) an d so W # 1. If  j W 1 = 2, then obviously, Q has 
no noncyclic characteristic abelian subgroups and so by f9, Theorem 5.4.91 
Q is of symplectic type. Thus (i) holds in this case. On the other hand, if 
/ w / = 4, let A be a subgroup of P of type (p, p, p). Then j CA(W)1 3 p2 
and so C,(W) E a(p). Since C,(W) < C,(w) for each zv in E’s, it follows 
that each C,(w) < M and so (ii) holds in this case. 
But now as M contains no elementary normal abelian 2-subgroups of 
order exceeding 4, both alternatives of Proposition 11.12 are excluded by the 
hypothesis (d).of Theorem A. Hence we have a contradiction to the assumed 
existence of G and so Theorem A is proved. As noted in the Introduction, 
Theorem A implies the Main Theorem and so it, too, is proved. 
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