In the modern communication systems, there is a high amount of increase in demand of higher network bandwidth at lower costs. The tremendous growth of internet and World Wide Web has brought more and more users online consuming large amounts of bandwidth due to data transfer involving the video and images. Optical network using the WDM Mesh Topology is the most promising and cost effective solution to meet the tremendous requirements of the ever growing bandwidth demand for the next generation wide area network with the following objectives:
INTRODUCTION
WDM (Wavelength Division Multiplexing) provides huge amount of optical bandwidth for telecom operators to satisfy the increasing traffic demands and provide high speed connectivity for achieving faster transfer rate for the high speed communication. [1, 2] In WDM network, the optical transmission is thus divided into number of non-overlapping wavelength bands where each of the wavelengths supports a particular single communication channel. WDM is further classified into two broad categories:
(1) Coarse WDM with nearly 40 wavelengths per channel and, (2) Dense WDM with nearly 160 wavelengths per fiber where each of the wavelengths can be viewed as a channel that provides optical connectivity between two nodes.
WDM channels co-exist on single fiber where we can tap into huge fiber bandwidth with corresponding challenges of design and development of most appropriate network architecture, protocol & algorithms. [3] In recent years, Dense Wavelength Division Multiplexing is widely used in different optical networks to exploit the optical networks to exploit the optical fiber bandwidth fully. This leads to a fiber bandwidth over a terabit/second for a single fiber. However, a connection between two nodes require not more than gigabit/second. Hence the huge bandwidth of optical fiber is under exploited compared to the request. An appropriate solution for bandwidth management is the traffic grooming. It is a traffic engineering technique where low speed signals are packed into higher speed streams. With traffic grooming technique, it is possible to bypass the electronics in the nodes for which there is no traffic. The cost of high speed electronics is increasing significantly. In WDM Network, the cost of the network component is one of the dominant costs in building the network and is more meaningful than to optimize the number of wavelengths. It is thus highly desirable to reduce cost electronics by using optical bypassing technique as much as possible. In an optical WDM Network, every node may have one SONET Add /Drop Multiplexer (ADM) for each wavelength. Instead, with traffic grooming it may be possible to have ADM for the wavelength used at that node; other wavelengths may be optically routed without electronic switching. To efficient utilize the bandwidth in a WDM system, traffic grooming can be used to combine lower rate traffic stream on to available wavelengths in order to minimize the cost and meet the user service requirement.
The traffic grooming problem had been analyzed and represented by many workers for WDM Networks. [4, 5, 6] .However most of them have formulated the traffic grooming problem for different networks as an ILP problem. For larger networks, ILP method creates complexity and also requires the traffic requests to be known in advance.
DWDM systems may thus contain more than 160 wavelengths per fiber and it can thus provide huge fiber bandwidth over a terabit per second for single fiber. In DWDM all optical networks, the size of request stream may be less than maximum capacity of lightpath. To avoid assigning an entire lightpath to small request, many researchers have added traffic grooming to Routing and Wavelength Assignment Problem. The GRWA problem is NP-Complete since, it is the generalization of RWA problem which is known to be NP-Complete where traffic grooming can provide an appropriate solution for the bandwidth management.
The ultimate vision of the modern information age is that the information can be located anywhere but, is accessible from everywhere as if it was located locally. Network with enormous capacity will also be required to provide the infrastructure for realizing the vision. Optical Network with wavelength division multiplexing (WDM) provides us with tremendous bandwidth where bandwidth on a fiber is divided into many non-overlapping and parallel channels in which each of the channels operate at different wavelength.
WDM network is a connection oriented technology where a connection must be established between a pair of communication nodes before data transmission occurs. Connection Establishment involves two important operators namely -(i) Routing and, (ii) Wavelength Assignment (RWA) [9] .
With the increase in the traffic demands with the requirement of huge amount of bandwidth and also providing high speed connectivity has been a major challenge failed by the telecommunication Industry. It is also been found that the storage and network capacity is increasing rapidly and so is the traffic flowing over the network.
DWDM (Dense Wide Division Multiplexing) is an advanced form of WDM by increasing the capacity of the channels by around ten folds. DWDM networks are capable of performing switching in the optical domain without having to control the signal into electrical domain. DWDM is fiber optic transmission technique that employs light wavelength to transmit data by parallel bit or serial by character. DWDM offers an alternative and cost effective way for the telecommunication industry to expand its network bandwidth [7, 8] . All optical networking devices use a multiplexer at the transmitter to join the signals together and demultiplexer at the receiver to split them apart with the right type of fiber, it is possible to have devices that does both simultaneously and can be function as an optical add/drop multiplexer (ADM). The optical filtering devices used have traditionally been stable solid state single frequency inferometers in the form of thin film coated optical glass.
By using WDM and optical amplifiers, they can accommodate several generations of technology development in their optical infrastructure without having to take overhead time, network capacity of given link can be expanded by simply upgrading the multiplexers and demultiplexers at each end. This is often done by using optical to electrical to optical translation at every edge of the transport network, thus the permitting interoperation with existing equipment with the optical interfaces.
WDM, DWDM and CWDM are based on the concept of using multiple wavelength of light on a single fiber but, differ in the spacing of wavelengths, number of channels and ability to amplify the multiplexed signals in the optical space. For CWDM, wideband optical amplification is not available, limiting the optical spans to several tens of kilometers. Coarse WDM is widely used for the cable television networks were different wavelength. DWDM systems have to maintain more stable wavelength or frequency WDM, DWDM are used to increase bandwidth over fiber optics backbone.
PROBLEM FORMULATION
A Single Hop Network is a network in which packet travels from its source to its destination directly (in one hop). The Packet does not encounter an electro-optic conversion before reaching its destination. A Multi Hop Network is a network in which packet may hop through zero or more intermediate nodes before it reaches its final destination.
We propose here an exact ILP formulation of the Single Hop Traffic Grooming and Multi-Hop Traffic Grooming respectively with their corresponding set of constraints. : number of links used by the light paths.
Given
: light path between node m and node n.
: total cost associated with grooming devices and wavelength converters.
Q : cost associated with single traffic grooming devices.
: number of traffic grooming devices.
Φ : cost associated with single wavelength converter.
International Journal of Computer Applications (0975 -8887) Volume 4 -No.3, July 2010
: number if wavelength converters associated with node i.
C : number of connection requests by the add/drop multiplexer device.
: Add/Drop multiplexer at node i.
: traffic flowing from source s to destination d with the intermediate nodes i and j respectively.
: Outgoing load capacity from node i to node j.
: Incoming load capacity from node i to node j.
: Number of transmitters at node i.
: number of receivers at node i.
: Transmitter capacity of node i.
: Receiver capacity of node i.
: Total node capacity of node i.
: Total load from node i to node j.
: Wavelength conversion capacity at node i.
: Wavelength used between node i and node j.
: Blocking probability.
: It denotes the number of lightpaths between node pair i and j routed through fiber link mn on wavelength w. Our objective is to obtain the following :
Variables
1. To minimize the number of hops used by all the connections.
i.e. Minimize 2. To minimize the total cost of grooming devices and wavelength conversion devices.
i.e. Minimize where W mn =
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Network throughput is actual number of connection requests served by network which is used to define the network efficiency.
Single Hop Traffic Grooming

OBJECTIVE FUNCTION OF HOP COUNT
Minimize the number of hop count i.e., Minimize .
Here our objective is to minimize the number of necessary converters in the network and also at the same time it is desired to minimize the number of conversions carried by wavelength converters. 
OBJECTIVE FUNCTION OF GROOMING DEVICES
Minimize the cost associated with traffic grooming devices i.e., Minimize
Equations (1) is termed as congestion constraint which specifies that the sum of incoming and outgoing lightpath requests is always less than or equal to total node capacity. Equation (2) specifies the concept of single hop traffic grooming so that sum of incoming or outgoing lightpaths through a particular is always unity as in single hop grooming there is traversal of only single hop. Equation (3) and (4) shows that number of incoming or outgoing lightpath requests through a node is always less than or equal to the corresponding receiving or transmitting capacity of the node. Equation (5) states that number of wavelength conversions carried out by wavelength converter installed at a particular node is always greater than or equal to the respective node capacity. Equation (6) specifies the node capacity of a node i as the sum of all possible links from or to that node. Equation (7) tells the state of the network when only it is necessary to install a wavelength converter at a particular node i.e. only when the blocking in that network goes beyond the limit upto which network has no trouble whatsoever in passing through the light. Equation (8) describes that number of lightpaths between node pair (i,j) when carried through same fiber link (i,j) can take only binary values i.e. 0 or 1. Similarly, equation (9) implies that sum of t th OC-y low speed traffic request from node i to node j employing lightpath (i,j) may be 0 or 1 only depending on the failure or success of routing of the t th connection from node i to node j.
MULTI HOP TRAFFIC GROOMING
OBJECTIVE FUNCTION OF HOP COUNT
Minimize the number of hop count i.e., Minimize
Here our objective is to minimize the number of necessary converters in the network and also at the same time it is desired to minimize the number of conversions carried by wavelength converters.
SUBJECT TO * CONGESTION CONSTRAINTS
ii) 
OBJECTIVE FUNCTION OF GROOMING DEVICES
SUBJECT TO
where is the wavelength w on fiber between m and n.
Equation (10) and (11) refers to the congestion properties of the network and tells about the incoming and outgoing lightpaths in virtual topology are always constrained by the total incoming and outgoing load capacity of nodes. Equation (12), (13) and (14) simply put the total capacity of a fiber link and nodes with respect to the available lightpath connection requests. Equation (17) tells the state of the network when only it is necessary to install a wavelength converter at a particular node i.e. only when the blocking in that network goes beyond the limit upto which network has no trouble whatsoever in passing through the light. Equations (18) and (19) ensures that the number of lightpaths between node pair (i,j) is less than or equal to the number of transmitters at node i and number of receivers at node j. Equation (20) ensures that an intermediate node k of lightpath (i,j) on wavelength w where number of incoming lightpaths is equal to number of outgoing lightpaths. Equation (21) and (22) ensures that the wavelength w on fiber link (m,n) can present at most one lightpath in the virtual topology. Equation (23) and (24) are responsible for the low-speed traffic requests routing on the virtual topology, and the aggregate traffic flow through the lightpath cannot exceed the overall wavelength capacity.
ILLUSTRATIVE EXAMPLE
In this section we analyze three different network topologies: 6-Node hexagonal network, 9-Node regular network and 14-Node NSFNET network as shown in Figure 1 (a,b,c) assuming that there are 4 wavelengths multiplexed in a optical fiber.
Converter Placement strategy for nodes
For a given traffic pattern, by applying the optimization model described in section-2, we can find exactly the minimum number of required wavelength converters, their placement strategy and RWA of all the lightpaths used in network [10] . From results we conclude that for a given network, we require at most 3 wavelength conversions implying equivalence of full conversion with sparse conversion. However, the results differ when the traffic pattern changes. So, we use the nodes, placement on which pays off the most for which, we have used simulation based approach to get statistical results. We first generate traffic patterns with lightpaths evenly distributed among all node-pairs by using lightpaths in each network ranging from 10 to 30. Clearly, with 4 wavelengths multiplexed in an optical fiber, the network cannot transmit more lightpaths. We then have used an ILP-solver, Cplex here, to solve the RWA problem for these traffic problems for these traffic patterns in both cases: full wavelength conversion and no wavelength conversion. The mathematical models can be found in [1] . In our experiment, we have used all those traffic patterns which are infeasible in case of without wavelength conversion but feasible in case of full wavelength conversion. Clearly, this is the only case which requires us to place wavelength converters. The wavelength converter placement problem for these traffic patterns is solved by the optimization model introduced in section 2 using Cplex. The number of in/out ports is set to 4, i.e. each converter can support 4 conversions. The converters have full range conversion capacity. Each node-pair has a set of three alternative shortest paths which have pre-computed.
For each traffic pattern, the converters' positions are recorded. They are summarized at the end to get the distribution of converters at each node for the whole simulation. The results are summarized in Figure 2,3,4 for the three mentioned networks 6-node, 9-node and 14-node. We can conclude from results, some nodes have significantly high number of appearances and dominate the others. Also we note that, even though 9-node network has symmetric topology but the converter distribution is asymmetric.
Figure1(a)6-node Topology 
Concentration of wavelength converters
As the wavelength converters are constraint by their capacity as well as total availability so a question automatically arises "Whether we should place them at the node with maximum blocking probability or should place them at several nodes with high blocking probability?" For this, we perform an analysis of 9-node network. We consider 3-converters with only one conversion capacity i.e. in/out port =1. We distribute these converters among three nodes namely 2, 4 and 5. 100 random traffic patterns have been generated. For each placement pattern, by applying the optimization model described in section 2, we calculate the percentage of traffic patterns that need additional converters which implies to blocking condition. The results are shown in From the results, we see that, the blocking probability is significantly reduced, from 45.3% to 18.7%, as we spread the converters to three nodes. The 9-node Network uses the symmetric topology but the converter distribution is not symmetric. For instance when we consider three routes connecting nodes (1-9) consists of paths (1-2-5-6-9),(1-2-3-6-9) and (1-2-5-8-9), it is observed that node 2 appears in more routes than node 4 and since it has the higher blocking probability ,it is preferable to place the wavelength converters. Hence, we can conclude that, with the same number of nodes, it is better to distribute them among various nodes, which have high blocking probability, rather than to place all of them at just one node. The difference between three networks implies that the traffic patterns used for the experiments are different.
Complexity & Usage
The problem under consideration is found to NP-complete implying that it can only be applied to small networks or real sized networks with small number of wavelengths as the parent problem of RWA is proved to be NP-complete. As a result we find that the wavelength conversion is required only when the wavelength resource is sparse. Hence, even if more wavelengths are multiplexed, the network can carry more wavelengths as the number of lightpaths which require wavelength conversion likely remains the same. At the same time, our approach is capable of tackling different routing strategies as no fixed routing is assumed. Another advantage of our approach is that it can be used to solve the mentioned problem for any traffic pattern. As in the previous example, we assumed that the traffic demands is uniformly distributed all that is required is to generate random traffic patterns corresponding to real traffic patterns and get the results accordingly.
CONCLUSION
In this paper, we have formulated the solution of grooming problem and general topology networks and placement of converters in WDM networks using ILP to solve the problem for the dynamic traffic pattern, which is feasible in case of full wavelength conversion but, infeasible in case of no wavelength conversion. In our approach, we considered the RWA problem as well as wavelength converter placement simultaneously for small networks. However due to increasing complexity of the problem with network size it can't be applied to real sized networks. Also, in our case it has an advantage of finding out the nodes with highest pay-back whenever problem of placement occurs.
