Abstract -A new algorithm for Sturm-Liouville problems with matrix coefficients is proposed which possesses the convergence rate of a geometric progression with a denominator depending inversely proportional on the order number of eigenvalues. The asymptotic behavior of the distance between neighboring eigenvalues if the order number tends to infinity is investigated too. Numerical examples confirming the theoretical results are given.
Introduction
We consider a particular case of the following eigenvalue problem: Then the boundary value problem (1.1) is self-adjoint; its eigenvalues are all real, there are countably many of them {λ n : n ∈ N 0 = {0, 1, 2, . . .}}, and they can be ordered to satisfy
−[P (x)u (x)] + Q(x)u(x)
with λ n → ∞ as n → ∞.
A principal restriction for our approach is the fact that the equality
with some scalar function w(x) must hold. It is well known (see, e.g., [13; §1.8] ) that by changing variables one can translate problem (1.1) into a problem with P (x) = W (x) = I m , (1.4) that is why we restrict ourself to the case Contrary to the scalar case much less attention is paid to the matrix eigenvalue problem in the literature. We refer here to [1, 6] and to the literature cited there, where the shooting method was applied to the eigenvalue problem (1.1).
Our approach is based on a special perturbation method which we call the functional discrete method (or shortly FD-method). This method was proposed in [10, 11] and then developed in [2-5, 8, 9] . The idea is to imbed our problem into a problem set depending on the parameter t (at t = 1 we obtain our initial problem) and then to use Taylor-like expansions with respect to t. Taking m terms of these expansions, we get an approximation with m as a discretization parameter. Further we can replace (if necessary) the potential function Q(x) by its piecewise approximation Q(x) on some grid ω = {x i : i = 1, 2, . . . , N − 1} (1.6) and the maximal step size h = max i=1,...,N h i , h i = x i − x i−1 of the grid is our second discretization parameter. The eigenvalues and the eigenfunctions are represented by series converging (as m → ∞) as a geometrical progression with a denominator which is proportional to h and inversely proportional to the order number of the eigenvalue or the eigenfunction. Contrary to the finite difference and finite element method our approach allows to calculate each eigenvalue and each eigenfunction separately and not all together. Besides, this approach presents not only a numerical algorithm but allows one to get such qualitative results as sufficient conditions for real or complex eigenvalues, results about the lack of multiple eigenvalues, about the asymptotical behavior of the distance between neighboring eigenvalues as the order number tends to infinity, etc.
FD method for Q(x) ≡ 0
In this section we consider the eigenvalue problem , E = diag [1, 1] , 2) and the functions Q i,j (x) are piecewise continuous functions with a finite number of discontinuity points of the first kind, i.e. they belong to the class Q (0) [0, 1]. Let us consider the auxiliary problem
u (x, t) + [λE − tQ(x)]u(x, t)
3) which for t = 1 coincides with (2.1).
We look for the solution of the form
Substituting these expressions into (2.3), comparing the coefficients in the front of powers of t and then setting t = 1, we arrive at the expansions
for the solution of problem (2.1), where λ
(1) = 0, j = 0, 1, 2, . . .
For λ
, u
(x) we get the so called base problem
(1) = 0.
(2.8)
We define the approximations of the rank m by
The base problem (2.8) has the solutioñ 10) where to each eigenvalue there corresponds two orthonormal eigenfunctions. In order to find the next terms λ
n,k (x), k = 1, 2 of expansions (2.5) we note first of all that the function
with arbitrary constants A, B satisfies (2.8). Setting j = 0 in (2.6), we get the problem
which is solvable provided that 13) where (·, ·) denotes the scalar product in R
2
. Taking into account the ansatz (2.11) this condition implies for the unknown A, B that
where
The homogeneous system of linear algebraic equations (2.14) possesses nontrivial solutions iff its determinant is equal to zero, which implies the following two solutions for λ
and two solutions for A, B
The solution of (2.12) can be written as the Fourier series
with the Fourier coefficients
The constants C (1) n,k , D (1) n,k are determined by the orthogonality condition
and by the solvability condition for system (2.6) with j = 1
n,s (x))dx+
n,s (x))dx = 0, s = 1, 2.
(2.24)
The substitution of (2.20) into (2.24) leads to the system of equations T with the components given by (2.17), (2.19 ) is a normalized solution of the homogeneous system (2.26). The necessary and sufficient solvability condition for the inhomogeneous system (2.26) with the symmetric matrix is
Remark 2.1. In the case of a nonsymmetric matrix, one has to symmetrize the matrix in (2.26) by multiplying it by the conjugate matrix −λ (1) n,k + q 11 q 12 q 21 −λ (1) n,k + q 22 * , then to write down the solvability condition and modify all corresponding formulas.
Taking into account the normalization condition (2.18), formula (2.22), and equations (2.20), the last relation implies
The orthogonality condition (2.22) and the Fourier expansion (2.20) imply the following connection between C
n,k and D (1) n,k :
which together with (2.26) yields
Due to (2.17) the last equation takes the form
Thus, we get the following representation for u (1) n,k :
.
(2.35)
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Proceeding analogously further, we get
These formulas represent the recursive algorithm to calculate the summands of expansions (2.5).
Remark 2.2. We use the algorithm in form (2.36) to study its properties and to get the error estimates. For practical calculations it is more convenient to write down the solution of (2.6) in the following form:
Formulas (2.36) yield also the following estimates:
Eliminating from these inequalities |ũ
n,k | and |g
1(j)
n,k |, we arrive at the following system of two inequalities:
In order to solve this system of inequalities we use the technique from [5] , namely, we consider the following system of majorizing equations:
for whose solution two estimates
hold. Denoting
system (2.42) can be written as
Let us introduce the following generating (for the sequences {U n } and Λ n ) functions:
For these functions system (2.45) implies the equations
(2.47)
Eliminating g(z), we get the following equation with respect to f (z):
The solution of this equation satisfying f (0) = 1 is
Now, from (2.47) we obtain the second generating function
In order to expand f (z) as a Taylor series let us consider the term
First, we perform the function under the square root in the following way:
Substituting (2.52) into (2.51), we get
In the next step we use the expansions
which after substitution into (2.54) and then after substitution of the result into (2.49) lead to the expansion
In order to estimate l j we need the following identity: . Taking into account that c ∈ (0, 1) and using (2.58), we get
The last two inequalities imply
This estimate together with (2.43), (2.44) yields
(2.62)
The estimates for |u 
(2.64) It follows from (2.62) that (2.63) holds for n satisfying
Now we are at the point to formulate the following qualitative result.
Theorem 2.2. Let n 0 be the smallest natural number for which (2.65) holds, then 
i.e., beginning with the number n 0 all eigenvalues are different.
Proof. The proof follows from (2.10), (2.16) and (2.61).
Remark 2.3. It follows from the above considerations that in the case of the nonsymmetric matrix Q(x) our algorithm as well as its justification can be modified and especially the following result can be proved: Let ∆ n κ > 0 with some κ independent of n, then all eigenvalues beginning with the number n 0 are different and real provided that r n < 1.
FD-method with Q(x) = 0
If n 0 from Theorem 2.2 is greater than one, we can modify the algorithm from the previous section and introduce in addition to the rank m of the FD-algorithm the second control parameter, namely, the step-size of the grid (1.6). With this aim we approximate the matrix Q(x) on the gridω including all discontinuity points of Q(x) by the piecewise matrix
Using the idea of the FD-method of the previous section, we look for the solution of problem (2.1) in the form
2)
The coefficients of these expansions satisfy the following recurrence equations:
3) with
(x, Q(·)) we get the base problem
(1, Q(·)) = 0.
We define the approximations of rank m by
n (x, Q(·))}, n = 1, 2, . . . be the solution of the base problem. Here the system of eigenfunctions is complete and the numbering is chosen so hat
On each subinterval [x i−1 , x i ] the matrix of equation (3.5) is constant and we can write its solution explicitly. For this aim we first note that the symmetry of Q(x) implies the symmetry of Q(x) and we can represent
where Λ
Now the general solution of (3.5) on [x i−1 , x i ] can be written in the form
with arbitrary constants A i , B i , C i , D i . In order to determine these constants we use the continuity conditions
and the boundary conditions from (3.5). The last ones yield
The system of linear algebraic conditions (3.11) is of order 4N and is solvable iff its determinant vanishes, i.e.,
Introducing the notations
we can write the system of equations (3.11), (3.12) 
n (Q(·)) be a simple root of the determinant of the matrix of this system (or, what is the same, a simple root of equation (3.13)), then the solution of problem (3.3) can be represented by
Here we have used the solvability condition
and the orthogonality condition
which evaluates the unique solution of problem (3.3). Equations (3.17), (3.18) together with (3.4) yield
Via the standard technique from [9] [10] [11] relations (3.16), (3.19) imply the following estimates: where
Using the method of generating functions [9] [10] [11] , these inequalities yield the following a posteriori estimates:
The reason to call these estimates a posteriori is as follows: we have to find the eigenvalues λ
n+1 (Q(·)) of the base problem (3.5) before we can evaluate the constants M n , r n . One can also get a priori estimates for λ
n+1 (Q(·)), then (3.22) become a priori estimates. Thus, we arrive at the following assertion. implies the convergence of the FD-method (3.16), (3.19), (3.2) with the convergence rate of a geometrical progression with the denominator r n (Q(·)) and the following error estimates hold:
Remark 3.1. We have used representation (3.16) to get the above estimates. But in carring out practical computations, it is convenient to solve problems (3.3) directly, for example, by the exact difference schemes from [7, 12] .
Next, we consider the case where λ n,k (x, Q(·)), k = 1, 2. Proceeding as in Section 2, we get in this case instead of (2.36) the following representation:
(3.27)
These formulas represent the recursive algorithm to calculate the summands of expansions (3.6).
Remark 3.2.
We use the algorithm in form (3.26), (3.27) to study its properties and to get the error estimates. For practical calculations it is more convenient to solve equations (3.3) directly using the exact difference schemes from [7, 12] and taking into account (3.17), (3.18) as well as
(3.28)
We introduce the functionals
and, as in the case of Q = 0, we arrive at the following assertion.
n (Q(·)) be a double eigenvalue of the base problem (3.5) and N is chosen so that r n (Q(·)) < 1, then the FD-algorithm (3.26) converges with the rate of a geometrical progression with the denominator r n (Q(·)) and the following estimates hold true: 
Numerical results
Let the matrix A be given by
We consider the eigenvalue problem
where E is the identity matrix of the dimension 2 and
A. The recurrence algorithm of the FD-method takes for this example the form
with the base problem
Due to the representation A = P ΛP with
we can change the variables by y(x) = P u(x) and get
This system consists of two scalar equations
with the solutions
where J ν (z), Y ν (z) are Bessel functions of the first and second kind respectively, λ n,1 is the root of the equation
and λ n,2 is the root of the equation
The following relation holds λ n,1 < λ n,2 , n = 1, 2, . . .
The eigenvalues of the base problem (4.3) are 11) and to each of them there correspond two orthonormal eigenfunctions Table 1 contains the exact eigenvalues obtained as solutions of (4.8), (4.9) as well as the approximate eigenvalues of rank 0. For problem (4.2) with j = 0 we represent u
with arbitrary parameters A, B. The solvability conditions for (4.2) with j = 0 lead to the following homogeneous system of linear algebraic equations:
(4.14)
Setting the determinant equal to zero, we get
n,2 = 1 (4.15) and the corresponding normal eigenfunctions are
n,1 (0) = u Analogously we get the solution of the problem
with the orthogonality condition
in the following form:
The solvability conditions for the problem
n,2 (0) = u Then we have Tables 1, 2 show the convergence of the FD-method in this case as well. To guarantee the convergence in the case that n = 1 in accordance with the results of Section 3, one has to use Q = 0, i.e., to use a more exact approximation of (2.1) by the base problem (3.5) . To determine the number of necessary stages of Q, we use the results of the previous calculations showing that we get Q − Q ∞ = 1/(2N ) and see that N = 5 stages provide the convergence also in the case that n = 1. Now, solving the base problem with Q(x) defined by (4.3) with N = 5, we obtain that λ
Q(x)
1 (Q(·)) is simple (see Table 4 ) and due to r 1 = 0.80533648 . . . < 1 condition (3.24) is fulfilled already for n = 1 (λ 1,1 − λ (0) 1,1 0.51370694). 
Conclusions
Since in Theorem 3.2 the constant M n in general does not tend to zero as n → ∞, this fact can produce an impression that the transition from Q = 0 to Q = 0 (i.e. the transition to a more exact approximation of the differential equation) leads to the loss of an important advantage of the FD-method, namely, that its convergence rate increases with the rase of the order number of the eigenvalue. The numerical experiments indicate that this impression is not true. We believe that an estimating technique like in [5] will allow us to show that the quality of approximation by the FD-method is improved with increasing order number. This topic will be discussed in a forthcoming paper.
