On dynamics of graph maps with zero topological entropy by Li, Jian et al.
ar
X
iv
:1
71
1.
01
10
1v
2 
 [m
ath
.D
S]
  9
 N
ov
 20
17
ON DYNAMICS OF GRAPH MAPS WITH ZERO TOPOLOGICAL ENTROPY
JIAN LI, PIOTR OPROCHA, YINI YANG, AND TIAOYING ZENG
ABSTRACT. We explore the dynamics of graph maps with zero topological entropy. It is
shown that a continuous map f on a topological graph G has zero topological entropy if
and only if it is locally mean equicontinuous, that is the dynamics on each orbit closure
is mean equicontinuous. As an application, we show that Sarnak’s Mo¨bius Disjointness
Conjecture is true for graph maps with zero topological entropy. We also extend several
results known in interval dynamics to graph maps. We show that a graph map has zero
topological entropy if and only if there is no 3-scrambled tuple if and only if the proximal
relation is an equivalence relation; a graph map has no scrambled pairs if and only if it is
null if and only if it is tame.
1. INTRODUCTION
Let (X , f ) be a topological dynamical system and (cn)
∞
n=1 a sequence of complex num-
bers. We say that the sequence (cn)
∞
n=1 is linearly disjoint from (X , f ) if for any x ∈ X and
any continuous function ϕ : X →C,
lim
N→∞
1
N
N
∑
n=1
cnϕ( f
n(x)) = 0.
An interesting sequence is obtained by evaluation of the Mo¨bius function µ : N →
{−1,0,1} which is defined as follows: µ(1) = 1, µ(n) = (−1)k when n is a product of
k distinct primes and µ(n) = 0 otherwise. In [35], Sarnak stated the following conjecture.
Conjecture (Mo¨bius Disjointness Conjecture). The Mo¨bius function µ(n) is linearly dis-
joint from all dynamical systems with zero topological entropy.
The case when (X , f ) is a finite periodic orbit is covered by the Prime Number Theo-
rem, which says that the number of prime numbers less than or equal to N is asymptotically
N/ lnN (e.g. see [23]). The case when f is a rotation on the circle is covered by Daven-
port’s theorem which says that (see [9]):
lim
N→∞
1
N
N
∑
n=1
µ(n)e2pi iαn = 0
for every α ∈ [0,1). Recently, many other special cases of Mo¨bius Disjointness Con-
jecture have been considered. In particular, Karagulyan proved in [20] that Mo¨bius Dis-
jointness Conjecture holds for continuous interval maps with zero topological entropy and
orientation-preserving circle homeomorphisms.
In [13], Fan and Jiang introduced minimally mean attractable flows and minimal mean
Lyapunov stable flows and proved that every oscillating sequence (which includes se-
quence defined by the Mo¨bius function) is linearly disjoint from all dynamical systems
which are minimally mean attractable and minimal mean Lyapunov stable. They also
provided several examples of minimally mean attractable and minimally mean Lyapunov
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stable flows, including all Feigenbaum zero topological entropy flows, and all orientation-
preserving circle homeomorphisms. Motivated by the result of Karagulyan in [20], Fan and
Jiang conjectured in [13, Remark 8] that all continuous interval maps with zero topological
entropy are minimally mean attractable and minimally mean Lyapunov stable.
One of the motivations of this paper is to confirm this conjecture. In fact, we show a
little more, proving that every graph map with zero topological entropy is locally mean
equicontinuous, which in turn implies minimally mean attractability and minimally mean
Lyapunov stability. Strictly speaking, we have the following result.
Theorem 1.1. Let f : G→ G be a graph map. Then f has zero topological entropy if and
only if it is locally mean equicontinuous, that is for every x ∈ G, (Orb(x, f ), f ) is mean
equicontinuous.
Combining this result with [13] we obtain the following (see Section 3.2 for more de-
tails):
Theorem 1.2. Any oscillating sequence is linearly disjoint from all continuous graphmaps
with zero topological entropy. In particular, Sarnak’s Mo¨bius Disjointness Conjecture
holds for graph maps with zero topological entropy.
It should be noticed that there is another approach to Theorem 1.2. Recently in [25]
Huang, Wang and Zhang provided a criterion for Sarnak’s Mo¨bius Disjointness Conjec-
ture, which includes locally mean equicontinuous systems. By Theorem 1.1, every graph
map with zero topological entropy is locally mean equicontinuous and then satisfies the
criterion. But it is also worth mentioning at this point that results of [25] heavily rely on
combinatorial properties of Mo¨bius function and hence can be applied only to this function.
As a related topic, we characterize graph maps with zero topological entropy in terms
of scrambled pairs and tuples. In [27, Theorem 4.21] the author proved that if an interval
map has zero topological entropy, then it does not have any scrambled 3-tuples. A careful
analysis of the structure of ω-limit sets allows us to extend this result onto the case of graph
maps (the proof is presented in Section 4):
Theorem 1.3. Let f : G→ G be a graph map. Then f has zero topological entropy if
and only if for any three pairwise distinct points x1,x2,x3 ∈ G, the tuple (x1,x2,x3) is not
scrambled.
In Proposition 4.3 and Theorem 5.5 of [27] , the author proved that an interval map has
zero topological entropy if and only if every proximal pair is Banach proximal if and only
if the proximal relation is an equivalence relation. We also extend this result to graph maps
(the proof is also presented in Section 4):
Theorem 1.4. Let f : G→G be a graph map. The following conditions are equivalent:
(1) f has zero topological entropy,
(2) every proximal pair of f is Banach proximal,
(3) the proximal relation Prox( f ) is an equivalence relation.
The last main result of this paper is the following theorem.
Theorem 1.5. Let f : G→G be a graph map. The following conditions are equivalent:
(1) f does not have scrambled pairs,
(2) f is tame,
(3) f is null.
In the case of interval maps, this result is a consequence of [12] by Franzova and Smı´tal
(equivalence of (1) and (3)) and [17] by Glasner and Ye (equivalence of (2) and (3)). This
was later generalized even further in [27] where it is proved that in interval maps IN-pairs
and IT-pairs coincide (see subsection 5.1 for the definitions). Even though the results look
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similar, we adopt here a different approach compared to [12]. It is also worth emphasizing
that some tools used for interval maps cannot be applied in the case of graphmaps. Because
of these difficulties, we are not able to mimic results of [27] in Theorem 1.5, proving only
that IN-pairs and IT-pairs coexist. We leave the later statement as an open question.
Question 1.6. Let f : G→G be a graph map with zero topological entropy. Is it true that:
(x,y) is an IN-pair if and only if (x,y) is an IT-pair?
2. PRELIMINARIES
Throughout this paper, let N, N0, Z and R denote the set of all positive integers, non-
negative integers, integers and real numbers, respectively. The cardinality of a set A is
denoted by |A|.
An arc is any topological space homeomorphic to the closed unit interval [0,1]. A
(topological) graph is a non-degenerated compact connected metric space G which can
be written as a union of finitely many arcs, any two of which are disjoint or intersect
only in their endpoints (i.e., it is a non-degenerated connected compact one-dimensional
polyhedron in R3). By a graph map we mean any continuous map f : G→ G acting on a
topological graph G.
By a topological dynamical system, we mean a pair (X , f ), where X is a compact metric
space with a metric d and f : X → X is a continuous map.
A subset K of X is f -invariant (or simply invariant) if f (K) ⊂ K. If K is a closed f -
invariant subset of X , then (K, f |K) is also a dynamical system. We will call it a subsystem
of (X , f ). If there is no ambiguity, for simplicity we will write f instead of f |K . For a point
x ∈ X , the orbit of x, denoted by Orb f (x), is the set { f
n(x) : n ∈ N0}, and the ω-limit set
of x, denoted by ω f (x), is the set of limit points of the sequence ( f
n(x))n∈N0 .
A point x ∈ X is periodic with the least period n if n is the smallest positive integer
satisfying f n(x) = x, and non-wandering if for every open neighborhoodU of x there exists
n∈N such thatU ∩ f−n(U) 6= /0. The set of non-wandering points is denoted by Ω( f ). The
set ω( f ) =
⋃
x∈X ω f (x) is called the ω-limit set of f . It is clear that ω( f ) ⊂ Ω( f ).
A dynamical system (X , f ) is minimal if it does not contain any non-empty proper sub-
system. A point x ∈ X is minimal if it belongs to some minimal subsystem of (X , f ). By
the Zorn’s Lemma, it is not hard to see that every dynamical system has a minimal subsys-
tem and then there exists some minimal point. A dynamical system (X , f ) is transitive if
X = ω f (x) for some x ∈ X and such a point x is called a transitive point.
We refer the reader to the textbook [40] for information on topological entropy and
topological sequence entropy.
2.1. Mean equicontinuity and mean sensitivity. Recall that a dynamical system (X , f )
is equicontinuous if for every ε > 0 there is δ > 0 with the property that for every two
points x,y ∈ X , d(x,y) < δ implies d( f n(x), f n(y)) < ε for all n ∈ N0. Equicontinuous
systems have simple dynamical behaviors. It is well known that a dynamical system (X , f )
with f being surjective is equicontinuous if and only if there exists a compatible metric ρ
on X such that f acts on X as an isometry, i.e., ρ( f (x), f (y)) = ρ(x,y) for all x,y ∈ X .
In [14] Fomin introduced the following weaker version of the equicontinuity condition.
A dynamical system (X , f ) is mean equicontinuous or mean Lyapunov stable if for every
ε > 0 there is δ > 0 with the property that for every two points x,y∈X condition d(x,y)< δ
implies
limsup
n→∞
1
n
n−1
∑
k=0
d( f k(x), f k(y))< ε.
It is shown in [29] that every ergodic invariant measure of a mean equicontinuous system
has discrete spectrum and then the topological entropy of a mean equicontinuous system
is zero.
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A property opposite to mean equicontinuity is called mean sensitivity. Strictly speaking,
a dynamical system (X , f ) is mean sensitive if there exists δ > 0 such that for every x ∈ X
and every neighborhoodU of x, there exists y ∈U such that
limsup
n→∞
1
n
n−1
∑
k=0
d( f k(x), f k(y))> δ .
We have the following dichotomy result for minimal dynamical systems: every minimal
system is either mean equicontinuous or mean sensitive (see [29] or [18]). While there
exist transitive dynamical systems with positive entropy which are not mean sensitive (e.g.
see [29, Corollary 4.8]), the following result holds (see [18] or [28]).
Theorem 2.1. Let (X , f ) be a dynamical system. If there exists an ergodic invariant mea-
sure with full support and positive entropy, then (X , f ) is mean sensitive.
Corollary 2.2. Let (X , f ) be a dynamical system. If topological entropy of (X , f ) is posi-
tive, then there exists a mean sensitive transitive subsystem.
Proof. By the variational principle of topological entropy, there exists an ergodic invariant
measure with positive entropy. Applying Theorem 2.1 to f restricted to the support of this
measure, we obtain a mean sensitive transitive subsystem. 
2.2. The structure of ω-limit sets for graph maps. In this subsection let us recall a few
results on the structure of ω-limit sets for graph maps, which were studied by Blokh in
the series of papers [3, 4, 5, 6] and [7]. Here we will follow the notations from [37].
Let f : G→ G be a graph map. A subgraph K of G is called periodic if there exists a
positive integer k such that K, f (K), . . . , f k−1(K) are pairwise disjoint and f k(K) = K. In
such a case, k is called the period of K, and K is a periodic (set) of period k. The set
Orb f (K) =
⋃k
i=0 f
i(K) is called a cycle of graphs of period k.
For an infinite ω-limit set ω f (x), define
(2.1) C(x) := {X ⊂ G : X is a cycle of graphs and ω f (x)⊂ X}.
Note that
⋂∞
n=1 f
n(G) is always a 1-periodic cycle of graphs contained in C(x), hence
always C(x) 6= /0. Denote
CP(x) = sup{n ∈ N : there is a subgraph K with period n and Orb f (K) ∈ C(x)}
and observe that CP(x) ∈ N∪{+∞}.
Definition 2.3. An infinite ω-limit set ω f (x) of a graphmap is called a solenoid if CP(x) =
+∞.
Lemma 2.4 ([37, Lemma 11]). If ω f (x) is a solenoid, then there exists a sequence of cycles
of graphs (Xn)n∈N with periods (kn)n∈N such that
(1) (kn)n∈N is strictly increasing, k1 ≥ 1 and kn+1 is a multiple of kn for all n≥ 1;
(2) for all n ≥ 1, Xn+1 ⊂ Xn and every connected component of Xn contains the same
number (equal to kn+1/kn ≥ 2) of components of Xn+1;
(3) ω f (x)⊂
⋂
n≥1Xn and ω f (x) does not contain periodic points.
Definition 2.5. Let f : X → X and g : Y → Y be two continuous maps. A continuous map
ϕ : X→Y is a semi-conjugacy between f and g if ϕ is onto and ϕ ◦ f = g◦ϕ . If in addition
ϕ is a homeomorphism, then ϕ is called a conjugacy between f and g.
Assume further that K ⊂ X is a closed set such that f (K) ⊂ K. We say that a semi-
conjugacy ϕ between f and g is an almost conjugacy between f |K and g if it satisfies the
following conditions:
(1) ϕ(K) = Y ;
(2) for any y ∈Y , ϕ−1(y) is a connected subset of X ;
(3) for any y ∈Y , ϕ−1(y)∩K = ∂ϕ−1(y), where ∂ denotes the boundary in X .
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Observe that when f is a graph map then in the above case, since ϕ−1(y) is connected,
all sets ∂ϕ−1(y) are finite and their cardinality is uniformly bounded, that is there is N > 0
such that 1≤ |ϕ−1(y)∩K| ≤ N for every y ∈ Y .
Definition 2.6. Let X be a finite union of subgraphs of G such that f (X)⊂ X . We define
(2.2) E(X , f ) = {y ∈ X : for any neighborhoodU of y in X ,Orb f (U) = X}.
The following result was first proved by Blokh in [5]. Here we adopt the version which
combines statements of [37, Lemmas 13 and 14] and [37, Proposition 16].
Lemma 2.7. If an infinite ω-limit set ω f (x) is not a solenoid, then there exists a cycle of
graphs X ∈ C(x) such that
(1) for any Y ∈ C(x), X ⊂ Y;
(2) the period of X is maximal among the periods of all cycles in C(x).
If we put E = E(X , f ) then:
(1) ω f (x)⊂ E ⊂ X;
(2) E is a perfect set and f |E is transitive;
(3) there exists a transitive map g : Y → Y , where Y is a finite union of graphs, and a
semi-conjugacy ϕ : X →Y between f |X and g which almost conjugates f |E and g.
Definition 2.8. Assume that ω f (x) is an infinite set but not a solenoid. Let X be the mini-
mal (in the sense of inclusion) cycle of graphs containing ω f (x) and denote E = E(X , f ).
We say that E is a basic set if X contains a periodic point, and circumferential set otherwise.
The next result is due to Blokh [4]. Here we adopt the version which combines state-
ments of [37, Theorems 20 and 22].
Theorem 2.9. Let f : G→G be a graph map.
(1) If f admits a basic set, then the topological entropy of f is positive.
(2) If f is transitive map without periodic points then f is conjugate to an irrational
rotation of the circle.
3. LOCAL MEAN EQUICONTINUITY AND MO¨BIUS DISJOINT CONJECTURE
3.1. Proof of Theorem 1.1. Inspired by the definition of local equicontinuity in [16], we
will consider the following local version of mean equicontinuity.
Definition 3.1. A dynamical system (X , f ) is called locally mean equicontinuous if for
every x ∈ X the dynamical system (Orb f (x), f ) is mean equicontinuous.
By Corollary 2.2, we know that if a dynamical system is locally mean equicontinuous
then it has zero topological entropy, therefore to prove Theorem 1.1 we only need to prove
the sufficiency. To do this, we shall prove that (Orb f (x), f ) is mean equicontinuous for all
x ∈ G. According to the structure of ω-limit sets of graph maps, we divide the proof into
three cases: ω f (x) is finite, ω f (x) is a solenoid and ω f (x) is infinite but not a solenoid.
We start with the following simple observation covering the first of three possible cases
mentioned above. We present the proof for the convenience of the reader.
Lemma 3.2. Let (X , f ) be a topological dynamical system and let x ∈ X. If ω f (x) is finite,
then (Orb f (x), f ) is equicontinuous.
Proof. It is well known that if ω f (x) is finite then it must be a finite periodic orbit (see e.g.
[36, Lemma 1.4]). There is a periodic point y∈X with periodic p such that limn→∞ f
pn+i(x)=
f i(y) for i= 0,1, . . . , p− 1, which easily implies that (Orb f (x), f ) is equicontinuous. 
The following result covers the second case.
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Lemma 3.3. Let f : G → G be a graph map and x ∈ G. If ω f (x) is a solenoid, then
(Orb(x, f ), f ) is mean equicontinuous.
Proof. We follow the idea from the proof of [29, Proposition 6.8]. Since ω f (x) is a
solenoid, by Lemma 2.4 there exists a sequence of cycles of graphs (Xn)n∈N with peri-
ods (kn)n∈N such that limn→∞ kn =+∞. Denote the sum of lengths of all edges in G byM.
Clearly, for every ε > 0 and any graphs G1, . . . ,Gk ⊂ G with disjoint interiors we have
|{i : diam(Gi)≥ ε}| ≤M/ε .
For every n ∈N, sets Xn, f (Xn), . . . , f
kn−1(Xn) are pairwise disjoint closed subgraphs of
G and for sufficiently large n we have kn ≥
2M
ε2
. Then for any u,v ∈ Xn, we have
limsup
N→∞
1
N
N−1
∑
k=0
d( f k(u), f k(v)) ≤ limsup
N→∞
1
N
N−1
∑
k=0
diam( f k(Xn))
≤ ε + limsup
N→∞
1
N
|{k < N : diam( f k(Xn))> ε}|
≤ ε + limsup
N→∞
1
N
(
N
kn
+ 1
)
·
M
ε
≤ ε +
2
kn
·
M
ε
≤ 2ε.
Since ω f (x) is infinite and the boundary of
⋃kn−1
i=0 f
i(Xn) is a finite set, we must have
int( f i(Xn))∩ω f (x) 6= /0. Therefore there exists an integer s≥ kn such that f
s(x) ∈ Xn. Let
rn = mini6= j (mod kn) d( f
i(Xn), f
j(Xn)) > 0. There exists a δ > 0 such that if d(u,v) < δ
then d( f i(u), f i(v)) < rn
2
for i = 0,1, . . . ,s. This implies that if u,v ∈ (Orb(x, f ), f ) and
d(u,v) < δ , then there exists an integer m ∈ (0,s] such that fm(u), fm(v) ∈ Xn and as a
consequence
limsup
N→∞
1
N
N−1
∑
k=0
d( f k(u), f k(v))≤ 2ε.
This implies that (Orb(x, f ), f ) is mean equicontinuous. 
Now let us consider the third case. We need the following characterization of mean
equicontinuity obtained in [11]. Let (X , f ) be an extension of (Y,g) by a factor map pi .
We say that pi is an isomorphic extension if (X , f ) is uniquely ergodic and pi is a measure-
theoretic isomorphism between (X ,µ , f ) and (Y,ν,g). It is shown in [11, Theorem 2.1]
that a minimal uniquely ergodic system is mean equicontinuous if and only if it is an
isomorphic extension of its maximal equicontinuous factor.
Lemma 3.4. Let f : G→ G be a graph map and x ∈ G. Assume that ω f (x) is infinite and
not a solenoid. Let X be the minimal cycle of graphs containing ω f (x) and E = E(X , f ).
If E is circumferential, then (X , f ) is mean equicontinuous. In addition, (Orb(x, f ), f ) is
mean equicontinuous.
Proof. By Lemma 2.7 there exists a transitive map g : Y → Y , where Y is a finite union
of graphs, and a semi-conjugacy ϕ : X → Y between f |X and g which almost conju-
gates f |E and g. Without loss of generality, we assume that Y is a graph instead of a
finite union of graphs, using f k in place of f . By Theorem 2.9, we may assume that
(Y,g) is a rotation of the unit circle. For every y ∈ Y , if ϕ−1(y) is not a singleton, then
ϕ−1(y) is a closed subgraph and therefore there are at most countably many such points
y. Furthermore, sets f i(ϕ−1(y)) are pairwise disjoint closed subgraphs, so in particu-
lar limi→∞ diam( f
i(ϕ−1(y))) = 0. Therefore, if we denote D = {y : |ϕ−1(y)| > 1} then
ν(D) = 0 for Haar measure of (Y,g) and µ(ϕ−1(D)) = 0 for any invariant measure (E, f ).
This shows that ϕ : E → Y is a measure-theoretic isomorphism and so (E, f ) is uniquely
ergodic. Then ϕ is an isomorphic extension, showing that (X , f ) is an isomorphic exten-
sion of its maximal equicontinuous factor. By [11, Theorem 2.1] we obtain that (E, f ) is
mean equicontinuous.
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Fix any p∈ X and ε > 0. If p 6∈ E , then there exists y ∈Y such that p∈ int(ϕ−1(y)) and
then there also exists δ > 0 such that B(p,δ ) ⊂ int(ϕ−1(y)). But then for any z ∈ X with
d(p,z)< δ we have
0= limsup
k→∞
d( f k(p), f k(z)) = limsup
N→∞
1
N
N−1
∑
k=0
d( f k(p), f k(z)).
Next assume that p∈E and let δ > 0 be provided to p and ε > 0 by mean equicontinuity
of f |E . Fix any z ∈ X with d(p,z)< δ and let q ∈ ∂ϕ
−1(ϕ(z))⊂ E with d(p,q)≤ d(p,z).
Then
limsup
N→∞
1
N
N−1
∑
k=0
d( f k(p), f k(q))≤ ε
and
limsup
k→∞
d( f k(z), f k(q)) = 0,
which together give
limsup
N→∞
1
N
N−1
∑
k=0
d( f k(p), f k(z)) ≤ ε.
This proves that (X , f ) is mean equicontinuous.
Since there exists s ≥ 0 such that f s(x) ∈ X , we easily see that (Orb(x, f ), f ) is mean
equicontinuous. 
Proof of Theorem 1.1. As we mentioned before, we only need to prove the sufficiency,
hence to complete the proof, it is enough to combine Lemmas 3.2, 3.3 and 3.4. 
3.2. Sarnak’s Mo¨bius disjointness conjecture for graph maps with zero topological
entropy. Recently, Fan and Jiang [13] introduced the notion of oscillating sequences as
follows.
Definition 3.5. A sequence (cn)n∈N of complex numbers is called an oscillating sequence
if for every fixed t ∈ [0,1) it satisfies the oscillating condition
lim
N→∞
1
N
N
∑
n=1
cne
−2pi int = 0
and for some λ > 0 andM > 0 it satisfies the growth condition
1
N
N
∑
n=1
|cn|
λ ≤M
for all N ≥ 1.
There are many arithmetic functions, including the Mo¨bius function and the Liouville
function, which are oscillating sequences (see [8] and [10]). We present the next definition
after [13].
Definition 3.6. We say that (X , f ) is minimally mean Lyapunov stable if every minimal
subsystem of (X , f ) is mean equicontinuous.
We say that (X , f ) is minimally mean attractable if for any x ∈ X there is a minimal
subsystem (Kx, f ) such that for any ε > 0 there exists y ∈ Kx with
limsup
n→∞
1
n
n−1
∑
k=0
d( f k(x), f k(y))< ε.
The following fact presents a simple relation between the introduced properties.
Proposition 3.7. If a dynamical system (X , f ) is locally mean equicontinuous, then it is
minimally mean attractable and minimally mean Lyapunov stable.
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Proof. Let (K, f ) be any minimal subsystem of (X , f ) and fix any x0 ∈ K. Then K =
Orb f (x0) and (K, f ) is mean equicontinuous by the definition of local mean equicontinuity.
So (X , f ) is minimally mean Lyapunov stable.
Next, fix any x ∈ X and ε > 0. As (Orb f (x), f ) is mean equicontinuous, there exists
δ > 0 such that for any u,v ∈ Orb f (x), d(u,v)< δ implies that
limsup
n→∞
1
n
n−1
∑
k=0
d( f k(u), f k(v))< ε.
Fix any minimal point y0 ∈Orb f (x) and let m ∈N0 such that d( f
m(x),y0)< δ . Obviously
restriction of f to Orb f (y0) is surjective, hence there exists a minimal point y ∈ Orb f (y0)
such that fm(y) = y0. Thus
limsup
n→∞
1
n
n−1
∑
k=0
d( f k(x), f k(y)) = limsup
n→∞
1
n
n−1
∑
k=0
d( f k( fm(x)), f k(y0))< ε.
This implies that (X , f ) is minimally mean attractable. 
In [13], Fan and Jiang proved that any oscillating sequence is linearly disjoint from all
dynamical systems which are minimally mean attractable and minimal mean Lyapunov
stable. They also provided several examples of minimally mean attractable and minimally
mean Lyapunov stable systems, including all p-adic polynomials, all p-adic rational maps
with good reduction, all automorphisms of 2-torus with zero topological entropy, all diag-
onalized affine maps of 2-torus with zero topological entropy, all Feigenbaum zero topo-
logical entropy flows, and all orientation-preserving circle homeomorphisms. Motivated
by these results, Fan and Jiang conjecture in [13, Remark 8] the following.
Conjecture 3.8. All continuous interval maps with zero topological entropy are minimally
mean attractable and minimally mean Lyapunov stable.
Theorem 1.2 provides a positive answer for that conjecture1.
Proof of Theorem 1.2. Combining Theorem 1.1 and Proposition 3.7 we obtain that the
Conjecture 3.8 holds for all graph maps with zero topological entropy, which automati-
cally proves Theorem 1.2. 
As the last result of this section, we provide an example showing that there exists a
topological dynamical system (X , f ) which is minimally mean attractable and minimally
mean Lyapunov stable but not locally mean equicontinuous.
Example 3.9. Let I = {0}× [0,1]⊂ R2 and let xn = (1/n,an), for n≥ 1 where an ∈ [0,1]
is some sequence such that |an− an+1| < 1/n. Let X = I∪{xn : n ≥ 1} and define a map
f : X → X by f (x) = x for x∈ I and f (xn) = xn+1 for all n≥ 1. It is clear that X is compact
and f is continuous. Then we obtain a dynamical system (X , f ). It is easy to see that (X , f )
is minimally mean Lyapunov stable since the only minimal subsets are singletons on I.
Now let us consider a particular example of (X , f ), by putting
an =


0, n< 210 or n ∈ [2k,2k+1− 2k) for some k ≥ 10,
i/k, n= 2k+1− 2k+ i for some k and 0≤ i< k,
1− i/k, n= 2k+1− k+ i for some k and 0≤ i< k.
Clearly for any j ∈ [2k,2k+1) we have |{n< j : an 6= 0}| ≤ ∑
k+1
i=1 2i≤ 2(k+ 1)
2 hence for
every x ∈ {xn : n≥ 1} we have
limsup
n→∞
1
n
n−1
∑
i=0
d( f i(x), f i(0,0))≤ lim
k→∞
2(k+ 1)2
2k
= 0
1After this paper was accepted, the authors noticed that Jiang also prove Conjecture 3.8 independently in [19].
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which shows that (X , f ) is minimally mean attractable. But it is not locally mean equicon-
tinuous, because I ⊂ ω f (x1).
4. LI-YORKE CHAOS AND PROXIMALITY FOR GRAPH MAPS WITH ZERO
TOPOLOGICAL ENTROPY
The definition of scrambled set as a determinant of chaos originated from the paper
of Li and Yorke [32]. During last 40 years it generated a lot of attention and motivated
many new results (see [2] and [30] for presentation of recent advances on that field). The
following definition is a more modern statement of ideas from [32].
Definition 4.1. Let (X , f ) be a dynamical system. A pair (x,y) ∈ X2 is called: proximal
if liminfn→∞ d( f
n(x), f n(y)) = 0; asymptotic if limn→∞ d( f
n(x), f n(y)) = 0; scrambled or
Li-Yorke if it is proximal but not asymptotic.
We say that a dynamical system (X , f ) is chaotic in the sense of Li and Yorke if there ex-
ists an uncountable subset S of X such that every two distinct points in S form a scrambled
pair.
In [22], Kuchta and Simital proved that an interval map has a scrambled pair if and only
if it is chaotic in the sense of Li and Yorke. This result was later generalized to graph maps
in [37]. The following lemma is implicitly contained in the proof of [37, Theorem 3]. We
present a complete proof for the reader convenience.
Lemma 4.2. Let f : G→G be a graph map with zero entropy. If (x,y) is a scrambled pair,
then both ω f (x) and ω f (y) are solenoids.
Proof. It is clear that ω f (x) and ω f (y) can not be both finite. First, we claim that if ω f (x)
is infinite then ω f (y) must be infinite as well. If ω f (y) is finite, it must be a periodic orbit.
As (x,y) is a proximal pair, ω f (x)∩ω f (y) 6= /0. This implies that ω f (x) properly contains a
periodic point, hence ω f (x) is a basic set (it is not solenoid by Lemma 2.4). Then entropy
of f is positive by Theorem 2.9 which is a contradiction. The claim is proved.
Furthermore, by Theorem 2.9, to show that ω f (x) is a solenoid we only need to show
that ω f (x) cannot be circumferential. Assume on the contrary that ω f (x) is circumferential
and let K1, . . . ,Kn be the minimal cycle of graphs containingω f (x)without periodic points.
Then putting K =Ki for well chosen i, we obtain that f
n(K)⊂K and ω f n(x)⊂ K, because
ω f (x) =
⋃n−1
i=0 ω f n( f
i(x)). Since x,y are proximal, K is a graph and Ki ∩K j = /0 for i 6= j,
without loss of generality we may assume that x,y ∈ K. Denote g = f n|K . Observe that
there does not exist cycle of graphs refining K and there is also no periodic point of g in K
(that is, K is circumferential for g). By Lemma 2.7, if we put E = E(X ,g) then ωg(x) ⊂
E ⊂K, E is a perfect set, g|E is transitive and there exists a transitive map h : Y →Y , where
Y is graph, and a semi-conjugacy ϕ : X → Y between g|K and h which almost conjugates
g|E and h. By the definition, every minimal set of g in K is infinite and hence also every
minimal set of h is infinite (by definition E ∩ϕ−1(z) is finite for every z ∈ Y ). This shows
that h is a transitive graphmap without periodic points, which by result of Blokh [4] implies
that Y is a circle and h is (conjugated to) an irrational rotation. Since proximal pairs are
preserved by semi-conjugacy and h does not have proximal pairs, there exists z such that
x,y∈ ϕ−1(z). But sets ϕ−1(hi(z)),ϕ−1(h j(z)) are pairwise disjoint subgraphs for i 6= j and
so lim j→∞ diamϕ
−1(h j(z)) = 0. This is a contradiction, since (x,y) is not an asymptotic
pair. Indeed ω f (x) cannot be circumferential.
To finish the proof note that ω f (y) is also a solenoid by symmetry of the argument. 
Definition 4.3. We say that a dynamical system (X , f ) is Devaney chaotic if X is infinite,
the set of periodic points is dense in X and (X , f ) is transitive.
It is proved in [31], that an interval map has positive entropy if and only if it has a
Devaney chaotic subsystem. By recent advances, this result can easily be generalized to
graph maps, as presented below. It will be used as a mid-step in the proof of Theorem 1.3.
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Proposition 4.4. Let f : G→ G be a graph map. Then (G, f ) has positive entropy if and
only if it has a Devaney chaotic subsystem.
Proof. If (G, f ) has a Devaney chaotic subsystem (Y, f ), then Y is an infinite ω-limit set
containing a periodic point, henceY is a basic set. By Theorem 2.9, f has positive entropy.
Now assume that f has positive entropy. By Theorem B and Lemma 3.3 in [33], there
exists n ∈ N such that f n has a strong 2-horseshoe, that is there exists an closed interval
I ⊂ G and two disjoint closed intervals J1 and J2 such that J1 ∪ J2 ⊂ int(I) and f
n(J1) =
f n(J2) = I. Repeating the argument from [31, Proposition 4.7] (or [36, Proposition 5.15])
we find a closed f n-invariant setD⊂ I such that f n|D is almost conjugate to the full shift on
2-symbols. By the proof of [31, Proposition 4.9], there exists a closed subset E of D such
that f n|E is Devaney chaotic. Taking F =
⋃n−1
i=0 f
i(E) it is easy to see that f |F is Devaney
chaotic. 
The following definition was introduced in [41] as a more sensitive tool for the descrip-
tion of complexity degrees in dynamical systems which are chaotic in the sense of Li and
Yorke.
Definition 4.5. Let (X , f ) be a topological dynamical system and n≥ 2. A tuple (x1, . . . ,xn)∈
Xn is called n-scrambled if
liminf
k→∞
max
1≤i< j≤n
d
(
f k(xi), f
k(x j)
)
= 0, limsup
k→∞
min
1≤i< j≤n
d
(
f k(xi), f
k(x j)
)
> 0.
The dynamical system (X , f ) is called n-chaotic in the sense of Li-Yorke if there exists
an uncountable subset S of X such that every n pairwise distinct points in S form an n-
scrambled tuple.
Proof of Theorem 1.3. If f has positive entropy, by Proposition 4.4 there exists a Devaney
chaotic subsystem. By the main result of [41], Devaney chaos implies n-chaos in the sense
of Li-Yorke for all n≥ 2. In particular, there is a scrambled 3-tuple in G.
It remains to show that if f has zero topological entropy, then it has no 3-scrambled
tuples. Assume that there exists a 3-scrambled tuple (x1,x2,x3). By Lemma 4.2, ω f (x1)
is a solenoid and then by Lemma 2.4 there exists a sequence of cycles of graphs Xn with
strictly increasing periods such that ω f (x)⊂
⋂
n≥1Xn.
Since there are finitely many branching points in G, replacing f by f n, we can find an
index i such that I = Xi ⊂ G is an interval and k ≥ 0 such that we can view ω f n( f
k(x1))
as an invariant subset of the interval map f n|I . As (x1,x2,x3) is scrambled tuple and
ω f n( f
k(x1))⊂ ω f (x1)∩ I is an infinite minimal set, there exists j ≥ 0 such that f
j(xi) ∈ I
for i= 1,2,3. Therefore ( f j(x1), f
j(x2), f
j(x3)) is a scrambled tuple for the interval map
f n|I , which is impossible because f
n|I has zero topological entropy (see [27]). 
The proximal relation of a dynamical system (X , f ) is denoted by
Prox( f ) = {(x,y) ∈ X2 : (x,y) is proximal}.
The reflexivity and symmetry of Prox( f ) is obvious.
A set F ⊂ N has Banach density one if for every λ < 1 there exists N ≥ 1 such that
|F ∩A| ≥ λ |A| for every block of consecutive integers A⊂ N with |A| ≥ N. We say that a
pair (x,y) ∈ X2 is Banach proximal if for every ε > 0, the set {n : d( f n(x), f n(y))< ε} has
Banach density one. It is clear that every asymptotic pair is Banach proximal and every
Banach proximal pair is proximal.
Proof of Theorem 1.4. (1) =⇒ (2): Let (x,y) be a proximal pair. If (x,y) is asymptotic,
then it is clearly also Banach proximal, so we may assume that (x,y) is not asymptotic.
Then (x,y) is a scrambled pair and by Lemma 4.2, ω f (x) is a solenoid. Proceeding as
in the proof of Theorem 1.3, we find integers n,k > 0 and an interval I ⊂ G such that
ω f n( f
k(x)) ⊂ I and f n(I) ⊂ I. Note that (x,y) is proximal, hence there exists j ≥ 0 such
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that f j(x), f j(y) ∈ I. So ( f j(x), f j(y)) is a scrambled pair for the interval map f n|I , By
[27, Proposition 4.3] we obtain that ( f j(x), f j(y)) is a Banach proximal pair for f n|I and
then obviously (x,y) is a Banach proximal pair for f .
(2) =⇒ (3): The intersection of two Banach density one sets also has Banach density
one. As every proximal pair is Banach proximal, it is easy to see that Prox( f ) is an equiv-
alence relation.
(3) =⇒ (1): If f has positive topological entropy, by Proposition 4.4 there exists a
Devaney chaotic subsystem. By [27, Lemma 5.4], Prox( f ) is not an equivalence relation.

5. NULL SYSTEMS AND CHAOS IN THE SENSE OF LI AND YORKE
Let (X , f ) be a topological dynamical system. For an increasing sequence A of positive
integers, the sequence entropy of (X , f ) along the sequence A is denoted by hA(T ). Let
h∗(T ) = supA h
A(X , f ), where A ranges over all increasing sequences of positive integers.
We say that (X , f ) is null if h∗(T ) = 0. In [12], Franzova and Smı´tal showed that an interval
map has no scrambled pairs if and only if it is null.
The enveloping semigroup E(X , f ) of a dynamical system (X , f ) is defined as the clo-
sure of { f , f 2, . . .} in the compact space XX . A dynamical system (X , f ) is tame if the
cardinal number of its enveloping semigroup is not greater than the cardinal number of R
[15]. If a dynamical system is null, then it is also tame. In [17] Glasner and Ye proved
that an interval map it is null if and only if it is tame. The aim of this section to prove a
generalization of the above result, as stated in Theorem 1.5.
5.1. IN-pairs and IT-pairs. In this subsection, we recall some definitions and result on
local entropy theory, which will be used later.
Definition 5.1. Let (X , f ) be a dynamical system. For a tuple (A1, . . . ,Ak) of subsets of X ,
we say that a subset J ⊂ Z+ is an independence set for (A1, . . . ,Ak) if for any non-empty
finite subset I ⊂ J, we have ⋂
i∈I
f−iAs(i) 6= /0
for all s ∈ {1, . . . ,k}I .
It is clear that if J is an independence set for (A1, . . . ,Ak) then for everym ∈N, J+m=
{i+m : i ∈ J} is also an independence set for (A1, . . . ,Ak).
Definition 5.2. We call a tuple (x1, . . . ,xk) ∈ X
k
(1) an IE-tuple if for every product neighborhood U1× ·· · ×Uk of (x1, . . . ,xk), the
tuple (U1, . . . ,Uk) has an independence set of positive density;
(2) an IT-tuple if for every product neighborhood U1× ·· · ×Uk of (x1, . . . ,xk), the
tuple (U1, . . . ,Uk) has an infinite independence set;
(3) an IN-tuple if for every product neighborhood U1× ·· · ×Uk of (x1, . . . ,xk), the
tuple (U1, . . . ,Uk) has arbitrarily long finite independence sets.
Denote by IE(X , f ), IN(X , f ) and IT (X , f ) the collection of IE-pairs, IN-pairs and IT-
pairs for (X , f ) respectively. It is clear that IT (X , f )⊂ IN(X , f )⊂ IE(X , f ).
Theorem 5.3 ([39, Theorem 2.6]). Let (X , f ) be a dynamical system.
(1) If (x,y) is an IN-pair, then {x,y} ⊂ Ω( f );
(2) both IT (X , f ) and IN(X , f ) are closed and f × f -invariant subsets of X×X;
(3) for any k ∈ N, IT (X , f ) = IT (X , f k) and IN(X , f ) = IN(X , f k).
Theorem 5.4 ([39, Theorem 2.9]). Let (X , f ) be a dynamical system. If (x,y) is an IN-pair,
then there exists an IN-pair (x′,y′) such that f (x′) = x and f (y′) = y.
Theorem 5.5. Let (X , f ) be a dynamical system. Then
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(1) (X , f ) has zero topological entropy if and only if every IE-pair is diagonal;
(2) (X , f ) is tame if and only if every IT-pair is diagonal;
(3) (X , f ) is null if and only if every IN-pair is diagonal.
We remark here that in the above theorem (1) was first proved by Huang and Ye [26]
using the notion of interpolating sets, the necessary condition in (2) was proved by Huang
in [24] using the notion of scrambled pair. A complete proof of (1)–(3) conditions was
obtained by Kerr and Li [21], where they introduced the notion of independence.
5.2. Proof of Theorem 1.5. First we need the following folklore result, which is an im-
mediate consequence of Auslander-Ellis theorem (see e.g. [1, Theorem 6.13]).
Lemma 5.6. Let (X , f ) be a dynamical system. If f does not have Li-Yorke pairs, then for
every x ∈ X, the set ω f (x) is minimal.
Lemma 5.7. Let f : G→G be a graph map and assume that f has no scrambled pairs. If
(x,y) is a non-diagonal IN-pair and ω f (x) is infinite, then ω f (x) = ω f (y).
Proof. Let K be a cycle of graphs containingω f (x). Clearly, there is an n such that f
n(x)∈
U ⊂K whereU is a free arc (i.e. U does not contain branching points). Then there is δ > 0
such that f n(Bδ (x)) ⊂U and so for every z ∈ Bδ (x) and every m> n we have f
m(z) ∈ K.
This by definition of IN-pair and the fact that K is closed immediately implies that x ∈ K
and by the same argument y ∈ K.
If ω f (x) is a solenoid then by Lemma 2.4 there exists a sequence of cycles of graphs Xn
with strictly increasing periods such that ω f (x) ⊂
⋂
n≥1Xn. Then also ω f (y) ⊂
⋂
n≥1Xn.
Since for every ε > 0 there is n and a graph in the cycle Xn with diameter smaller than ε ,
we obtain that ω f (x)∩ω f (y) 6= /0. By Lemma 5.6 this implies ω f (x) = ω f (y).
Next, suppose that ω f (x) is not a solenoid. Since the topological entropy of f is zero,
by Lemma 2.7 ω f (x) is contained in a circumferential set. By [37, Lemma 14] both
ω f (x), ω f (y) are contained in the same maximal ω-limit set, which is a minimal set by
Lemma 5.6. Again ω f (x) = ω f (y). 
Lemma 5.8. Let f : G→ G be a graph map and assume that f has no scrambled pairs.
For every x ∈ G, if ω f (x) is infinite then (x,y) is not an IN-pair for every y ∈ G\ {x}.
Proof. We prove this result by a contradiction. Assume that there is y ∈ G\ {x} such that
(x,y) is an IN-pair. By Lemma 5.7 we have ω f (x) = ω f (y).
We have two cases on ω f (x) to consider. First assume that ω f (x) is a solenoid. By
Lemma 2.4 there exists a sequence of of cycles of graphs Xn with strictly increasing pe-
riods such that ω(x) ⊂
⋂
n≥1Xn. There is s > 0 such that f
s(x) ∈ int(X1). But by the
definition of IN-pair, for any δ > 0 there is j > s and u,v ∈ G such that f s(u), f s(v) ∈ X1
and d( f j(u),x)< δ and d( f j(u),y)< δ . This implies that x,y ∈ X1 and by the same argu-
ment x,y ∈
⋂
n≥1Xn. Since there are finitely many branching points, there are k,m≥ 0 and
an interval I such that we can view ω fm( f
k(x)) as an invariant subset of the interval map
fm|I . But f
m|I does not have scrambled pairs, hence for any δ > 0 and any sufficiently long
cycle of graphs for fm|I containing ω fm( f
k(x)), their connected components have diame-
ters bounded by δ (e.g. see [36]). But if Y is a cycle of graphs covering ω fm( f
k(x)) then⋃m−i
j=0 f
j(Y ) is a cycle of graphs covering ω f (x). This implies that for any ε > 0 diameters
of all connected components of Xn are uniformly bounded by ε > 0 provided that n= n(ε)
is sufficiently large. But since x,y have to belong to the same connected component of Xn
for each n, we obtain that x= y which is a contradiction.
Now assume that ω f (x) is not a solenoid. Let K be a cycle of graphs containing ω f (x).
It is clear that x,y ∈ K and since they are IN-pair, they have to be contained in the same
connected component ofK. By Theorem 5.3, IN-pair for f is IN-pair for f k for any k, hence
we may assume that K is connected. As f has zero entropy, by Theorems 2.7 and 2.9 there
exists an almost conjugacy pi : K → Y between f |K and an irrational rotation on the unit
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circle (Y,g). This immediately implies that pi(x) = pi(y). LetU,V be small intervals in Y
withU ∩V = pi(x). Since pi−1(pi(x)) is a non-degenerate connected set, there are pairwise
disjoint open setsU ′,V ′ ⊂ K, x ∈U ′, y ∈V ′ such that pi(U ′)⊂U and pi(V ′)⊂ V . Clearly
there are no p1 ∈U
′,p2 ∈V
′ and 0< k< l such that pi(p1),pi( f
k(p2)),pi( f
l(p1)) ∈U and
pi(p2),pi( f
k(p1)),pi( f
l(p2)) ∈V because rotation preserves local ordering of Y which is a
contradiction. 
Lemma 5.9. Let f : G→G be a graph map. If (x,y) is an IN-pair then {x,y} ⊂ ω( f ).
Proof. By Theorem 5.4, for every n∈N, there exists an IN-pair (xn,yn) such that f
n(xn) =
x and f n(yn) = y. By Theorem 5.3, we know that every point in an IN-pair is non-
wandering. So {x,y} ⊂
⋂∞
n=0 f
n(Ω( f )). Now the result follows from the fact ω( f ) =⋂∞
n=0 f
n(Ω( f )) which is proved in [34, Theorem 3]. 
Lemma 5.10. Let f : G→ G be a graph map and assume that f has no scrambled pairs.
For every x ∈ G, if ω f (x) is finite then (x,y) is not an IN-pair for every y ∈ G\ {x}.
Proof. We also prove this result by a contradiction. Assume that there is y ∈ G\ {x} such
that (x,y) is an IN-pair. By Lemma 5.7, ω f (y) is also finite. Since (x,y) is an IN-pair, by
Lemma 5.9, {x,y} ⊂ ω( f ). Moreover, By Lemma 5.6, every point in ω( f ) is minimal. As
ω f (x) and ω f (y) are finite, x and y must be periodic points. By Theorem 5.3, IN-pair for f
is also an IN-pair for f k for any k, hence we may assume that both x and y are fixed points.
By [38, Theorem 5.1], f has positive entropy. This is a contradiction. 
Lemma 5.11. Let f : G→G be a graph map. If f is tame then there is no scrambled pair.
Proof. The proof follows the same lines as the proof of [37, Theorem 3]. It is enough to
show that when there is a scrambled pair then there is also a non-diagonal IT-pair. The
statement is obvious when h( f )> 0, so let us assume that h( f ) = 0. Consider any scram-
bled pair (x,y) in G. By Lemma 4.2, ω f (x) is a solenoid. Since graphs forming cycle are
pairwise disjoint and there are only finitely many branching points in G, by Lemma 2.4
there exists an arc I contained completely in an edge of G and n > 0 such that f n(I) ⊂ I
and there is also an arc J ⊂ intI such that J∩ω f (x) 6= /0. Since x,y are proximal and there
are k,s> 0 such that f ik+s(x)∈ J for every i≥ 0, without loss of generality we may assume
that x,y ∈ I. But then f n|I : I → I is a (possibly not surjective) interval map containing a
scrambled pair. By results of [27] there is a non-diagonal IT-pair of f n in I, which implies
that f n has a non-diagonal IT-pair in G. But IT-pair for f n is also an IT-pair for f which
completes the proof. 
Proof of Theorem 1.5. Implication (1)=⇒ (2) is a direct consequence of Lemma 5.11 and
(2) =⇒ (3) follows by definition. Combining Lemmas 5.8 and 5.10 we obtain the last
implication (3)=⇒ (1). 
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