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Recherches autour
de
la the´orie de Markoff
Serge Perrine
Re´sume´. Le texte concerne des ge´ne´ralisations de l’e´quation de Markoff en
the´orie des nombres, de´duites des fractions continues. Il de´crit la me´thode
pour une re´solution comple`te de ces nouvelles e´quations, ainsi que leur in-
terpre´tation en alge´bre et en ge´ome´trie alge´brique. Cette approche alge´brique
est comple´te´e par un de´veloppement analytique concernant les groupes fuch-
siens. Le lien avec la the´orie de Teichmu¨ller des tores perce´s est comple`tement
de´crit, les classifiant au moyen d’une the´orie de la re´duction. Des conside´rations
plus ge´ne´rales au sujet des surfaces de Riemann, les ge´ode´siques et leur e´tude
hamiltonienne sont cite´es, de meˆme que des applications a` la physique, au
bruit en 1/f et a` la fonction ze´ta. Des ide´es relatives a` d’importantes conjec-
tures sont pre´sente´es. On donne aussi des raisons pour lesquelles la the´orie de
Markoff apparaˆıt dans diffe´rents contextes ge´ome´triques, graˆce a` des re´sultats
de de´composition valables dans le groupe GL(2, Z).
Abstract. The text deals with generalizations of the Markoff equation in
number theory, arising from continued fractions. It gives the method for the
complete resolution of such new equations, and their interpretation in algebra
and algebraic geometry. This algebraic approach is completed with an analyt-
ical development concerning fuchsian groups. The link with the Teichmu¨ller
theory for punctured toruses is completely described, giving their classification
with a reduction theory. More general considerations about Riemann surfaces,
geodesics and their hamiltonian study are quoted, together with applications
in physics, 1/f -noise and zeta function. Ideas about important conjectures are
presented. Reasons why the Markoff theory appears in different geometrical
contexts are given, thanks to decomposition results in the group GL(2,Z).
3”Tout voir, tout entendre, ne perdre aucune ide´e”
Evariste Galois
”Saisir les proprie´te´s des choses, d’apre`s leur mode d’existence dans l’infiniment petit”
Discours de Fe´lix Klein sur Bernhard Riemann et son influence
”Sans l’espe´rance, on ne trouvera pas l’inespe´re´, qui est introuvable et inaccessible”
He´raclite
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2. Pre´sentation ge´ne´rale
Le but du pre´sent travail est d’exposer une de´marche de recherche conduite
autour de la the´orie de Markoff, ainsi que les re´sultats qu’elle a fournis. Cette
the´orie est une branche de ce que Hermann Minkowski a appele´ la ”ge´ome´trie des
nombres” [552][124]. Elle fournit une re´ponse partielle au proble`me suivant :
Une forme quadratique re´elle e´tant donne´e f(x, y) = ax2 + bxy+ cy2 ∈ R[x, y],
quelle est la valeur minimale du nombre | f(x, y) | lorsque x et y sont des entiers
non tous deux simultane´ment nuls ?
Pour une forme de´finie f(x, y), c’est-a`-dire telle que ∆(f) = b2 − 4ac < 0, ce
proble`me a e´te´ re´solu par Joseph Louis Lagrange. Sa solution se de´duit aussi d’un
re´sultat plus ge´ne´ral de Charles Hermite [339] donnant :
C(f) =
inf(x,y)∈Z2−{(0,0)} | f(x, y) |√| ∆(f) | ≤ 1√3 = C(x2 + xy + y2).
Il a aussi e´te´ de´montre´ ([124] p.33) que pour tout nombre ρ ∈]0, (1/√3)], on peut
trouver une forme quadratique de´finie f(x, y) ∈ R[x, y] telle que :
ρ = C(f).
Si la forme f(x, y) est inde´finie, c’est-a`-dire telle que ∆(f) = b2 − 4ac > 0, on sait
depuis [443] que l’on a :
C(f) ≤ 1√
5
= C(x2 − xy − y2).
Pour les autres valeurs, on a [443] :
C(f) ≤ 1√
8
= C(x2 − 2y2).
C’est pour mieux comprendre le cas inde´fini qu’Andrei A. Markoff a de´veloppe´ sa
the´orie [522]. Celle-ci identifie l’infinite´ des valeurs C(f) comprises entre (1/
√
5)
et (1/3) et les trous sans constante qui les se´parent. Ces valeurs sont isole´es et
convergent vers (1/3). Pour les valeurs infe´rieures a` (1/3), il n’existait jusqu’a` une
date re´cente aucune approche comparable a` la the´orie de Markoff. Des re´sultats
lacunaires existent sur des trous sans constante, mais la situation reste globalement
me´connue aujourd’hui encore. Une synthe`se de ce qui e´tait connu en 1988 a e´te´
re´alise´e par Thomas W. Cusick et Mary E. Flahive [180], au moment ou` l’auteur
soutenait sa the`se sur le meˆme sujet. La recherche mene´e depuis cette pe´riode
s’est appuye´e sur les deux dernie`res contributions cite´es. Il s’agissait d’aller au
dela` des re´sultats connus sur le sujet. On a trouve´ quelques re´sultats relatifs a` de
nouveaux trous du spectre, mais assez rapidement l’ide´e a germe´ de chercher a`
disposer d’une ge´ne´ralisation de la the´orie de Markoff pour essayer d’en de´duire des
re´sultats analogues a` ceux disponibles au dessus de (1/3).
Paralle`lement la mise en e´vidence en physique, autour d’oscillateurs spe´ciaux,
de valeurs physiques e´gales aux constantes C(f) donne´es par la the´orie de Markoff
a e´te´ particulie`rement motivante. Cet accomplissement du a` Michel Planat [635] a
conduit a` envisager la construction d’oscillateurs particuliers permettant de ”voir”
la structure du spectre de Markoff en des endroits ou` sa structure est suffisamment
chaotique pour rester a` ce jour me´connue. L’exploration de ce sujet, et son lien pos-
sible avec une mode´lisation du bruit en (1/f) qui reste a` ce jour assez e´nigmatique,
6est devenu progressivement un projet important. Construire dans ce contexte de
nouvelles the´ories analogues a` celle de Markoff est apparu utile
On a donc mis au point des notations destine´es a` permettre l’appre´hension de
nouvelles the´ories plus ge´ne´rales que la the´orie originale de Markoff. Cet objectif,
entrevu a l’issue du travail de the`se de l’auteur, n’avait pas de´bouche´ a` ce moment
sur des exemples significatifs et complets. La de´marche a consiste´ a` comprendre
comment construire de fac¸on directe sur des suites de nombres entiers positifs un
processus de cre´ation arborescente qui fournisse toujours des suites attache´es a` une
meˆme e´quation diophantienne du type de celle de Markoff. A cet e´gard, l’article
[619] s’est ave´re´ de´terminant. Il a permis de disposer de ce mode de construction
pour certaines suites assez ge´ne´rales, en faisant en sorte qu’elles restent attache´es
a` l’e´quation
x2 + y2 + z2 = 4xyz − x.
On a ainsi pu disposer d’une the´orie comple`te permettant d’obtenir des constantes
d’approximations convergentes vers la valeur (1/4) ainsi que quelques trous du
spectre.
Il est ensuite apparu que le mode de construction de´couvert laissait invariantes
des e´quations de forme plus ge´ne´rale. A cette occasion le lien naturel qui existe
avec les sommes de Dedekind [664] a e´te´ mis en e´vidence. Ceci a permis d’identifier
d’autres e´quations permettant de construire des constantes d’approximations qui
convergent vers (1/3) comme dans la the´orie de Markoff classique, mais cette fois par
valeurs infe´rieures. On a ainsi pu obtenir des informations sur une partie totalement
me´connue du spectre. Un exemple complet a e´te´ de´taille´ [625] concernant l’e´quation
x2 + y2 + z2 = 3xyz + 2x.
Pour cette dernie`re, on a fourni toutes les solutions entie`res dans N ou Z. Il est re-
marquable qu’a` la diffe´rence de la the´orie de Markoff classique, les solutions entie`res
positives se re´partissent en deux classes, et non pas en une seule. On a montre´ cepen-
dant comment ces deux classes donnent naissance a` un arbre unique de triplets de
Cohn, pour lesquels la construction sur les suites d’entiers s’applique comple`tement.
Les triplets de Cohn sont de´finis de fac¸on ge´ne´rale par la condition x > y > z. Les
constantes donne´es par l’e´quation pre´ce´dentes sont diffe´rentes de celles mises en
e´vidence dans la meˆme zone du spectre de Markoff par David J. Crisp et William
Moran [177]. C’est ainsi que le mode`le ge´ome´trique construit par Harvey Cohn a`
partir du demi-plan de Poincare´ H, prolonge´ par l’e´tude des ge´ode´siques ferme´es
du tore perce´ se coupant elles-meˆmes [722], est devenu insuffisant pour de´crire la
complexite´ du spectre de Markoff au voisinage de (1/3). Le projet a donc e´te´ fait
de revisiter cette interpre´tation ge´ome´trique. Ceci a e´te´ mene´ a` bien et a permis de
comprendre la nature des e´quations que l’on identifiait progressivement.
Avant cela, dans [628] on a e´tendu le mode de construction arborescent de
suites de nombres entiers positifs pour mettre en e´vidence d’autres e´quations de
forme le´ge`rement plus ge´ne´rale donnant des constantes d’approximation dans le
voisinage de (1/3) :
x2 + y2 + z2 = 3xyz + sx, s > 0.
Sur de telles e´quations, ou` s > 0, on a pu montrer dans [619] l’existence d’un
nombre fini de classes de solutions. Le meˆme re´sultat est valable aussi pour s ≤ 0.
Mais alors que dans un cas (s > 0) il convient d’introduire une notion de solution
fondamentale pour obtenir ce re´sultat, dans l’autre cas (s ≤ 0) c’est une notion
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diffe´rente de solution minimale qui permet de conclure. Au demeurant, ces dernie`res
e´quations apparaissent lie´es entre elles compte tenu de l’expression des minima
arithme´tiques des formes quadratiques binaires associe´es.
L’approche pre´ce´dente qui donne des valeurs C(f) infe´rieures s’accumulant sur
(1/3), c’est-a`-dire a` nouveau dans la partie haute et me´connue du spectre, a aussi
e´te´ e´tendue a` d’autres situations. Ainsi un nouvel exemple de the´orie de Markoff
ge´ne´ralise´e a e´te´ traite´ avec l’e´quation
x2 + y2 + z2 = 3xyz + yz − 2x.
Il a permis de donner une nouvelle interpre´tation a` d’anciens travaux de Collin
J. Hightower [342]. Le point d’accumulation correspondant est e´gal a` 1/(1 +
√
5).
On a aussi compris comment la connaissance d’une partie du spectre permettait
d’obtenir des informations sur une partie plus basse du spectre. Dans le dernier cas
cite´, c’est la valeur maximale du spectre (1/
√
5) qui est de´terminante.
Au final on a conside´re´ que la bonne ge´ne´ralisation de la the´orie de Markoff
e´tait relative a` des e´quations diophantiennes note´es M s1s2(a, ∂K, uθ), ou` s1 et s2
signes respectifs de ε1 et ε2 ∈ {−1,+1}, a ∈ N\{0}, ∂K ∈ Z, uθ ∈ Z :
x2 + ε2y
2 + ε1z
2 = (a+ 1)xyz + (ε2∂K)yz − uθx, x, y, z ∈ N\{0}.
Une telle forme d’e´quation recouvre celles e´voque´es ci-dessus. Il a donc semble´ que
ce type d’e´quation e´tait la bonne. Et en re´alite´ on a pu montrer comment elles
apparaissaient naturellement par un calcul relatif aux fractions continues. On a
montre´ e´galement qu’elles correspondent a` une formule de trace ainsi qu’a` une
proprie´te´ remarquable de la fonction η de Dedekind [632]. Pour ces e´quations on
a pu mettre au point une me´thode ge´ne´rale de re´solution qui s’apparente a` la
descente infinie che`re aux arithme´ticiens. Elle fait jouer un roˆle essentiel au groupe
du triangle T3 qui classe les solutions. On a aussi montre´ comment le recours a`
des triplets de Cohn permettait dans l’essentiel des cas de conclure a` l’existence
d’une classe contenant une infinite´ de solutions, ainsi qu’un nombre fini de telles
classes. Ce nombre de classes a d’ailleurs un lien avec le nombre de classes des
corps quadratiques, mais le travail reste a` faire pour mettre cette observation en
e´tat pre´sentable.
On a pu e´tudier de fac¸on directe les surfaces ayant pour e´quation la forme que
l’on vient de donner. Ces surfaces cubiques sont rationnelles, on en a donne´ une
repre´sentation rationnelle. Coupe´es par un plan, elles donnent des courbes ellip-
tiques dans de nombreux cas. Toutes les courbes elliptiques a` coefficients rationnels
sont obtenues ainsi. Ceci permet d’avoir une ide´e quant a` des phe´nome`nes pouvant
affecter des courbes elliptiques diffe´rentes porte´es par une meˆme surface cubique.
Un sujet arithme´tique prometteur qui s’est ainsi de´gage´ concerne le lien entre les
the´ories de Markoff ge´ne´ralise´es et la structure des points entiers sur les courbes
elliptiques [631]. Les re´flexions dans ce dernier domaine ne sont pas acheve´es.On a
e´galement pu montrer que tout re´seau complet d’un corps quadratique permet de
construire une e´quation cubique du type pre´ce´dent. Ce re´sultat important donne un
sens alge´brique aux e´quations que l’on e´tudie. Il permet facilement de comprendre
ce que l’on vient d’indiquer sur le nombre de classes de solutions.
Toutes les constructions qui pre´ce`dent ont aussi un support analytique com-
mun analogue a` celui de´couvert par Harvey Cohn pour la the´orie de Markoff clas-
sique [144]. Pour mieux comprendre cette interpre´tation ge´ome´trique, on a e´tudie´
de fac¸on directe les tores perce´s. Ceci a introduit une distinction entre les tores
8perce´s conformes paraboliques et hyperboliques. Le cas parabolique donne une
ge´ne´ralisalisation tre`s satisfaisante de la the´orie de Markoff, mettant en e´vidence
des groupes fuchsiens dont on a e´tabli qu’ils sont libres a` deux ge´ne´rateurs. Ce sont
les groupes de Fricke qui sont ainsi tous obtenus, mais ils correspondent seulement a`
l’e´quation de la the´orie de Markoff classique qui les caracte´rise tous. Pour le cas hy-
perbolique, on a pu construire un exemple original illustrant le fait de´couvert que les
groupes fuchsiens correspondants ne sont pas libres. Comme les surfaces intervenant
dans ce contexte, des tores perce´s, sont des quotients du demi plan de Poincare´ par
un groupe fuchsien agissant sur lui, la the´orie de Teichmu¨ller [706] constitue un
cadre bien adapte´ pour appre´hender le sujet. On l’a donc approfondie jusqu’a` en
donner une pre´sentation qui montre clairement comment elle ge´ne´ralise la the´orie
de Markoff. La the´orie de Teichmu¨ller de´crit les proprie´te´s des diffe´rentes struc-
tures conformes de´finissant une surface de Riemann donne´e sur un meˆme support
topologique. Elle de´termine par re´duction une structure cristalline pour laquelle on
a donne´ quelques e´le´ments d’information dans l’ouvrage [632]. On a pu comprendre
pourquoi il n’y a pas a` conside´rer de tores perce´s elliptiques, ainsi que la nature du
lien entre nos e´quations de Markoff ge´ne´ralise´es et la the´orie de Teichmu¨ller.
On a aussi vu que tous les tores perce´s conformes paraboliques de´finis sur
un meˆme tore topologique perce´ peuvent eˆtre distingue´s par deux nombres re´els
positifs. Ce type de re´sultat est connu depuis les travaux de R. Fricke [144]. Mais les
me´thodes issues de la the´orie de Markoff conduisent a` se restreindre a` un premier
nombre, un module compris entre 1 et 2. Le module 1 correspond au tore perce´
d’un groupe dit de Klein. Le module 2 correspond au tore perce´ du groupe de
Hecke [336]. On voit ainsi apparaitre de fac¸on naturelle les deux tores e´tudie´s
dans [144]. Tous les modules interme´diaires correspondent a` d’autres tores perce´s
conformes paraboliques isomorphes en tant qu’espaces topologiques mais non en
tant que surfaces de Riemann. Le fait que ces tores ne soient pas conforme´ment
e´quivalents a des conse´quences ge´ome´triques inte´ressantes pour les classement des
groupes fuchsiens associe´s. Ce re´sultat a e´te´ comple´te´ en montrant que tous les
tores perce´s paraboliques sont classe´s au moyen de deux parame`tres re´els, tous
deux de´finis a` partir de la seule e´quation de Markoff classique :
x2 + y2 + z2 = xyz.
Le module de´finit le domaine fondamental et un second parame`tre re´el dit accessoire
de´crit la fac¸on dont ses bords sont identifie´s.
Les the´ories de Markoff des e´quations M s1s2(a, ∂K, uθ) conduisent tre`s na-
turellement a` de´finir des ge´ne´rateursA etB de groupes fuchsiens a` deux ge´ne´rateurs.
Elles donnent dans le cas parabolique les groupes de Fricke bien connus [681] [528].
On l’a de´montre´ de fac¸on rigoureuse. Les cas qui correspondent a` des matrices
A et B a` coefficients entiers ont e´te´ comple`tement de´crits. Il en re´sulte la possi-
bilite´ de caracte´riser les tores perce´s paraboliques correspondants. La the´orie de
la re´duction valable pour les nombres alge´briques de degre´ 2 s’e´tend alors aux
syste`mes ge´ne´rateurs de ces groupes de Fricke. Un re´sultat qui en de´coule [364]
concerne la de´termination des repre´sentations du groupe a` deux ge´ne´rateurs F2
dans les groupes GL(2,Z). En approfondissant cette question, on a mis en e´vidence
le lien avec le the´ore`me de Dyer et Formanek [265]. Sa de´monstration classique re-
pose sur des proprie´te´s des repre´sentations ρ : Aut(F2) −→ GL(m,Z). Les the´ories
de Markoff correspondantes donnent de telles repre´sentations issues du groupe a`
deux ge´ne´rateurs F2 dans le groupe GL(2,Z). Caracte´riser ces repre´sentations est
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essentiel et on a pu comprendre comment ceci revenait a` conside´rer dans l’essen-
tiel des cas des structures conformes sur des tores perce´s. Le lien esquisse´ a` cette
occasion avec la the´orie de noeuds me´riterait d’eˆtre creuse´ plus avant [99], comme
si au dela` des noeuds toriques on pouvait introduire une nouvelle sous-cate´gorie
de noeuds lie´s aux tores perce´s. A partir de ces re´flexions, on a surtout obtenu
une meilleure connaissance du groupe GL(2,Z). Deux de´compositions ternaires qui
semblent nouvelles ont e´te´ donne´es dans [629] pour toute matrice de GL(2,Z).
Ceci permet notamment de relier la the´orie de Markoff classique a` la structure
du groupe du triangle T3 et de repre´senter ce dernier dans GL(2,Z) a` l’aide d’un
groupe die´dral. Il est probable que tous les groupes finis donnent des re´sultats ana-
logues et permettent de construire des structures arborescentes, et on conjecture
que tous peuvent eˆtre repre´sente´s dans GL(2,Z). L’auteur pense que l’on obtient
par un tel proce´de´ toutes ses ge´ne´ralisations de l’e´quation de Markoff. Quelques
re´sultats ont e´te´ obtenus en ce sens mais il ne sont pas encore pre´sentables. Une
conse´quence importante qui pourrait en de´couler est la conjecture que tout groupe
fini est obtenu comme groupe des classes d’un corps quadratique re´el.
Mais y a-t-il un lien entre ces dernie`res the´ories de Markoff et les ge´ode´siques
des tores perce´s conformes associe´s ? En y re´fle´chissant l’auteur a envisage´ a` partir
de cette question un domaine d’application pour ses ge´ne´ralisations de la the´orie de
Markoff au codage des ge´ode´siques des surfaces de Riemann [704]. Il a approfondi
la dualite´ naturelle qui existe entre points et ge´ode´siques sur une telle surface. Mal-
heureusement cette e´tude apparemment nouvelle n’a pas suffisamment de´bouche´
pour donner lieu a` publication. On a cependant donne´ quelques e´le´ments au chapitre
7 de l’ouvrage [632]. La question particulie`re de la caracte´risation des ge´ode´siques
ferme´es par des suites finies d’entiers qui les codent, puis construisent des pro-
prie´te´s alge´briques diverses, est tre`s inte´ressante. Elle est aussi importante pour
comprendre l’approche ergodique [722] [725] [704]. Les ge´ode´siques de´pendent de
la structure conforme adopte´e sur le tore topologique perce´ qui la porte. Les trans-
formations conformes qui changent une ge´ode´sique ferme´e en une autre de´finissent
des ope´rations de transcodage sur les suites d’entiers associe´es. Il y a la` une per-
spective d’application dans le codage de l’information, en particulier le codage en
flot (stream cyphering) et les ge´ne´rateurs pseudo-ale´atoires.
Tout changement de ge´ode´sique se traduit par une de´formation de la struc-
ture alge´brique de ces suites. Les re´flexions sur ce sujet ont e´te´ nombreuses, mais
restent assez lacunaires. On a donne´ au chapitre 7 de [632] des pistes pour ap-
profondir le proble`me. On a en particulier rappele´ comment se de´veloppe dans
un tel contexte l’approche hamiltonienne de la me´canique, en mettant l’accent
sur son caracte`re quasi fonctoriel. Quelques conse´quences en re´sultent pour la
compre´hension meˆme de ce que constituent le calcul mathe´matique [259] et certains
objets physiques. Un point qui tourne librement sur une ge´ode´sique ferme´e peut
repre´senter un syste`me physique stable, donc observable. Les changements de solu-
tions dans nos e´quations diophantiennes correspondent alors a` des sauts quantiques
dans l’e´volution d’un tel syste`me selon des ge´ode´siques diffe´rentes sur un tore perce´.
Cette ide´e donne une structuration quantique au syste`me conside´re´, structure que
l’on peut espe´rer retrouver dans des syste`mes re´els. On a un phe´nome`ne comparable
sur les courbes elliptiques d’une meˆme surface donne´e par nos e´quations. De la` a`
e´tendre la proble´matique pour se poser des proble`mes de me´canique statistique et
de the´orie ergodique, il n’y a qu’un pas que les travaux de dynamique symbolique de
10
Caroline Series [722] [725] ont depuis longtemps franchi. Le lien est aussi e´vident
avec le proble`me des ”petits diviseurs”, les re´sonances proches de fre´quences dans
un mouvement quasi pe´riodique, et certains mode`les de bruit en 1/f (voir [27] [854]
[340] [221] [637]).
Qui dit ge´ode´sique e´voque le calcul des vatiations d’Euler-Lagrange, la prop-
agation des ondes, mais aussi le the´ore`me KAM et les tores invariants. C’est ce
dernier point qui est aussi a` la base de l’inte´reˆt de diffe´rents physiciens pour la
the´orie de Markoff [325]. Si un syste`me physique e´volue librement selon des tra-
jectoires ge´ode´siques qui peuvent eˆtre repre´sente´es sur un tore, par identification
de deux mouvements pe´riodiques fondamentaux, et si un point de ce tore ne peut
jamais eˆtre atteint, une the´orie de Markoff ge´ne´ralise´e apparait naturellement.
Les trois derniers the`mes que l’on vient d’e´voquer ne sont pas comple`tement
e´puise´s par les recherches re´sume´es. Par contre elles ont aussi conduit a` approfondir
de fac¸on tre`s syste´matique le sujet de l’interpre´tation de Harvey Cohn de la the´orie
de Markoff classique. C’est ainsi qu’il a e´te´ e´tabli qu’on rencontre cette the´orie de`s
qu’intervient le groupe GL(2,Z) des matrices 2 × 2 de de´terminant ±1. La raison
essentielle mise en e´vidence est l’existence dans GL(2,Z) d’un sous-groupe die´dral
D6 a` 12 e´le´ments non normal de´finissant intrinse`quement un quotient a` droite
GL(2,Z)/ℜD6 qui s’identifie a` l’arbre complet de la the´orie de Markoff (respective-
ment un quotient a` gauche GL(2,Z)/D6ℜ e´quipotent). Ce re´sultat assure l’ubiquite´
du groupe du triangle T3 = C2 ∗C2 ∗C2 produit libre de trois groupes cycliques
a` deux e´le´ments C2 dans des situations aussi diverses que les fibre´s vectoriels, les
ordres des anneaux de quaternions, le topographe de Conway... [686] [354] [807]
[165]. L’article [629] de´veloppe cet aspect et a e´te´ repris en tant que chapitre 6
dans l’ouvrage [632].
Tout au long des travaux mene´s on a conserve´ le souci d’une cohe´rence globale.
Il s’agissait de sortir du cadre trop contraignant de la seule e´quation de Markoff
classique pour construire d’autres exemples mais en cherchant simultane´ment a`
comprendre comment appre´hender le ”chaos” du spectre des constantes d’approx-
imation des nombres alge´briques de degre´ 2. On voulait e´galement permettre de
maitriser les applications a` la physique. Ces deux pre´occupations ont constitue´ les
fils conducteurs de la de´marche de´veloppe´e tout au long de ces dernie`res anne´es.
C’est ainsi que l’on a recherche´ et finalement trouve´ un ope´rateur diffe´rentiel in-
trinse`quement lie´ a` la the´orie de Markoff classique, la question restant ouverte de
calculer son spectre et de le comparer au spectre de Markoff. La me´thode utilise´e
pour le construire est transposable aux e´quations M s1s2(a, ∂K, uθ). Elle a conduit
a` s’inte´resser aux e´quations hyperge´ome´triques, aux e´quations de Lame´ qui inter-
viennent sur les parame`tres accessoires des tores perce´s [421], et qui ne sont que
des e´quations de Schro¨dinger particulie`res dont le groupe de monodromie associe´
peut eˆtre e´tudie´ [818].
Une pre´sentation de´veloppe´e des travaux que l’on vient d’e´voquer a e´te´ donne´e
dans l’ouvrage [632]. Celui-ci peut eˆtre re´sume´ comme suit. On a mis au point un
formalisme ge´ne´ral et de´crit ses liens avec les sommes de Dedekind. On a de´gage´ les
e´quations qui ge´ne´ralisent l’e´quation de Markoff classique, et on les a interpre´te´es
avec une formule de trace et les sommes lie´es a` la fonction η de Dedekind. Partant
de ces e´quations, on en a e´tudie´ de fac¸on directe les solutions. Ceci a fait apparaˆıtre
des structures ge´ne´ralisant celle de´couverte par A. A. Markoff. Dans quelques ex-
emples particuliers, on a de´crit les classes de solutions pour l’action du groupe T3.
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On a de´taille´ l’application a` l’e´tude du spectre de Markoff. On a fait le lien avec des
sujets classiques d’arithme´tique quadratique, notamment la recherche des points
entiers sur les courbes elliptiques. On a e´tudie´ les groupes fuchsiens agissant sur le
demi-plan de Poincare´ H et conside´re´ le cas des groupes libres a` deux ge´ne´rateurs,
ainsi que les conse´quences pour la structure du groupe GL(2,Z). Ceci a montre´
l’importance alge´brique de la the´orie de Markoff classique et son lien avec la K-
the´orie et le the´ore`me de Dyer Formanek relatif au groupe des automorphismes
d’un groupe libre. Etudiant de fac¸on ge´ne´rale les surfaces de Riemann et la the´orie
de Teichmu¨ller relative aux me´triques sur une meˆme surface, on a fourni de nom-
breuses perspectives dans le chapitre 7 de l’ouvrage [632] en cherchant a` pre´ciser
le contexte qui leur donne naissance. L’un des points qui paraˆıt le plus important
a` l’auteur concerne les de´veloppements relatifs a` la fonction η de Dedekind, a` son
lien avec le laplacien d’objets a` ge´ome´trie hyperbolique, et a` ses ge´ne´ralisations en
physique nucle´aire. On a aussi donne´ quelques pistes pour re´fle´chir a` d’importantes
conjectures.
Le texte qui suit condense l’ouvrage que l’on vient de re´sumer, en identifiant
les re´sultats nouveaux obtenus. Dans chaque chapitre on pre´cise dans le premier
paragraphe la proble´matique envisage´e dans le texte qui suit, et on re´sume dans
le dernier paragraphe les perspectives de recherches futures a` mener. Le lecteur
de´sireux d’aller a` l’essentiel peut donc, au dela` de la pre´sente introduction passer
tous les de´tails techniques qui sont pre´sente´s dans chaque chapitre en ne lisant
que les introductions et les conclusions. Dans les paragraphes de´taille´s, on a e´te´
a` l’essentiel en n’insistant ni sur les de´finitions donne´es ni sur les calculs mene´s.
On a renvoye´ pour l’essentiel a` l’ouvrage [632], sachant que les de´finitions qu’il
adopte sont les plus ge´ne´ralement admises. Tout ce qui est relatif aux de´finitions
classiques et aux re´sultats bien connus a e´te´ extrait dans la mesure du possible.
Le chapitre 5 est consacre´ a` la ge´ne´ralisation de la the´orie de Markoff aux sur-
faces de Riemann hyperboliques. On a voulu bien identifier des the`mes qui ont un
sens par rapport a` une proble´matique de codage et de quantification de l’informa-
tion porte´e par une telle surface, et plus ge´ne´ralement par rapport aux limitations
du calcul qui mode´lise la physique. Le chapitre comprend peu de re´sultats nou-
veaux hors l’e´quation diffe´rentielle intrinse`quement lie´e a` la the´orie de Markoff.
Il fournit le point de vue e´labore´ par l’auteur pour comprendre la signification de
grandes conjectures encore d’actualite´. Il de´veloppe aussi une signification profonde
de la fonction e´ta de Dedekind expliquant sa de´composition en produit infini, et
les produits infinis qui en re´sultent pour d’autres fonctions classiques, telles que les
fonctions theˆta ou les fonctions elliptiques. On a e´galement voulu jeter quelques
bases pour faire le lien avec les solitons et les travaux d’actualite´ en ge´ome´trie non
commutative ([158] a` [164]) et en the´orie du chaos quantique.
Dans le texte on utilise le meˆme syste`me d’indexation des propositions que dans
l’ouvrage [632]. Elles sont repe´re´es dans chaque chapitre avec deux nombres, mais
cite´es en faisant pre´ce´der ces derniers d’un nombre indiquant le chapitre ou` elles
se trouvent. On a aussi ajoute´ quelques e´le´ments nouveaux de´couverts depuis la
publication de l’ouvrage [632], ainsi que quelques re´fe´rences comple´mentaires qui
paraissent importantes. La bibliographie est le´ge`rement plus large que ce qui est
strictement utilise´ dans le texte, pour facilter des travaux ulte´rieurs en cours.
CHAPITRE 1
Ge´ne´ralisation de la the´orie de Markoff
1. Introduction
Historiquement, la the´orie de Markoff a e´te´ construite vers 1880 graˆce aux frac-
tions continues [522]. Puis elle a e´te´ progressivement reconside´re´e en mettant en
avant les formes quadratiques correspondantes [123]. Aujourd’hui, elle est usuelle-
ment pre´sente´e a` l’envers en partant de la re´solution de l’e´quation diophantienne
qui concluait les deux articles fondateurs [180] :
x2 + y2 + z2 = 3xyz, x, y, z ∈ N\{0}.
On a cherche´ au de´but du 20e`me sie`cle, et de fac¸on infructueuse, les e´quations
a` e´tudier pour construire une ge´ne´ralisation de cette the´orie [274]. Reprenant ce
proble`me, l’auteur a conside´re´ que le retour aux fractions continues e´tait la me´thode
la plus re´aliste pour atteindre un tel objectif. Il a ainsi pu construire un formalisme
ge´ne´ralise´ et les e´quations diophantiennes qui en re´sultent [632] en partant des
suites d’entiers strictement positifs les plus ge´ne´rales
S = (a0, a1, ..., an).
2. Pre´sentation de la the´orie
2.1. Notations. La matrice de la suite S et son de´terminant sont donne´s par
MS =M(a0,a1,...,an) =
[
a0 1
1 0
] [
a1 1
1 0
]
...
[
an 1
1 0
]
=
[
m K1
m−K2 K1 − l
]
,
εS = det(MS) = (−1)n+1.
La suite miroir de S est S∗ = (an, an−1, ..., a0), et on associe a` S deux suites
e´tendues sur la gauche et sur la droite avec S⊲ = (⊳S∗)∗ et :
⊳S =
{
(1, a0 − 1, a1, ..., an) si a0 6= 1
(a1 + 1, ..., an) si a0 = 1
}
.
Les matrices MS engendrent le groupe GL(2,Z) des matrices de de´terminant ±1.
Elles agissent sur la droite projective re´elle P 1(R) = R∪{∞} ou la droite complexe
P 1(C) = C ∪ {∞} par [
α β
γ δ
]
(z) =
αz + β
γz + δ
,
avec des notations classiques pour les fractions continues :
MS(∞) = [S] = [a0, a1, ..., an] = a0 + 1
a1 +
1
...+
1
an
.
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Les nombres alge´briques de degre´ 2, dits nombres de Markoff, dont le de´veloppement
en fraction continue est pe´riodique et peut eˆtre e´crit avec une pe´riode (S∗, a) sont
note´s θa(S) = [0, S
∗, a]. On peut en donner une expression alge´brique. La the´orie
de Markoff ge´ne´ralise´e s’appuie sur une de´composition de forme :
S∗ = (an, an−1, ..., a0) = (X1, b,X2),
ou` les suites X1 et X2 de´finissent des matrices de suites dans GL(2,Z) :
MX1 =
[
m1 m1 − k12
k1 k1 − l1
]
avec det(MX1) = ε1 ∈ {−1,+1},
MX2 =
[
m2 m2 − k2
k21 k21 − l2
]
avec det(MX2) = ε2 ∈ {−1,+1},
On obtient ainsi les expressions suivantes :
m = (b+ 1)m1m2 +m1k21 −m2k12, εS = −ε1ε2.
On de´finit deux parame`tres auxiliaires t1, t2, et deux nombres u et ∂K importants :
t1 = k1 + k12 −m1, t2 = k2 + k21 −m2,
u = m2t1 −m1t2, ∂K = ε2(K1 −K2).
Ils permettent d’e´valuer :
m1k2 −m2k1 = (b+ 1)m1m2 −m− u,
ε1m2 = K1m1 − k1m, ε2m1 = k2m−K2m2.
La re´solution des deux dernie`res e´quations de Bezout calcule K1,K2, k1, k2, a`
partir du seul triplet (m,m1,m2) et de (ε1, ε2). On en de´duit les autres parame`tres.
Ceci permet de reconstruire la suite S∗ et sa de´composition avec X1 et X2. Cette
me´thode a e´te´ utilise´e pour construire les premiers exemples de the´ories de Markoff
ge´ne´ralise´es [624]. Le point de´couvert a e´te´ que pour (ε1, ε2) = (±1,±1) donne´,
et a` la re´solution d’e´quations de Bezout pre`s, le triplet (m,m1,m2) contient toute
l’information ne´cessaire pour reconstruire les suites X1 et X2, ainsi que b et la suite
S∗, puis la de´composition matricielle associe´e pour MS∗ . On a pu s’assurer qu’il
existe une suite T e´ventuellement vide, telle que l’on ait X1 = (⊳X
∗
2 , c, T ). Ceci
impose une proprie´te´ de miroir partielle a` la suite S :
⊳S∗ = (X∗2 , c, T, b,X2).
Comme les cas T = ∅ et X2 = ∅ sont envisageables, on a obtenu ainsi un re´sultat
essentiel pour la construction de la ge´ne´ralisation de la the´orie de Markoff que l’on
recherche :
Proposition 2.1. Hors le cas des suites (1) et (b, 1), toute suite S admet une
de´composition
S∗ = (⊳X∗2 , c, T, b,X2),
avec X2 et T suites d’entiers strictement positifs, e´ventuellement vides, ainsi que b
et c entiers strictement positifs.
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2.2. Forme de Markoff. Dans le cas le plus ge´ne´ral, on dispose d’une matrice
M(S∗,a) correspondant a` la pe´riode du nombre
θa(S) = [0, S
∗, a] = [0,⊳X∗2 , c, T, b,X2, a].
Cette matrice de´finit une forme quadratique issue de la recherche des points fixes
de la transformation de Mo¨bius de´finie par la matrice M(S∗,a) [143] [722]. Cette
forme quadratique binaire entie`re inde´finie dite forme de Markoff s’e´crit :
mFθ(x, y) = mx
2 + (((a+ 1)m−K2)−K1)xy − ((a+ 1)K1 − l)y2
= m(x − θa(S)y)(x− θa(S)y).
Un calcul direct donne [619][620] :
Proposition 2.2. On a :
Fθ(K1,m) = Fθ(K2 − (a+ 1)m,m) = ε1ε2 = −εS,
Fθ(K1x+ ((a+ 1)K1 − l)y,mx+ ((a+ 1)m−K2)y) = −εSFθ(x, y).
2.3. Re´duction. La the´orie de la re´duction des formes quadratiques binaires
remonte a` C. F. Gauss [282]. Elle concerne les formes quadratiques inde´finies que
l’on e´crit avec des coefficients re´els λ ∈ R\{0} et β, γ ∈ R
λf(x, y) = λ(x2 + βxy + γy2).
Chacune a un discriminant strictement positif ∆(λf) = λ2(β2−4γ) = λ2∆(f). Elle
posse`de un minimum arithme´tique
m(λf) = inf
(x,y)∈Z2−{(0,0)}
|λf(x, y)| = |λ|m(f).
Ceci donne sa constante de Markoff, ne de´pendant pas du coefficient λ
C(λf) = m(λf)/
√
∆(λf) = m(f)/
√
∆(f) = C(f).
Le spectre de Markoff est de´fini comme e´tant l’ensemble de toutes les constantes
de Markoff de formes quadratiques re´elles inde´finies. Il posse`de un sous ensemble
particulier Mark de constantes des formes quadratiques inde´finies a` coefficients
entiers. C’est le spectre quadratique. Le lien entre les deux spectres a fait l’objet
de diffe´rents travaux [180][790].
L’e´quivalence de deux formes λf et λ′f ′ est de´finie avec des entiers v11, v12,
v21, v22 ve´rifiant :
λ′f ′(v11x+ v12y, v21x+ v22y) = λf(x, y), v11v22 − v12v21 = ±1.
Elle donne avec des notations comparables a` celles de A. A. Markoff [522] le clas-
sique lemme de re´duction :
Proposition 2.3. Pour toute forme quadratique re´elle inde´finie λf(x, y) il
existe une forme re´duite e´quivalente λ0f0(x, y), ve´rifiant les conditions suivantes :
λ0f0(x, y) = λ0(x
2 + β0xy + γ0y
2) = λ0(x− ξ0y)(x− ξ′0y),
ξ0 =
−β0 +
√
β20 − 4γ0
2
= [α0, α1, ..., αj , ...] > 1,
−1 < ξ′0 = −(1/η0) =
−β0 −
√
β20 − 4γ0
2
= −[0, α−1, α−2, ..., α−j , ...] < 0.
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La suite des nombres entiers strictement positifs (αn)n∈Z est associe´e de fac¸on
unique (a` la syme´trie pre`s αj → α−j et aux de´calages pre`s αj → αj+t ou` t ∈ Z) a`
λf(x, y). Si l’on conside`re les diffe´rentes valeurs
ξj = [αj , αj+1, ..., α2j , ...] > 1,
−1 < ξ′j = −(1/ηj) = −[0, αj−1, αj−2, ..., α0, ...] < 0,
2
Lj
= ξj − ξ′j =
√
β2j − 4γj,
de´finissant pour tout j ∈ Z une forme re´duite e´quivalente a` λf(x, y) :
λjfj(x, y) = λj(x
2 + βjxy + γjy
2) = λj(x− ξjy)(x− ξ′jy).
Le nombre λj = λjfj(1, 0) est repre´sente´ par la forme λf(x, y). Et on a :
C(λf) = C(f0) = C(fj) = inf
j∈Z
(
Lj
2
).
Depuis [522], il est clair que travailler sur les formes de Markoff est e´quivalent
a` utiliser la the´orie classique de la re´duction des formes quadratiques :
Proposition 2.4. Toute forme quadratique inde´finie f(x, y) a` coefficients en-
tiers de´finit un nombre fini de formes de Markoff Fθ(x, y) e´quivalentes a` f(x, y), de
nombres de Markoff θa(S) correspondant compris entre 0 et 1, et de suites associe´es
(S∗, a). De plus on a e´quivalence des proprie´te´s suivantes :
1/ Fθ(x, y) forme de Markoff
2/ Fθ(−x, y) forme re´duite
2.4. Calcul des constantes et approximation diophantienne. L’e´tude
du spectre quadratique Mark dans le spectre de Markoff est faisable de fac¸on
exhaustive en e´tudiant [619] les constantes des formes Fθ(x, y) :
∆(Fθ) =
[
((a+ 1)m+K1 −K2)2 − 4ε1ε2
m2
]
=
∆a(S)
m2
,
0 < m(Fθ) = inf{| Fθ(x, y) |; (x, y) ∈ Z2 − {(0, 0)}} = m− s
m
≤ Fθ(1, 0) = 1.
La the´orie du polygone de Klein [430] permet d’e´crire
0 < C(Fθ) = m(Fθ)
m√
∆a(S)
=
m− s√
∆a(S)
≤ m√
∆a(S)
.
Elle fournit un lien avec l’approximation diophantienne :
Proposition 2.5. Soit θa(S) un nombre de Markoff re´el alge´brique de degre´ 2
associe´ a` la forme Fθ(x, y), l’ensemble des points d’accumulation de l’ensemble
{| q(qθa(S)− p) |; p, q ∈ Z},
est fini et s’e´crit sous la forme
{ | mj |√
∆a(S)
;mj ∈ Z∗},
ou` mj est un entier repre´sente´ par la forme mFθ(x, y) sur une re´duite (pj/qj) de
θa(S) = [0, S
∗, a] :
mFθ(pj , qj) = mj .
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C’est aussi l’ensemble des points d’accumulation de l’ensemble
{| q(qθa(S)− p) |; p, q ∈ Z}.
Sa plus petite valeur n’est autre que la constante de Markoff C(Fθ) = C(θa(S)). Sa
plus grande valeur peut eˆtre tre`s diffe´rente de C(θa(S)). Et si l’on note
θa(S) = [0, S
∗, a] = [b0, b1, b2, ...],
on peut aussi e´crire avec les re´duites de ce nombre
qj(qjθa(S)− pj) = (−1)
j
(bj+1 + [0, bj+2, bj+3, ...] + [0, bj , bj−1, ..., b1])
,
C(Fθ) = C(θa(S)) =
1
lim supj→∞(bj+1 + [0, bj+2, bj+3, ...] + [0, bj , bj−1, ..., b1])
.
2.5. Extrema positif et ne´gatif. On est conduit a` se demander si le min-
imum arithme´tique de Fθ est atteint positivement ou ne´gativement. On note νθ
la plus grande valeur strictement ne´gative repre´sente´e par Fθ et µθ la plus petite
valeur strictement positive repre´sente´e par Fθ. On pose :
1 ≥ µθ = m− sµ
m
> 0, νθ = −m− sν
m
< 0.
La situation ou` −νθ = µθ, comme dans la the´orie de Markoff classique, est excep-
tionnelle. C’est pourquoi on ne doit plus l’utiliser comme un argument de´terminant
dans l’e´tude des constantes de Markoff, ainsi que cela est fait depuis les travaux de
Remak [673], notamment dans [123]. Conside´rant la pe´riode du nombre de Markoff
associe´ a` (S∗, a) = (⊳X∗2 , c, T, b,X2, a), on a e´te´ conduit a` se demander si les nom-
bres b et c ne de´terminent pas la fac¸on dont la forme Fθ atteint ses valeurs µθ ou
νθ. En fait ceci de´pend de ε1 et ε2 car on a :
1
c+
1
[T, b,X2, a,⊳X∗2 , c, ...]
+
1
[X2⊲, a,X∗2 , b, T ∗, c, ...]
= ε2
mFθ(k2,m2)√
∆a(S)
> 0.
1
b+
1
[X2, a,⊳X∗2 , c, T, b, ...]
+
1
[T ∗, c,X2⊲, a,X∗2 , b, ...]
= −ε1mFθ(k1,m1)√
∆a(S)
> 0.
Si l’on e´crit le dernier nombre sous la forme
m− sb√
∆a(S)
,
on obtient le re´sultat essentiel suivant :
Proposition 2.6. Avec les expressions pre´ce´dentes qui de´finissent sb, on a :
sb = (b− a)m1m2 − u.
Cette formule remarque´e dans l’article [628] a une de´monstration directe :
mFθ(k1,m1) = mk
2
1 + ((a+ 1)m−K2 −K1)k1m1 − ((a+ 1)K1 − l)m21
= k1(mk1 −m1K1) + (a+ 1)m1(mk1 −m1K1) +m1(m1l −K2k1)
= −ε1(k1 + (a+ 1)m1)m2 + ε1m1k2
= ε1((b + 1)m1m2 −m− u)− ε1(a+ 1)m1m2
= −ε1(m− ((b − a)m1m2 − u)).
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Elle donne un comple´ment a` la proposition 1.2.2 :
Proposition 2.7. La forme de Markoff ve´rifie avec les parame`tres introduits
ε1Fθ(k1,m1) = ε2Fθ(k2 − (a+ 1)m2,m2) = −((m+ (a− b)m1m2 + u)/m) < 0.
On obtient maintenant en comparant les cas ε1 = 1 et ε1 = −1 :
Proposition 2.8. Pour toute forme de Markoff Fθ, on a le majorant suivant
pour son minimum arithme´tique :
m(Fθ) ≤ m+ u+ (a− b)m1m2
m
,
avec les ine´galite´s suivantes :
(b − a)m1m2 < m+ u < (a+ b+ 2)m1m2 − (a+ 1)∂Km22,
∂Km2 < m1.
Vouloir e´tudier se´parement les deux extrema positif ou ne´gatif pourrait conduire
a` conside´rer chacune des deux parties du polygone de Klein pour elle-meˆme. En fait
les fractions continues adapte´es pour ce faire sont les fractions continues re´gulie`res
re´duites, dites de Jung-Hirzebruch, qui s’e´crivent :
[[a0, a1, ..., an]] = a0 − 1
a1 − 1
...− 1
an
.
Ces nouvelles re´duites correspondent [261] a` des sommets du polygone de Klein
supe´rieur si et seulement si on a an 6= 2. Elles sont relie´es aux fractions continues
ordinaires utilise´es ci-dessus ([353] (p. 215) [576] [216]) par la formule ge´ne´rale
suivante :
[a0, a1, z] = [[a0 + 1, 2a1−1, z + 1]].
2.6. L’e´quation de Markoff ge´ne´ralise´e. Dans le cas le plus ge´ne´ral, on
peut mettre en e´vidence de plusieurs fac¸ons l’existence d’une e´quation diophanti-
enne ge´ne´ralisant celle de Markoff. Comme dans [123] on peut utiliser une nouvelle
forme quadratique relie´e a` Fθ(x, y) :
φθ(z, y) = z
2 + ((a+ 1)m+K1 −K2)zy − εSy2 = m2Fθ(x, y), z = mx−K1y.
Elle posse`de la proprie´te´ de multiplicativite´ suivante :
Proposition 2.9. On a
φθ(z1, y1)φθ(z2, y2) = φθ(z1z2 + εSy1y2, y1z2 + z1y2 + ((a+ 1)m+K1 −K2)y1y2).
Elle est invariante par diffe´rentes transformations [123] :
Proposition 2.10. On a :
φθ(z, y) = φθ(−z,−y)
= −εSφθ(y,−εSz)
= φθ(z + ((a+ 1)m+K1 −K2)y,−y)
= φθ(−z, y − ((a+ 1)m+K1 −K2)εSz)
= −εSφθ(y − εS((a+ 1)m+K1 −K2)z, εSz)
= −εSφθ(−y,−εSz − ((a+ 1)m+K1 −K2)εSy).
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Cette dernie`re proposition donne φθ(−ε1m2,m1) = m2Fθ(k1,m1) et l’expres-
sion vue pour sb fait apparaitre l’e´quation M
s1s2(b, ∂K, u) recherche´e, dont les
termes ne de´pendent que de la suite S∗ :
Proposition 2.11. Soit S∗ = (a0, a1, ..., an) = (X1, b,X2) une suite d’en-
tiers positifs donnant les parame`tres m, m1, m2, ∂K, u, ε1, ε2, le triplet d’entiers
(m,m1,m2) ∈ (N\{0})3 est solution de l’e´quation diophantienne M s1s2(b, ∂K, u)
m2 + ε2m
2
1 + ε1m
2
2 = (b+ 1)mm1m2 + ε2∂Km1m2 − um.
En notant uθ = u+(a−b)m1m2 = −sb pour tout a ∈ N\{0}, le triplet d’entiers
(m,m1,m2) ve´rifie aussi l’e´quation M
s1s2(a, ∂K, uθ)
m2 + ε2m
2
1 + ε1m
2
2 = (a+ 1)mm1m2 + ε2∂Km1m2 − uθm.
2.7. Autres de´montrations. Trois autres de´monstrations de cette proposi-
tion ont e´te´ de´couvertes. Elles sont de´taille´es dans l’ouvrage [632].
• Une premie`re ge´ne´ralise le calcul original de Markoff [522].
• Une seconde met en oeuvre les sommes de Dedekind [630], dont le lien avec
l’e´quation de Markoff a e´te´ reconnu depuis longtemps [354](pp. 158-165) au travers
de leur classique formule de re´ciprocite´ [664]. La somme de Dedekind est de´finie
pour (δ, γ) ∈ Z× Z− {0} comme suit :
s(δ, γ) = s(δ, |γ|) =
|γ|∑
k=1
((
kδ
|γ|
))((
k
|γ|
))
.
La premie`re mention des sommes s(δ, γ) se trouve dans l’e´tude de la fonction η faite
par R. Dedekind dans son commentaire du fragment XXVIII de B. Riemann [676]
(p. 397). Cette fonction est issue des calculs d’Eisenstein pour donner des produits
infinis exprimant les fonctions elliptiques [839], et analogues a` ceux de´couverts
par Euler pour les fonctions trigonome´triques [250] (Tome1 ch. IX). La somme de
Dedekind est pre´sente dans l’exposant donnant ε, la racine 24ie`me de l’unite´ de la
formule de transformation de η par un e´le´ment de PSL(2,Z) :
η(
ατ + β
γτ + δ
) = ε(γτ + δ)
1
2 η(τ).
• Une troisie`me de´monstration interpre`te l’e´quation M s1s2(b, ∂K, u) comme
une formule de trace utilisant les matrices
Ab =M(⊳X∗2 ,b) =
[
bm2 + k21 m2
bk2 + l2 k2
]
, εA = det(Ab)
Bc =M(X∗1⊲,c) =
[
(c+ 1)m1 − k1 m1
(c+ 1)(m1 − k12)− (k1 − l1) m1 − k12
]
, εB = det(Bc)
AbBc =M(⊳X∗2 ,b)M(X∗1⊲,c) =M(⊳S⊲,c) =
[
(c+ 1)m−K1 m
(c+ 1)K2 − l K2
]
.
Ces matrices sont dans GL(2,Z) et non seulement dans SL(2,Z). Notre e´quation
se de´duit d’une formule de Fricke qui donne pour tr(AbBcA
−1
b B
−1
c ) la valeur :
εAtr(Ab)
2 + εBtr(Bc)
2 + εAεBtr(AbBc)
2 − εAεBtr(Ab)tr(Bc)tr(AbBc)− 2.
Il suffit de calculer par une autre me´thode la trace du commutateur AbBcA
−1
b B
−1
c
dans le cas ou` b = c pour retrouver notre e´quation diophantienne comme simple
formule de trace [632].
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2.8. Comple´ment. Dans le cas ge´ne´ral il n’y a pas d’hypothe`se a` faire sur
le nombre δ = pgcd(m1,m2). Il s’agit d’un nombre qui peut eˆtre diffe´rent de 1 et
divise u. Il ve´rifie :
Proposition 2.12. On a les e´galite´s
δ = pgcd(m1,m2) = pgcd(m2,m) = pgcd(m,m1) = pgcd(m,m1,m2).
La situation ge´ne´rale se distingue donc clairement de la the´orie de Markoff
classique ou` l’on a toujours δ = 1. Comme cette dernie`re condition est utilise´e de
fac¸on assez centrale dans l’expose´ [123], notamment au travers de ses lemmes 5 et
6, on comprend a posteriori pourquoi il a fallu changer de paradigme pour de´gager
notre ge´ne´ralisation de la the´orie de Markoff.
3. Perspectives
Les calculs qui pre´ce`dent s’appliquent a` toutes les formes quadratiques binaires
inde´finies. Ceci explique pourquoi les e´quations diophantiennes mises en e´vidence
sont tre`s ge´ne´rales. On a indique´ qu’elles sont aussi donne´es par une formule de
trace, ainsi que par une proprie´te´ de la fonction η de Dedekind. Il s’agit la` de
re´sultats tout a` fait nouveaux qui ouvrent un domaine de re´flexion tre`s important.
On peut chercher a` ge´ne´raliser ce qui pre´ce`de a` des formes homoge`nes de plus grand
degre´ ou posse´dant plus de variables. Il est possible qu’il faille privile´gier dans ce
contexte un algorithme [301] [567] [453] [216] ge´ne´ralisant les fractions continues
re´gulie`res re´duites [[a0, a1, ..., an]] de Jung-Hirzebruch, dont on peut syste´matiser
l’utilisation dans ce qui pre´ce`de.
La fonction η de Dedekind vient des calculs d’Eisenstein pour la de´composition
des fonctions elliptiques en produits infinis [839]. Une question qui se pose est de
savoir s’il existe une fonction ge´ne´ralisant η pour d’autres fonctions trigonome´triques.
Un projet est de de´duire de la` des sommes plus ge´ne´rales que celles de Dedekind,
et de comprendre ce que pourrait eˆtre une formule de re´ciprocite´ correspondante,
ainsi qu’une e´quation diophantienne associe´e. Ce projet est accessible a` partir de la
the´orie des groupes de Lie [41]. Chercher a` partir de la` des formules de trace plus
ge´ne´rales semble eˆtre un sujet d’une grande importance.
En liaison avec des travaux de C. Procesi [658] une autre piste concerne l’e´tude
d’une formule plus ge´ne´rale que celle de Fricke pour la trace du commutateur de
deux matrices 2× 2.
Egalement, en liaison avec ce qui a e´te´ vu pour les extrema positif et ne´gatif, il
est inte´ressant d’examiner les conse´quences pour les approximations asyme´triques
des nombres irrationnels et le re´sultat classique de B. Segre [11].
CHAPITRE 2
Re´solution comple`te de nos e´quations
1. Introduction
Ayant identifie´ une bonne ge´ne´ralisation de l’e´quation de Markoff classique, on
a e´tudie´ ensuite la re´solution directe de l’e´quation diophantienne M s1s2(a, ∂K, uθ),
ou` s1 et s2 signes respectifs de ε1 et ε2 ∈ {−1,+1}, a ∈ N\{0}, ∂K ∈ Z, uθ ∈ Z :
x2 + ε2y
2 + ε1z
2 = (a+ 1)xyz + (ε2∂K)yz − uθx,
x, y, z ∈ N\{0}.
Il s’agissait de comprendre comment s’organisent les triplets de solutions que l’on
note (m,m1,m2). Une me´thode de re´solution a e´te´ mise au point sur des cas parti-
culiers M++(2, 0, 0), M++(2, 0,−2), M++(3, 0, 1). Elle est essentiellement de´crite
dans [625]. De´sormais cette me´thode est comple`te et permet la re´solution de toutes
les e´quations M s1s2(a, ∂K, uθ).
2. Me´thode de re´solution et conse´quences
2.1. Invariance par le groupe du triangle. La me´thode de re´solution clas-
sique de l’e´quation de Markoff pre´sente´e dans [123], en e´vitant les redondances
entre des triplets de solutions pouvant se de´duire les uns des autres, casse en
re´alite´ la structure de l’ensemble des solutions. Pour l’e´tendre a` une e´quation
M s1s2(a, ∂K, uθ) mieux vaut conside´rer toutes les solutions, sans restriction. Pour
simplifier le proble`me il est aussi utile de conside´rer les solutions dans Z3. Pour tout
ensemble de solutions dans Z3, on dit que son intersection avec l’ensemble (N\{0})3
est son empreinte dans (N\{0})3.
Il existe diffe´rentes possibilite´s pour de´duire une solution dans Z3 d’une autre.
L’e´quation M s1s2(a, ∂K, uθ) est invariante par les involutions suivantes :
N : (x, y, z) −→ (x,−y,−z).
X : (m,m1,m2) 7−→ ((a+ 1)m1m2 −m− uθ,m1,m2) = (m′,m1,m2),
Y : (m,m1,m2) 7−→ (m, ε2((a+ 1)mm2 + ε2∂Km2)−m1,m2) = (m,m′1,m2),
Z : (m,m1,m2) 7−→ (m,m1, ε1((a+ 1)mm1 + ε2∂Km1)−m2) = (m,m1,m′2),
On a les conditions
N2 = X2 = Y 2 = Z2 = Id.
XN = NX, Y N = NY, ZN = NZ.
Pour ε1 = ε2, il existe une autre involution qui laisse invariante l’e´quation :
P : (x, y, z) −→ (x, z, y).
Elle ve´rifie :
P 2 = Id, XP = PX, ZP = PY, Y P = PZ, NP = PN.
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Modifiant X , remarquons que si on utilise m• = (a + 1)m1m2 −m au lieu de
m′, l’e´quation M s1s2(a, ∂K, uθ) se transforme en une e´quation de meˆme forme qui
s’e´crit M s1s2(a, ∂K − ε2uθ(a+ 1),−uθ). Cette observation permet e´ventuellement
de concentrer l’attention sur les e´quations telles que uθ = 0 ou s = −uθ > 0.
Avec les involutions X , Y et Z, s’introduit T3, le groupe du triangle aussi note´
T∗(∞,∞,∞). C’est le produit libre de trois groupes cycliques a` deux e´le´ments C2 :
T3 = C2 ∗C2 ∗C2.
Par le the´ore`me de la forme normale pour un tel produit libre [139] (p. 26), tout
e´le´ment deT3 peut eˆtre e´crit comme un mot ch = ch(X,Y, Z), produit d’involutions
formelles X , Y , Z, dont deux lettres conse´cutives sont toujours diffe´rentes. Notre
e´quation est invariante par l’action du groupe C2 × T3 construite avec N , X , Y ,
Z. Et comme sa partie la moins e´vidente vient de l’action induite de T3, c’est sur
cette dernie`re que l’on met l’accent.
2.2. Diffe´rentes structures d’arbres sur le groupe du triangle. Dans le
cas particulier d’une action transitive et libre du groupe T3 sur un ensemble Ω, on
dit avec John H. Conway [165] que le T3-espace Ω est un topographe. Le groupe
T3 lui meˆme peut eˆtre structure´ en topographe. Il posse`de donc une structure de
graphe en forme d’arbre, c’est-a`-dire avec les de´finitions de [728] de graphe sans
aucun circuit de forme Cirn, ou` n ≥ 1. Ses sommets sont les e´le´ments de T3, la
racine de l’arbre e´tant l’unite´ du groupe, et ses areˆtes sont e´tiquete´es avec X , Y ,
Z. Les chemins (ou ge´ode´siques) de l’arbre sont aussi de´crits a` partir de la racine
par des mots ch ∈ T3, de sorte que les e´le´ments de T3 se repre´sentent de deux
fac¸ons, soit par les sommets du topographe soit par ses chemins ayant pour origine
sa racine. De chaque sommet sont issues trois areˆtes qui correspondent a` chaque
lettre X , Y , ou Z.
Avec [624] on a pu de´finir sur T3 une nouvelle structure d’arbre sur l’ensemble
des mots re´duits de T3 qui commencent par XY (suivi donc d’un mot commenc¸ant
par X ou Z, e´ventuellement vide). On dit qu’il s’agit des mots de Cohn. Ils sont
classables par longueur croissante avec les transformations G et D suivantes de T3
dans T3 :
• A gauche, on e´crit le mot de de´part sous la forme XW , et on fabrique W ′
a` partir de W en permutant Y et Z. On de´finit ensuite le transforme´ a` gauche
de XW comme e´tant le mot XYW ′. Il est clair que pour XW de longueur n et
commenc¸ant par XY , son transforme´ est de longueur n+1 et commence par XY Z.
La transformation G : XW → XYW ′ est injective.
• A droite, on e´crit le mot de de´part sous la forme VW , ou` V ne contient
que des lettres X et Y (au moins 2), et W commence par Z ou est e´ventuellement
vide. On fabrique alors V ′ en permutant X et Y dans V . On de´finit ensuite XV ′W
comme e´tant le transforme´ a` droite de VW . Il est e´vident que le terme XV ′W
commence par XYX et est de longueur n + 1 lorsque VW commence par XY et
est de longueur n. La transformation D : VW → XV ′W est injective.
On a obtenu ainsi une proprie´te´ qui a pu eˆtre utilise´e pour montrer que dans
la plupart des cas l’e´quation M s1s2(a, ∂K, uθ) posse`de une infinite´ de solutions :
Proposition 2.1. Dans le groupe T3 engendre´ par X, Y et Z, pour toute
longueur n ≥ 2 il existe 2n−2 mots de Cohn de longueur n. Ils sont naturellement
organise´s en arbre par les transformations G et D de´finies de T3 dans T3.
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Egalement, on peut conside´rer dans T3 l’ensemble des mots re´duits qui com-
mencent parX (suivi donc d’un mot commenc¸ant par Y ou Z, e´ventuellement vide).
On dit qu’il s’agit des mots de Cassels. En changeant Y en Z dans la proposition
pre´ce´dente, on a facilement :
Proposition 2.2. Dans le groupe T3 engendre´ par X, Y et Z, pour toute
longueur n ≥ 1 il existe 2n−1 mots de Cassels de longueur n. Ils sont naturellement
organise´s en arbre.
2.3. Le groupe du triangle dans GL(2,Z). Dans [629], et en tirant les
conse´quences de la the´orie de Markoff classique, on a montre´ comment le groupe T3
est e´troitement lie´ au groupe GL(2,Z). On conside`re pour cela, avec le morphisme
d’abe´lianisation π′ du groupe Aut(F2) a` valeurs dans GL(2,Z), deux matrices en-
gendrant dans GL(2,Z) un groupe die´dral D6 a` 12 e´le´ments :
π′(t) =
[
1 1
−1 0
]
, π′(o) =
[
0 −1
−1 0
]
.
On comple`te en conside´rant trois matrices d’ordre 2 :
π′(X0) =
[
1 0
−2 −1
]
, π′(Y0) =
[ −1 −2
0 1
]
, π′(Z0) =
[
1 0
0 −1
]
.
Elles permettent de faire agir le groupe T3 dans GL(2,Z) en de´finissant le produit
suivant ou` ch ∈ T3 et π′0(T3) de fac¸on e´vidente
ch(π′(X0), π′(Y0), π′(Z0)) = π′0(ch(X,Y, Z)) ∈ π′0(T3).
On en a de´duit la de´composition ternaire repre´sentant le groupe T3 dans GL(2,Z) :
Proposition 2.3. Tout e´le´ment V ∈ GL(2,Z) se de´compose d’une et d’une
seule fac¸on sous la forme
π′(o)hπ′(t)kch(π′(X0), π′(Y0), π′(Z0)),
ou` h = 0, 1; k = 0, 1, ..., 5; ch ∈ T3.
Les e´le´ments de π′0(T3), sont caracte´rise´s par les conditions h = 0 et k = 0. Le
groupe π′0(T3) n’est pas normal dans le groupe GL(2,Z). Il est isomorphe par π′0 au
groupe T3. Les e´le´ments du groupe D6 non normal dans GL(2,Z) sont caracte´rise´s
par la condition
ch(π′(X0), π′(Y0), π′(Z0)) = 12.
Le groupeD6 introduit deux relations d’e´quivalence entre e´le´ments de GL(2,Z)
V1 ℜD6 V2 ⇔ V1V −12 ∈ D6 ⇔ V2 ∈ D6V1,
V1 D6ℜ V2 ⇔ V −11 V2 ∈ D6 ⇔ V2 ∈ V1D6.
Le quotient a` droite GL(2,Z)/ℜD6 = (GL(2,Z)/D6)d des classes D6V1 et le quo-
tient a` gauche GL(2,Z)/D6ℜ = (GL(2,Z)/D6)g des classes V1D6 ou` V1 ∈ GL(2,Z)
sont e´quipotents. Ces deux ensembles sont diffe´rents car D6 n’est pas normal dans
le groupe GL(2,Z). L’e´criture de V ∈ GL(2,Z) dans le dernier re´sultat e´nonce´
donne
V ch(π′(X0), π′(Y0), π′(Z0)) −1 = π′(o)hπ′(t)k ∈ D6.
Elle de´termine un unique e´le´ment ch(π′(X0), π′(Y0), π′(Z0)) ∈ π′0(T3) tel que
V ℜD6 ch(π′(X0), π′(Y0), π′(Z0)).
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D’ou` une autre interpre´tation du topographe qui est identifiable a` l’arbre complet
de la the´orie de Markoff ou encore au groupe du triangle T3 :
Proposition 2.4. Le groupe T3 est e´quipotent au quotient (a` droite ou a`
gauche) du groupe GL(2,Z) par son sous-groupe non normal D6. C’est en par-
ticulier un GL(2,Z)-espace homoge`ne.
On a pu en de´duire une proposition pre´alable a` des re´sultats connus de la
K-the´orie ([685] (p. 193), [679] (p. 218 et p. 75), [763] (p. 261), [772]).
Proposition 2.5. On a pour GL(2,Z) les groupes d’homologie suivants
H1(GL(2,Z),Z) = GL(2,Z)/[GL(2,Z), GL(2,Z)] ≃ D6/[D6,D6] ≃ C2 ×C2,
H2(GL(2,Z),Z) ≃ C2.
En utilisant le groupe libre a` deux e´le´ments F2 ≃ [SL(2,Z), SL(2,Z)], dont on
a montre´ dans [629] qu’il est relie´ a` l’e´quation de Markoff classique, on a obtenu :
Proposition 2.6. Tout e´le´ment V ∈ GL(2,Z) se de´compose d’une et d’une
seule fac¸on sous la forme
±W (A0, B0)OhWk(S, T ),
h ∈ {0, 1},
W (A0, B0) ∈ F2 = [SL(2,Z), SL(2,Z)],
Wk(S, T ) ∈ {12, S, ST, STS, STST, STSTS} avec k = 0, 1, ..., 5.
Les e´le´ments du sous-groupe SL(2,Z) normal dans GL(2,Z) sont caracte´rise´s par
la condition h = 0.
Les matrices cite´es dans cette proposition sont les trois ge´ne´rateurs deGL(2,Z) :
S =
[
0 −1
1 0
]
, T =
[
1 1
0 1
]
, O =
[ −1 0
0 1
]
,
ainsi que des mots W (A0, B0) e´crits multiplicativement en fonction des deux com-
mutateurs qui engendrent F2 d’apre`s [511] (p. 97-98) :
A0 = [(TS)
−1, S−1] =
[
1 1
1 2
]
, B0 = [(TS)
−2, S−1]−1 =
[
1 −1
−1 2
]
.
On a explicite´ tous les passages entre les deux repre´sentations ternaires des matrices
du groupe GL(2,Z), groupe dont on a pu e´galement retrouver une pre´sentation a`
deux ge´ne´rateurs T et I = OS qui est minimale [69] :
GL(2,Z) =< I, T−1 | I2 = ([T−1, I]T−1)4 = ([T−1, I]T−1I)2 = 12 > .
Le sous-groupe π′0(T3) est engendre´ par trois matrices calculables en I et T
−1 :
π′(X0) = T−1IOT−1IOIT−1B−10 , π
′(Y0) = IOIOA−10 TS, π
′(Z0) = IS.
De plus [69] le groupe du triangle T3 est isomorphe a` PGL(2,Z) avec :
PGL(2,Z) =< I, T
−1 | I2 = ([T−1, I]T−1)2 = ([T−1, I]T−1I)2 = 1 > .
On peut ve´rifier que F2 ≃ [PSL(2,Z), PSL(2,Z)] est d’indice 2 dans ce groupe, et
que l’on a aussi :
[PGL(2,Z), PGL(2,Z)] =< [I, T
−1
], [I, T ] | [I, T−1]3 = [I, T ]3 = 1 >≃ C3 ⋆C3.
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2.4. Foreˆt et bouquets de solutions. Re´soudre l’e´quationM s1s2(a, ∂K, uθ)
dans Z3 consiste a` de´terminer la structure du T3-espace de ses triplets de solutions.
C’est une union de T3-espaces connexes (des T3-orbites). On dit alors que chaque
T3-espace connexe de solutions dans Z
3 est un bouquet. On le note Bq ⊂ Z3.
L’union des bouquets possibles Bq1, Bq2, ...., Bqn, ..., est la foreˆt des solutions
dans Z3 de l’e´quation M s1s2(a, ∂K, uθ). Bouquets et foreˆt e´tant des T3-espaces,
ils peuvent eˆtre structure´s comme un graphe dont les sommets sont les triplets de
solutions et dont les areˆtes sont non oriente´es. De chaque sommet partent trois
areˆtes. Chaque areˆte est e´tiquete´e par l’involution X , Y ou Z permettant de passer
d’une extremite´ de l’areˆte a` l’autre. Les de´finitions de [728] s’appliquent encore,
permettant de conside´rer aussi des arbres de solutions, ce sont des graphes sans
aucun circuit de forme Cirn, ou` n ≥ 1. L’e´tude d’exemples montre que tous les
bouquets de solutions que l’on rencontre ne sont pas des arbres.
2.5. Hauteur et re´duction des triplets de solutions. Pour tout triplet
(m,m1,m2) ∈ Z3 de solutions de l’e´quationM s1s2(a, ∂K, uθ), on de´finit sa hauteur
h = max(| m |, | m1 |, | m2 |) ≥ 0.
On peut conside´rer trois autres valeurs construites avec les involutions X , Y , Z :
hX = max(| m′ |, | m1 |, | m2 |),
hY = max(| m |, | m′1 |, | m2 |),
hZ = max(| m |, | m1 |, | m′2 |).
On dit qu’un triplet (m,m1,m2) n’est pas fondamental si et seulement si l’un des
nombres hX , hY , hZ est strictement plus petit que h. Dans le cas contraire, un
triplet (m,m1,m2) qui ne ve´rifie pas cette dernie`re condition est appele´ fondamen-
tal. Les ine´galite´s qui caracte´risent cette situation permettent d’identifier les triplets
fondamentaux, chacun d’entre eux de´finissant un bouquet de solutions par l’action
du groupe T3.
Conside´rons un triplet quelconque d’un bouquet de solutions de l’e´quation
M s1s2(a, ∂K, uθ). Si hX < h on applique X et on change de triplet, si hY < h
on applique Y et on change de triplet, si hZ < h on applique Z et on change de
triplet. Ceci donne un algorithme dont l’avancement dans le bouquet que l’on con-
side`re est controˆle´ par la re´duction de la hauteur qui de´croit en restant positive.
Losque la hauteur est minimale, on identifie un triplet fondamental dans le bou-
quet conside´re´ pour l’e´quation M s1s2(a, ∂K, uθ). On dispose ainsi d’une me´thode
analogue a` la descente infinie de Fermat pour calculer toutes les solutions dans Z3
de cette e´quation, et les classer en bouquets.
Si l’on travaille dans (N\{0})3 la hauteur est de´finie sans valeur absolue. Il
se peut que pour un triplet donne´ l’algorithme pre´ce´dent ne permette plus par
application de X , Y ou Z, de trouver un nouveau triplet dans l’ensemble (N\{0})3.
Un tel triplet sur lequel l’algorithme s’arreˆte est dit minimal.
2.6. Solutions fondamentales dans (N\{0})3. On a un re´sultat de finitude
ge´ne´ral [632] pour les solutions fondamentales d’une e´quation M s1s2(a, ∂K, uθ) :
Proposition 2.7. Conside´rons les solutions dans (N\{0})3 d’une e´quation dio-
phantienne M s1s2(a, ∂K, uθ). Elles ne sont fondamentales que dans un nombre fini
de cas, hors le cas des e´quations M−−(a,−2− uθ(a+ 1), u) ou` uθ < 0 :
x2 − y2 − z2 = (a+ 1)xyz + (uθ(a+ 1)− 2)yz − uθx.
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Ces dernie`res ont une infinite´ de solutions fondamentales valant (−uθ,m1,m1),
avec m1 ∈ N\{0} quelconque, et les bouquets correspondants, en nombre infini, sont
finis et s’e´crivent
{(−uθ,m1,m1), ((a+ 1)m21,m1,m1)}.
En dehors de ces cas particuliers, on ne trouve ainsi qu’un nombre fini de bouquets
pour l’action du groupe T3 ayant une empreinte non vide dans (N\{0})3.
Ce re´sultat a donne´ une proposition garantissant qu’on ne trouve dans l’essentiel
des cas qu’un nombre fini de solutions fondamentales.
Proposition 2.8. Conside´rons les solutions dans (N\{0})3 d’une e´quation dio-
phantienne M s1s2(a, ∂K, uθ). Si elle posse`de une empreinte de bouquet contenant
une infinite´ de solutions distinctes, alors elle n’a qu’un nombre fini de bouquets pour
l’action du groupe T3 ayant une empreinte non vide dans (N\{0})3.
2.7. Solutions minimales dans (N\{0})3. Certaines empreintes de bouquet
ne sont identifiables que graˆce a` des solutions minimales. Pour ces dernie`res, on a
la caracte´risation suivante [632] :
Proposition 2.9. Soit une solution (m,m1,m2) ∈ (N\{0})3 d’une e´quation
diophantienne M s1s2(a, ∂K, uθ) ve´rifiant a` une inversion pre`s des indices la condi-
tion m1 ≥ m2 ≥ 1. Elle est minimale si et seulement si on a l’une des conditions
suivantes :
ε2m
2
1 + ε1m
2
2 − ε2∂Km1m2 ≤ 0, ε2m2 + ε1ε2m22 + ε2uθm ≤ 0.
Il se peut qu’une e´quationM s1s2(a, ∂K, uθ) ait un nombre fini de solutions min-
imales, et aucune solution fondamentale. C’est le cas de l’e´quation M++(2, 0,−2).
Pour ε1 = ε2 = 1, les deux conditions ∂K ≤ 2 et uθ ≤ 0 ne donnent qu’un nombre
fini de solutions minimales et de solutions fondamentales. Dans ce cas, on a e´tabli
l’existence d’un nombre fini d’empreintes de bouquets de solutions dans (N\{0})3
pour l’e´quation M++(a, ∂K, uθ). Pour les autres cas, la situation est assez diverse
en fonction des parame`tres a, ∂K, uθ, mais dans l’essentiel des cas le nombre d’em-
preintes de bouquet reste fini.
2.8. Les triplets de Cohn et leur utilisation. On dit qu’une solution
(m,m1,m2) ∈ (N\{0})3 d’une e´quation M s1s2(a, ∂K, uθ) est un triplet de Cohn
[144] si et seulement si on a m > m1 > m2. Toutes les solutions possibles dans
(N\{0})3 ne sont pas de ce type, comme le montre le cas ou` ε1 = ε2 et une per-
mutation de y et z dans l’e´quation e´tudie´e. Mais de telles solutions apparaissent
naturellement a` l’issue des calculs du chapitre pre´ce´dent. En effet toute paire de
suites X2 et T de´termine des fractions continues de plus en plus longues expliquant
a posteriori les ine´galite´s de´finissant les triplets de Cohn :
m2/k2 = [⊳X
∗
2 ], m1/k1 = [⊳X
∗
2 , c, T ], m/K1 = [⊳X
∗
2 , c, T, b,X2].
On a pu ve´rifier que les triplets de Cohn d’une meˆme empreinte de bouquet sont
donne´s par des chemins de T3 commenc¸ant par XY . A partir de telles suites,
on a mis au point un proce´de´ de construction d’un arbre de triplets de Cohn
pour nos e´quations [624]. On a utilise´ pour cela les combinaisons G, DD, GD,
des transformations G et D mises en e´vidence dans le groupe T3, ceci donne des
triplets de Cohn lorsque les suites associe´es sont bien de´finies, c’est-a`-dire a` coef-
ficients entiers positifs (comme vu dans [628] les ope´rateurs ⊳ et ⊲ peuvent cre´er
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des proble`mes correspondant au fait que le bouquet concerne´ n’est pas un arbre).
Pour cela on change d’abord l’e´quationM s1s2(a, ∂K, uθ) en une e´quation e´quilibre´e
M s1s2(c, ∂Kc, u) assurant la condition b = c et ne modifiant pas les suites X2 et T .
2.9. La construction algorithmique a` droite et a` gauche. Les formules
pour des transformations G, DD, GD, donnant un triplet de Cohn a` partir d’un
autre sont les suivantes pour l’e´quation M s1s2(c, ∂Kc, u) :
• La construction a` gauche est de´finie sur les suites par :
XG2 = (⊳T
∗, c,X2), TG = T.
On en de´duit
XG1 = (⊳X
∗
2 , c, T⊲, c, T ),
(SG⊲) = (X∗2 , c, T⊲, c, T
∗, c,⊳T ∗, c,X2).
L’e´quation diophantienne correspondant aux nouvelles suites et dont le triplet de
Cohn (mG,mG1 ,m
G
2 ) est une solution, s’e´crit :
M s2,s1(c, ∂Kc, ε1ε2u) : x
2 + ε1y
2 + ε2z
2 = (c+ 1)xyz + ε1∂Kcyz − ε1ε2ux.
• La construction a` droite est plus complexe. Ceci a e´te´ de´couvert dans [620].
On doit en re´alite´ distinguer deux cas. En partant deux fois a` droite, on de´finit
XDD2 = X
∗
2 , T
DD = (⊳X∗2 , c, T, c,X2⊲).
Ceci donne :
XDD1 = (⊳X2, c,⊳X
∗
2 , c, T, c,X2⊲),
(SDD⊲) = (X2, c,⊳X
∗
2 , c, T
∗, c,X2⊲, c,X∗2 ).
L’e´quation diophantienne correspondant aux nouvelles suites et dont le triplet de
Cohn (mDD,mDD1 ,m
DD
2 ) est solution, s’e´crit :
M s1,s2(c, ∂Kc, u) : x
2 + ε2y
2 + ε1z
2 = (c+ 1)xyz + ∂Kcyz − ε2ux.
• La construction a` gauche une fois apre`s un passage a` droite est de´finie avec :
XDG2 = (⊳X
∗
2 , c, T ), T
DG = (X∗2 , c, T
∗, c,X2).
Ceci donne pour les autres suites que l’on conside`re
XDG1 = (⊳T
∗, c,X2⊲, c,X∗2 , c, T
∗, c,X2),
(SDG⊲) = (T ∗, c,X2⊲, c,X∗2 , c, T, c,X2, c,⊳X
∗
2 , c, T ).
On trouve encore une e´quation diophantienne correspondant aux nouvelles suites,
dont le triplet de Cohn (mDG,mDG1 ,m
DG
2 ) est une solution :
M s2,s1(c, ε2∂Kc, ε1u) : x
2 + ε1y
2 + ε2z
2 = (c+ 1)xyz + ε1ε2∂Kcyz − ε1ux.
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2.10. Conse´quence pour la re´solution de nos e´quations. Les transfor-
mationsG,DD,GD, ont donne´ le re´sultat suivant pour l’e´quationM s1s2(c, ∂Kc, u) :
Proposition 2.10. Conside´rons un triplet de Cohn (m,m1,m2) associe´ a` deux
suites X2 et T , solution de l’e´quation diophantienne e´quilibre´e
M s1s2(c, ∂Kc, u) : x
2 + ε2y
2 + ε1z
2 = (c+ 1)xyz + ε2∂Kcyz − ux.
On obtient pour les e´quations diophantiennes transforme´es a` droite et a` gauche de
la pre´ce´dente les expressions
G :M s1s2(c, ∂Kc, u) 7−→M s2s1(c, ∂Kc, ε1ε2u),
DD :M s1s2(c, ∂Kc, u) 7−→M s1s2(c, ε2∂Kc, ε2u),
GD :M s1s2(c, ∂Kc, u) 7−→M s2s1(c, ε2∂Kc, ε1u).
De plus le processus de construction donne´ sur les suites fournit, lorsque les suites
sont bien de´finies, un triplet de Cohn solution de l’e´quation correspondante, de taille
strictement plus grande que celle du triplet (m,m1,m2). Il existe alors une infinite´
de solutions pour l’e´quation M s1s2(c, ∂Kc, u) et un nombre fini d’empreintes de
bouquets correspondantes.
La transposition a` des valeurs a ou b diffe´rentes de c ne pose pas de proble`me,
donnant un re´sultat analogue pour M s1s2(a, ∂K, uθ) ou M
s1s2(b, ∂K, u).
2.11. Construction des suites de de´part X2 et T . Les nombres ε1, ε2, a,
∂K, uθ sont donne´s par l’e´quation M
s1s2(a, ∂K, uθ) que l’on conside`re. Disposant
par la me´thode de re´solution de cette e´quation d’un triplet (m,m1,m2) ∈ (N\{0})3
de solutions, on peut construire deux suites associe´es X1 et X2 en re´solvant les
e´quations de Bezout en (K1, k1) et (K2, k2). On se rame`ne alors a` une e´quation
M s1s2(b, ∂K, u).
2.11.1. Cas particulier ou` ε1 = ε2. Dans tous les exemples e´tudie´s ou` ε1 = ε2,
on a trouve´ un cas ou` T = ∅. On a pu de´montrer que cette remarque est ge´ne´rale.
Proposition 2.11. Conside´rons une e´quation M s1s2(b, ∂K, u) ou` ε1 = ε2
x2 + ε2y
2 + ε2z
2 = (b+ 1)xyz + ε2∂Kyz − ux,
telle que l’on puisse trouver m1 et m2 dans N\{0} ve´rifiant
m21 − (b + ∂K + 1)m1m2 +m22 = −u− ε2.
Alors elle posse`de un triplet de solutions (m,m1,m2) tel que
m = m21 − ∂Km1m2 +m22.
En notant c = b + ∂K et dans le cas ou` l’on a m1 − cm2 ∈ N\{0}, condition
assure´e si u < 0, on peut construire une infinite´ de solutions de l’e´quation e´quilibre´e
associe´e graˆce aux transformations G, DD, GD, avec T = ∅ et X2 suite de´finie
avec k21 = m1 − cm2 > 0 par
m2
m1 − cm2 = [X2], det(MX2) = ε2.
Dans tous ces cas on a la solution (ε2,m1,m2) pour l’e´quationM
s1s2(b, ∂K, u) :
m21 − (b + 1 + ∂K)m1m2 +m22 = −u− ε2.
La valeur de ε1ε2 est une forte contrainte, elle impose εS = −1. En re´alite´, si
l’on e´tudie des nombres θa(S) on peut toujours changer la suite S en S
′ = (S, a, S),
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et se ramener avec cette dernie`re suite a` εS′ = −1. Moyennant cette transformation
d’allongement de la suite S, on peut par exemple dans l’e´tude des constantes de
Markoff faire en sorte que la contrainte ε1 = ε2 soit toujours ve´rifie´e. On peut
appliquer alors l’involution P de fac¸on a` ce que la longueur de la suite ⊳X1 soit
plus grande ou e´gale a` la longueur de la suite X2. Cette normalisation ne change
pas l’e´quation e´tudie´e mais donne naturellement un triplet de Cohn.
2.11.2. Cas ge´ne´ral pour ε1 et ε2. La proposition qui pre´ce`de a e´te´ ge´ne´ralise´e
au cas ou` l’on n’a plus ne´cessairement la condition ε1 = ε2 ni a fortiori la normali-
sation introduite avant. On a trouve´ par exemple pour T = (1) :
Proposition 2.12. On conside`re un triplet (m,m1,m2) ∈ Z3 ve´rifiant les deux
relations
−u− ε2 = m21 − (b+ ∂K + 1)m1m2 + ε1ε2m22,
m = m21 − ∂Km1m2 + ε1ε2m22.
Il est solution de l’e´quation M s1s2(b, ∂K, u). Si ce triplet correspond a` une suite
T = (1) avec laquelle on peut e´crire X1 = (⊳X
∗
2 , c, 1), on a
ε1 = −ε2, ∂K = (c− b), m1 = (c+ 1)m2 + k21,
u+ ε2 = m
2
2 − (c+ 1)m2k21 − k221 = Ψ(c,1)(m2, k21).
Avec c = b + ∂K et dans le cas ou` m1 − (c + 1)m2 ∈ N\{0}, condition assure´e si
u < 0, on peut construire une infinite´ de solutions de l’e´quation e´quilibre´e associe´e
graˆce aux transformations G, DD, GD, avec T = (1) et X2 suite de´finie avec
k21 = m1 − (c+ 1)m2 > 0 par
m2
m1 − (c+ 1)m2 = [X2], det(MX2) = ε2.
Les premie`res e´galite´s de cette proposition proviennent des relations suivantes
du cas ge´ne´ral, spe´cialise´es compte tenu de la suite T choisie :
−u− ε2µ = m− (b + 1)m1m2, µm = m21 − ∂Km1m2 + ε1ε2m22.
2.12. Remarques comple´mentaires. On a dans le cas ge´ne´ral une forme
quadratique Ψ(c,T )
u+ ε2µ = Ψ(c,T )(m2, k21) = (cκ2 + λ)m
2
2 − (cµ+ κ1 − κ2)m2k21 − µk221.
Le discriminant de Ψ(c,T ) est positif dans l’essentiel des cas, assurant que la forme
Ψ(c,T ) est inde´finie. Pour une valeur u donne´e et sachant que ε2 = ±1, l’e´quation
que l’on conside`re posse`de alors une infinite´ de solutions en (m2, k21) de`s qu’elle en
posse`de une. D’ou` une infinite´ de possibilite´s pour la suite X2 lorsque la suite T est
donne´e. Un calcul comparable est faisable de´terminant une infinite´ des possibilite´s
pour T lorsque X2 est donne´e. Ceci permet de comprendre autrement l’existence
de l’arbres des triplets de Cohn mis en e´vidence ci-dessus.
On a pu e´tablir :
Proposition 2.13. Dans les cas ou` ε1 = ε2 = 1, on a :
G = XY PX, GD = XY P, DD = XY.
Ces expressions expliquent autrement pourquoi, dans le cas correspondant, on
trouve des triplets de Cohn avec les trois transformations G, GD, DD. En effet on
a de´ja` indique´ que ces triplets sont caracte´rise´s par le fait qu’ils correspondent a`
des mots re´duits qui commencent par XY .
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2.13. Un exemple d’application. Tous les exemples peuvent eˆtre traite´s
graˆce aux me´thodes qui pre´ce`dent. On illustre ici sur un cas, celui des e´quations
M++(2, 0, u). Pour ∂K = 0, soit c = b. Avec ε1 = ε2 = 1 on obtient :
m1 = bm2 + k21,
m = (b2 + 1)m22 + 2bm2k21 + k
2
21 = m
2
2 +m
2
1,
u = (b − 1)m22 − (b− 1)m2k21 − k221 − 1 = Ψ(c,T )(m2, k21).
Ceci donne un triplet de Cohn ((bm2 + k21),m2, 1) pour l’e´quation M
++(b, 0, u).
Pour b = 2 et une infinite´ de valeurs u = −s < 0, l’e´quation M++(2, 0, u) a des
solutions (m,m1,m2) ∈ (N\{0})3, notamment si on a avec (p, q) ∈ (N\{0})2 :
s = p2 + q2 + 1− 3pq > 0.
On trouve une infinite´ de telles expressions avec les nombres de Fibonacci :
s = (1 + 4F 22t+1 − 2F2t+1F2t − F 22t) = F 22t+3 + F 22t + 1− 3F2t+3F2t > 0.
Dans d’autres cas, il n’y a aucune solution dans (N\{0})3. On a en effet e´tabli :
Proposition 2.14. Conside´rons une e´quation M++(2, 0, u) avec u < 0
x2 + y2 + z2 = 3xyz − ux.
Elle posse`de des solutions (m,m1,m2) ∈ (N\{0})3 si et seulement si on peut en
trouver une ve´rifiant
0 < m < s = −u, 0 < m2 <
√
(s−m)m.
Dans ce cas qui arrive pour une infinite´ de valeurs s > 0, elle posse`de une infinite´
de solutions. De plus pour 0 < s ≤ 50 l’e´quation M++(2, 0, u) n’admet aucune
solution lorsque l’on a
−u = s ∈ {1, 3, 7, 9, 11, 19, 23, 27, 31, 43, 47}.
Dans l’essentiel des cas on peut e´crire :
0 < s = p2k − 3pkpk−1 + p2k−1 + 1 < m = p2k + p2k−1, m2 = pk−1.
Les nombres pk et pk−1 se de´duisent de nombres de Fibonacci et donnent des
constantes de Markoff s’e´crivant :
C(θ2(S)) =
3pkpk−1 − 1√
9(p2k + p
2
k−1)2 − 4
<
1
3
.
Lorsque pk−1 augmente inde´finiment, ces constantes convergent vers la valeur (1/3).
Ceci a donne´ :
Proposition 2.15. Le spectre de Markoff quadratiqueMark a pour plus grande
valeur d’accumulation (1/3), par valeurs infe´rieures et par valeurs supe´rieures.
La dernie`re proposition peut se de´duire d’une autre expression :
−u = −(F 22t + 6F2t+1F2t − F4t+3) = F 22t+1 + F 22t + 1− 3F2t+1F2t < 0.
Pour une infinite´ des valeurs u > 0 l’e´quation M++(2, 0, u) a des solutions dans
(N\{0})3.
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2.14. La condition de divisibilite´ e´quivalente et ses conse´quences.
Toute e´quation diophantienne M s1s2(a, ∂K, uθ) se de´duit en re´alite´ d’une simple
condition de divisibilite´ :
m | m21 − ∂Km1m2 + ε2ε1m22.
Supposons que l’on note m21 − ∂Km1m2 + ε2ε1m22 = µm, en remplac¸ant dans
l’e´quation et simplifiant par m 6= 0 il reste
m+ ε2µ = (a+ 1)m1m2 − uθ.
Cette expression de´termine uθ. En la combinant avec la pre´ce´dente de fac¸on a`
a` e´liminer le terme µ, on retrouve l’e´quation M s1s2(a, ∂K, uθ) dont les proprie´te´s
essentielles sont donc contenues dans la seule condition de divisibilite´. Sans e´liminer
µ, on a aussi l’e´quationM−s1,−s2(a, ∂K, uθ+2ε2µ). Ceci illustre le phe´nome`ne des
e´quations a` solutions communes e´voque´ dans [627]. Si l’on note maintenant
∂a+1K = ε2(a+ 1)m+ ∂K = ε2((a+ 1)m+K1 −K2),
on a la condition de divisibilite´ e´quivalente
m | (m21 − (∂a+1K)m1m2 + ε1ε2m22) = φθ(m1,−ε2m2).
Le discriminant ∆0 = (∂K)
2− 4ε1ε2 commun aux pre´ce´dentes conditions de divis-
ibilite´ permet de classifier les e´quations singulie`res, c’est-a`-dire telles que ∆0 ≤ 0
ou ∆0 carre´ parfait, comme suit :
• Pour ε2 = 1, une e´quation M s1s2(a, ∂K, uθ) est dite pointue si elle est de
forme :
x2 + y2 + z2 = (a+ 1)xyz − uθx,
x2 + y2 + z2 = (a+ 1)xyz ± yz − uθx.
On dit qu’il s’agit d’une e´quation de´ge´ne´re´e lorsqu’elle s’e´crit :
x2 + y2 + z2 = (a+ 1)xyz ± 2yz − uθx,
x2 + y2 − z2 = (a+ 1)xyz − uθx.
• Pour ε2 = −1, une e´quation est dite pointue si elle s’e´crit :
x2 − y2 − z2 = (a+ 1)xyz − uθx,
x2 − y2 − z2 = (a+ 1)xyz ± yz − uθx,
On dit qu’on a affaire a` une e´quation de´ge´ne´re´e lorsqu’elle est de forme :
x2 − y2 − z2 = (a+ 1)xyz ± 2yz − uθx,
x2 − y2 + z2 = (a+ 1)xyz − uθx.
2.15. Le cas des e´quations ou` u = 0. Conside´rons un nombre de Markoff
θa(S) de´finissant la constante C(θa(S)). L’application du lemme de Dickson [209]
(ch.8, vol.2, p. 408-409) permet de faire l’hypothe`se que l’on a :
S∗ = (an, an−1, ..., a0), ∀i = 0, ..., n, ai ≤ a,
C(θa(S)) =
1
ξ0 − ξ′0
=
1
a+ [0, S, a] + [0, S∗, a]
=
m√
∆a(S)
.
Dans le cas ou` le minimum donnant la constante est obtenu pour un unique indice
j ∈ {0, 1, ..., (n+1)}, on dit que la constante est uniquement atteinte. Mais il peut
eˆtre obtenu sur plusieurs indices diffe´rents j ∈ {0, 1, ..., (n+ 1)}, on dit dans ce cas
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que la constante est multiplement atteinte. Si le minimum est atteint pour j = 0,
on dit que l’on est dans le cas super-re´duit.
Le cas super-re´duit de constante multiplement atteinte a donne´ :
Proposition 2.16. Dans le cas super-re´duit ou` la constante de Markoff de
θa(S) est obtenue pour deux indices diffe´rents 0 et j ∈ {1, ..., (n + 1)}, on a une
de´composition naturelle
S∗ = (X1, a,X2),
Avec les parame`tres associe´s a` la suite S∗, l’e´quation de Markoff associe´e s’e´crit
M s1s2(a, ∂K, 0)
x2 + ε2y
2 + ε1z
2 = (a+ 1)xyz + ε2∂Kyz.
La situation de´crite par cette proposition ge´ne´ralise celle de la the´orie de
Markoff classique. Pour ε1 = ε2 = 1, la condition u = 0 n’est d’ailleurs concili-
able avec la condition ∂K = 0 que lorsqu’on a a = 2. C’est le sens du re´sultat
de´montre´ par G. Frobenius [274]. Pour ge´ne´raliser l’e´quation de Markoff classique
a` d’autres cas identifie´s par la dernie`re proposition, on doit supposer ∂K 6= 0. Et une
re´ciproque de cette proposition est facile. Ces re´sultats ont permis d’e´tudier [628]
des e´quations comme M++(2, 2, 0) de solution (3, 1, 1), M++(2,−2, 0) de solution
(3, 2, 1), M++(3,−1, 0) de solution (3, 1, 1), ainsi que les constantes associe´es.
2.16. Application a` l’e´tude du spectre de Markoff. La me´thode d’anal-
yse du spectre de Markoff de´veloppe´e par l’auteur [625] a e´te´ illustre´e ci-dessus au
voisinage de (1/3). Elle consiste a` utiliser une e´quation donne´e M s1s2(a, ∂K, uθ)
pour de´crire un endroit particulier du spectre. Chaque solution d’une telle e´quation
fournit des suites X2 et T , et permet la construction d’une constante de forme
C(θa(S)) = C(Fθ) dans le spectre quadratique. Par ailleurs, les branches infinies
donne´es par tout bouquet de solutions de l’e´quation fournissent des points d’ac-
cumulation du spectre alge´brique Mark. Ces points peuvent correspondre, comme
dans la the´orie de Markoff classique a` des constantes de formes quadratiques a` coeffi-
cients re´els. Ce sont alors des constantes du spectre de Markoff complet. L’ope´ration
de passage de Mark au spectre complet ([180] Chapitre 3, [181]) correspond a` une
ope´ration de fermeture topologique. Le spectre de Markoff est ainsi analyse´ comme
superposition de sous-ensembles de constantes de nombres quadratiques θa(S) et
de leurs points d’accumulation. On a trouve´ ainsi de nouveaux trous du spectre et
e´value´ sa complexite´ au voisinage de (1/3).
On peut montrer avec l’expression de C(θa(S)) que cette constante est situe´e
dans le segment
Ua = [
1√
a2 + 4a
,
1√
a2 + 4
].
Le segment U1 est re´duit a` l’ensemble {1/
√
5} qui contient la plus grande constante
du spectre de Markoff. Le segment U2 donne dans sa partie supe´rieure, entre (1/3)
et (1/
√
8) les constantes fournies par la the´orie de Markoff classique. Ce sont des
nombres isole´s a` l’exception du plus petit (1/3) qui est un point d’accumulation
par valeurs supe´rieures de constantes de Markoff. Il est connu qu’au dessus de la
valeur (1/3, 334367...) de R. T. Bumby le spectre des constantes de Markoff est de
mesure nulle ([180] p. 76). Comme l’a montre´ Mary E. Gbur Flahive [285], cette
partie du spectre contient cependant une infinite´ de points d’accumulation dont la
valeur (1/(
√
5 + 1)) de´couverte par C. J. Hightower [342]. J. R. Kinney et T. S.
Pitcher ont affiche´ l’existence d’une infinite´ de trous dans le spectre de Markoff au
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dessus de (1/
√
12), aussi pre`s que souhaite´ de cette valeur qui est e´galement un
point d’accumulation de valeurs du spectre, mais l’existence de ces trous reste a`
confirmer ([619] IV 143). L’ensemble U2 ne rencontre pas l’ensemble U3, ce qui met
en e´vidence un trou bien connu du spectre de Markoff
]
1√
13
,
1√
12
[.
La valeur (1/
√
13) est la plus grande valeur de U3. Elle est isole´e comme l’a montre´
O. Perron ([180] p. 15) en exhibant le trou maximal
]
22
65 + 9
√
3
,
1√
13
[.
La plus petite valeur de U3 est (1/
√
21), elle est donc aussi comprise dans U4 dont
la plus grande valeur vaut (1/
√
20). Entre les deux dernie`res bornes cite´es se trouve
la valeur F de G. A. Freiman ([180] p. 55) situe´e au bord d’un trou du spectre, et
telle que toute valeur re´elle comprise entre 0 et F soit une constante de Markoff :
F−1 = 4 +
253589820+ 283748
√
462
491993569
.
C’est dans la partie basse de U2 et dans la partie haute de U3 que la distribution
des constantes de Markoff est la plus mal connue et que l’on travaille donc.
Lorsque la valeur de a augmente, le nombre de possibilite´s pour les suites T
et X2 s’accroˆıt. La distribution des constantes dans le segment Ua+1 est ainsi plus
complique´e que celle existant dans Ua. Toute constante C(θa(S)) de Ua dans cet
ensemble donne de plus graˆce au lemme de Dickson ([123] p. 408) une valeur de
Ua+1 elle-meˆme point d’accumulation du spectre. Ainsi la plus grande constante
du spectre de Markoff (1/
√
5) ∈ U1 donne le point d’accumulation (1/(1 +
√
5)) de
C. J. Hightower dans U2. L’article de W. R. Lawrence [464] montre un phe´nome`ne
comparable mais de plus grande complexite´, en e´tablissant que la distribution des
constantes de Markoff dans la partie basse de l’ensemble Ua est plus complique´e
que celle que l’on trouve dans sa partie haute.
De´crivant le spectre par valeurs de´croissantes, plus on se rapproche de 0 plus
sa complexite´ croˆıt. Apre`s une partie discre`te, puis une autre cantorienne, l’aspect
chaotique du spectre disparaˆıt d’un coup lorsqu’il devient continu sous la valeur de
Freiman F. Une telle structure ressemble a` celle du spectre d’un ope´rateur.
3. Perspectives
Une me´thode de re´solution des e´quationsM s1s2(a, ∂K, uθ) a e´te´ mise au point.
On a donne´ de nombreux exemples d’e´quations dont toutes les solutions sont con-
nues et entrent dans notre formalisme ge´ne´ral. Un projet important est de re´soudre
le maximum d’e´quations de ce type pour approfondir la connaissance du spectre
de Markoff. On peut automatiser cette re´solution. Une des difficulte´s pour fournir
des re´sultats ge´ne´raux concerne le calcul du maximum qui de´finit toute constante
de Markoff. Sur tous les cas pratiques ce n’est pas un proble`me graˆce a` la the´orie
du polygone de Klein [430].
La me´thode que l’on a de´veloppe´e pour e´tudier nos e´quations rend moins cru-
ciale une de´monstration de la conjecture de Frobenius, Cassels et Zagier [861] [108]
pour l’arbre de la the´orie de Markoff classique. On a d’ailleurs pu montrer dans [628]
que cette conjecture est bien spe´cifique a` la the´orie classique. On n’a pas de re´sultat
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analogue pour les triplets d’autres e´quations M s1s2(a, ∂K, uθ). La conjecture reste
cependant ouverte, et on peut l’aborder avec les proce´de´s qui ont e´te´ re´sume´s dans
ce qui pre´ce`de. Cependant, cette approche n’a pas encore permis de conclure.
La notion de hauteur est essentielle pour faire fonctionner l’algorithme que l’on
a mis au point pour re´soudre nos e´quations. En fait il s’agit simplement d’une
me´thode de descente infinie adapte´e de celle tre`s classique de Pierre De Fermat.
On dispose donc maintenant d’un ensemble d’exemples concrets d’e´quations dio-
phantiennes non comple`tement triviales sur lesquelles tester un certain nombre de
conjectures classiques sur les hauteurs ([457] chapitre 2).
On a vu dans le chapitre pre´ce´dent que nos e´quations e´taient aussi donne´es par
une formule de trace (voir [632]). La question se pose de savoir si toutes le sont.
Ceci revient a` approfondir la fac¸on dont le groupe du triangle T3 se plonge dans
GL(2,Z), et a` ge´ne´raliser l’approche de [629] par la trace a` toutes nos e´quations.
Un point particulier sur lequel l’auteur voudrait se pencher est le fait que tout
groupe de´nombrable G puisse eˆtre plonge´ en tant que sous groupe de GL(2,Z).
On pourrait ainsi de´finir une trace pour ses e´le´ments [468], et la question se pose
de savoir si cette trace de´pend du plongement que l’on conside`re. Ceci donnerait
aussi un de´but de re´ponse a` la proble´matique e´voque´e dans [9] et explicable par
le fait que tout groupe de matrices ferme´ dans GL(n,R) est un groupe de Lie
[41]. On pourrait aussi pour un tel groupe G conside´rer les relations ℜG et Gℜ
qui s’en de´duisent a` droite et a` gauche. On trouverait au quotient une structure
arborescente. Pour G d’indice fini dans GL(2,Z) ceci fait un lien avec la the´orie
des dessins d’enfants ([823] p. 99). Et lorsque G est fini, ceci fait un lien avec
l’interpre´tation de nos equations. Ce de´veloppement conduit a` ge´ne´raliser notre
article [629] avec une ve´ritable correspondance de Galois entre groupes finis ou
de´nombrables et structures arborescentes de´finies dans GL(2,Z), ainsi que sur une
approche de la the´orie de Galois inverse [733]. Les conse´quences pour les groupes
de tresses et les groupes de classes d’applications (mapping class groups au sens de
[74]) pourraient se re´ve´ler tre`s importantes. Ceux-ci sont en effet de´nombrables, et
seraient donc aussi plongeables dans GL(2,Z), tout comme les groupes GL(a+1,Z)
dont les proprie´te´s seraient donc accessibles par GL(2,Z), groupe dont on voudrait
aussi de´velopper l’arithme´tique.
Une perspective connexe est d’e´tendre ce qui pre´ce`de a` GL(a + 1,Z) et des
e´quations posse´dant un nombre plus grand de termes, comme par exemple celle
de´ja` e´tudie´e par A. Hurwitz qui ge´ne´ralise l’e´quation de Markoff classique [43] :
i=a∑
i=0
x2i = (a+ 1)
i=a∏
i=0
xi.
Les re´sultats sous-jacents relatifs a` des arbres Ta+1 a` a + 1 branches en chaque
noeud, et ge´ne´ralisantT3, pourraient s’ave´rer tre`s importants. Le lien entrevu dans
[629] avec le the´ore`me de Dyer et Formanek [497] laisse penser que des re´sultats
profonds entre Ta+1 et GL(a+ 1,Z) sont ainsi accessibles.
L’auteur envisage aussi d’e´tudier la fac¸on dont GL(2,Z) est utilisable pour
coder de l’information. Des ide´es de ce genre ont de´ja` e´te´ pre´sente´es par W. Magnus
qui a travaille´ pour la socie´te´ Telefunken apre`s 1930 (voir [510] p. 186).
CHAPITRE 3
Approche alge´brique
1. Introduction
La question e´tudie´e ensuite concerne la signification alge´brique de nos e´quations
diophantiennes M s1s2(a, ∂K, uθ). On a pu en donner une interpre´tation graˆce aux
re´seaux de rang 2 sur Z. Ceci a permis de poursuivre le classement de ces e´quations
diophantiennes avec ce qui est connu pour les corps quadratiques, et de re´interpre´ter
certains des re´sultats de´ja` obtenus. Une observation essentielle a e´te´ que tout re´seau
complet d’un corps quadratique donne en fait naissance a` une e´quation de Markoff
ge´ne´ralise´e, permettant d’envisager ses bouquets de solutions comme de´crivant des
relations entre des ide´aux d’ordres quadratiques. On a aussi montre´ comment nos
e´quations donnent des indications sur les points entiers et rationnels des courbes el-
liptiques en les plongeant dans des surfaces cubiques qui sont rationnelles. Ce point
fait apparaˆıtre un phe´nome`ne quantique de changement brutal des caracte´ristiques
d’une courbe elliptique re´elle lorsque le plan qui lui donne naissance a` l’intersec-
tion avec la surface cubique se de´place. Toute courbe elliptique re´elle peut eˆtre
obtenue ainsi, ceci ouvre une perspective inte´ressante. Le contenu de ce chapitre a
e´te´ pre´sente´ aux Journe´es Arithme´tiques de Lille [631].
2. Lien de nos e´quations avec des corps quadratiques re´els
Dans l’essentiel des cas le nombre ∆φ = ((a + 1)m + K1 − K2)2 − 4ε1ε2 est
positif. La condition de divisibilite´ condensant l’e´quation M s1s2(a, ∂K, uθ) s’e´crit :
4m | (2m1 − ∂a+1Km2)2 −∆φ(m2)2 = 4φθ(m1,−ε2m2).
Deux cas apparaissent selon la parite´ de ∂a+1K = ε2((a + 1)m + K1 − K2), que
l’on regroupe en posant
τ = 0 et d =
∆φ
4
si ∆φ ≡ 0 ( mod 4), τ = 1 et d = ∆φ si ∆φ ≡ 1 ( mod 4),
k =
∂a+1K − τ
2
∈ Z, ̟ = τ +
√
∆φ
2
=
τ +
√
d
2τ
,
P̟(x) =
(2x− τ)2 −∆φ
4
= x2 − τx − ∆φ − τ
4
.
Avec ces notations, la condition de divisibilite´ s’e´crit simplement
m | m22P̟(
m1 −m2k
m2
).
Dans le cas d’e´quations de´ge´ne´re´es, Q(
√
d) n’est pas un corps quadratique. Dans
le cas d’e´quations pointues, Q(
√
d) est un corps quadratique imaginaire, Q(i) pour
les cas pointus n◦1 ou` l’on retrouve la the´orie de Markoff classique, Q(j) pour les
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cas pointus n◦2. Dans les autres cas Q(
√
d) est un corps quadratique re´el lie´ a`
l’e´quation M s1s2(a, ∂K, uθ).
2.1. Construction de Z-modules complets. L’e´tude de la condition de
divisibilite´ mise en e´vidence est un proble`me tre`s classique de the´orie des nombres
(voir par exemple [465] Tome 1 p. 200). Elle s’interpre`te dans le corps quadratique
Q(
√
d) en posant avec δ =pgcd(m,m1,m2) > 0 :
c2 = m/δ, e2 ≡ (m2k −m1)/δ ( mod c2) avec 0 ≤ e2 < c2, f2 = m2/δ > 0,
Avec par exemple [252] (p. 11) ou [80] (pp. 144-169), elle signifie qu’il existe un
Z-module complet de Q(
√
d), dit aussi re´seau de rang 2 sur Z. Il s’agit d’un ide´al
de l’ordre Om2 = Z[m2̟] du corps quadratique Q(
√
d) note´
M⋄2 = (δ)(c2; e2 + f2̟) = {xm+ y(m2(k +̟)−m1) | x, y ∈ Z}.
L’anneau des stabilisateurs du re´seauM⋄2 est un ordreOc2 = Z[(m2/δ)̟] de Q(
√
d).
En tant que module sur Z le re´seau M⋄2 a pour norme N(M
⋄
2) = mδ. La forme
quadratique associe´e a` cette base est a` coefficients dans Z et s’e´crit :
fM⋄2 (x, y) =
1
δ
(mx2 + (m2∂
a+1K − 2m1)xy + (µ− ε2(a+ 1)m1m2)y2).
Le lien avec les formes quadratiques φθ(z, y) et Fθ(x, y) apparaˆıt alors en posant
z = mx−m1y et y = ε2m2y dans la forme fM⋄2 associe´e a` M⋄2 :
mδfM⋄2 (x, y) = φθ(z,y) = N(z− y(mθa(S)−K1)).
La forme φθ est donc une norme du corps quadratique Q(
√
d), ce qui explique sa
proprie´te´ de multiplicativite´. Les calculs pre´ce´dents mettent l’accent sur le re´seau
Mθ = {xm− ymθa(S) | x,y ∈ Z}, avec lequel on a obtenu :
Proposition 2.1. La forme quadratique associe´e a` [1,−(mθa(S) −K1)] base
de l’ordre maximal Oθ = Z[̟] = Z[−(mθa(S) −K1)] du corps quadratique Q(
√
d)
vaut, avec N(Oθ) = 1,
φθ(z,y) = fOθ (z,y) = N(z− y(mθa(S)−K1)).
Cet ordre contient un ide´al entier Mθ = {xm+ ymθa(S) | x,y ∈ Z}, de norme m,
et dont la forme quadratique associe´e a` la base [m,−mθa(S)] vaut
mFθ(x,y) = fMθ(x,y) =
N(x− ymθa(S))
N(Mθ)
.
2.2. D’autres Z-modules complets. L’ordre Om2 = Z[m2̟] est un sous-
anneau de l’ordre maximal Oθ. On peut poser avec son ide´al M⋄2 :
• Pour ε2 = 1 :
M2 =M
⋄
2 = {(x+ y((a+ 1)m2 − k2))m+ (ym2)mθa(S) | x, y ∈ Z} ⊂Mθ.
• Pour ε2 = −1 :
M2 =M
⋄
2 = {(x− y((a+ 1)m2 − k2))m− (ym2)mθa(S) | x, y ∈ Z} ⊂Mθ.
Avec le re´seau Mδθ = {xm− yδmθa(S) | x,y ∈ Z} de Q(
√
d), on a alors :
Proposition 2.2. Avec les notations pre´ce´dentes et les re´seaux introduits, la
condition de divisibilite´ donne les inclusions
M2 ⊂Mδθ ⊂Mθ, M2 ⊂Mδθ ⊂Mθ.
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2.3. Une de´composition en produit. Dans ce que l’on vient de voir, on
aurait pu permuter m1 et m2. D’ou` un calcul comparable a` ce qui pre´ce`de, dans
l’ordre Om1 = Z[m1̟] du meˆme corps quadratique Q(
√
d). Ceci de´finit un re´seau
M⋄1 = (δ)(c1; e1 + f1̟), sa norme mδ, sa forme quadratique associe´e de discrim-
inant (m21∆φ/δ
2), son anneau de stabilisateurs O(m1/δ) = Z[(m1/δ)̟]. La forme
quadratique associe´e se calcule facilement. L’ordre Om1 = Z[m1̟] est un autre
sous-anneau de l’ordre maximal Oθ qui permet de poser :
• Pour ε1 = −1 :
M1 =M
⋄
1 = {(x− yk1)m+ (ym1)mθa(S) | x, y ∈ Z} ⊂Mδθ ⊂Mθ.
• Pour ε1 = 1 :
M1 =M
⋄
1 = {(x+ yk1)m− (ym1)mθa(S) | x, y ∈ Z} ⊂Mδθ ⊂Mθ.
Il devient alors inte´ressant de conside´rer le produit M1M2, ce qui a bien un
sens ([252] p.20). En comple´tant avec les classes de similitude [252] (p. 22), on a
ainsi obtenu :
Proposition 2.3. Dans l’ide´al Mδθ={xm − yδmθa(S) | x,y ∈ Z} de l’ordre
Oθ = Z[̟] existent deux re´seaux
M1 = {(x− yk1)m+ (ym1)mθa(S) | x, y ∈ Z},
M2 = {(x+ y((a+ 1)m2 − k2))m+ (ym2)mθa(S) | x, y ∈ Z}.
Le premier est un ide´al de l’anneau Om1 = Z[m1̟]. Il posse`de pour anneau de
stabilisateurs O(m1/δ) = Z[(m1/δ)̟] et a pour norme mδ. Le second est un ide´al
de l’anneau Om2 = Z[m2̟]. Il posse`de en tant qu’anneau de stabilisateurs l’ordre
O(m2/δ) = Z[(m2/δ)̟] et a aussi pour norme mδ. Enfin on a
M1M2 = mMδθ = {xm2 − yδm2θa(S) | x,y ∈ Z},
ou avec les classes de similitudes des re´seaux [M1][M2] = [Mδθ]. On a des conditions
comparables pour les re´seaux conjugue´s.
2.4. Equation d’un Z-module complet quelconque. La donne´e d’un ide´al
I = (δ)(c; e + f̟) quelconque dans un ordre Om2 d’un corps quadratique Q(
√
d),
ou` d sans facteur carre´, conduit inversement a` une condition de divisibilite´ et a` une
e´quation diophantienne, et ceci pour toute valeur m2. Pour le voir, on ge´ne´ralise
les calculs pre´ce´dents en les prenant a` l’envers. Ceci a donne´ :
Proposition 2.4. Tout ide´al d’un ordre Om2 d’un corps quadratique quel-
conque Q(
√
d) de´finit une relation diophantienne. Avec les conditions ε′2 ∈ Z\{0}
et ε′1 = ε
′
2ε
′ ∈ Z elle s’e´crit
m2 + ε′2m
2
1 + ε
′
1m
2
2 = (a+ 1)mm1m2 − ε′2∂a+1m1m2 − u′m.
Elle correspond avec (m,m1,m2) ∈ (N\{0})3 aux conditions suivantes ou` ∂a+1 ∈ Z
et ε′ ∈ Z
m | (m21 − ∂a+1m1m2 + ε′m22), δ = pgcd(m,m1,m2).
Une telle e´quation en (m,m1,m2) ge´ne´ralise nos e´quations M
s1s2(a, ∂K, uθ).
Elle est diffe´rente de celles e´tudie´es dans [561] ou [682]. Elle correspond seule-
ment a` la donne´e d’un re´seau d’un corps quadratique. Le fait que toute forme
quadratique entie`re binaire inde´finie peut eˆtre re´duite, et donne donc une forme
de Markoff, montre que l’on peut traiter la re´solution des nouvelles e´quations ici
mises en e´vidence par les meˆmes moyens que ceux de´veloppe´s ci dessus. De telles
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e´quations ont par exemple e´te´ e´tudie´es par G. Rosenberger [682]. Remarquons
que la proposition que l’on vient de faire s’applique pour tout ide´al d’un ordre de
corps quadratique quelconque, meˆme avec d ne´gatif. La situation ici de´crite est
donc beaucoup plus ge´ne´rale que celle que l’on envisageait ci-dessus. La diffe´rence
est que l’on a ε′1 ∈ Z, ε′2 ∈ Z\{0}. La de´composition en produit de deux re´seaux
apparaˆıt maintenant lie´e au fait que l’on a ε′ = ±1, et donc que ∆φ est de forme
(∂a+1)2±4. Cette proprie´te´ permet d’e´changer les roˆles de m1 et m2 dans la condi-
tion de divisibilite´, donc de construire un autre ide´al avec lequel le produit d’ide´aux
peut eˆtre fait.
En re´alite´, pour parvenir a` la dernie`re proposition on a impose´ la contrainte
supple´mentaire que d soit sans facteur carre´. Si l’on admet au contraire de poser
∆φ = (∂
a+1)2±4 = λ2d, avec λ ∈ Z, ce qui ne change pas le corps quadratique que
l’on conside`re et conduit a` re´soudre un e´quation de Pell-Fermat pour identifier λ,
on peut de´velopper le calcul pre´ce´dent en imposant ε′1, ε
′
2 ∈ {−1,+1}. Ceci montre
que nos e´quations sont en fait aussi ge´ne´rales que les pre´ce´dentes. En choisir une
revient lorsqu’elle est non singulie`re a` conside´rer un re´seau complet dans un corps
quadratique, et non un re´seau quelconque d’un tel corps.
On a pu de´velopper cette approche en examinant la signification pour nos
e´quations du fait que les re´seaux correspondants sont strictement semblables, ainsi
que la traduction pour les re´seaux de l’action du groupe du triangle T3 sur les
solutions et de l’existence d’un nombre fini de bouquets de solutions. On trouve
dans [353] des indications sur l’interpre´tation ge´ome´trique qui peut eˆtre donne´e
de tels re´sultats. Le formalisme qui en de´coule permet de syste´matiser les re´sultats
disponibles sur le lien entre arbres, ordres maximaux et formes quadratiques, tels
que cite´s dans [610] ou [807] (p. 41). Le point essentiel en vue est un lien entre le
nombre de classes d’un corps quadratique et le nombre de bouquets de solutions
pour certaines de nos e´quations.
3. Lien de nos e´quations avec les courbes elliptiques
L’ide´e approfondie maintenant peut eˆtre comprise tre`s simplement de fac¸on
ge´ome´trique. Avec des variables (x, y, z) ∈ R3, on conside`re une surface cubique
re´elle d’e´quation M s1s2(b, ∂K, u). Coupe´e par un plan, elle donne une courbe cu-
bique dont on e´tablit dans diffe´rents cas qu’elle est elliptique. Disposant alors,
graˆce a` l’action du groupe T3, d’informations sur les points entiers de la surface, on
espe`re en de´duire des conse´quences pour les points entiers de la courbe elliptique.
Diffe´rentes tentatives faites pour concre´tiser cette ide´e sur l’e´quation de Markoff
classique se sont re´ve´le´es infructueuses. Mais on a pu la de´velopper sur nos e´quations
ge´ne´ralise´es, on va expliquer comment et pourquoi. On donne d’abord un exemple
pour montrer comment cette approche fonctionne.
3.1. Un exemple. On conside`re l’e´quation M++(2, 0,−2). On connaˆıt un
triplet de solutions (m,m1,m2) = (73, 8, 3). Il correspond aux parame`tres
K1 = K2 = 46, k1 = k12 = 5, k2 = k21 = 2.
Ces valeurs ve´rifient par exemple la relation 2m1 = 5m2+1. En la combinant avec
la relation M++(2, 0,−2) liant m, m1, m2, on obtient :
Proposition 3.1. Conside´rons la courbe re´elle E d’e´quation cubique
30xz2 − 4x2 + 6xz − 29z2 + 8x− 10z − 1 = 0,
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Il s’agit d’une courbe elliptique ou` existe un point entier (x, z) = (m,m2) = (73, 3).
Inversement tout point entier (x, z) = (m,m2) ∈ Z2 de cette courbe elliptique E
est de plus tel qu’il existe un point entier (x, y, z) = (m,m1,m2) ∈ Z3 situe´ sur la
surface cubique re´elle M++(2, 0,−2) d’e´quation
x2 + y2 + z2 = 3xyz + 2x.
La partie de´licate consiste a` de´montrer que E est bien elliptique. On utilise pour
cela l’algorithme de re´duction de Nagell [579], tel qu’il est pre´sente´ dans [140] ou
[157]. On renvoie a` [632] pour la de´monstration effective.
3.2. Cas singuliers. On de´signe par M s1s2(b, ∂K, u) la surface cubique que
l’on conside`re, note´e comme l’e´quation la de´finissant. On la coupe par un plan
Π(t1,ρ,t2,ρ) d’e´quation u = t1,ρz − t2,ρy. Cette e´quation de´rive de l’expression de u
de´ja` vue, sachant que l’on note avec ρ ∈ Z
t1,ρ = k1 + k12 − ρm1 = t1 − (ρ− 1)m1, t2,ρ = k2 + k21 − ρm2 = t2 − (ρ− 1)m2.
L’intersection est une courbe que l’on note E(t1,ρ,t2,ρ).
Le calcul pre´ce´dent ne peut absolument pas fonctionner pour l’e´quation de
Markoff classique M++(2, 0, 0) car elle donne t1 = t2 = u = 0. Dans un tel cas
dit totalement singulier, le plan Π(t1,ρ,t2,ρ) avec lequel couper notre surface cu-
bique n’est pas de´fini. A fortiori, on n’obtient pas une courbe elliptique, meˆme
en changeant la valeur de ρ. De nombreux cas totalement singuliers ont pu eˆtre
fabrique´s. Hors ces cas qu’on laisse maintenant de coˆte´, on voit que d’autres situa-
tions dites partiellement singulie`res se pre´sentent. Le plan Π(t1,ρ,t2,ρ) est calculable,
mais son intersection avec la surface cubique M s1s2(b, ∂, u) est une courbe de degre´
infe´rieur ou e´gal a` 2. On a donne´ des exemples dans [632].
3.3. Cas ge´ne´ral. On conside`re maintenant les cas non singuliers ou` l’on
a ne´cessairement t1,ρt2,ρ 6= 0. Pour la courbe cubique E(t1,ρ,t2,ρ) on trouve une
e´quation a` coefficients entiers. L’algorithme de Nagell peut lui eˆtre applique´. Hors
quelques cas particuliers que l’on peut expliciter, la courbe fabrique´e par cet algo-
rithme est elliptique. Les cas qui e´chappent peuvent eˆtre e´tudie´s de fac¸on se´pare´e.
De sorte qu’on a mis en e´vidence pour toute surface cubique re´elle M s1s2(b, ∂K, u)
un ensemble de courbes elliptiques E(t1,ρ,t2,ρ) qui lui sont attache´es, et de points
entiers en nombre fini sur la courbe E(t1,ρ,t2,ρ) qui sont e´galement sur la surface. En
se limitant a` ρ = 0, tout point entier de la surface cubiqueM s1s2(b, ∂K, u) apparaˆıt
sur une courbe elliptique E(t1,ρ,t2,ρ) contenue dans la surface.
Inversement, si l’on conside´re un point entier (x, z) = (m,m2) ∈ Z2 d’une
courbe elliptique E(t1,ρ,t2,ρ), son e´quation fournit dans Z une condition qui impose
que m1 soit rationnel. La forme particulie`re de l’e´quation de degre´ 2 en m1 de´duite
de l’e´quation M s1s2(b, ∂K, u) montre alors qu’en re´alite´ m1 est entier.
En d’autres termes les points entiers de la courbe E(t1,ρ,t2,ρ) sont exactement les
points entiers de la surface M s1s2(b, ∂K, u) qui sont situe´s dans le plan Π(t1,ρ,t2,ρ).
Par le the´ore`me de Mordell ([561] chapter 27), on ne trouve qu’un nombre
fini de points entiers sur la courbe E(t1,ρ,t2,ρ). Cependant, en ge´ne´ral la surface
M s1s2(b, ∂K, u) posse`de une infinite´ de points entiers comme on l’a vu avec les
contructions arborescentes faites au moyen des triplets de Cohn. Ils se classent
d’ailleurs, dans le cas le plus ge´ne´ral, en un nombre fini d’orbites pour l’action
du groupe T3. Ceci permet de classer les points de la courbe E(t1,ρ,t2,ρ). Pour
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des comple´ments sur les points entiers des courbes elliptiques et leur calcul effec-
tif, on renvoie a` [757] (XIII.3.). Une e´tude plus globale de cette situation reste a`
faire, sachant que le contexte des surfaces elliptiques ([748] chapter 3) fournit des
e´le´ments de compre´hension inte´ressants et que l’on peut conside´rer des plans plus
ge´ne´raux avec lesquels couper la surface.
3.4. Description ge´ome´trique de la surface cubique. La surface re´elle
cubiqueM s1s2(b, ∂K, u) peut eˆtre e´tudie´e avec des me´thodes classiques de ge´ome´trie
alge´brique (voir par exemple [329]). On complexifie les variables pour simplifier les
e´nonce´s lorsque c’est ne´cessaire.
3.4.1. Points singuliers. L’e´quation de´finissant la surface est d’ordre 3 est :
F (x, y, z) = (b+ 1)xyz − x2 − ε2y2 − ε1z2 + ε2∂Kyz − ux = 0.
Les points singuliers non a` l’infini, points doubles lorsqu’ils existent, sont calcula-
bles :
x = 0, ∂K = ±2, 2z = ∂Ky, u = (b+ 1)yz,
x = u = (ε2ε
′(b+ 1)y2/3), ε2∂K = 2ε′ − u(b+ 1), z = ε2ε′y.
En dehors de tous ces cas qui sont assez nombreux et contiennent par exemple la
the´orie de Markoff classique, la surface ne posse`de pas de point singulier, et est
donc non singulie`re.
3.4.2. Ge´ne´ratrices. La surface a des points doubles a` l’infini, les points a` l’infini
des axes du repe`re. Il s’agit des sommets A, B, C, d’un triangle dont les coˆte´s sont
des ge´ne´ratrices, c’est-a`-dire des droites contenues dans la surface, mais dans ce
cas situe´es a` l’infini sur la surface. Par construction, les autres ge´ne´ratrices de la
surface sont a` distance finie et paralle`les a` l’un des plans de coordonne´es. Elles
peuvent toutes eˆtre calcule´es [632]. Au total il existe huit ge´ne´ratrices paralle`les
au plan yOz. Par le meˆme proce´de´ on obtient huit ge´ne´ratrices paralle`les au plan
xOy et huit ge´ne´ratrices paralle`les au plan xOz.
Au total, on trouve ainsi les (3×8)+3 = 27 ge´ne´ratrices re´elles ou complexes de
Cayley et Salmon pour la surface cubique e´tudie´e [338]. En utilisant une me´thode
classique (par exemple [84] p. 466) on en de´duit une repre´sentation rationnelle de
la surface qui ne fait que traduire dans ce cas particulier le fait que toute surface du
troisie`me ordre est rationnelle (unicursale). Il est inte´ressant d’expliciter une telle
repre´sentation rationnelle deM s1s2(b, ∂K, u) pour comprendre, a` l’intersection avec
des plans comme ceux utilise´s dans ce qui pre´ce`de, les conse´quences pour les courbes
elliptiques que l’on a mises en e´vidence ci-dessus. Dans le cas ou` un point double
existe a` distance finie sur la surface, toute droite passant par ce point de´finit aussi
une telle repre´sentation rationnelle de la surface cubique. Dans les autres cas, on
peut e´galement appliquer la me´thode de la tangente due a` B. Segre [715] pour
construire une repre´sentation rationnelle de la surface.
3.4.3. Repre´sentation rationnelle de la surface cubique re´elle. On a de´crit dans
[632] la construction d’une telle repre´sentation. On conside`re la trace de la surface
d’e´quationM s1s2(b, ∂K, u) dans le plan (b+1)x+ε2∂K = 0. C’est en dehors de cas
limites ou impossibles, une conique. Ceci permet de conside´rer un point Ω(X ,Y,Z)
sur cette conique dont les coordonne´es sont e´crites avec un premier parame`tre µ.
On passe alors dans un repe`re d’origine Ω avec x = X+x0, y = Y+y0, z = Z+z0.
L’e´quation de la surface s’e´crit alors avec des polynoˆmes homoge`nes Φi de degre´ i
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en x0, y0, z0 :
Φ3(x0, y0, z0) + Φ2(x0, y0, z0) + Φ1(x0, y0, z0) = 0.
Le plan tangent en Ω a` la surface a pour e´quation Φ3(x0, y0, z0) = (b+1)x0y0z0 = 0.
On change a` nouveau de repe`re en l’utilisant pour poser
x1 = x0, y1 = y0, z1 = ((b + 1)YZ − 2X − u)x0 − 2ε2Yy0 − 2ε1Zz0.
L’e´quation de la surface s’e´crit avec des polynoˆmes Ψi de degre´ i en x1, y1, z1 :
Ψ3(x1, y1, z1) + Ψ2(x1, y1, z1) + Ψ1(x1, y1, z1) = 0.
Avec une droite d’e´quation z1 = 0 et x1 = λy1 passant par le point double Ω du
plan tangent, et coupant donc la surface en un troisie`me point dont les coordonne´es
sont calculables, on obtient une repre´sentation en λ et µ en remplac¸ant X , Y, Z,
par leurs expressions en fonction de µ et en re´duisant les formules qui en re´sultent.
Ceci donne une repre´sentation birationnelle a` deux parame`tres λ et µ de la sur-
face M s1s2(b, ∂K, u) qui est donc ([329] p. 422) une surface re´elle rationnelle de
dimension de Kodaira κ = −1. Il en de´coule la possibilite´ de la comparer a` un plan
projectif re´el construit sur les deux variables λ et µ. Cette repre´sentation de´ge´ne`re
en celle utilise´e par H. Cohn dans l’article [148] et due a` R. Fricke [270] pour le cas
de la the´orie de Markoff classique. On trouve dans [40] des re´fe´rences pour obtenir
d’autres repre´sentations rationnelles des surfaces M s1s2(b, ∂K, u). Elles donnent la
possibilite´ de de´crire l’ensemble des points rationnels E(Q) des courbes elliptiques
E que l’on introduit a` l’intersection de la surface cubique avec un plan d’e´quation
rationnelle. Ces points sont parame´tre´s au moyen de λ et µ ve´rifiant une contrainte
alge´brique supple´mentaire en remplac¸ant y et z par leurs expressions dans la rela-
tion de´finissant le plan.
4. Perspectives
Le dernier sujet e´voque´, ou` changer de plan revient a` de´former la courbe el-
liptique re´elle E avec de temps en temps des sauts quantiques pour les structures
alge´briques qu’elle porte, reste entie`rement a` explorer. On a pense´ a` l’utiliser par
pour construire des courbes elliptiques de grand rang. La surface M s1s2(b, ∂K, u)
est utilise´e pour controˆler la ge´ome´trie des courbes elliptiques re´elle E qu’elle con-
tient. Ces courbes ne sont d’ailleurs pas rationnelles. Elles donnent un bon exemple
de la remarque bien connue ([477] p.171) que les sections planes d’une surface ra-
tionnelle ne sont pas ne´cessairement des courbes rationnelles. La me´thode suivie a
consiste´ a` utiliser la plus petite varie´te´ rationnelle contenant une varie´te´ alge´brique
donne´e pour e´tudier cette dernie`re. Remarquons que l’on peut adapter a` la surface
M s1s2(b, ∂K, u) la construction de la structure de groupe d’une courbe elliptique.
On trouve dans [440] (chapter 1) une approche moderne des surfaces cubiques
X non singulie`res montrant comment elles permettent de construire un re´seau Z7
e´quipe´ d’un produit scalaire de signature (1,−6). Ce re´seau peut eˆtre de´crit en terme
d’homologie ou de cohomologie. Il est e´gal a` son groupe de classes de diviseurs
Pic(X). Sur de telles surfaces, on peut de´velopper une the´orie de Galois avec le
groupe de Weyl W (E6), qui correspond aux permutations de leurs 27 droites dans
45 plans tritangents [329] (p. 405). On met ainsi en e´vidence pour une telle cubique
sur C un groupe simple a` 29520 e´le´ments que l’on peut repre´senter comme groupe
unitaire U4(2) sur le corps F4, comme groupe symplectique PSp4(3) sur le corps
F3, comme groupe orthogonal O
−
6 (2) sur le corps F2 [168]. Les surfaces cubiques
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sont en particulier des exemples bien connus de surfaces Del Pezzo [329] (p.401).
En se limitant au cas re´el, la the´orie de Galois que l’on vient d’e´voquer donne
des indications sur les configurations que l’on peut trouver. On trouve dans [373]
(chapitres 5 et 6) de magnifiques de´veloppements autour de W (E6). On a un lien
e´vident avec un syste`me de Steiner particulier, le plan projectif d’ordre 2 dit plan de
Fano [33] (p.4), certains syste`mes re´guliers de poids [695] (p. 522), et les alge`bres
de Lie [475]. Les surfaces re´elles M s1s2(b, ∂K, u) rele`vent de cette approche.
Il est aussi possible d’envisager la transposition de l’article de M. H. E`l’-Huti
[244]. Des de´veloppements comparables a` ceux de [515] [516] (p. 89) permettent
de calculer le groupe de tous les automorphismes birationnels de la surface cubique
M s1s2(b, ∂K, u), et de ve´rifier que son action sur l’ensemble des solutions entie`res de
l’e´quation diophantienne correspondante est transitive. Le re´sultat obtenu est essen-
tiellement le meˆme que celui de E`l’-Huti. Il donne une repre´sentation ge´ome´trique
du groupe T3 par le groupe des transformations de la surface engendre´ par des
re´flexions par rapport aux points doubles a` l’infini A, B, C. Ce groupe agit
transitivement dans l’ensemble des solutions entie`res de l’e´quation diophantienne
M s1s2(b, ∂K, u). Ceci permet de disposer d’une interpre´tation ge´ome´trique expli-
quant avec le groupe du triangle T3 les structures arborescentes que l’on a constru-
ites avec les triplets de Cohn.
On peut e´galement caracte´riser en tant que groupe d’automorphismes bira-
tionnels de la surface le groupe engendre´ par T3 et le groupe W de tous les au-
tomorphismes projectifs de la surface qui sont bire´guliers en dehors de l’ensemble
des points des coˆte´s du triangle A, B, C. Ceci permet de de´crire le groupe de
Brauer de la surface M s1s2(b, ∂K, u) et d’e´tudier sur des exemples non triviaux des
proble`mes comtemporains de ge´ome´trie arithme´tique [457] [169] [368]. On renvoie
a` [516] [156] [772] [731] [155] [392] [40] [749] pour la perspective de´ja` envisage´e
dans [624] indiquant qu’il n’y a pas de contre exemple au principe de Hasse sur
nos e´quations. Une piste d’e´tude qui paraˆıt aussi prometteuse [155] (p. 397) est de
faire un lien avec les surfaces de Severi-Brauer construites avec la norme d’un corps
cubique. Cette construction de F. Chaˆtelet fait jouer un roˆle particulier au groupe
des permutations de trois e´le´ments, groupe que l’on repre´sente sur nos surfaces par
des transformations ge´ome´triques permutant les points doubles A, B et C. L’e´tude
du lien avec les surfaces elliptiques ([329] (chapitre V) [740] [272]) est e´galement
une piste que l’on voudrait approfondir, en recherchant quel type d’ensemble on
doit extraire pour passer d’un type de surface a` un autre.
Les autres re´sultats obtenus ont montre´ que nos surfaces ont un lien e´troit avec
des re´seaux complets des corps quadratiques, raison pour laquelle on pense qu’elles
ne donnent pas de contre-exemple au principe de Hasse. Diffe´rentes perspectives ont
e´te´ identifie´es, dont celle de relier arbres et ordres. L’interpre´tation locale sur nos
surfaces cubiques de tous ces re´sultats est possible. Une autre ide´e est d’e´clairer la
re´flexion sur les grandes conjectures non encore re´solues sur les courbes elliptiques
[845]. On peut passer des corps quadratiques a` des corps plus ge´ne´raux et chercher
a` transposer ce qui pre´ce`de.
CHAPITRE 4
Approche analytique
1. Introduction
La the´orie de Markoff classique, notamment dans la pre´sentation de Harvey
Cohn [143], est lie´e a` la ge´ome´trie de certains tores perce´s conformes et a` leurs
ge´ode´siques. La question qui s’est pose´e a e´te´ de savoir s’il en est de meˆme de la
ge´ne´ralisation que l’on a mise au point pre´ce´demment. Ce proble`me a e´te´ re´solu.
Pour le faire on a caracte´rise´ d’abord les tores perce´s, puis on a fait le lien avec
les matrices mises en e´vidence dans les calculs des chapitres pre´ce´dents. Ceci est
possible graˆce a` une e´quation ge´ne´ralisant celle de Markoff a` tout tore perce´ con-
forme. Elle justifie a posteriori le bien fonde´ du choix des e´quationsM s1s2(b, ∂K, u)
que l’on a mises en avant. Les de´finitions utilise´es pour la ge´ome´trie hyperbolique
sont classiques et issues de [632]. On a pu a` partir de la` effectuer une classifica-
tion des tores perce´s conformes construits sur un meˆme tore perce´ topologique.
L’originalite´ de ce qui suit re´side essentiellement dans le traitement rigoureux des
tores perce´s paraboliques. Il confirme que ces tores sont donne´s par l’e´quation de
la the´orie de Markoff classique. Le fait que l’on caracte´rise re´ellement ainsi tous
les groupes de Fricke a e´te´ e´nonce´ il y a longtemps ([273] [681] [418]), mais les
nombreuses de´monstrations qui existent dans la litte´rature pre´sentent des lacunes
([293] p. 3), ce qui ne semble pas le cas de notre approche. On donne dans la suite
un exemple d’e´nonce´ que l’on est oblige´ de prendre avec une grande prudence. Le
contre-exemple que l’on a donne´ dans le cas d’un tore perce´ hyperbolique a montre´
qu’il est associe´ a` un groupe non libre semble comple`tement nouveau. Et le lien
de´couvert avec une proble´matique de ge´ome´trie alge´brique donne une perspective
de compre´hension commune pour les deux cas pre´ce´dents. Elle relie le groupe de
matrices que l’on conside`re a` un groupe de diviseurs d’une surface. Ceci a permis
d’e´laborer le point de vue analytique de la the´orie dont le point de vue alge´brique
a e´te´ esquisse´ au chapitre pre´ce´dent [732]. Le texte qui suit de´veloppe l’approche
qui a conduit a` ces re´sultats. Ils ont e´te´ pre´sente´s lors de confe´rences faites en 1996-
1997 a` une e´cole the´matique du CNRS [622] et a` l’Institut des Mate´riaux du Mans
[471].
2. Construction de tores perce´s conformes
Les tores perce´s e´tudie´s sont construits a` partir du demi-plan de Poincare´ H.
On indexe de fac¸on naturelle chacun d’eux par des n-uplets de nombres re´els. Ces
nombres sont lie´s par des relations qui les organisent en un nouvel objet ge´ome´trique
V . On construit donc un ensemble de surfaces de Riemann (H/Γs)s∈V , des tores
perce´s dont le support topologique est le meˆme, mais dont la ge´ome´trie est de´crite
d’une fac¸on particulie`re en chaque point de l’objet s ∈ V . Cette approche, qui
revient a` parame´trer des structures de surfaces de Riemann diffe´rentes existantes
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sur un meˆme objet topologique, est celle de la the´orie de Teichmu¨ller [419] [380]
[720] [578]. On l’a de´veloppe´e sur les tores perce´s en e´voquant le proble`me du choix
de l’objet V le plus pertinent et des variables que l’on peut cacher en raisonnant a`
e´quivalence conforme ou isome´trique pre`s de H.
2.1. Les deux matrices d’un tore perce´ conforme. Pour construire un
tore perce´ T • par extraction d’un point, on utilise quatre ge´ode´siques de H note´es
αs, sβ, βp, pα, ne se coupant pas, et dont les extre´mite´s α, s, β, p, sont situe´es sur la
droite re´elle qui constitue le bord de H. Elles de´limitent un domaine quadrangulaire
de H. On convient que les sommets α, s, β, p, apparaissent dans cet ordre lorsque
l’on de´crit ce bord de −∞ a` +∞. Il s’agit de nombres re´els. Mais on suppose que
p peut e´ventuellement prendre une valeur infinie. En effet les points −∞ et +∞
du bord de H sont confondus au seul point a` l’infini ∞, compactifiant ce bord en
une droite projective S1 = P1(R). Ce bord compactifie H lui-meˆme d’une certaine
fac¸on, sous forme d’une demi-sphe`re ferme´e (ou d’un disque ferme´). Pour retrouver
le tore perce´ a` partir de la`, on identifie deux a` deux les ge´ode´siques pre´ce´dentes par
des transformations
tA : αp→ sβ, tB : αs→ pβ.
Ceci revient a` construire le tore en collant graˆce a` tA et tB les bords du domaine
quadrangulaire de´fini ci dessus. Dans cette ope´ration, le point extrait du tore cor-
respond aux quatre points α, s, β, p, qui sont identifie´s par tA ou tB. Ils n’ont pas
d’image dans l’objet construit car ils sont situe´s au bord de H et non dans H.
Pour conserver un maximum de proprie´te´s ge´ome´triques, et pas seulement les
proprie´te´s topologiques sous jacentes, les transformations tA et tB doivent eˆtre des
isome´tries de H pour sa me´trique habituelle. Si on veut qu’elles conservent aussi
l’orientation et les angles, elles doivent eˆtre des transformations conformes tA et tB
donne´es par des matrices A et B de SL(2,R). Avec les extre´mite´s des ge´ode´siques,
les matrices A et B remplissent des conditions qui permettent de les calculer en
fonction des nombres α, s, β, p :
Proposition 2.1. A une conjugaison pre`s par une matrice M de SL(2,R), on
a la repre´sentation parame´trique suivante pour les matrices A et B de´finissant un
tore perce´ conforme, construites dans SL(2,R) avec α < 0 et β > 0 :
A =
[
cβ −cαβ
c (1/cβ)− cα
]
ou` c 6= 0,
B =
[
c′α −c′αβ
c′ (1/c′α)− c′β
]
ou` c′ 6= 0.
De telles matrices sont associe´es aux valeurs α < 0, s = 0, β > 0, et p = ∞, du
bord de H, qu’elles transforment comme suit :
A(α) = s, A(p) = β, B(β) = s, B(p) = α.
Elles donnent pour les ge´ode´siques associe´es de H
A(αp) = sβ, B(αs) = pβ.
Les expressions donne´es pour A et B dans cette proposition re´sultent du calcul
de leur de´terminant qui vaut 1. Raisonner a` e´quivalence conforme pre`s deH a permis
de cacher deux parame`tres. Ceux qui restent de´finissent un objet ge´ome´trique re´el
V de dimension 4 graˆce auquel on indexe toutes les possibilite´s de couples (A,B).
A e´quivalence conforme pre`s de H, on indexe toutes les possibilite´s de tores perce´s
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conformes avec les parame`tres conserve´s (α, β, c, c′) ∈ V . L’objet ge´ome´trique V est
de´fini par les contraintes
α < 0, β > 0, c 6= 0, c′ 6= 0.
2.2. Le groupe fuchsien d’un tore perce´ conforme. Ayant identifie´ deux
matrices A et B par le re´sultat pre´ce´dent, on conside´re dans SL(2,R) le groupe
qu’elles engendrent G = gp(A,B). Son image par le morphisme canonique ψ de
SL(2,R) dans PSL(2,R) est note´e
Γ = PG = Pgp(A,B) = G/G ∩ {±12} = gp(ψ(A), ψ(B)) = gp(a, b).
Ce groupe de transformations conformes agit sur le demi-plan de Poincare´ H. Au
quotient, on trouve un tore perce´ par extraction d’un point T •Γ = H/Γ. En trans-
portant la me´trique de H sur ce quotient, la projection H → T •Γ devient une appli-
cation conforme. On dit que A et B sont les matrices du tore perce´ conforme T •Γ
et que le groupe Γ = gp(A,B) est un groupe fuchsien de´finissant T •Γ . Evidemment,
un meˆme tore perce´ T •Γ peut correspondre a` d’autres couples de ge´ne´rateurs (A,B)
de G et a` d’autres couples de ge´ne´rateurs (a, b) du groupe Γ.
2.2.1. Notion de groupe de Fricke. La the´orie de Markoff classique [143] entre
dans le cadre ge´ome´trique que l’on vient de pre´senter avec
c = β = −c′ = −α = 1,
A = A0 =
[
1 1
1 2
]
, B = B0 =
[
1 −1
−1 2
]
.
Ces deux matrices engendrent [511] le sous-groupe normal de´rive´ du groupe discret
SL(2,Z), d’ou` un groupe fuchsien de PSL(2,Z) isomorphe a` F2, le groupe libre
de rang 2. Ge´ne´ralisant cet exemple, on dit qu’un groupe fuchsien Γ = PG est un
groupe de Fricke si et seulement s’il ve´rifie les deux conditions [681] [700] :
(1) : Le groupe Γ est isomorphe a` un groupe libre a` deux ge´ne´rateurs F2 = Z ∗ Z.
(2) : La surface de Riemann H/Γ posse`de un espace topologique support qui est
home´omorphe a` un tore topologique perce´ par extraction d’un point.
Dans le cas ge´ne´ral, il n’est pas toujours simple de de´montrer que Γ est un groupe
fuchsien [293]. Il n’est pas non plus ne´cessairement facile de montrer que l’on a af-
faire a` un groupe libre [588]. Pour cela, on a besoin de connaitre un minimum des
proprie´te´s des matrices A et B. Dans la suite on donne un exemple qui montre que
certains re´sultats classiques dans ce domaine [496] [661] sont a` appliquer avec pru-
dence. Notre de´finition meˆme des groupes de Fricke n’est pas la plus commune´ment
admise. On trouve par exemple dans [66] une de´finition des groupes modulaires
de Fricke qui englobe celle qui pre´ce`de. Ces de´finitions trouvent leur origine dans
l’ouvrage [273].
2.2.2. Image inverse. Notons a et b les deux ge´ne´rateurs du sous-groupe fuch-
sien Γ de PSL(2,R), et soient A et B deux images inverses respectives de a et b. On
peut conside´rer en remontant a` SL(2,R) quatre sous-groupes a` deux ge´ne´rateurs
d’image Γ dans PSL(2,R) par la projection canonique ψ
gp(A,B), gp(−A,B), gp(A,−B), gp(−A,−B).
Les points correspondants α, s = 0, β, p = ∞, de´finis par chacun des groupes
pre´ce´dents sont identiques. En conside´rant les quatre possibilite´s pre´ce´dentes, on
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dit que gp(A,B) est le groupe principal de´fini par Γ si et seulement si on a
tr(A) ≥ 0, tr(B) ≥ 0.
On dit que les trois autres groupes gp(−A,B), gp(A,−B), gp(−A,−B), sont les
groupes conjugue´s de gp(A,B). La remonte´e d’un groupe Γ ⊂ PSL(2,R) en un
groupe G ⊂ SL(2,R) dont Γ est l’image est e´tudie´e dans [446]. On a :
Proposition 2.2. Le groupe principal gp(A,B) de´fini par un groupe de Fricke
Γ = gp(a, b) est libre. La projection canonique ψ telle que ψ(A) = a et ψ(B) = b est
un isomorphisme de gp(A,B) sur gp(a, b). Pour les groupes conjugue´s on a aussi
des isomorphismes
ψ : gp(A,−B) ≃ Γ, ψ : gp(−A,B) ≃ Γ, ψ : gp(−A,−B) ≃ Γ.
Enfin, on a pour l’oppose´ de la matrice unite´
−12 /∈ gp(A,B), −12 /∈ gp(A,−B), −12 /∈ gp(−A,B), −12 /∈ gp(−A,−B).
2.3. Hyperbolicite´ des deux matrices d’un tore perce´. Avec l’expres-
sion calcule´e la matrice A et de B, on a facilement [408] :
Proposition 2.3. Les matrices A et B d’un tore perce´ T •Γ sont hyperboliques,
c’est-a`-dire telles que :
|tr(A)| > 2, |tr(B)| > 2.
Elles posse`dent chacune deux points fixes re´els non a` l’infini sur le bord de H, et une
ge´ode´sique invariante qui les relie, son axe. En particulier, pour le groupe principal
gp(A,B) d’un tore perce´ conforme, on a tr(A) > 2, tr(B) > 2.
La position respective des extre´mite´s des axes, les points fixes a+, a−, b+, b−,
de A et B, n’est pas indiffe´rente, ou ce qui revient au meˆme le fait que les axes de A
et B se coupent dans H. Ces deux axes ne peuvent d’ailleurs eˆtre identiques que si
l’on a c′2α = c2β. Or les signes de α et β garantissent que cette e´galite´ n’est jamais
assure´e. L’introduction un birapport permet de retrouver un re´sultat connu :
Proposition 2.4. Avec les deux conditions α < 0 et β > 0 et les expressions
donne´es pour A et B, les axes de ces deux matrices hyperboliques sont toujours
distincts. Ils ne se coupent que si et seulement si on a la condition
0 > [a+, a−; b+, b−] =
(b+ − a+)
(b+ − a−) ×
(b− − a−)
(b− − a+) .
Celle-ci est e´quivalente au fait que tout intervalle du bord de H contenant deux
points fixes de l’une des transformations A ou B contient aussi un point fixe de
l’autre.
Les de´finitions du birapport (”rapport de rapport” plutoˆt que ”cross product”)
sont diverses selon les auteurs. Notre de´finition est celle de [791] [744].
2.4. Intervention des commutateurs. On conside`re le commutateur de A
et B, que l’on de´finit comme suit :
L = [A,B] = ABA−1B−1.
Il s’agit ici de la de´finition classique du commutateur donne´e par exemple dans [47]
[408] et non de celle que l’on trouve dans [85]. On peut le calculer. Il permet de
conside´rer avec [144] une autre matrice C◦ de G telle que
C◦BA = 1, ABC◦ = L.
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Le commutateur s’introduit naturellement dans notre contexte parce que l’on a
L(s) = ABA−1B−1(s) = ABA−1(β) = AB(p) = A(α) = s.
En d’autres termes il contient toute l’information ne´cessaire a` la de´finition du tore
perce´ conforme de´fini par A et B. Si A et B commutent, toute possibilite´ de de´finir
le tore disparaˆıt. Dans le cas contraire tout point fixe de L permet de de´finir les
points possibles s, β, p, α. Dans le cas ge´ne´ral, on trouve deux possibilite´s pour s,
donc pour β, p, α. Remarquons aussi que dans le cas encore plus ge´ne´ral pour A et
B il n’y a pas de raisons que s, β, p, α, soient re´els, le proce´de´ peut alors donner
des tores complets. Mais on laisse ces cas de coˆte´, concentrant l’attention sur les
tores perce´s construits, ou` sont re´els les nombres s, β, p, α. Ceci donne [408] :
Proposition 2.5. Avec les expressions des matrices A et B du tore perce´ T •Γ ,
le commutateur L = [A,B] est tel que
tr(L) = tr([A,B]) ≤ −2.
On dit que [A,B] est une matrice parabolique lorsque tr([A,B]) = −2 a lieu.
Lorsque l’on a l’ine´galite´ stricte tr([A,B]) < −2, on dit qu’elle est hyperbolique.
La matrice inverse L−1 permet d’introduire une matrice C ve´rifiant
CAB = 1, BAC = L−1 = [B,A] = [A,B]−1, tr(L−1) = tr(L).
On a aussi un autre commutateur K qui de´finit le meˆme tore perce´ que L avec
ABC = 1, CBA = K = [B−1, A−1], tr(K) = tr(L),
BAC◦ = 1, C◦AB = K−1 = [A−1, B−1], tr(K−1) = tr(K),
K(p) = B−1A−1BA(p) = B−1A−1B(β) = B−1A−1(s) = B−1(α) = p.
Pour les traces des matrices que l’on vient de conside´rer, il est facile d’e´tablir :
Proposition 2.6. On a
tr(C) = tr(C◦),
tr(L) = tr(L−1) = tr(K) = tr(K−1) ≤ −2,
tr(L) + 2 = tr(A)2 + tr(B)2 + tr(AB)2 − tr(A)tr(B)tr(AB) ≤ 0.
La dernie`re e´galite´ de cette proposition est due a` Fricke. Elle introduit un
nombre qui est utilise´ dans la suite
σ = tr(A)2 + tr(B)2 + tr(AB)2 − tr(A)tr(B)tr(AB).
2.5. Tores perce´s paraboliques et hyperboliques. La dernie`re proposi-
tion identifie deux cas pour K et L (comparer a` [850]). Illustrons avec K
• Si tr(K) = −2, on a c2β = −c′2α, et les matrices K et L sont paraboliques.
La matrice K se simplifie
K =
[ −1 2(1− c2αβ − c′2αβ)/(c′2α)
0 −1
]
.
Elle donne une transformation parabolique du demi-plan de Poincare´H. Son unique
point fixe est p = ∞. Il permet de de´finir un tore associe´ unique T •Γ graˆce aux
matrices A et B. Cette transformation ne laisse aucune ge´ode´sique de H invariante.
Elle correspond a` une translation paralle`lement a` l’axe re´el. On dit que T •Γ est un
tore perce´ conforme parabolique.
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• Si tr(K) < −2, les matrices K et L sont hyperboliques. K laisse invariante
une ge´ode´sique de H, l’axe de K, qui avec c2β + c′2α 6= 0 est la ge´ode´sique des
points z = x+ iy de H ve´rifiant
x =
(c2αβ + c′2αβ − 1)
(c2β + c′2α)
.
Elle posse`de deux points fixes sur le bord de H : le point a` l’infini p = ∞ et
l’intersection p′ de cette ge´ode´sique avec le bord de H. Le point a` l’infini p permet
de de´finir un tore associe´ T •Γ avec les points B(p) = α, A(α) = B(β) = s, A(p) = β.
On dit que T •Γ est un tore perce´ conforme hyperbolique. Dans ce cas, il est possible
de s’assurer que la ge´ode´sique pp′ invariante dans H par K donne dans T •Γ une
ge´ode´sique ferme´e entourant la piquˆre. En extrayant alors le disque pique´ ayant
cette ge´ode´sique pour bord, on fabrique une nouvelle surface troue´e T ◦Γ . Dans H,
on peut repre´senter le domaine fondamental correspondant a` l’image re´ciproque de
T ◦Γ . On peut ve´rifier qu’il est stable par le groupe gp(A,B). Tout se passe comme
si la surface T •Γ prolongeait T ◦Γ de fac¸on a` re´duire le trou a` une piquˆre. Les deux
objets T •Γ et T ◦Γ ont meˆme support topologique, mais pas meˆme support conforme.
Le fait remarquable dans ce cas est que le tore perce´ hyperbolique est de´double´
graˆce a` l’autre extre´mite´ p′ de la ge´ode´sique invariante par K et aux points qui
s’en de´duisent avec B(p′) = α′, A(α′) = B(β′) = s′, A(p′) = β′. Ce second tore est
distinct du tore pre´ce´dent. Lorsque c2β + c′2α tend vers 0, on constate que p′ tend
vers p = ∞, s′ vers s = 0, α′ vers α, β′ vers β. Le tore perce´ devient parabolique
mais double a` la limite. Ceci illustre le phe´nome`ne du double de Schottky d’une
surface de Riemann non compacte ([149] p.235).
2.6. Une repre´sentation a` trois parame`tres. Ayant parame´tre´ tous les
tores perce´s conformes avec un objet ge´ome´trique V de dimension 4, on voit main-
tenant comment trouver d’autres parame´trisations de tous ces tores par un objet
ge´ome´trique diffe´rent de V . On privile´gie les nombres :
λ = c′α, µ = cβ,
θα = −c′2α = −c′λ > 0, θβ = c2β = cµ > 0, Θ = (θα/θβ) > 0,
M = tr(AB)2 − tr([A,B]) − 2 = tr(AB)2 − σ,
M2 = tr(A)tr(AB) − tr(B) + Θtr(B),
M1 = tr(B)tr(AB) − tr(A) + Θ−1tr(A).
On obtient :
λ = (M2/M), µ = (M1/M).
Les expressions de tr(A), tr(B), tr(AB) donnent maintenant :
M2 +M21 +Θ
−1M22 = tr(A)MM1,
M2 +ΘM21 +M
2
2 = tr(B)MM2,
M2 +ΘM21 +Θ
−1M22 = tr(AB)M1M2.
Les trois relations pre´ce´dentes ont une solution commune en Θ pourvu que l’on ait :
M2 +M21 +M
2
2 = tr(A)MM1 + tr(B)MM2 − tr(AB)M1M2.
Lorsque la valeur de Θ est diffe´rente de 1, on trouve, avec ε = ±1 :
µ =
−(2tr(B)tr(AB) − tr(A)σ) + εtr(A)√σ2 − 4σ
2(σ − tr(AB)2) ,
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λ =
−(2tr(A)tr(AB) − tr(B)σ) − εtr(B)√σ2 − 4σ
2(σ − tr(AB)2) .
Ces expressions n’ont un sens qu’a` condition d’avoir un argument positif dans les
radicaux. Comme par construction λ et µ sont re´els et existent bien, cette condition
est assure´e. Le cas parabolique ou` tr([A,B]) = −2 se singularise en annulant le
terme σ2 − 4σ. Ceci simplifie les expressions de λ et µ.
Si l’on revient aux expressions des matrices A et B, on observe qu’elles sont
totalement de´termine´es par les trois nombres re´els tr(A), tr(B), tr(AB), a` un
parame`tre re´el pre`s cependant, que l’on peut supposer ici eˆtre θα. La question
naturelle qui se pose est donc de savoir ce qui lie des couples de matrices (A,B)
correspondant aux meˆmes traces, mais a` des valeurs θα distinctes. Conside´rons donc
de tels couples (A,B) et (A′, B′). Avec s = 0 et p =∞, on a par construction :
α = −λ
2
θα
, β =
µ2Θ
θα
.
Ceci donne le birapport suivant
[α, β; s, p] = − 1
Θ
(
λ
µ
)2.
Le meˆme raisonnement fait pour (A′, B′) conduit au meˆme birapport. Sur la droite
projective constituant le bord de H, on met ainsi en e´vidence deux quadruplets de
points ayant meˆme birapport. Il en de´coule selon un re´sultat connu([269] p. 248,
[672] p. 76) l’existence d’une homographie h de PGL(2,R) = GL(2,R)/(R\{0})
les e´changeant. Elle permet la construction d’une transformation conforme de H
autorisant a` se limiter a` θα = 1 et a` e´noncer :
Proposition 2.7. A une conjugaison pre`s par une matrice de SL(2,R), on a
la repre´sentation parame´trique suivante a` trois parame`tres pour les matrices A et
B du tore perce´ T •Γ
A =
[
µ (µλ2)
(1/Θµ) ((1 + (λ2/Θ))/µ)
]
, B =
[
λ −(λµ2Θ)
−(1/λ) ((1 + Θµ2)/λ
]
.
La donne´e des trois parame`tres λ 6= 0, µ 6= 0, Θ > 0, de´termine les matrices A, B,
et AB, et donc leurs traces selon les expressions
tr(A) = ((1 + (λ2/Θ) + µ2)/µ),
tr(B) = ((1 + λ2 +Θµ2)/λ),
tr(AB) = ((1 + (λ2/Θ) + Θµ2)/λµ).
Ces valeurs ve´rifient les conditions supple´mentaires
1 + λ2 + µ2 = tr(A)µ + tr(B)λ − tr(AB)λµ,
α = −λ2, s = 0, β = µ2Θ, p =∞.
Inversement, les trois parame`tres intervenant dans ces matrices ne de´pendent que
des trois valeurs tr(A), tr(B), tr(AB), et d’un signe, avec les expressions
λ =
−(2tr(A)tr(AB) − tr(B)σ) − εtr(B)√σ2 − 4σ
2(σ − tr(AB)2) 6= 0,
µ =
−(2tr(B)tr(AB) − tr(A)σ) + εtr(A)√σ2 − 4σ
2(σ − tr(AB)2) 6= 0,
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Θ =
2tr(A)2 + 2tr(B)2 − tr(B)2σ + εtr(B)2√σ2 − 4σ
2tr(A)2 + 2tr(B)2 − tr(A)2σ − εtr(A)2√σ2 − 4σ > 0,
ou` l’on a
ε = ±1, σ = tr(A)2 + tr(B)2 + tr(AB)2 − tr(A)tr(B)tr(AB) ≤ 0.
De plus on a e´quivalence des trois proprie´te´s suivantes :
tr(L) = −2, σ = 0, Θ = 1.
Les expressions donne´es pour A et B dans cette proposition n’utilisent que trois
parame`tres parce qu’on a cache´ θα en raisonnant a` une transformation conforme
de H pre`s. Les parame`tres qui restent de´finissent un objet ge´ome´trique V ′ qui
est re´el de dimension 3. Il indexe avec des parame`tres (λ, µ,Θ) ∈ V ′ les couples
(A,B) correspondants, et donc les diffe´rentes possibilite´s pour les classes de tores
perce´s conformes. L’espace V ′ est de´fini par les contraintes λ 6= 0, µ 6= 0, Θ > 0.
Raisonnant sur Γ = Pgp(A,B) on peut se limiter a` λ > 0, µ > 0, Θ > 0.
2.7. Autre repre´sentation a` quatre parame`tres. Dans le re´sultat qui
pre´ce`de, on a introduit une dissyme´trie dans les roˆles joue´s par θα et θβ . En
re´tablissant la syme´trie entre θα et θβ on a obtenu :
Proposition 2.8. A une conjugaison pre`s par une matrice de SL(2,R), on a
la repre´sentation parame´trique suivante a` quatre parame`tres pour les matrices A et
B du tore perce´ conforme T •Γ
A =
[
µ (µλ2/Θα)
(Θβ/µ) ((1 + (Θβ/Θα)λ
2)/µ)
]
,
B =
[
λ −(λµ2/Θβ)
−(Θα/λ) ((1 + (Θα/Θβ)µ2)/λ)
]
.
Les parame`tres intervenant dans ces expressions ne de´pendent que des trois valeurs
tr(A), tr(B), tr(AB), et d’une valeur ε = ±1 :
σ = tr(A)2 + tr(B)2 + tr(AB)2 − tr(A)tr(B)tr(AB) ≤ 0,
λ =
−(2tr(A)tr(AB) − tr(B)σ) − εtr(B)√σ2 − 4σ
2(σ − tr(AB)2) 6= 0,
µ =
−(2tr(B)tr(AB) − tr(A)σ) + εtr(A)√σ2 − 4σ
2(σ − tr(AB)2) 6= 0,
Θα = 2tr(A)
2 + 2tr(B)2 − tr(B)2σ + εtr(B)2
√
σ2 − 4σ > 0,
Θβ = 2tr(A)
2 + 2tr(B)2 − tr(A)2σ − εtr(A)2
√
σ2 − 4σ > 0.
α = −(λ2/Θα), s = 0, β = (µ2/Θβ), p =∞.
A une conjugaison pre`s de´finie par une dilatation d’amplitude τ2 telle que
θα = Θατ
2, θβ = Θβτ
2,
on retrouve les expressions parame´triques ante´rieures
A =
[
µ (µλ2/θα)
(θβ/µ) ((1 + (θβ/θα)λ
2)/µ)
]
, B =
[
λ −(λµ2/θβ)
−(θα/λ) ((1 + (θα/θβ)µ2)/λ)
]
.
A une conjugaison pre`s de´finie par une dilatation d’amplitude Θα, on retrouve aussi
les expressions de´ja` vues avec le parame`tre Θ = (Θα/Θβ).
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Cette proposition peut eˆtre interpre´te´e avec un nouvel objet ge´ome´trique V ′′
de dimension 4 permettant de parame´trer tous les tores perce´s conformes d’une
nouvelle fac¸on. On utilise ici des quadruplets (tr(B), tr(A), tr(BA), ε) ∈ V ′′ l’objet
V ′′ est de´fini par ε = ±1 et la condition
tr(A)2 + tr(B)2 + tr(AB)2 − tr(A)tr(B)tr(AB) ≤ 0.
Le bord de V ′′ correspondant a` la condition σ = 0 ne donne que des tores perce´s
conformes paraboliques. Dans ce cas d’ailleurs, les tores perce´s associe´s a` ε = 1 et
ε = −1 sont identiques. Ce bord peut donc eˆtre parame´tre´ en oubliant ε, unique-
ment par des triplets (tr(B), tr(A), tr(BA)) ve´rifiant l’e´quation de Markoff clas-
sique :
tr(A)2 + tr(B)2 + tr(AB)2 − tr(A)tr(B)tr(AB) = 0.
On a montre´ dans [629] que dans ce cas le groupe G = gp(A,B) est un groupe
libre a` deux ge´ne´rateurs F2 s’il est contenu dans GL(2,Z). Il de´termine un groupe
de Fricke Pgp(A,B) engendre´ par les classes de A et B. La suite montre comment
l’e´quation de Markoff parame´trise en fait tous les groupes de Fricke par des points
du bord de V ′′. Ceci revient a` dire que pour un tore perce´ conforme les propie´te´s
d’eˆtre de Fricke ou parabolique sont e´quivalentes [273] [681].
On conjecture que les groupes correspondant aux tores perce´s conformes hy-
perboliques ont, en dehors du bord de V ′′, deux ge´ne´rateurs A et B qui sont lie´s.
Construire les relations les liant est un proble`me essentiel dont les conse´quences
pourraient eˆtre importantes. On donne dans la suite un exemple ou` l’on a re´ussi a`
le faire. Cet exemple illustre notre conjecture.
2.8. Roˆle des transformations anti-conformes. Dans la proposition qui
pre´ce`de, on voudrait pouvoir se limiter dans tous les cas a` une parame´trisation des
tores perce´s par des triplets (tr(B), tr(A), tr(BA)), et donc se passer e´galement
du terme ε pour les tores perce´s conformes hyperboliques. C’est possible si on ne
raisonne qu’a` isome´trie pre`s de H, c’est-a`-dire en faisant agir aussi ses transforma-
tions anti-conformes. Pour le voir il a suffi d’expliquer ce qui diffe´rencie les deux
cas ε = +1 et ε = −1 correspondant a` un meˆme triplet (tr(A), tr(B), tr(AB)). Ceci
a permis d’e´noncer :
Proposition 2.9. Pour les deux couples de matrices (A+, B+) et (B−, A−)
correspondant a` un meˆme triplet de traces tel que σ < 0 ainsi que respectivement a`
ε = 1 et ε = −1, il existe une matrice D ∈ S∗L(2,R) telle que
B− = DA+D−1, A− = DB+D−1, det(D) = −1.
La matrice D de´finit une transformation anti-conforme ψ(D) = h−+ du demi-plan de
Poincare´ H dans lui-meˆme qui transforme les ge´ode´siques comme suit (en inversant
les sens de parcours) :
α+p→ pβ−, α+s→ sβ−, sβ+ → α−s, pβ+ → α−p;
h−+(α
+) = β−, h−+(β
+) = α−, h−+(s) = s, h
−
+(p) = p;
h−+(z) = (
α−
β+
)z = (
β−
α+
)z.
Elle donne pour les divers parame`tres intervenant
(tr(A+), tr(B+), tr(A+B+)) = (tr(B−), tr(A−), tr(A−B−)),
(λ+, µ+,Θ+) = (µ−, λ−, (1/Θ−)),
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[α+, β+; s, p] = [β−, α−; s, p],
α− = −(Θ+β /Θ−α )β+ = −(Θ+α/Θ−β )β+,
β− = −(Θ+α/Θ−β )α+ = −(Θ+β /Θ−α )α+.
Ce re´sultat permet de se limiter au cas ε = 1 dans les calculs courants faits
autour des tores perce´s, lorsque l’on raisonne a` isome´trie pre`s deH. Il est inte´ressant
de se demander ce que donne la proposition pre´ce´dente lorsque σ tend vers 0.
On trouve a` la limite un tore perce´ conforme parabolique ou` s = 0 et p = ∞.
Ceci explique comment tout tore perce´ conforme parabolique est anti-conforme´ment
e´quivalent a` lui-meˆme. Dans les autres cas, la dernie`re proposition correspond aux
observations qui ont e´te´ faites pre´ce´demment sur le de´doublement des tores perce´s
hyperboliques (et les doubles de Schottky d’une surface de Riemann non compacte
[149] p.235). Une transformation anti-conforme lie les deux tores perce´s obtenus.
3. Signification ge´ome´trique de nos e´quations
3.1. Coˆne attache´ a` un tore perce´. Revenant sur les nombresM ,M1, M2,
qui ont e´te´ introduits pre´ce´demment, on a obtenu :
Proposition 3.1. Soient A et B les matrices d’un tore perce´ conforme T •Γ
quelconque. Avec les expressions connues ou` ε = ±1
σ = tr(A)2 + tr(B)2 + tr(AB)2 − tr(A)tr(B)tr(AB),
Θ =
2tr(A)2 + 2tr(B)2 − tr(B)2σ + εtr(B)2√σ2 − 4σ
2tr(A)2 + 2tr(B)2 − tr(A)2σ − εtr(A)2√σ2 − 4σ ,
M1 = tr(B)tr(AB) − tr(A) + Θ−1tr(A),
M2 = tr(A)tr(AB) − tr(B) + Θtr(B),
M = tr(AB)2 − σ,
on a la relation (FR∗) suivante :
M2 +M21 +M
2
2 = tr(A)MM1 + tr(B)MM2 − tr(AB)M1M2.
L’e´quation (FR∗) de´finit une quadrique en M , M1, M2, qui est un coˆne en ces
parame`tres directement donne´ par la matrice
1 − tr(A)
2
− tr(B)
2
− tr(A)
2
1
tr(AB)
2
− tr(B)
2
tr(AB)
2
1
 .
On dit que c’est le coˆne (FR∗) associe´ au couple de ge´ne´rateurs (A,B) du groupe
gp(A,B) du tore perce´ T •Γ que l’on conside`re. Le de´terminant de la matrice qui le
de´finit vaut
1− 1
4
(tr(A)2 + tr(B)2 + tr(AB)2 − tr(A)tr(B)tr(AB)) = 4− σ
4
≥ 1.
Pour le tore perce´ conforme associe´, on peut conside´rer que la relation (FR∗)
est une bonne ge´ne´ralisation de l’e´quation de Markoff classique [522]. En effet, si
Θ = 1, soit σ = 0, elle se simplifie par un facteur tr(AB)2 en
tr(A)2 + tr(B)2 + tr(AB)2 = tr(A)tr(B)tr(AB).
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3.2. Lien avec nos e´quations M s1s2(b, ∂K, u). Il est apparu que l’e´quation
(FR∗) correspond aux e´quations qui ont e´te´ e´tudie´es dans ce qui pre´ce`de.
3.2.1. Une e´quation e´quivalente. On a fait apparaˆıtre dans [630] une e´quation
e´quivalente a` M s1s2(b, ∂K, u). On appelle M(b, r, s, t) cette nouvelle e´quation :
x2 + y2 + z2 = (b+ 1)xyz + ryz + szx+ txy,
ou`
r = ε1K1 − ε2K2, s = −(ε1k1 + k12), t = ε2k2 + k21.
Le lien s’effectue avec l’e´quation M s1s2(b, ∂K, u) graˆce aux deux e´galite´s suivantes
ε1m2 = K1m1 − k1m, ε2m1 = k2m−K2m2.
3.2.2. Mise en e´vidence du tore perce´ et du coˆne. Dans le cas le plus ge´ne´ral
pour e´tablir l’e´quationM s1s2(b, ∂K, u) on a vu que l’on pouvait utiliser une formule
de Fricke pour calculer la trace du commutateur [Ab, Bc] = AbBcA
−1
b B
−1
c ou`
Ab =M(⊳X∗2 ,b) =
[
bm2 + k21 m2
bk2 + l2 k2
]
,
Bc =M(X∗1⊲,c) =
[
(c+ 1)m1 − k1 m1
(c+ 1)(m1 − k12)− (k1 − l1) m1 − k12
]
,
Ceci de´finit t, s, r, par un simple calcul de traces. De fac¸on a` disposer de matrices
appartenant a` SL(2,R) on fait l’hypothe`se que l’on a
det(Ab) = det(Bc) = det(AbBc) = 1 = ε1 = ε2.
L’e´quation e´quivalente M(b, r, s, t) prend alors la forme :
m2 +m21 +m
2
2 = tr(Ab)mm1 + tr(Bc)mm2 − tr(AbBc)m1m2.
On reconnaˆıt l’e´quation (FR∗) du coˆne qui a e´te´ associe´e a` un tore perce´ conforme.
Ce tore est de´duit du groupe gp(Ab, Bc) avec :
L(s) = AbBcA
−1
b B
−1
c (s) = s, α = A
−1
b (s), p = B
−1
c (α), β = Ab(p).
Dans le cas parabolique, on trouve avec ces conditions un tore perce´ unique. C’est
le cas de la the´orie de Markoff classique. Dans le cas hyperbolique qui est le cas le
plus fre´quent, on identifie ainsi deux tores perce´s.
3.2.3. Un exemple de tore perce´ hyperbolique. On a de´taille´ un exemple hyper-
bolique qui correspond a` l’e´quation M++(3, 0, 1). Les matrices a` conside´rer sont
dans SL(2,Z) :
A =
[
11 3
7 2
]
=M(1,1,1,3), B =
[
37 11
10 3
]
=M(3,1,2,3).
On peut calculer les deux tores perce´s conformes. L’un est donne´ par les points
s+ =
4363 +
√
3122285
1658
= [3, 1, 2, 3, 3, 3, 3, 2, 1] ≈ 3, 697225,
β+ =
1477 +
√
3122285
982
= [3, 3, 3, 2, 1, 1, 2, 3] ≈ 3, 303461,
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p+ =
−44517−√3122285
155578
= [−1, 1, 2, 2, 1, 3, 3, 2, 1, 1, 2, 3, 3] ≈ −2, 297497,
α+ =
1477−√3122285
982
= [−1, 1, 2, 2, 1, 1, 2, 3, 3, 3, 3] ≈ −0, 295315.
Le second tore est donne´ par les points
s− =
4363−√3122285
1658
= [1, 1, 1, 3, 3, 3, 3, 2, 1, 1, 2] ≈ 1, 565743,
β− =
1477−√3122285
982
= [−1, 1, 2, 2, 1, 1, 2, 3, 3, 3, 3] ≈ −0, 295315,
p− =
−44517+√3122285
155578
= [−1, 1, 2, 1, 1, 1, 3, 3, 3, 2, 1, 1, 2, 3] ≈ −0, 274782,
α− =
1477 +
√
3122285
982
= [3, 3, 3, 2, 1, 1, 2, 3] ≈ 3, 303461.
Un point remarquable est que dans ce cas on a
β+ = α−, β− = α+,
d’ou` deux matrices U = B−1A = −A−1B et V = BA−1 = −AB−1 telles que
U2 = V 2 = −12, A = −V B = BU, B = V A = −AU,
β+ = U( β−) = V ( β−).
Dans le groupe Γ = gp(ψ(A), ψ(B)) on trouve ainsi des relations entre ψ(A) et
ψ(B). Elles e´tablissent que ce groupe n’est pas libre. Ce n’est donc pas un groupe
de Fricke, meˆme si par construction la surface de Riemann H/Γ est home´omorphe
a` un tore perce´. Les points fixes de A et B sont respectivement
a+ = −[⊳X∗2 , a] = −[1, 1, 1, 3] =
9 +
√
165
14
≈ 1, 5604,
a− = −[0, X2⊲, a] = −[0, 1, 1, 1, 3] = 9−
√
165
6
≈ −0, 6409,
b+ = −[X∗1⊲, a] = −[3, 1, 2, 3] =
34 +
√
1586
20
≈ 3, 6912,
b− = −[0,⊳X1, a] = −[0, 2, 1, 3, 3] = 32−
√
1586
22
≈ −0, 3557.
Leurs axes respectifs se coupent donc. D’autre part, un calcul simple montre que
s+ et s− sont des points fixes re´els de la matrice de trace σ − 2 = 1767
L = ABA−1B−1 =
[ −1298 4799
−829 3065
]
∈ SL(2,Z).
Cet exemple est inte´ressant car il est en contradiction avec un the´ore`me e´tabli par
R.C. Lyndon et J.L. Ullman [496] (p. 164) qui permettrait dans ce cas de conclure
que le groupe gp(ψ(A), ψ(B)) est libre. Le constat que cet article pre´sente au moins
deux difficulte´s a de´ja` e´te´ fait dans l’article [661] (pp. 213-214). Il est confirme´.
L’e´quation (FR∗) du coˆne est locale et change pour chaque point (m,m1,m2)
de la surface cubique M++(3, 0, 1). Au point (130, 11, 3) elle s’e´crit :
x2 + y2 + z2 = tr(A)xy + tr(B)zx− tr(AB)yz = 13xy + 40xz − 520yz.
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Equivalente avec 15m2 − 4m1 = 1 a` M++(3, 0, 1), elle donne aussi l’e´quation
M(b, r, s, t) qui s’e´crit :
x2 + y2 + z2 = 4xyz − 15xz + 4xy.
3.2.4. Une piste d’approfondissement. L’exemple pre´ce´dent permet de com-
prendre le lien de la surface cubique avec le groupe fuchsien Γ = gp(ψ(A), ψ(B)).
Pour prolonger la re´flexion on a trouve´ des indications dans [735] (Tome 1, chapitre
III 1.6 p. 164). Avec la repre´sentation parame´trique ge´ne´ralisant celle de Fricke qui
a e´te´ construite au chapitre pre´ce´dent, on de´duit une application re´gulie`re de la
surface dans le plan projectif et surtout un pinceau non de´ge´ne´re´ de coniques. On
peut alors faire apparaˆıtre dans cette situation un groupe abe´lien libre [735] (Tome
1, chapitre III 1.6, the´ore`me 4) a` partir duquel on peut espe´rer reconstruire les
matrices 2× 2 que l’on conside`re. Dans une telle interpre´tation qui reste a` de´tailler
comple`tement, on mate´rialise le groupe des classes de diviseurs de la surface en
chaque point entier (m,m1,m2) en utilisant une application s du plan projectif P
1
dans la surface de´finissant la courbe S = s(P1) et une fibre non singulie`re F dont
on de´duit le groupe gp(A,B). Ceci donne une nouvelle piste pour approfondir la
situation que l’on conside`re, en la rattachant a` une proble´matique importante de
ge´ome´trie alge´brique.
4. The´orie comple`te pour les tores perce´s paraboliques
Dans le cas des tores perce´s paraboliques on peut re´duire encore le nombre
des parame`tres. On a vu pre´ce´demment que ce cas est celui des groupes de Fricke
et qu’il existe un lien direct avec l’e´quation de Markoff classique. Ceci permet de
de´velopper une the´orie comple`te de la re´duction pour ces tores perce´s [681]. Elle
ge´ne´ralise ce qui a e´te´ construit dans [629] pour la the´orie de Markoff classique, ou
dans le chapitre 2 pour la re´solution de nos e´quations par descente infinie.
4.1. Repre´sentations a` deux parame`tres. En supposant que gp(A,B) est
un groupe principal, on peut supposer λ et µ positifs. Seules deux valeurs suffisent
alors a` de´finir les matrices A et B dans le cas parabolique. On a ainsi e´nonce´ :
Proposition 4.1. Pour un tore perce´ conforme parabolique T •Γ , on a a` une
conjugaison pre`s par une matrice de SL(2,R), la repre´sentation parame´trique suiv-
ante pour les matrices A et B du groupe principal de T •Γ
A =
[
µ (µλ2/Θα)
(Θα/µ) ((1 + λ
2)/µ)
]
, B =
[
λ −(λµ2/Θα)
−(Θα/λ) ((1 + µ2)/λ)
]
,
avec
Θα = 2(tr(A)
2 + tr(B)2), α = −(λ2/Θα), s = 0, β = (µ2/Θα), p =∞.
Ceci donne la repre´sentation parame´trique suivante des traces
tr(A) =
1 + λ2 + µ2
µ
, tr(B) =
1 + λ2 + µ2
λ
, tr(AB) =
1 + λ2 + µ2
λµ
,
ou`
λ = (tr(A)/tr(AB)) > 0, µ = (tr(B)/tr(AB)) > 0.
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Ce cas est caracte´rise´ par la relation de Fricke
tr(A)2 + tr(B)2 + tr(AB)2 = tr(A)tr(B)tr(AB).
Cette relation signifie que la repre´sentation parame´trique pre´ce´dente de T •Γ est a`
deux parame`tres λ et µ. A une dilatation d’amplitude τ = Θ−1α pre`s, on peut faire
disparaˆıtre le parame`tre Θα des e´critures pre´ce´dentes en raisonnant a` une trans-
formation conforme pre`s. Les deux matrices a` conside´rer prennent alors la forme
A =
[
µ µλ2
(1/µ) ((1 + λ2)/µ)
]
, B =
[
λ −λµ2
−(1/λ) ((1 + µ2)/λ)
]
.
Le groupe Pgp(A,B) qu’elles de´finissent est un groupe de Fricke. Et gp(A,B) est
un groupe libre a` deux ge´ne´rateurs isomorphe a` F2.
Cette proposition peut eˆtre interpre´te´e avec un objet ge´ome´trique V ′′′ qui est
une surface de Riemann d’e´quation
x2 + y2 + z2 = xyz.
Chaque point (x, y, z) = (tr(B), tr(A), tr(AB)) de V ′′′ de´finit un couple (λ, µ) per-
mettant la donne´e d’un tore perce´ conforme parabolique T •gp(ψ(A),ψ(B)). La parame´trisation
des matrices en λ et µ est due a` Fricke [270] [148]. De plus tous les tores perce´s
paraboliques sont ainsi obtenus avec les couples (λ, µ) ∈ R2\{(0, 0)}.
L’e´nonce´ ve´ritablement nouveau de cette proposition est celui qui affiche que
le groupe fuchsien gp(ψ(A), ψ(B)) = Pgp(A,B) est toujours un groupe de Fricke.
On utilise pour le de´montrer le the´ore`me 8 (p. 221) de [661] avec
tr(A) > 2, tr(B) > 2, tr(L) = tr(ABA−1B−1) = −2.
On peut calculer les points fixes a+, a−, b+, b−, de A et B en fonction de λ,
µ, et s’assurer du signe ne´gatif de [a+, a−; b+, b−]. Ayant ainsi ve´rifie´ toutes les
conditions de the´ore`me cite´ on l’applique pour conclure que le groupe gp(A,B) est
discret et libre a` deux ge´ne´rateurs tout comme Pgp(A,B). Comme par construction
la surface de Riemann H/Pgp(A,B) est home´omorphe a` un tore perce´ en un point,
il en re´sulte que Pgp(A,B) est un groupe de Fricke. Comme la re´ciproque se de´duit
aise´ment de [629] en montrant que les traces sont lie´es par une e´quation de Markoff
classique, cette proprie´te´ est bien caracte´ristique du cas parabolique. De plus on a
donne´ pre´ce´demment un exemple hyperbolique ou` cette proprie´te´ n’est pas assure´e.
En d’autres termes on a obtenu une e´quivalence entre la cate´gorie des groupes de
Fricke et celle des tores perce´s conformes paraboliques.
4.2. Des exemples de tores perce´s paraboliques. Diffe´rents exemples
de groupes de Fricke associe´s a` des tores perce´s conformes paraboliques sont bien
connus.
• Le lien avec les travaux de A. Schmidt [700] introduit
A0 = tr(AB), B0 = tr(A), C0 = tr(B), k = (1 + λ
2 + µ2)/θ,
T0 = BA, U0 = A, V0 = B
−1.
Ceci donne une nouvelle repre´sentation parame´trique (voir [632]) pre´cisant com-
ment A et B agissent sur les bords du domaine fondamental pαsβ.
A = ±
[ √
βθ −α√βθ√
θ/β ((1 − αθ)/√βθ)
]
, B = ±
[ √−αθ −β√−αθ
−√(θ/− α) ((1 − βθ)/√−αθ)
]
.
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Les travaux de A. Schmidt [700] introduisent une notion de groupe de Fricke e´tendu
dont un groupe de Fricke est un sous groupe d’indice 2. Un tel groupe e´tendu n’est
autre qu’un groupe isomorphe au groupe du triangle T3 dans lequel l’indice 2
de´finit de fac¸on unique le groupe de Fricke. Le groupe e´tendu correspond a` une
sphe`re triplement perce´e dont le tore perce´ est un reveˆtement a` deux feuilles. On
peut prolonger ces repe´sentations de F2 et T3 en une repre´sentation de GL(2,Z).
• Presque toutes les matrices A ∈ SL(2,R) permettent de trouver une matrice
B avec laquelle gp(A,B) de´termine un tore perce´ conforme parabolique :
Proposition 4.2. Conside´rons une matrice a` coefficients re´els
A = ±
[
a b
c d
]
∈ SL(2,R), ou` bc > 0, ba > 0, ac > 0,
alors A de´termine un tore perce´ conforme parabolique avec
B = ±

√
bc −a
√
b
c
−a
√
c
b
(1 + a2)√
bc
 ∈ SL(2,R).
Le groupe gp(A,B) est libre a` deux ge´ne´rateurs.
Cette proposition donne des exemples classiques [147] [700] [724] :
• Le groupe de Klein est de´fini avec λ = 1, µ = θ = 2. Il est de´termine´ par A :
A =
[
2 1
1 1
]
, B =
[
1 −2
−2 5
]
.
• Le groupe de la the´orie de Markoff, qui est en re´alite´ le groupe libre F2, est
de´fini avec λ = µ = θ = 1. Il est de´termine´ par la seule donne´e de la matrice A0 :
A0 =
[
1 1
1 2
]
, B0 =
[
1 −1
−1 2
]
.
Il est possible de voir que ce cas se rame`ne au pre´ce´dent.
• Le groupe de Hecke est de´fini avec λ = µ = √2, θ = 1. Il est de´termine´ par :
A =
[ √
2/2
√
2/4√
2 3
√
2/2
]
, B =
[ √
2/2 −√2/4
−√2 3√2/2
]
.
• Le groupe Gθ est engendre´ par les matrices suivantes ou` θ > 0
Aθ =
[
µ (µλ2/θ)
(θ/µ) ((1 + λ2)/µ)
]
, Bθ =
[
λ −(λµ2/θ)
−(θ/λ) ((1 + µ2)/λ)
]
.
Il est conforme´ment e´quivalent au groupe G1 donne´ avec θ = 1 par :
Dθ =
1√
θ
[
θ 0
0 1
]
, A1 = DθAθD
−1
θ , B1 = DθBθD
−1
θ .
On en de´duit l’expression de la matrice de passage d’un groupe Gθ a` tout autre
groupe Gθ′ . Si l’on note respectivement T •Γθ et T •Γθ′ les tores perce´s conformes
associe´s, ils sont conforme´ment e´quivalents lorsque θ et θ′ sont de meˆme signe, et
anti-conforme´ment e´quivalents dans le cas contraire.
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4.3. Classification des groupes de Fricke par les triplets de traces.
Avec un formalisme sur les traces analogue a` celui de [629] on a trouve´ :
Proposition 4.3. Soient (A,B) et (A′, B′) les syste`mes de ge´ne´rateurs respec-
tifs de deux groupes principaux de groupes de Fricke Γ et Γ′ associe´s a` des tores
perce´s conformes paraboliques, on a e´quivalence des proprie´te´s suivantes :
1/ Les couples (A,B) et (A′, B′) sont e´quivalents par un meˆme automorphisme
inte´rieur de GL(2,R) :
A = DA′D−1, B = DB′D−1, ou` D ∈ GL(2,R).
2/ On a e´galite´ des deux triplets suivants
Π(A,B) = (tr(B−1), tr(A), tr(B−1A−1)),
Π(A′, B′) = (tr(B′−1), tr(A′), tr(B′−1A′−1)).
3/ Les couples (A,B) et (A′, B′) de´finissent les meˆmes parame`tres λ, µ ∈ R+
λ = (tr(A)/tr(AB)) = (tr(A′)/tr(A′B′)),
µ = (tr(B)/tr(AB)) = (tr(B′)/tr(A′B′)).
De fac¸on e´vidente, on a 1/⇒ 2/⇒ 3/. Le plus de´licat est d’e´tablir l’implication
3/ ⇒ 1/. On le fait avec une me´thode ge´ome´trique directe base´e sur la compara-
ison de birapports. Il en re´sulte l’existence d’une homographie de la droite re´elle
projective sur le bord deH, et donc d’une matriceD ∈ GL(2,R) associe´e a` cette ho-
mographie. La matrice D est explicitement calculable, et on ve´rifie qu’elle satisfait
a` la condition 1/. Ceci termine la de´monstration en explicitant la transformation
de Mo¨bius de H recherche´e. De plus on a pu s’assurer que l’on a :
Proposition 4.4. Toute e´quivalence conforme d’un tore perce´ parabolique T •Γ
dans lui-meˆme donne´e par une conjugaison de GL(2,R) est e´gale a` l’identite´.
4.4. Re´duction des tores perce´s paraboliques. Ayant classe´ les tores
perce´s paraboliques au moyen des transformations conformes de H, on a examine´ ce
que l’on peut faire sans changer de groupe, mais en changeant seulement de syste`me
de ge´ne´rateurs (A,B). Ceci permet de contruire une the´orie de la re´duction dans
tout groupe de Fricke.
4.4.1. Les involutions. Le groupe Γ = Pgp(A,B) est un groupe de Fricke pour
tout tore perce´ parabolique T •Γ , et le goupe gp(A,B) est libre a` deux ge´ne´rateurs
A et B. On applique les automorphismes involutifs du groupe gp(A,B) dont les
expressions sont issues de la the´orie de Markoff classique [629] :
Xφ : (A,B) −→ (A−1, ABA),
Yφ : (A,B) −→ (BAB,B−1),
Zφ : (A,B) −→ (A−1, B).
Leur action sur le triplet des traces (x, y, z) = (tr(B−1), tr(A), tr(B−1A−1)) est :
X˜φ : (x, y, z) −→ (yz − x, y, z),
Y˜φ : (x, y, z) −→ (x, xz − y, z),
Z˜φ : (x, y, z) −→ (x, y, xy − z).
Ces transformations laissent invariante la relation x2 + y2 + z2 = xyz.
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4.4.2. Nappe principale et groupe principal. La dernie`re e´quation cite´e est celle
d’une surface re´elle posse´dant un point double (0, 0, 0) et quatre nappes se de´duisant
de la nappe principale de´finie par les conditions x > 0, y > 0, z > 0. La
nappe principale est invariante par les transformations X˜φ, Y˜φ, Z˜φ. On passe d’une
nappe aux autres par des transformations e´videntes. Elles peuvent ne pas laisser le
groupe gp(A,B) invariant. Comme on raisonne sur un tore perce´ parabolique, on
a recours aux deux parame`tres λ = (tr(A)/tr(AB)) et µ = (tr(B)/tr(AB)). Pour
la nappe principale, on a λ > 0 et µ > 0, c’est a` dire des valeurs dans le premier
quart de plan re´el. Pour les autres couples matrices dont les parame`tres sont dans
un des autres quarts de plan, on note les parame`tres correspondants ελλ et εµµ,
avec λ > 0 et µ > 0, ελ et εµ dans {+1,−1}. Ceux-ci de´terminent des couples
de matrices que l’on peut e´crire (εµA, ελB). Les groupes gp(εµA, ελB) et gp(A,B)
peuvent eˆtre diffe´rents, mais les groupes de transformations associe´s sont identiques
et de´terminent meˆme groupe de Fricke. Tous donnent les meˆmes points α, s = 0,
β, p =∞. On peut donc se limiter a` conside´rer le groupe principal gp(A,B), avec
les conditions λ > 0 et µ > 0 caracte´risant la nappe principale. Les autres sont ses
groupes conjugue´s.
La remonte´e d’un groupe Γ ⊂ PSL(2,R) a` un groupe G ⊂ SL(2,R) dont Γ est
l’image est e´tudie´e dans [446]. Le groupe Γ se remonte en G si et seulement s’il n’a
pas d’e´le´ment d’ordre 2. Dans le cas parabolique, il n’y pas de difficulte´.
4.4.3. La re´duction. Le processus de re´duction peut eˆtre transpose´ facilement
du groupe principal a` tout groupe conjugue´. Sur le groupe principal gp(A,B) on
construit algorithmiquement une suite des transformations X˜φ, Y˜φ, Z˜φ, de fac¸on a`
re´duire tout syste`me de ge´ne´rateurs (A,B). Conside´rons que ce syste`me de´finisse
avec le triplet de traces associe´ sur la nappe principale les quatre nombres
m = max(x, y, z) > 0,
mx = max(yz − x, y, z) > 0,
my = max(x, xz − y, z) > 0,
mz = max(x, y, xy − z) > 0.
On dit que le triplet (x, y, z) n’est pas re´duit si et seulement si l’un des nombres
mx, my, mz, est strictement plus petit que m. On s’assure facilement que pour
tout triplet non re´duit, deux des nombres mx, my, mz, sont plus grands que m,
le troisie`me e´tant plus petit que m. Ceci permet de choisir une unique involution
parmi X˜φ, Y˜φ, Z˜φ, avec laquelle on construit un nouveau triplet (x1, y1, z1) tel que
la valeur m1 = max(x1, y1, z1) soit strictement plus petite que m. On poursuit en
renouvelant le proce´de´ a` partir de ce dernier triplet, de´veloppant un processus de
descente infinie analogue a` celui que l’on a utilise´ pour re´soudre nos e´quations. Il
est facile de ve´rifier que l’algorithme s’arreˆte sur un triplet re´duit. Ceci donne :
Proposition 4.5. Tout groupe principal du groupe de Fricke Γ associe´ a` un
tore perce´ conforme parabolique T •Γ posse`de un syste`me de ge´ne´rateurs re´duit.
L’action des involutions X˜φ, Y˜φ, Z˜φ, se traduit sur les parame`tres λ et µ graˆce
a` des involutions de´finissant une action de T3 sur le quart de plan :
Xφ : (λ, µ) −→ (λ, 1 + λ
2
µ
).
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Yφ : (λ, µ) −→ (1 + µ
2
λ
, µ),
Zφ : (λ, µ) −→ ( λ
λ2 + µ2
,
µ
λ2 + µ2
).
On fait alors apparaˆıtre un inte´ressant pavage d’un quart de plan re´el par un triangle
curviligne, pavage du a` une action du groupe du triangle T3. Les points invariants
par Xφ dans le quart de plan qui correspond a` la nappe principale sont porte´s par
une hyperbole HX d’e´quation µ
2 − λ2 = 1. Ceux qui sont invariants par Yφ sont
porte´s par l’hyperbole HY d’e´quation λ
2−µ2 = 1. Les points invariants par Zφ sont
porte´s par le cercle HZ d’e´quation λ
2 + µ2 = 1. Ces trois courbes de´terminent un
triangle curviligne de sommets L(1, 0),M(0, 1),N(∞,∞) qui constitue un domaine
fondamental pour l’action sur le quart de plan du groupe T3.
4.4.4. La super-re´duction. Dans le triangle curviligne LMN lui-meˆme, on a la
condition
µ2 ≤ 1 + λ2.
Mais on peut e´changer le roˆle des matrices A et B sans changer de groupe, c’est-a`
dire permuter λ et µ. On obtient λ ≤ µ avec cette transformation
P1 : (A,B) −→ (B,A).
On obtient aussi 1 ≤ λ avec la transformation suivante
P2 : (A,B) −→ (A,B−1A−1).
On dit qu’un syste`me de ge´ne´rateurs (A,B) du groupe principal associe´ a` un tore
perce´ parabolique T •Γ est super-re´duit si et seulement si on a les conditions
1 ≤ λ ≤ µ, µ2 ≤ 1 + λ2.
Ce qui pre´ce`de permet d’e´noncer :
Proposition 4.6. Tout groupe principal du groupe de Fricke Γ associe´ a` un
tore perce´ conforme parabolique T •Γ posse`de un syste`me de ge´ne´rateurs super-re´duit.
4.4.5. Exemple des tores perce´s de Klein et de Hecke. On peut illustrer ce que
donne l’algorithme sur les exemples connus de groupes de Fricke [147].
• Tore de Klein : Ce cas a e´te´ donne´ avec λ = 1, µ = θ = 2, qui ne respectent
pas la condition de super-re´duction. Le triplet correspondant est (x, y, z) = (6, 3, 3).
Il donne m = 6, mx = 3, my = 15, mz = 15. On identifie ainsi la transformation
Xφ qui conduit a` calculer les matrices suivantes :
A =
[
1 −1
−1 2
]
, B =
[
1 1
1 2
]
.
On a alors (x, y, z) = (3, 3, 3) et m = 3 < mx = my = mz = 6. On est cette fois
dans le triangle curviligne LMN avec les valeurs λ = µ = 1. On voit alors que l’on
se rame`ne simplement au groupe de la the´orie de Markoff, ou` B = A0 et A = B0.
Avec λ = µ = 1 on est alors dans le cas d’un syste`me super-re´duit de ge´ne´rateurs
du groupe principal conside´re´.
• Tore de Hecke : Ce cas a e´te´ e´voque´ avec les valeurs λ = µ = √2/2 et
θ = 1. Ces valeurs ne respectent pas la condition de super-re´duction. On se trouve
cette fois dans le triangle curviligne LMN. Le triplet correspondant est maintenant
(x, y, z) = (2
√
2, 2
√
2, 4). Il correspond aux valeurs m = 4, mx = my = 2
√
2,
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mz = 4. On n’identifie ainsi aucune transformation applicable Xφ, Yφ, Zφ. Par
contre on peut appliquer P2 qui donne les matrices suivantes correspondant aux
valeurs λ = 1 et µ =
√
2 :
A =
[ √
2/2
√
2/4√
2 3
√
2/2
]
, B =
[
4 −(1/2)
2 0
]
.
4.5. Module d’un tore perce´ conforme parabolique. On dit que deux
tores perce´s conformes paraboliques sont de meˆme type si et seulement s’il existe une
e´quivalence conforme transformant l’un en l’autre. L’algorithme de re´duction per-
met de remplacer le couple de ge´ne´rateurs (A,B) d’un groupe de Fricke graˆce aux in-
volutions Xφ, Yφ, Zφ. Il ne change pas le tore perce´ conforme sur lequel on travaille.
En combinant les deux me´thodes, on associe aux diffe´rents types de tores perce´s
conformes paraboliques avec les calculs qui pre´ce`dent un nombre re´el (µ2/λ2), le
module du tore perce´ que l’on conside`re. Les conditions de super-re´duction garan-
tissent que l’on peut se ramener a`
1 ≤ µ
2
λ2
≤ 2.
Ceci a permis d’e´noncer :
Proposition 4.7. Tous les types de tores perce´s conformes paraboliques sont
associe´s a` un nombre re´el positif (µ2/λ2) compris entre 1 et 2, le module du tore
perce´ conforme parabolique conside´re´. La valeur 1 correspond a` un tore perce´ de
Klein. La valeur 2 correspond a` un tore perce´ de Hecke. Toute valeur comprise
entre 1 et 2 correspond a` un tore perce´ conforme.
Cette proposition classe a` l’aide de leur module les tores perce´s conformes
paraboliques que l’on peut construire sur un meˆme tore perce´ topologique. Deux
tores perce´s conformes correspondants a` des modules (µ2/λ2) diffe´rents ne peuvent
eˆtre de meˆme type. A l’inverse, deux tores correspondants a` un meˆme module
(µ2/λ2) peuvent ne pas eˆtre de meˆme type. Conside´rons pour le voir
µ′ = κµ, λ′ = κλ, κ 6= 0.
Sauf le cas ou` κ = 1, les quadruplets (α, s, β, p) et (α′, s′, β′, p′) se de´duisent par
une homographie sans que celle-ci permette de conclure a` des relations convenables
entre les matrices associe´es A, B et A′, B′. Les traces seules permettent de garantir
que l’on a affaire a` des tores paraboliques conforme´ment e´quivalents. Par exemple
le tore de la the´orie de Markoff est donne´ avec λ = µ = 1, mais il n’est pas
conforme´ment e´quivalent a` celui que l’on obtient avec κ = 2 et les matrices
A′ =
[
2 8
(1/2) (5/2)
]
, B′ =
[
2 −8
−(1/2) (5/2)
]
,
car les triplets de traces associe´s comprennent un rationnel non entier qui rend
impossible de trouver M ∈ SL(2,Z) telle que A′ = M−1A0M et B′ = M−1B0M .
Les exemples de ce genre ont e´te´ e´tudie´s dans [143] ou` des indications sont donne´es
sur la valeur des constantes de Markoff correspondantes, mais la the´orie de´veloppe´e
par cet auteur est moins comple`te que la noˆtre. Les deux tores perce´s de l’exemple
que l’on vient de donner ne sont pas conforme´ment e´quivalents, alors qu’ils sont
de meˆme module e´gal a` 1 par hypothe`se. Cette situation ne se reproduit pas dans
le cas particulier du tore de Hecke qui est de module 2. Conside´rons en effet les
ine´galite´s qui le de´finissent, elles imposent λ = 1 et µ =
√
2. Elles caracte´risent
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de fac¸on unique le type conforme du tore de Hecke. En fait, se donner un couple
(λ, µ) avec les contraintes trouve´es ante´rieurement est e´quivalent a` se donner un
couple ((µ2/λ2), λ), c’est-a`-dire plus que le seul module (µ2/λ2), avec cette fois les
contraintes
1 ≤ λ ≤ 1√
(µ2/λ2)− 1 .
La fixation du module (µ2/λ2) permet de se ramener a` un meˆme domaine fonda-
mental p = ∞, α = −1, s = 0, β = (µ2/λ2). Mais le facteur supple´mentaire λ est
en plus ne´cessaire pour de´crire alors la fac¸on dont les bords de ce domaine sont
identifie´s par A et B, ce que l’on a pu de´crire ge´ome´triquement dans [632]. On
retrouve ainsi le fait que le type conforme d’un tore perce´ conforme parabolique
ne´cessite deux parame`tres pour eˆtre bien de´fini, ainsi que le fait que les tores de
Hecke sont de´finis a` transformation conforme pre`s de H par leur seul module.
La the´orie de la re´duction que l’on a de´veloppe´e n’est pas celle de [409] qui
correspond plutoˆt a` un codage des ge´ode´siques ferme´es d’un quotient H/Γ ou` Γ
groupe fuchsien.
4.6. Apparition des quaternions. On conside`re une matrice B ∈ SL(2,R)
telle que tr(B) = ((1 + λ2 + µ2)/λ). Avec le groupe G1 introduit pre´ce´demment,
B1 ∈ G1 et la condition BD = DB1ou`
B1 =
[
λ −(λµ2)
−(1/λ) ((1 + µ2)/λ)
]
, D =
[
x y
z t
]
, det(D) = ±1,
on a obtenu :
Proposition 4.8. Si B ∈ SL(2,R), on a e´quivalence des deux proprie´te´s :
1/ tr(B) = ((1 + λ2 + µ2)/λ).
2/ Il existe D ∈ GL(2,R) telle que B = DB1D−1 ou`
B1 =
[
λ −λµ2
−(1/λ) ((1 + µ2)/λ)
]
.
Si on combine maintenant cette proposition avec la recherche d’une matrice D′
telle que A = D′A1D′−1 et tr(A) = ((1 + λ2 + µ2)/µ), on est conduit a` e´crire
B−1A−1 = DB−11 D
−1D′A−11 D
′−1,
tr(B−1A−1) = tr(B−11 (D
−1D′)A−11 (D
−1D′)−1) = ((1 + λ2 + µ2)/λµ).
Ceci introduit une matrice
W = D−1D′ =
[
̟1 ̟4
̟3 ̟2
]
,
et le calcul effectif de sa trace donne un e´quation quadratique que l’on peut in-
terpre´ter comme la norme d’un quaternion. Une solution de cette e´quation est
donne´e par ̟1 = ̟2 = ±1, ̟3 = ̟4 = 0. Les autres solutions sont calculables
et fournissent des quaternions non triviaux que l’on peut utiliser pour donner une
caracte´risation du couple (A,B) par le triplet de traces
Π(A,B) = (tr(B−1), tr(A), tr(B−1A−1)).
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5. Perspectives
Dans ce qui pre´ce`de on a donne´ une nouvelle interpre´tation ge´ome´trique des
e´quations diophantiennes M s1s2(a, ∂K, uθ) de notre the´orie de Markoff ge´ne´ralise´e.
Le lien a e´te´ fait avec la the´orie des tores perce´s conformes, et on a vu une diffe´rence
entre le cas parabolique ou` la ge´ne´ralisation est comple`te et le cas hyperbolique ou`
les re´sultats sont plus lacunaires. Pour les tores paraboliques, on dispose d’une
the´orie de la re´duction comple`te qui classe les triplets de traces sous l’action du
groupe du triangle T3. Tous sont issus d’une e´quation de Markoff classique graˆce a`
la condition
tr(A)2 + tr(B)2 + tr(AB)2 − tr(A)tr(B)tr(AB) = σ = 0.
Ils s’interpre`tent avec les couples de ge´ne´rateurs du groupe libre non commutatif
a` deux ge´ne´rateurs F2 auquel tout groupe de Fricke est isomorphe [681]. Ce cas
ge´ne´ralise de fac¸on comple`te aux tores perce´s paraboliques la the´orie de Markoff
classique. Cette pre´sentation explique les de´veloppements que l’on trouve dans [147]
et [143] auxquels elle donne une interpre´tation. Elle explicite les travaux de [700].
On peut comple´ter ce qui pre´ce`de par un calcul des constantes de Markoff associe´es,
sachant que les fractions continues ne s’e´crivent plus dans ce cas avec des 1 et des
2, mais contiennent d’autres valeurs (voir [143]). Trouver un exemple ou` la seule
valeur supple´mentaire est e´gale a` 3 ne paraˆıt pas un de´fi insurmontable.
Les tores perce´s conformes hyperboliques sont eux-meˆmes donne´s par une
e´quationM s1s2(a, ∂K, uθ) dont on a donne´ une interpre´tation ge´ome´trique et pour
lesquels on a une action du groupe de triangle T3 et une re´duction associe´e. On les
a e´galement classe´s a` isome´trie pre`s de H avec la condition diffe´rente (comparer a`
[396]) :
tr(A)2 + tr(B)2 + tr(AB)2 − tr(A)tr(B)tr(AB) = σ < 0.
Pour que ce classement soit a` e´quivalence conforme pre`s de H il faut ajouter une
valeur ε = ±1 correspondant a` l’orientation du tore perce´. On a une autre re´duction
pour les tores σ-hyperboliques ainsi de´finis. On a vu que le groupe correspondant
n’est plus de Fricke. On a donne´ un exemple ou` une relation entre ge´ne´rateurs a
e´te´ calcule´e, il faut voir si la me´thode utilise´e est ge´ne´ralisable, et ce que devient la
super-re´duction. Ceci est examine´ au chapitre suivant. Les ge´ode´siques invariantes
ont permis de comprendre comment les surfaces de Riemann qui en re´sultent sont
prolonge´es d’une surface a` un trou vers une surface a` une piquˆre. On a vu comment
ce cas recouvre une situation ou` apparaissent deux tores troue´s conformes lie´s entre
eux (doubles de Schottky), qui se recouvrent dans le cas parabolique limite. On peut
de´velopper une the´orie de la re´duction pour les tores hyperboliques en prenant soin
de travailler simultane´ment sur les deux tores. Il faudrait aussi voir ce que devient
dans le cas hyperbolique le lien avec les quaternions.
L’exemple hyperbolique identifie´ avec σ = 1769 concerne les matrices
A =
[
11 3
7 2
]
, B =
[
37 11
10 3
]
, H =
[
3065 −4799
829 −1298
]
.
Le groupe associe´ G =< A,B,H | [A,B]H = 12 > n’est pas libre car il contient des
e´le´ments particuliers U = B−1A et V = BA−1 tels que U2 = V 2 = −12. La piste
d’approfondissement a` la ge´ome´trie alge´brique qui a e´te´ signale´e dans ce cas autour
de [735] (Tome 1, chapitre III 1.6 p. 164) constitue un sujet important a` creuser.
On a esquisse´ l’interpre´tation qui reste a` de´tailler mate´rialisant le groupe des classes
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de diviseurs de nos surfaces cubiques en chaque point entier en utilisant une courbe
S = s(P1) repre´sentant le plan projectif dans la surface M s1s2(a, ∂K, uθ) et une
fibre non singulie`re F . Cette approche construit un groupe libre a` deux ge´ne´rateurs
dont il faut comprendre a` quoi il correspond dans le cas hyperbolique. Ce cas
pourrait avoir une grande importance pour la classification des fibre´s vectoriels
[229] [230] [231] [473] [432] [433].
CHAPITRE 5
Ge´ne´ralisation aux surfaces de Riemann
1. Introduction
Les re´flexions pour ge´ne´raliser la the´orie de Markoff classique a` des situations
plus vastes ont conduit a` e´tudier de plus pre`s la ge´ome´trie conforme des surfaces
de Riemann. Un expose´ sur cette question est donne´ dans [632] ou` l’on de´crit la
vision que l’auteur a de ce dernier sujet, et les liens qu’il a formalise´s avec des
the`mes d’actualite´ en mathe´matiques ou en physique. Le re´sume´ qui suit s’appuie
sur les expose´s classiques sur le sujet ([745] [467] [253] [47] [408] [554] [729] [150]
[226] [769] [866] [62] [466] [227] [675] [580] [581] [582]...). Il indique quelques
perspectives de recherches que l’auteur a choisi d’explorer. Le point de de´part a
e´te´ d’e´tendre les travaux pre´sente´s pre´ce´demment sur les tores perce´s au cadre plus
ge´ne´ral des surfaces de Riemann. On a concre´tise´ cette ide´e en tentant d’e´clairer
des proble´matiques contemporaines. Le chaos quantique est ainsi devenu progres-
sivement une pre´occupation essentielle. On a recherche´ les liens qu’il pouvait avoir
avec la the´orie de Markoff. En d’autres termes, il s’agissait de savoir si le spectre de
Markoff peut eˆtre obtenu comme spectre d’un ope´rateur, ce qui pourrait expliquer
son apparition dans des objets physiques tels que des oscillateurs [635].
Les principaux re´sultats auxquels on est parvenu sont les suivants :
• On a reformule´ l’approche sur les tores perce´s conformes en la plac¸ant dans
le cadre plus vaste des groupes fuchsiens. Ceci a permis de comprendre comment
e´tudier le cas hyperbolique non comple`tement traite´ dans ce qui pre´ce`de. Ceci
a aussi fait le lien complet avec la the´orie de Teichmu¨ller interpre´te´e ici comme
the´orie des repre´sentations d’un groupe de Poincare´ dans PSL(2,R). Cette ap-
proche ge´ne´ralise la the´orie de Markoff de fac¸on tre`s satisfaisante. On dispose ainsi
d’un espace de modules qui joue le roˆle de l’ensemble des triplets de traces pour
les tores perce´s. On a aussi un groupe qui agit sur cet espace, ge´ne´ralisant l’action
du groupe du triangle du cas des tores perce´s. On a pu en de´duire des re´sultats
nouveaux sur des e´quations diophantiennes a` plus grand nombre de variables que
l’on peut traiter comme l’e´quation de Markoff. Il existe de´ja` un tel exemple [43].
Pour de´velopper l’approche ge´ome´trique correspondante, on a recherche´ les objets
a` conside´rer a` la place des surfaces de Riemann qui semblent de ce point de vue un
peu limite´es. C’est ainsi que les espaces de Stein ont e´te´ aborde´s, mais ils ne sont
certainement pas la bonne notion pour de nouvelles ge´ne´ralisations, et on a indique´
pourquoi il faut privile´gier les domaines de Riemann.
• On a ensuite e´tudie´ le lien avec le codage des ge´ode´siques sur une surface
de Riemann. Ceci constitue un sujet ou` les re´sultats ge´ne´raux disponibles restent
limite´s [723] [725], mais qui a un lien tre`s important avec l’e´tude des syste`mes dy-
namiques et la the´orie ergodique, notamment les ge´ode´siques ferme´es. La re´flexion
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a e´te´ faite dans la perspective de sortir de la seule the´orie de Markoff qui semble
pourtant la seule ou` on dispose de re´sultats signicatifs [704].
• La fonction eˆta de Dedekind est sous-jacente a` tous nos travaux. On a
montre´ qu’elle donne un certain nombre des fonctions transcendantes classiques
sur lesquelles sont construits les plus beaux re´sultats de la the´orie de nombres.
On a donc cherche´ a` repe´rer un certain nombre d’expressions ou` cette fonction
η apparaˆıt, donnant la fonction modulaire, les fonctions elliptiques, les fonctions
theˆta, etc... On a montre´ comment ces dernie`res sont importantes pour la the´orie
de l’information, et notamment la dualite´ codage/quantification. Une ide´e que l’on
a ensuite cherche´ a` approfondir est que ces expressions expliquent a` partir de la
de´composition en produit infini de η beaucoup des produits infinis classiques des
autres fonctions. Un point a e´te´ laisse´ de coˆte´, concernant les fonctions L. Mais
elles ont e´galement une proprie´te´ en relation avec ce sche´ma [246].
• On a ensuite cherche´ a` comprendre certaines des expressions diffe´rentielles
mises en avant dans les premiers travaux de Harvey Cohn relatifs a` l’interpre´tation
ge´ome´trique de la the´orie de Markoff ([147], [151], [152], [147]). Ceci permet de
faire le lien avec la sphe`re a` trois trous, et de comprendre par la` meˆme certains
travaux de Asmus Schmidt [700]. Une approche hyperge´ome´trique est e´galement
possible a` partir de la`. Mais le plus important est que ce de´veloppement met l’accent
sur la double uniformisation a` l’oeuvre sur les tores perce´s.
• Cette double uniformisation vient de ce que le tore perce´ a pour reveˆtement
conforme le demi-plan de Poincare´, mais qu’il peut eˆtre comple´te´ en un tore qui a
pour reveˆtement conforme C. Le tore donne naturellement naissance aux courbes
elliptiques et donc a` des e´quations cubiques analogues a` celles conside´re´es avant,
cependant que le tore perce´ donne pour ce qui le concerne naissance aux e´quations
analogues a` celle de Markoff. Comme l’auteur a de´crit dans les chapitres pre´ce´dents
les relations que ces deux types d’e´quations alge´briques entretiennent, il convenait
de mieux comprendre cette situation qui a pour conse´quence l’existence d’une riche
structure de double reveˆtement conforme [533] sur les tores perce´s. Cette observa-
tion a des implications arithme´tiques profondes comparables a` celles du cas de la
conjecture de Shimura Taniyama Weil [844] ou` l’un des reveˆtements est euclidien
et l’autre hyperbolique. On en a de´duit une construction ge´ne´rale permettant de
parame´trer presque tous les points d’un tore perce´ avec des fonctions elliptiques.
Toutes les conse´quences d’une telle ide´e ne sont pas tire´es, notamment ce que l’on
pourrait en tirer pour une conjecture de Selberg. Le re´sultat essentiel auquel on
est parvenu est que la fonction eˆta de Dedekind peut eˆtre interpre´te´e avec le lapla-
cien d’un tore. Cette approche de´bouche sur la mise en avant d’un nouvel invariant
fondamental dont on a repe´re´ l’utilisation en physique.
• C’est a` partir de ces observations que les re´flexions sur le chaos quantique
apparaissent naturellement. Toute la re´flexion s’organise autour d’une e´quation de
Schro¨dinger dont l’espace des phases est un tore ou un tore perce´. Dans le premier
cas, on a mis en e´vidence un lien profond avec la loi de re´ciprocite´ quadratique,
et donc la fonction η de Dedekind et les sommes de Gauss, mais il est curieux de
constater que le temps devient discret. Le cas ou` l’espace des phases est un tore
perce´ reste a` e´tudier, et l’auteur conjecture que c’est celui qui donne l’interpre´tation
recherche´e du spectre de Markoff comme spectre d’un ope´rateur lie´ a` une e´quation
de Schro¨dinger.
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• En approfondissant ce sujet, on est parvenu a` re´soudre le proble`me de Riemann-
Hilbert associe´ a` la the´orie de Markoff classique. En d’autres termes on a pu e´crire
une e´quation diffe´rentielle fuchsienne dont le groupe de monodromie est engendre´
par les deux matrices A0 et B0 qui engendrent le groupe [SL(2,Z), SL(2,Z)] ≃ F2.
Il reste a` approfondir l’analyse spectrale de l’ope´rateur diffe´rentiel associe´.
• On a enfin esquisse´ le lien avec la the´orie de fibre´s vectoriels et montre´ a` partir
de la` comment se de´veloppe une approche par la K-the´orie. La the´orie de Markoff
correspond dans ce contexte a` des fibre´s exceptionnels du plan projectif P2(C) et aux
he´lices de D. Yu. Nogin [597] [598]. Cette approche est particulie`rement importante
car elle donne un cadre permettant de comprendre un certain nombre de conjectures
tre`s importantes encore non re´solues comme les conjectures de Lichtenbaum ou
celle de Birch et Swinnerton-Dyer, graˆce a` une interpre´tation automorphe de la K-
the´orie. Au passage, des liens avec la conjecture de Riemann ont e´te´ approfondis.
2. Rappels succincts sur les surfaces de Riemann
Le pre´sent paragraphe est un simple rappel sur les surfaces de Riemann destine´
a` fixer les notations pour la suite. Il peut eˆtre omis par le lecteur averti et ne
de´veloppe rien que l’on ne trouve dans [632].
Les objets ge´ome´triques que l’on a conside´re´s pre´ce´demment, les tores perce´s
conformes, sont des quotients du demi-plan de Poincare´H par l’action d’un groupe
fuchsien Γ, c’est-a`-dire d’un sous-groupe discret de PSL(2,R). Pour la plupart des
surfaces de Riemann on peut ge´ne´raliser la the´orie de´veloppe´e pour les tores perce´s
en utilisant un groupe fuchsien. On peut en effet construire par quotient de H pour
l’action d’un tel groupe toutes les surfaces de Riemann a` l’exception de celles dont
le support topologique est home´omorphe ([253] p. 208) a` la sphe`re de Riemann S2,
a` la sphe`re perce´e par extraction d’un point C, a` la sphe`re perce´e par extraction
de deux points C∗, au tore T . Pour toute autre surface de Riemann M le groupe
de Poincare´ π1(M, ∗) peut eˆtre repre´sente´ comme sous-groupe Γ du groupe des
automorphismes PSL(2,R) de son reveˆtement conforme H. La surface M est de
forme H/Γ, et une repre´sentation de groupes ρ : π1(M, ∗) → Γ porte les donne´es
ge´ome´triques de M. Dans la suite les surfacesM sont connexes, et donc connexes
par arcs, de sorte que leur groupe de Poincare´ π1(M, ∗) ne de´pend pas du point de
base servant a` le de´finir.
2.1. Uniformisation des surfaces de Riemann. Un reveˆtement conforme
d’une surface de Riemann M est dit universel si et seulement si son groupe de
Poincare´ π1(M, ∗) est re´duit a` un e´le´ment neutre. La surface de Riemann est alors
simplement connexe. Toutes les surfaces de Riemann simplement connexes sont
connues a` e´quivalence conforme pre`s ([253] p. 206). Elles correspondent aux trois
mode`les de ge´ome´trie classique ([849] [580] p. 486) dont la structure conforme
est unique sur le support topologique que l’on conside`re, a` courbure constante
positive (cas sphe´rique), a` courbure nulle (cas euclidien), et a` courbure ne´gative
(cas hyperbolique). Il s’agit des suivantes :
• La sphe`re de Riemann S2=P1(C) de type conforme (0, 0, 0).
• Le plan complexe C = S2\{∞} qui est du type conforme (0, 1, 0).
• Le demi-plan de Poincare´ H qui est du type conforme (0, 0, 1).
Le the´ore`me de Killing-Hopf ([769] p. 135) garantit que toute surface de Rie-
mann peut ainsi eˆtre obtenue comme quotient de l’une des trois surfaces S2, C,
H, par l’action d’un sous-groupe de leur groupe d’automorphismes conformes. Il
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constitue la base de trois the´ories de Galois s’appliquant respectivement pour les
surfaces de Riemann. Si M est une surface de Riemann de reveˆtement simple-
ment conforme Msc et de groupe de reveˆtement Γ, sous-groupe de Aut(Msc), on
a e´quivalence conforme des surfaces M et Msc/Γ. D’ou` l’importance de connaitre
les groupes d’automorphismes des surfaces simplement connexes ([253] p. 206) :
Aut(S2) ≃ PSL(2,C) groupe des transformations de Mo¨bius complexes,
Aut(C) ≃ P∆L(2,C) groupe donne´ par les matrices triangulaires supe´rieures,
Aut(H) ≃ PSL(2,R) ≃ Isom+(H) groupe des matrices re´elles.
Le groupe PSL(2,C) = {M ∈ GL(2,C) | det(M) = 1}/{±1} de la sphe`re contient
les deux autres groupes cite´s, ce qui re´unit les trois the´ories de Galois que l’on vient
d’e´voquer en une seule. Les sous groupes de PSL(2,C) sont les groupes kleine´ens
[726].
On connaˆıt tous les types conformes de surfaces de Riemann qui ont les surfaces
S2 ou C pour reveˆtement universel ([253] p. 208). Ce sont les cas suivants :
• La sphe`re de Riemann S2 est la seule surface de Riemann qui posse`de S2
pour reveˆtement universel conforme. Son groupe de Poincare´ est trivial.
• C, C∗ ≃ C/ωZ, et les tores compacts T = TΛ = C/Λ sont les seules surfaces
de Riemann qui ont C = S2\{∞} pour reveˆtement universel conforme.
- La sphe`re perce´e d’une piquˆre C = T •0 = S2\{∞} est du type conforme
(0, 1, 0). Son groupe de Poincare´ est trivial.
- La sphe`re perce´e de deux piquˆres C∗ = T ••0 = S2\{0,∞} est du type conforme
(0, 2, 0). On peut la repre´senter par un cylindre C/ωZ de´fini avec ω ∈ C∗. Elle a
pour groupe de Poincare´ π1(C
∗, ∗) ≃ Z. Dans C le domaine fondamental est une
bande permettant de paver avec le groupe Z tout l’espace C.
- Les tores compacts TΛ = C/Λ sont du type conforme (1, 0, 0), conforme´ment
e´quivalents a` des courbes elliptiques. La projection canonique donne un re´veˆtement
universel d’un tel tore et est de´finissable avec des fonctions elliptiques. Son groupe
de Poincare´ est π1(T , ∗) = Z⊕ Z ≃ Z2. On peut montrer que Aut(M) est une
extension de C/Λ par un groupe fini ([253] p. 296, [675] p. 48), en ge´ne´ral {±1}.
Mais deux cas se distinguent correspondant a` la syme´trie carre´e Λ ≃ Z⊕ iZ et a` la
syme´trie hexagonale Λ ≃ Z⊕ jZ.
• Trois types conformes de surfaces de Riemann comple´mentaires aux pre´ce´dents
sont caracte´rise´s par le fait que H est cette fois leur reveˆtement universel conforme
([253] p. 210) mais que leur groupe de Poincare´ est commutatif. En dehors de H
lui-meˆme, on trouve les suivants :
- La sphe`re perce´e d’une piquˆre et d’un trou D• = {z ∈ C; 0 <| z |< 1} qui est
du type conforme (0, 1, 1) et ve´rifie π1(D•, ∗) ≃ Z.
- La sphe`re perce´e de deux trous D◦α = {z ∈ C; 0 < α <| z |< 1} qui est du
type conforme (0, 0, 2) et ve´rifie π1(D◦α, ∗) ≃ Z.
• Dans tous les autres cas qui sont en nombre infini, le reveˆtement universel
conforme de M est le demi-plan de Poincare´ H sur lequel agit son groupe de
Poincare´ π1(M, ∗) qui est non commutatif. Ce groupe est isomorphe a` un groupe
fuchsien Γ ⊂ PSL(2,R) ≃ Aut(H) agissant sur H pour donner M ≃ H/Γ. En
pratique [201], la surface M peut eˆtre visualise´e globalement avec un domaine
fondamental pour l’action du groupe Γ dans H. Pour la de´finition d’un domaine
fondamental polygonal on peut utiliser la me´thode de [416].
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2.2. Surfaces de Riemann de´finies par un groupe fuchsien. Les groupes
fuchsiens Γ permettent de de´crire a` e´quivalence conforme pre`s toutes les surfaces
de Riemann en dehors de celles qui ont S2 ou C pour reveˆtement universel. On a :
Proposition 2.1. Hors les types (0, 0, 0), (0, 1, 0), (1, 0, 0), (0, 2, 0), (0, 1, 1),
(0, 0, 2), toute surface de Riemann est conforme´ment e´quivalente a` une surface qui
peut eˆtre obtenue comme un espace quotient de forme
M = H/Γ,
ou` Γ ≃ π1(M, ∗) groupe fuchsien non commutatif isomorphe a` un sous groupe de
Aut(H) ≃ PSL(2,R).
Toutes les surfaces de type fini de genre g ≥ 2 sont de´crites ainsi. Mais
c’est aussi le cas pour certaines surfaces de genre 0 ou 1. Les tores perce´s con-
formes paraboliques qui sont de genre 1 sont donne´s par cette dernie`re proposition.
Avec une matrice parabolique P = L−1, le groupe fuchsien correspondant a pour
pre´sentation < A,B, P | [A,B]P = 12 >. Les tores perce´s conformes hyperboliques
e´galement de genre 1 sont donne´s par un groupe fuchsien dont on connaˆıt une
pre´sentation < A,B,H | [A,B]H = 12 > ou` H matrice hyperbolique. Les sphe`res
a` trois piquˆres qui sont de genre 0, c’est-a`-dire les pantalons, peuvent eˆtre obtenus
de meˆme ([769] p.114). Le groupe fuchsien correspondant est isomorphe au groupe
du triangle T3.
2.3. Autre anti-e´quivalence de cate´gories. Le the´ore`me fondamental de
Riemann associe a` toute surface de Riemann compacteM une e´quation polynoˆmiale
Q(x, y) = 0. En normalisant Q on se rame`ne a` une relation alge´brique irre´ductible
entre les variables complexes y et x de forme suivante
Φ(y, x) = yn + φ1(x)y
n−1 + ...+ φn(x) = 0,
ou` φk(x) (1 ≤ k ≤ n ≤ m) sont des fonctions rationnelles de x. Leurs de´nominateurs
s’annulent en un nombre fini de poˆles ou` l’on peut conside´rer que la valeur prise par
y devient infinie. Ailleurs, la re´solution en y d’une telle e´quation donne une fonction
multivalente y(x), chaque valeur de x permettant de de´finir n valeurs yi(x) dans
C la` ou` le discrimant de Φ n’est pas nul, c’est-a`-dire dans un ouvert CΦ de C
tel que C\CΦ ensemble fini. Pour tout point x ∈ CΦ, chaque uniformisation yi(x)
donne par le the´ore`me des fonctions implicites une carte locale holomorphe qui se
prolonge analytiquement graˆce au the´ore`me de Puiseux ([215] p. 106, [24] the´ore`me
7.7). L’ensemble de ces prolongements de´finit une surface de Riemann N ⊂ M a`
n feuilles au dessus de CΦ. On comple`te avec la projection πx qui a chaque point
pi = (x, yi(x)) ∈ N associe πx((x, yi(x))) = x ∈ CΦ. Elle constitue un reveˆtement a`
n feuilles de N au dessus de CΦ. Les feuilles se raccordent en des points singuliers
deM qui sont ses points de ramification. On voit comment les feuilles se raccordent
en observant les termes yi(x) pour x tournant autour de chaque point de C\CΦ.
En chacun de ces points on de´termine ainsi une permutation sur les feuilles se
de´composant en cycles. Elle permet de prolonger le reveˆtement local induit par πx
au-dessus d’un disque perce´ en x. On ajoute autant de points a` N au-dessus de x
qu’il y a de cycles dans la permutation des feuilles au voisinage. On fait de meˆme
au point a` l’infini x = ∞ en utilisant des coordonne´es homoge`nes ([116] p. 205).
On peut alors s’assurer que la surface N comple´te´e n’est autre queM. Il en re´sulte
en recollant tous les morceaux un reveˆtement global prolongeant πx a` la surface de
de´part et note´ de meˆme πx :M−→ P1(C). Entre la courbe affine de´finie dans C2
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par Φ etM il peut y avoir une diffe´rence portant sur un nombre fini de points. Mais
en comple´tant par ces points dans P1(C) la surface de Riemann compacte devient
une courbe projective sur C. On montre alors que πx est me´romorphe surM et qu’il
en est de meˆme de la seconde projection πy de´finissable graˆce aux valeurs yi(x).
Enfin il est facile de s’assurer que le corps K(M) des fonctions me´romorphes sur
M s’identifie a` C(πx, πy) et a pour degre´ n sur le corps C(πx) qui est de degre´ de
transcendance 1 sur C. De plus le corps C(πx, πy) s’identifie aise´ment au corps des
fractions de l’anneau C[X,Y ]/Q(X,Y )C[X,Y ] ≃ K(M). Cette construction donne
un foncteur K de la cate´gorie des surfaces de Riemann compacte connexe dans
celle des corps de fonctions complexes, c’est-a`-dire des extensions de type fini et de
degre´ de transcendance 1 de C. Ce foncteur se prolonge en une anti-e´quivalence de
cate´gories (une the´orie de Galois) entre surfaces de Riemann compactes et corps
de fonctions complexes, elle-meˆme prolongeable entre la cate´gorie des surfaces de
Riemann dee type fini et celle de certaines C-alge`bres ([226] Tome 2, p. 138 et
[675] p. 71). Des alge`bres vers les surfaces, on proce`de en conside´rant l’ensemble
des valuations de l’alge`bre et en identifiant chacune d’elle a` un point (une place).
La me´thode pour construire la structure de surface de Riemann sur ces valuations
est pre´cise´e dans [135], [458] ou [23] (p. 92). On en trouve un expose´ simplifie´
dans [239] qui permet de bien comprendre l’analogie entre arithme´tique et corps
de fonctions che`re a` Andre´ Weil [834]. Ceci donne la signification de la notion de
diviseur d’une surface, ainsi que du the´ore`me de Riemann-Roch ([675] p. 94, [239]
p. 158, [23] p. 182). Le lien avec les formes diffe´rentielles en faisable avec le quotient
ΩK(M) du K(M)-espace des symboles df ou` f ∈ K(M) par le sous-espace engendre´
par les relations d(f+f ′)−df−df ′, d(ff ′)−fdf ′−(df)f ′, dc ou` c ∈ C. On identifie
dans cet espace un C-espace des formes diffe´rentielles me´romorphes, c’est-a`-dire
s’e´crivant fdz ou` f ∈ K(M) me´romorphe dans lequel on trouve avec f holomorphe
un espace de cohomologie H1(M,C).
2.4. C∗-alge`bres. Il existe d’autres anti-e´quivalences de cate´gories concer-
nant les surfaces de Riemann. Et par exemple ([505] p. 93) le the´ore`me de Gelfand-
Naimark ([320] p. 160) permet d’en construire une avec l’anti-e´quivalence qui ex-
iste entre la cate´gorie des espaces topologiques se´pare´s et celle des C∗-alge`bres.
Cette dernie`re associe a` tout espace topologique la C∗-alge`bre des fonctions com-
plexes continues de´finies sur cet espace. En sens inverse la construction se fait en
de´veloppant [159] (the´ore`me 6 p. 25). Il s’agit d’un cas particulier de la transfor-
mation de Gelfand associant a` toute alge`bre de Banach commutative son spectre
de caracte`res localement compact, compact si l’alge`bre est unitaire ([320] p. 108).
Cette construction donne un cadre tre`s naturel aux habituelles transformations
de Fourier, mais surtout elle permet de retrouver une de´monstration directe du
fait que tout espace compact peut eˆtre vu comme un espace alge´brique sur C. On
trouve dans [709] une tentative d’extension de cette e´quivalence aux alge`bres de
Kac, projet qui a fait l’objet d’intenses recherches autour de la ge´ome´trie non com-
mutative d’Alain Connes [158]. Les C∗-alge`bres font quant a` elles l’objet d’une
intense activite´ de recherche car elles structurent les ensembles d’observables de
la me´canique quantique ([823] p.548). La notion d’anti-e´quivalence signifie que
diffe´rentes the´ories parlent en re´alite´ des meˆmes objets habille´s de de´guisements
diffe´rents, ou conside´re´s de points de vue diffe´rents, notamment selon qu’ils sont
e´tudie´s globalement ou localement. Il serait utile de comprendre quelles proprie´te´s
supple´mentaires sur les C∗-alge`bres traduisent les proprie´te´s certaines surfaces de
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Riemann ([823] p. 548, [262]). Parler d’anti-e´quivalence de cate´gories ou de the´orie
de Galois revient essentiellement au meˆme, la the´orie de Galois classique ayant
simplement donne´ le premier exemple historique d’une telle anti-e´quivalence.
2.5. Prolongement des surfaces et espe`ces de groupes fuchsiens. On
dit M est prolongeable en M′ ou que M′ prolonge M si et seulement s’il existe
une application holomorphe f deM dansM′ telles queM′\f(M) ait un inte´rieur
non vide. Un trou dans la surface M peut eˆtre comble´ avec un disque ferme´ a` une
piquˆre sans changer la nature du support topologique de la surface. Les surfaces
compactes fournissent des exemples de surfaces non prolongeables. Les tores troue´s
conformes donnent au contraire des exemples de surfaces prolongeables en des tores
perce´s.
Le prolongement conduit a` distinguer les groupes fuchsiens de premie`re et ceux
de seconde espe`ce ([47] p. 202). On utilise pour cela l’ensemble Λ(Γ) des points
limites des orbites Γz ou` z dans un domaine fondamental. Pour un groupe fuchsien
Γ de seconde espe`ce, la surface de Riemann H/Γ est prolongeable. Et on trouve sur
le bord de H pour Λ(Γ) un ensemble vide, a` un ou deux e´le´ments, ou un ensemble
parfait et nulle part dense dans le bord de H ([408] p. 67). Pour un groupe de
premie`re espe`ce Γ, la surface de Riemann H/Γ n’est pas prolongeable et l’ensemble
Λ(Γ) est dense dans le bord de H.
2.6. Groupes fuchsiens e´le´mentaires. L’action d’un groupe fuchsien Γ
classe les points de H ∪ R ∪ {∞} en points paraboliques, hyperboliques et ellip-
tiques. Au dela` des groupes de premie`re ou de seconde espe`ce, il existe un autre
type de groupe fuchsien dit e´le´mentaire caracte´rise´ par le fait qu’il posse`de une
orbite finie pour son action dans la cloˆture euclidienne H ∪ R ∪ {∞} de H. Un tel
groupe est tel que Λ(Γ) n’a pas plus de deux points ([408] 3.8 p. 78). Si un groupe
fuchsien Γ n’est pas e´le´mentaire il contient une infinite´ d’e´le´ments hyperboliques, et
tout e´le´ment elliptique est d’ordre fini ([408] p. 48). Si au contraire un groupe fuch-
sien Γ est e´le´mentaire il est cyclique (fini ou infini) ou conjugue´ dans PSL(2,R) a` un
groupe engendre´ par les classes de g(z) = −1/z et h(z) = kz ou` k > 1. Inversement,
les sous groupes cycliques de PSL(2,R) engendre´s par un e´le´ment parabolique ou
hyperbolique sont fuchsiens, et les sous-groupes cycliques de PSL(2,R) engendre´s
par un e´le´ment elliptique sont fuchsiens si et seulement s’ils sont finis.
2.7. Signature d’un groupe fuchsien. Avec [739] (ch. 1.3 a` 1.5), [452] (ch.
10) ou [434] (§9.5), on comple`te maintenant H en lui ajoutant les pointes pour Γ.
Elles sont situe´es sur son bord et donnent un ensemble plus vaste H∗. Ceci de´finit
une nouvelle surface de RiemannH∗/Γ qui est compacte si on suppose que le groupe
Γ est de premie`re espe`ce. On la note X(Γ). L’ensemble des pointes pour Γ ajoute´es
a` H est fini et stable pour l’action de Γ. Il comble au quotient toutes les piquˆres de
la surface de Riemann H/Γ.
On dit de X(Γ) qu’il s’agit d’une courbe modulaire lorsque Γ ⊂ PSL(2,Z) et
Γ contient le sous-groupe de congruence Γ(n) = PG(n) de PSL(2,Z) de´fini avec
G(n) = {
[
a b
c d
]
∈ SL(2,Z) | a ≡ d ≡ 1 ( mod n), b ≡ c ≡ 0 ( mod n)}.
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G(2) est libre a` deux ge´ne´rateurs ([386] p.154). On note X(Γ(n)) = X(n). Ainsi la
courbe modulaire X(Γ0(n)) = X0(n) est de´finie avec Γ = Γ0(n) = PG0(n) :
G(n) ⊂ G0(n) = {
[
a b
c d
]
∈ SL(2,Z) | c ≡ 0 ( mod n)} ⊂ PSL(2,Z).
2.7.1. Cas ou` le reveˆtement universel d’une telle surface n’est pas H. Pour
Γ = Γ(1) = Γ0(1) = PSL(2,Z), on trouve H∗ = H∪Q∪{∞}, et H∗/PSL(2,Z) est
conforme´ment e´quivalent a` la sphe`re de Riemann S2. Par construction on est dans
une situation relevant de ce qui est explique´ dans l’article de B. Mazur [533] sur
les doubles reveˆtements conformes. On a ici deux uniformisations qui interagissent,
une euclidienne et l’autre hyperbolique. Les points de Q sont tous paraboliques,
de´ductibles de ∞ avec un e´le´ment de PSL(2,Z), de sorte que H∗/PSL(2,Z) s’i-
dentifie a` la surface modulaire H/PSL(2,Z) comple´te´e de son point a` l’infini. Cette
e´quivalence conforme est donne´e par l’invariant modulaire
J : τ ∈ H/PSL(2,Z) ∪ {∞} ≃ H∗/PSL(2,Z) 7−→ J(τ) ∈ C ∪ {∞} ≃ S2.
Cet invariant de´finit J(τ) ∈ C pour tout τ ∈ H, et J(τ) = ∞ pour τ ∈ Q ∪ {∞}.
Le demi-plan H devient ainsi un reveˆtement ramifie´ de C avec un point elliptique
de ramification 2 en i et un point elliptique de ramification 3 en (−1 + i√3)/2.
On retrouve ainsi ([408] p. 71) le domaine fondamental du groupe modulaire
PSL(2,Z) et ses deux classes de conjugaison de sous groupes cycliques maximaux
de PSL(2,Z), l’une correspondant a` des groupes d’ordre 2, l’autre a` des groupes
d’ordre 3. Ceci est lie´ a` la pre´sentation de PSL(2,Z) comme produit libre d’un
groupe cyclique d’ordre 2 et d’un groupe cyclique d’ordre 3 tels que rappele´s par
exemple dans [729] (pp. 128-131).
2.7.2. Cas ou` le reveˆtement universel de H∗/Γ est H. Cette situation de´finit
un nouveau groupe fuchsien Γ∗ et une e´quivalence conforme
H∗/Γ ≃ H/Γ∗.
La compacite´ de H/Γ∗ a pour conse´quence que Γ∗ ne construit pas de pointe, et que
le nombre r de classes de points elliptiques pour l’action de Γ∗ est fini. En revenant
par e´quivalence conforme a` H∗/Γ les singularite´s demeurent. Par reveˆtement, on
peut e´ventuellement proce´der ([769] ch. 8) a` la de´singularisation de H/Γ∗. Les
points elliptiques correspondent a` des points singuliers marque´s sur la surface. La
ramification ([226] ch. VI) de´crit les phe´nome`nes qui se manifestent pour l’appari-
tion de ces points. En conside´rant
HΓ∗ = H\{z | z elliptique pour Γ∗},
on a les proprie´te´s suivantes :
1- La surface H/Γ∗ prolonge (HΓ∗/Γ∗).
2- L’application canonique π : H → H/Γ∗ est localement bijective au voisinage
de tout point de HΓ∗ .
3- Pour tout point elliptique pi (i = 1, ..., r) dans H/Γ∗ on peut de´finir un
nombre υi tel que Card(π
−1(pi)) = υi. Ceci classe les points elliptiques en classant
les nombres υi par ordre croissant. On dit que υi est l’indice de ramification du
point pi ou que les points p1,..., pr sont marque´s avec les nombres υ1,..., υr. Cette
2. RAPPELS SUCCINCTS SUR LES SURFACES DE RIEMANN 73
approche introduit pour la surface de RiemannM≃ H/Γ une signature, dite aussi
signature de Γ :
(g;n : υ1, υ2, ..., υr, υr+1, ..., υn;m),
ou` l’on note
2 ≤ υ1 ≤ υ2 ≤ ... ≤ υr ≤ υr+1 = ... = υn =∞.
Cette signature indique que la surface M de genre g posse`de r points elliptiques
p1,..., pr d’indices de ramification υ1,..., υr, des points paraboliques pr+1,..., pn en
nombre n− r, ainsi que m trous. Son type conforme (g, n,m) s’en de´duit.
2.8. Invariant d’Euler-Poincare´. La caracte´ristique d’Euler-Poincare´ d’un
groupe fuchsien Γ de signature (g;n : υ1, υ2, ..., υr, υr+1, ..., υn;m) est de´finie avec :
−χ(Γ) = 2g − 2 +
n∑
i=1
(1− 1
υi
) +m = 2g − 2 +
r∑
i=1
(1− 1
υi
) + (n− r) +m.
Ce nombre est positif lorsque le groupe fuchsien Γ n’est pas re´duit a` l’unite´. Le
covolume de Γ, c’est-a`-dire l’aire hyperbolique de M, est ([47] p. 269)
Cov(Γ) = µ(M) = 2π(−χ(Γ)).
Dans le cas d’un groupe fuchsien Γ de premie`re espe`ce, on a ne´cessairement m = 0
et cette formule donne l’aire hyperbolique de tout domaine fondamental convexe de
Γ dans le demi-plan de Poincare´ H. La caracte´ristique d’Euler-Poincare´ est aussi
l’invariant de la surfaceM de´fini classiquement comme somme alterne´e des nombres
de Betti pour les r-simplexes construits par une triangulation
χ(Γ) = χM =
n∑
j=0
(−1)jbj(M) = b0(M)− b1(M) + b2(M).
Pour une surface compacteM, b0(M) correspond au nombre de composantes con-
nexes, b2(M) est le nombre de composantes connexes orientables ([466] p. 257 et
p. 260), et b1(M) est de´fini par le nombre de ge´ne´rateurs de π1(M, ∗) ou de son
quotient commutatif H1(M,Z), le premier groupe de l’homologie singulie`re deM :
H1(M,Z) ≃ π1(M, ∗)/[π1(M, ∗), π1(M, ∗)].
2.9. Ge´ome´trie symplectique. Dans chaque classe de H1(M,Z) on peut
trouver une courbe ferme´e c(t) infiniment diffe´rentiable sur M, meˆme ge´ode´sique
dans diffe´rents cas. Ceci permet en tout point P ∈ M d’intersection de deux
telles courbes c1(t1) et c2(t2) correspondant a` deux e´le´ments diffe´rents γ1 et γ2
de H1(M,Z) de conside´rer la base (∂c1/∂t1, ∂c2/∂t2) de l’espace tangent en P .
Comme dans le cas que l’on privile´gie iciM est orientable, avec un vecteur normal
n on peut de´finir ε(P ) = 1 ou ε(P ) = −1 selon que le triplet (n, ∂c1/∂t1, ∂c2/∂t2)
est direct ou non. Et en sommant sur tous les points d’intersection des courbes c1(t1)
et c2(t2) on obtient le nombre d’intersection γ1⊓γ2. La ge´ome´trie symplectique s’in-
troduit alors de fac¸on naturelle pour une telle surface de Riemann en e´tendant a`
tout le groupe d’homologie H1(M,Z) ce nombre d’intersections qui devient une
forme biline´aire antisyme´trique non de´ge´ne´re´e H1(M,Z) × H1(M,Z) −→ Z. On
en de´duit l’existence de bases symplectiques et de dissections canoniques associe´es
([823] p. 105) permettant de voirM au moyen d’un domaine fondamental de H sur
le bord duquel peut eˆtre mate´rialise´e la dissection canonique. On peut prolonger
de fac¸on naturelle de Z a` R cette forme biline´aire en H1(M,R)×H1(M,R) −→ R.
Ceci construit un espace vectoriel symplectique [112]. Remarquons que le fait que
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M est associe´e a` un groupe fuchsien et donc orientable est essentiel pour que la
construction que l’on vient de faire soit valide. On peut encore e´tendre cette forme
en une forme hermitienne de´finie positive ([823] p. 189) au travers de la notion de
polarisation sur les varie´te´s abe´liennes complexes qui caracte´rise les jacobiennes.
Ce point est e´voque´ plus loin.
2.10. Approche topologique du groupe de Poincare´. Pour toute surface
de Riemann M, la signature contient toutes les donne´es topologiques essentielles,
mais aucune donne´e conforme. Elle donne une pre´sentation du groupe de Poincare´
π1(M, ∗) ≃ Γ. On utilise pour le voir le the´ore`me de Seifert et Van Kampen ([308]
p. 30) et un passage au quotient pour les points elliptiques. Ceci donne :
Proposition 2.2. Le groupe de Poincare´ π1(M, ∗) de toute surfaceM de type
conforme (g, n,m) admet une pre´sentation a` 2g+n+m ge´ne´rateurs et r+1 relations
ou`
1/ Les ge´ne´rateurs sont a1, b1, ..., ag, bg, e1, ..., er, pr+1, ..., pn, h1, ..., hm.
2/ Les relations sont
g∏
i=1
[ai, bi]e1...erpr+1...pnh1...hm = 1, ∀i = 1, ..., r, eυii = 1.
Sa signature vaut
(g;n : υ1, υ2, ..., υr,∞n−r;m).
Ce re´sultat permet le calcul du premier groupe d’homologie
H1(M,Z) ≃ Z2g−r × Z/υ1Z× ...× Z/υrZ.
Dans le cas compact ou` n = r et m = 0, on a π1(M, ∗) ≃ F2g−r, groupe libre a`
2g − r ge´ne´rateurs.
2.11. Approche conforme du groupe de Poincare´. Les donne´es con-
formes d’une surfaceM de reveˆtement conforme H sont issues d’une repre´sentation
injective du groupe π1(M, ∗) dans le groupe Aut(H) = PSL(2,R). Ceci provient
du re´sultat duˆ a` Poincare´ ([646] [866] (p. 114) [408] (p. 90)) :
Proposition 2.3. Soit Γ un groupe fuchsien de´finissant une surface de Rie-
mann de type fini M = H/Γ ayant pour signature (g;n : υ1, υ2, ..., υn;m), Γ admet
une pre´sentation a` 2g + n+m ge´ne´rateurs et r + 1 relations avec
1/ Les ge´ne´rateurs A1, B1, ..., Ag, Bg, E1, ..., Er, P r+1, ..., Pn, H1, ..., Hm dans
PSL(2,R).
2/ Les relations
g∏
i=1
[Ai, Bi]E1...ErP r+1...PnH1...Hm = 1, ∀i = 1, ..., r, Eυii = 12.
Les termes Hi sont hyperboliques et sont de´finis a` une permutation et a` une conju-
gaison de PSL(2,R) pre`s. Il en est de meˆme des termes P j qui sont paraboliques.
Les termes Ek engendrent des sous-groupes finis maximaux et non conjugue´s de
Γ. Tout e´le´ment elliptique de Γ est conjugue´ dans PSL(2,R) d’une puissance d’un
terme Ek, et tout e´le´ment parabolique de Γ est de meˆme conjugue´ d’une puissance
d’un terme P j. Tout e´le´ment d’ordre fini dans Γ est elliptique. Si le groupe fuchsien
Γ est de premie`re espe`ce, il n’y a pas de termes hyperboliques Hi. Dans ce cas le
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groupe Γ est cocompact, c’est-a`-dire tel queM = H/Γ soit une surface de Riemann
compacte, si et seulement s’il n’y a pas de termes paraboliques.
2.12. Remonte´e a` un groupe de matrices. On peut maintenant revenir
d’un groupe fuchsien Γ a` un groupe G dans SL(2,R) de´fini par image inverse de
PSL(2,R) dans SL(2,R). Avec le morphisme canonique P : SL(2,R)→ PSL(2,R),
on dit que le sous-groupe Γ de PSL(2,R) est remonte´ en le groupe G dans SL(2,R)
si et seulement si la restriction P (G) est isomorphe a` Γ. On a de´ja` vu pour les
groupes de Fricke qu’il peut y avoir plusieurs images re´ciproques G de Γ par P . En
fait ([720] p. 136) pour tout genre g > 1 tout sous-groupe fuchsien Γ de PSL(2,R)
de´finit 22g groupes G diffe´rents remontant Γ dans SL(2,R). Un re´sultat de Ir-
win Kra [446] indique aussi qu’un groupe Γ ⊂ PSL(2,R) peut eˆtre remonte´ dans
SL(2,R) si et seulement s’il ne posse`de pas d’e´le´ment d’ordre 2. Ces derniers peu-
vent en effet cre´er des proble`mes comme le montre l’exemple de la transformation
f(z) = −(1/z) d’ordre 2 dans PSL(2,R). La matrice qui correspond a` f dans
SL(2,R) est d’ordre 4. De tels e´le´ments d’ordre 2 appele´s ”casquettes croise´es”,
de´truisent l’orientabilite´ de la surface que l’on e´tudie. Il faut faire appel comme
dans [720] (p. 70) aux notions plus vastes de surface de Klein et de structure di-
analytique pour trouver de tels e´le´ments dans le groupe correspondant que l’on
peut alors conside´rer comme un groupe kleine´en ([866] Theorem 3.2.8 p. 71, [867]
Theorem 15.9 p. 35, [720] p. 89). Mais ce cas ne peut se produire pour les surfaces
de Riemann que l’on e´tudie ici ou` le reveˆtement est H. De plus on a :
Proposition 2.4. Soit Γ un groupe fuchsien qui de´finit une surface de Riemann
de type fini M = H/Γ ayant pour signature (g;n : υ1, υ2, ..., υn;m), le groupe Γ se
remonte dans SL(2,R). Il de´termine meˆme un unique groupe principal G caracte´rise´
par le fait que ses ge´ne´rateurs sont a` trace positive. Le groupe Γ est isomorphe au
groupe G de´fini avec :
1/ Des ge´ne´rateurs A1, B1, ..., Ag, Bg, E1, ..., Er, Pr+1, ..., Pn, H1, ..., Hm.
2/ Des relations
g∏
i=1
[Ai, Bi]E1...ErPr+1...PnH1...Hm = 1, ∀i = 1, ..., r, Eυii = 12.
Les matrices Ai et Bi sont hyperboliques. Les e´le´ments E1, ..., Er, sont des e´le´ments
de torsion dans G. Ce sont des matrices elliptiques (0 < tr(Ei) < 2) posse´dant
un point fixe dans H. Autour du point fixe de Ei l’action se fait localement par
une matrice de rotation. Sur la surface de Riemann quotient, ceci donne un point
de ramification de multiplicite´ υi. La multiplicite´ du point coˆne correspondant est
lie´e a` l’angle au sommet de ce coˆne. Les e´le´ments Pr+1, ..., Pn, sont paraboliques
(0 < tr(Pi) = 2) posse´dant un point fixe sur le bord de H. Sur la surface de
Riemann quotient, un tel point donne une piquˆre. Les e´le´ments H1, ..., Hm, sont
hyperboliques (2 < tr(Hi)) posse´dant une ge´ode´sique fixe dans H. Sur la surface
de Riemann quotient, une telle ge´ode´sique permet de de´finir un trou dont elle est
le bord. On peut combler ce trou par un disque perce´ sans rien changer au support
topologique, et en prolongeant seulement la surface de Riemann que l’on conside´re.
Si cette ope´ration est faite, la piquˆre qui en re´sulte est l’image d’un point du bord de
H dont on peut faire le tour avec une ge´ode´sique ferme´e invariante par la matrice
Hi correspondante. Les deux derniers cas ne se produisent pas si l’on a affaire a`
une surface compacte. Dans tous les cas, on a M≃ H/G.
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Topologiquement, on voit bien que rien ne distingue les termes pi et hj dans la
pre´sentation de π1(M, ∗), alors que dans SL(2,R) la repre´sentation de ce groupe
apporte du nouveau qui correspond a` la structure conforme et se mate´rialise sur les
valeurs des traces. On comprend aussi avec ces observations pourquoi on n’a pas
eu a` conside´rer de tore elliptique dans le chapitre pre´ce´dent.
2.13. Le the´ore`me de Poincare´. On trouve en [408] (Ch. 4) une re´ciproque
partielle de ce que l’on vient de voir. Il s’agit du the´ore`me de Poincare´ qui indique
que si g ≥ 0, r ≥ 0, υi ≥ 2 (pour i = 1, ..., r) sont des nombres entiers tels que l’on
ait
2g − 2 +
r∑
i=1
(1− 1
υi
) > 0,
alors il existe un groupe fuchsien Γ ayant pour signature (g; r : υ1, υ2, ..., υr; 0). On
dispose d’une construction explicite pour un tel groupe fuchsien dit ge´ome´triquement
fini, c’est-a`-dire posse´dant un domaine fondamental convexe polygonal a` 4g + 2r
sommets de´limite´ par un nombre fini de coˆte´s porte´s par des ge´ode´siques. Ce groupe
admet une pre´sentation a` 2g + r ge´ne´rateurs et r + 1 relations avec
1/ Les ge´ne´rateurs A1, B1, ..., Ag, Bg, E1, ..., Er.
2/ Les relations
g∏
i=1
[Ai, Bi]E1...Er = 1, ∀i = 1, ..., r, Eυii = 12.
Le groupe Γ ne contient pas d’e´le´ment parabolique. Par construction son covolume
est fini, et ce groupe est cocompact. En sens inverse pour tout groupe Γ ayant
ces proprie´te´s, la construction d’un domaine fondamental ayant les meˆmes car-
acte´ristiques dans H et associe´ a` la surface M = H/Γ est faisable par la me´thode
de [416]. Selon la fac¸on dont est donne´ le groupe fuchsien, il peut s’ave´rer plus
ou moins de´licat de construire un domaine fondamental. Dans ce que l’on vient
de voir on connaˆıt des ge´ne´rateurs a` partir desquels on travaille. Si le groupe est
plutoˆt donne´ par des congruences dans PSL(2,Z), d’autres me´thodes existent dont
certaines sont automatise´es [805]. Par exemple le domaine fondamental d’un sous-
groupe de congruence Γ de niveau n est contenu dans un domaine fondamental du
groupe Γ(n) identifie´ dans [451]. Certains groupes fuchsiens ne sont pas des groupes
de congruence ([467] p. 253).
Dans [408] la me´thode de construction de Poincare´ est e´tendue a` un groupe
fuchsien de signature (g;n : υ1, υ2, ..., υr,∞, ...,∞;m). Ceci donne la possibilite´ de
construire un groupe fuchsien de premie`re espe`ce avec des e´le´ments paraboliques
Pr+1, ..., Pn. Ce cas ge´ne´ralise celui des tores perce´s conformes paraboliques qui
sont de signature (1; 1 : ∞; 1). Il existe une infinite´ de tels tores perce´s non con-
forme´ment e´quivalents, alors que la construction de [408] n’en fournit qu’un. Pour
les autres signatures le meˆme constat peut eˆtre fait, avec des domaines fondamen-
taux diffe´rents donnant des surfaces non conforme´ment e´quivalentes, mais qui sont
topologiquement identiques. Ceci signifie que la construction de Poincare´ peut eˆtre
ge´ne´ralise´e, par exemple en ne plac¸ant plus le centre du polygone exhibe´ au centre
du disque unite´.
Le the´ore`me de Poincare´ est encore e´tendu dans l’e´nonce´ que l’on trouve dans
[47] (p. 268) indiquant qu’il existe un groupe fuchsien Γ de type fini, non e´le´mentaire,
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et de signature (g;n : υ1, υ2, ..., υr, υr+1, ..., υn;m) si et seulement si on a la condi-
tion pour la caracte´ristique d’Euler-Poincare´ :
−χ(Γ) = 2g − 2 +
r∑
i=1
(1− 1
υi
) + (n− r) +m > 0.
L’expression de cette caracte´ristique d’Euler-Poincare´ peut eˆtre minore´e par la
valeur positive (1/42) qui correspond au groupe de Hurwitz a` trois ge´ne´rateurs
elliptiques E1, E2, E3, tels que E
2
1 = E
3
2 = E
7
3 = 1. Cette observation permet
d’e´tablir le the´ore`me de Hurwitz ([253] p. 258) indiquant que le groupe Aut(M)
des automorphismes conformes d’une surface de Riemann compacte M de genre
g ≥ 2 est fini et majore´ par 42× (2g− 2) = 84(g− 1). Ceci donne aussi le the´ore`me
de Schwarz ([253] p. 258), disant que si M est de genre g ≥ 2, alors Aut(M) est
un groupe fini.
2.14. Groupes de Coxeter associe´s. Pour un groupe fuchsien Γ que l’on
suppose ici pour simplifier de signature (g; r : υ1, υ2, ..., υr; 0), on peut introduire
([408] p.93) un polygone hyperbolique a` 4g + 2r coˆte´s oriente´s dont les sommets
sj sont indexe´s cycliquement, et dont les angles aux sommets sont tous calculables
en fonction de la signature de Γ. On peut alors conside´rer le groupe Γ∗ de toutes
les isome´tries de H laissant invariant les coˆte´s de ce polygone. Il est engendre´ par
les re´flexions σj (j = 1, ..., 4g+ 2r) de H par rapport aux coˆte´s sjsj+1 du domaine
fondamental polygonal de Γ. En notant (2π/2νj) l’angle au sommet sj , on obtient
([454] p.135) les relations σ2j = 1 et (σj−1σj)
νj = 1. Tous les coefficients νj sont
faciles a` expliciter en fonction de la signature du groupe Γ ou de son groupe principal
G. Les reflexions retournant les angles, ceci introduit un groupe d’isome´tries non
toutes directes de H :
Γ∗ =< σ1, ..., σ4g+2r | σ2j = 1, (σj−1σj)νj = 1 > .
Ce groupe agit proprement dans H, ce qui signifie que pour tout sous-ensemble
compact C de H l’ensemble des e´le´ments γ ∈ Γ∗ tels que γC ∩ C 6= ∅ est fini.
L’inte´rieur du polygone de de´part constitue un domaine fondamental pour cette
action. Le groupe Γ∗ est un groupe de Coxeter [86] qui permet d’expliciter le lien
avec la the´orie de immeubles de Tits, ici des immeubles hyperboliques ([678]). Dans
Γ∗ on retrouve Γ comme sous-groupe d’indice 2 des transformations qui conservent
l’orientation ([408] the´ore`me 3.5.4). Ceci donne comme quotient H/Γ une surface
de Riemann compacte de genre g ou` le polygone construit pre´ce´demment se projette
en un complexe a` r+1 sommets relie´s par 2g+ r ge´ode´siques trace´es sur la surface
conside´re´e. Ce complexe permet de calculer l’homologie singulie`re de la surface. Il
correspond a` une dissection canonique de la surface de Riemann.
2.15. Groupes de triangle hyperboliques. Avec g = 0 et n = r = 3, ce
qui pre´ce`de garantit l’existence d’un groupe de Coxeter T∗(υ1, υ2, υ3) de´finissable
avec trois re´flexions R1, R2, R3 sur les cote´s d’un triangle ge´ode´sique de H pourvu
que
3∑
i=1
1
υi
< 1.
Ce groupeT∗(υ1, υ2, υ3) appele´ groupe de triangle hyperbolique a pour pre´sentation
< R1, R2, R3 | R21 = R
2
2 = R
2
3 = (R1R2)
υ3 = (R2R3)
υ1 = (R3R1)
υ2 = 1 > .
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Il posse`de un sous-groupe, le groupe de von Dyck, qui peut eˆtre vu ([408] p. 99-102)
comme fuchsien d’indice 2 de signature (0; 3 : υ1, υ2, υ3; 0) :
T(υ1, υ2, υ3) = < E1, E2 | E1υ1 = E2υ2 = (E1E2)υ3 = 1 >
= < E1, E2, E3 | E1υ1 = E2υ2 = E3υ3 = E1E2E3 = 1 > .
On trouve T(2, 3,∞) = PSL(2,Z) = Γ(1) parmi les groupes de Dyck. Tout groupe
de triangle est un quotient du groupe utilise´ dans la re´solution de nos e´quations et
qui peut lui-meˆme eˆtre conside´re´ comme un groupe de Coxeter [131]
T3 ∼= T∗(∞,∞,∞) = C2 ∗C2 ∗C2.
Dans T3, le sous-groupe F2 ≃ [PSL(2,Z), PSL(2,Z)] d’indice 2 peut eˆtre vu
comme le groupe fuchsien qui construit la the´orie de Markoff classique. Les groupes
de Dyck sont sphe´riques, euclidiens ou hyperboliques, selon que le nombre suivant
est plus grand, e´gal ou plus petit que 1 :
1
υ1
+
1
υ2
+
1
υ3
.
Les groupes de Dyck donnent concre`tement le passage entre les travaux de´veloppe´s
dans le pre´sent ouvrage et la the´orie des singularite´s [29] [601] [548] [59] [353] [216]
[455] [461]. La condition de re´duction pre´sente´e dans [695] pour les syste`mes de
poids re´guliers et les singularite´s de surfaces associe´es est comparable a` celle vue
au chapitre pre´ce´dent pour les tores paraboliques. Un syste`me re´gulier de poids est
un quadruplet d’entiers positifs (t, x, y, z) tels que t > m = max(x, y, z) et
(qt − qx)(qt − qy)(qt − qz)
(1− qx)(1 − qy)(1− qz) polynoˆme en q.
On peut lui associer une singularite´ a` l’origine d’une surface de´finie par un polynoˆme∑
xi+yj+zk=t
aijkX
iY jZk.
On associe a` un tel syste`me un sous-groupe discret agissant sur H, C, S2. On trouve
dans [695] comment se fait le lien avec des groupes fuchsiens et des surfaces K3
lorsque l’on est dans le cas hyperbolique ou` t− x− y− z = 1 > 0, et dans [596] (p.
665) une e´vocation due a` I. I. Piatetsky-Shapiro et I. R. Shafarevich du lien entre
les surfaces re´elles K3 et les groupes de re´flexion hyperbolique. On indique aussi
dans [695] (p. 499 table 4) comment se fait le lien avec des surfaces rationnelles,
les groupes kleine´ens et les syste`mes de racines A-D-E lorsque l’on est dans le cas
sphe´rique ou` t−x−y−z = −1 < 0. On trouve ainsi les sous-groupes finis du groupe
SU(2) des matrices unitaires de SL(2,C), reveˆtement universel du groupe SO(3)
des rotations de l’espace euclidien. Ceci donne les groupes de rotations Cl+1, Dl−2,
A4, S4, A5, des polye`dres platoniciens (pyramide, bipyramide, te´trae`dre, cube ou
octae`dre, icosae`dre ou dode´cae`dre), avec les groupes simples associe´s par la corre-
spondance de McKay ([167] p. 297, [38], [754]) et les polynoˆmes correspondants
[29] (Tome 1 p. 139) :
A(l) = T(1, 1, l+ 1) cyclique d’ordre l + 1 ≥ 2 XZ + Y l+1
D(l) = T(2, 2, l− 2) die´dral d’ordre 4(l − 2) ≥ 8 X2Y + Y l−1 + Z2
E(6) = T(2, 3, 3) te´trae`dral binaire (→ Fi24) X2 + Y 3 + Z4
E(7) = T(2, 3, 4) octae`dral binaire (→ B = F2+) X2 + Y 3 + Y Z3
E(8) = T(2, 3, 5) icosae`dral binaire (→M) X2 + Y 3 + Z5
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On obtient ainsi les groupes de Dyck sphe´riques que l’on peut voir comme sous-
groupes finis Γ de PSL(2,C) agissant de manie`re discontinue sur S2, de´finissant les
cinq polye`dres re´guliers des pavages classiques de la sphe`re (voir [61] tome 1 p. 44).
Ils correspondent aux singularite´s simples ou de Klein [429] [754] [755] [31] (p.26),
et aux diagrammes de Dynkin sans double liens [86] (Ch. VI § 4 th. 3 p. 197) des
groupes de Coxeter associe´s a` la re´solution de ces singularite´s. De´ja` identifie´s dans
la scholie de la proposition 18 du livre XIII des Elements d’Euclide, e´voque´s dans
le Time´e de Platon, ils ont e´te´ mis a` contribution en 1621 dans le Secret du Monde
par Jean Kepler pour justifier le syste`me he´liocentrique qui a e´te´ propose´ en 1543
par N. Copernic dans son livre des Re´volutions...
Bien que les surfaces M s1s2(b, ∂K, u) mises en e´vidence dans les chapitres
ante´rieurs soient rationnelles et essentiellement sans singularite´, il est inte´ressant
de constater que les types de singularite´s isole´es possibles sur les surfaces cu-
biques sont connus. On trouve notamment le point conique elliptique correspon-
dant au diagramme de Dynkin E(6) et a` la forme normale du cas euclidien ou`
t − x − y − z = 1 > 0 qui est l’e´quation XY 2 − 4Z3 + g2X2Y + g3X3 d’une
surface elliptique ([272] p.182). Les autres possibilite´s [263] correspondent a` des
points doubles rationnels (des singularite´s de Klein) et sont donne´es par A(l) ou`
l = 1, ..., 5; D(l) ou` l = 4, 5; E(6).
2.16. Jacobienne et fonctions theˆta. En se limitant encore a` une surface
H/Γ de signature (g; r : υ1, υ2, ..., υr; 0) le polygone bord du domaine fondamental
que l’on vient de mettre en e´vidence s’appelle une dissection canonique de la surface.
Il permet de reconstruire la surface par des transformations successives de son
domaine fondamental. Pour une surface M de genre g suppose´e ici compacte, on
fait apparaˆıtre ainsi 2g cycles α1,..., α2g avec lesquels les diffe´rentielles holomorphes
ω1,..., ωg, de la surface donnent une matrice de pe´riodes
Ω = [πjk] =
[∫
αk
ωj
]
, j = 1, ..., g, k = 1, ..., 2g.
Ses 2g vecteurs colonnes (πjk)k=1,...,2g donnent un sous-groupe discret de pe´riodes
Λ de rang g de Cg de´finissant la surface jacobienne Jac(M) = Cg/Λ de M. On a
de plus un plongement canonique ge´ne´ralisant la situation de´ja` rencontre´e pour les
courbes elliptiques :
κ : u ∈ M 7−→ κ(u) = (
∫ u
u0
ωj)j=1,...g ∈ Jac(M).
Chaque inte´grale de cette application dite de Jacobi (ou Kodaira) est mal de´finie
car elle de´pend du chemin d’inte´gration. Mais le g-uplet est quant a` lui bien de´fini.
On peut faire en sorte d’avoir α1 = a1,..., αg = ag, αg+1 = b1, ..., bg, et πjk = δjk
pour k = 1, ..., g, et poser avec une matrice M :
M =
[∫
bk
ωj
]
, j = 1, ..., g, k = 1, ..., g,
Λ = Zg ⊕MZg.
On ve´rifie que l’on aM =tM et Im(M) > 0, et ces deux conditions caracte´risent le
demi-espace supe´rieur de Siegel Hg sur lequel on peut faire agir de fac¸on naturelle
le groupe symplectique Sp(g,Z). L’inte´reˆt de cette construction est que la surface
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jacobienne peut elle-meˆme eˆtre plonge´e au moyen d’une fonction theˆta dans un
espace projectif Pn(C) lorsqu’elle admet une polarisation. Il s’agit d’une forme her-
mitienne H de´finie surM×M telle que ℑ(H) soit a` valeurs entie`res sur le re´seau Λ.
La surface jacobienne devient alors un groupe alge´brique. Ceci est la conse´quence
d’un re´sultat de Lefschetz [452] [823] p. 192. Ce re´sultat plonge de fac¸on naturelle
toute surface de Riemann compacte dans un tel espace projectif, re´alisant de fac¸on
concre`te le plongement donne´ par les the´ore`mes de Chow ou Kodaira ([314] p. 167
ou p. 181 [732] p.29-30). Cette construction permet de repre´senter le groupe des
automorphismes Aut(M) par un monomorphisme naturel dans le groupe Sp(g,Z)
qui contient ainsi une information essentielle ([253] p. 287). La fonction theˆta cor-
respondante s’e´crit pour u ∈ Cg et M ∈Hg
θ(u,M) =
∑
m∈Zg
exp(πi(tm)Mm+ 2πi(tm)u).
La surface jacobienne Jac(M) est une varie´te´ abe´lienne ([400], [23] tome 3 §24.2)
sur laquelle on dispose d’une polarisation canonique ([531] p. 311 [823] p. 206). On
peut caracte´riser les varie´te´s abe´liennes qui posse`dent une polarisation. Ce sont des
varie´te´s alge´briques projectives que l’on peut munir d’une loi de groupe alge´brique
de´finie avec des polynoˆmes homoge`nes et deux applications M × M → M et
M → M qui s’e´crivent comme des fonctions rationnelles a` coefficients dans le
corps K(M) des fonctions me´romorphes de´finies sur M. Un re´sultat remarquable
duˆ a` T. Shioda est que les varie´te´s jacobiennes sont caracte´rise´es par des solitons,
solutions de l’e´quation de Kadomtsev-Petviashvili de la the´orie des plasmas ([740]).
Il existe aussi des tores de dimension 2 sans plongement projectif ([735] p.351-356),
et qui ne sont donc pas des varie´te´s abe´liennes.
2.17. Fonctions automorphes. On de´finit un facteur d’automorphie µ as-
socie´ au groupe fuchsien Γ ⊂ Aut(H) avec :
µ : Γ×H −→ C,
∀γ1, γ2 ∈ Γ, ∀z ∈ H, µ(γ1γ2, z) = µ(γ1, γ2z)µ(γ2, z).
∀γ ∈ Γ, µ(γ, .) holomorphe non nulle sur H.
Une fonction automorphe f du groupe fuchsien Γ et de facteur d’automorphie µ
est une fonction de´finie sur H, souvent suppose´e me´romorphe, telle que
∀γ ∈ Γ, ∀z ∈ H, f(γz) = µ(γ, z)f(z).
Une fonction automorphe est parfois dite modulaire. Mais l’auteur pre´fe`re re´server
a` ce dernier mot un sens plus pre´cis destine´ a` e´tudier des situations plus ge´ne´rales
([404] p.257). Si µ est constante et e´gale a` 1, on dit simplement ici que f est une
fonction Γ-automorphe. Il s’agit d’une fonction de´finie sur H mais par une simple
fonction de´finie surM = H/Γ que l’on compose avec la projection canonique de H
surH/Γ. Tout automorphisme γ ∈ Γ ⊂ Aut(H) du demi-planH peut eˆtre conside´re´
localement comme une fonction holomorphe permettant de de´finir
µγ =
∂γ
∂z
, µγ(z)
−1 = µ(γ, z).
Si F de´finie sur H est invariante par γ ∈ Γ ⊂ Aut(H) ≃ PSL(2,R), conside´rons
l’expression associe´e
F (γz) = F (
az + b
cz + d
) = F (z).
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Lorsque de´river F en z est possible, on obtient une fonction f = F ′ qui est Γ-
automorphe et dont le facteur d’automorphie est donne´ par :
f(γz) = f(
az + b
cz + d
) = (cz + d)2f(z) = µ(γ, z)f(z).
Avec des de´rive´es d’ordre supe´rieur, on doit introduire la de´rivation de Schwarz
([264] p. 99) pour trouver d’autres formules de ce type. On peut montrer que les
facteurs d’automorphie les plus ge´ne´raux s’e´crivent ([322] p. 19) avec 2k entier non
ne´gatif µ(γ, z) = (cz + d)2k. Ceci de´finit les fonctions Γ-automorphes de poids
2k. Ces fonctions permettent la de´finition des formes diffe´rentielles de degre´ k,
dites encore k-diffe´rentielles ou formes automorphes f −→ f(z)dzk. Ces formes
sont dites holomorphes si f est holomorphe ([253] p. 51 et 87). De telles formes
permettent de conside´rer le k-ie`me C-espace de cohomologie Hk(M,C) ainsi que
l’alge`bre commutative gradue´e ([253] p. 269)
H∗(M,C) =
∞⊕
k=0
Hk(M,C).
Elles permettent l’e´tude des aspects diffe´rentiels de la surface M = H/Γ et de sa
the´orie de Hodge [479]. Il y a aussi un lien avec la the´orie des repre´sentations,
la the´orie du corps de classe et le programme de Langlands ([104] [58] [358]
[669] [286]). Les fonctions Γ-automorphes de poids 2k qui sont holomorphes sur H
de´finissent de leur coˆte´ un C-espace vectoriel Mk(Γ) puis, en de´signant l’espace 0
par cette e´criture si k < 0, une alge`bre gradue´e somme directe ([729] p.145)
M(Γ) =
∞⊕
k=−∞
Mk(Γ).
Cette alge`bre a un lien avec l’alge`bre des fonctions me´romorphes K(M) e´voque´e
ci-dessus sur la surface de Riemann M = H/Γ. On trouve dans [224] (p.75)
une de´monstration du fait que si Γ est un sous-groupe d’indice fini de PSL(2,Z)
l’alge`bre M(Γ) est de type fini sur C, tous les espaces Mk(Γ) e´tant de dimension
finie. Pour le groupe PSL(2,Z), on trouve dans la meˆme re´fe´rence, ou dans [729]
(p.145) l’isomorphisme de M(PSL(2,Z)) et de l’alge`bre de polynoˆmes C[X,Y ].
Pour un groupe fuchsien plus ge´ne´ral Γ tel que M = H/Γ soit une surface com-
pacte le corps des fractions deM(Γ) est une extension K(M) de degre´ fini du corps
des fractions C(X,Y ) de C[X,Y ]. En pratique ceci se traduit par le fait que deux
fonctions Γ-automorphes ayant meˆme domaine de de´finition sont lie´es par une re-
lation alge´brique. Une conse´quence importante ([264] p.163) est que toute fonction
automorphe f(τ) d’un groupe fuchsien ayant pour domaine fondamental une re´gion
constitue´e de k copies du domaine fondamental de PSL(2,Z) donne avec un poly-
nome Φ de degre´ infe´rieur ou e´gal a` k une relation alge´brique Φ(f, J) = 0 ou` J est
l’invariant modulaire.
3. La the´orie de Teichmu¨ller ge´ne´ralisant celle de Markoff
Le proble`me central de la the´orie de Teichmu¨ller consiste a` de´crire les diffe´rentes
structures conformes qui existent sur un meˆme support topologique Mtop d’une
surface de RiemannM suppose´e ici connexe et de type fini. Le groupe de Poincare´
sur Mtop pointe´ est note´ π1(Mtop, ∗). Classiquement la the´orie de Teichmuller est
pre´sente´e avec tout un appareillage diffe´rentiel. Or on peut la pre´senter de fac¸on
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quasi alge´brique lorsque H est le reveˆtement conforme de la surface M. Ceci a
permis d’expliciter comment elle ge´ne´ralise la the´orie de Markoff. Le formalisme mis
au point sur les tores perce´s conformes a ainsi e´te´ e´tendu pour tout groupe fuchsien
de signature s, permettant une approche tre`s globale applicable a` d’autres e´quations
diophantiennes. Ceci a de´bouche´ sur des questions ge´ome´triques nouvelles dans la
perspective de sortir des surfaces pour appre´hender des objets plus complique´s sur
lesquels ge´ne´raliser les me´thodes qui pre´ce`dent. Les domaines de Riemann semblent
particulie`rement bien adapte´s a` tel projet pour des raisons que l’on explique. On
de´crit maintenant comment ces re´flexions ont e´te´ de´veloppe´es, en renvoyant au
chapitre 7 de [632] pour des comple´ments ainsi qu’a` [720] [330] [706] [449].
3.1. Repre´sentations du groupe de Poincare´. Les diffe´rentes structures
conformes sur Mtop sont de´finies par les repre´sentations ρ du groupe π1(Mtop, ∗)
dans le groupe PSL(2,R), constituant l’espace des de´formations
R = R(π1(Mtop, ∗), PSL(2,R)).
Au moyen de la notion de groupe principal, le calcul d’une de´formation ρ de sig-
nature s = (g;n : υ1, υ2, ..., υr, υr+1, ..., υn;m) est faisable analytiquement avec la
repre´sentation associe´e ρ : π1(Mtop, ∗)→ SL(2,R) telle que ρ = P ◦ ρ. Il suffit d’-
expliciter les coefficients des matrices images par ρ des ge´ne´rateurs qui ve´rifient les
relations d’une pre´sentation de π1(Mtop, ∗). Le calcul des ge´ne´rateurs ρ(a1) = A1,
ρ(b1) = B1, ..., ρ(ag) = Ag, ρ(bg) = Bg, ρ(e1) = E1, ..., ρ(er) = Er, ρ(pr+1) = Pr+1,
..., ρ(pn) = Pn, ρ(h1) = H1, ..., ρ(hm) = Hm ne´cessite 3(2g+n+m) parame`tres re´els
car on a quatre parame`tres pour chacune des matrices et que leurs de´terminants
valent 1. On doit prendre en compte entre ces parame`tres 3(r + 1) e´galite´s entre
nombres re´els issus des relations qui lient les matrices, ainsi que les n − r e´galite´s
tr(Pi) = 2. Ceci repre´sente au total n + 2r + 3 contraintes liant ces parame`tres
re´els. Trois parame`tres supple´mentaires peuvent eˆtre e´limine´s en raisonnant a` un
automorphisme inte´rieur pre`s, c’est-a`-dire a` une transformation conforme pre`s deH.
Ceci construit une varie´te´ re´elle Vs de dimension 6g−6−2r+2n+3m dont une partie
de´finie par les contraintes sur les traces supe´rieures a` 2 parame´trise les structures
de Riemann possibles sur le support topologique deMtop. Chaque point note´ Π(ρ)
dans cette partie de Vs correspond a` une structure conforme surMtop. Par exemple,
pour les tores perce´s paraboliques g = 1, r = 0, n = 1, m = 0, on a mis en e´vidence
au chapitre pre´ce´dent la nappe principale d’une varie´te´ V(1;1;0) de dimension 2
donne´e par l’e´quation de Markoff. Et pour un tore perce´ hyperbolique g = 1, r = 0,
n = 0,m = 1, on trouve de meˆme une partie d’une varie´te´ de dimension 3. On trouve
dans [419] d’autres exemples. Du groupe principal ρ(π1(Mtop, ∗)) = G on de´duit
alors la repre´sentation associe´e ρ = P ◦ ρ et son image Γ = PG = ρ(π1(Mtop, ∗))
qui est un groupe fuchsien de signature s = (g;n : υ1, υ2, ..., υr, υr+1, ..., υn;m). On
peut pratiquement conside´rer qu’a` chaque point Π(ρ) de Vs est attache´ le groupe
fuchsien Γ, point que l’on peut noter avec les matrices du groupe principal G de Γ
et par analogie avec ce que l’on a de´veloppe´ dans [632] :
Π(A1, B1, ..., Ag, Bg, E1, ..., Er, Pr+1, ..., Pn, H1, ..., Hm).
Le calcul que l’on vient de faire ne de´termine pas tout l’espace des de´formations de
π1(Mtop, ∗), mais uniquement son sous-ensembleRs = Rs(π1(Mtop, ∗), PSL(2,R)).
Il faut regrouper ces derniers espaces sur toutes les signatures correspondant au
meˆme type topologique (g, n + m) de π1(Mtop, ∗) pour retrouver R. Comme le
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montre les tores perce´s paraboliques et hyperboliques, on trouve des phe´nome`nes
de bord entre les espaces Rs correspondant aux sauts quantiques que constituent
pour la ge´ome´trie conforme le passage d’une piquˆre a` un trou. Pour tout ρ ∈ R une
structure conforme est donne´e par la conside´ration de :
M = H/ρ(π1(Mtop, ∗)) = H/Γ.
Il s’agit d’une surface de Riemann qui selon les proprie´te´s de ρ peut avoir pour
support topologique Mtop et une signature ou une autre. On remarquera que
des espaces topologiques home´otopes de´finissent des groupes de Poincare´ isomor-
phes, mais peuvent ne pas eˆtre home´omorphes ([308] p.16) mais qu’inversement la
dernie`re e´galite´ privile´gie un mode`leMtop parmi les classes d’home´omorphie d’une
meˆme classe d’home´otopie.
3.2. Equivalence des repre´sentations et re´duction. Si Int(PSL(2,R))
est le groupe des automorphismes inte´rieurs de PSL(2,R), on a avec la composition
des morphismes une action naturelle de ce groupe dans Rs. Ceci permet de cacher
diffe´rents parame`tres lie´s a` ces automorphismes inte´rieurs et donc de raisonner a`
e´quivalence conforme pre`s de H. On de´finit ([720] p. 165) ainsi un quotient qui est
l’espace des modules de signature s :
Mod(s) = Rs(π1(Mtop, ∗), PSL(2,R))/Int(PSL(2,R)).
Comme la varie´te´ re´elle Vs a` laquelle il s’identifie par le calcul pre´ce´dent, cet es-
pace parame´trise les structures conformes de signature s existant sur la surface
topologique Mtop support. Compte tenu de la fac¸on dont on l’a construit, remar-
quons que sur Vs il est naturel de conside´rer les automorphismes inte´rieurs de´finis
par une matrice D ∈ GL(2,R). Ceci fait alors intervenir l’orientation de M et
donne un re´sultat analogue a` [632] (prop. 5.5.3 et prop. 6.5.3). De fac¸on pre´cise,
on a l’e´quivalence entre l’e´galite´ de
Π(A1, B1, ..., Ag, Bg, E1, ..., Er, Pr+1, ..., Pn, H1, ..., Hm),
Π(A′1, B
′
1, ..., A
′
g, B
′
g, E
′
1, ..., E
′
r, P
′
r+1, ..., P
′
n, H
′
1, ..., H
′
m),
et l’existence de D ∈ GL(2,R) telle que
A′1 = DA1D
−1, ..., E′1 = DE1D
−1, ..., P ′r+1 = DPr+1D
−1, ..., H ′m = DHmD
−1.
La partie de Vs mise en e´vidence ci-dessus est invariante pour l’action des automor-
phismes inte´rieurs de´finis par les matricesD ∈ GL(2,R). Le calcul de toutes les pos-
sibilite´s pour D de´bouche sur des conside´rations sur les quaternions ou les alge`bres
de Clifford qui les ge´ne´ralisent. Egalement, puisque les calculs faits ont utilise´ des
repre´sentations ρ : π1(Mtop, ∗) → SL(2,R), c’est-a`-dire des repre´sentations de
groupe spe´ciales ρ : π1(Mtop, ∗)→ GL(2,R), on peut utiliser les re´sultats de cette
the´orie dans l’e´tude de la situation que l’on conside`re, avec le fait qu’en ge´ne´ral
π1(Mtop, ∗) est infini et non commutatif. On fait ainsi le lien avec la notion de car-
acte`re qui, en sens inverse s’introduit dans la the´orie de Teichmuller, par exemple
avec la notion de caracte`re de Fricke. L’e´quation alge´brique associe´e se retrouve
par les me´thodes de [364]. Le lien avec les formes quadratiques binaires peut eˆtre
retrouve´ en ge´ne´ralisant le the´ore`me de Frobenius Schur ([734] p. 121).
Il est aussi possible de faire agir de fac¸on naturelle le groupe des automor-
phismesAut(π1(Mtop, ∗)) surRs, ce qui revient a` changer de syste`me de ge´ne´rateurs
du groupe π1(Mtop, ∗). Comme l’action induite d’un e´le´ment de Int(π1(Mtop, ∗))
84 5. GE´NE´RALISATION AUX SURFACES DE RIEMANN
sur Rs donne l’identite´, on peut se contenter d’e´tudier l’action sur Rs du groupe
des classes d’applications
Γπ1(Mtop,∗) = Aut(π1(Mtop, ∗))/Int(π1(Mtop, ∗)) = Out(π1(Mtop, ∗)).
Cette de´marche ge´ne´ralise la the´orie de la re´duction qui a e´te´ vue au chapitre
pre´ce´dent. Elle de´finit l’espace de Teichmuller :
T eich(s) =Mod(s)/Γπ1(Mtop,∗).
Il est identifiable a` la partie de Vs mise en e´vidence ci-dessus que l’on peut main-
tenant interpre´ter comme domaine fondamental pour l’action du groupe Γπ1(Mtop,∗)
dans toute la varie´te´ re´elle Vs.
3.3. Groupes fuchsiens arithme´tiques. La question se pose de savoir si
l’on peut remplacer dans ce que l’on vient de voir le groupe PSL(2,R) par PSL(2,Z).
La re´ponse non e´vidente est partiellement donne´e dans le chapitre 5 de [408]. Elle
conduit a` se me´fier de la de´nomination de groupe fuchsien arithme´tique utilise´e
e´galement dans le contexte des groupes de Lie, et diffe´rente de la notion envisage´e
ici qui se re´sume a` la condition Γ ⊂ PSL(2,Z).
3.4. Comple´ments sur les repre´sentations de groupes.
3.4.1. Varie´te´ de repre´sentations. On peut aussi vouloir remplacer PSL(2,R)
par PSL(2,C), et raisonner sur des groupes kleine´ens plutoˆt que sur des groupes
fuchsiens. Ceci conduit a` la notion de varie´te´ de repre´sentations d’un groupe de
Poincare´ [492] [99]
ρ ∈ R(π1(Mtop, ∗), PSL(2,C))→ (trρ(g1), trρ(g2), ..., trρ(gp)) ∈ Cp,
ou` ρ : π1(Mtop, ∗) → PSL(2,C) repre´sentation de π1(Mtop, ∗) dans PSL(2,C),
avec p nombre de ge´ne´rateurs choisis dans le groupe π1(Mtop, ∗), tr la trace dans
PSL(2,C) a` distinguer de la trace de la matrice correspondante dans SL(2,C).
L’ensemble des repre´sentations complexes ρ estR(π1(Mtop, ∗), PSL(2,C)). Ce nou-
veau sujet est lui-meˆme lie´ a` l’e´tude de l’espace de Teichmu¨ller qu’il complexi-
fie [720] (ch. 4). On construit de fac¸on naturelle des relations alge´briques entre
les traces en utilisant la me´thode de [364] [658], d’ou` des varie´te´s autour des
caracte`res de Fricke dans lesquelles on peut repre´senter l’espace de Teichmu¨ller
[66]. La me´thode donne des structures alge´briques qui ge´ne´ralisent e´galement la
the´orie de Markoff [302] [692] [693] [494]. Le proce´de´ peut d’ailleurs eˆtre compare´
a` la me´thode utilise´e pour montrer que les surfaces de Riemann compactes sont
alge´briques ([149] (p. 120) [578] (p.98) [732] [498]). Le lien est aussi faisable avec
la classique the´orie des invariants ([348] [219] [487]), puis les alge`bres de Hopf, la
the´orie de Galois et les groupes quantiques ([63] [133] (p. 52) [199] [321]). On a
aussi un lien profond avec le calcul de Heaviside (encore appele´ ombral, symbolique,
de Sylvester, de Boole, de Leibnitz..., [370] [683] [684]) qui a donne´ naissance aux
distributions par ge´ne´ralisation de la fonction de Dirac ([335] [115] [708] [154]
[118]). L’approfondissement de ce sujet conduit au calcul diffe´rentiel non commu-
tatif [199], aux D-modules ([170] [68] (p. 14)), etc. Il constitue une perspective
essentielle pour des travaux a` venir.
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3.4.2. Monodromie. On appelle repre´sentation de monodromie d’un groupe
Γ = π1(Mtop, ∗) tout homomorphisme de groupes
ρ : π1(Mtop, ∗) −→ GL(n,C).
L’image de ρ est le groupe de monodromie. Ces repre´sentations peuvent eˆtre classe´es
avec les automorphismes inte´rieurs de GL(n,C) et interviennent dans la re´solution
des e´quations diffe´rentielles de Fuchs ([859] p. 75, [312], [450]) qui sont de forme
suivante ou` les ai sont holomorphes, ou encore me´romorphes dans le domaine con-
side´re´ :
dnf
dzn
+ a1(z)
dn−1f
dzn−1
+ ...+ an(z)f = 0.
• Pour le cas plus ge´ne´ral ou` n n’est pas ne´cessairement e´gal a` 2, ce qui pre´ce`de
conduit a` l’e´tude des groupes alge´briques et a` la the´orie de Galois diffe´rentielle de
Picard-Vessiot, Ritt, Kolchin, Pommaret, etc... On renvoie pour l’approfondisse-
ment de ce sujet a` [68] [860].
• Pour le cas n = 2 et π1(Mtop, ∗) ≃ F2 engendre´ parA etB, les repre´sentations
de monodromie sont comple`tement de´crites dans [859] (p. 80). Celles qui sont
irre´ductibles, c’est-a`-dire sans sous espace propre invariant, sont caracte´rise´es a` un
automorphisme inte´rieur pre`s de GL(2,C) par des expressions
ρ(A) =
[
λ1 1
0 λ2
]
, ρ(B) =
[
µ1 0
(ν1 + ν2)− (λ1µ1 + λ2µ2) µ2
]
, λiµj 6= νk.
Elles sont de´termine´es de fac¸on unique par les trois couples (λ1, λ2), (µ1, µ2), (ν1, ν2)
de valeurs propres de A, B et AB, pourvu qu’ils ve´rifient les contraintes cite´es. Par
exemple en diagonalisant les matrices A0 et B0 de la the´orie de Markoff classique,
on ve´rifie que les contraintes sont ve´rifie´es et que l’on a :
ρ(A0) =
[
3−√5
2 1
0 3+
√
5
2
]
, ρ(B0) =
[
3−√5
2 0
−4 3+
√
5
2
]
.
On peut expliciter dans ce cas une solution du proble`me de Riemann-Hilbert qui
consiste a` reconstruire a` partir de la repre´sentation de monodromie une e´quation
fuchsienne posse´dant ρ pour repre´sentation de monodromie. Pour cela on utilise
[858] (th.4.3.2 p.85) pour calculer le sche´ma de Riemann associe´. On reconstruit
alors une e´quation fuchsienne (une e´quation hyperge´ome´trique perturbe´e) qui est
avec σ3 + τ3 = 1 et σ3 + σ
−1
3 = 3 :
x(1 − x)d
2u
dx2
+ (1− 2x)du
dx
− (σ3τ3)u = 1
4π2x(1− x) log(
3 +
√
5
2
) log(
3−√5
2
)u.
Elle identifie un ope´rateur diffe´rentiel dont l’analyse spectrale reste a` faire et a`
comparer avec le spectre de Markoff :
L = D2 +
(1− 2x)
x(1− x)D −
(σ3τ3)4π
2x(1− x) + log(3+
√
5
2 ) log(
3−√5
2 )
4π2x2(1− x)2 .
3.5. La pre´sentation classique de la the´orie de Teichmu¨ller. La the´orie
de Teichmu¨ller a pour but de de´terminer toutes les structures conformes sur une
meˆme surface topologique. Comme une structure conforme de´finit une structure
diffe´rentielle oriente´e a` deux dimensions, on peut de´composer le proble`me en deux :
construire d’abord sur une structure topologique une structure diffe´rentielle ou la
structure riemannienne unique qu’elle de´finit, ensuite construire sur cette dernie`re
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une structure conforme. Le second proble`me a une solution unique. Le premier est
beaucoup plus de´licat, notamment si la surface topologique n’est pas compacte.
Au-dela de ce qui pre´ce`de une solution peut eˆtre obtenue par diffe´rents autres
moyens comme la quasi-conformite´. On donne ici quelques indications sur cette
fac¸on classique de pre´senter la the´orie de Teichmu¨ller.
3.5.1. Classes d’e´quivalence conforme. Deux me´triques ds2 et dt2 sont dites
conforme´ment e´quivalentes si l’application identique Id : (M, dt2) −→ (M, ds2)
est une transformation conforme de M. En e´crivant la me´trique ds2 sous la forme
ds2 = λ | dz + µ(z)dz |2 on voit que les classes d’e´quivalence conforme sont
parame´tre´es par µ(z). Leur ensemble Conf(M) peut eˆtre vu comme un ensem-
ble quotient Conf(M) = Met(M)/C∞+ (M), ou` Met(M) est l’ensemble de toutes
les me´triques possibles sur M, et C∞+ (M) le groupe multiplicatif des fonctions λ
re´elles positives non nulles, diffe´rentiables, de´finies sur M.
3.5.2. Espace des modules (ou des classes d’e´quivalence diffe´omorphes). Deux
me´triques ds2 et dt2 sur une surface topologiqueM sont dites diffe´omorphiquement
e´quivalentes si et seulement si on a un diffe´omorphisme f : (M, dt2) −→ (M, ds2)
pre´servant l’orientation et conforme. Avec ds2 = λ | dz + µ(z)dz |2 on voit que les
classes d’e´quivalence diffe´omorphes correspondant a` une meˆme classe d’e´quivalence
conforme de´termine´e par µ(z) sont parame´tre´es par λ. SoitDiff+(M) le groupe des
diffe´omorphismes deM dansM. Les classes d’e´quivalence diffe´omorphes de´finissent
Mod(M) = Met(M)/Diff+(M) l’espace des modules de la surface topologique
M. On a une surjection canonique de Mod(M) dans Conf(M).
3.5.3. Espace de Teichmu¨ller. Entre C∞+ (M) et Diff+(M) existe le groupe
Diff0(M) de tous les diffe´omorphismes isotopes a` l’identite´. On dit que les deux
me´triques ds2 et dt2 sur la surface topologique M sont fortement e´quivalentes si
et seulement s’il existe f ∈ Diff0(M) de M tel que f : (M, dt2) −→ (M, ds2)
soit conforme. On dit alors que T eich(M) = Met(M)/Diff0(M) est l’espace de
Teichmu¨ller. On trouve dans [582] (p.150) une pre´cision sur la validite´ de cette
de´finition qui n’est ade´quate que pour certaines surfaces, et qui ne´cessite pour eˆtre
valable de conside´rer que Met(M) ne contient que les me´triques pour lesquelles la
courbure de Gauss de M est constante. Posent proble`me les surfaces ayant pour
reveˆtement conforme universel la sphe`re de Riemann S2 ou C. Les autres cas de
reveˆtement H ne posent pas de difficulte´. On a donne´ dans [632] diffe´rents espaces
de Teichmu¨ller montrant que piquˆres et trous ne jouent pas meˆme roˆle sur une
surface de Riemann.
3.5.4. Groupe de Teichmu¨ller des classes d’applications. Comme Diff0(M)
est un sous-groupe normal de Diff+(M), on peut aussi de´finir le groupe (par-
fois dit modulaire) de Teichmu¨ller, encore appele´ groupe des classes d’applica-
tions (mapping class group) ΓM = Diff+(M)/Diff0(M). Le groupe ΓM est un
groupe discret, interpre´table comme le groupe des composantes connexes du groupe
Diff+(M). Il est engendre´ par les twists de Dehn ([582] p.157). Les twists de Dehn
engendrent le groupe ΓM mais ils n’en constituent en ge´ne´ral pas un ensemble min-
imal de ge´ne´rateurs. Sont importants ceux qui ne sont pas homotopes a` l’identite´,
par exemple parce qu’ils font le tour d’une poigne´e de la surface ou d’une piquˆre. Le
groupe ΓM est isomorphe a` un quotient d’un groupe d’automorphismes du groupe
de Poincare´ ([383] (p. 17), [867] (ch. 2)) ici note´ π1(M, ∗) :
ΓM ≃ Aut∗(π1(M, ∗))/Int(π1(M, ∗)) = Out∗(π1(M, ∗)),
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ou` Int(π1(M, ∗)) est le groupe des automorphismes inte´rieurs de π1(M, ∗), et
Aut∗(π1(M, ∗)) est le groupe des automorphismes de π1(M, ∗) induits par un
home´omorphisme de M. Le groupe Aut∗(π1(M, ∗)) est contenu dans le groupe
de tous les automorphismes Aut(π1(M, ∗)). Ainsi s’introduit le groupe plus vaste
Γπ1(Mtop,∗) = Out(π1(M, ∗)) dont ΓM est un sous-groupe. On a regroupe´ dans
[632] tout un ensemble de re´sultats connus pour les groupes de Poincare´ et les
groupes de classes d’applications, mais disperse´s dans la litte´rature sur ce the`me
[74] [420] [384] [192] [819] [291]. Dans diffe´rents cas on est certain de l’e´galite´
ΓM = Γπ1(Mtop,∗), par exemple lorsque le the´ore`me de Dehn Nielsen s’applique
comme c’est le cas pour les surfaces compactes [866] (p. 194). Ce the´ore`me permet
d’expliciter le lien avec la pre´sentation faite ci-dessus de la the´orie de Teichmu¨ller
par les repre´sentations. Le manuscrit de Fenchel et Nielsen [594] explicite d’ailleurs
l’home´omorphisme qu’induit tout automorphisme donne´ dans Aut(π1(M, ∗)).
3.5.5. Lien entre espace de Teichmu¨ller et espace des modules. On a de´fini
plusieurs quotients avecM, l’espace des modulesMod(M) =Met(M)/Diff+(M),
l’espace de Teichmu¨ller T eich(M) = Met(M)/Diff0(M), le groupe des classes
d’applications ΓM = Diff+(M)/Diff0(M). La comparaison de leur de´finition
fait apparaˆıtre l’espace des modules comme un quotient de l’espace de Teichmu¨ller
par le groupe discret des classes d’applications agissant sur cet espace de fac¸on
propre et discontinue ([706] p. 12)
Mod(M) ≃ T eich(M)/ΓM.
De sorte T eich(M) peut eˆtre conside´re´ comme un reveˆtement ramifie´ au-dessus
de l’espace des modules Mod(M). Cette configuration est comparable a` celle des
groupes fuchsiens agissant sur le reveˆtement des surfaces de Riemann. Une piste
pour de´velopper son e´tude e´merge de la comparaison entre espaces de Teichmu¨ller
et surfaces de Riemann de reveˆtement conforme H, car on a :
• L’espace de Teichmu¨ller dispose d’une structure topologique ([706] p.10).
• Il est muni d’une structure analytique re´elle [2].
• C’est une composante d’une varie´te´ affine re´elle de´finie par des polynoˆmes a`
coefficients rationnels ([720] p. 175).
• Il est muni d’une me´trique naturelle, dite de Weil-Peterson ([582] p. 157).
• On peut y construire une structure analytique complexe naturelle [578] [235].
• C’est une varie´te´ ka¨hle´rienne de courbure ne´gative ([582] p. 157, [5]).
• Il posse`de une structure d’espace de Stein ([380] p. 171, [67]).
3.6. Compactification de l’espace de Teichmu¨ller. Etant en ge´ne´ral de
dimension supe´rieure a` 2, les espaces de Teichmu¨ller peuvent eˆtre vus comme des
ge´ne´ralisations des surfaces de Riemann. Dans beaucoup de cas, on a des mode`les
topologiques d’espaces de Teichmu¨ller ([582] (p.153), [380] (p.9), [578] (p.111)
[706] (p. 18)). Des exemples d’espaces de Teichmu¨ller de´crits par des e´quations
alge´briques sont de`s a` pre´sent disponibles ([420] p. 1206 relations 4-1 et 4-2).
Ils permettent d’envisager l’existence d’autres e´quations diophantiennes dont la
re´solution ressemble a` celle de Markoff, et est intrinse`quement lie´e a` une structure
ge´ome´trique. Un exemple de´ja` connu de ce type est donne´ par [43]. Mais ce que l’on
vient de voir offre de tre`s nombreuses autres possibilite´s. Ce point est confirme´ par
le fait que toute varie´te´ de Stein est biholomorphiquement e´quivalente a` une sous-
varie´te´ analytique complexe de Cn pour un certain n entier ([463] p. 180, [415] p.
269). En compactifiant une telle varie´te´, on fait le lien avec la ge´ome´trie alge´brique
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graˆce au the´ore`me de Chow ([732] p.29-30). Remarquons que la compactification
d’une surface de Riemann commeH peut ne plus eˆtre une surface de Riemann. On a
observe´ entre les tores perce´s conformes hyperboliques et paraboliques quelques-uns
des phe´nome`nes intervenant dans la compactification des espaces de Teichmu¨ller.
L’e´tude de cette compactification est l’une des perspectives qui ont e´te´ ouvertes
par W. P. Thurston [255]. Elle prend ici une signification particulie`re dans l’e-
sprit de [732] car elle conduit inversement a` l’ide´e de conside´rer toute e´quation
diophantienne que l’on cherche a` re´soudre comme donne´e par un tel processus.
Les espaces compacts simplement connexes jouent un roˆle e´quivalent dans les di-
mensions supe´rieures a` celui de la sphe`re de Riemann S2. Les varie´te´s analytiques
complexes compactes et simplement connexes, sont home´omorphes a` des sphe`res
([527] p. 142). Pour me´moire, la conjecture de Poincare´ qui transpose ce dernier
re´sultat aux varie´te´s re´elles de dimension 3 reste toujours ouverte, sachant qu’elle
est re´solue en dimensions supe´rieures [756].
3.7. Espaces de Stein et domaines de Riemann. Une e´tude directe des
espaces de Stein X s’inspirant de celle des surfaces de Riemann constitue une piste
utile pour approfondir la the´orie de Teichmu¨ller. Ces espaces sont inte´ressants pour
avoir suffisamment de fonctions holomorphes globales pour se´parer ses points. En
notant O(X) la C-alge`bre unitaire des fonctions holomorphes de X dans C, on
fabrique une alge`bre topologique qui est une sous-alge`bre de Fre´chet de la C-alge`bre
C(X) des fonctions continues de X dans C. Tout caracte`re continu de l’alge`bre
χ : O(X) → C est de´fini par un point de x ∈ X lorsque ce dernier espace est
de dimension finie : X ⊂ Cn. Et l’application χ ∈ X(O(X)) → x ∈ X est un
home´omorphisme ([415] p. 268). Cette proprie´te´ est caracte´ristique des espaces de
Stein ([320] p. 72). Les surfaces de Riemann ouvertes sont des espaces de Stein
([415] p. 224), tout comme les espaces complexes qui ne contiennent qu’un nombre
fini de points. Mais les surfaces de Riemann compactes ne sont pas des espaces de
Stein ([320] p. 87). Ceci montre clairement que les espaces de Stein ne sont qu’une
ge´ne´ralisation partielle des surfaces de Riemann meˆme s’ils contiennent les espaces
de Teichmu¨ller. Une bonne de´finition pour englober les surfaces de Riemann et
les espaces de Teichmu¨ller dans un formalisme commun semble plutoˆt eˆtre celle
de domaine de Riemann ([415] (p. 38 et p. 96) [393] [311]). Elle correspond aux
domaines d’holomorphie simplement connexes caracte´rise´s par le fait qu’il existe
f ∈ O(X) non holomorphiquement extensible a` un point se situant hors de X ⊂ Cn.
Plusieurs autres pistes sont apparues pour approfondir les re´flexions pre´ce´dentes
sur la the´orie de Markoff :
• L’e´tude des groupes fuchsiens de dimension supe´rieure, dans l’esprit de [15]
[16] ou [670].
• La the´orie de Galois des extensions finies de corps de fractions C(X1, ...Xn).
Il serait utile de comprendre si elle a un lien avec les polylogarithmes ([825] [478]
[125]) et comment l’on peut construire une the´orie de Galois pour les e´quations
aux de´rive´es partielles, ayant e´ventuellement un lien avec la the´orie des fonctions
hyperge´ome´triques ge´ne´ralise´es [606].
• La the´orie de la combinatoire des voies ferre´es ou ”train tracks” telle qu’elle
est pre´sente´e dans [564] [612] [563].
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4. Codage des ge´ode´siques
Une conse´quence de la the´orie de Teichmu¨ller concerne le fait que le groupe
des classes d’applications posse`de une structure que l’on peut de´crire tout comme
celle du groupe de Poincare´. Il en de´coule des conse´quences pour le codage des
ge´ode´sique d’une surface de Riemann que l’on va maintenant e´voquer, ainsi que les
liens avec les fractions continues.
4.1. De´composition du groupe des classes d’applications. Le groupe
des classes d’applications ΓM se de´compose en utilisant les deux ope´rations sur les
groupes de somme amalgame´e et d’extension HNN ([728] [45] [139] [454] (III 14)
[333]) :
Proposition 4.1. Pour toute surface de Riemann M de type conforme
(g, n,m) /∈ {(0, 0, 0), (0, 1, 0), (0, 2, 0), (1, 0, 0)},
c’est-a`-dire ayant H pour reveˆtement conforme, le groupe des classes d’applications
est simplement de´composable.
A tout groupe simplement de´composable, on associe un graphe de de´composition
qui de´crit tous les composants ne´cessaires et synthe´tise toutes les indications dont
on a besoin pour combiner ces composants. Le groupe des classes d’applications se
de´compose parce que la surface de RiemannM se de´compose par plombage en pan-
talons ([330] (p. 312), [49] (article de C. Series), [670] (p. 408), [720] (p. 117)). La
de´monstration s’effectue en remontant au groupe fuchsien qui de´finit la surfaceM.
Il posse`de aussi la proprie´te´ d’eˆtre simplement de´composable ([330] p. 312). On est
donc ramene´ a` un proble`me d’alge`bre avec un groupe G simplement de´composable
dont on e´tudie le quotient Out(G) = Aut(G)/Int(G). On utilise pour conclure les
me´thodes de [611]. Cette approche vaut pour le groupe de Poincare´ comme pour
le groupe des classes d’applications et est de´veloppe´e dans [814]. En conside´rant
des ge´ode´siques de M dont les longueurs correspondent aux modules [380] et en
associant une valeur dans un groupe Z/2Z qui correspond au sens de parcours de la
ge´ode´sique, ainsi qu’une lettre qui correspond a` un e´le´ment du groupe π1(M, ∗) cor-
respondant a` cette ge´ode´sique, le graphe de de´composition permet de reconstruitre
le groupe de Poincare´ π1(M, ∗) puis Out(π1(M, ∗)) et enfin Γπ1(Mtop,∗).
4.2. Codage des ge´ode´siques. Il exite un ensemble de travaux s’appuyant
sur les fractions continues pour coder les ge´ode´siques ferme´es des tores perce´s [723]
dont l’extension a` des surfaces de RiemannM plus complique´es que les tores perce´s
n’est pas au point [704] malgre´ le grand inte´reˆt de cette question. L’auteur s’est
donc penche´ sur ce sujet en cherchant a` comprendre comment il faudrait proce´der
pour obtenir une bonne ge´ne´ralisation et des re´sultats nouveaux. Le point essentiel
qui en re´sulte est que le groupe de Poincare´ π1(M, ∗) et le premier groupeH1(M,Z)
de l’homologie singulie`re de M contiennent dans beaucoup de cas l’information
essentielle, ne serait-ce que parce que toute classe de ces groupes contient alors une
ge´ode´sique.
En se limitant dans un premier temps a` un groupe fuchsien de signature
(g; r : υ1, υ2, ..., υr; 0), on peut orienter de fac¸on cohe´rente les areˆtes du polygone
de´fini [408] [416] pour de´crire un domaine fondamental de ce groupe fuchsien. Ceci
privile´gie des sens de parcours sur les lacets ge´ode´siques de la surface de Riemann
M que l’on conside`re. A partir de la`, toute autre ge´ode´sique oriente´e de la surface
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H/Γ =M peut eˆtre code´e selon la me´thode de Morse et Koebe [723]. Chaque fois
que progressant dans le sens de la ge´ode´sique on traverse une ge´ode´sique consti-
tuant un coˆte´ de la dissection canonique, on inscrit la lettre correspondante avec
une puissance +1 ou −1 qui est le nombre d’intersections correspondant. Cette
convention de signe utilise l’orientation de la surface M, comme de´crit dans [823]
(p. 105). Ceci permet d’associer a` toute ge´ode´sique un mot e´crit comme une suite
doublement infinie de lettres a` la puissance ±1 prises dans l’ensemble
{A1, B1, ..., Ag, Bg, E1, ..., Er}.
Toutes les suites ne sont pas possibles. Le fait qu’il en existe d’infinies montre
que les suites associe´es aux ge´ode´siques ne font pas partie du groupe Γ dont les
termes s’expriment seulement comme des mots finis e´crits avec les meˆmes lettres.
Le groupe Γ est donc trop petit pour de´crire toutes les ge´ode´siques de la surface
et on doit imaginer de faire appel pour atteindre cet objectif a` d’autres ope´rations
cate´goriques que le simple produit libre de groupes. Ne´anmoins les ge´ode´siques
ferme´es correspondent a` des mots infinis pe´riodiques dont on peut coder la pe´riode
avec les lettres pre´ce´dentes, de´signant des e´le´ments de Γ ≃ π1(M, ∗). D’apre`s ce que
l’on connaˆıt sur les tores perce´s, toute pe´riode finie de ce type ne permet pas de coder
une telle ge´ode´sique ferme´e. On sait par contre reconnaˆıtre les ge´ode´siques ferme´es
simples, c’est-a`-dire ne se coupant pas elles-meˆmes dans l’essentiel des cas [723]
[725]. Ce re´sultat s’e´tend par les conside´rations pre´ce´dentes au cas plus ge´ne´ral
d’une surface de Riemann M de signature s.
Cette approche a un lien avec les groupes d’homotopie et d’homologie, au moins
dans le cas compact ou` le the´ore`me de Hilbert indique que toute classe d’homotopie
libre de lacets ferme´s deM contient une ge´ode´sique ferme´e, et que deux points quel-
conques de M peuvent eˆtre relie´s par une ge´ode´sique appartenant a` toute classe
d’homotopie donne´e ([531] p. 390). Il reste cependant la` des questions a` appro-
fondir. On voit par exemple par ce qui pre´ce`de qu’une ge´ode´sique peut eˆtre de´crite
par une suite doublement infinie de telles lettres (l’analogie est e´vidente avec les
fractions continues !), et qu’un diffe´omorphisme de M transforme cette ge´ode´sique
en une autre codable de meˆme avec ces lettres. Ce diffe´omorphisme agit comme
un ge´ne´rateur pseudo-ale´atoire (voir [183] [690] [698]). Il est connu qu’il puisse ne
pas eˆtre une isome´trie ([62] p. 429), ni donc a fortiori un automorphisme conforme
de M. Il existe d’autres me´thodes de codage des ge´ode´siques, dont certaines plus
directement tourne´es vers les fractions continues [410] [32]. On peut faire inter-
venir ces dernie`res en de´composant toutes les matrices A1, B1, ..., Ag, Bg, E1, ...Er
intervenant en produit de matrices de forme
[
a 1
1 0
]±1
, a ∈ N\{0}.
On trouve dans [467] (p. 334) et [331] une e´vocation sommaire des proble`mes d’ap-
proximation diophantienne lie´s a` ce type de situation. Pour les approfondir il faut
pre´alablement e´tendre ce qui pre´ce`de a` d’autres signatures que celles privile´gie´es
ci-dessus, ce qui ne paraˆıt pas insurmontable. L’auteur a quelques travaux en cours
sur ce the`me notamment pour comprendre le lien avec les points de Weierstrass
[474].
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4.3. Dynamique symbolique. La dynamique symbolique et sa variante du
chaos de´terministe consiste a` e´tudier cette situation en poursuivant les travaux fon-
dateurs de Hadamard ([187] p. 396, [49], [687], [484], [3], [4], [701]). Les syste`mes
dynamiques ve´rifiant l’axiome A d’Anosov s’introduisent dans ce contexte, avec
le fait remarquable que les surfaces de Riemann hyperboliques ont toutes un flot
ge´ode´sique ayant cette proprie´te´ ([14] pour le cas compact, et [687] (p. 171) pour
une extension au cas non compact). Ceci permet de classer les home´omorphismes
entre surfaces de Riemann avec un important re´sultat duˆ a` W. Thurston (cite´ dans
[622] ou [563]).
4.4. Approche ergodique. Ce the`me d’e´tude fait le lien avec des sujets aussi
importants que la thermodynamique, la the´orie ergodique et l’information [688]
[71] [10], certaines fonctions zeˆta [609] [780], le de´compte des nombres premiers et
son analogie avec le comportement de certaines ge´ode´siques [608] [42] [88] [829]
[445] [374], l’alge`bre des corps quadratiques et l’e´valuation de leur nombre de
classes [699] [812], l’interpre´tation thermodynamique de la mesure de Mahler de
certains polynoˆmes [701] (paragraphe 5.18), la me´canique hamiltonienne car le flot
ge´ode´sique constitue un syste`me hamiltonien sur la varie´te´ symplectique D2 des
droites [34], le the´ore`me KAM des tores invariants et les petits diviseurs [27] [222]
[854] [340], la dynamique holomorphe et les objets universels a` caracte`re fractal
qu’elle construit [770] [855], l’analyse spectrale de certains ope´rateurs [562] [689]
[158], les cycles limites et le phe´nome`ne de Stokes (16e`me proble`me de Hilbert),
etc...
5. Ubiquite´ de la fonction eˆta de Dedekind
Un certain nombre de re´sultats classiques en the´orie du codage de l’information
comme la formule de MacWilliams [507] ont un lien avec les surfaces de Riemann.
On a approfondi ce the`me sachant que les recherches de l’auteur sur la the´orie de
Markoff ont de´bute´ avec une pre´occupation lie´e au codage. Ceci a permis d’iden-
tifier un lien assez remarquable avec la fonction eˆta de Dedekind dont on a vu
qu’elle donne naissance aux e´quations diophantiennes qui ge´ne´ralisent celle de la
the´orie de Markoff. On a aussi pu pre´ciser comment l’essentiel des fonctions tran-
scendantes habituelles s’e´crivent avec la fonction eˆta de Dedekind qui joue donc un
roˆle fondamental.
5.1. Les fonctions theˆta. Les fonctions theˆta de´finies par un re´seau Γ ⊂ Rn
muni de son produit scalaire naturel sont avec τ ∈ H et q = exp(2iπτ)
θΓ(τ) =
∑
m∈Γ
exp(iπτ < m,m >) =
∑
m∈Γ
q
1
2<m,m> =
∞∑
r=0
arq
r.
Ce sont les fonctions ge´ne´ratrices des nombres ar = Card{m ∈ Γ |< m,m >= 2r}.
Elles comptent les points du re´seau Γ situe´s dans une sphe`re de rayon
√
2r centre´e
a` l’origine. En d’autres termes, les coefficients du de´veloppement en se´rie de Fourier
de ces fonctions donnent le nombre de repre´sentations d’un entier par une forme
quadratique de´finie positive. Les formules les plus ge´ne´rales ont e´te´ donne´es dans
ce domaine par A. Malyshev ([387] chapitre 11). Les fonctions theˆta de´finies par
un re´seau unimodulaire pair Γ ⊂ Rn identique a` son dual donnent des exemples
classiques ([729] p.174) de fonctions automorphes de poids (n/2) pair du groupe
PSL(2,Z). Ceci est une conse´quence de la formule de Poisson applique´e a` la fonction
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re´elle Θ(t) = θΓ(it), c’est-a`-dire de la formule de Jacobi ([557] p. 149). Cette formule
de Poisson a un lien tre`s profond avec la loi de re´ciprocite´ quadratique [60].
5.2. Lien avec le codage de l’information. La formule de Poisson peut
elle meˆme eˆtre conside´re´e comme une formule de trace ([778] ch 1.3). Elle donne la
formule de MacWilliams sur les polynoˆmes de poids des codes correcteurs d’erreurs
[507]. L’introduction des fonctions theˆta permet d’interpre´ter ce dernier re´sultat
[95] [96] [548] [59]. Ceci permet aussi de traduire les relations entre certains codes
importants pour les applications et certains re´seaux. Par exemple le code de Golay
e´tendu correspond au re´seau de Leech qui est l’unique re´seau unimodulaire pair de
R24 sans racine d’apre`s un re´sultat de J. H. Conway ([236] p.105). Ceci donne le
groupe simple M24, le groupe de Mathieu, dont la simplicite´ peut eˆtre comprise
par l’approche galoisienne de la surface de Riemann correspondante. Egalement
le polynoˆme de poids WC(X,Y ) de tout code C ⊂ Fn2 autodual doublement pair
s’e´crit par un the´ore`me de Gleason ([236] 69) comme polynome en ϕ et ξ ou`
WH˜(X,Y ) = X
8 + 14X4Y 4 + Y 8 = ϕ,
polynoˆme de poids du code de Hamming e´tendu H˜ ⊂ F72, et
WG˜(X,Y ) = (X
8 + 14X4Y 4 + Y 8)3 − 42X4Y 4(X4 − Y 4)4 =WH˜(X,Y )3 − 42ξ,
polynoˆme de poids du code de Golay e´tendu G˜ ⊂ F242 . Pour approfondir l’e´tude
du rapport entre les deux codes cite´s, et leur lien avec des ge´ome´tries finies comme
les syste`mes de Steiner, on renvoie a` [33] (§7.11 p. 284). Un inte´reˆt de la dernie`re
expression pour notre sujet est qu’en notant q = exp(2iπτ) et
A = A(τ) =
∑
n∈√2Z
q
1
2n.n =
∑
n∈2Z
q
1
4n.n, B = B(τ) =
∑
n∈2Z+1
q
1
4n.n,
on retrouve la fonction eˆta de Dedekind ([236] p.67) :
A4B4(A4 −B4)4 = 16q
∞∏
n=1
(1− qn)24 = 16η(τ)24.
Ceci a conduit l’auteur a` approfondir l’e´tude des re´seaux ([525] [167]) ainsi que
les pavages hyperboliques ([236] (chapitre 4) [808] [809] [512]) pour obtenir des
informations sur certains codes ([303]). Il est reconnu depuis un certain temps
qu’une dualite´ existe entre le codage de l’information et la quantification, notam-
ment en utilisant des fonctions theˆta. Les de´veloppements qui pre´ce`dent e´clairent
cette observation faite dans [266] et que l’on peut interpre´ter par recours au groupe
d’homologie H2(M,Z) et aux formes d’intersection de´ja` e´voque´es.
Les fonctions theˆta les plus ge´ne´rales a` plusieurs variables ont de´ja` e´te´ intro-
duites en liaison avec la varie´te´ jacobienne (voir [571] chapitre 2) et s’e´crivent avec
u ∈ Cg et M ∈Hg
θ(u,M) =
∑
m∈Zg
exp(πi(tm)Mm+ 2πi(tm)u).
Elles redonnent θΓ(τ) = θ(0, τM) avec u = 0 et < m,m >= (
tm)Mm. Elles sont
importantes pour de´crire diffe´rentes situations physiques telles que la propagation
de la chaleur ([778] 1.2 exemple 1, 1.3 exercice 7), la propagation de solitons ou le
comportement de la jonction Josephson (voir l’article de J. A. Zagrodzinski dans
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[634]). Avec g = 1 et M = τ1g les expressions pre´ce´dentes donnent la forme plus
simple e´tudie´e dans le chapitre 1 de [571] avec u ∈ C et τ ∈ H
θ(u, τ) =
∑
m∈Z
exp(πim2τ + 2πimu).
Pour u = 0, on obtient A(τ) = θ(0, 2τ) donnant un lien avec la fonction η de
Dedekind ([387] p. 177) qui permet aussi d’exprimer B(τ) avec l’expression donne´e
ci-dessus pour 16η(τ)24 :
A(
2r − 1
4
) = θ(0, τ − 1
2
) =
η2(z)
η(2z)
.
5.3. Lien avec l’e´quation de la chaleur. La fonction theˆta θ(u, τ) ve´rifie
une e´quation de la chaleur pour u, τ = it ∈ R et t positif :
∂
∂t
θ(u, it) =
1
4π
∂2
∂u2
θ(u, it).
On trouve ainsi une solution fondamentale de l’e´quation de la chaleur pour u ∈ R/Z.
Cette observation remonte a` Fourier lui-meˆme ([268] §241, [390], [839] p. 28) qui
a aussi utilise´ l’e´quation de la chaleur pour mettre au point ses se´ries. Eisenstein
a ensuite utilise´ les travaux de Fourier pour de´montrer des e´nonce´s de the´orie des
nombres relatifs a` la fonction ζ de Riemann conjecture´s ante´rieurement dans [250].
Remarquons que parmi les produits infinis utilise´s par Eisentein apparaˆıt explicite-
ment une autre solution de l’e´quation de diffusion de la chaleur, la fonction de
Gauss s’e´crivant
T (u, t) =
1√
t
exp(−πu
2
t
).
Cette observation permet comprendre le lien existant entre la the´orie du mouvement
brownien et les fonctions theˆta et zeˆta [857].
5.4. Les quatre fonctions theˆta habituelles. Certaines expressions des
fonctions theˆta redonnent, dans l’esprit des anciens travaux de C. G. Jacobi, d’autres
fonctions automorphes comme par exemple les fonctions elliptiques. On utilise pour
cela les fonctions theˆta suivantes qui ve´rifient aussi l’e´quation de la chaleur, note´es
selon les auteurs
θjk(u, τ) =θ
[
j
k
]
(u, τ) = ϑ[2j,−2k](
u
π
, τ) =
∑
n∈Z
exp(πi(n+j)2τ+2πi(n+j)(u+k)).
Les fonctions theˆta permettent de plonger ([821] p.193) une courbe elliptique dans
un espace projectif Pl−1(C) ou` l ≥ 3. Elles permettent aussi d’e´crire une telle
courbe comme intersection de deux quadriques graˆce a` des relations classiques dues
a` Riemann et Jacobi que l’on retrouve par exemple dans ([452] ch. 7). Les fonctions
theˆta sont souvent pre´sente´es comme des ge´ne´ralisations elliptiques de la fonction
exponentielle (par exemple [840]). Vouloir les utiliser comme l’exponentielle qui
permet de passer d’un groupe de Lie a` une alge`bre de Lie [559] a ouvert pour
l’auteur toute une perspective de recherches. Usuellement, on restreint a` 4 le nombre
de fonctions theˆta utilise´es graˆce aux proprie´te´s suivantes :
ϑ[2j,−2k](z +
1
2
, τ) = ϑ[2j,−2k−2](z, τ),
ϑ[2j,−2k](z +
1
2
τπ, τ) = exp(−iπτ/4θ − iz − kiπ)ϑ[2j+2,−2k](z, τ).
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Ceci permet de se limiter avec q = exp(iπτ) aux quatre fonctions suivantes qui
posse`dent une de´composition en produits infinis ([129] (ch.V) [557] (ch.3) [632]) :
ϑ(u, τ) = 2
∞∑
n=0
(−1)nq(n+ 12 )2 sin(2n+ 1)πu = θ(u, τ),
ϑ1(u, τ) = 2
∞∑
n=0
q(n+
1
2 )
2
cos(2n+ 1)πu = θ(
1
2
− u, τ),
ϑ2(u, τ) = 1 + 2
∞∑
n=1
(−1)nqn2 cos(2nπu) = −iq 14 exp(−iπu)θ(τ
2
− u, τ),
ϑ3(u, τ) = 1 + 2
∞∑
n=1
qn
2
cos(2nπu) = q
1
4 exp(−iπu)θ(τ + 1
2
− u, τ).
5.5. Expressions avec la fonction eˆta de Dedekind. Si ϑ′(u, τ) de´signe
la de´rive´e de ϑ par rapport a` u, on a une proprie´te´ d’automorphie avec une racine
huitie`me de l’unite´ κ de´pendant de la matrice utilise´e dans SL(2,Z)
ϑ′(0,
aτ + b
cτ + d
) = κ(cτ + d)
3
2 ϑ′(0, τ).
Ceci met en e´vidence un lien avec la fonction η de Dedekind telle que :
η(τ)24 = q2
∏
n≥1
(1− q2n)24, ou` q = exp(iπτ).
On trouve par exemple les formules suivantes ([129] p. 80 et p. 123, [436] p. 46,
[17] p. 91, [310], [828] p. 161) :
ϑ′(0, τ) = 2πη3(τ) = −2πη(τ/2)η((τ + 1)/2)η(2τ) = πϑ1(0, τ)ϑ2(0, τ)ϑ3(0, τ),
ϑ(0, τ) = i exp(−iπτ/9)η(τ/3),
ϑ1(0, τ) = 2
η2(2τ)
η(τ)
, ϑ2(0, τ) =
η2(τ/2)
η(τ)
, ϑ3(0, τ) =
η2((τ + 1)/2)
η(τ)
,
∏
0≤u,v<m, (u,v) 6=(0,0)
θ
[
1/2 + u/m
1/2 + v/m
]
(0, τ) = (−1)m−1mη(τ)m2−1.
Le lien avec l’invariant modulaire J et la fonction λΛ s’en de´duit ([129] p. 85) :
J(τ) =
(ϑ1(0, τ)
8 + ϑ2(0, τ)
8 + ϑ3(0, τ)
8)3
54(ϑ1(0, τ)ϑ2(0, τ)ϑ3(0, τ))8
=
4
27
(1 − λΛ + λ2Λ)3
λ2Λ(1− λΛ)2
,
λΛ(τ) =
ϑ1(0, τ)
4
ϑ3(0, τ)4
= 16(η2(2τ)η(τ/2)η−3(τ))8.
Egalement on peut e´crire avec η les fonctions elliptiques de Jacobi ([129] p. 100 et
p. 103 [557] ch.3 [828] (p. 165)). Avec une constante c on a par ([375] p. 191)
℘(u,Z⊕ Zτ) = c− d
2
du2
logϑ(
u
πϑ3(0, τ)2
, τ).
Le fait que toutes ces fonctions puissent se de´duire de η montre l’importance fon-
damentale de cette fonction aussi utilise´e pour des calculs d’approximation [281].
Pour les fonctions L la situation est plus complique´e mais lie´e [246].
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6. Approche hyperge´ome´trique de la the´orie de Markoff
On a approfondi quelques remarques faites par Harvey Cohn dans son e´tude
de la the´orie de Markoff.
6.1. Relation avec une fonction elliptique. Dans son article initial [143],
Harvey Cohn donne la relation suivante pour interpe´ter ge´ome´triquement la the´orie
de Markoff avec un re´seau Λ particulier :
1− J(τ) = ℘′2(z) = 4℘3(z) + 1.
Le module J est une fonction automorphe pour le groupe fuchsien Γ = PSL(2,Z) de
facteur µ = 1 et de poids 0. Harvey Cohn dit que les triplets de matrices (A,B,C)
associe´s a` la the´orie de Markoff classique de´terminent un pavage hexagonal du demi-
plan de Poincare´ en τ et correspondent par cette relation entre τ et z a` un pavage
quadrilate´ral par un re´seau Λ du plan complexe en z. Il l’illustre ge´ome´triquement
sur une figure ou` apparaissent les matrices note´es
A0 =
[
1 1
1 2
]
, B0 =
[
1 −1
−1 2
]
,
L’aspect alge´brique de ces remarques de Harvey Cohn se re´sume ([632] fig. 7.7) en
de´crivant les domaines fondamentaux respectifs de deux pavages de H, donnant au
quotient le tore perce´. Le premier est un pavage hexagonal αβγδεζηθι. Le second
donne un domaine quadrilate´ral κλµνξ. Le passage entre les deux est faisable par
un jeu de tangram hyperbolique utilisant pour pie`ces des morceaux composant
le domaine fondamental bien connu pour le groupe PSL(2,Z). Pour aller vers le
domaine hexagonal, il suffit d’appliquer au domaine modulaire six matrices de forme[
1 k
0 1
]
(k = −2,−1, 0, 1, 2, 3).
Pour aller vers le domaine quadrilate´ral, il suffit d’utiliser les deux demi-domaines
modulaires et les six matrices suivantes ([19] Tome 2 p.368)[
1 0
0 1
]
,
[
0 −1
1 0
]
,
[
0 −1
1 −1
]
,
[
1 0
1 1
]
,
[
1 −1
1 0
]
,
[ −1 0
1 −1
]
.
6.2. Sphe`re a` trois piquˆres et invariant modulaire. En re´alite´, il existe
une autre fac¸on de fabriquer une surface de Riemann avec le domaine quadrilate´ral
κλµνξ et cette me´thode a e´te´ ge´ne´ralise´e dans [700]. Il suffit d’identifier κλ et ξν
par une transformation de a ∈ PSL(2,Z), ainsi que µλ et µν par b ∈ PSL(2,Z).
on fabrique ainsi une sphe`re a` trois piquˆres correspondant aux points 0, 1, ∞. Le
calcul explicite peut eˆtre fait et de´termine pour a et b les matrices
a =
[
1 2
0 1
]
, b =
[
1 0
2 1
]
.
Ces matrices engendrent le groupe Γ(2) qui est libre ([386] p.154) et de´terminent
une structure ge´ome´trique unique sur H/Γ(2). Ce qui pre´ce`de garantit par le
the´ore`me de Riemann ([264] p. 163) l’existence d’une relation alge´brique entre
J et une fonction automorphe pour le groupe Γ(2). Cette relation est usuellement
calcule´e a` partir des expressions donne´es pour le cas elliptique
y2 = 4x3 − g2x− g3 = P (x) = 4(x− e1)(x − e2)(x− e3).
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On pose, a` une permutation pre`s sur e1, e2, e3
ν31 = (e3 − e1) 6= 0, x = (x− e1)
(e3 − e1) , λΛ =
(e2 − e1)
(e3 − e1) , ν
2 =
1
4ν331
, y2 = ν2y2.
Ceci transforme l’e´quation y2 = P (x) en la forme de Legendre suivante
y2 = x(x − 1)(x− λΛ) ou` λΛ /∈ {0, 1}.
Les permutations possibles sur e1, e2, e3, montrent que deux courbes elliptiques
EλΛ et Eλ′Λ obtenues ainsi sont isomorphes si et seulement si on a
λ′Λ ∈ {λΛ,
1
λΛ
, 1− λΛ, 1
1− λΛ ,
λΛ
λΛ − 1 ,
λΛ − 1
λΛ
}.
Ceci permet de se limiter aux valeurs complexes
λΛ ∈ S4 = {λ | λ ∈ C, | λ |< 1, | 1− λ |< 1, ℜ(λ) ≥ (1/2)}.
En inversant les relations pre´ce´dentes pour de´duire e3 et e2 on obtient les expres-
sions suivantes montrant que λΛ ne suffit pas a` de´finir le polynoˆme P (x) mais que
le parame`tre accessoire ν31 est indispensable :
ν31 + ν31λΛ = −3e1, 4ν231λΛe1 = (12e12 − g2)e1 = 8e13 + g3,
g2 =
4ν231
3
(1− λΛ + λ2Λ), g3 =
4ν331
27
(λΛ + 1)(λΛ − 2)(2λΛ − 1),
g32 − 27g23 = 16ν631λ2Λ(1− λΛ)2.
Ceci donne l’expression de J recherche´e et tre`s classique
J =
g32
g32 − g23
=
4
27
(1− λΛ + λ2Λ)3
λ2Λ(1− λΛ)2
.
Ainsi λΛ apparaˆıt comme J en tant que fonction d’une variable τ ∈ H. En con-
side´rant que τ = ω2/ω1 ou` ω1, ω2 engendrent le re´seau Λ, on peut observer l’action
sur λΛ(τ) d’une transformation de PSL(2,Z). Il est facile de voir que si la transfor-
mation est dans Γ(2), le groupe de la sphe`re a` trois trous, la valeur de cette fonction
ne change pas ([264] p.159). La fonction λΛ(τ) est donc automorphe pour ce groupe
dont un domaine fondamental apparaˆıt aussi sur la figure pre´ce´dente. Comme ce
domaine fondamental κλµνξ est constitue´ de copies du domaine fondamental de
PSL(2,Z), on retrouve d’une autre fac¸on par la me´thode de Riemann ([264] p.
163) l’existence de la relation liant J et λΛ. Celle-ci vient d’eˆtre calcule´e. On voit
facilement ([632] fig.7.8 inspire´e de [149]) ce que donne la fonction τ → λΛ(τ). Elle
ve´rifie
λΛ(τ + 1) =
λΛ(τ)
λΛ(τ) − 1 , λΛ(−
1
τ
) = 1− λΛ(τ).
Ces conditions mettent en e´vidence deux matrices dont on ve´rifie aise´ment qu’elles
engendrent le groupe des permutations a` trois e´le´ments :
λΛ ◦ S =
[ −1 1
0 1
]
◦ λΛ, λΛ ◦ T =
[
1 0
1 −1
]
◦ λΛ.
Ainsi s’introduit un groupe fini de matrices isomorphe au groupe des permutations
de 3 e´le´ments avec
S =
[ −1 1
0 1
]
→
(
1 2 3
2 1 3
)
, ST =
[
0 −1
1 −1
]
→
(
1 2 3
3 1 2
)
.
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Ce groupe de permutations agit sur les valeurs de λΛ avec des orbites a` 6 e´le´ments
sauf les trois cas suivants :
λΛ ∈ {1/2,−1, 2} soit τ dans la classe de i donnant J = 1 et la ramification
d’ordre 2 de J (en pratique, deux droites se coupent sur la figure pre´ce´dente, ce qui
correspond a` une syme´trie carre´e).
λΛ ∈ {−ρ,−ρ2} soit τ dans la classe de ρ = (−1 + i
√
3)/2 donnant J = 0,
la ramification d’ordre 3 de J (en pratique, trois droites se coupent sur la figure
pre´ce´dente, ce qui correspond a` une syme´trie hexagonale).
λΛ ∈ {0, 1,∞} soit τ dans la classe de ∞ donnant J =∞ hors de H et de C.
6.3. L’e´tude hyperge´ome´trique des relations de H. Cohn. Pour com-
prendre l’origine de la relation utilise´e par Harvey Cohn dans [143] pour interpre´ter
la the´orie de Markoff, conside´rons l’expression
f =
1
27
(λΛ + 1)(
1
λΛ
+ 1)(1− λΛ + 1)( 1
1− λΛ + 1)(
λΛ
λΛ − 1 + 1)(
λΛ − 1
λΛ
+ 1).
C’est par construction un invariant pour le groupe des permutations de 3 e´le´ments
applique´ dans le plan en λΛ [219] exprimable en fonction de g2 et g3. En faisant ce
calcul, on trouve facilement ([264] p. 160) la premie`re partie de l’expression donne´e
par Harvey Cohn
1− f = 4
27
(1− λΛ + λ2Λ)3
λ2Λ(1 − λΛ)2
= J.
On trouve dans [373] (p. 136) une fac¸on de traiter une telle e´quation. Ce n’est pas
la me´thode utilise´e ici. On veut plutoˆt e´crire f avec une fonction elliptique en τ
particulie`re. Pour cela on identifie les bords du domaine conside´re´ dans le plan en τ
avec le groupe [SL(2,Z), SL(2,Z)]. Ceci donne au quotient un tore perce´ conforme.
Comme le calcul pre´ce´dent en λΛ e´tait lie´ a` quelques singularite´s pre`s a` la sphe`re
du domaine modulaire et faisait apparaˆıtre J , de meˆme le tore moins un point est
lie´ a` un tore complet dont il s’agit d’utiliser la fonction de Weierstrass associe´e.
Ceci revient a` travailler a` la conjonction de deux uniformisations [533], une dans
C puis une dans H.
Dans ses diffe´rents articles ([147], [151], [152], [147]), Harvey Cohn mentionne
en liaison avec la question e´tudie´e une autre formule issue de travaux de R. Fricke
a` prendre en compte et qui sous-entend une syme´trie hexagonale
dz = const.× dJ
J2/3(J − 1)1/2 .
Il e´voque la difficulte´ du passage entre les diffe´rentes expressions, renvoyant a` [137]
[421] ou` le proble`me est e´tudie´ sous l’aspect d’un parame`tre accessoire ve´rifiant une
e´quation diffe´rentielle de Lame´ ([860] p. 110), mais sans conclusions bien nettes.
Cette question est lie´e au 22ie`me proble`me de Hilbert qui est celui de l’uniformi-
sation nume´rique d’une surface de Riemann, encore non encore totalement re´solu
aujourd’hui [721], meˆme si les e´quations de Lame´ font l’objet d’un regain d’inte´reˆt
aujourd’hui [21] [818]. La dernie`re expression reliant z et J peut eˆtre construite
par simple diffe´rentiation. Supposons que l’on ait
1− J(τ) = ℘′2(z) = 4℘3(z) + 1,
ceci donne
−dJ = 12℘2(z)℘′(z)dz, ℘′(z) = (1− J)1/2, ℘2(z) = (J/4)2/3.
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D’ou` en remplac¸ant dans l’expression de −dJ , et a` un facteur multiplicatif pre`s,
l’expression donne´e pour dz. En sens inverse l’inte´gration d’une telle expression
reliant dz et dJ pre´sente des difficulte´s car elle de´pend du chemin conside´re´. A
un facteur pre`s, on trouve une inte´grale hyperge´ome´trique de´finie dans le cas ou`
ℜ(c) > ℜ(a) > 0, | x |< 1, ici a = (1/3), c = (5/6), b = 0, ou encore une fonction
beˆta de´finie pour ℜ(p) > 0, ℜ(q) > 0, ici p = (1/3), q = (1/2)
F (a, b, c, x) =
Γ(c)
Γ(a)Γ(c − a)
∫ 1
0
ta−1(1− t)c−a−1(1− tx)−bdt,
B(p, q) =
∫ 1
0
tp−1(1 − t)q−1dt = Γ(p)Γ(q)
Γ(p + q)
, Γ(p) =
∫ ∞
0
tp−1 exp(−t)dt
Les difficulte´s d’inte´gration sont illustre´es dans [858] (p. 85 - 90) ou` l’on montre
comment l’inte´gration sur un double contour de Pochhammer autour de [0, 1] change∫ 1
0
Jp−1(1− J)q−1dJ
en la multipliant cette valeur par un facteur (1−exp(2iπp))(1−exp(2iπq)). La fonc-
tion hyperge´ome´trique F (a, b, c, x) est solution de l’e´quation diffe´rentielle a` deux
singularite´s x = 0 et x = 1, ou` x ∈ C :
E(a, b, c) : x(1 − x)d
2F
dx2
+ (c− (a+ b+ 1)x)dF
dx
− abF = 0.
Lorsque les parame`tres a, b, c, sont re´els et tels que c, c− a− b, a− b, non entiers,
on peut de´finir sur D = C\{]−∞, 0] ∪ [1,∞[} l’application de Schwarz :
Sch : J ∈ D −→ (F (a, b, c, J) : J1−cF (a+ 1− c, b+ 1− c, 2− c, J)) ∈ P1(C).
Pour | 1 − c |= (1/υ1), | c − a − b |= (1/υ2), | a − b |= (1/υ3) strictement plus
petits que 1, l’image de H par cette application est un triangle de la sphe`re de
Riemann avec les angles (π/υ1) en Sch(0), (π/υ2) en Sch(1), et (π/υ3) en Sch(∞).
On retrouve ainsi les groupes classiques de pavages par des isome´tries des surfaces
de Riemann simplement connexes ([61] chapitre 1), avec les trois cas sphe´rique,
euclidien et hyperbolique. On peut prolonger l’application de Schwarz a` C\{0, 1} par
le principe de re´flexion sur le bord de H et fabriquer des transformations conformes
([858] p. 78) qui interpre`tent le lien entre J et λΛ montrant le caracte`re de´terminant
de ce qui se passe en certains points singuliers :
F (1/12, 5/12, 1, x) : x = J(τ) ∈ C 7−→ τ ∈ H/PSL(2, Z) d’inverse la fonction J,
F (1/2, 1/2, 1, x) : x = λΛ(τ) ∈ C\{0, 1} 7−→ τ ∈ H/Γ(2) d’inverse la fonction λΛ.
Un tel prolongement permet effectivement de conside´rer un contour de Pochhammer
et permet de comprendre la nature de la difficulte´ rencontre´e. Pour les valeurs
a = (1/3), b = 0, c = (5/6) de l’expression diffe´rentielle de H. Cohn entre dz et dJ ,
on a | 1 − c |= (1/6), | c − a − b |= (1/2), | a − b |= (1/3). Ceci correspond a` un
cas euclidien de cristal plan hexagonal. On trouve dans les travaux de R. Dedekind
[196] une approche comple´mentaire a` ce qui pre´ce`de, avec un lien explicite avec la
fonction η. Il montre que la fonction w(τ) de´finie a` une constante pre`s par
w(τ) = c
J ′(τ)1/2
J(τ)1/3(1− J(τ))1/4 ,
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ve´rifie une e´quation diffe´rentielle hyperge´ome´trique E((1/12), (1/12), (2/3)) perme-
ttant d’e´crire w en fonction de J . La fonction η est elle-meˆme une racine carre´e de
w a` un coefficient pre`s ([129] p. 135 ou [557] p. 180) telle que :
η(τ)24 =
1
(48π2)3
J ′(τ)6
J(τ)4(1− J(τ))3 = −
1
44π6
λ′Λ(τ)
6
λΛ(τ)4(1− λΛ(τ))4 .
Pour aller plus avant, il est ne´cessaire de faire le lien entre ce que l’on vient de voir
et l’e´quation hyperge´ome´trique perturbe´e que l’on a mise en e´vidence ci-dessus en
liaison avec la repre´sentation monodromique de´finie par les matrices A0 et B0. Ce
point fait l’objet d’un travail en cours de de´veloppement, pre´vu pour eˆtre pre´sente´
a` la cinquie`me confe´rence internationale ”Symmetry in Nonlinear Mathematical
Physics” de Kyiv, en juin 2003.
7. Approche par la double uniformisation
La comparaison de ce que l’on vient de voir avec les re´sultats du chapitre
pre´ce´dent sugge`re que dans certains cas la valeur λΛ puisse eˆtre choisie e´gale au
module (µ2/λ2) d’un tore perce´ parabolique prolongeable en le tore Λ. En effet,
l’e´quation y2 = x(x − 1)(x − λΛ) met en e´vidence trois racines α′ = 1, s′ = 0,
β′ = λΛ, et ne de´finit bien l’e´quation diophantienne de de´part qu’au coefficient
ν31 pre`s. De meˆme, le tore perce´ est de´fini avec α = −1, s = 0, β = (µ2/λ2),
au coefficient λ pre`s. En approfondissant ce the`me, on a construit la proprie´te´ de
double uniformisation des tores perce´s, et on en a tire´ les conse´quences pour la
the´orie de Markoff. Le re´sultat essentiel obtenu est la relation profonde qui existe
entre la fonction eˆta de Dedekind et l’ope´rateur de Laplace-Beltrami d’un tore. Ceci
explique la de´composition en produit infini de la fonction η. Comme cette fonction
est lie´e a` beaucoup d’autres fonctions transcendantes, ceci explique l’existence de
produits infinis pour toutes ces fonctions, notamment les fonctions theˆta.
7.1. Une construction ge´ne´rale. En comparant la repre´sentation des tores
de module (µ2/λ2) du chapitre pre´ce´dent au plan en λΛ, on fait en sorte que se
correspondent des points de meˆme ordre de ramification. Ainsi (µ2/λ2) = 2 cor-
respond a` une ramification d’ordre 2 que l’on obtient avec λΛ = 1/2. De meˆme
(µ2/λ2) = 1 correspond ainsi a` une ramification d’ordre 3 que l’on obtient avec
λΛ = −ρ2. Ceci assure la cohe´rence avec la ramification de J , on l’observe sur le
domaine de cette fonction entre des valeurs correspondantes qui sont re´elles et qui
valent J = 1 pour λΛ = 1/2, ainsi que J = 0 pour λΛ = −ρ2 = (1 + i
√
3)/2. On
conside`re inversement des valeurs complexes λΛ se situant sur le bord [(1/2),−ρ2]
du domaine S4 de notre figure 7.8 de [632]. Elles correspondent de fac¸on bijective
aux valeurs J = J(λΛ) ∈ [0, 1] ⊂ R. On pose ainsi (µ2/λ2) = β(J) ∈ [1, 2] ⊂ R,
avec β bijection croissante de [0, 1] ⊂ R dans [1, 2] ⊂ R. On choisit alors Θα = λ2,
et on se rame`ne au cas ou` α = −1, s = 0, β = β(J), p =∞. Ceci normalise le tore
perce´ que l’on conside`re et donne un tore perce´ parabolique de´fini par les matrices
A et B suivantes dans SL(2,R)
A =
 λ
√
β(J) λ
√
β(J)
λ√
β(J)
1 + λ2
λ
√
β(J)
 , B =
 λ −λβ(J)
−λ 1 + λ
2β(J)
λ
 .
En re´alite´, ces deux matrices sont de´finies au facteur re´el λ > 0 pre`s. Il y a tout
un ensemble de tores diffe´rents qui peuvent convenir a` la meˆme valeur β(J), et
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qui ont donc des proprie´te´s communes. Il n’y a aucune raison de se de´barrasser
ici du coefficient λ. Une analyse approfondie de cette situation a e´te´ faite et a
conduit au the´ore`me ”Jugendtraum” de Kronecker ([214] tome 1, p. 236). Les
deux matrices mises en e´vidence de´finissent un groupe libre dans PSL(2,R) que
l’on peut abe´lianiser pour introduire une courbe elliptique. Les endomorphismes du
groupe libre qu’elles engendrent sont associe´s a` des polynoˆmes [633]. Ceci provient
des re´sultats qui ont e´te´ de´montre´s pour les tores perce´s conformes paraboliques.
Une me´thode pour fabriquer une courbe elliptique associe´e consiste a` utiliser les
calculs de [375] (p.179) et a` les prolonger pour la valeur λΛ=− ρ2 . En dehors de
ce cas singulier qui ne pose d’ailleurs pas de proble`me ([747] ch VI), les valeurs λΛ
se´lectionne´es sont telles que
λΛ =
1
2
+ iℑ(λΛ), 0 ≤ ℑ(λΛ) ≤
√
3
2
, | λΛ |< 1, | 1− λΛ |< 1.
Ceci permet de bien de´finir deux pe´riodes engendrant un re´seau Λ
ω1(λΛ) =
∫ 0
−∞
dx√
x(x− 1)(x− λΛ)
, ω2(λΛ) =
∫ ∞
1
dx√
x(x− 1)(x− λΛ)
.
D’ou` la construction effective d’une fonction elliptique associe´e a` ce re´seau
℘′2Λ (z) = 4℘
3
Λ(z)− g2℘Λ(z)− g3,
g2 =
4ν231
3
(λ2Λ − λΛ + 1), g3 =
4ν331
27
(λΛ + 1)(λΛ − 2)(2λΛ − 1).
Pour λΛ = −ρ2, on obtient g2 = 0. La courbe elliptique correspondante, associe´e au
re´seau Z[ρ], est bien de´finissable ([748] p. 102) au moyen de l’e´quation rationnelle
y2 = x3 + 1 utilise´e ci-dessus pour analyser les informations diffe´rentielles donne´es
par H. Cohn. En effet, cette dernie`re est issue de l’e´quation y2 = 4x3 − 3i√3ν331
obtenue avec les expressions donne´es pour g2 et g3. Pour λΛ = (1/2), on obtient
g3 = 0. La courbe elliptique correspondante, associe´e au re´seau Z[i], est de´finissable
([748] p. 101) par l’e´quation y2 = x3+x de´ductible cette fois de y2 = 4x3−ν231x. La
donne´e du parame`tre accessoire ν31 6= 0 permet de retrouver toutes les donne´es de la
courbe elliptique avec e3 = e1+ν31, e2 = e1+λΛν31. A une transformation conforme
pre`s de C construite par translation et rotation, on peut normaliser sans changer
λΛ cette courbe elliptique en se ramenant a` e1 = 0, e3 = ν31 =‖ ν31 ‖∈ R+. Ayant
normalise´ le tore perce´ et le tore selon deux me´thodes diffe´rentes, on s’attache alors
a` faire en sorte que le tore perce´ provienne du tore par simple extraction d’un point,
sachant que les proble`mes de me´trique induite restent a` ve´rifier. L’identification de
e1 et e3 = ν31 sur le tore donne un grand cercle que l’on identifie sur le tore perce´
a` un cercle de meˆme longueur reliant la piquˆre a` elle-meˆme, et donc correspondant
dans H a` la ge´ode´sique 0α ou` α = −1. Ceci de´finit la transformation Υ de C dans
H avec
Υ(e1) = −1, Υ(e2) =∞, Υ(e3) = 0, Υ(e2 + e3) = β.
La translation te3 : z → z+e3 de C correspond ainsi a` la transformationA deH avec
A◦Υ = Υ◦ te3 . L’identification sur les autres bords avec la meˆme transformation Υ
entre les domaines fondamentaux respectifs et la translation te2 : z → z+ e2 donne
B−1 ◦Υ = Υ ◦ te2 . Dans les conditions pre´ce´dentes, lorsque J varie sur le segment
retenu, λΛ varie sur l’arc associe´, et τ varie dans son plan complexe. On peut
imposer la contrainte f(τ) = 1− J(τ) = ℘′2Λ (z), on obtient ainsi une relation entre
J et z que l’on peut traduire sous forme diffe´rentielle. Ceci redonne les expressions
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de Harvey Cohn. Le point inte´ressant dans cette construction tre`s ge´ne´rale est que
le domaine fondamental pour le groupe gp(A,B) a une forme tre`s simple de´duite
des points α = −1, s = 0, β = β(J), p = ∞. Le nombre β e´tant fixe´, ce domaine
fondamental est bien de´termine´. Il est assez facile de caracte´riser l’identification de
ses bords correspondant a` la donne´e d’une valeur λ, et de comparer ce que donnent
des valeurs λ diffe´rentes graˆce a` une affinite´ ayant pour base le bord de H. Pour
J = 0, on trouve seulement β = 1. Mais la construction que l’on vient de faire pour
le bord de S4 est plus ge´ne´rale et est extensible a` tout λΛ ∈ S4 ou` elle donne des
tores perce´s hyperboliques.
7.2. Notions attache´es au tore T . Pour le tore T on a T eich(T ) = H et
Mod(T ) = H/PSL(2,Z). Chaque point du domaine fondamental Mod(T ) corre-
spond a` une classe d’e´quivalence du tore, c’est-a`-dire une classe d’isomorphisme de
courbe elliptique [791] (p. 203). On retrouve ainsi la surface modulaire perce´e a`
l’infini que l’on peut identifier a` C en tant que surface de Riemann graˆce a` l’invari-
ant modulaire J . On donne dans [580] (p. 487-491) une description comple`te de
la me´trique de Peterson-Weil dans ce cas. Sur cet exemple existe un ope´rateur de
Laplace-Beltrami ∆ dont on trouve dans [287] (p. 41) la proprie´te´ caracte´ristique
qui est d’eˆtre un ope´rateur diffe´rentiel de second ordre sur H qui commute avec
toutes les transformations suivantes sur les fonctions f de´finies sur le demi plan
T (ψ
[
a b
c d
]
)f(z) = f(
az + b
cz + d
).
Une telle transformation repre´sente le groupe PSL(2,Z), voire un groupe plus large
comme PSL(2,R), en tant que groupe d’ope´rateurs sur un espace fonctionnel dont
on peut faire l’analyse harmonique [365]. Ceci est facilite´ par le fait que l’on a,
pour tout g = ψ(
[
a b
c d
]
) ∈ ΓH = PSL(2,Z) et pour le laplacien ∆ une relation
de commutation ∆T (g) = T (g)∆ qui conduit a` penser a` des vecteurs propres
communs. Pour tout τ = τ1 + iτ2 ∈ T eich(T ) = H, cet ope´rateur est e´crit ici avec
un signe
∆ = −τ22 (
∂2
∂τ21
+
∂2
∂τ22
).
L’ope´rateur de Casimir qui a des proprie´te´s comparables au pre´cedent est de´fini
dans [79] par C∗ = −2∆.
7.2.1. Formes automorphes et ope´rateur de Laplace - Beltrami. Les formes au-
tomorphes jouent un roˆle particulier par rapport a` ces ope´rateurs, notamment parce
que les fonctions me´romorphes sur une surface de Riemann H/Γ sont donne´es par
les fonctions me´romorphes du demi-plan de Poincare´ H invariantes par Γ, et que
l’ope´rateur ∆ se transporte lui-meˆme de H sur les surfaces de Riemann [680].
Comme la plupart des e´quations essentielles de la physique s’expriment en fonc-
tion de l’ope´rateur ∆ et peuvent concerner des phe´nome`nes relatifs a` des objets
mode´lise´s par des surfaces de Riemann (que l’on peut chauffer, e´clairer ou bien
faire vibrer), l’e´tude de cette situation est tre`s importante [362] [691]. Les formes
automorphes se groupent elles-meˆmes en familles ayant de proprie´te´s particulie`res
(formes d’ondes de Maass, formes modulaires holomorphes, etc...[98]). On peut
songer a` les utiliser pour obtenir des valeurs de fonctions particulie`res, comme les
se´ries de Fourier ont par exemple e´te´ utilise´es par Dirichlet pour de´montrer un
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certain nombre des valeurs de la fonction zeˆta fournies par Euler [217]. Une par-
ticularite´ importante est cependant que dans un certain nombre de cas, le spectre
des valeurs propres de ∆ posse`de une partie continue. Les choses sont donc plus
complique´es qu’avec un laplacien euclidien ordinaire.
Plus pre´cise´ment [286], supposons donne´e une fonction automorphe de poids
k pour le groupe PSL(2,Z), avec la condition de de´finition e´crite maintenant sous
la forme
∀γ ∈ PSL(2,Z), ∀z ∈ H, f(z) = (cz + d)−kf(γz).
Elle permet la de´finition d’une fonction sur SL(2,R) avec l’expression
Φf (
[
a b
c d
]
) = (ci+ d)−k f(
[
a b
c d
]
i).
Pour tout g ∈ SL(2,R) et tout γ ∈ SL(2,Z) cette fonction ve´rifie du fait de
l’automorphie de f
(C1) : Φf (γg) = Φf (g).
On a aussi pour toute matrice de rotation, et ceci est lie´ a` la structure quotient de
H ≃ SL(2,R)/SO(2,R)
(C2) : Φf (g
[
cos θ − sin θ
sin θ cos θ
]
) = exp(ikθ)Φf (g).
Si l’on suppose que f est holomorphe, on obtient avec le laplacien ∆ de SL(2,R)
(dont celui de H est l’image) la condition
(C3) : ∆Φf = −1
4
k(k − 2)Φf = − (k − 1)
2 − 1
4
Φf .
Cette condition se simplifie sous la forme∆Φf = −s(s−1)Φf si l’on se limite comme
dans ce qui pre´ce`de aux valeurs k = 2s paires. Mais d’autres fonctions propres de
∆ existent [365] [777] [79]. C’est en affaiblissant cette condition que Maass a
invente´ ses propres formes d’onde [499]. C’est aussi en e´tudiant cette situation que
Selberg a trouve´ sa ce´le`bre formule ge´ne´ralisant celle de Poisson cite´e en 5.2, ainsi
que les me´thodes de Dirichlet pour e´valuer les sommes de Gauss ou de´montrer la
loi de re´ciprocite´ quadratique [718]. Il y a deux conditions supple´mentaires tre`s
importantes
(C4) :
∫
SL(2,R)/SL(2,Z)
| Φf (g) |2 dg <∞.
Cette premie`re condition introduit un espace de Hilbert L2(SL(2,R)/SL(2,Z)) de
fonctions de carre´ inte´grable. On conside`re aussi
(C5) :
∫
R/Z
| Φf (
[
1 x
0 1
]
g) |2 dx = 0.
Cette seconde condition de´finit un sous-espace particulier L20 dans le pre´ce´dent,
l’espace des ”formes-pointes” dans lequel on peut identifier un sous-espace Ak(Γ)
isomorphe au sous-espace des formes f ∈ Sk(Γ) qui s’annulent sur les pointes. Cet
espace est un sous-espace du C-espace vectorielMk(Γ) des fonctions automorphes.
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7.2.2. Lien avec les repre´sentations de SL(2,R). Une conse´quence importante
de ce qui pre´ce`de est que l’on peut en de´duire une repre´sentation re´gulie`re a` droite,
unitaire et de dimension infinie de SL(2,R) dans l’ensemble des ope´rateurs unitaires
de L20 :
Pour tous g, h ∈ SL(2,R), R(g)Φf(h) = Φf (gh),
ou` pour tout g ∈ SL(2,R) et Φf bien choisi∆R(g)Φf = R(g)∆Φf . Ceci de´compose
R avec des sous-espaces invariants pour∆, c’est-a`-dire de fonctions propres de∆, et
donc comme somme directe de re´pre´sentations de SL(2,R). Celles ci sont au demeu-
rant toutes connues [365][777]. Ces repre´sentations induisent des repre´sentations
des groupes fuchiens que l’on peut remonter dans SL(2,R) par la proposition 1.4.
On trouve aussi ([778] chapitre III) des expressions en ”se´rie de Fourier” de
K-fonctions de Bessel (remplac¸ant les sinusoides) ou` x+ iy ∈ H
f(x+ iy) =
∑
n∈Z
an exp(2iπnx)
√
yKit(2πy | n |),
Ks(z) =
1
2
∫ ∞
0
exp(−z
2
(u+
1
u
)us−1du,
t2 + 1
4
valeur propre de ∆.
Une conjecture importante due a` Selberg affirme que pour les groupes Γ0(n) associe´s
a` la the´orie de Hecke ([739] ch3, [555] § 4.5) cette valeur propre qui correspond a`
s = (1+it)/2 est supe´rieure ou e´gale a` (1/4). On donne dans [17] un syste`me fini de
ge´ne´rateurs de Γ0(p) pour p premier, ainsi que des formes automorphes associe´es.
Ce que l’on vient de voir revient a` dire que t est re´el.
7.2.3. Lien entre le laplacien d’un tore et la fonction e´ta de Dedekind. On
conside`re l’ope´rateur ∆ sur un tore conforme T de´fini par un parame`tre complexe
τ = τ1 + iτ2 ∈ T eich(T ) = H. Pour repre´senter ce tore, on utilise [580] le plan
complexe en z ∈ C et des coordonne´es associe´es a` un re´seau Λ = Zξ1⊕Zξ2 donne´es
par :
ξ1 = i
τz − τz
τ2
, ξ2 = i
z − z
2τ2
.
La me´trique de C de´finit une me´trique induite sur le tore a` partir de laquelle on
peut calculer la mesure de Weil-Petersson a` adopter, et avec laquelle le laplacien
du tore peut eˆtre e´crit simplement a` partir du laplacien du demi-plan de Poincare´.
Pour le laplacien de H, en introduisant pour i = 1, 2 l’ope´rateur ∂i = ∂/∂ξi, on a
∆ = − 1
2τ22
(| τ |2 (∂1)2 − 2τ1∂1∂2 + (∂2)2).
On trouve alors facilement des fonctions propres de ∆ ve´rifiant les bonnes condi-
tions au bord du paralle´logramme de la figure pre´ce´dente, de fac¸on a` pouvoir en
de´duire des fonctions sur le tore quotient
ψm,n(ξ) = exp(2iπ(nξ
1 +mξ2), m, n ∈ Z.
Les valeurs propres associe´es sont
λm,n =
2π2
τ22
(m− nτ)(m− nτ ) = 2π
2
τ22
| m+ nτ |2 .
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Par analogie avec ce que l’on sait pour les ope´rateurs sur les espaces de dimension
finie, le de´terminant du laplacien ∆ sur le tore T pourrait eˆtre envisage´ comme un
produit infini de ces valeurs propres
Det(∆) =
∏
(m,n)∈Z2−(0,0)
2π2
τ22
| m+ nτ |2 .
Mais une telle de´finition qui fait apparaˆıtre un produit infini est insuffisante. On
peut cependant la rendre rigoureuse en introduisant les se´ries d’Eisenstein E(τ, s).
On de´crit ici la me´thode pour ce faire telle qu’elle est donne´e dans [580] (p. 489).
L’e´valuation d’une telle se´rie utilise la fonction eˆta de Dedekind η. La se´rie d’Eisen-
stein est de´finie pour ℜ(s) > 1 par
E(τ, s) = τs2
∑
(m,n)∈Z2\{(0,0)
1
| m+ τn |2s = τ
s
2G2s(τ), g2(τ) = τ
−1
2 E(τ, 1),
elle ve´rifie l’e´quation fonctionnelle
π−sΓ(s)E(τ, s) = π−(1−s)Γ(1− s)E(τ, 1 − s),
et posse`de une formule limite due a` Kronecker en son poˆle simple s = 1 ou` apparaˆıt
η et la constante d’Euler γ
E(τ, s) =
π
s− 1 + 2π(γ − log(2)− log(
√
τ2 | η(τ) |2)) +O(s− 1).
La me´thode consiste a` utiliser un logarithme et a` ne´gliger une infinite´ de termes
2π2 pour de´finir seulement le nombre
det(∆)
τ2
= exp(− log τ2(1 + E(τ, 0))− E′(τ, 0)).
On utilise alors la formule de Kronecker et des expressions classiques pour les fonc-
tions Γ pour en de´duire des e´valuations en s des deux termes e´gaux par l’e´quation
fonctionnelle
sE(τ, 1− s) = −π + 2πs(γ − log 2− log(√τ2 | η(τ) |2) + ...),
π1−2s
Γ(1 + s)
Γ(1− s)E(τ, s) = πE(τ, 0) + (−2(log π + γ)E(τ, 0) + E
′(τ, 0)πs+ ...).
La comparaison donne
E(τ, 0) = −1, E′(τ, 0) = 2(log 2− log(√τ2 | η(τ) |2),
c’est-a`-dire avec une expression qui pre´ce`de :
det(∆)
τ2
= exp(−E′(τ, 0)) = τ2 | η(τ) |4 .
Cette expression donne une signification particulie`re a` la fonction de Dedekind
par rapport a` un de´terminant construit avec l’ope´rateur de Laplace-Beltrami du
tore. Elle permet de comprendre pourquoi cette fonction se de´compose sous forme
d’un produit infini particulier. En notant ici q = exp(2πiτ) = q2, on retrouve le
produit donne´ dans le commentaire de R. Dedekind relatif au fragment XXVIII de
B. Riemann [676] (p. 397)
η(τ)24 = q
∏
n≥1
(1− qn)24.
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Cette fonction a de´ja` e´te´ rencontre´e comme de´finissant une forme automorphe de
poids 12. Son expression est lie´e au discriminant Disc(EΛ) de la courbe elliptique
EΛ attache´e a` un re´seau Λ = Zω1 ⊕ Z̟2 correspondant a` un TΛ pour lequel
τ = ℑ(ω1/ω2) et
η(τ)24 = g32 − 27g23 = 16(e1 − e2)2(e2 − e3)2(e3 − e1)2 = Disc(EΛ),
J =
g32
g32 − 27g23
=
1
54
((e1 − e2)2 + (e2 − e3)2 + (e3 − e1)2)3
(e1 − e2)2(e2 − e3)2(e3 − e1)2 .
On a vu avec la branche principale du logarithme et pour une transformation de
PSL(2,Z) de´finie par une matrice de SL(2,Z) que l’on avait
log η(
aτ + b
cτ + d
) = log η(τ) +
1
4
log(−(cτ + d)2) + πia+ d
12c
− πis(d, c).
On peut re´sumer cette e´galite´ en disant que η a une proprie´te´ d’automorphie de
poids (1/2). Mais il faut pour cela introduire une racine 24ie`me de l’unite´ permettant
d’e´crire
η(
aτ + b
cτ + d
) = χη(
[
a b
c d
]
).(cτ + d)(1/2)η(τ).
On utilise donc de´sormais la de´finition de [404] (p. 257) plus satisfaisante que celle
que l’on a utilise´e ante´rieurement pour les fonctions automorphes. On dit que η est
une forme modulaire de poids (1/2) et de syste`me de multiplicateur Pχη, ou` dans
le cas le plus ge´ne´ral Pχη : Γ = PSL(2,Z) → C\{0} est une fonction telle que
pour tout γ ∈ Γ, on ait | Pχη(γ) |= 1, et si P : SL(2,Z) → PSL(2,Z) projection
canonique Pχη ◦P = χη. La fonction g2 est quant a` elle une fonction modulaire de
poids 4 pour un syste`me de multiplicateur trivial, d’ou` se de´duit avec la modularite´
de poids 12 du discriminant g32 − 27g23 la proprie´te´ de modularite´ de poids 0 de J .
Ces deux dernie`res fonctions peuvent a` leur tour eˆtre conside´re´es comme vecteurs
propres d’ope´rateurs que l’on peut expliciter. Le discriminant est ainsi fonction
propre des ope´rateurs de Hecke ([729] p. 168), ope´rateurs qui commutent tous avec
le laplacien ce qui en donne l’analyse spectrale.
On renvoie a` [664] (ch. 8, 9) pour toutes les ve´rifications comple´mentaires des
calculs qui pre´ce`dent. Les conclusions importantes sont qu’il existe un lien profond
entre la fonction de Dedekind et l’ope´rateur de Laplace-Beltrami du tore T , et
donc aussi celui de H, et que ce dernier est relie´ en profondeur aux repre´sentations
unitaires dans un espace de Hilbert L20 de dimension infinie du plus simple des
groupes de Lie non compact SL(2,R). On a d’ailleurs vu comment H admet le
quotient PSL(2,R) comme groupe d’automorphismes, cette dernie`re proprie´te´ est
donc parfaitement compre´hensible. Le passage au tore permet l’apparition d’un pro-
duit infini interpre´table comme partie maitrisable du de´terminant d’un ope´rateur
de Laplace-Beltrami ∆. Evidemment une question qui se pose est de savoir si la
technique de re´surgence de Ecalle [238] ne permettrait pas de placer les calculs
pre´ce´dents dans un cadre plus satisfaisant. Le lien mis en e´vidence dans ce qui
pre´ce`de entre fonction η et un ope´rateur [444] trouve une application particulie`re
dans la the´orie des champs [106], laissant apparaˆıtre l’existence d’une ve´ritable con-
struction fonctorielle pour cette the´orie des champs, de porte´e beaucoup plus vaste
que les de´veloppements classiques qu’ont permis la cyclotomie et le ”Jugendtraum”
de Kronecker [456].
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7.2.4. Sommes de Gauss. La fonction Pχη peut eˆtre e´tudie´e de fac¸on directe.
Elle a un lien profond avec les sommes de Gauss ([129] (ch. IX), [472]) et c’est
son comportement qui permet en re´alite´ la de´monstration cyclotomique de la loi de
re´ciprocite´ quadratique. Au demeurant, c’est dans ce facteur que se concentrent en
exposant d’une puissance les sommes de Dedekind. D’ou` e´galement le lien entre ces
sommes et la re´ciprocite´ quadratique. On trouve dans [436] (p. 51) une expression
de ce multiplicateur utilisant le symbole de Jacobi :
si c impair χη(
[
a b
c d
]
) =
(
d
| c |
)
exp(F − 3c),
si c pair χη(
[
a b
c d
]
) = (−1) sgn(c)−12 sgn(d)−12
(
c
| d |
)
exp(F + 3d− 3− 3cd),
ou` F = πi
12
(a+ d)c− bd(c2 − 1).
On peut ve´rifier a` partir de la` que l’on a bien affaire a` une racine 24ie`me de l’unite´.
Les sommes de Gauss sont donne´es par
G(a, n) =
n∑
k=0
exp(
2iπak2
n
).
Pour p premier impair et a non congru a` 0 modulo p, si c = 1 ou c = −i selon que
p ≡ 1( mod 4) ou p ≡ 3( mod 4), elles ve´rifient pour la transforme´e de Fourier
discre`te [176] (p.92) :(
a
p
)
=
G(a, p)
1
2
√
p(1 + i)(1 + ip)
=
c√
p
n∑
k=0
(
k
p
)
exp(
2iπak
p
).
On peut en de´duire l’expression du nombre de classes d’ide´aux d’un corps quadra-
tique [349] (the´ore`me 114 p.135). Si p et q sont premiers entre eux, la re´ciprocite´
quadratique se de´montre avec G(p, q)G(q, p) = G(1, pq). Les sommes de Gauss
ve´rifient aussi l’identite´ de Landsberg-Schaar dont on peut de´duire la re´ciprocite´
quadratique [557] p. 153 [72] :
1√
p
p−1∑
n=0
exp(
2iπn2q
p
) =
exp(iπ/4)√
2q
2q−1∑
n=0
exp(
−iπn2p
2q
) (p > 0, q > 0).
Il est remarquable que cette formule soit issue de la trace d’un ope´rateur d’e´volution
longitudinale associe´ a` une e´quation de Schro¨dinger. On trouve une de´monstration
dans [22] a` partir d’une e´quation de Schro¨dinger sur un espace de phase cylindrique,
que l’on modifie pour le rendre toro¨ıdal, ce qui d’ailleurs discre´tise le temps.
7.2.5. Lien avec la fonction zeˆta de Riemann. Dans le cadre pre´sente´ s’intro-
duit e´galement la fonction zeˆta de Riemann. La se´rie d’Eisenstein peut eˆtre e´tudie´e
de fac¸on directe en tant que noyau reproduisant de l’ope´rateur autoadjoint qui
e´tend l’ope´rateur laplacien sur L2(Mod(T )). On a rappele´ dans ce qui pre´ce`de
comment s’introduisait naturellement cette structure d’espace de Hilbert. Elle per-
met la de´finition d’un autre noyau reproduisant ([580] (p.426) ou [294]), le noyau
de chaleur lie´ a` l’ope´rateur elliptique laplacien. Dans le contexte plus ge´ne´ral d’une
varie´te´M plonge´e dans un espace de dimension D ce noyau est donne´ par l’expres-
sion suivante
h(x, y; t) =< x | exp(−t∆) | y >=
∑
n
exp(−tλn) < x | n >< n | y > .
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Il ve´rifie l’e´quation de la chaleur qui s’e´crit compte tenu du choix fait pour le signe
du laplacien (∂t +∆)h(x, y; t) = 0. Il permet de de´finir le semi-groupe de la chaleur
{exp(−t∆); t ≥ 0}. La transforme´e de Mellin donne une fonction zeˆta ζ(x, y; s) qui
vaut ∑
n
1
Γ(s)
∫ ∞
0
ts−1 exp(−tλn) < x | n >< n | y > dt.
Elle de´termine la fonction ζ∆ ge´ne´ralise´e suivante qui a la forme d’une trace :
ζ∆(s) =
∫
M
ζ(x, x; s)dx =
∑
n
λ−sn .
On e´voque dans [580] (p.429) et on approfondit dans [294] les de´veloppements de
ces calculs vers la de´finition d’un η-invariant pour certains ope´rateurs elliptiques,
pratiquement une signature d’une forme quadratique d’intersection, qui de´bouche
sur le the´ore`me de l’indice d’Atiyah-Patodi-Singer et des applications importantes
en dimension 4 ([577]). Cet invariant est donc une ge´ne´ralisation de la fonction eˆta
de Dedekind pour des objets plus larges que les surfaces de Riemann [570] [75].
L’application au cas ou` M est un tore est facile. Elle permet de de´finir de fac¸on
plus intrinse`que une fonction zeˆta ([459] p. 229) en utilisant de fac¸on directe la
trace d’une puissance du laplacien
ζ∆(s) = tr(∆
−s) =
∑
(m,n)∈Z2\{(0,0)
λ−sm,n.
La conjecture de Riemann [78] semble correspondre d’une certaine fac¸on a` ce qui
se passe lorsque le tore que l’on conside`re est tel que τ tende vers un nombre en-
tier, ce qui introduit a` la limite une brisure de syme´trie modifiant dramatiquement
l’alge`bre d’ope´rateurs engendre´e par∆ sur laquelle on travaille. On peut construire
un syste`me dynamique pour ce cas dont la fonction de partition soit ζ∆. Il suf-
fit de suivre la me´thode de [142] dans son expose´ tre`s clair des travaux de [163]
permettant de conside´rer la fonction ζ de Riemann elle-meˆme comme fonction de
partition d’un syste`me dynamique (A, σt) avec A une C
∗-alge`bre et σt un groupe
a` un parame`tre d’automorphismes de A. Inversement, le proble`me de construire
un ope´rateur hermitien qui pourrait eˆtre selon Michael Berry [65] un hamiltonien
gouvernant un syste`me me´canique quantique a` me´canique classique sous jacente
chaotique et a` temps irre´versible correspond a` la conjecture de Hilbert et Polya
[829]. Un tre`s re´cent article de Alain Connes [164] laisse penser que l’hypothe`se de
Riemann pourrait correspondre comme la formule de Selberg [718] a` une formule de
trace pour un tel hamiltonien [256] (theorem 9.5.2 p. 307). On peut comparer a` ce
que donnent les the´ories d’Arakelov de dimensions supe´rieures [457] (pp. 172-173).
Une question importante paraˆıt eˆtre de bien formaliser dans le contexte pre´sente´ la
transformation de Mellin, comme une anti-e´quivalence particulie`re de cate´gories, de
varie´te´s abe´liennes vers des alge`bres d’ope´rateurs supportant des fonctions ζ. Une
autre piste consiste a` approfondir le lien qui est de´crit dans [137] entre l’approxima-
tion de Ape´ry de ζ(3) et des e´quations de Lame´ que cet article relie explicitement
a` l’e´quation de Markoff. Un projet consiste a` conside´rer l’ope´rateur L que l’on a
introduit ci-dessus en liaison avec les matrices A0 et B0, a` conside´rer des proprie´te´s
d’orthogonalite´ associe´es et a` utiliser des me´thodes analogues a` celles de´veloppe´es
dans [796].
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7.2.6. Gaz de bosons et bruit en 1/f . Le formalisme pre´ce´dent a e´te´ applique´
a` la me´canique statistique des gaz de bosons. Il s’appuie sur le lien qui a e´te´ e´tudie´
par Ramanujan entre la fonction eˆta de Dedekind et les partitions d’entiers. Ceci
se mate´rialise avec la fonction multiplicative τR de Ramanujan ([729] p. 156, [136]
p. 57) donnant
η(τ)24 = q
∏
n≥1
(1− qn)24 =
∑
n≥1
τR(n)q
n, ou` q = exp(2πiτ) = q2 = exp(−hν/kT ).
Ceci permet de de´finir une fonction de partition par mode ou` p(n) nombre de
partitions de l’entier n associe´ aussi a` la fonction η par la formule
Z(q) = q
1
24 η(τ)−1 =
∏
n≥1
(
1
1− qn ) =
∑
n≥1
p(n)qn =
exp(πiτ/12)
η(τ)
.
Si σk(n) de´signe la somme des puissances k
ie`mes des diviseurs de n, on obtient des
grandeurs interpre´tables par analogie avec la me´canique statistique
l’e´nergie libre F = −kT
∑
n≥1
σ−1(n) exp(−nhν/kT ),
l’e´nergie interne E = hν
∑
n≥1
σ1(n) exp(−nhν/kT ),
l’entropie S = k
∑
n≥1
(hν/kTσ1(n) + σ−1(n)) exp(−nhν/kT ).
Sur cette base, les fluctuations d’e´nergie dans un re´sonateur a` quartz ont e´te´
e´value´es [638], faisant apparaˆıtre un bruit quantique en (1/f). Au dela` du cas
du re´sonateur a` quartz, il faudrait creuser le sujet pre´ce´dent pour montrer com-
ment donner dans une perspective plus ge´ne´rale une explication profonde du bruit
en (1/f) que l’on rencontre si fre´quemment dans la nature. Quelques pistes re´centes
ont commence´ a` eˆtre explore´es. Elles font le lien avec les sommes de Ramanujan
[643].
7.3. Notions attache´es a` un tore perce´ T \{p}. L’espace de Teichmu¨ller
du tore perce´ est T eich(T \{p}) = H. On a aussi ΓT \{p} = GL(2,Z). Ce groupe est
note´ S∗L(2,Z) pour indiquer qu’il agit dans H par transformations conformes et
anticonformes. Les re´sultats obtenus sur les tores perce´s paraboliques permettent
de se ramener a` l’action de SL(2,Z) dans le demi-plan de Poincare´ pour de´crire
au quotient l’espace des modulesMod(T \{p}) graˆce a` la surface modulaire perce´e.
Ces donne´es de´duites de [578] (p. 153) sont inte´ressantes car elles ne correspondent
pas a` ce qui a e´te´ vu ci-dessus dans l’e´tude des tores perce´s conformes paraboliques.
On a donne´
T eich(T \{p}) ≃ F(λ, µ) = {(λ, µ) | λ > 0, µ > 0},
et l’on a de´crit la fac¸on dont ΓT \{p} = GL(2,Z) agit dans F(λ, µ). Au quotient
on identifie bien les classes d’e´quivalence diffe´omorphe (et donc conforme) sur le
tore perce´, c’est-a`-dire les modules du tore perce´. Ceci correspond au commentaire
de la de´finition 1.6 de [706] (p.10). Tout se passe comme si H correspondait a` un
mode`le topologique de l’espace de Teichmu¨ller, et F(λ, µ) a` un mode`le ge´ome´trique
de´crit par une e´quation alge´brique. Le lien entre ces deux mode`les a e´te´ e´tudie´ en
de´tail dans [421], mais ce travail devrait eˆtre repris a` la lumie`re des conside´rations
qui pre´ce`dent. Il est e´galement tre`s important de remarquer que la the´orie de la
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re´duction qui a e´te´ pre´sente´e pour les tores paraboliques, va beaucoup plus loin
que ce que donne la seule action de ΓT \{p} = GL(2,Z) sur F(λ, µ). Ge´ne´raliser un
tel re´sultat est concevable en rentrant dans l’e´tude de la pre´sentation des groupes
de classes d’applications ΓM. Sans aller jusque la`, on peut indiquer sommairement
comment on retrouve les re´sultats de´ja` rencontre´s au chapitre pre´ce´dent avec les
remarques formule´es par [421] (p. 203) et issues de [419]. On traduit ce que dit
Linda Keen sous la forme
π′(χ) =
[
0 −1
1 0
]
agit sur F(λ, µ) par (λ, µ)→ ( µ
λ2 + µ2
,
λ
λ2 + µ2
),
π′(χ′) =
[
1 1
−1 0
]
agit sur F(λ, µ) par (λ, µ)→ (µ
λ
,
1
λ
).
Ces deux matrices respectivement d’ordre 2 et 3 sont telles que leurs images par ψ
dans PSL(2,Z) engendrent ce groupe. On peut maintenant conside´rer que π′ est
un morphisme d’abe´lianisation, avec dans le groupe des automorphismes Aut(F2)
du groupe libre a` deux e´le´ments F2 engendre´ par A et B
χ = (B,A−1), χ′ = (AB,B−1).
Il suffit alors de conside´rer l’action de ces deux automorphismes sur le triplet
(tr(B−1), tr(A), tr(B−1A−1)) = (
1 + λ2 + µ2
µ
,
1 + λ2 + µ2
λ
,
1 + λ2 + µ2
λµ
),
χ donne (tr(A), tr(B−1), tr(AB−1)), χ′ donne (tr(B−1), tr(B−1A−1), tr(A)).
Plus ge´ne´ralement, le groupe Aut(F2) agit graˆce a` π
′ sur F(λ, µ). On a d’ailleurs
π′(Aut(F2)) = GL(2,Z) = ΓT \{p}. On a de´veloppe´ l’e´tude de cette situation, ex-
pliquant comment le groupe T3 = T
∗(∞,∞,∞) apparaˆıt ici. Ce groupe a e´te´ mis
en e´vidence avec le triangle curviligne LMN.
7.4. Interpre´tation ge´ome´trique de la double uniformisation. En com-
parant les deux cas du tore T et du tore perce´ T \{p}, tout se passe comme si on
observait dans l’espace la surface x2 + y2 + z2 = xyz et que l’on repre´sente cette
configuration dans H. Les formes quadratiques donnent tout l’espace R3, puis pro-
jectivement H, et on sait faire agir PSL(2,Z) sur ces espaces. Dans R3 on visualise
cette surface, et on la repre´sente projectivement par H. On trouve ainsi une sig-
nification a` l’action de GL(2,Z) sur cette surface. La re´duction porte ainsi une
information beaucoup plus profonde que la simple inclusion d’un objet topologique
dans un autre. Elle traduit la fac¸on dont un objet ge´ome´trique est contenu dans un
autre. On trouve ainsi une signification comparable a` ce qui est explique´ dans l’arti-
cle de B. Mazur [533] sur les doubles reveˆtements conformes. ”C’est la conjonction
de deux uniformisations (l’une en l’occurrence euclidienne et l’autre hyperbolique
de type arithme´tique, c’est-a`-dire pe´riodique par rapport a` un groupe de congru-
ence) qui cre´e une structure exceptionnellement riche sur les courbes elliptiques et
entraine des implications profondes pour des questions arithme´tiques (en fait [434]
(ch.XII) la conjecture de Shimura Taniyama Weil de´montre´e par A. Wiles [844] :
une courbe elliptique sur les nombres rationnels posse`de un fonction zeˆta provenant
de formes modulaires de poids 2).” Ce que l’on vient de de´crire entre le tore T et le
tore perce´ T \{p} donne deux uniformisations possibles pour le tore perce´ conforme.
110 5. GE´NE´RALISATION AUX SURFACES DE RIEMANN
8. Approche par le chaos quantique
Comme on vient d’e´tendre la de´finition du laplacien a` des tores perce´s, une ques-
tion qui se pose est de savoir s’il existe une interpre´tation me´canique correspondant
a` la the´orie de Markoff classique, ou aux ge´ne´ralisations qu’on en a donne´es. Il
faut comprendre si dans ce nouveau contexte le spectre de Markoff pourrait eˆtre le
spectre d’un ope´rateur a` construire sur le tore perce´. L’ide´e suivie par l’auteur pour
e´tudier cette question a consiste´ a` examiner ce que donne la the´orie du chaos quan-
tique sur diffe´rents tores perce´s non conforme´ment e´quivalents puis a` conside´rer
la meˆme question sur des surfaces de Riemann, comme le fait [325], enfin sur des
espaces plus complexes.
Pour toute surface de Riemann M de´finie par un groupe fuchsien on a intro-
duit de fac¸on naturelle la ge´ome´trie symplectique en conside´rant le premier groupe
d’homologieH1(M,Z) et le nombre d’intersections ([823] p. 105). Le formalisme de
la me´canique hamiltonienne et de la quantification s’introduit a` partir de la` ([506]
[307] [256] [223] [222] [262] [584] [122] [775]), avec encore beaucoup de choses a`
e´claircir [503]. Ceci permet de mode´liser certains proble`mes de me´canique au moyen
de telles surfaces de Riemann. On notera qu’en me´canique des solides ordinaires le
formalisme hamiltonien se met en place avec un espace de phases de dimension fini.
Les choses deviennent un peu plus complique´es de`s que l’on aborde des proble`mes
d’hydrodynamique car l’espace des phases devient de dimension infinie, obligeant
a` avoir recours a` des outils comme les espaces de Hilbert. Mais meˆme a` ce prix
d’autres domaines de la physique ne rentrent pas facilement dans ce formalisme
dont l’un des grands inte´reˆts a e´te´ de montrer l’importance de la topologie pour la
physique (voir par exemple [121] [551]).
8.1. Quelques exemples. On e´voque ici trois exemples pour illustrer les lim-
ites du formalisme hamiltonien et les voies de son extension.
• La me´thode du ”scattering inverse” est utilise´e pour inte´grer des e´quations
diffe´rentielles non-line´aire. Son interpre´tation hamiltonienne est due a` L. D. Fadeev
[251]. Elle s’applique a` des e´quations tre`s importantes de la Physique (Sine-Gordon,
Lame´ c’est-a`-dire Schro¨dinger pe´riodique a` une dimension [257], Schro¨dinger non
line´aire, Korteweg-deVries, etc.) admettant une pre´sentation hamiltonienne avec des
e´tats dans un espace de Hilbert. Certains solitons entrent dans le domaine couvert
par ce de´veloppement [674] qui de´passe largement le cadre des seules surfaces de
Riemann. On renvoie pour approfondir le the`me des solitons a` [292]. Mais les
surfaces de Riemann interviennent aussi dans ce cadre [232].
• Les e´quations de Maxwell classique (dont l’auteur voudrait formaliser le lien
avec la the´orie de Hodge) re´gissent la propagation des ondes et de la lumie`re. Elles
n’entrent pas dans le formalisme hamiltonien sauf a` e´tendre a` une dimension infinie
la dimension de l’espace des phases. Elles de´crivent en effet des variations de champ
e´lectrique et magne´tique en tout point de l’espace. La transformation de ces champs
transporte de l’e´nergie et donne en l’absence de charge et de courant une e´quation
d’onde qui de´crit la propagation de l’onde qui transporte cette e´nergie. L’e´quation
de Schro¨dinger applique´e a` une fonction d’onde repre´sentant un photon isole´ donne
exactement les e´quations de Maxwell. Avec un e´lectron, elle donne l’e´quation de
Dirac a` la base comme ces dernie`res de l’e´lectrodynamique quantique [613]. Le
de´veloppement d’un cadre global commun pour les lois de la physique que l’on
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vient d’e´voquer passe donc bien par l’introduction d’un cadre hilbertien et d’une
analyse dans celui-ci de l’e´quation de Schro¨dinger.
• La the´orie quantique des champs a e´te´ introduite a` la suite des travaux
d’Einstein sur l’invariance par les transformations de Lorentz des e´quations de
l’e´lectromagne´tisme de Maxwell
∇(E + iB) = q + ig, ∂
∂t
(E + iB) + i∇× (E + iB) = je + ijm.
Le souci de rendre ces deux e´quations invariantes par d’autres transformations
(E + iB) → exp(iφ)(E + iB) a conduit a` la the´orie du champ conforme et a`
la tentative d’unifier la gravite´ aux autres forces de la nature par la the´orie des
cordes. Cette de´marche a eu un temps fort avec l’article [649]. En re´alite´, cette
the´orie ne semble avoir qu’un inte´reˆt restreint car il a e´te´ constate´ que son do-
maine d’application reste limite´. Il est cependant e´tabli que cette the´orie admet
une pre´sentation hamiltonienne avec des e´tats dans un espace de Hilbert, une C∗-
alge`bre d’ope´rateurs et un groupe de syme´tries de jauge, c’est-a`-dire la ge´ome´trie
non commutative d’Alain Connes [158] [823] (p.548). Cette dernie`re devrait per-
mettre d’e´tendre fonctoriellement le projet sans doute trop restreint de la the´orie
du champs conforme [847] [456]. Une quantification dans cette the´orie se de´duit
des remarques qui pre´ce`dent, dont on trouve les e´le´ments essentiels dans [271] [284]
[795] [663] [580] [309] [83].
8.2. L’inte´grale de pas de Feynman. On trouve un expose´ ge´ne´rique de
cette question en coordonne´es les plus ge´ne´rales dans [315] (p. 67-91) et [300]. Sur
une varie´te´M (par exemple une surface de Riemann compacte) contenue dans un
espace de dimension D et munie d’une me´trique ds2 = gab(q)dq
adqb donne´e avec
des parame`tres locaux de position q = (q1, ..., qD), on peut conside´rer l’espace des
fonctions de carre´ inte´grable L2(M) pour le produit scalaire
< f1, f2 >=
∫
M
√
det(gab)f1(q)f2(q)dq,
et l’ope´rateur de Laplace Beltrami, appele´ laplacien, ou` (gab) inverse de (gab) :
∆ = gab∂a∂b + (g
abΓa + g
ab
a )∂b, ou` Γa =
∂ log
√
det(gab)
∂qa
.
Les parame`tres d’impulsion, ope´rateurs hermitiens adapte´s au produit scalaire in-
troduit, ont une forme particulie`re :
p−a = −i~( ∂
∂qa
+
Γa
2
).
L’ope´rateur associe´ a` l’e´nergie est de´fini a` partir de la variable temps :
i~
∂
∂t
.
L’e´quation de Schro¨dinger ([591] p. 45) de´pendant du temps pour une particule de
masse m se de´plac¸ant dans un champ potentiel V (q) inde´pendant du temps sur la
varie´te´M s’e´crit alors avec un hamiltonien
i~
∂
∂t
ψ(q, t) =
[
− ~
2
2m
∆+ V (q)
]
ψ(q, t) = Hψ(q, t).
Dans certains cas elle posse`de une unique solution ge´ne´rale ([823] p. 549) donne´e
par une inte´grale de Feynman construite a` partir d’une amplitude de probabilite´
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K(q”, t”;q′, t′) qu’une particule quitte sa position initiale pour atteindre sa position
finale, et graˆce a` laquelle on peut de´crire l’e´volution dans le temps de la fonction
d’onde ψ duale de la particule que l’on conside`re
ψ(q”, t”) =
∫
RD
√
g(q′)K(q”, t”;q′, t′)ψ(q′, t′)dq′.
Meˆme si le potentiel V (q) est nul ce calcul peut eˆtre fait [431] en s’appuyant sur
les ge´ode´siques de M. En supposant le syste`me global stable et isole´, c’est-a`-dire
dans un e´tat stationnaire, l’e´nergie totale du syste`me est une constante qui est une
valeur propre E de H avec laquelle on a ψ(q, t) = ψ(q, 0) exp(−iEt/~) et
Eψ(q, 0) =
[
− ~
2
2m
∆+ V (q)
]
ψ(q, 0).
8.3. Cas de l’oscillateur harmonique quantique. On trouve une e´quation
comparable dans le cas de l’oscillateur harmonique quantique a` une seule dimension
D = 1, ou` V (q) = (1/2)mω2q2 et ∆ =∂2/∂q2, et avec les polynoˆmes de Hermite
([632] pp. 295-296) les seules e´nergies totales possibles En = E0+n~ω et le vecteur
ket | n >= ψn(q, 0) associe´ a` chacune d’elle. Ceci donne aussi la forme hermiti-
enne a` conside´rer pour laquelle ces vecteurs ket forment une base orthonorme´e de
l’espace de Hilbert des fonctions associe´es. Sur cet espace s’introduisent les trois
ope´rateurs auto-adjoints qui correspondent aux observables de position, d’impulsion
et d’e´nergie utilise´es :
Q =
√
mω
~
q, P =
p√
mω~
, [P,Q] = i 6= 0,
H = ~ω(AA∗ − 1
2
) ou` A =
1√
2
(Q+ iP) 6= A∗.
On a e´galement sur cet espace un ope´rateur unitaire naturel ([504] p.75) qui s’e´crit
(
H
~ω
+
1
2
+ i)(
H
~ω
+
1
2
− i)−1,
il est utilisable pour e´tudier l’hypothe`se de Riemann associe´e selon les me´thodes de
[164] et [142]. On peut enfin de´velopper ([632] p.296) une approche statistique de
la distribution des e´tats d’e´nergie En lorsque cet oscillateur de pulsation ω = 2πν
est en contact avec un milieu exte´rieur beaucoup plus grand que lui et agissant
comme thermostat de tempe´rature constante T . Les e´tats d’e´nergie sont quantifie´s
en ~ω = hν, ou` h est la constante de Planck et ~ = (h/2π).
8.4. Le chaos quantique et les ge´ode´siques. Ce que l’on vient de re´sumer
pour l’oscillateur harmonique se ge´ne´ralise en la formulation hamiltonienne que l’on
a donne´e pour toute varie´te´, et donc toute surface de Riemann M. Ceci condense
de l’information sur sa ge´ome´trie et conduit naturellement a` une proble´matique de
quantification en conside´rant le spectre des valeurs propres associe´ a` l’ope´rateur
apparaissant dans l’e´quation de Schro¨dinger. Une relation peut eˆtre e´tablie avec
les orbites ge´ode´siques pe´riodiques de M graˆce a` la formule de trace issue des
travaux de Selberg [326] [829]. C’est l’un des de´veloppements re´cents de la the´orie
du chaos quantique. Dans [153] (p. 59) on indique que pour de´crire les ge´ode´siques
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de M on peut conside´rer un hamiltonien pseudo-diffe´rentiel ~√−∆ et se ramener
a` l’e´quation de Schro¨dinger
i~
∂
∂t
ψ = ~
√−∆ψ.
Une simplification par ~ se produit dans cette e´quation et sa solution est donne´e
par le groupe a` un parame`tre U(t) = exp(−t√−∆). Cette remarque conduit a`
se poser la question de la nature ge´ome´trique profonde de la constante de Planck
([537], [256] : ”la constante de Planck pourrait ne prendre que des valeurs telles que
l’indice topologique soit un nombre entier.”). Dans l’approche statistique associe´e
la fonction de partition quantique associe´e est
Z(t) = tr(U(t)) =
∞∑
n=1
exp(−iµnt),
ou` les µn correspondent aux solutions stationnaires de forme exp(−iµnt)ψn(q, 0)
avec
∆ψn(q, 0) = −λnψn(q, 0), µn =
√
λn, λ1 = 0 < λ2 ≤ ... ≤ λn ≤ ...
Elles se de´duisent des valeurs propres λn de l’ope´rateur de Laplace associe´ a` la
varie´te´M. Il existe toute une litte´rature sur ce sujet, sachant que cet ope´rateur est
la plupart du temps de´fini comme l’oppose´ de celui que l’on vient d’utiliser ([680]
[691] articles de I. Chavel pp. 30-75 et M. Shubin pp. 226-283).
8.5. Application a` la the´orie de Markoff. Lorsque la varie´te´M n’est pas
compacte, le spectre n’a pas de raison d’eˆtre discret et peut donc contenir une partie
cantorienne ou une partie continue. On ne voit plus alors apparaˆıtre l’e´quivalent de
la constante de Planck comme dans le cas de l’oscillateur harmonique quantique. On
a vu ci-dessus comment l’identite´ de Landsberg-Schaar sur les sommes de Gauss est
issue de la trace d’un ope´rateur d’e´volution longitudinale associe´ a` une e´quation de
Schro¨dinger [22]. On a indique´ comment a` partir d’un espace de phase cylindrique
rendu toro¨ıdal on retrouvait la re´ciprocite´ quadratique intimement lie´e a` la fonction
eˆta de Dedekind, elle meˆme lie´e au tore. Mais on a vu aussi que cette approche
discre´tise le temps et fait disparaˆıtre l’e´quation de Schro¨dinger avec un parame`tre
temporel continu. Ceci semble indiquer que pour aller plus loin dans la ge´ne´ralite´
du formalisme de l’e´quation de Schro¨dinger, il faudrait conside´rer les temps comme
les autres parame`tres observables.
La question qu’on se pose alors est de savoir si ce formalisme pourrait in-
terpre´ter le spectre de Markoff lorsque l’espace des phases M est le tore perce´
parabolique mis en e´vidence par Harvey Cohn dans [143]. Il faudrait pour pro-
gresser dans cette voie donner une bonne e´quation de Schro¨dinger a` conside´rer. On
devrait s’assurer que l’on n’est pas alors dans un cas de nombre fini de ses solutions
pour une telle e´quation, le minimum intervenant dans la the´orie de Markoff pou-
vant alors correspondre a` une minimisation de l’e´nergie. Ce programme de travail
de l’auteur n’en est qu’a` ses de´buts, de sorte que peu de re´sultats peuvent en-
core eˆtre donne´s quant a` l’approche propose´e. Une piste pour progresser dans cette
voie pourrait eˆtre d’expliciter la formulation hamiltonienne quantique associe´e aux
oscillateurs a` ve´rouillage de phase de Michel Planat [634]. Il semble bien qu’ils
correspondent a` un espace de phase torique perce´, constituant donc un mode`le
plus sophistique´ que l’oscillateur quantique a` une dimension. La question de la
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de´ge´ne´rescence discre`te e´ventuelle de l’e´quation de Schro¨dinger dans ce cas est un
proble`me inte´ressant.
9. Quelques the`mes de re´flexion connexes
9.1. Liens avec les fibre´s vectoriels et la K-the´orie. Pour toute sur-
face de Riemann M le the´ore`me d’uniformisation de Poincare´, Koebe et Klein a
donne´ des domaines U ⊂ S2 et des transformations holomorphes injectives t de U
dans M telles qu’en tout point x ∈ U , t uniformise localement M au point t(x),
cartographiant le voisinage de ce point dans M. Aujourd’hui, ce re´sultat a finale-
ment e´te´ pris comme de´finition des surfaces de Riemann par H. Weyl [842]. Les
groupes fuchsiens permettent de traiter alge´briquement certaines de ces surfaces,
et l’on reconstruit dans l’alge`bre des fonctions automorphes associe´e les invariants
caracte´ristiques. On trouve dans [543] (p. 53-54) l’ide´e que les facteurs d’auto-
morphie correspondent a` des cocycles (la cohomologie est la` !) et cet auteur montre
qu’ils sont en correspondance bijective avec des fibre´s vectoriels sur la surface d’une
fac¸on qui interpre`te les fonctions automorphes de poids 2k comme des sections d’un
fibre´ L∗k sur un compactifie´Mc de´termine´ par un facteur d’automorphie canonique
(la K-the´orie apparaˆıt !). Cette remarque est tre`s importante pour comprendre
pourquoi la the´orie de Markoff de´termine des fibre´s exceptionnels et des he´lices
du plan projectif P2(C) (voir [318], [229], [686], [597], [598], [304], [305], [230],
[231]). Il serait d’un grand inte´reˆt d’associer d’autres fibre´s et he´lices aux e´quations
M ε1,ε2(a, ∂K, u) mises en e´vidence dans le pre´sent ouvrage, ne serait-ce que pour
mieux comprendre la structure des fibre´s vectoriels sur diffe´rents types de varie´te´s
et les classifier [797] [473] [719] [432] [433] [381] [39]. On conjecture que ceci
est possible. Cette recherche s’inscrit dans la grande tradition des analogies entre
corps de nombres et corps de fonctions che`re a` Andre´ Weil [834], qui a conduit aux
sche´mas d’Alexandre Grothendieck [750] (A.9), puis a` la cohomologie e´tale pour
ge´ne´raliser la the´orie de Galois [544], a` la ge´ome´trie d’Arakelov [764], enfin a` la
cohomologie motivique [476] et a` la re´solution de la conjecture de Langlands sur
les corps de fonctions [462]. Cette approche a permis la re´solution de l’hypothe`se
de Riemann pour les courbes de genre quelconque sur un corps fini par Andre´ Weil
[837], puis pour toutes les varie´te´s sur un corps fini par Pierre Deligne [197] et a` la
re´solution de la conjecture de Langlands sur les corps de fonctions [462] [759]. Un
re´sume´ rapide de la de´marche historique se trouve dans [120] ou [542] (p. 97-100).
Pour d’autres perspectives on renvoie a` [306] [105].
Une conse´quence du projet de recherche que l’on vient d’e´voquer pour les fibre´s
est de donner une interpre´tation ”automorphe” ge´ne´rale des K-groupesKi(R) de la
the´orie de D. Quillen. L’importance de cette question est clairement mise en lumie`re
dans [833] (p.17-18). Quant a` la de´finition classique des groupesKi(R), on la trouve
dans [679], ou plus directement dans [20]. Sur ceux-ci se transposent des re´sultats
de la the´orie alge´brique des nombres comme le the´ore`me des unite´s de Dirichlet
[679] (p. 288). Dans ces re´sultats, R de´signe un anneau d’entiers d’un corps F
extension finie de Q et il y a un lien profond entre ces K-groupes et la fonction
ζF du corps F [481] [833] [104] [58]. Il est aussi connu que les fonctions zeˆta sont
lie´es aux sommes de Dedekind et a` la ge´ome´trie torique qui a e´te´ de´veloppe´e pour
faire un lien entre la the´orie des ensembles convexes dans un re´seau et la ge´ome´trie
alge´brique [865] (p. 224) [188] [645]. Enfin le lien entre la ge´ome´trie torique et les
fonctions automorphes est clairement explicite dans des travaux tels que [81] [173]
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[174]. On trouve des de´veloppements plus directs sur le lien entre les fonctions zeˆta
(ou L) et les sommes de Dedekind dans des travaux tels que [768] [711].
9.2. Lien avec les fonctions zeˆta. L’apparition des fonctions zeˆta peut se
comprendre avec une remarque faite lors de l’e´vocation des fonctions theˆta. Les
espaces de fonctions automorphes de poids successifs se de´duisant par des exponen-
tiations de groupes, on peut faire apparaˆıtre naturellement ([215] p. 297) les nom-
bres de Bernouilli (ici bn = (−1)n+1b2n > 0) avec une ”demi-formule de Poisson”
qui concerne des exponentielles successives d’un ope´rateur d, et donne la fonction
de partition Z de l’oscillateur harmonique dans la the´orie de Boltzmann et Planck
en remplac¸ant d par −(hν/kT )
−
∑
k≥1
exp(kd) =
exp(d)
exp(d)− 1 =
1
1− exp(−d) = d
−1 +
1
2
+
∑
n≥1
(−1)n+1bn d
2n−1
(2n)!
.
Applique´e a` une fonction analytique, une telle formule donne la formule classique
d’Euler et Mac-Laurin ([215] p. 302 [405] ch. 25). Cette formule est applicable aux
structures car elle est de nature fonctorielle [288]. On trouve dans [788] une traduc-
tion pour les alge`bres de Kac-Moody. On sait aussi passer d’une alge`bre de Lie a` un
groupe de Lie par l’exponentielle qui transforme des sommes en produits, des traces
en de´terminants ([25] p. 116-119). On trouve dans [654] (p.175) les conse´quences
pour les cate´gories correspondantes notamment les e´quivalences de cate´gories entre
groupes de Lie et alge`bres de Lie, et dans [654] (p. 97) comment l’alge`bre envelop-
pante universelle d’une alge`bre de Lie posse`de une structure naturelle d’alge`bre de
Hopf. Dans [321] (p. 27) apparaˆıt la dualite´ entre les groupes alge´briques affines et
les alge`bres de Hopf commutatives de type fini, le cas semi-simple de dimension finie
correspondant aux groupes finis. Le lien avec les cate´gories tresse´es et les familles
d’arbres est essentiel [559] [460]. Dans [130] (p. 4-5) on indique aussi comment la
cate´gorie des groupes quantiques devrait eˆtre de´finie comme duale (c’est-a`-dire anti-
e´quivalente) a` celle des alge`bres de Hopf. Pour d’autres [508] les groupes quantiques
ne sont autres que les alge`bres de Hopf, ce qui ne satisfait pas l’auteur du pre´sent
texte. Comme il est fait de fac¸on explicite une relation avec la pre´sentation hamil-
tonienne de la me´canique et de sa quantification depuis les travaux de l’e´cole de
L. D. Fadeev [251], on est conduit naturellement a` l’ide´e de comparer les varie´te´s
abe´liennes aux groupes quantiques. L’introduction de [130] rappelle comment se
sont de´veloppe´s ces travaux de me´canique [568] pour de´boucher sur les travaux de
A. Connes ([158], [161]) avec lesquels il y a donc une dualite´ profonde. Dans la
dernie`re formule donne´e l’exponentielle permet de passer d’un groupe K2k(M) a`
un espace Mk(Γ) dont la dimension est connue ([543] p.45). La somme de gauche
correspond au passage a` la limite d’une somme de groupes Mk(Γ) pour construire
l’alge`bre gradue´eM(Γ). Celle de droite correspond a` une construction particulie`re
restant a` formaliser de fac¸on pre´cise (un espace classifiant). Les groupes K2k(M)
sont dans cette perspective comparables a` des groupes de cohomologie H∗(M,Z)
et donc a` M(Γ). Les conjectures de Lichtenbaum qui se positionnent dans cette
perspective ([763] p. 107) s’e´crivent alors avec k pair
CardK2k−2(M)
CardK2k−1(M) =
bk
k
2r.
9.3. L’automorphie de la fontion eˆta lie´e au nombre d’or. L’automor-
phie de η est la proprie´te´ caracte´ristique de cette fonction [792] qui donne naissance
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a` la somme de Dedekind s, et qui a comme conse´quence l’existence de la the´orie
de´veloppe´e dans les chapitres pre´ce´dents. Cette remarque conduit a` l’ide´e de re-
garder dans les travaux qui sont relatifs a` l’ope´rateur de Lagrange-Beltrami ou
dans ceux sur les repre´sentations unitaires de dimension infinie des alge`bres de Lie
comme SL(2,R) ou` l’on pourrait utiliser les re´sultats qui ont e´te´ de´veloppe´s autour
des ge´ne´ralisations de l’e´quation de Markoff. On trouve dans [404] (p.270) mention
d’un re´sultat qui e´voque nos travaux. Soit θa(S) = [0, S
∗, a] un alge´brique de degre´
2 tel que S = (a0, a1, ..., an) est une suite telle que S = S
∗. On conside`re
fc(τ) = q
c
j=∞∏
j=1
(1− qj)aj−1 ou` q = exp(2πiτ),
Cette expression de´finit une fonction modulaire au sens de [404] (p. 257) pour un
groupe Γ(n) si et seulement si on a
c =
(n+ 2)(a+
∑n
j=0 aj)
24
− 1
4(n+ 2)
n+1∑
j=1
j(n+ 2− j)aj−1.
Avec le nombre d’or θ1(S) = [0, 1] qui donne n = 0, la valeur c que l’on obtient est
c = (1/24). On retrouve ainsi la fonction η de Dedekind. Le lien avec le pentagone
que traduit ce dernier cas apparaˆıt aussi dans l’identite´ pentagonale d’Euler ([249]
1748) cite´e dans [557] p. 143 ou [405] ch. 12, de´composant η en se´rie de Fourier
et permettant son interpre´tation comme inverse d’une fonction de partition d’un
ensemble d’oscillateurs inde´pendants de fre´quences multiples d’une fre´quence de
base : ∑
n∈Z
(−1)nq n(3n+1)2 =
j=∞∏
j=1
(1 − qj).
On peut e´galement pre´ciser le lien avec le pavage de Penrose ([158] fig. II.3. p.
89) qui donne de son coˆte´ avec la construction de Vaughan Jones une C∗-alge`bre
canonique et pour premier indice non entier d’un facteur de type II1 le nombre d’or
([158] p. 507-508, [162]). La de´monstration meˆme de ce dernier re´sultat montre
bien le lien qui existe avec les fonctions modulaires et les surfaces de Riemann et
les noeuds. Remarquons que la formule donne´e pour fc de´bouche plus ge´ne´ralement
sur la de´finition de fonctions modulaires donne´es par des produits de fonctions η,
ce qui physiquement correspond a` des ensembles d’oscillateurs inde´pendants. Pour
n ∈ {2, 3, 4, 6, 12} on trouve dans [739] (p. 49) de telles expressions pour les surfaces
X(n), tout comme dans [483] pour les surfaces X0(n) de genre 1. Il y a la` un sujet
a` creuser pour lequel on donne quelques re´fe´rences [171] [442] [500] [817] [694]
[677] [603] [523] [540] [677] [483] [351] [504] (p. 366).
9.4. Lien avec des espaces topologiques plus ge´ne´raux. Le lien avec les
espaces lenticulaires, qui sont eux-meˆmes lie´s a` la loi de re´ciprocite´ quadratique
([89] p. 365 [762] p. 108) et plus ge´ne´ralement a` l’invariant η des formes d’espaces
sphe´riques, est approfondi dans [493] [294] [295] [350]. Ceci donne tout un ensem-
ble de de´veloppements de´bouchant sur des sujets comme la K-the´orie e´quivariante,
les complexes de Koskul, ...[759]. L’invariant eˆta de Dedekind que l’on a utilise´
pour nos travaux admet en re´alite´ une ge´ne´ralisation profonde qui a e´te´ mise en
lumie`re avec les travaux d’Atiyah, Patodi et Singer vers 1975. On trouve dans
[570] une synthe`se sur ce sujet faite il y a une dizaine d’anne´es qui met bien en
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e´vidence le roˆle des points coˆne et des bords de surface (la propagation de la chaleur
est perturbe´e par les bords et les points coˆnes). Un lien explicite est fait avec les
travaux de F. Hirzebuch ([354], [355]) qui mettent eux-meˆmes l’accent sur le lien
entre singularite´s et fractions continues ([461] ch.II, [601] p.95). L’invariant eˆta
joue le roˆle d’un polynoˆme cyclotomique infini, laissant imaginer qu’un nouveau
”Jugendtraum” plus vaste peut eˆtre e´nonce´, lie´ aux varie´te´s abe´liennes et a` des
invariants combinatoires a` pre´ciser ([280] [366]), a` la ge´ome´trie non commutative
[519], voire a` une the´orie du corps de classe non commutative [378] [379]. Derrie`re
ces sujets se trouvent la description des singularite´s isole´es des surfaces et la cor-
respondance de McKay [406] [382] [548] [853] [798] (p. 72-89) [216] [455] pour
la re´solution par les courbes exceptionnelles et les singularite´s rationnelles A-D-E,
la dualite´ e´trange d’Arnold et la formule de Verlinde, les diagrammes de Dynkin
[289] [228] [280] [650], les formes quadratiques [237] [225] [550], les noeuds et leur
monodromie [486] [806] [860] [868], les modules de Verma et les syste`mes de poids
[695] [694] [523], la the´orie de Galois diffe´rentielle [312] [662] [405] [68], la the´orie
de la repre´sentation des alge`bres de dimension infinie et les conse´quences qu’elle a
pour l’e´tude de fonctions spe´ciales utiles a` la physique [110] [234] [404] [606] [796]
[800], les lois de re´ciprocite´ plus ge´ne´rales [276] [277] [278] [101] [207] [328] [341]
[388] [351] [60], une the´orie non commutative du corps de classe e´troitement lie´e
a` la cohomologie [379] [388] et a` la conjecture de Riemann [50].
10. Une perspective globale en guise de conclusion
On a de´crit dans ce qui pre´ce`de plusieurs pistes de ge´ne´ralisation de la the´orie
de Markoff :
• Par le calcul des fractions continues, on a mis en e´vidence des e´quations
diophantiennes M s1s2(b, ∂K, u) plus ge´ne´rales que l’e´quation classique de Markoff
M++(2, 0, 0). On a montre´ comment les re´soudre, ainsi que le lien avec le groupe
du triangle et GL(2,Z) qui le contient.
• Par l’e´tude ge´ome´trique des tores perce´s, on a montre´ que l’e´quation de
Markoff M++(2, 0, 0) permet la description de tous les tores perce´s paraboliques.
On a e´galement montre´ que nos e´quationsM s1s2(b, ∂K, u) apparaissent dans l’e´tude
ge´ne´rale des tores perce´s et ont un lien avec des pinceaux de coniques et un groupe
libre a` deux ge´ne´rateurs qui existe dans ce contexte. On a e´galement trouve´ dans
ce contexte d’autres e´quations permettant la description de tous les tores perce´s
hyperboliques.
• En se limitant aux surfaces de Riemann dont le reveˆtement conforme est le
demi-plan de Poincare´, on a montre´ qu’une ge´ne´ralisation naturelle de la the´orie
de Markoff est la the´orie de Teichmu¨ller. Ceci a permis de faire le lien avec des
e´quations diophantiennes plus ge´ne´rales ayant des caracte´ristiques analogues a`
celle de Markoff, et e´ventuellement plus de variables. On a identifie´ un cadre plus
ge´ne´ral, celui des domaines de Riemann, ou` des re´sultats plus ge´ne´raux existent.
L’e´quation que l’on conside`re apparaˆıt dans ce contexte comme liant les caracte`res
de la repre´sentation du groupe de Poincare´ que l’on conside`re.
Le pre´sent chapitre a explore´ ce qui concerne les surfaces de Riemann, et on y
a inte´gre´ dans chaque paragraphe diffe´rentes perspectives pour des travaux futurs
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sur lesquelles on ne revient pas ici. Certains sujets importants ont e´te´ laisse´s de
coˆte´ que l’on mentionne pour me´moire :
• L’analyse harmonique non commutative [316] et tous ses de´veloppements
obtenus en conside´rant les mouvements de´crits par des points sur des courbes d’une
surface de Riemann. Cette the´orie diffe`re de l’analyse harmonique commutative
de´veloppe´e sur la surface de Riemann dans l’esprit de [778] (chapitre 3). Dans
diffe´rents cas, ce mouvement peut eˆtre de´compose´ selon des mouvements sur des
ge´ode´siques correspondant aux ge´ne´rateurs du groupe de Poincare´ de la surface.
Une telle approche peut mener a` des e´quations diffe´rentielles dont on a laisse´ de
coˆte´ l’e´tude dans ce qui pre´ce`de. Sur les tores perce´s on renvoie a` [134] qui s’est
inspire´ des travaux originaux de Poincare´ pour de´crire les e´quations possibles et a`
[312] pour l’approfondissement de ce sujet qui a conduit aux the´ories de Picard-
Vessiot et Drach ainsi qu’a` une the´orie de Galois spe´cifique.
• Le lien avec la the´orie des tresses et des noeuds a e´te´ a` plusieurs reprises
e´voque´. La relation avec les de´veloppements qui pre´ce`dent est assure´e par une
construction d’Ivanov [383]. SoitM une surface de Riemann posse´dant un nombre
fini de trous. En collant des disques ferme´s sur tous les trous deM, on fabrique une
surface compacte N . Les diffe´omorphismesM→M donnent des diffe´omorphismes
N → N , d’ou` un homomorphisme canonique surjectif de ΓM dans ΓN . Son noyau
est le groupe des tresses Bn(N ), ou` n est le nombre de trous de la surfaceM. Ceci
permet d’expliciter le lien avec l’e´tude des noeuds rationnels, les ”rational tangles”
de Conway ([575] ch.9, [414]) lie´s aux fractions continues et qui sont utilise´s dans
certaines applications a` la recombinaison des enzymes et de l’ADN [771] [247] [202]
[407] [113] [697].
• La the´orie des dessins d’enfants [54] [317] [398] [495] [823] (p. 99) a e´te´
tre`s peu e´voque´e. Son de´veloppement en dimension supe´rieure est envisageable. Son
analogie avec diffe´rents travaux d’astronomes sur la forme cristallise´e du vide quan-
tique est e´clairante [469] [785]. Plus ge´ne´ralement d’ailleurs tous les de´veloppements
qui ont e´te´ pre´sente´s autour des surfaces de Riemann permettent de comprendre des
travaux contemporains de physique qui leur donnent une nouvelle importance pour
les applications [551] [190]. On a e´voque´ le lien avec les solitons [557] (ex. 2, p. 91)
[53] [292] pour lesquelles on peut ge´ne´raliser la de´marche qui pre´ce`de. Mais l’in-
variant eˆta semble posse´der dans ce contexte une importance fondamentale, comme
s’il e´tait lie´ a` l’e´nergie du vide quantique et a` ses infinies vibrations e´le´mentaires,
pourquoi pas au bruit en 1/f sous-jacent au bruit de fonds de l’univers cre´e´ par la
singularite´ du Big Bang rendant sa ge´ome´trie hyperbolique ?
Les proble`mes que l’on a aborde´s dans le pre´sent chapitre concernent essen-
tiellement la the´orie de Teichmu¨ller sur les surfaces de Riemann et les fonctions
modulaires. On a cherche´ a` comprendre comment ils sont lie´s a` des proble`mes non
re´solus d’une grande actualite´ : l’hypothe`se de Riemann, la conjecture de Poincare´,
la conjecture de Hodge [479], la conjecture de Birch et Swinnerton-Dyer [845], l’-
explication du de´faut de masse dans les e´quations de Yang et Mills ([582] (chapitre
VIII) [580] (chapitre 10)), etc. C’est pour comprendre le contexte de ces sujets
que notre approche a e´te´ de´veloppe´e, avec l’ide´e de faire un lien avec les me´thodes
de l’analyse spectrale. Les relations avec des espaces de Hilbert et des C∗-alge`bres
d’ope´rateurs a e´te´ creuse´ meˆme si on reste loin du compte pour ce qui concerne
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la pre´sentation de l’appareillage mathe´matique ne´cessaire [841] [847] [813]. La di-
mension 2 a e´te´ privile´gie´e parce que l’on a travaille´ essentiellement sur les surfaces
de Riemann. Or elle pre´sente des diffe´rences qualitatives tre`s importantes par rap-
port aux dimensions supe´rieures ou` l’on a vu que l’on pouvait aussi ge´ne´raliser la
the´orie de Markoff. Par exemple le lien donne´ par le the´ore`me de Dehn-Nielsen
entre home´omorphisme et transformation conforme n’est plus si direct dans les
dimensions supe´rieures a` 2.
Au terme de ces re´flexions, ce qui paraˆıt a` l’auteur le plus fascinant est le
lien avec la nature du calcul [259] [56] [743] [613] et la the´orie algorithmique de
l’information. L’ide´e qui se de´veloppe aujourd’hui est que les calculateurs ont un
mode`le me´canique quantique et que ce dernier est le de´veloppement naturel du cal-
cul classique, de la meˆme fac¸on que la me´canique quantique succe`de a` la me´canique
classique. Comme si l’analogie che`re a` Weil, qui a e´te´ cite´e a` plusieurs reprises
[834] [200], de´bouchait sur une interaction beaucoup plus profonde que l’on pour-
rait de´signer par le vocable de quantification de la logique, d’ailleurs entrevue par
John von Neumann [73] et bien de´crite dans [830]. Il reste largement a` formaliser
cette analogie que Rolf Berndt re´sume dans son panorama des travaux de E. Ka¨hler
par les correspondances suivantes [64]
anneau → objet,
homomorphisme → perception,
ide´al → perspective,
corps de Galois → oscillateur.
La dernie`re correspondance avec les oscillateurs peut surprendre, mais elle a e´te´
entrevue dans ce qui pre´ce`de et est clairement apparente dans diffe´rents travaux
tels que [76] [746] [655] [79] [668] [660] [566]. Elle permet d’envisager une in-
terpre´tation quantique de l’arithme´tique, le nombre 1 e´tant repre´sentable comme un
oscillateur de fre´quence ν, le nombre 2 correspondant a` un oscillateur de fre´quence
2ν, et ainsi de suite... On pourrait ainsi comparer la relation d’incertitude de Heisen-
berg au re´sultat bien connu d’inde´cidabilite´ de Go¨del, et imaginer que les arbres
constituent un moyen privile´gie´ de concentration de l’information qui n’est pas
inde´pendant de ces questions. Le dixie`me proble`me de Hilbert pourrait lui-meˆme
induire une explication comparable [529] (ch.3-4).
L’analogie de Weil pourrait quant a` elle de´boucher sur une compre´hension plus
profonde du codage quantique de l’information [56] [57] [743] [195] [656] [595].
Dans le domaine du calcul algorithmique, la quantification est en effet de´sormais a`
l’oeuvre [259], comme sont a` l’oeuvre les solitons dans la transmission a` distance de
l’information et le traitement optique dans certains e´quipements expe´rimentaux qui
seront utilise´s dans l’Internet du futur. Dans le domaine de la repre´sentation, les sur-
faces de Riemann interviennent dans la the´orie de la vision des objets [760] [702]
et de processus non line´aires [634] (p. 304). La caracte´ristique d’Euler-Poincare´
et les anneaux de Grothendieck apparaissent dans les structures alge´briques les
plus ge´ne´rales et les ensembles de´finissables [447], laissant imaginer la possibilite´
d’associer fonctoriellement a` chaque objet ainsi structure´ une surface de Riemann.
Les limites techniques ressemblent a` celles, plus fondamentales, qui viennent d’eˆtre
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e´voque´es [488] et qui ont une re´sonance dans l’impossibilite´ de pre´voir le mouve-
ment de certains syste`mes me´caniques [560] [613] (p.202). Faut-il interpre´ter l’in-
certitude de Heisenberg comme une limite algorithmique impose´e par les moyens
logico-mathe´matiques que nous utilisons pour penser la physique ? En tout cas le
calcul inte´gral lui-meˆme a des limites qui ont une importance dans ces questions
de calculabilite´ et impactent les re´sultats de la me´canique meˆme [529] (p. 193),
sachant qu’il est concevable sans de´pense d’e´nergie et sans accroissement d’en-
tropie physique [195] (p. 27). Il y a la` tout une perspective globale de re´flexions
concernant la nature informationnelle et vivante de la mathe´matique que l’auteur
voudrait approfondir en examinant de plus pre`s l’intuition que mathe´matique et
the´orie de l’information sont une seule et meˆme chose.
On conclut sur une pense´e d’Alexandre Grothendieck qui est exprime´e dans
son Esquisse d’un Programme. Elle re´sume a` elle seule la fac¸on dont l’auteur du
pre´sent texte conc¸oit sa propre de´marche de recherche :
”...la de´marche de la pense´e qui sonde et qui de´couvre,
en tatoˆnnant dans la pe´nombre bien souvent, avec des troue´es de lumie`re
subite quand quelque tenace image fausse, ou simplement inade´quate,
se trouve enfin de´busque´e et mise a` jour,
et que les choses qui paraissaient de guingois se mettent en place,
dans l’harmonie mutuelle qui leur est propre.”
Metz, fe´vrier 2003.
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