ABSTRACT. Following the work of Beilinson-Bernstein [BB] and Kashiwara-Rouquier [KR], we give a geometric interpretation of certain categories of modules over the finite W-algebra. As an application we reprove the Skryabin equivalence.
In the body of the paper, we prove some all the results outlined above, in a slightly more general form. In particular, we work with categories of modules over any central character, not just the trivial one. Further, we give several applications to the theory of W-algebras, including reproving the well-known Skryabin equivalence.
W-ALGEBRAS AND QUANTUM HAMILTONIAN REDUCTION
Let A be an associative algebra over C, and let M be a connected affine algebraic group; we set Lie(M) = m. We suppose that there is an action of M on A which is algebraic (i.e., locally finite), and respects the algebra structure. We assume given an algebra morphism ρ : Um → A such that the adjoint action of m on A (i.e., the action given by ad(m)(a) = ρ(m)a − aρ(m) for all m ∈ m, a ∈ A) is the differential of the M action. Let I ⊆ Um be a two-sided ideal. Then it is easy to see that (A/Aρ(I)) M inherits an algebra structure from M, called the quantum Hamiltonian reduction of A with respect to I. If there exists a character χ on m such that I = ker(χ) (where we also use the letter χ to denote the unique extension of this character to a character of Um), then we can describe the algebra structure on (A/Aρ(I)) M via an isomorphism (A/Aρ(I)) M→ End A (A/AI) op which takes u ∈ (A/Aρ(I)) M to right multiplication by u in A/AI.
We will now define the finite W-algebra U (g, e) via the quantum Hamiltonian reduction procedure. For references on everything in this section, see [GG] . We let e ∈ g be a nonzero nilpotent element. By the Jacobson-Morozov theorem, there exist f , h ∈ g such that {e, f , h} form an sl 2 -triple, and we fix such a triple throughout. Given this, the adjoint action makes g into a finite dimensional sl 2 -module, and we have the corresponding weight decomposition g = ⊕g(i), where g(i) = {x ∈ g|[h, x] = ix}. This makes g into a graded lie algebra. We let χ ∈ g * be the element associated to e under the isomorphism g=g * given by the killing form. We define a skew-symmetric bilinear form on g(−1) via < x, y >= χ( [x, y] ), which is easily seen to be nondegenerate. Thus, (g(−1), <, >) is a symplectic vector space, and we choose l ⊂ g(−1) a Lagrangian subspace. We define m l = l ⊕ i≤−2 g(i), a nilpotent lie algebra such that χ| m l is a character of m l . We let M l be the unipotent connected algebraic subgroup of G such that Lie (M l ) = m l . Then M l acts on Ug via the adjoint action, and we let I ⊂ Um l be kernel of the character χ. So we see that we are in the setup of a quantum Hamiltonian reduction (where A = Ug, and ρ : Um l → Ug is the natural inclusion).
Definition 2.1. The finite W-algebra associated to e ∈ g, denoted U (g, e) , is the quantum Hamiltonian reduction of Ug with respect to M l and the ideal I ⊂ Um l . M l , in fact, this map is always an isomorphism onto the center of U(g, e) ([Pr2] section 5, footnote 2). In case e is regular, we have in addition that the map is surjective.
For example, if e is a regular nilpotent element, then U(g, e)=Z(Ug); we always have a canonical map Z(Ug) → U(g, e) because Z(Ug) = U(g) G ⊂ U(g)
We wish to "explain" the finite W-algebra by expressing it as a quantization of the algebra of functions on the Slodowy slice S ⊂ g * , which is the image under g=g * of the affine subspace e + ker(ad f ).
To make this more precise, we introduce a C * action on g as follows: our chosen sl 2 -triple gives a homomorphismγ : SL 2 (C) → G, and we define γ(t) =γ t 0 0 t −1 , so that Ad(γ(t)e = t 2 e; so we defineρ(t) = t −2 Ad(γ(t)), a C * -action on g which stabilizes S and fixes e (in fact, the inverse of this action contracts S to e). So, this action induces a grading on Sg = C[g * ] and C[S] (where we now think of S ⊂ g * by using the killing form to identify g and g * , and transport the C * -action accordingly). This grading can now be described explicitly as follows: write Sg = n≥0 S n g, the decomposition using the standard grading, and we let S n g(i) = {x ∈ S n g| [h, x] = ix} where h ∈ g is as before, and the bracket denotes the unique extension of the adjoint action of h on g to a derivation of Sg. The grading defined above is then obtained by setting Sg[n] = span{S j g(i)|i + 2 j = n} for all n ∈ Z (note that negative degrees do in fact occur). Then the grading on C[S] is the one inherited from Sg, and it is easy to see that C[S] has only positive degrees under this grading. Now, we define the Kazhdan filtration on Ug by first setting U n g(i) = {x ∈ U n g| [h, x] = ix} (where Ug = ∪U n g is the usual (PBW) filtration, and the bracket is just the bracket in Ug), and then defining F n Ug = span{x ∈ Ug j (i)|i + 2 j ≤ n} for all n ∈ Z. Then an easy application of the PBW theorem shows that, considering Ug and Sg with the above filtration and grading, Gr(Ug) = Sg. If we let U(g, e) have the inherited filtration, then we have
Theorem 2.2. Gr(U(g, e) = C[S]
This isomorphism also puts a natural Poisson structure on C[S], which is described in [GG] .
Because of this theorem, the algebra U(g, e) is sometimes referred to as the enveloping algebra of the slice S.
DIFFERENTIAL OPERATORS AND QUANTIZATION
Let X be a smooth complex algebraic variety. Then the sheaf of differential operators on X, D X , is a sheaf of filtered algebras whose associated graded sheaf is isomorphic to π * (O T * X ) where T * X is the cotangent bundle to X, and π : T * X → X is the natural map (see [HTT] for details). So D X is a quantization of the cotangent bundle of X, but it is only local on X, not T * X. To correct this, we introduce the following Definition 3.1. (c.f [BK2] ) Let X be an affine complex algebraic variety. The we define the algebra of asymptotic differential operators on X, D h (X)(0), to be the h completion of the algebra generated by O X , the global vector fields Θ X , and the variable h, subject to the relations
is a quantization of T * X in the sense of the definition given below. We may apply localization to this algebra to obtain a sheaf on T * X; for a general algebraic variety we glue this construction to obtain the sheaf of asymptotic differential operators on X, D h (X)(0), which is a quantization of T * X.
Now we need to give
Definition 3.2. (c.f [BK1] ) Let X be a smooth symplectic algebraic variety. A quantization of X, O h , is a sheaf of associative, flat C[[h]] algebras on X which is complete with respect to the h-adic topology and equipped with an isomorphism O h /hO h→ O X . This gives O X the structure of a sheaf of Poisson algebras, and we demand that this structure agrees with the one coming from the symplectic form on X.
We further define D h (X) := D h (X)(0)[h −1 ] for any algebraic variety; this is a C((h))-linear sheaf. Although not a quantization, this is the sheaf of algebras that we will actually use in this paper, for reasons that will become clear in the next section.
We note at this point that this sheaf is considered (in a somewhat different notation) in the paper [KR] . There, they introduce the formalism of W -algebras (no relation to the W -algebras in section 1!). To avoid confusion, we will call them QDO-algebras, standing for quantized differential operator algebras. We recall now the Definition 3.3. [KR] Let X be a smooth symplectic algebraic variety of dimension 2n. A QDO-algebra on X is a sheaf of C((h))-linear algebras, D h , such that for each x ∈ X, there exists an open neighborhood U of x and a symplectic algebraic morphism φ :
The difference between their paper and ours is that they work in the analytic topology and we work in the algebraic. However, everything that we consider in this paper (i.e. all varieties, morphisms, principal bundles, etc) will be algebraic, so that we can work with the algebraic version of QDO-algebras. Further, all the basic properties that they use are applicable here.
Next, we define the categories of modules over QDO-algebras that we will consider:
Definition 3.4. Let D h be a QDO−algebra on the smooth symplectic algebraic variety
is coherent if it is locally finitely generated, and for any open U ∈ T * X, any locally finitely generated submodule of M(0)| U is locally finitely presented (c.f. [HTT] , definition 1.
. We note that coherent modules are quasicoherent by the "locally finitely generated" condition.
We refer the reader to [KS] (section 1) for details about modules over quantized algebras in a very general context. In particular, we note that our definition of "coherent" for D h (0)-modules agrees with the one given there, and so we have by the results there
is a coherent O X module for all n ≥ 0. This makes it exactly parallel to our definition of quasicoherent (we note that we have surjections
We also note that both categories Mod coh (D h ) and Mod qc (D h ) are abelian: we define the subobjects N ⊆ M in Mod coh (D h ) to be the localizations of subobjects of a lattice M(0) , and the morphism to be localizations of morphisms of lattices. So the fact that Mod coh (D h ) is abelian follows from the fact that Mod coh (D h 
To see this, note that M(0) is a direct limit (actually a union) of its coherent sub-D h (0) modules. This follows from the fact that M(0)/hM(0) is a union of its coherent subsheaves (a standard proposition from algebraic geometry). Therefore N(0) is a direct limit of the coherent sub-D h (0) modules which are the intersections of the coherent sub-D h (0) modules of M(0) with N(0). Now N(0)/hN(0) must be a limit (union) of coherent sheaves which implies that it is quasicoherent. With this in hand we make the same convention about subobjects and morphisms for Mod qc (D h ) as we did for Mod coh (D h ), and it follows that this is an abelian category.
To finish this section, we note a key fact about the cohomology of modules over the algebras D h and D h (0). This is lemma 2.12 in [KR] , and its proof goes over mutatis mutandis to the algebraic situation:
Lemma 3.5. Let M be a coherent D h module, with D h 
EQUIVARIANCE
We suppose now that we have an algebraic group G acting algebraically and symplectically on our algebraic symplectic variety X. We wish to define equivariant versions of everything introduced in the previous section. We start with a general Definition 4.1. Let O h be a quantization of X. Then O h is said to be G-equivariant if each sheaf O h /h n O h (for n ≥ 0) admits a G-equivariant structure (as a coherent sheaf), in such a way that the natural maps
We demand that h be stable under the action of G in the sense that, on global sections, ρ −1 g (h) = χ(g)h where χ is an algebraic character of G (which will usually be the trivial character).
In particular, this definition gives us isomorphisms O h→ ρ −1 g O h (where ρ g : X→X is the map associated to g ∈ G) for all g ∈ G. This definition extends immediately to a DQ-
, we simply extend the action by demanding that G act on h −1 by the inverse of the character χ.
To obtain equivariant conditions for coherent or quasicoherent modules, we let M ∈ Mod ? (D h ) (where ? stands for coherent or quasicoherent), and let M(0) be as in definition 2.4. We further suppose that D h is a G-equivariant sheaf in the above sense. Then we have
is G-equivariant as a quasi-coherent sheaf, in such a way that the natural quotient maps are G-morphism. We demand compatibility with the G-action on D h in the sense that the action morphism
This definition extends to M via the equality M = M(0)[h −1 ]; we extend as for DQalgebras above. We note at this point that this allows us to extend our basic definitions of coherent and quasi-coherent D h -modules to the equivariant situation, and gives us categories Mod G,? (D h ) where we demand that the morphisms respect the G-structure.
Remark. These definitions can be rephrased as follows. We have the action and projection maps a, p : G × X → X. Given any D h module M, its pullbacks a * M and p * M are naturally O G ⊠ D h -modules. Then the equivariance condition above will be equivalent to having an isomorphism a * M→p * M (as O G ⊠ D h -modules, which satisfies the standard cocycle condition on G × G × X (which will be isomorphisms of
[HTT], section 9.10).
If we go back to our primary example where our symplectic variety T * X, then the sheaf D h (X) is C * -equivariant for the C * action on T * X given by dilation on the fibers of π : T * X → X. Further, we have the isomorphism of sheaves D h (X) C * = E X , where E X denotes the sheaf of formal differential operators on T * X. Then the functor M → π * (M) C * provides an equivalence of categories between the category of C * -equivariant coherent D h (X) modules, and that of coherent D X modules.
In fact, C * -equivariant modules will play a major role in this paper. At this point, we note a few facts: we will consider only C * actions which act on h as some t n for n ≥ 0, and we can assume that n = 1 (if not, simply replace the ground field C((h)) by C((h 1/n )), base change everything to this field, and demand that C * acts on h 1/n as t).
Lemma 4.3. Given such an action on a D h -module M, for any U ⊆ X which is affine, open and C
Proof. These facts are proved by using the definition of equivariance given above. To show the existence of an invariant section, we assume WLOG that M is coherent, using that, over an affine open set, a quasicoherent C * -equivariant module is a limit of its equivariant coherent submodules. So, each surjection Γ(U, (0)) admits a C * -invariant splitting. Therefore, we can choose C * -
for at least one of these sections s; and then choosing the correct n gives a C * -invariant section. The fact about finitely generated modules follows from the nakayama lemma and the fact that Γ(U,
HAMILTONIAN REDUCTION
Let H be any affine algebraic group, with lie algebra h, and suppose that H acts on the algebraic variety X. Then the induced action of H on T * X is Hamiltonian (see [CG] page 44 for details) and so there exists an H-equivariant moment map µ : T * X → h * . In fact, we can describe explicitly the comorphism on functions as follows: any y ∈ h gives rise to an algebraic vector field on X, denoted ξ y , which in turn gives rise to a regular function on T * X, called f y , via the natural pairing of tangent and cotangent vectors. This map extends uniquely to an algebra morphism
Let χ ∈ h * be a character (i.e. suppose that χ([h, h]) = 0). Then µ −1 (χ) is an H invariant closed subvariety of T * X. Suppose that µ has surjective differential at all points in µ −1 (χ), so that µ −1 (χ) is a smooth subvariety. Suppose further that there exists a smooth quotient µ −1 (χ)/H in the sense that there exists a morphism p : µ −1 (χ) → µ −1 (χ)/H making µ −1 (χ) a principal H-bundle (in the Zariski topology) over µ −1 (χ)/H , and we assume that this quotient admits a symplectic form compatible with the reduction. Then this quotient variety is called the Hamiltonian reduction of T * X with respect to χ.
We can use the Hamiltonian reduction procedure to obtain a QDO-algebras on various spaces µ −1 (χ)/H, as follows: first of all, we have that the sheaf D h (X)(0) is H-equivariant in the sense of the above section (we have a canonical action on O X , and also an adjoint action on vector fields, which we can then lift to all of D h (X)(0) by demanding that H act trivially on h). This gives a derived action of h on Γ(T * X, D h (X)), which we denote β . We have, furthermore, two morphisms α 1,2 :
for y ∈ h, where the ξ y are the elements of D h (0) coming from the vector fields corresponding to y (c.f. the definition of D h (X)(0) above). We note that α 2 is a "quantized moment map" in the sense of [KR] , while α 1 is not. In both situations in which we use Hamiltonian reduction below, we will choose one of these from the outset. So we work in this section
where by α i (h) we mean the action by left multiplication). In particular, the sheaf
We note that in the case i = 1, this sheaf is supported on µ −1 (λ ), while in the case i = 2, it is supported on µ −1 (0). The difference can be seen as follows: to measure support, we just need to look at the support of the sheaf L λ (0)/hL λ (0) (where, of course,
) (where the f h are the global functions on T * X associated to h). This is just the structure sheaf of O µ −1 (λ ) . On the other hand, the ideal
is generated by elements of the form ξ v − hλ (v) (for v ∈ h), and so when we look at L λ (0)/hL λ (0) (in the case i = 2) we see that the support is equal to µ −1 (0), regardless of the choice of λ .
So, we assume from now on that, if we choose α 1 , then there is a smooth reduction of µ −1 (λ ) (as above) and if we choose α 2 , there is a smooth reduction of µ −1 (0). We call this space Z, and we call the quotient map p. We these conventions in hand we make the 
. (c.f. [KR] proposition 2.8). 1) We have equivalences of categories Mod
To prove this, one first reduces to the analogous statement for D h (Z)(0) and D h (X)(0), and, then, using the fact that the two functors are adjoint, to the analogous statement for (quasi)coherent sheaves (ie, M(0) (0) is); and this statement is a standard lemma in algebraic geometry. The second part follows from the first by noting that the functors involved really do preserve these subcategories.
Example 5.4. Suppose H is a connected, affine algebraic group, B ≤ H a connected algebraic subgroup, with Lie(B) = b * . Then we have the natural left and right actions of B on H; which extend to actions on T * H. The moment map (for the right action) in this case can be described as follows: we have an isomorphism T * H=H × h * , and thus a map to h * via (h, ξ ) → ad * (h)(ξ ) (this is the moment map for the action of H on T * H, denoted µ ′ ). So the moment map µ for B is given by the composition T * H → h * → b * . So, we can describe µ −1 (λ ) by first noting that res −1 (λ ) = λ + b ⊥ (where b ⊥ denotes the annihilator of b in h * ). The inverse image of this space under µ ′ is the closed subvariety 
LOCALIZATION
We now apply the formalism of the above sections to the finite W algebras. To do this, we'll first discuss (a version of) the classical Beilinson-Bernstein localization theorem. We start with the cotangent bundle T * G, and the sheaf of asymptotic differential operators D h (G). As G and T * G are affine, it will suffice to understand the global sections of this sheaf. To that end, we make the Definition 6.1. U h (g)(0) is the algebra defined as the h completion of the algebra T g/I where I is the two sided ideal in T g generated by {xy − yx − h [x, y] 
Then, we have that the global sections of D h (G)(0), as a ring, are isomorphic to
where the algebra structure on the tensor product is determined by ( f ⊗ x)(g ⊗ y) = f (xg)⊗ y + f g ⊗ xy for f , g ∈ O G and x, y ∈ g, where by (xg) we mean the action of x as a left invariant vector field on g. Then D h (G) admits both a left and a right equivariant structure for G, by the canonical actions of the group on the functions and vector fields.
We shall work with characters λ ∈ b * which are integral, in the sense that λ (n) = 0 and λ | h is an integral character of h. We can apply the Hamiltonian reduction procedure as explained above to D h (G) and D h (G)(0), where we consider the right action of B on D h (G), and we consider the second map α 2 . From now on, X = G/B. We obtain a sheaves on T * (X), denoted D h (λ − ρ) and D h (λ − ρ)(0) (where ρ denotes the sum of the positive roots in g-this notation will become clear later). The latter sheaf can also be written as follows: we can consider the sheaf
on T * X, and we can take the quotient of this sheaf by the ideal sheaf generated by {b − hλ (b)|b ∈ b}; by the definition of the reduction procedure and the action of B, this is the same sheaf. Under these notations, the sheaf of asymptotic differential operators is D h (−ρ). We note that all the sheaves D h (λ ) are G equivariant with respect to the left G action on T * (X).
This description allows us to see that there is a "universal" sheaf of algebras mapping to each D h (λ ); in particular, take the quotient of
by the ideal sheaf generated by the subspace n of U h (g)(0). Then the resulting sheaf of algebras, called D h (h)(0) can be thought of as a Hamiltonian reduction with respect to the maximal unipotent subgroup N (it is not a quantization of T * X, but rather of an H-bundle over it). The algebra
Now, we have a morphism of algebras
) which is defined in the obvious way using the realization of D h (λ ) given above; this gives then a morphism
it is easy to see that this map is an isomorphism onto the subalgebra generated by h −1 g. Then we extend this map to U(g) [[h] ] by sending h to h to achieve the above isomorphism.
This allows us to relate the traditional sheaves of twisted differential operators (as defined in [M] ) to the sheaves that we have defined. So, let U ⊆ X be an open subset, and let V ⊆ T * X be the inverse image of U under the natural projection. Then
So, if we consider the restriction of Φ λ to U(g), we obtain a morphismΦ λ : U(g) → Γ(T * X, D(λ )). Now, by the results in [M] , we have that the kernel ofΦ λ is the ideal U(g)I λ , where I λ is ideal in the center of U(g) corresponding to λ (here we use the fact that Spec(Z(g)) = h//W ; see [M] for details), so that we have Γ(T * X, D(λ ))=U(g)/U(g)I λ := U(g) λ . Therefore, we see that the kernel of Φ λ contains the ideal J λ = I λ ((h)), and the kernel of Φ λ (0) contains J λ (0) := J λ ∩U h (g)(0). Then we have:
Proof. We have, for each n ∈ Z ≥0 , the exact sequence 0
. Now, all of these maps, by definition, agree with the (comorphism of) the moment map T * X → g. This map has image in the nilpotent cone N, and is a birational map which induces an isomorphism O(N)→Γ(O T * X ) (for these facts see [CG] or [HTT] ). Therefore, we see that with kernel I(N) . This shows that the map
We now show the surjectivity of the map (0)). As the algebra U h (g)(0) is complete with respect to h, we obtain an element b such that a − Φ λ (0)(b) ∈ n≥0 Γ(T * X, h n D h (λ )(0)) . To show that this intersection is zero, we note that if it is not, we obtain some f ∈ Γ(T * X, D h (λ )(0)), with nonzero stalk at some x ∈ T * X, such that f x ∈ n≥0 h n (D h (λ )(0)) x , but this is easily seen to be impossible by the artin-rees argument (c.f [KS] section 1).
)). Iterating this argument, we obtain a sequence of elements h n b n
To identify the kernel, we consider exact sequences of the form
We know (see [HTT] ) that h n J λ (0)/h n+1 J λ (0)→I(N) ⊆ S(g)) so the result follows from the fact that, for any element u in U h (g)(0), there exists a unique n such that u ∈ h n U h (g)(0)− h n+1 U h (g)(0), using a "sequence" argument just like the one in the previous paragraph.
Remark 6.3. From this lemma, we deduce immediately the version for Φ λ ; it is surjective and its kernel is precisely J λ . We deduce the surjectivity from the fact that
, and that each truncation of Φ λ to h −n U h (g) is surjective; by exactly the same argument as in the proof of the lemma. The identification of the kernel is proved the same way (i.e., look at each truncation).
Inspired by the above lemma, we introduce the ring U h,λ := U h (g)/J λ . We have: The proof of this theorem will follow from similar considerations to the classical case. To begin, recall that for each ψ ∈ b * which comes from a character of h * , we have the induced line bundle O ψ on X. We choose a normalization so that the antidominant weights correspond to ample line bundles. By abuse of notation, we shall also denote by O ψ the line bundle π * O ψ on T * X -for antidominant ψ, these bundles are ample over the base scheme N, as can easily be seen by looking at the morphism to projective space over N corresponding to O ψ . Since N is an affine variety, all of Serre's theorems about ample bundles on projective varieties go through in this case (see [H] , chapter 3, section 5). The key to the argument will be the twisting of D h (λ ) modules by these line bundles. We formulate this twisting by using the Hamiltonian reduction definition of differential operators; following [KR] .
In particular, as above (in section 5), we have equivalences of categories
and
On T * G, we have, if V is any finite dimensional B-module, the twist functor
given by M → M ⊗ V (where ? stands for either coherent or quasi-coherent). In the case where V = C ψ , the latter functor is an equivalence of categories
Combining the two functors, we get equivalences of categories
and we shall refer to this functor as F ψ (in both the coherent and quasicoherent cases, with the character λ being understood). We can describe this functor directly as follows: we denote the quotient morphism by p :
, with its B-equivariant structure defined by the representation C ψ . Then we have
Proof. To check this, it suffices to show that p * (O ψ )=V ψ (as we are dealing with B-equivariant sheaves, and p is a B-principal bundle morphism). To check this, it suffices to take the line bundle O ψ on G/B, pull back to G, and then pull back to µ −1 (0). But the pullback of O ψ to G is the sheaf C ψ ⊗ O G , by the definition of the induced bundle. This proves the claim.
So, given a module
Thus, we see that
using the fact that the functor
is just the identity (see above). We can also consider the twist functor in the case of the B module L(ν), where L(ν) is the irreducible G-module of highest weight ν (where ν is supposed to be dominant integral). This gives a functor 
) B is actually a trivial vector bundle over T * X. So in this case we conclude that
it is simply a finite direct sum of copies of M(0).
Then, we have a filtration on
this is a filtration of D h (h)(0)−modules. The important point is the following: the subquotients of this filtration
And, of course, the same isomorphism holds after inverting h everywhere. Now, if we restrict our attention to the copy of U(g) described above (the one generated by elements of the form h −1 x for x ∈ g), then we have that the ideal I λ +ν i acts trivially on F ν i (M) . If we associate to each I λ the central character χ λ , then we have that for all ξ ∈ Z(g), the product Π i (ξ − χ λ +ν i (ξ )) annihilates G ν (M) . Therefore, we can write
Repeating the proof of [M] 
Now we can give the
Proof. (of theorem 6.5). We first handle exactness. We note that any M ∈ Mod qc (D h (λ )) is a direct limit of coherent D h (λ )-modules (see section 2) and that cohomology commutes with direct limits on a noetherian space. So WLOG M ∈ Mod coh (D h (λ )) with λ antidominant, and with M(0) a lattice. Then M(0)/hM(0) is a coherent sheaf on T * X, and by Serre's theorem, there exists µ >> 0 so that
Now, by lemma 3.5, we have that
But now, by lemma 6.7, we have an injection
We now show that Γ(T * X, M) = 0 implies M = 0, for M ∈ Mod qc (D h (λ )). Our assumption is that we have that 0 = Γ(T * X, M(0))[h −1 ], which implies that for each global section s, there exists some n ≥ 1 such that h n s = 0. Now, we define, for each i ≥ 1, the subsheaf M(0) i , which is the sheaf of local sections of M(0) which are annihilated by h i .
Then the theorem becomes equivalent to showing
We note that by definition,
Further, the construction of N(0) implies that the natural map N(0) → N is injective (i.e., there are no local sections which are killed by a power of h). So we see that it suffices to show N = 0. Now, there exists some dominant µ such that Γ(T * X, F −µ (N(0))/hF −µ (N(0))) = 0 by Serre's theorem's about ample line bundles (we note that the assumption that N(0) = 0 implies N(0)/hN(0) = 0 by the nakayama lemma). This implies (by lemma 3.5) that Γ(T * X, F −µ (N(0))) = 0. In turn, the module
has no local sections which are killed by a power of h (this follows from the corresponding fact about N(0)). Now, let w 0 denote the longest element of the weyl group. Given a dominant weight µ, we have an injection F −µ (N) → G −w 0 µ (N) (see lemma 5.7). Therefore , the fact that
We now discuss the C * -equivariance conditions which need to be imposed. The above theorem deals with categories of modules defined over the field C((h)), whereas the original localization theorem deals with the C-linear category of U(g) λ -modules. We now show how to recover the original theorem from the one above.
First of all, we have canonical C * -actions on both U h,λ and D h (λ ): for U h,λ we let φ t (h) = t −1 h and φ t (g) = tg for all g ∈ g. This is the standard C * action on U h (g) and it induces one on U h,λ . For D h (λ ) we start with the sheaf D h on T * G, and consider the action of C * by dilation of the fibers. D h is equivariant with respect to this action by setting ψ t (h) = t −1 h, ψ t (ξ ) = tξ where ξ is any global vector field. It is easy to observe that this action preserves the set µ −1 (0) ⊆ T * G and commutes with the action of B on the right. Thus we see that this gives rise to a C * -action on T * X with respect to which all the sheaves D h (λ ) are equivariant. Now we can make some observations about these actions: first, U C * h,λ= U(g) λ . This follows from the fact that U h (g) C * = U(g), which is simply the identification of U(g) with the subalgebra of U h (g) generated by h −1 g (that these are the C * -fixed elements follows immediately from the description of the C * action given above).
Next, we can observe that, for an open subset
(by the same reasoning as the above). We can in fact make the stronger statement that we have an equivalence of categories:
where the left hand side denotes the category of C * -equivariant coherent D h (λ ) modules. This equivalence is given by taking C * -invariant sections.
Given all this, the statement of the final theorem (the original Beilinson-Bernstein localization) is intuitively clear: Theorem 6.8. For λ antidominant, we have an equivalences of categories:
Proof. This proof follows the mechanics of the previous argument (which we will use along the way). In one direction, we have the functor M → Γ(M) C * which takes C * -equivariant coherent D h (λ )-modules to U(g) λ modules. We wish to show that its image lives inside the category of finitely generated U(g) λ modules. (This argument is more or less standard, but the presence of the C * -action requires some care). To do so, we first to show that Γ C * is an exact and conservative functor. The exactness is clear from the exactness of Γ as taking invariants for a C * -action is exact (to see this, one uses the definition of C * -action given above, c.f. the argument of lemma 4.3). To show that it is conservative, we again only need to show that taking C * invariants is; this follows from our discussion of C * -actions in lemma 4.3 (we note that the discussion goes through in this case, as we are taking the invariants functor on the category of U h,λ -modules). Therefore, we conclude that every C * -equivariant coherent D h (λ )-module M is generated by C * -invariant global sections: let N be the sub-D h (λ )-module of M generated by the C * -invariant global sections. The we have the exact sequence 0 → N → M → M/N → 0, applying our exact functor shows that Γ(M/N) C * = 0, so M/N is 0 as required.
To complete the argument about finite generation, we note that our module M is locally finitely generated: for any affine open covering of T * X, {U i }, we have that M| U i is a finitely generated D h (λ )| U i -module. Now, we choose an affine, open, finite C * -invariant cover of T * X (one can always do this for a normal variety with a C * -action, although in this case it is obvious as we can just take an affine cover of X and pull back to T * X). Then for each M| U i , we have that (M| U i ) C * is finitely generated as a D h (λ ) C * | U i -module by lemma 4.3. By the above, we can choose finitely many C * -invariant global sections which restrict to generators of (M| U i ) C * . By the finiteness of the cover, we have found finitely many global sections which generate the D h (λ ) C * -module M C * . Therefore, these elements generate the U(g)-module Γ(M) C * . Now, the functor in the opposite direction is given by
. This is clearly a (quasi)coherent, C * -equivariant D h (λ )-module (with the C * -action given via the one on D h (λ )). Now the proof that these two functors are inverse is totally standard.
Our goal in the rest of this section is to explain how localization works when one replaces the usual C * -action with the action that one needs to study the finite W -algebras. We note that the above proof doesn't depend on the particular C * -action; but that both the algebra of invariants and the sheaf of invariant operators do.
So, given a nilpotent element e ∈ N, we introduce the following C * action on T * X : t(g, v) = (γ(t)g,ρ (t)v) where γ : C * → G was the natural embedding described in section 1, and where we've identified the cotangent space at the point g with (g/b 0 ) * = n 0 , where b 0 is our standard borel subalgebra, (which we choose to contain the "positive part" of our sl 2 -triple, e and h), and n 0 is its nilradical, andρ(t) = t −2 ad(γ(t)) as above. We note that this action descends from an action on T * G: t(g, v) = (γ(t)g,ρ (t)v), and that this action commutes with the right action of B on T * G. Under the natural isomorphism of T * X with the incidence variety {(x, b) ∈ g × G/B|x ∈ b} (where we identify X with the collection of all borel subalgebras) this action becomes: t(x, b) = (ρ(t)x, ad(γ(t))b).
We wish to show that each sheaf D h (λ ) admits a C * -equivariant structure for this action. To do so, we first note that this is equivalent to constructing a C * -action on Γ(T * X, D h (λ )). This is because T * X is a D h (λ )−affine variety (in fact, the same proof that shows that T * X is D h (λ )-affine shows this). Therefore C * × T * X is an O C * ⊠ D h (λ )-affine variety (and similarly for C * × C * × T * X). We can now apply the remark after lemma 4.2, and we see that it is enough to construct all equivariance conditions on global sections.
We start by constructing an action on U h (g); we have the decomposition g = ⊕g(i) which was the weight decomposition for our chosen sl 2 -triple. Then for g ∈ g(i), we put σ t (g) = t i+2 g, and we let σ t (h) = t 2 h, and extend this to all of U h (g) in the natural way.
This corresponds to the Kazhdan filtration on U(g).
Because h has degree 2, we work from now on with the extended ring U h (g) ⊗ C((h)) C((h 1/2 )), and we similarly extend the sheaf D h (λ ).
Lemma 6.9. This action preserves the ideal J λ .
Proof. To show this, we describe a generating set for J λ as follows: the killing form is a perfect pairing between g(i) and g(−i). We choose bases in these spaces which are dual to each other; this then gives a basis of g, for a basis element X i we letX i denote its dual element. Let φ be any finite dimensional representation of g. According to [Kn] (prop 5.32, proof of theorem 5.44), a generating set for the ideal I λ ⊆ U(g) is given by elements of the form
Therefore, we conclude that a generating set for J λ is given by
. Now, the only way that Trφ (X i 1 * * * X i n ) can be nonzero is if, letting X i k ∈ g( j k ), ∑ n i=1 j k = 0: this follows from the fact that the representation φ inherits a grading from the same sl 2 -action; and any matrix which shifts the grading non-trivially is traceless. Now, sinceX i k lives in degree − j k , it must be that the elementX i 1 * * * X i n also has degree 0 with respect to this sl 2 action. By the definition of the C * -action we are working with, we see that
i k is C * -invariant, and so it follows that the generating set considered above is in fact C * -invariant; and so, therefore, is the ideal J λ .
We consider now the ring of invariants with respect to this action. Clearly, this ring consists of series, infinite in positive powers of h, whose terms are products of elements of the form h −(i+2)/2 g with g ∈ g(i). Therefore, this ring is not isomorphic to the enveloping algebra U(g). In particular, it will include infinite series whose terms come from ⊕ i≤−3 g(i) (which, we note, is a subalgebra of m l ), and in fact, it is clear that this algebra is the completion of U(g) with respect to the nilpotent lie subalgebra ⊕ i≤−3 g(i) (one can consult [G2] section 5 for details on this notion of completion; however, we will not use this). Therefore, it follows from our computation of the global sections of D h (λ ) above that
To quantify this, we consider the copy of U(g) ⊆ U h (g) C * (just the algebra generated by h −(i+2)/2 g for g ∈ g(i)); and we note that J λ ∩ U h (g) C * is generated by the elements given in the proof of lemma 6.9, which are simply generators for the ideal
With this in hand, we can repeat verbatim the proof of theorem 6.8 and obtain Theorem 6.10. For λ antidominant, we have equivalences of categories
On the face of it, this theorem is not very useful, because of our lack of knowledge of the category appearing on the left. However, this category becomes quite tractable after one additional modification: we have the adjoint action of the group M l on the algebra U h (g) C * /J λ ∩ U h (g) C * , and we can consider the category Mod
C * ) of χ-twisted M l -equivariant finitely generated modules. It is easy to see that this is just the category of modules V such that for all m ∈ m l , m − χ(m) acts locally nilpotently on V . Now, by definition, χ| ⊕ i≤−3 g(i) = 0. Therefore, for a module in Mod The next step is to consider the Hamiltonian reduction of differential operators, as outlined in section 4. This time, we choose the map α 1 . We recall that this map is defined by α 1 (m) = ξ m for all m ∈ m l . Then we see that in fact α 1 : m l → Γ(T * X, D h (h)), and the map to each D h (λ ) is this one followed by the natural map Γ(
By reducing D h (λ ) we obtain a sheaf onS which we call D h (λ , χ).
We now consider global sections. We define the algebra W h := (U h (g)/A χ ) M l , where A χ is the ideal generated by {m − χ(m)|m ∈ m l }, and M l acts by the adjoint action; we have similarly
is a quantization of g * , we see that the algebra W h is in fact obtained by Hamiltonian reduction. The underlying commutative algebraic facts are the following: we have the algebra S(g)=O g * , containing the ideal generated by {m − χ(m)|m ∈ m l }, which is the ideal of the space res −1 (χ) where res : g * → m * l is restriction of functions. By [GG] , we have that res −1 (χ)=M l × S, and so it follows that [O g * /I(res −1 (χ))] M l= O S . So we conclude that W h (0) is a quantization of the affine variety S (c.f. [BK2] , proposition 5.8). Further, we had the ideals J λ ⊆ U h (g), which had the property that J λ (0)/hJ λ (0)=I(N) (N as usual is the nilpotent cone). So we can consider the image of J λ in W h called B λ , and we see that B λ (0)/hB λ (0)=I(S e ) (this is implied by the fact that
, which is simply the reduction of the map Φ λ . We are now in a situation completely parallel to that of lemma 5.2; so, by the same argument, we conclude As before, we call the resulting functor F ψ , and we can give a description of how it acts: if we let M(0) ∈ Mod ? (D h (λ , χ)(0)), then it follows from the definitions that 
M l
But we have that the spaceS e is a subscheme ofÑ as well as a Hamiltonian reduction. So, if we consider O ψ |S e , then we have that p * (O ψ |S e )=O ψ | µ −1 (χ) , since O ψ is an M lequivariant bundle and µ −1 (χ)=M l ×S e (as explained above). So now it follows that p * (O ψ | µ −1 (χ) ) M l= O ψ |S e . The next step is to define the analogue of the functors G ν . This is done in the natural way: for any M(0) ∈ Mod ? (D h (λ , χ) ), we can consider the pullback to a module N(0) ∈ Mod ?,M l χ (D h (λ )(0)); we then apply the functor G ν to obtain G ν (M(0) 
Finally, since this reduction procedure is (at the very least) an additive functor on sheaves of abelian groups, we can conclude from lemma 6.6 Now, given an antidominant weight ψ, O ψ is an ample line bundle onÑ (with respect to the base scheme N). Therefore, its restriction toS e is ample with respect to S e . So we see that we have all the ingredients that gave us the proof of theorem 6.3 (i.e., the proof that we gave followed formally from the above lemmas and general facts about quantized sheaves of algebras). Thus, we can conclude: Of course, this theorem is not really what we want. To put things in their final form, we need to consider a C * -action on the category of modules. Fortunately, we have that the Hamiltonian reduction procedure respects the Gan-Ginzburg C * -action on D h (λ ): the ideal I χ is clearly C * -invariant, and the process of taking M l -invariants respects the C * -action because of the commutation relations between M l and C * . Therefore, D h (λ , χ) is C * -equivariant with respect to the C * action onS e .
This will allow us to identify the C * -invariant global sections of D h (λ , χ) as follows: we put a C * -action on W h by looking at the action induced from the Gan-Ginzburg C * -action on U h (g): we note that the ideal A χ is homogeneous, and that the process of taking M l -invariants also respects the action (because of the way that C * acts on M l ). Therefore, we can identify W C * h with the algebra [U h (g)
clear from the description of U h (g) C * at the end of section 6 that we have U h (g) C * /A χ ∩ U h (g)
where A χ U(g) is the ideal generated by {m − χ(m)|m ∈ m l }. Therefore, we have that [U h (g) C * /A χ ∩U h (g) C * ] M l= U (g, e) , the classical finite W -algebra. We also concluded above that J λ ∩U h (g) C * was the ideal generated by the classical ideal I λ . So it follows that B λ ∩ W C * h is the image of this ideal in U(g, e). But we have an identification of the center of U(g, e) with the center of U(g) (the natural map Z(g) → Z(g, e) is an isomorphism, see [Pr2] section 5, footnote 2). So in fact we can conclude that Γ(S e , D h (λ , χ) C * = U(g, e)/I λ := U(g, e) λ . With this in hand, we can state our final localization theorem for the algebra U(g, e), whose proof is a repeat of the proof of theorems 6.7 and 6.8:
