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Resumen
En el presente estudio se expone una metodolog´ıa basada en dina´mica no lineal y
medidas de complejidad para la deteccio´n automa´tica de patolog´ıas. El ana´lisis con
dina´mica no lineal requiere una etapa de reconstruccio´n en el espacio de estados de la
sen˜al estudiada, proceso que es logrado mediante 2 te´cnicas no convencionales de em-
bebimiento no uniforme. El primer enfoque basa la reconstruccio´n en un procedimiento
que fusiona modelado y embebimiento bajo un criterio de informacio´n llamado Mı´nima
Longitud de Descripcio´n. El segundo enfoque basa la reconstruccio´n en consideraciones
geome´tricas, buscando el ma´ximo esparcimiento del atractor reconstruido en todas la
proyecciones planares. Tras la reconstruccio´n con estas dos te´cnicas se procede a la
caracterizacio´n utilizando medidas t´ıpicas de complejidad, y estad´ısticas de regulari-
dad de la serie de tiempo. Para comprobar la influencia de la reconstruccio´n mediante
los te´cnicas de embebimiento, y la potencia de las caracter´ısticas escogidas se usan
tres bases de datos de biosen˜ales diferentes: sen˜ales fonocardiogra´ficas, de variabilidad
del ritmo card´ıaco y de voz. Los resultados muestran que la metodolog´ıa puede ser
utilizada en labores de deteccio´n de patolog´ıas.
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Abstract
The present work presents a nonlinear dynamics and complexity based methodology for
automatic detection of pathologies. The nonlinear dynamics analysis requires a recon-
struction stage in order to reconstruct the signal on the state space. This is achieved
by 2 non conventional embedding techniques. A first approach uses a procedure that
fuses modelling and embedding the time series, and uses an Information criterion called
Minimum Description Length. A second approach bases reconstruction on geometri-
cal consideration looking for the largest spread of the reconstructed attractor on all
the planar projections. After the reconstruction with these two techniques, charac-
terization is made by using complexity measures, and regularity statistics of the time
series. To test the influence of the embedding techniques, and the power of the chosen
features, three biosignal were used: Phonocardiographics, Heart Rate Variability, and
Voice. Results show that the proposed methodology could perform well on pathologic
detection tasks.
xxv

Notacio´n
s(t) Serie de tiempo
C(.) Integral de Correlacio´n
m Dimensio´n de embebimiento
d Dimensio´n real del sistema. Nu´mero de variables dina´micas del sistema
τ Tiempo de retardo
dw Ventana de embebimiento
l Vector de retardos
u(.) Vector de estado d-dimensional
x(.) Vector de estado reconstruidos m-dimensional
M(.) Matriz de Embebimiento
d2 Dimensio´n de Correlacio´n (Correlation Dimension)
H Entrop´ıa de Shannon
HKS Entrop´ıa de Kolmogorov
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Parte I
Preliminares
1

1. Introduccio´n
1.1 Planteamiento del problema
El ana´lisis de sistemas dina´micos con te´cnicas lineales ha sido el paradigma de trabajo
usado durante mucho tiempo. Sin embargo, en muchos tipos de sen˜ales se presenta
comportamiento irregular que no ha sido posible de explicar por medio de estas te´cnicas
y que para fines pra´cticos es considerado el producto de fuentes externas aleatorias,
ajenas a la sen˜al estudiada.
Por otra parte, el ana´lisis dina´mico no lineal puede a partir de ecuaciones deter-
min´ısticas generar respuestas irregulares, mostra´ndose como una herramienta poderosa
de ana´lisis capaz de darle sentido a los comportamientos extran˜os percibidos en las
sen˜ales.
El ana´lisis basado en dina´mica no lineal requiere del conocimiento de las variables
dina´micas del sistema y la evolucio´n en el tiempo de las mismas. Como usualmente
solo se tiene acceso a series de tiempo, y debido a que reconstruir a partir de ellas la
dina´mica de un sistema resulta complejo, se han asegurado bajo ciertas consideraciones
generales, reconstrucciones equivalente capaces de mantener las mismas propiedades
que la dina´mica original del sistema. Dicho proceso recibe el nombre de embebimiento,
y requiere de la escogencia de ciertos para´metros necesarios para una correcta re-
construccio´n, para el mejoramiento de la observabilidad de las trayectorias con que
evolucionan los estados del sistema, o incluso entre otras, para la buena convergencia
de algoritmos de estimacio´n de caracter´ısticas [1].
En sistemas con una sola frecuencia fundamental los embebimientos convencionales
funcionara´n bien, siendo posible que se presentasen problemas en sistemas con mu´ltiples
frecuencias que pudieran llevar a representaciones incorrectas. Con esto en mente, se
han desarrollado procedimientos capaces de trabajar con las mu´ltiples periodicidades
en las sen˜ales. Dichos procedimientos esta´n dentro de la categor´ıa de embebimientos
no uniformes, capaces de variar la reconstruccio´n dependiendo de la dina´mica de la
sen˜al. Es de resaltar sin embargo, que dichas te´cnicas han sido solamente estudiadas
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para labores predictivas, obviando su estudio en tareas de reconocimiento de patrones.
Ahora bien, posterior a la etapa de embebimiento, es necesaria una caracterizacio´n
de las biosen˜ales de tal manera que se puedan encontrar medidas que puedan ayudar a
la discriminancia entre clases en labores de deteccio´n de patolog´ıas. T´ıpicamente en el
ana´lisis dina´mico no lineal de sen˜ales, se usan caracter´ısticas de complejidad basadas
entre otras, en las dimensiones del objeto reconstruido en el espacio de estados, las
tasas de divergencia promedio de las trayectorias trazadas por los estados a medida
que pasa el tiempo, la autosimilaridad de la serie de tiempo embebida, o la memoria
a largo plazo de las series de tiempo. Estas caracter´ısticas requieren sin embargo
que la dina´mica sea determin´ıstica, suposicio´n que no es del todo va´lida debido a los
componentes estoca´sticos presentados por influencias indirectas como el ruido.
Como resultado, medidas basadas en entrop´ıas, y que no necesitan suponer deter-
minismo u estocasticidad para su ca´lculo, resultan importantes a la hora de llevar a
cabo labores de deteccio´n de patolog´ıas.
El problema queda entonces presentado: como pueden explotarse las te´cnicas basadas
en dina´mica no lineal para tratar con sen˜ales de mu´ltiples frecuencias, y como pueden
determinarse caracter´ısticas capaces de ayudar a la discriminacio´n de patolog´ıas y que
no exijan que la naturaleza de las sen˜ales sea puramente determin´ıstica.
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1.2 Organizacio´n del documento
Este documento esta´ compuesto por 4 secciones: Preliminares, Marco teo´rico, Marco
experimental, Discusiones y Conclusiones.
Los contenidos sera´n los siguientes: En el cap´ıtulo 2 se presentan conceptos rela-
cionados con dina´mica no lineal y algunas medidas t´ıpicas utilizadas en caracterizacio´n.
Se hace un recorrido por las te´cnicas cla´sica de reconstruccio´n de series de tiempo en el
espacio de estados, junto con los para´metros t´ıpicos para lograr dichos fines. Tambie´n
se explican las te´cnicas no convencionales de reconstruccio´n no uniforme utilizadas a
lo largo del trabajo, al igual que las caracter´ısticas cla´sicas de la dina´mica no lineal, y
algunos estimadores de entrop´ıa de la serie de tiempo.
El cap´ıtulo 4 presenta la metodolog´ıa de trabajo utilizada, as´ı como los conjuntos
de pruebas realizados y los resultados obtenidos. Este cap´ıtulo contiene 3 secciones
correspondientes a los 3 tipos de pruebas realizados: sobre sen˜ales de voz, Fonocar-
diogra´ficas y de variabilidad card´ıaca.
Los resultados de los experimentos son discutidos en el capitulo 5, presentando a
su vez, las conclusiones de la tesis y el trabajo futuro.
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1.3 Objetivos
1.3.1 Objetivo general
Desarrollar una metodolog´ıa para la deteccio´n automa´tica de patolog´ıas basada en
dina´mica no lineal, usando te´cnicas de embebimiento no uniforme y medidas de com-
plejidad.
1.3.2 Objetivos espec´ıficos
• Comparar la influencia del embebimiento no uniforme en labores de reconocimiento
de patrones, mediante 2 enfoques diferentes de estimacio´n de para´metros para el
embebimiento no uniforme.
• Evaluar la capacidad discriminante que las medidas de regularidad basadas en
entrop´ıa, pueden proveer en labores de deteccio´n de patolog´ıas.
• Validar los resultados obtenidos mediantes curvas ROC y DET.
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1.4 Estado del Arte
Mucho de lo que se conoce de sistemas fisiolo´gicos se ha aprendido usando teor´ıa de sis-
temas lineales, implicando una concepcio´n en la que la dina´mica intr´ınseca del proceso
analizado es gobernada por el paradigma de que pequen˜as causas llevan a pequen˜os
efectos [1]. Debido a que modelando sistemas con ecuaciones lineales, se pueden generar
solamente soluciones perio´dicamente oscilantes o de crecimiento exponencial; todos los
comportamientos irregulares o aperio´dicos, son atribuidos tradicionalmente a influen-
cias externas aleatorias (como el ruido), o a interacciones entre un gran nu´mero de
componentes constituyentes. Sin embargo, estas no resultan ser las u´nicas fuentes
de comportamiento irregular. Los sistemas dina´micos no lineales pueden producir
comportamientos muy irregulares con ecuaciones puramente determin´ısticas, debido a
pequen˜os cambios en para´metros de control y en variaciones en las condiciones iniciales,
que pudieran explicar el comportamiento irregular observado en sen˜ales fisiolo´gicas. En
la pra´ctica, se ha demostrado comportamiento no lineal en biosen˜ales, proveyendo un
desaf´ıo a los enfoques tradicionales de estudio [2–6].
Entre muchas otros feno´menos fisiolo´gicos no lineales, se puede considerar por ejem-
plo el relativo a la produccio´n de voz; cuyo comportamiento no lineal, proviene de
feno´menos como la relacio´n presio´n-flujo en la glotis, las curvas de esfuerzo-estiramiento
en los tejidos de las cuerdas vocales y efectos asociados con la colisio´n de las cuerdas
vocales [7, 8].
Otro ejemplo es visto en los intervalos entre latidos de un corazo´n humano sano,
que muestran una fluctuacio´n en una forma compleja e irregular. Presumiblemente,
dichas fluctuaciones vienen de la existencia de comportamiento no lineal originado por
el sistema nervioso, espec´ıficamente relacionado con las entradas neuroauto´nomicas.
La estimulacio´n del sistema parasimpa´tico decrementa la actividad en el nodo seno del
corazo´n, mientras que el sistema simpa´tico la incrementa. El efecto de ambos est´ımulos
genera una fluctuacio´n en la tasa card´ıaca que no puede ser explicada por el ana´lisis
lineal [9, 10].
El cerebro ha mostrado tambie´n comportamiento no lineal introducido a nivel celu-
lar, debido a que sus componentes constituyentes, las neuronas, esta´n gobernadas por
feno´menos no lineales como saturaciones y umbrales. Luego este comportamiento es
visto a nivel macrosco´pico en una red neuronal como el cerebro. [11–13].
Se pueden tambie´n nombrar los mecanismos de produccio´n de sonidos respiratorios.
Los sonidos pulmonares son producidos probablemente por turbulencia en los bronquios
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lobulares o segmentarios, mientras que los sonidos traqueales son producidos por ruido
de cavitacion, ambos conocidos por presentar comportamiento no lineal [14].
En el contexto de deteccio´n de patolog´ıas, el ana´lisis con dina´mica no lineal ha
generado un creciente intere´s debido a que se ha mostrado que cambios en medidas
basadas en dina´mica no lineal pueden indicar estados de disfuncio´n patofisiolo´gica [7].
Ahora bien, para poder hacer uso de ana´lisis con dina´mica no lineal sobre series de
tiempo, es necesaria una etapa de reconstruccio´n de la dina´mica intr´ınseca del sistema
analizado. Dicho procedimiento, llamado embebimiento, llevara´ la serie de tiempo a un
espacio m dimensional llamado espacio de fases, donde se podra´ analizar la evolucio´n
de los estados del sistema. El teorema de Takens [15] provee la reconstruccio´n t´ıpica
con una te´cnica llamada me´todo de los retardos, que requiere del co´mputo de dos
para´metros: la dimensio´n de embebimiento m y el tiempo de retardo τ . Este u´ltimo
para´metro se escogera´ de tal manera que optimice el esparcimiento de la serie de tiempo
embebida. Dado que esta reconstruccio´n utiliza solamente un tiempo de retardo τ
llevara´ tambie´n el nombre de embebimiento uniforme.
A pesar de que el embebimiento uniforme ha sido exitoso en la reconstruccio´n de
la dina´mica de series de tiempo fisiolo´gicas, se pueden presentar problemas cuando
las sen˜ales analizadas presentan mu´ltiples periodicidades fuertes con escalas de tiempo
muy diferentes. Esto porque un tiempo de retardo pequen˜o sera´ o´ptimo para los com-
ponentes de alta frecuencia, mientras que un tiempo de retardo grande, lo sera´ para las
bajas frecuencias y la modulacio´n, siendo un compromiso inadecuado [16]. Para solu-
cionar dicho problema el embebimiento no uniforme fue propuesto [16], reemplazando
el u´nico vector de retardo τ por un vector de retardo l, capaz de hacer frente a las
diferentes frecuencias presentes en la sen˜al.
Varias me´todos han sido propuestos para resolver el problema de la estimacio´n
adecuada del vector de retardos. La primera proposicio´n encontrada en la literatura fue
dada por Judd [16], que basa la escogencia del vector de retardos en un principio venido
de teor´ıa de la informacio´n llamado Mı´nima Longitud de Descripcio´n, y que combina
el embebimiento y modelado de una serie de tiempo en un solo procedimiento, de tal
manera que lo que se escoja para evaluar la calidad del embebimiento se relacione con lo
que se escoja para evaluar la calidad del modelo. Otra proposicio´n es la dada por [17],
que propone el uso de redes neuronales de autopropagacio´n entrenadas por aprendizaje
estructural con regularizador. En [18] se propuso un me´todo que usa consideraciones
geome´tricas para seleccionar el vector de retardo o´ptimo. Para tales fines se define
una funcio´n objetivo del esparcimiento de la serie de tiempo embebida en todas las
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proyecciones planares, que debe ser maximizada para encontrar los para´metros o´ptimos
del vector de retardo.
El test Gamma, un procedimiento de modelado no lineal, que permite examinar
la naturaleza de una hipote´tica relacio´n entrada-salida en los datos analizados [19],
ha sido tambie´n utilizado en la consecucio´n de un vector de retardos o´ptimo. Para
ello, se escogen m valores pasados (la dimensio´n de embebimiento) y se hace una
optimizacio´n de los 2m+1 combinaciones de elementos posibles de vectores de retardos.
Cada combinacio´n sera´ entrada a un modelo que buscara´ la minimizacio´n del error de
prediccio´n [20].
En general, las te´cnicas de embebimiento no uniforme han tenido aceptacio´n en el
contexto de prediccio´n, siendo su labor en tareas de reconocimiento de patrones un
campo inexplorado.
Ahora bien, en la caracterizacio´n con medidas de dina´mica no lineal, se usan con-
vencionalmente medidas como el Ma´ximo Exponente de Lyapunov (LLE) que cuanfica
la sensitividad a condiciones iniciales, la dimensio´n de correlacio´n (d2) que mide la
autosimilaridad de la serie de tiempo embebida, y el Exponente de Hurst que calcula
la correlacio´n existente entre diferentes puntos en la serie de tiempo [1, 21]. Sin em-
bargo el ca´lculo de LLE y d2 requieren que la dina´mica de las sen˜ales sea puramente
determin´ıstica, suposicio´n que es inadecuada debido a los componentes estoca´sticos
que pueden presentarse en series de tiempo fisiolo´gicas.
Existen una serie de medidas caracterizantes de la complejidad de una sen˜al, que
no hacen suposiciones acerca de su naturaleza (determin´ıstica o estoca´stica)[22]. Al-
gunas de las medidas usadas en este contexto son: la Entrop´ıa Aproximada (Approx-
imate Entropy – ApEn) [23], la Entrop´ıa Muestreada (Sample Entropy – SampEn)
[24], la Entrop´ıa Aproximada de Kernel Gaussiano (Gaussian Approximate Entropy –
GapEn)[25], y la Entrop´ıa Fuzzy (Fuzzy Entropy – FuzzyEn) [26].
ApEn es un estimador de regularidad, basado en la entrop´ıa de Kolmogorov, que
mide la probabilidad de que sucesiones de patrones que esta´n cerca, permanezcan
cerca en las pro´ximas comparaciones incrementales [23]. A mayor probabilidad de
permanecer cerca, se obtiene un valor menor de ApEn [27], que cl´ınicamente esta´
asociados con patolog´ıas, es decir con sen˜ales ma´s regulares, y con menor aleatoriedad
aparente [27].
ApEn ha sido exitosa en el estudio y discriminacio´n de enfermedades mu´ltiples
como: episodios de hipertensio´n intracranial en pacientes pedia´tricos con lesiones cere-
brales trauma´ticas [28] [29], ana´lisis sobre series de tiempo generadas por pacientes
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esquizofre´nicos [30], estudios de la variabilidad del ritmo card´ıaco por enfermedades y
debido al envejecimiento [31], entre otras.
Sin embargo dicha medida posee problemas, debido a que en la bu´squeda de e´pocas
similares en la serie de tiempo, hace comparaciones consigo misma generando un sesgo
en la estimacio´n. Para resolver dicho inconveniente la Entrop´ıa Muestreada fue prop-
uesta en [24].
Esta estad´ıstica ha sido exitosa en el estudio de diferentes sen˜ales fisiolo´gicas como:
la variabilidad card´ıaca de neonatos [32], la deteccio´n de Estenosis Ao´rtica usando
sen˜ales fonocardiogra´ficas en perros [33], el ana´lisis de electroencefalogramas en neonatos
[34], entre otras.
Debido a que ApEn y SampEn tiene problemas por estar formuladas sobre la funcio´n
de Heaviside [26], se han propuesto otros estimadores de regularidad: GapEn [22], que
reemplaza la funcio´n de Heaviside de ApEn por una de Kernel Gaussiano,y FuzzyEn
[26] que lo hace por una funcio´n de pertenencia Fuzzy.
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Parte II
Marco Teo´rico
11

2. Representacio´n de sistemas
dina´micos en el espacio de estados
En el presente cap´ıtulo se hace una breve introduccio´n a los sistemas dina´micos, y
al estudio de los mismos con te´cnicas no lineales. Se hace un breve recorrido por las
te´cnicas convencionales de representacio´n de sen˜ales en el espacio de estados, explicando
tambie´n dos enfoques no convencionales de reconstruccio´n de series de tiempo.
2.1 Embebimiento Uniforme
Un sistema dina´mico es aquel cuyo comportamiento evoluciona en el tiempo. Si este
comportamiento cambia continuamente en el tiempo (o a intervalos discretos de tiempo
para el caso discreto) sera´ matema´ticamente descrito por un conjunto de ecuaciones
diferenciales (o en diferencias) auto´nomas ordinarias de primer orden. Para el caso
discreto e´stas tendra´n la forma [3]:
u(t+ 1) = F (u(t)) (2.1)
Donde u(t) son vectores de estado d-dimensionales, cuyos elementos son las vari-
ables dina´micas (internas) del sistema; y F (.) son las reglas dina´micas y determin´ısticas
que gobiernan el comportamiento de estas variables. Para los fines de esta tesis F (.)
sera´ considerada no lineal.
La representacio´n de sistemas dina´micos se da en un espacio Rd, llamado espacio
de estados (o de fase), cuyos ejes coordenados son las variables dina´micas del proceso,
y sobre los que es posible representar cualquier estado que el sistema pudiera tener. Si
adicionalmente los sistemas son disipativos, habra´ una atraccio´n a un subconjunto del
espacio de fases, que recibira´ el nombre de atractor del sistema [1].
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Ahora bien, como usualmente no se tiene acceso a los estados de un sistema, se
suele utilizar una funcio´n de observacio´n h(.) sobre el proceso, que mapee los estados
d-dimensionales no observables a valores escalares. La sucesio´n de estas observaciones
a medida que el tiempo transcurre, da lugar a series de tiempo s(t).
s(t) = h(u(t)) (2.2)
Si n mediciones son hechas, entonces s(t) = (x1, x2, ..., xn), donde cada observacio´n
escalar sera´ una proyeccio´n de las variables internas del sistema.
Si bien es deseable obtener a partir de la serie de tiempo la dina´mica intr´ınseca
del sistema, el proceso de proyeccio´n puede ser no lineal y puede mezclar diferentes
variables internas, por lo que una reconstruccio´n del espacio de estados original puede
resultar ser compleja, au´n teniendo alto conocimiento del proceso de observacio´n que da
origen a la serie de tiempo [1]. Por esta razo´n se busca una reconstruccio´n equivalente,
que sera´ suficiente y a veces ma´s producente para los fines buscados, que la recon-
struccio´n exacta del atractor original. Por equivalente se habla de reconstrucciones
homeomo´rficas (u equivalentes topolo´gicamente) capaces de conservar las propiedades
topolo´gicas del sistema, es decir, aquellas que se guardan bajo transformaciones como
estiramiento, traslacio´n, o rotacio´n del objeto sin que implique romper o conectar pun-
tos o regiones que no sean adyacentes [2].
El teorema de Takens provee una solucio´n en reconstruccio´n para una serie de
tiempo, tal que las propiedades del atractor original sean topolo´gicamente equivalentes
a la reconstruccio´n formada por vectores de fase m-dimensionales, con m ≥ 2d+ 1, en
un proceso llamado embebimiento y con una reconstruccio´n de la forma:
x(t+ 1) = f(x(t)) (2.3)
Donde f y F sera´n homeomo´rficas entre s´ı, y el vector de estado reconstruido
x(t) ∈ Rm sera´:
x(t) = [x(t), x(t− τ), x(t− 2τ), ..., x(t− (m− 1)τ)] (2.4)
Con m la dimensio´n de embebimiento o el mı´nimo nu´mero de coordenadas para
representar la sen˜al sin que se presenten traslapes en el espacio de estados, y τ , el
tiempo de retardo que influenciara´ la forma y la dispersio´n del atractor reconstruido.
La coleccio´n de todos los estados del sistema forma la matriz de embebimiento M:
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M = [x(1),x(2), ...,x(n− (m− 1)τ)]T (2.5)
Donde cada x(.) representa un estado.
Usualmente a (2.4) se le llama embebimiento por retardo de tiempo o embebimiento
uniforme, esto debido a que la reconstruccio´n se hace con un para´metro τ constante
que crea vectores de estado, con elementos mapeados a intervalos iguales.
2.1.1 Obtencio´n de los para´metros o´ptimos para el embebimiento
uniforme
La correcta reconstruccio´n de una serie de tiempo depende del ca´lculo correcto de los
para´metros τ y m. Aunque algunos autores afirman que lo ma´s importante a la hora
de embeber es la consecucio´n de una cantidad igual al producto de m.τ , en el presente
cap´ıtulo se tratara´n por aparte los dos para´metros y las formas usuales de obtencio´n
de los mismos.
Obtencio´n del tiempo de retardo τ
A pesar de que cualquier valor τ es va´lido en sistemas libres de ruido, una correcta
estimacio´n podr´ıa facilitar el ana´lisis. As´ı, si un tiempo de retardo pequen˜o es escogido
comparado con la escala de tiempo del sistema, vectores de estado fuertemente cor-
relacionados sera´n producidos. Por otra parte, un valor grande generara´ vectores de
estado casi independientes, dispersos sobre todo el espacio de fases [1].
La idea clave en el escogencia del tiempo de retardo es que los elementos que
reconstruyen el vector de estado deben estar lo suficientemente cerca en el tiempo tal
que este´n dina´micamente relacionados, y sin embargo lo suficientemente lejos para que
no resulten redundantes [2].
Una de las reglas ma´s simples para estimar el valor de τ , es examinar en la serie de
tiempo la funcio´n de correlacio´n entre pares de datos como una funcio´n de su separacio´n
en el tiempo τ0, y definir una funcio´n de correlacio´n como:
R(τ0) =
< x(t).x(t+ τ0) >
< x(t)2 >
(2.6)
Con < . > denotando un promedio sobre todos los puntos en la serie de tiempo.
Sobre esta funcio´n se determina el tiempo tc en el que se presenta el primer cruce por
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cero de R(τ0), llamado tiempo de correlacio´n. Debido a que se busca un τ que genere
alta correlacio´n pero que permita tambie´n que la dina´mica del sistema sea exhibida,
un pequen˜o mu´ltiplo (2 o 3) del tc es escogido como valor o´ptimo de τ [2].
Un enfoque ma´s sofisticado usa la informacio´n mutua, que provee una medida de
la probabilidad de que puntos vecinos, x(t) e x(t + τ) no sean estad´ısticamente inde-
pendientes. Si P (x(t)) y P (x(t) + τ) son distribuciones de probabilidad de los puntos
vecinos, y P (x(t), x(t + τ)) es la distribucio´n de probabilidad conjunta, entonces la
informacio´n mutua se define como:
I(τ) =
∑
t
P (x(t), x(t+ τ)) log
P (x(t), x(t+ τ))
P (x(t)).P (x(t+ τ))
(2.7)
Para cierto τ lo suficientemente grande la probabilidad conjunta sera´ igual al pro-
ducto de las distribuciones separadas (marginales) y la informacio´n mutua sera´ cero.
As´ı un tiempo de retardo τ se escoge tal que la informacio´n mutua alcance su primer
mı´nimo [35].
Obtencio´n de la dimensio´n de embebimiento m
En cuanto a la estimacio´n de m, se debe asegurar que dicho valor sea lo suficiente-
mente grande para que el atractor reconstruido sea propiamente embebido en el sentido
topolo´gico [2]. A pesar de que cualquier valor mayor al m o´ptimo es aceptable, no es
del todo recomendable dado que agregara´ coordenadas redundantes en el espacio de
estados, entorpeciendo su posterior ana´lisis.
El me´todo t´ıpico de estimacio´n de la dimensio´n de embebimiento es mediante el
criterio de los falsos vecinos (False Nearest Neighbors – FNN), cuyo principio se basa
en la bu´squeda de puntos que sean vecinos en el espacio de fases, pero que no deber´ıan
serlo dado que su evolucio´n temporal es diferente [1].
Para vectores de embebimiento x(t) como en (2.4). Los correspondientes vectores
reconstruidos, correspondientes a los vecinos ma´s cercanos sera´n:
xNN(t) = [x(t′), x(t′ − τ), ..., x(t′ − (m− 1)τ)] (2.8)
Si el vector de estado xNN(t) es un verdadero vecino de x(t), entonces vino al vecin-
dario de x(t) por or´ıgenes dina´micos. Si es un falso vecino provino de una proyeccio´n de
una dimensio´n mayor, debido a que la presente dimensio´n m no representa adecuada-
mente el atractor en el espacio de estados. Aumentando la dimensio´n a m+ 1, el falso
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vecino se remueve de la vecindad de x(t); as´ı al revisar cada punto x(t) y buscar la
dimensio´n en que se remueven todos los falsos vecinos, se lograra´ estimar la dimensio´n
de embebimiento adecuada [36].
El criterio FNN se explica a continuacio´n [37]:
Def´ınase xˆ(t) como el vector x(t) de dimensio´n m + 1, y xˆ(t)NN el vector x(t)NN
de dimensio´n m+ 1 tal como:
xˆ(t) = [x(t), x(t− τ), x(t− 2τ), ..., x(t−mτ)] (2.9)
xˆ(t)NN = [x(t′), x(t′ − τ), x(t′ − 2τ), ..., x(t′ −mτ)] (2.10)
Se tendra´ que el incremento en la distancia entre estos dos puntos es dado solamente
por la diferencia entre los u´ltimos componentes. As´ı:
||xˆ(t)− xˆ(t)NN ||2 − ||x(t)− x(t)NN ||2 = [x(t−mτ)− x(t′ −mτ))]2 (2.11)
Normalizando la distancia entre ambos puntos se tendra´:
|x(t−mτ)− x(t′ −mτ)|2∥∥∥x(t)− x(t)NN∥∥∥ ≥ RT (2.12)
Donde RT es un valor de umbral. Un RT pequen˜o hara´ que verdaderos vecinos se
cuenten como falsos, por el contrario uno grande hara´ que algunos falsos vecinos no
sean incluidos. Valores t´ıpicos esta´n entre 10 y 30, siendo 15 un buen punto de partida.
2.2 Embebimiento no uniforme
En sen˜ales con mu´ltiples periodicidades fuertes con escalas de tiempo muy diferentes,
un tiempo de retardo τ pequen˜o sera´ o´ptimo para los componentes de alta frecuencia,
mientras que para las de baja frecuencia un τ grande es apropiado. Un compromiso
en valores es inadecuado para ambas escalas de tiempo [16].
Con esto en mente, el embebimiento no uniforme fue propuesto para tratar con
diferentes escalas de tiempo dentro de una misma sen˜al. Contrario al embebimiento
convencional que usa un u´nico valor de retardo τ , el embebimiento no uniforme usa un
vector de retardos l = (l1, l2, ..., ln), y define la reconstruccio´n en (2.4) como:
x(t) = [x(t− l1), x(t− l2), ..., x(t− ln)] (2.13)
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La seleccio´n de los elementos o´ptimos en l presenta sin embargo un problema por
la explosio´n combinatoria de embebimientos posibles a medida que la dimensio´n m
aumenta [16] (m en el embebimiento no uniforme sera´ el nu´mero de elementos en el
vector de retardos).
En la gra´fica 2.1 se ilustra el principio del embebimiento uniforme y no uniforme
para una serie de tiempo.
τ τ τ τ τ τ τ τ τ...
(a) Embebimiento Uniforme.
...
(b) Embebimiento uniforme
Figura 2.1: La Gra´fica 2.1a ilustra el embebimiento uniforme con un u´nico valor de re-
tardo τ que implica intervalos muestreados a espaciamientos iguales. La gra´fica 2.1b ilustra
el embebimiento no uniforme m con diferentes valores de retardo muestreando la sen˜al a
espaciamientos diferentes.
A pesar de que pocas metodolog´ıas se pueden encontrar en la literatura para resolver
el problema de la estimacio´n o´ptima de l, dos me´todos sera´n presentados: el propuesto
por Judd [16], y el propuesto por Ragulskis [18].
2.2.1 Embebimiento no uniforme, me´todo de Judd
La reconstruccio´n o´ptima utilizando embebimiento no uniforme depende fundamen-
talmente de encontrar dos para´metros: el vector de retardos l y la ventana de em-
bebimiento dw. Este u´ltimo sera´ el mayor elemento de l, que puede pensarse como la
anchura de una ventana que se desliza a trave´s de la serie de tiempo, y sera´ t´ıpicamente
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definido por ln = dw = τm, con m la dimensio´n de embebimiento, y τ el tiempo de
retardo como en el embebimiento uniforme.
Para hallar l, Judd y Mees proponen un procedimiento en que conjuntamente se re-
aliza embebimiento y modelado; as´ı, el criterio correcto para optimizar el embebimiento
es lo que se usa para medir la calidad del modelo [16].
El me´todo propone primeramente modelar una serie de tiempo, tal que:
x(t+ 1) = y(t) = f(x(t)) + t (2.14)
Con f una funcio´n desconocida capaz de capturar la dina´mica del sistema, t los
errores de modelado (asumidos Gaussiano por simplicidad) y x(.) los vectores de estado
reconstruidos como en (2.13).
Un problema que se presenta es la correcta seleccio´n de las funciones f capaces de
modelar efectivamente el proceso. Para solucionar esto, Judd y Mees proponen usar
funciones pseudo-lineales debido a las propiedades deseables que presentan: existencia
de me´todos eficientes para el ajuste de sus para´metros y su capacidad de modelar una
gran variedad de no linealidades [38].
E´stas son de la forma:
f(x(t)) =
mb∑
i=1
λiφi(x(t)) (2.15)
Donde φi sera´n funciones bases del modelo y λi sera´n constantes de peso enteras.
Ahora, reescribiendo (2.14) con (2.15), la ecuacio´n se transforma en:
y(t) =
mb∑
i=1
λiφi(x(t)) + t (2.16)
Debido a que las funciones bases φi, sera´n en general, funciones no lineales que
dependen de varios para´metros que deben ser optimizados, implicando a su vez pro-
cedimientos complicados, lentos, y tendientes a caer en mı´nimos locales; es propuesto
generar un gran nu´mero de funciones base fijas, no solo al comienzo del modelamiento
sino a medida que el proceso de construccio´n de modelos progrese, en vez de optimizar
para´metros de unas cuantas funciones base.
Adicionalmente como estas funciones φi pueden pertenecer a muchos tipos difer-
entes, se suelen restringir a 3 familias espec´ıficas: funcio´n constante, funciones lineales
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de los componentes coordenados de x(t), y funciones de base radial. Estas u´ltimas son
funciones que dependen solamente de la distancia radial de un punto llamado centro,
y que sera´n φr(
x(.)−cj
rj
) para centros cj y radios rj, y φr(.) del tipo gaussiano, tophat
gaussiano, sigmoide, wavelet, por nombrar algunas.
Ahora bien, para hallar el mejor modelo se debe encontrar tambie´n la cantidad
o´ptima de funciones bases, es decir el valor del l´ımite mb en (2.16), basando la escogen-
cia en un criterio de informacio´n llamado Mı´nima Longitud de Descripcio´n (Minimum
Description Length – MDL).
A mayor cantidad de funciones base es posible obtener un mejor modelo, sin em-
bargo demasiadas lo sobreajustara´n demasiado al ruido. Por el contrario, un nu´mero
insuficiente dejara´ de capturar las no linealidades propias de la serie de tiempo. Un
compromiso es adecuado, y el MDL sera´ un criterio que se encargara´ de decidir cuando
se ha alcanzado el punto o´ptimo.
El criterio del MDL esta´ basado en el principio de la navaja de Occam: lo ma´s
simple es lo mejor. Aplicado al contexto del modelado de series de tiempo, se debe
entonces buscar el modelo ma´s sencillo, que genere los menores errores de prediccio´n y
produzca buenas propiedades topolo´gicas al reconstruir el atractor.
Para un modelo particular el MDL es proporcional al nu´mero de bytes de infor-
macio´n requeridos para reconstruir la serie de tiempo original. Una analog´ıa deja ver
mejor el concepto: si se fueran a transmitir los datos, el MDL ser´ıa la compresio´n
ganada al transmitir solo los para´metros de un modelo, el error de prediccio´n y el
modelo a utilizar, en vez de transmitir la serie de tiempo completa [16], es decir, el
MDL de una serie de tiempo sera´ la compresio´n de los datos de precisio´n finita, ganada
por el modelado de los mismos.
As´ı, si un modelo es pobre sera´ ma´s econo´mico simplemente enviar la serie de
tiempo, si por el contrario el modelo esta sobreajustado la descripcio´n del modelo
aumenta (el modelo se ajusta demasiado al ruido), mientras que si el modelo es bueno,
la descripcio´n y los errores de prediccio´n del modelo sera´n compactos [37].
La descripcio´n de longitud de una serie de tiempo particular estara´ dada una ex-
presio´n de la forma [39]:
DL ≈ (Nu´mero de datos) x log(suma de cuadrados de errores de prediccio´n)
+(Penalizacio´n por precisio´n nume´rica de para´metros)
Habiendo definido el criterio de optimalidad usado por Judd, es posible ahora ex-
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plicar el proceso de consecucio´n de un modelo o´ptimo para un cierto vector de retardo
x(.):
Def´ınase V:
V =

φ1(x(1)) φ2(x(1)) · · · φmb(x(1))
φ1(x(2)) φ2(x(2)) · · · φmb(x(2))
...
...
. . .
...
φ1(x(n)) φ2(x(n)) · · · φmb(x(n))

nxmb
(2.17)
Y λ un vector:
λ = (λ1, λ2, ..., λmb)
T
mb×1 (2.18)
El criterio de optimalidad esta´ dado por la minimizacio´n sobre λ del error cuadra´tico
medio de prediccio´n e = y−Vλ, dado por:
min
λ
{‖y−Vλ‖} (2.19)
El problema de seleccio´n consiste ahora en encontrar la menor combinacio´n lineal
de funciones base φi, capaces de modelar efectivamente la serie de tiempo. En otras
palabras se deben decidir cuales λi debera´n ser diferentes de cero. Este sera´ el llamado
problema restringido de seleccio´n, que puede ser resuelto al minimizar para crecientes
valores de k:
min
λ
{‖y−Vλ‖}
s.a : N(λ) = k, k = 0, 1, 2, ...
(2.20)
Con N(λ) = k el nu´mero de componentes no cero de λ.
Se tendra´ entonces que hallar el MDL para cada k, aumentado su valor hasta que
no haya un incremento significativo del MDL del modelo. En el caso particular, de
modelos pseudo-lineales con error de ajuste distribuidos normalmente, el MDL sera´ de
la forma [38]:
S(k) =
(n
2
− 1
)
ln
(
eTe
n
)
+ (k + 1)
(
1
2
+ ln γ
)
−
k∑
j=1
ln δj (2.21)
Donde γ esta´ relacionado con la escala de los datos, Q = n
∧
V
T ∧
V/eTe, δ resuelve
[Qδ]j = 1/δj, V como en (2.17), y
∧
V una matriz formada por columnas de V que
corresponden a elementos no cero de λ.
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El resultado final de esta optimizacio´n sera´ un modelo o´ptimo para un vector de
retardos espec´ıfico, y debera´ ser repetido para todos los vectores de retardos posibles.
Debido al alto costo computacional que eso implica, un vector de retardos inicial es
analizado. Luego, es evaluada si la inclusio´n de un nuevo elemento provee un mejor
modelo medido por v´ıas del criterio del MDL. Este proceso es repetido hasta que se
incluya la ventana de embebimiento dw.
El Algoritmo 1 resume el procedimiento para un u´nico vector de retardos x(.) [40]
[16].
Algoritmo 1 Algoritmo de Judd y Mees para hallar el embebimiento uniforme
1. Normalizar las columnas de V (2.17).
2. Sea eB = y, B = 0. Def´ınase tambie´n S0 =
(
N
2 − 1
)
ln
(
yT y
N
)
+ 0.5 + ln γ.
3. Sea µ = VTeB y j el ı´ndice del componente de µ con ma´ximo valor absoluto. Los
componentes del vector µ medira´n que tan cerca cada una de las funciones base que no este´n
en uso actualmente alcanzara´n el error del modelo actual. Se extiende el actual modelo con
las funciones base que mejor encuentre el error del modelo: B′ = BU{j}
4. Se calcula (con la nueva base B′) el λB′ tal que y −VB′λB′ sea minimizado. Sea u′ =
VTeB′ . Sea o el ı´ndice en B′ correspondiente al componente de u′ con el menor valor absoluto.
o sera´ el ı´ndice de la funcio´n base que hace la menor contribucio´n al modelo actual extendido.
5. Si o 6= j entonces B = B′\o (se quita la funcio´n base o que menos aporte si esta no
es la u´ltima que se agregado). Se calcula el λB tal que y −VBλB sea minimizado, junto a
eB = y− VBλB. Despue´s se vuelve al paso 3.
6. Si o = j se encontro´ la mejor base. Def´ınase entonces Bk = B con k = |B|. Encuentre δ
tal que
(
VBTVBδ
)
j
= 1δj para cada j = {1, 2, ..., k} y calcu´lese Sk =
(
N
2 − 1
)
ln eB
TeB
N +
(k + 1) (0.5 + ln γ)−
k∑
j=1
ln δj
7. Si Sk < Sk−1 vaya a 3 y continu´e hasta que el MDL deje de bajar.
8. La base Bk tal que Sk es m´ınima es el modelo o´ptimo.
2.2.2 Embebimiento no uniforme, me´todo de Ragulskis
Ragulskis et al. [18] proponen el uso de un me´todo determin´ıstico para la seleccio´n de
un conjunto o´ptimo de vectores de retardo. Aunque esta seleccio´n es usada como argu-
mento de entrada a sistemas de inferencia Fuzzy para evaluar su capacidad predictiva;
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la presente tesis se enfoca en el estudio de la discriminancia que dicha metodolog´ıa de
embebimiento pudiera proveer.
El objetivo del me´todo de Ragulskis es la consecucio´n del ma´ximo esparcimiento del
atractor en el espacio de fases, para lo cual usa consideraciones geome´tricas buscando
la mayor circularidad en todas las proyecciones planares del atractor embebido.
Con esto en mente, es generada entonces una funcio´n de calidad de que tan circular
es el conjunto de proyecciones 2-dimensionales del atractor; luego, una funcio´n objetivo
es propuesta para hallar los para´metros del vector de retardo l que maximizan la
circularidad de la serie embebida.
La reconstruccio´n para un embebimiento de este tipo, reescribe la ecuacio´n (2.4)
como:
x(t) = (x(t), x(t+ τ1), ..., x(t+ τ1 + ...+ τ(m−1))
t = 1, 2, ..., N −
m−1∑
i=1
τi
(2.22)
Y define la matriz de embebimiento M como en (2.5), la distancia de tiempo entre
dos puntos adyacentes en la serie de tiempo escalar como δ, y la ventana de embe-
bimiento como δ
m−1∑
i=1
τi.
El ana´lisis comienza con una reconstruccio´n 2-dimensional de una serie de tiempo
armo´nica de la forma:
s(t) = A.sin(ωδ(t− 1) + Φ)
t = 1, 2, ..., N
(2.23)
Donde A es la Amplitud, ω la frecuencia c´ıclica, y Φ la fase de la funcio´n armo´nica.
El mapeo al espacio de estados 2-dimensional da origen a una elipse en un plano de
fases con X1 e X2 como ejes coordenados, y cuya ecuacio´n estara´ dada por:
X2 = X1.cos(ωτδ) +
√
A2 −X12sin(ωτδ) (2.24)
Y los radios de las elipses mapeadas como:
r1 = Asin(ωτδ)/
√
(1− cos(ωτδ))
r2 = Asin(ωτδ)/
√
(1 + cos(ωτδ))
(2.25)
Se define ahora una funcio´n de calidad de la circularidad de la serie de tiempo como:
Q1 =
E
piA2
(2.26)
23
Donde E es el a´rea de la elipse mapeada, y el denominador sera´ el a´rea de un c´ırculo
de radio A en el espacio de estados. Un factor Q1 = 1 sera´ el caso ideal con un mapeo
totalmente circular, y Q1 = 0 sera´ el peor caso con un mapeo hecho sobre una l´ınea
recta.
El factor de calidad (2.26) se puede reescribir utilizando (2.25) como:
Q1 =
E
piA2
=
pir1r2
piA2
= |sin(ωτδ)| (2.27)
Ahora, para el caso m-dimensional habra´n m(m − 1)/2 proyecciones planares del
atractor en ejes coordenados Xi−Xj; 1 ≤ i ≤ m, 1 ≤ j ≤ m, i 6= j. Si el embebimiento
es uniforme los τi sera´n iguales entre ellos, y se debera´ definir un factor de calidad para
todas las posibles combinaciones de j e i como:
Qij = |sin(ω(j − i)τδ)| (2.28)
Como Qij depende de la diferencia entre j e i, una nueva notacio´n es presentada:
Q1 = Qij|j−i|=1
Q2 = Qij|j−i|=2
...
Qm−1 = Qij|j−i|=m−1
Se define finalmente una funcio´n de calidad de embebimiento como el promedio de
los para´metros de calidad de embebimiento en todas las posibles proyecciones planares:
Q(τ, ω) =
2
m(m− 1)
m−1∑
k=1
(m− k)Qk (2.29)
=
2
m(m− 1)
m−1∑
k=1
(m− k)sin(kωτδ) (2.30)
La anterior expresio´n se puede ampliar para el caso en el que se tenga un embe-
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bimiento no uniforme formado por τi diferentes:
Q(τ1, ..., τm−1, ω) = 2m(m−1)(
m−1∑
i=1
|sin(ωδτi)|
+
m−2∑
i=1
|sin(ωδ(τi + τi+1))|+ · · ·+ |sin(ωδ
m−1∑
j=1
τj)|)
(2.31)
Debido a que cada componente armo´nico de la serie de tiempo original sera´ afectado
por la funcio´n de calidad cuando la serie de tiempo se embebe en el espacio de estados
m-dimensional, se define una funcio´n objetivo F (.) que caracteriza la magnitud del
esparcimiento del atractor en el espacio de estados, dada por:
F (τ1, ..., τm−1) =
pi
2
∫∞
0
A(ω)Q(τ1, ..., τm−1)dω∫∞
0
A(ω)dω
(2.32)
Con A(ω) la amplitud del espectro de Fourier de la serie de tiempo, y los l´ımites
de la integral involucrando todas las frecuencias posibles de la sen˜al.
Ahora, una maximizacio´n de los para´metros de la funcio´n objetivo dara´ origen a
la mejor combinacio´n de vectores de retardo. En la presente tesis se utilizo´ para tales
fines un algoritmo gene´tico.
Finalmente para ilustrar el efecto del embebimiento en una sen˜al fisiolo´gica, se
muestra en la figura 2.2 una gra´fica comparativa de los tres me´todos de embebimiento
sobre un frame de una sen˜al de voz.
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Figura 2.2: Reconstruccio´n de un atractor para un frame de una sen˜al normal embebida
en R3. (a) muestra la reconstruccio´n para un embebimiento uniforme, (b) usando el me´todo
de embebimiento no uniforme de Judd, y (c) con el me´todo de embebimiento no uniforme de
Ragulskis
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3. Caracterizacio´n
3.1 Introduccio´n
Dado que el Teorema de Takens provee una reconstruccio´n topolo´gicamente equiv-
alente del espacio de fases original de un sistema, utilizando solamente una serie de
observaciones; es deseable el ca´lculo de aquellas cantidades que permanecen invariantes
ante los suaves cambios de coordenadas que la reconstruccio´n implica. Adicionalmente
se busca que dichas cantidades no dependan de las condiciones iniciales que dieron
origen al atractor en el espacio de fases, as´ı como cierta robustez a los para´metros
necesarios en la reconstruccio´n, de tal manera que puedan ser usadas para una va´lida
caracterizacio´n del sistema dina´mico.
Con esto en mente, se pueden encontrar dos tipos de medidas invariantes: Invari-
antes esta´ticas que dependen principalmente de la medida invariante (y su soporte), y
que aparecen como dimensiones del atractor y exponentes de masa que tienen que ver
con varias funciones de correlacio´n esta´ticas del atractor. E invariantes dina´micas que
dependen de las propiedades de las trayectorias, e incluyen varias entrop´ıas, exponentes
de Lyapunov, y los momentos de las fluctuaciones en los exponentes de Lyapunov [41].
Entre la infinidad de medidas invariantes que pueden encontrarse, tanto esta´ticas
como dina´micas, la caracterizacio´n utilizando dina´mica no lineal t´ıpicamente suele
utilizar al Ma´ximo Exponente de Lyapunov, y la dimensio´n de Correlacio´n. En la
presente tesis sin embargo, se estudiara´ el poder caracterizante de las anteriores, junto
con el Exponente de Hurst, y 4 medidas de la regularidad de series de tiempo, todas
aproximaciones de la Entrop´ıa de Kolmogorov.
3.2 Dimensio´n de Correlacio´n (d2)
La dimensio´n, ma´s que el nu´mero de variables dina´micas que se necesitan para rep-
resentar un sistema dina´mico, resultan ser un indicador del grado de complejidad de
un sistema. Debido a esto, el rastreo de cambios en la dimensio´n debido a patolog´ıas,
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puede llegar a convertirse en un criterio de diagno´stico u´til en labores de deteccio´n de
enfermedades [2].
Para estimar la dimensio´n de un objeto se han propuesto diferentes me´todos; todos
sin embargo, compartiendo la idea de medir el objeto a una escala r, de tal manera
que se ignoren las irregularidades de taman˜o menor a r y se estudie como las medidas
var´ıan conforme r tiende a 0.
El me´todo ma´s simple para estimar la dimensio´n de un objeto, consiste en cubrir
el atractor con una grilla regular de cajas (hiper-volu´menes) de longitud r, tal que sea
M(r) el nu´mero de cajas que contienen al menos un punto:
M(r) ∝ rdB , r → 0
Que reescrito quedara´:
dB = lim
r→0
log(M(r))
log(r)
(3.1)
dB recibe el nombre de dimensio´n de capacidad o´ de cajas (box counting dimension).
En la pra´ctica este estimado de dimensio´n no suele ser utilizado debido a su alto costo
computacional, y a la necesidad de tener series de tiempo con alta resolucio´n para
obtener buenos estimados de dimensio´n [1].
En contraparte, Grassberger y Procaccia [42] propusieron un me´todo para estimar
la dimensio´n de una manera ma´s eficiente. Sea x(.) un vector de estado reconstruido
como en (2.4), sea tambie´n Nx(r) el nu´mero de puntos en el atractor dentro de una
hiper-esfera de radio r centrada en x(.). La mayor´ıa de los puntos encerrados en la
hiper-esfera vendra´n por or´ıgenes dina´micos, ma´s que por cercan´ıa con otros puntos
correlacionados temporalmente. As´ı Nx(r) sera´ una medida de que tan frecuentemente
una trayectoria visita un r-vecindario de x(.). Si r es variado, se encontrara´ que a
medida que el nu´mero de puntos en la esfera crece:
Nx(ε) ∝ εdp (3.2)
Donde dp sera´ la llamada dimensio´n punto a punto (pointwise dimension) en x(.).
Debido a que dp puede depender significativamente del x(.) que se escoge, se suele
obtener un promedio de Nx(r) sobre muchos x(.), tal que:
C(r) ∝ rd2 (3.3)
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Siendo d2 la llamada dimensio´n de correlacio´n (correlation dimension) y C(r) la
integral de correlacio´n.
La dimensio´n de correlacio´n sera´ un identificador de la autosimilaridad de un atrac-
tor. Esta propiedad caracteriza estructuras geome´tricas que tienen comportamiento
replicante bajo magnificaciones apropiadas, es decir, cuando una parte del objeto es
observada bajo una magnificacio´n adecuada, la parte aparentara´ ser igual a la totali-
dad, no habiendo manera de saber a que escala es visto el objeto con tan solo considerar
una seccio´n.
Un me´todo efectivo para estimar la dimensio´n de correlacio´n es utilizando el esti-
mador de Takens, que para una serie de tiempo de longitud n, define la integral de
correlacio´n como:
C(r) = lim
n→∞
1
n2
n∑
i,j=1
Θ(r − ‖x(i)− x(j)‖) (3.4)
Donde Θ es la funcio´n de Heaviside y r la medida de tolerancia.
Ampliando la definicio´n en (3.3), se espera que a medida en que r → 0 entonces
C(r) = φ.rv; donde φ es una constante que refleja la lacunaridad, una medida de como
los datos llenan el espacio [43]; y v es el exponente de correlacio´n equivalente a d2.
Para una cierta cantidad Np, de distancias rp escogidas aleatoriamente entre x(.),
independientes y distribuidas aleatoriamente de acuerdo a la probabilidad:
P (rp < r) = C(r) = φ.r
v (3.5)
El estimador de Takens, T2(r), dara´ el valor v que maximiza (3.5) como:
T2(r) =
[
−1
Np − 1
Np∑
p=1
log
(rp
r
)]−1
(3.6)
En el l´ımite r → 0 y Np →∞; T2(r) sera´ la estimacio´n de d2 [44].
3.3 Exponente de Hurst
El exponente de Hurst es una medida de la memoria a largo plazo del sistema, es decir,
cuantifica la influencia de valores pasados en el valor actual de la serie de tiempo. Puede
verse tambie´n como una medida de la persistencia del proceso a seguir tendencias o de
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la correlacio´n existente entre diferentes puntos en la serie de tiempo [21].
El exponente de Hurst var´ıa en valor entre 0 y 1, donde un valor menor a 0.5
mostrara´ correlacio´n negativa, implicando un proceso antipersistente en el que habra´
tendencia a regresar al punto de donde se comenzo´; as´ı, si la tendencia de la serie es
positiva, es posible que haya un cambio a tendencia negativa en la pro´xima iteracio´n.
Un valor cercano a 0.5 indicara´ que no habra´ correlacio´n entre los valores actuales
y pasados, un indicador de movimiento Browniano. Un valor mayor a 0.5 indicara´
correlacio´n positiva, y sera´ un indicador de un proceso persistente en el que la direccio´n
de la trayectoria tendera´ a seguir igual.
El exponente de Hurst se puede calcular con el me´todo del rango reescalado expli-
cado en el Algoritmo 2:
Algoritmo 2 Algoritmo R/S para la estimacio´n del exponente de Hurst
Supo´ngase una serie de tiempo s(t) de n elementos, dada en un periodo de observacio´n 1 ≤
t ≤ T . Se analiza la serie sobre un intervalo arbitrario s + 1 ≤ t ≤ s + τ , cuya diferencia de
tiempo es τ . Sobre un intervalo [s+ 1, s+ τ ]:
1. Calcu´lese el valor medio: µ = 1n
n∑
i=1
x(i)
2. Calcu´lese la media ajustada a los datos Y : Yt = x(t)− µ, t = 1, 2, ..., n
3. Calcu´lese la serie acumulativa desviada Z: Zt =
t∑
i=1
Yi, t = 1, 2, ..., n
4. Calcu´lese las series de rango R: Rt = max(Z1, Z2, ..., Zt) − min(Z1, Z2, ..., Zt), t =
1, 2, ..., n
5. Calcu´lese las series de desviacio´n esta´ndar S: St =
√
1
t
t∑
i=1
(x(i)−me)2, con me la media
desde x(1) a x(t).
6. Calcu´lese las series de rango Reescalado (R/S): (R/S)t = Rt/St, t = 1, 2, ..., N
7. Se grafica (R/S) contra el tiempo en coordenadas logar´ıtmicas. La pendiente de la l´ınea
de regresio´n de dicha gra´fica se aproxima al exponente de Hurst.
3.4 Ma´ximo Exponente de Lyapunov (LLE)
Un sistema dina´mico se dice determin´ıstico si el presente (estado inicial) completamente
determina el futuro. A su vez, sistemas dina´micos usualmente aparentan ser cao´ticos
cuando tienen dependencia sensitiva a condiciones iniciales, haciendo que dos trayecto-
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rias que comienzan muy cerca juntas, ra´pidamente divergan una de otra logrando por
tanto futuros diferentes [45].
El exponente propiamente promediado de este incremento es caracter´ıstico para el
sistema, y cuantifica la fuerza de la no linealidad presente; este sera´ el llamado Expo-
nente de Lyapunov. En un sistema dina´mico existen tantos exponentes de Lyapunov
como dimensiones en el espacio de fases, sin embargo el ma´s importante, es el Ma´ximo
Exponente de Lyapunov (Lyapunov Largest Exponent - LLE)[1].
Sean sn1 y sn2 dos puntos en el espacio con distancia ‖sn1−sn2‖ = δ0  1 y sea δ4n
la distancia un tiempo despue´s 4n, entre dos trayectorias emergiendo de esos puntos,
δ4n = ‖sn1+4n − sn2+4n‖. Entonces LLE es determinado por:
δ4n ' δ0 exp (λ4n), δ4n  1,4n 1
λ(δ0) = lim
∆n→∞
lim
‖δ0→0‖
1
∆n
log
‖∂∆n‖
‖∂0‖
El valor del LLE sera´ un indicador del comportamiento del sistema, as´ı: Valores
positivos sen˜alan caos1 en el atractor, valores infinitos sugieren sen˜ales compuestas
puramente por ruido, valores negativos mostrara´n atractores con puntos fijos estables
y valores cero mostrara´n ciclos l´ımites estables[1].
3.5 Entrop´ıas
La entrop´ıa cuantifica la incertidumbre de una variable aleatoria; esto es, la confusio´n.
As´ı, si las probabilidades de un conjunto de futuros eventos tienden a ser iguales, menor
sera´ la informacio´n que se obtendra´ sobre que lo pasara´ en el futuro, lo que a su vez
significara´ un mayor estado de entrop´ıa [46].
Dada una variable aleatoria discreta X, con un rango de valores posibles Θ =
{x1, x2, ..., xn}, funcio´n de probabilidad masa p(xi) = Pr{X = xi} y esperanza E, se
definira´ la Entrop´ıa de Shannon, denotada por H(X), como [47, 48]:
H(X) = −
∑
xi∈Θ
p(xi) log p(xi) = −E[log p(xi)] (3.7)
Para una serie de tiempo, es decir, la secuencia de n variables aleatorias Xi =
1El te´rmino caos se usa por consideraciones histo´ricas sobre las cuales el LLE fue desarrollado. En
el ana´lisis de series de tiempo se prefiere el te´rmino dina´mica no lineal
31
X1, ..., Xn con un rango de valores Θ1, ...,Θn, se define una entrop´ıa conjunta:
Hn = −
∑
x1∈Θ1
...
∑
xn∈Θn
p(x1, ..., xn) log p(x1, ..., xn) (3.8)
Hn = H (X1, X2..., Xn) (3.9)
Con p(x1, ..., xn) = Pr{X1 = x1, ..., Xn = xn} la probabilidad conjunta para las n
variables X1, .., Xn.
Dado que:
H(X, Y ) = H(X) +H(Y |X)
Se puede reescribir (3.9) como:
H(X1, X2) = H(X1) +H(X2|X1)
H(X1, X2, X3) = H(X1) +H(X2, X3|X1)
...
H(X1, X2, ..., Xn) = H(X1) +H(X2|X1) + ...+H(Xn|Xn−1, ..., X1)
Hn = H(X1, X2, ..., Xn) =
n∑
i=1
H(Xi|Xi−1, ..., X1) (3.10)
Esta u´ltima relacio´n es llamada la regla de la cadena, y deja ver una propiedad
fundamental de la entrop´ıa: El estado de un sistema en un instante Xn se determina
por su historia X1, X2, ..., Xn−1. Gracias a esto a medida que crece la serie de tiempo,
la entrop´ıa conjunta tambie´n lo hara´.
Para evitar esta dependencia entre la cantidad de variables aleatorias (longitud de
la serie de tiempo) y el valor calculado de entrop´ıa conjunta se define entonces una
tasa de entrop´ıa:
h = lim
n→∞
Hn
n
(3.11)
Para procesos estacionarios se puede probar que [48]:
lim
n→∞
Hn
n
= lim
n→∞
H(Xn|Xn−1, ...., X1) (3.12)
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3.5.1 Entrop´ıa de Kolmogorov
Los anteriores conceptos se pueden ampliar para series de tiempo embebidas en el
espacio de estados, al cubrir con cajas el atractor embebido y calcular la probabilidad
de que un punto aleatorio este´ sobre cada caja.
Conside´rese un sistema dina´mico en Rm, con m las variables dina´micas del sis-
tema. Supo´ngase que el espacio de fase se particiona en N hipercubos de radio  y de
contenido m, haciendo n mediciones del sistema espaciadas un τ determinado. Sea
p(k1, k2, ..., kN) la probabilidad conjunta de que el estado del sistema se encuentre en
el hipercubo k1 en el tiempo t = τ , en el hipercubo k2 en el tiempo t = 2τ y en el
hipercubo kN en tiempo t = Nτ . Sea tambie´n Nb(i) el nu´mero de puntos dentro de la
particio´n i y Np el nu´mero total de puntos [47], tal que se puede escribir una relacio´n
para la probabilidad Pb(.) en cada particio´n, como la razo´n entre entre el nu´mero de
puntos en la particio´n sobre el nu´mero total de puntos en el espacio de estados.
La Entrop´ıa de cada particio´n sera´ expresada por la fo´rmula de Shannon como en
la ecuacio´n (3.7) [49], que permite ser reescrita en te´rminos de la suma de correlacio´n,
para encontrar el estimado de entrop´ıa sin tener que recurrir a un algoritmo de conteo
de cajas[50].
Para ello se define primero una funcio´n auxiliar Ci(r), que contara´ el nu´mero de
puntos que se encuentran a una distancia menor a r de un punto de referencia x(.),
escalado sobre el total de puntos de la serie de tiempo:
Ci(r) =
1
Np
(Nu´mero de puntos x(j) con |x(j)− x(i)| < r) (3.13)
No´tese que el numerador de Ci(r) cuenta el nu´mero de puntos dentro del hipercubo
de radio r (usando la norma Takens o´ infinito); lo cual resulta ser una aproximacio´n a
Nb(.). Relacionando entonces con la probabilidad queda:
Ci(r) ≈ Nb(i)
Np
= Pb(i) (3.14)
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La suma promediada sobre Ci(r) sera´ la suma de correlacio´n C(r):
C(r) =
1
Np
Np∑
i=1
Ci(r) (3.15)
C(r) =
1
N2p
(Nu´mero de pares de puntos (Xi, Xj) tal que |Xi −Xj| < r) (3.16)
C(r) =
1
N2p
Θ (r − ‖X(i)−X(j)‖) (3.17)
Que tambie´n se puede relacionar con la aproximacio´n de probabilidad que se hizo
anteriormente:
C(r) =
1
Np
Np∑
i=1
Ci(r) ≈ 1
Np
Np∑
i=1
Pb(i) (3.18)
Reescribiendo la entrop´ıa de Shannon (3.7) se obtendra´ finalmente:
H = −∑
b
Pb logPb =−
∑
b
Nb
Np
logPb =− 1Np
∑
b
∑
i∈b
logPb
= − 1
Np
∑
i
logPb(i) =− 1Np
∑
i
logCi(r)
(3.19)
Esta entrop´ıa H se puede interpretar como la ganancia de informacio´n promedio al
hacer una medicio´n del sistema con una precisio´n r, o como la cantidad promedio de
informacio´n requerida para especificar el estado de un sistema a una precisio´n r [49].
La entrop´ıa de Shannon ahora se amplia para todas las particiones, hallando una
tasa de produccio´n de informacio´n global sobre el atractor. E´sta sera´ la llamada en-
trop´ıa de Kolmogorov (HKS), que es obtenida usando la relacio´n (3.11) y llevando el
l´ımite de tiempo a infinito para promediar variaciones, y los l´ımites del tiempo entre
mediciones y el del radio del hipercubo tendientes a cero [49].
As´ı:
HKS = − lim
τ→0
lim
→0
lim
n→∞
1
nτ
∑
k1,...,kn
p(k1, ..., kn) log p(k1, ..., kn) (3.20)
Si el sistema es estacionario, se puede reescribir como:
HKS = − lim
τ→0
lim
→0
lim
n→∞
1
nτ
Hn (3.21)
Reemplazando (3.12) en (3.21), se tendra´:
HKS = − lim
τ→0
lim
→0
lim
n→∞
1
τ
H(Xn|Xn−1, ...., X1) (3.22)
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Finalmente:
HKS = lim
τ→0
lim
→0
lim
n→∞
(Hn+1 −Hn) (3.23)
Como las series de tiempo son de orden finito, a medida queHn se vuelve ma´s grande
con respecto a la longitud de la serie de tiempo la tasa de entrop´ıa tiende a subestimarse
[47], por lo que Grassberger y Procaccia [51] proponen el hallazgo de la entrop´ıa K2, un
l´ımite inferior sobre la entrop´ıa de Kolmogorov, que resulta ser fa´cilmente calculable
de una sen˜al experimental y que para casos t´ıpicos es nume´ricamente cercano a HKS.
La ecuacio´n propuesta es de la forma [52]:
K2 = lim
r→0
lim
m→∞
1
m
lim
n→∞
(− logCm(r)) (3.24)
= lim
r→0
lim
m→∞
lim
n→∞
(log(
Cm(r)
Cm+1(r)
)) (3.25)
Esta suma de correlacio´n usa norma Eucl´ıdea, en contraposicio´n a la fo´rmula de
Kolmogorov que usa norma Takens.
Eckman y Ruelle hacen un refinamiento y proponen encontrar la entrop´ıa mediante
[23]:
HER = lim
r→0
lim
m→∞
lim
n→∞
[φm(r)− φm+1(r)] (3.26)
Con:
φm(r) =
1
N −m+ 1
N−m+1∑
i=1
logCmi (r) (3.27)
3.5.2 Entrop´ıa Aproximada
Para cuantificar la entrop´ıa de una serie de tiempo se usa normalmente la entrop´ıa de
Kolmogorov (o algunas de sus variantes); sin embargo su ca´lculo presenta problemas
debido al ruido de baja amplitud presente en los datos que afecta seriamente el estimado
de la misma. E´sto, sumado a la exigencia de series de tiempo largas (requeridas para
alcanzar la convergencia de la entrop´ıa) y un costo computacional relativamente alto,
hace evidente la necesidad de una medida basada en la entrop´ıa de Kolmogorov, capaz
de cuantificar la regularidad de una serie de tiempo y de evitar sus inconvenientes [53].
Pincus [23] [53] propone entonces la Entrop´ıa Aproximada (Approximatte Entropy –
ApEn); una medida que se basa en la bu´squeda de patrones (e´pocas) similares dentro de
una serie de tiempo, y que ha resultado exitosa en el estudio y discriminacio´n de enfer-
medades mu´ltiples como: episodios de hipertensio´n intracranial en pacientes pedia´tricos
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con lesiones cerebrales trauma´ticas [28, 29], ana´lisis sobre series de tiempo generadas
por pacientes esquizofre´nicos [30], estudios de la variabilidad del ritmo card´ıaco por
enfermedades y debido al envejecimiento [31], entre otras.
ApEn medira´ el promedio negativo de los logaritmos naturales, de la probabilidad
condicional de que dos secuencias similares de taman˜o m permanecera´n similares al
aumentar el taman˜o del patro´n de comparacio´n a m+ 1 [24].
Dada una serie de tiempo de N puntos embebida en Rm, con m la dimensio´n de
embebimiento y la longitud del patro´n a comparar, y matriz de embebimiento M como
en 2.5; se debera´ llevar a cabo una comparacio´n uno a uno de todos los vectores de
estados en M. El criterio de similaridad lo dara´ una cantidad r, que dira´ similar un
vector a otro si la diferencia entre sus componentes es menor a r. Luego es incrementado
el taman˜o del patro´n a m + 1, es decir la serie es embebida en Rm+1, calcula´ndose la
probabilidad condicional de que los vectores que se hayan escogidos como similares en
la comparacio´n del patro´n m, continuara´n siendo similares al aumentar la longitud del
patro´n a m+ 1.
No´tese que el co´mputo de la matriz de embebimiento requiere del ca´lculo del tiempo
de retardo τ , para poder embeber la sen˜al en Rm y en Rm+1. En el caso del embe-
bimiento no uniforme de Judd, el tiempo de retardo no sera´ un valor u´nico escalar, sino
un vector de escalares cuya cantidad determinara´ la dimensio´n m (o´ m+ 1) de embe-
bimiento; lo que supone primeramente hallar el vector de embebimiento o´ptimo, para
definir la dimensio´n m como la cantidad de elementos de este vector. La dimensio´n
m+ 1 exigira´ entonces la consecucio´n de un vector subo´ptimo de taman˜o m+ 1, para
embeber en Rm+1.
En Ragulskis el procedimiento es ligeramente diferente dado que las dimensiones
m y m+ 1 ya esta´ determinadas de antemano, faltando solamente calcular vectores de
retardo de dichas dimensiones para poder lograr los embebimientos.
Despue´s de hacer las aclaraciones correspondientes se puede proceder a definir
ApEn:
ApEn(m, r,N) = φm(r)− φm+1(r) (3.28)
Donde φ sera´:
φm(r) =
1
N −m+ 1
N−m+1∑
i=1
logCmi (r) (3.29)
Y Cmi (r) como en (3.13).
Para no depender de la amplitud absoluta de la sen˜al el valor de r se suele escoger
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como [24]:
r = α.std(s(t)) (3.30)
Con α una constante, y std la desviacio´n esta´ndar de la serie de tiempo.
Se describe en el Algoritmo 3 el procedimiento que debe seguirse para el ca´lculo de
la medida [30].
Algoritmo 3 Algoritmo de Estimacio´n de ApEn
1. Formar la matriz de embebimiento como en (2.5), y definir la distancia entre dos vectores
resconstruidos x(i) y x(j) como:
d[x(i), x(j)] = max
k=1,...,m
(|x(i+ k − 1)− x(j + k − 1)|) (3.31)
2. Para un x(i) dado se cuenta el numero de j, tal que d[x(i), x(j)] ≤ r, denotado como nim.
3. Se define Cmi (r), que mide dentro de una tolerancia r, la frecuencia de patrones similares
al dado de longitud de ventana m.
Cmi (r) =
nim
N −m+ 1 (3.32)
4. Se calcula el logaritmo de cada Cmr (i) y se promedia sobre i, definiendo a su vez φ
m(r):
φm(r) =
1
N −m+ 1
N−m+1∑
i=1
lnCmi (r) (3.33)
5. Se incrementa m, y se hallan Cm+1i (r) y φ
m+1(r).
6. Finalmente se define ApEn por
ApEn(m, r,N) = φm(r)− φm+1(r) (3.34)
3.5.3 Entrop´ıa Muestreada
ApEn presenta un problema que puede afectar la estimacio´n de la medida de regulari-
dad de la serie de tiempo estudiada. Para evitar la ocurrencia de log(0) en su ca´lculo,
cada vector plantilla se cuenta a s´ı mismo en las comparaciones; situacio´n que genera
dos problemas principales: convierte a ApEn en una medida fuertemente dependiente
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de la longitud de la serie de tiempo, haciendo que series de tiempo cortas tengan un
estimado menor a lo esperado; y afecta la consistencia de la medida, esto es, si un
conjunto de datos es de mayor complejidad que otro, debera´ seguirlo siendo para todas
las pruebas realizadas [24].
Richman et al. [24] proponen la Entrop´ıa Muestreada (Sample Entropy – SampEn)
como una medida capaz de hacer frente a los problemas propios de ApEn. SampEn se
define como:
SampEn(m, r,N) = − log
(
Am(r)
Am+1(r)
)
(3.35)
Donde m, r y N estara´n definidos como en ApEn, y A sera´ como (3.29), pero sin
hacer auto-comparaciones para de esta manera evitar el sesgo.
El procedimiento que se debe seguir para la estimacio´n de la estad´ıstica [30] se
describe en el Algoritmo 4.
3.5.4 Entrop´ıa Aproximada de Kernel Gaussiano
Segu´n [22], existen problemas en la validez y exactitud del estimado de regularidad a
pesar de las mejoras que ofrece SampEn sobre ApEn, debido principalmente a la dis-
continuidad de la funcio´n de Heaviside sobre la que ApEn y SampEn esta´n formuladas.
Para resolver dicho problema Xu et.al [22] propusieron la Entrop´ıa Aproximada de
Kernel Gaussiano (Gaussian Approximate Entropy – GapEn), que reemplaza la funcio´n
de Heaviside en la suma de correlacio´n por una funcio´n de Kernel Gaussiano, lo que
implica que (3.32) de ApEn se convierta en:
Cmi (r) =
N−m+1∑
j=1,j 6=i
exp
(
−(‖x(i),x(j)‖1)
2
10r2
)
N −m (3.41)
El Algoritmo para su ca´lculo sera´ igual al Algoritmo 3, pero reemplazando la funcio´n
en (3.32) por (3.41).
3.5.5 Entrop´ıa Fuzzy
La Entrop´ıa Fuzzy (Fuzzy Entropy – FuzzyEn) [26] es otra familia de estad´ısticas
desarrollada para contrarrestar los efectos que la funcio´n de Heaviside produce sobre
la estimacio´n de regularidad. Contrario a ApEn y SampEn, FuzzyEn reemplaza la
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Algoritmo 4 Algoritmo de Estimacio´n de SampEn
1. Fo´rmese la matriz de embebimiento como en 2.5 y def´ınase la distancia entre xm(i) y xm(j)
como en (3.31).
2. Para un x(i) dado, se cuenta el nu´mero de j tal que d[xm(i), xm(j)] ≤ r, denotado como
Bi.
3. Para todo i, se tiene:
Bmi (r) =
1
N −m− 1Bi (3.36)
4. Se define Bm(r) como:
Bm(r) =
1
N −m
N−m∑
i=1
Bmi (r) (3.37)
5. Se incrementa la dimensio´n a m+ 1 y se calcula Ai como el nu´mero de ocurrencias en que
d[xm+1(i), xm+1(j)] ≤ r. Despue´s se define Ami (r) como:
Ami (r) =
1
N −m− 1Ai (3.38)
6.Luego Am(r) sera´:
Am(r) =
1
N −m
N−m∑
i=1
Ami (r) (3.39)
As´ı Bm(r) es la probabilidad de que dos secuencias correspondera´n para m puntos, mientras
Am(r) es la probabilidad de que dos secuencias correspondera´n para m+ 1 puntos.
7. Se estima SampEn por:
SampEn(m, r,N) = − ln
[
Am(r)
Bm(r)
]
(3.40)
funcio´n de Heaviside por una funcio´n de pertenencia fuzzy.
La Entrop´ıa Fuzzy se define como:
FuzzyEn(m,n, r,N) = lnφm(n, r)− lnφm+1(n, r) (3.42)
39
Con:
φm(n, r) =
1
N −m
N−m∑
i=1
(
1
N −m− 1
N−m∑
j=1,j 6=i
Dmij
)
Dmij = exp(−(dmij )n/r)
Dmij se ha definido para ser una funcio´n de pertenencia fuzzy sigmoidal con r e n
para´metros que determinan la anchura, y el gradiente de la frontera de la funcio´n [54]
y dij
m una funcio´n de distancia definida por:
dmij = d[x
m
i ,x
m
j ] = max
k∈(0,m−1)
|x(i+ k)− u0(i)− (x(j + k)− u0(j))| (3.43)
Donde u0(i) = m−1
m−1∑
j=0
x(i+ j) removera´ la linea base de los vectores de embe-
bimiento.
El para´metro n actu´a como el peso de la similaridad de los vectores de estado. Un
valor n > 1 da peso al grado de similaridad de vectores cercanos y quita peso a los
lejanos, mientras que un valor de n < 1 funciona al contrario [54]. Para los fines de la
tesis se utiliza el valor t´ıpico n = 2.
Finalmente para ilustrar la idea general de los diferentes estimadores de regularidad
se considera el ejemplo mostrado en la figura 3.1.
Los puntos similares a x(1), es decir aquellos dentro de la franja x(1)±r se pintara´n
de color azul, los similares a x(2) con un punto rojo, y los similares a x(3) con un punto
verde. Ahora bien, conside´rese el vector plantilla de taman˜o m = 2 y τ = 1, dado por
x(1)− x(2) (azul, rojo). A todas las secuencias que presenten dicho patro´n en la serie
de tiempo, se les medira´ la distancia y a trave´s de alguna de las funciones ilustradas en
la parte izquierda de la gra´fica se les medira´ el grado de similaridad del vector plantilla
y del vector comparado. Luego se repite el procedimiento para la secuencia de taman˜o
m+1 = 3 dada por x(1)−x(2)−x(3) (azul, rojo, verde), contando todas las incidencias
del caso. Dicho procedimiento debe repetirse para todas las secuencias de taman˜o m y
m + 1, computando finalmente el estimado de regularidad con alguno de los me´todos
explicados anteriormente.
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Figura 3.1: Ejemplo ilustrativo de los diferentes estimadores de regularidad
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4. Resultados
4.1 Metodolog´ıa
Un sistema de deteccio´n de patolog´ıas basado en dina´mica no lineal y ana´lisis de
complejidad, se muestra en la figura 4.1.
Caracterización:
LLE, d2, Hurst, ApEn,
SampEn, GapEn, FuzzyEn,
Clasificación y Validación 
Representación en el 
espacio de estados:
Embebimiento no uniforme:
Métodos de Judd y Ragulskis
   
  
Serie de tiempo
Preproceso
Figura 4.1: Metodolog´ıa de un sistema de deteccio´n de patolog´ıas basado en dina´mica no
lineal y ana´lisis de complejidad
La primera etapa en la metodolog´ıa es el preproceso de las sen˜ales de entrada, que
incluye procedimientos como la normalizacio´n y ventaneo de las sen˜ales a una longitud
espec´ıfica. La normalizacio´n empleada con el me´todo de Judd es una cero-uno, que
para una serie de entrada s(.), definira´ la sen˜al normalizada como:
s(.)normalizada =
s(.)−min(s(.))
min(s(.))−max(s(.)) (4.1)
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Con min(.) y max(.), el mı´nimo y ma´ximo de la sen˜al respectivamente.
Por otra parte, el me´todo de Ragulskis mostro´ los mejores resultados al utilizar una
normalizacio´n entre [-1,1], por lo que dicho procedimiento fue empleado en todas las
pruebas.
La segunda etapa implica el mapeo de la serie de tiempo a un espacio de estados en
Rm para su posterior ana´lisis con dina´mica no lineal. T´ıpicamente, y como se explico´
en la seccio´n 2.1, el embebimiento uniforme es usado para estos fines; sin embargo, en el
presente estudio se evaluara´ la influencia del embebimiento no uniforme en la deteccio´n
de patolog´ıas, mediante dos enfoques diferentes: El presentado por Judd (seccio´n 2.2.1),
y el presentado por Ragulskis (seccio´n 2.2.2). Este u´ltimo procedimiento requiere una
etapa de optimizacio´n, que para los fines de esta tesis sera´ hecha utilizando algoritmos
gene´ticos.
La tercera etapa en la metodolog´ıa es la caracterizacio´n de la serie de tiempo embe-
bida, para lo cual se incluyen 7 caracter´ısticas divididas en dos grupos. El primer grupo
esta´ conformado por 3 caracter´ısticas cla´sicas de la dina´mica no lineal: El Ma´ximo Ex-
ponente de Lyapunov, la Dimensio´n de Correlacio´n y el Exponente de Hurst. La u´ltima
medida a pesar de ser independiente del embebimiento utilizado, se incluye por haber
contribuido a una mejora en las tasas de acierto en clasificacio´n. El segundo grupo
llamado de entrop´ıas incluye 4 caracter´ısticas de complejidad basadas en la entrop´ıa de
Kolmogorov que resultan ser estimadores de regularidad. Estos son: ApEn, SampEn,
GapEn, y FuzzyEn.
La cuarta etapa es la de clasificacio´n y validacio´n, para la cual se emplea cross-
validacio´n 11-fold, con un 80% de muestras para entrenar clasificadores, y el 20%
restante para evaluar desempen˜os. El clasificador escogido es un Modelo de mezcla
de Gaussianas (Gaussian Mixture Models – GMM) al que se le var´ıa el nu´mero de
Gaussianas de 2 a 6. Los resultados se presentan en forma de matriz de confusio´n, a
partir de los cuales se hallan la especificidad y sensibilidad definidas como:
Sensibilidad =
VP
VP + FN
(4.2)
Especificidad =
VN
VN + FP
(4.3)
donde VP son Verdaderos positivos, VN Verdaderos negativos, FP Falsos positivos, y
FN Falsos negativos.
Adicionalmente el desempen˜o se medira´ con curvas ROC y DET.
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La metodolog´ıa sera´ probada en tres tipos de biosen˜ales: Voz, Electrocardiogra´ficas
(ECG) y Fonocardiogra´ficas (FCG), usando los me´todos de embebimiento no uniforme
de Judd y Ragulskis. En total, se tendra´n entonces 6 grupos de pruebas, que deter-
minara´n el desempen˜o en clasificacio´n de cada caracter´ıstica por separado, as´ı como
agrupadas por conjuntos: cla´sicas, entrop´ıas, y todas las caracter´ısticas.
4.2 Prueba sobre Voz
4.2.1 Base de Datos
Los sistemas para deteccio´n automa´tica de voces patolo´gicas han recibido gran atencio´n
en los u´ltimos an˜os, debido a sus ventajas sobre me´todos tradicionales de deteccio´n
de trastornos del sistema vocal; tales como su naturaleza no invasiva, la reduccio´n
en tiempo y costo de ana´lisis, y la posibilidad de no solo identificar sino tambie´n
monitorear las patolog´ıas en el sistema vocal [7].
En el presente grupo de pruebas se evaluara´ la metodolog´ıa de la figura 4.1, en
un esquema de deteccio´n automa´tica de patolog´ıas vocales. Se usara´ como base de
datos de prueba la desarrollada por The Massachusetts Eye and Ear Infirmary Voice
Laboratory (MEEIVL) [55], cuyos registros contienen la fonacio´n sostenida de la vocal
|ah| de pacientes con una variedad de patolog´ıas vocales: orga´nicas, neurolo´gicas, y
deso´rdenes trauma´ticos; tomadas en un cuarto a prueba de sonido, a una frecuencia
de muestreo de 44.1kHz y 16 bits de resolucio´n. Un subconjunto de 173 registros de
hablantes patolo´gicos y 53 normales han sido seleccionados de acuerdo a lo enumerado
por [56], para tener un diagno´stico y una distribucio´n similar de edades entre ambos
grupos.
Todas las grabaciones fueron remuestreadas a 25Khz, para posteriormente uti-
lizar ana´lisis de tiempo corto, con ventanas cuadradas de 55ms de duracio´n y 50%
de traslape. Adicionalmente para el ca´lculo de las entrop´ıas se utiliza un r como en
(3.30) y un α de valor 0.35, como se describe en [57].
4.2.2 Resultados me´todo de Judd y Mees
La tabla 4.1 muestra el mı´nimo, ma´ximo, media y desviacio´n esta´ndar entre todas las
caracter´ısticas medidas usando el me´todo de Judd y Mees. Los diagramas de cajas de
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Caracter´ıstica Clase Ma´ximo Mı´nimo Media Std.
FuzzyEn Normal 0,75 -0,07 0,11 0,08
Patolo´gico 0,96 -0,07 0,09 0,10
GapEn Normal 17,26 6,46 10,32 1,31
Patolo´gico 37,88 6,45 14,31 4,13
SampEn Normal 1,18 0,02 0,12 0,10
Patolo´gico 2,55 0,02 0,32 0,28
ApEn Normal 1,18 0,01 0,10 0,09
Patolo´gico 1,53 0,00 0,31 0,26
LLE Normal 0,07 -0,10 0,00 0,01
Patolo´gico 0,37 -0,22 0,00 0,04
d2 Normal 6,89 1,17 2,16 0,52
Patolo´gico 104,78 0,00 3,06 2,30
Hurst Normal 0,76 -0,30 0,26 0,16
Patolo´gico 0,97 -0,08 0,68 0,20
Tabla 4.1: Ma´ximo, mı´nimo, media y desviacio´n esta´ndar sobre cada uno de las carac-
ter´ısticas usando la te´cnica de embebimiento no uniforme de Judd en sen˜ales de voz
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Figura 4.2: Diagrama de cajas normalizado usando la te´cnica de embebimiento no uniforme
de Judd en sen˜ales de voz
las clases patolo´gicas y normal se muestran en la figura 4.2.
Del diagrama de cajas es posible observar el gran solapamiento entre clases de casi
todas las medidas de entrop´ıa, especialmente FuzzyEn y GapEn. Por otra parte LLE
a pesar de tener una distribucio´n de datos muy concentrada (vista por el taman˜o de
48
la caja en el diagrama) presenta una gran cantidad de at´ıpicos tanto por debajo del
cuartil 25 como por encima del 75, siendo ma´s apreciable este feno´meno en la clase
patolo´gica.
d2 muestra las cajas ma´s pequen˜as entre todas las medidas, lo que implica una
gran concentracio´n de valores sobre un rango pequen˜o. Es de resaltar tambie´n su gran
cantidad de at´ıpicos principalmente en la clase patolo´gica, mostra´ndose valores tan
altos como el dado por el ma´ximo que en mucho supera el valor de la media. La gra´fica
tambie´n deja ver la aparente separabilidad entre clases que ofrecer´ıa la caracter´ıstica.
Por otra parte el Exponente de Hurst muestra poco traslape entre cajas normales
y patolo´gicas. Dicho feno´meno es visto en la tabla a trave´s de medias diferentes entre
clases con una pequen˜a desviacio´n esta´ndar (normal 0, 26 ± 0, 16 y patolo´gica 0, 68 ±
0, 20).
Resultados sobre caracter´ısticas individuales
La tabla 4.2 muestra los resultados de clasificacio´n para las caracter´ısticas individuales.
Las curvas ROC y DET para dichas pruebas se muestran en las figuras 4.3a y 4.3b
respectivamente.
Caracter´ısticas Sensibilidad Especificidad Eficiencia
FuzzyEn 0.90 0.73 77.43 ± 5.45%
GapEn 0.83 0.76 77.87 ± 5.41%
SampEn 0.81 0.75 76.54 ± 5.52%
ApEn 0.92 0.78 81.85 ± 5.02%
LLE 0.81 0.87 85.84 ± 4.54%
d2 0.73 0.79 77.87 ± 5.41%
Hurst 0.87 0.87 87.61 ± 4.29%
Tabla 4.2: Sensibilidad, Especificidad y Eficiencia de clasificacio´n para las caracter´ısticas
individuales usando la te´cnica de embebimiento no uniforme de Judd en sen˜ales de voz
Los resultados de la tabla muestran el poder caracterizante del Exponente de Hurst,
por sobre las otras medidas con un 87.61% de acierto, seguida de LLE con un 85.84%.
ApEn, mostro´ el mejor desempen˜o, con 81.85%, entre todas las caracter´ısticas basadas
en entrop´ıas, por sobre SampEn, GapEn, y FuzzyEn a pesar de que en teor´ıa propi-
ciaban la mejora en la estimacio´n de complejidad. Las curvas ROC dejan ver el buen
desempen˜o en te´rminos generales de todas las caracter´ısticas, mientras que la lineali-
dad de las curvas DET hace pensar en la gaussividad de las caracter´ısticas aplicadas
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Figura 4.3: Curvas de desempen˜o para el clasificador GMM, usando el me´todo de embe-
bimiento de Judd en sen˜ales de voz
al proceso, exceptuando quiza´s GapEn y d2.
Resultados por grupos de caracter´ısticas
La tabla 4.3 muestra los resultados al combinar diferentes conjuntos de caracter´ısticas.
Conjunto de Caracter´ısticas Sensibilidad Especificidad Eficiencia
Cla´sicas 0.94 0.94 94.24 ± 3.03%
Entrop´ıas 0.90 0.79 85.84 ± 4.54%
Todas 0.94 0.97 96.46 ± 2.40%
Tabla 4.3: Sensibilidad y Especificidad para diferentes conjuntos de caracter´ısticas usando
la te´cnica de embebimiento no uniforme de Judd en sen˜ales de voz
Los aciertos usando las caracter´ısticas cla´sicas resultan ser mejores que los logrados
utilizando solamente las basadas en entrop´ıa. Sin embargo, el uso en conjunto de ambos
grupos de caracter´ısticas, propicio´ las mejores tasas de clasificacio´n con un 96.46% de
acierto.
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4.2.3 Resultados me´todo de Ragulskis
La tabla 4.4 muestra el mı´nimo, ma´ximo, media y desviacio´n esta´ndar entre todas las
caracter´ısticas medidas usando el me´todo de Ragulskis. Los diagramas de cajas de las
clases patolo´gicas y normal se muestran en la figura 4.4.
Caracter´ıstica Clase Ma´ximo Mı´nimo Media Std.
FuzzyEn Normal 1,24 -0,42 0,45 0,20
Patolo´gico 1,13 -0,60 0,38 0,17
GapEn Normal 16,47 7,21 11,18 1,28
Patolo´gico 31,66 7,15 13,06 3,25
SampEn Normal 1,28 -0,86 0,41 0,21
Patolo´gico 2,98 -0,43 0,59 0,31
ApEn Normal 0,89 -0,30 0,34 0,15
Patolo´gico 1,47 -0,23 0,46 0,21
LLE Normal 0,04 -0,06 0,00 0,01
Patolo´gico 0,08 -0,15 0,00 0,01
d2 Normal 3,50 1,12 1,94 0,31
Patolo´gico 33,09 0,00 3,03 1,26
Hurst Normal 0,76 0.30 0,26 0,16
Patolo´gico 0,97 -0,08 0,68 0,20
Tabla 4.4: Mı´nimo, ma´ximo, media y desviacio´n esta´ndar sobre cada una de las carac-
ter´ısticas, usando la te´cnica de embebimiento no uniforme de Ragulskis en sen˜ales de voz
En general los diagramas de cajas dejan ver una gran cantidad de at´ıpicos presentes
en todas las medidas.
Tambie´n se muestra de nuevo a FuzzyEn (tal como con Judd) como la caracter´ıstica
con mayor traslape, al igual que LLE que muestra una media y desviacio´n esta´ndar
similar entre ambas clases, y un boxplot fuertemente traslapado con una gran cantidad
de at´ıpicos que hacen pensar en pobres desempen˜os en clasificacio´n.
Por otra parte, d2 muestra poco traslape entre cajas, y una buena concentracio´n
de valores en un rango muy pequen˜o, constatable en valores de medias diferentes entre
clases con desviaciones esta´ndar aceptables (normal 1, 94 ± 0, 31 y patolo´gico 3, 03 ±
1, 26). Las otras medidas basadas en entrop´ıa muestran igualmente buenos resultados
en te´rminos de separabilidad aparente entre cajas.
Resultados sobre caracter´ısticas individuales
La tabla 4.5 muestra los resultados de clasificacio´n para las caracter´ısticas individuales.
Las curvas ROC y DET son tambie´n mostradas en las figuras 4.5a y 4.5b respectiva-
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Figura 4.4: Diagrama de cajas normalizado usando la te´cnica de embebimiento no uniforme
de Ragulskis en sen˜ales de voz
mente.
Caracter´ıstica Sensibilidad Especificidad Eficiencia
FuzzyEn 0.73 0.65 67.25 ± 6.11%
GapEn 0.71 0.78 76.99 ± 5.48%
SampEn 0.79 0.54 60.17 ± 6.38%
ApEn 0.88 0.51 60.17 ± 6.38%
LLE 0.75 0.69 71.23 ± 5.90%
d2 0.88 0.80 82.74 ± 4.92%
Hurst 0.87 0.88 87.61 ± 4.30%
Tabla 4.5: Sensibilidad, Especificidad y Eficiencia de clasificacio´n para las caracter´ısticas
individuales usando la te´cnica de embebimiento no uniforme de Ragulskis en sen˜ales de voz
Los mejores resultados, al igual que con Judd, fueron obtenidos al usar el Exponente
de Hurst con un 87.61% de acierto, seguido de d2 con una tasa de 82.74%. Ambos
resultados se aproximan mucho en las curvas ROC y DET, aunque mantenie´ndose
siempre por encima Hurst.
Entre todas las medidas de regularidad, la que mostro´ las mejores desempen˜os fue
GapEn, mientras que la peor tasa de acierto, en contraparte a lo del me´todo de Judd,
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Figura 4.5: Curvas de desempen˜o para el clasificador GMM, usando el me´todo de embe-
bimiento de Ragulskis sobre sen˜ales de voz.
corrio´ por cuenta de ApEn con que anteriormente se habian mostrado los mayores
aciertos en clasificacio´n.
A partir de la linealidad de las curva DET es posible inferir la gaussividad de la
gran mayor´ıa de las caracter´ıstica con el me´todo de Ragulskis sobre las sen˜ales de voz.
Este feno´meno no es visto en Hurst y GapEn que muestran ciertas tendencias extran˜as
afectando la linealidad de la curva.
Resultados por grupos de caracter´ısticas
La tabla 4.6 muestra los resultados al combinar diferentes conjuntos de caracter´ısticas.
Tipo de caracter´ısticas Sensibilidad Especificidad Eficiencia
Cla´sicas 0.94 0.94 93.80 ± 3.14%
Entrop´ıas 0.71 0.83 80.53 ± 5.16%
Todas 0.94 0.94 93.80 ± 3.14%
Tabla 4.6: Sensibilidad, Especificidad y Acierto para diferentes conjuntos de caracter´ısticas
usando la te´cnica de embebimiento no uniforme de Ragulskis en sen˜ales de voz
Los mejores resultados resultan ser los dados por caracter´ısticas cla´sicas con un
93.80%, en contraparte al 80.53% de las caracter´ıstica basadas en entrop´ıa. Aparente-
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mente la inclusio´n de las caracter´ısticas de entrop´ıa no mejoro´ el desempen˜o que
mostraron las caracter´ısticas cla´sicas por si solas.
Finalmente es de sen˜alar el gran costo computacional del embebimiento no uniforme
en las sen˜ales de voz, frente al esquema cla´sico de embebimiento. La tabla 4.7 muestra
el tiempo de co´mputo gastado en caracterizar una ventana para una sen˜al normal y
patolo´gica, usando embebimiento uniforme y no uniforme. Las pruebas fueron hechas
en Matlab 7.6, bajo Ubuntu 9.10, en un computador con 2gb de Ram y procesador
Intel Core 2 Quad Q6700 de 2.67 GHz.
Tiempo de co´mputo (seg.)
Embebimiento no uniforme Embebimiento
Sen˜ales Judd Ragulskis Uniforme
Normal 785.78 752.86 2.14
Patolo´gico 360.43 331.51 2.52
Tabla 4.7: Tiempo de co´mputo por ventana usando embebimiento uniforme y no uniforme
para sen˜ales normales y patolo´gicas.
4.3 Prueba sobre base de datos de FCG
4.3.1 Base de Datos
T´ıpicamente, los sonidos card´ıacos son producidos por pares, en patrones repetidos
regularmente entre latido y latido. El primer sonido conocido como S1, es producido
por el cierre de las va´lvulas tricu´spide y mitral, y el segundo, S2, es producido por
el cerramiento de las va´lvulas ao´rtica y pulmonar. El intervalo de tiempo entre S1
y S2 se llama s´ıstole, mientras que el intervalo entre S2 y S1 recibe el nombre de
dia´stole. En condiciones normales, el flujo de sangre dentro del corazo´n es laminar y por
tanto silencioso; pero cuando este se vuelve turbulento, causa vibracio´n en los tejidos
circundantes volvie´ndose perceptible acu´sticamente. Dicho feno´meno recibe el nombre
de soplo, que de acuerdo en el instante en que se presente recibira´ la denominacio´n de
sisto´lico o diasto´lico [58].
El uso de fonocardiogramas (FCG) permite representar gra´ficamente las sen˜ales
acu´sticas del corazo´n, facilitando el ana´lisis de cardiopat´ıas como los soplos card´ıacos.
En este trabajo, se utilizo´ una base de datos de sen˜ales FCG, tomada de 148 sujetos
adultos mediante un estetoscopio electro´nico, y un esta´ndar de 3 derivaciones. Cada
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sen˜al fue digitalizada a 44.1 Khz con 16 bits por muestra. 50 pacientes fueron etiqueta-
dos como normales y 98 patolo´gicos con soplos card´ıacos, posterior diagno´stico del espe-
cialista. Cada sen˜al FCG fue despue´s dividida por latidos, escogiendo los 360 mejores,
180 de cada clase, despue´s de una inspeccio´n visual y sonora dada por el cardio´logo
para evitar la presencia de feno´menos como ruido u artefactos, que pudieren perjudicar
el rendimiento de los algoritmos [58]. De los 180 segmentos patolo´gicos solamente se
trabajo´ con los que presentaban soplos diasto´licos, un total de 66. Posteriormente cada
sen˜al FCG fue remuestreada a 4 Khz segu´n lo indicado por [59], y segmentada para
separar los eventos S1, S2, s´ıstole y dia´stole. A pesar de que en [60] recomiendan un
α=0.10 para el ca´lculo de las entrop´ıas, las mayores discriminancias se lograron con un
α=0.35.
4.3.2 Resultados me´todo de Judd y Mees
La tabla 4.8 muestra el mı´nimo, ma´ximo, media y desviacio´n esta´ndar entre todas las
caracter´ısticas medidas usando el me´todo de Judd y Mees. Los diagramas de cajas de
las clases patolo´gicas y normal se muestran en la figura 4.6.
Caracter´ıstica Clase Ma´ximo Mı´nimo Media Std
FuzzyEn Normal 0,12 0 0,03 0,04
Patolo´gico 0,12 0,05 0,09 0,02
GapEn Normal 0,9 0,41 0,47 0,1
Patolo´gico 0,49 0,44 0,45 0,01
SampEn Normal 1,78 0,5 0,79 0,21
Patolo´gico 0,96 0,65 0,79 0,07
ApEn Normal 1,91 0,47 0,86 0,23
Patolo´gico 1,03 0,85 0,94 0,04
LLE Normal 0,28 -0,03 0,08 0,09
Patolo´gico 0,32 -0,06 0,11 0,09
d2 Normal 2,02 1,36 1,62 0,16
Patolo´gico 1,83 1,3 1,51 0,11
Hurst Normal 0,85 0,52 0,72 0,07
Patolo´gico 0,72 0,44 0,56 0,08
Tabla 4.8: Mı´nimo, ma´ximo, media y desviacio´n esta´ndar sobre cada uno de las carac-
ter´ısticas, usando la te´cnica de embebimiento no uniforme de Judd y Mees en sen˜ales FCG
Los resultados muestran una aparente separabilidad entre clases de las caracter´ısticas
FuzzyEn (media normal 0.03±0.04, media patolo´gica 0.09±0.02), y Hurst (media nor-
mal 0.72 ± 0.08, media patolo´gica 0.56 ± 0.07), junto con un rango de valores entre
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Figura 4.6: Diagrama de cajas normalizado usando la te´cnica de embebimiento no uniforme
de Judd en sen˜ales FCG
ma´ximo y mı´nimo pequen˜o, que hace pensar en las buenas propiedades discriminantes
de ambas medidas. Dicho resultado se puede comprobar en el poco traslape entre clases
en el boxplot de la figura 4.6.
Por otra parte, SampEn muestra medias similares entre clases, aunque con una
grande desviacio´n esta´ndar comparada con el rango de la sen˜al. Dicho feno´meno es
tambie´n constatable del gra´fico y el aparente traslape entre cajas.
Visualmente tambie´n se pueden comprobar no muy grandes traslapes entre cajas
en LLE y d2, y una mayor separabilidad en GapEn y ApEn.
Resultados sobre caracter´ısticas individuales
La tabla 4.9 muestra los resultados de clasificacio´n para las caracter´ısticas individuales.
Las curvas ROC y DET para dichas pruebas se muestran en las figuras 4.7a y 4.7b
respectivamente.
Los resultados muestran el poder en clasificacio´n de FuzzyEn por sobre las otras
caracter´ısticas, con una eficiencia del 82.56 ± 4.63%, seguida muy cerca por el Expo-
nente de Hurst con un 79.07± 4.96%. Las curvas ROC muestran la tendencia superior
56
Caracter´ıstica Eficiencia Sensibilidad Especificidad
FuzzyEn 82.56 ± 4.63 % 0.78 0.94
GapEn 70.16 ± 5.58 % 0.66 0.80
SampEn 55.04 ± 6.07 % 0.54 0.56
ApEn 66.28 ± 5.77 % 0.62 0.77
LLE 60.08 ± 5.98 % 0.59 0.62
d2 54.65 ± 6.07 % 0.52 0.60
Hurst 79.07 ± 4.96 % 0.82 0.72
Tabla 4.9: Sensibilidad, Especificidad y Eficiencia de clasificacio´n para las caracter´ısticas
individuales usando la te´cnica de embebimiento no uniforme de Judd y Mees en sen˜ales FCG
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Figura 4.7: Curvas de desempen˜o para el clasificador GMM, usando el me´todo de embe-
bimiento de Judd sobre sen˜ales FCG
de FuzzyEn por sobre el exponente de Hurst, constatando a su vez, la aparente sepa-
rabilidad que mostraban los diagramas de cajas de ambas caracter´ısticas.
Por otra parte d2 junto con SampEn, mostraron los peores resultados en acierto.
Dichos comportamientos son bien vistos en la curva ROC donde se muestran curvas
pra´cticamente sobre la bisectriz de la gra´fica.
La aparente linealidad de las curvas DET hace pensar en la gaussividad de las
caracter´ısticas sobre las sen˜ales FCG, a excepcio´n sin embargo, de FuzzyEn donde se
observa una ligera desviacio´n en la gra´fica.
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Resultados por grupos de caracter´ısticas
La tabla 4.10 muestra los resultados al combinar diferentes conjuntos de caracter´ısticas.
Conjunto de Caracter´ısticas Eficiencia Sensibilidad Especificidad
Cla´sicas 77.91 ± 5.06 % 0.75 0.85
Entrop´ıas 97.29 ± 1.98 % 0.99 0.93
Todas 96.90 ± 2.12 % 0.98 0.94
Tabla 4.10: Sensibilidad y Especificidad para diferentes conjuntos de caracter´ısticas usando
la te´cnica de embebimiento no uniforme de Judd en sen˜ales FCG
Los mejores resultados se lograron al utilizar las caracter´ısticas basadas en entrop´ıa,
con un desempen˜o superior al 97%. Las caracter´ısticas cla´sicas alcanzaron apenas un
77.91%. Mientras que la combinacio´n de caracter´ısticas cla´sicas y basadas en en-
trop´ıas lograron un 96.90% de acierto, significando una disminucio´n en desempen˜o a
lo mostrado por las caracter´ısticas cla´sicas por si solas.
4.3.3 Resultados me´todo de Ragulskis
Resultados sobre caracter´ısticas individuales
La tabla 4.11 muestra el mı´nimo, ma´ximo, media y desviacio´n esta´ndar entre todas las
caracter´ısticas medidas usando el me´todo de Ragulskis. Los diagramas de cajas de las
clases patolo´gicas y normal se muestran en la figura 4.8.
La tabla muestra a FuzzyEn con la misma media y desviacio´n esta´ndar entre clases,
lo que se traduce en un gran traslape entre clases en los diagramas de cajas. LLE pre-
senta un feno´meno parecido pero seguido de desviaciones esta´ndares un poco diferentes
entre clases.
Por otra parte, Hurst muestra medias diferentes con desviaciones esta´ndares pequen˜as
y un rango pequen˜o de valores mı´nimo-ma´ximo, que hacen pensar en buena discrimi-
nancia.
Visualmente, el boxplot deja ver tambie´n el gran traslape en GapEn, aunque con
un rango muy concentrado de valores para la clase patolo´gica y uno muy amplio con
la clase normal (std. normal 0.32, y std. patolo´gico 0.03).
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Caracter´ıstica Clase Ma´ximo Mı´nimo Media Std
FuzzyEn Normal 0,15 0,01 0,06 0,04
Patolo´gico 0,20 0,00 0,06 0,04
GapEn Normal 0,84 0,04 0,49 0,32
Patolo´gico 0,48 0,32 0,41 0,03
SampEn Normal 1,42 0,94 1,13 0,10
Patolo´gico 1,91 0,82 1,39 0,29
ApEn Normal 1,52 1,02 1,21 0,12
Patolo´gico 1,77 0,54 1,27 0,35
LLE Normal 0,79 0,10 0,51 0,14
Patolo´gico 0,98 -0,05 0,56 0,20
D2 Normal 1,80 0,99 1,46 0,33
Patolo´gico 1,74 1,22 1,47 0,12
Hurst Normal 0,88 0,52 0,71 0,06
Patolo´gico 0,85 0,44 0,59 0,08
Tabla 4.11: Mı´nimo, ma´ximo, media y desviacio´n esta´ndar sobre cada uno de las carac-
ter´ısticas, usando la te´cnica de embebimiento no uniforme de Ragulskis en sen˜ales FCG
La tabla 4.12 muestra los resultados de clasificacio´n para las caracter´ısticas indi-
viduales. Las curvas ROC y DET son tambie´n mostradas en las figuras 4.9a y 4.9b
respectivamente.
Caracter´ıstica Eficiencia Sensibilidad Especificidad
FuzzyEn 54.48 ± 7.81 % 0.51 0.57
GapEn 92.30 ± 4.18 % 0.92 0.92
SampEn 80.77 ± 6.18 % 0.91 0.70
ApEn 80.12 ± 6.26 % 0.88 0.71
LLE 56.41 ± 7.78 % 0.66 0.46
d2 88.46 ± 5.01 % 0.88 0.88
Hurst 75.64 ± 6.73 % 0.76 0.74
Tabla 4.12: Sensibilidad, Especificidad y Eficiencia de clasificacio´n para las caracter´ısticas
individuales usando la te´cnica de embebimiento no uniforme de Ragulskis en sen˜ales FCG
Los resultados muestran el desempen˜o superior de GapEn por sobre las otras car-
acter´ısticas con un 92.30%, contra un 88.46% de d2.
En estas pruebas se presentaron dos resultados totalmente chocantes a comparacio´n
a lo mostrado por el me´todo de Judd. All´ı FuzzyEn presentaba los mejores resultados,
mientras que el presente me´todo lo muestra con los peores aciertos. Por otra parte d2
que con Judd mostraba las peores tasas de clasificacio´n, presenta ahora los segundos
mejores aciertos.
Las curvas ROC muestran el superior desempen˜o de GapEn por sobre las otras
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Figura 4.8: Diagrama de cajas normalizado usando la te´cnica de embebimiento no uniforme
de Ragulskis en sen˜ales FCG
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Figura 4.9: Curvas de desempen˜o para el clasificador GMM, usando el me´todo de embe-
bimiento de Ragulskis sobre sen˜ales FCG.
caracter´ısticas y el pobre desempen˜o de LLE y d2. Las curvas DET no muestran
ninguna linealidad por lo que no se podr´ıa inferir gaussividad de las caracter´ısticas
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sobre el proceso.
Resultados por grupos de caracter´ısticas
La tabla 4.13 muestra los resultados al combinar diferentes conjuntos de caracter´ısticas.
Conjunto de Caracter´ısticas Eficiencia Sensibilidad Especificidad
Cla´sicas 91.02 ± 4.48 % 0.89 0.92
Entrop´ıas 94.23 ± 3.65 % 0.88 1
Todas 94.23 ± 3.65 % 0.88 1
Tabla 4.13: Sensibilidad, Especificidad y Acierto para diferentes conjuntos de caracter´ısticas
usando la te´cnica de embebimiento no uniforme de Ragulskis en sen˜ales FCG
Las pruebas muestran el buen desempen˜o de las medidas basadas en entrop´ıa
(94.23%) por sobre las caracter´ısticas cla´sicas (91.02%). La inclusio´n de las carac-
ter´ısticas cla´sicas en las pruebas basadas en entrop´ıa no contribuyo´ de ninguna manera
a mejorar el desempen˜o en clasificacio´n.
4.4 Prueba sobre HRV
4.4.1 Base de Datos
La apnea obstructiva del suen˜o (Obstructive sleep apnea – OSA) es un desorden me´dico
caracterizado por un colapso anormal de la v´ıa ae´rea faringeal durante el suen˜o, que
produce despertares repetitivos. Las presentaciones cl´ınicas ma´s comunes de la apnea
incluyen ronquidos, pausas en la respiracio´n, y excesiva somnolencia durante el d´ıa.
La apnea tambie´n esta´ asociada con una gran variedad de consecuencias relacionadas
con la salud que puede interferir con las actividades normales, incluyendo un riesgo
incrementado de choques automovil´ısticos, anormalidades cognitivas como la depresio´n,
y enfermedades cardiovasculares [61].
La polisomnograf´ıa (PSG) durante la noche entera es el me´todo ma´s confiable
de diagno´stico de la enfermedad, que implica la medicio´n de varios para´metros fi-
siolo´gicos que incluyen: EEG, ECG, Electromiograf´ıa (EMG) de rodillas y piernas,
flujo nasal, Electrooculograma (EOG), exa´menes del flujo nasal, movimientos abdomi-
nales y tora´cicos, y saturacio´n de ox´ıgeno en la sangre; presenta sin embargo, problemas
debido al alto costo del sistema y la incomodidad de los electrodos conectados al cuerpo.
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Dado que se ha mostrado relacio´n entre la apnea y variaciones en el ritmo card´ıaco
(Heart Rate Variability – HRV), un ana´lisis de este tipo de sen˜ales puede resultar
producente en tareas de diagno´stico relacionadas con la deteccio´n de la apena [62].
La base de datos utilizada en el estudio es una de Apnea-ECG de 70 registros
grabados en horas de suen˜o, con sen˜ales ECG y respiratorias de buena calidad. Las
grabaciones fueron seleccionadas a partir de dos estudios anteriores en los cuales el
ECG no fue el foco de ana´lisis. En el primer estudio, llevado a cabo entre 1993 y
1995, se investigo´ el efecto de la apnea obstructiva del suen˜o en la presio´n arterial en
sujetos con apnea del suen˜o moderada y severa. Todos los sujetos fueron monitorizados
por dos noches consecutivas, y luego de un intervalo de 4 semanas, se repitieron las
grabaciones por dos noches ma´s, consecutivas. Los ECGs fueron digitalizados a 100Hz.
Se seleccionaron 27 registros de 9 sujetos para la base de datos. El nu´mero de registros
por sujeto var´ıa entre 1 y 4, dependiendo de la calidad de la sen˜al. El segundo estudio
fue llevado a cabo entre 1998 y 1999, con el fin de crear un conjunto esta´ndar de
registros de suen˜o. En este estudio, el foco de la investigacio´n fue el de la grabacio´n de
un electroencefalograma de varios canales. Este estudio se llevo´ a cabo con voluntarios
saludables y pacientes seleccionados con apnea del suen˜o. Todos los sujetos se grabaron
durante dos noches consecutivas. Las sen˜ales ECG se digitalizaron a 200Hz, y luego
fueron remuestrearon a 100Hz para tener consistencia con los datos del primer estudio.
Se seleccionaron 43 registros de 23 sujetos de este segundo estudio para ser incluidos
en la base de datos; por cada sujeto no se seleccionaron ma´s de dos registros.
Las sen˜ales fueron etiquetadas por expertos en los intervalos en donde se presenta-
ban deso´rdenes en la respiracio´n (apneas o hipoapneas), marcando el inicio y el final
de cada episodio. Posteriormente las etiquetas se mapearon con una resolucio´n de 1
minuto. La duracio´n de los registros ECG var´ıa entre 401 y 578 minutos. Con base en
el nu´mero de minutos con deso´rdenes respiratorios, se definen tres grupos de registros:
los registros que tienen menos de 5 minutos de deso´rdenes respiratorios se colocaron el
grupo normales o de control (20 registros); el grupo de apnea se define como registros
con 100 o ma´s minutos con deso´rdenes respiratorios (40 registros); finalmente, se define
un grupo intermedio llamado apnea l´ımite con algunas apneas de importancia incierta
(10 registros) [63]. La base de datos estara´ compuesta finalmente por 1800 segmentos
de 3 minutos para clase, muestreados a 100Hz en donde la etiqueta de cada segmento
corresponde a la etiqueta del minuto central. El para´metro de entrop´ıas usado es un
α=0.2, tal como se indica en [64].
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4.4.2 Resultados me´todo de Judd y Mees
La tabla 4.14 muestra el mı´nimo, ma´ximo, media y desviacio´n esta´ndar entre todas
las caracter´ısticas medidas usando el me´todo de Judd. Los diagramas de cajas de las
clases patolo´gicas y normal se muestran en la figura 4.10.
Caracter´ısticas Clase Ma´ximo Mı´nimo Media Std
FuzzyEn Normal 1,12 -0,04 0,03 0,06
Patolo´gico 0,26 -0,03 0,01 0,03
GapEn Normal 406,06 16,31 62,28 50,45
Patolo´gico 388,16 14,62 44,75 35,65
SampEn Normal 1,92 0,04 0,33 0,28
Patolo´gico 1,75 0,04 0,23 0,21
ApEn Normal 1,94 0,05 0,39 0,29
Patolo´gico 1,84 0,04 0,28 0,24
LLE Normal 3,38 -0,10 0,44 0,21
Patolo´gico 1,52 -0,29 0,40 0,19
d2 Normal 2,54 0,93 1,26 0,17
Patolo´gico 2,54 0,81 1,20 0,17
Hurst Normal 1,00 0,05 0,85 0,12
Patolo´gico 1,00 0,72 0,95 0,03
Tabla 4.14: Mı´nimo, ma´ximo, media y desviacio´n esta´ndar sobre cada uno de las carac-
ter´ısticas, usando la te´cnica de embebimiento no uniforme de Judd en sen˜ales HRV
Se observa una gran cantidad de at´ıpicos junto a gran solapamiento entre clases en
los diagramas de cajas de casi todas las medidas de entrop´ıa, feno´meno especialmente
visto en FuzzyEn y constatable por un gran rango entre mı´nimo y ma´ximo de ambas
clases, una media casi igual (0.03 para normal y 0.01 para patolo´gico) y una gran
desviacio´n esta´ndar (0.06 normal y 0.03 patolo´gico).
GapEn por su parte muestra un rango ma´ximo-mı´nimo grande, con una desviacio´n
esta´ndar relativamente alta, y una gran cantidad de at´ıpicos.
Tanto ApEn como SampEn dejan ver en el diagrama una relativa separabilidad
entre cajas. Mientras que Hurst, a pesar de tener el menor solapamiento entre cajas
normales y patolo´gicas (media normal 0.85 ± 0.12 y media patolo´gica 0.95 ± 0.03),
presenta una gran cantidad de at´ıpicos especialmente en la clase normal.
Resultados sobre caracter´ısticas individuales
La tabla 4.15 muestra los resultados de clasificacio´n para las caracter´ısticas individ-
uales. Las curvas ROC y DET para dichas pruebas se muestran en las figuras 4.11a y
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Figura 4.10: Diagrama de cajas normalizado usando la te´cnica de embebimiento no uni-
forme de Judd en sen˜ales HRV
4.11b respectivamente.
Caracter´ıstica Sensibilidad Especificidad Eficiencia
FuzzyEn 0.79 0.46 62.64 ± 1.58 %
GapEn 0.84 0.52 67.78 ± 1.52 %
SampEn 0.64 0.80 72.36 ± 1.46 %
ApEn 0.66 0.78 72.02 ± 1.47 %
LLE 0.68 0.38 53.16 ± 1.63 %
d2 0.63 0.56 59.47 ± 1.60 %
Hurst 0.78 0.83 80.66 ± 1.29 %
Tabla 4.15: Sensibilidad, Especificidad y Eficiencia de clasificacio´n para las caracter´ısticas
individuales usando la te´cnica de embebimiento no uniforme de Judd en sen˜ales HRV
Los mejores resultado fueron mostrados por Hurst con un acierto de 80.66 ± 1.29,
seguido de ApEn y SampEn, con un acierto de alrededor del 72%. Las otras medidas no
superaron el 70%, inclusive con resultado de clasificacio´n tan bajos como un 53.16±1.63
dado por LLE. Las curvas ROC y DET constatan los pobres resultados obtenidos por
casi todas las caracter´ısticas, mostrando a la gran mayor´ıa sobre la bisectriz de la
gra´fica, y a un exponente de Hurst que supera ampliamente los desempen˜os de las
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Figura 4.11: Curvas de desempen˜o para el clasificador GMM, usando el me´todo de embe-
bimiento de Judd sobre sen˜ales HRV
dema´s caracter´ısticas.
La linealidad de las curvas DET deja ver tambie´n la gaussividad del proceso con
todas las caracter´ısticas utilizadas.
Resultados por grupos de caracter´ısticas
La tabla 4.16 muestra los resultados al combinar diferentes conjuntos de caracter´ısticas.
Conjunto de Caracter´ısticas Sensibilidad Especificidad Eficiencia
Cla´sicas 0.78 0.84 81.11 ± 1.28%
Entrop´ıas 0.66 0.79 72.88 ± 1.45%
Todas 0.72 0.83 77.72 ± 1.36%
Tabla 4.16: Sensibilidad y Especificidad para diferentes conjuntos de caracter´ısticas usando
la te´cnica de embebimiento no uniforme de Judd en sen˜ales HRV
Los resultados muestran que el desempen˜o de las caracter´ısticas cla´sicas es el mejor
por sobre los otros grupos de pruebas con un 81.11%. El desempen˜o con las carac-
ter´ısticas basadas en entrop´ıas resulta ser bajo (72.88%), y su combinacio´n con las
caracter´ısticas cla´sicas reduce el buen desempen˜o que estas presentan por s´ı solas.
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4.4.3 Resultados me´todo de Ragulskis
La tabla 4.17 muestra el mı´nimo, ma´ximo, media y desviacio´n esta´ndar entre todas las
caracter´ısticas medidas usando el me´todo de Ragulskis. Los diagramas de cajas de las
clases patolo´gicas y normal se muestran en la figura 4.12.
Caracter´ıstica Clase Ma´ximo Mı´nimo Media Std
FuzzyEn Normal 0,97 0,06 0,34 0,12
Patolo´gico 0,80 0,07 0,34 0,10
GapEn Normal 255,57 9,29 31,43 14,22
Patolo´gico 235,96 11,22 29,14 19,38
SampEn Normal 2,25 0,27 0,86 0,23
Patolo´gico 1,39 0,16 0,81 0,20
ApEn Normal 1,79 0,34 0,69 0,24
Patolo´gico 1,32 0,13 0,70 0,22
LLE Normal 0,62 0,14 0,19 0,11
Patolo´gico 0,92 0,27 0,15 0,12
d2 Normal 3,05 1,39 2,03 0,27
Patolo´gico 2,63 1,09 1,77 0,24
Hurst Normal 1,00 0,05 0,85 0,12
Patolo´gico 1,00 0,72 0,95 0,03
Tabla 4.17: Mı´nimo, ma´ximo, media y desviacio´n esta´ndar sobre cada uno de las carac-
ter´ısticas, usando la te´cnica de embebimiento no uniforme de Ragulskis en sen˜ales HRV
Se muestra un gran traslape entre clases en casi todas las caracter´ısticas, especial-
mente en las basadas en entrop´ıa, hecho comprobable, de medias parecidas entre clases:
FuzzyEn (normal 0, 34±0, 12 y patolo´gica 0, 34±0, 12), GapEn (normal 31, 43±14, 22
patolo´gico 29, 14±19, 38), SampEn (normal 0, 86±0, 23, patolo´gico 0, 81±0, 20), ApEn
(0, 69± 0, 24, patolo´gico 0, 70± 0, 22).
d2 muestra poco traslape entre cajas, mientras que de nuevo Hurst presenta el
menor traslape entre cajas de todas las caracter´ısticas analizadas.
Resultados sobre caracter´ısticas individuales
La tabla 4.18 muestra los resultados de clasificacio´n para las caracter´ısticas individ-
uales. Las curvas ROC y DET son tambie´n mostradas en las figuras 4.13a y 4.13b
respectivamente.
De nuevo el resultado ma´s fuerte es el dado por Hurst, con un acierto del 80.67±
1.29%, y unas curvas ROC y DET que claramente superan al resto de las caracter´ısticas.
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Figura 4.12: Diagrama de cajas normalizado usando la te´cnica de embebimiento no uni-
forme de Ragulskis en sen˜ales HRV
Caracter´ıstica Sensibilidad Especificidad Eficiencia
FuzzyEn 0.37 0.74 55.55 ± 1.62 %
GapEn 0.61 0,69 64.83 ± 1.56 %
SampEn 0,66 0.56 60.91 ± 1.59 %
ApEn 0.77 0,44 60.25 ± 1.59 %
LLE 0.60 0.52 56.27 ± 1.62 %
d2 0.80 0.60 70.39 ± 1.49 %
Hurst 0.78 0.83 80.67 ± 1.29 %
Tabla 4.18: Sensibilidad, Especificidad y Eficiencia de clasificacio´n para las caracter´ısticas
individuales usando la te´cnica de embebimiento no uniforme de Ragulskis en sen˜ales HRV
FuzzyEn y LLE dieron los peores resultados de acierto con valores inferiores al 60%.
La linealidad de las curvas DET deja ver la gaussividad de las caracter´ısticas sobre
el proceso.
Resultados por grupos de caracter´ısticas
La tabla 4.19 muestra los resultados al combinar diferentes conjuntos de caracter´ısticas.
Las caracter´ısticas cla´sicas son las que mejor acierto proveen con un 80.22%. Las
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Figura 4.13: Curvas de desempen˜o para el clasificador GMM, usando el me´todo de embe-
bimiento de Ragulskis sobre sen˜ales HRV.
Tipo de caracter´ısticas Sensibilidad Especificidad Eficiencia
Cla´sicas 0.78 0.82 80.22 ± 1.30%
Entrop´ıas 0.70 0.71 70.66 ± 1.49%
Todas 0.76 0.82 79.19 ± 1.32%
Tabla 4.19: Sensibilidad, Especificidad y Acierto para diferentes conjuntos de caracter´ısticas
usando la te´cnica de embebimiento no uniforme de Ragulskis en sen˜ales HRV
basadas en entrop´ıa dan un acierto mucho menor al conseguido con las cla´sicas, y
afectan el desempen˜o en las pruebas de todas las caracter´ısticas en conjunto, desmejo-
rando el acierto que las caracter´ısticas cla´sicas tienen por si solas.
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5. Discusiones
Tres tipos de biosen˜ales fueron analizadas: Voz, FCG, y sen˜ales HRV, todas de mor-
folog´ıa y comportamientos muy diferentes. Las sen˜ales de voz, por el hecho de ser
producidas por el sostenimiento en la pronunciacio´n de una vocal, presentan una fre-
cuencia fundamental definida as´ı como diferentes armo´nicos. Esto la hace ideal para
el estudio con embebimientos no uniformes capaces de trabajar con las diferentes pe-
riodicidades que presentan. Las sen˜ales FCG son ba´sicamente sen˜ales acu´sticas, que a
pesar de tener eventos repetitivos y sincronizados muy marcados, presentan dina´micas
ra´pidas seguidas de silencios o eventos patolo´gicos. Las sen˜ales HRV por otra parte no
presentan ni morfolog´ıa, ni eventos definidos.
Las pruebas sobre sen˜ales de voz mostraron los buenos resultados del esquema
metodolo´gico usando las te´cnicas basadas en embebimiento no uniforme, especialmente
la propuesta por Judd. Con esta se presentaron los mejores resultados, al lograr tasas
de acierto del 96.46 ± 2.40%, a expensas de un costo computacional muy alto. La
te´cnica de Ragulskis alcanzo´ tasas de del 93.80±3.14% a un costo computacional alto,
pero menor a Judd.
Los resultados dejan ver tambie´n que los conjuntos de caracter´ısticas basados en me-
didas de regularidad mostraron tasas de desempen˜o menores a las de las caracter´ısticas
cla´sicas de la dina´mica no lineal.
Por otra parte, las medidas basadas en entrop´ıa mostraron una fuerte dependencia
al embebimiento, que hicieron que las tasas de acierto entre me´todo y me´todo vari-
ara considerablemente. Tanto as´ı, que ApEn en Judd mostro´ los mejores resultados,
mientras que en Ragulskis generaba los peores desempen˜os. Es de resaltar tambie´n
el pobre desempen˜o en general de FuzzyEn que a pesar de ser pensada para mejo-
rar las estimaciones de regularidad de ApEn y SampEn, no demostro´ un gran poder
caracterizante.
Comparando los resultados obtenidos con los dados por [57], en que el acierto
ma´ximo fue del 92.7% utilizando un esquema de embebimiento uniforme con medidas de
complejidad, se demuestra el desempen˜o superior del esquema metodolo´gico presentado
por sobre lo dado por la referencia.
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Las pruebas con sen˜ales FCG mostraron buenos resultados. Con la te´cnica de
Judd, se logro´ un desempen˜o ma´ximo del 97.29% al utilizar las caracter´ısticas basadas
en entrop´ıa, mientras que con la te´cnica de Ragulskis se logro´ un ma´ximo en acierto
del 94.23% con las caracter´ısticas cla´sicas. Cabe destacar, como con estas biosen˜ales
la metodolog´ıa que logro´ los mejores aciertos, no dependio´ de Hurst (y su impl´ıcita
independencia al embebimiento) para elevar las tasas de clasificacio´n.
En [58], con un esquema de pruebas similar usando solamente caracter´ısticas cla´sicas
con embebimiento uniforme, se lograron tasas de acierto del 97.73%. Los resultados
muestran que Judd puede lograr desempen˜os comparables a lo mostrado por el estado
del arte, aunque con conjuntos de caracter´ısticas diferentes, mientras que Ragulskis de
nuevo muestra un desempen˜o inferior a lo encontrado con el embebimiento uniforme.
Nuevamente se mostraron resultados contradictorios que no permiten afirmar que
una caracter´ıstica es mejor que otra. En el caso de Ragulskis, d2 mostro´ buenos de-
sempen˜os, contrario a lo mostrado con Judd donde esta misma caracter´ıstica mostro´
los peores aciertos. Esto tambie´n es visto en como los mejores aciertos con Judd, se
lograron con las caracter´ısticas basadas en entrop´ıa, mientras que con Ragulskis fueron
las cla´sicas las que obtuvieron los mejores desempen˜os.
Las pruebas sobre las sen˜ales HRV mostraron resultados comparables con el estado
del arte. Con el me´todo de Judd se lograron aciertos ma´ximos de 81.11 ± 1.28%
con sensibilidad del 78% y especificidad del 84% usando solamente las caracter´ısticas
cla´sicas, al igual que con Raguslskis, en que estas mismas caracter´ısticas lograron
aciertos de 80.22± 1.30%, sensibilidad del 78% y especificidad del 82%.
Hurst demostro´ ser la caracter´ısticas que prove´ıa los mejores desempen˜os, en con-
traparte a LLE que mostro´ los peores aciertos con ambos me´todos de embebimiento
no uniforme. Debe destacarse la no contribucio´n del embebimiento no uniforme a las
tasas de acierto; esto es comprobable de la fuerte dependencia en Hurst para elevar
desempen˜os.En la literatura se puede encontrar procedimientos para la deteccio´n de
OSA basados en ana´lisis con dina´mica no lineal que han mostrado resultados similares
a los encontrados en el presente trabajo. En [64] utilizaron ApEn como indicador de la
presencia de OSA en sen˜ales HRV, logrando sensibilidades ma´ximas del 75% y especi-
ficidad del 61.1%. Adicionalmente, mediante el uso de otra caracter´ıstica basada en
la dina´mica no lineal llamada titracio´n nume´rica (Numerical Titration – NL) lograron
sensibilidad del 81.3% y especificidad del 72.2%. En el presente trabajo, utilizando
solamente ApEn se lograron resultados de sensibilidad de 66% y de especificidad de
78% con el me´todo de Judd, y sensibilidad del 77% y especificidad del 44% con el
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me´todo de Ragulskis. A pesar de que los resultados con ApEn muestran ser menores,
es de destacar como NL mostro´ resultados aproximadamente similares a los dados
por el conjunto de caracter´ısticas cla´sicas usando ambos me´todos de embebimiento no
uniforme.
En otro estudio para la deteccio´n de OSA usando sen˜ales HRV [65], se lograron
aciertos del 73% usando ApEn, y del 57% usando otra medida de las correlaciones a
largo te´rmino de la serie de tiempo llamada Detrended fluctuactions analysis (DFA).
El resultado de ApEn de la referencia es ma´s consistente con lo hallado en el presente
trabajo con el me´todo de Judd, donde se tienen aciertos de 72.02± 1.47%.
Por otra parte, en [66] se lograron aciertos del 85%, sensibilidad del 73.36% y es-
pecificidad de 89.33%, al usar 3 grupos de caracter´ısticas: caracter´ısticas medidas en
el tiempo, caracter´ısticas basadas en la correlacio´n, y otro grupo usado normalmente
en labores de interfaz cerebro-computador. En este u´ltimo grupo se incluye el Ma´ximo
Eigenvalor Normalizado de la matriz de embebimiento y una medida basada en en-
trop´ıa, con los que se lograron por si solos sensibilidades de 73.36%, y especificidades
del 87.38%. Este u´ltimo resultado es muy aproximado tambie´n a lo logrado en con
Judd principalmente, aunque el resultado de las 3 caracter´ısticas en conjunto mues-
tran resultados superiores a los encontrados con el esquema metodolo´gico.
Los bajos resultados en clasificacio´n pueden ser debidos al fuerte preproceso que
ha tenido la base de datos despue´s de su obtencio´n, debido a que los filtrados pueden
”blanquear” la dina´mica no lineal del sistema y afectar fuertemente el ana´lisis [67].
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6. Conclusiones y trabajo futuro
6.1 Conclusiones
En te´rminos generales el esquema metodolo´gico presentado, utilizando el embebimiento
no uniforme de Judd, mostro´ desempen˜os superiores o equivalentes a lo presentado
al estado del arte. En el u´nico caso en que no se lograron resultados cuanto menos
comparables fueron en las pruebas con sen˜ales HRV; esto probablemente producido por
el fuerte preproceso que llevaba consigo la base de datos que podr´ıa haber disminuido
los aciertos en clasificacio´n.
Es de destacar tambie´n, que a pesar de que Judd puede ayudar a mejor las tasas de
acierto, el costo computacional se eleva ostensiblemente. Tal como lo mostro´ la tabla
4.7, el tiempo de ca´lculo con el me´todo de Judd pod´ıa ser hasta 300 veces superior al
tiempo de ca´lculo del embebimiento uniforme. Resulta por tanto importante consid-
erar si es ma´s importante el tiempo de co´mputo o la precisio´n en alguna aplicacio´n
particular, para definir si el esquema metodolo´gico resultara´ ser producente para los
fines buscados, o si ma´s bien uno basado en embebimiento uniforme es mejor aplicable.
Por otra parte, el me´todo de Ragulskis mostro´ desempen˜os inferiores a los del
me´todo de Judd en todos los casos de prueba, y en muchas ocasiones a los del em-
bebimiento uniforme; por lo que se puede llegar a pensar, a partir de los resulta-
dos obtenidos, que el me´todo de Ragulskis no resulta recomendable en labores de
reconocimiento de patrones, siendo a veces preferible el enfoque cla´sico.
Sobres las caracter´ısticas se puede decir que las basadas en entrop´ıa mostraron
una alta dependencia al embebimiento, presenta´ndose una falta de consistencia en
los resultados entre me´todo y me´todo. Por otra parte, las caracter´ısticas cla´sicas
mostraron, en buena parte de las pruebas, un desempen˜o superior al mostrado por
las entrop´ıas. Sin embargo la combinacio´n de ambas tipos de caracter´ısticas ayudo´ en
ciertos casos a aumentar el acierto de clasificacio´n, por lo que no deber´ıa descartarse el
uso de las caracter´ısticas basadas en entrop´ıa en labores de reconocimiento de patrones.
Es de resaltar el buen desempen˜o mostrado por el exponente de Hurst que en varias
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pruebas mostro´ ser la caracter´ıstica que generaba los mayores desempen˜os, y que en
muchos casos resulto´ favorecida del ”blindaje” a los embebimientos. Cabe destacar,
que en general tanto ApEn como SampEn (a excepcio´n de unos cuantos casos como
en FCG) mostraron mejores aciertos que GapEn y FuzzyEn, a pesar de que en teor´ıa
deber´ıan mejorar la estimacio´n de regularidad.
En resumen se podr´ıa afirmar a la luz de los resultados, que el esquema metodolo´gico
presentado, utilizando el embebimiento no uniforme de Judd, ayuda a mejorar los
desempen˜os en tareas clasificatorias en comparacio´n con esquemas similares basados
en embebimiento uniforme; esto a expensas de un costo computacional relativamente
mayor. El me´todo de Ragulskis presenta en casi todos los casos desempen˜os menores a
las te´cnicas cla´sicas de embebimiento, que hacen pensar que es inadecuado en labores
de reconocimiento de patrones.
En cuanto a las medidas basadas en entrop´ıas, se puede sen˜alar que entre prueba
y prueba los desempen˜os variaron mucho, por lo que no es deducible la existencia de
una medida de regularidad superior a las dema´s.
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6.2 Trabajo Futuro
Como trabajo futuro se propone el estudio y desarrollo de otras te´cnicas basadas en
embebimientos no uniformes, cuyo objetivo principal sea la caracterizacio´n ma´s que la
prediccio´n de series de tiempo.
Se pretende hacer una extensio´n al me´todo de Ragulskis, usando igualmente consid-
eraciones geome´tricas, pero buscando criterios de esparcimiento mas que de circularidad
en las proyecciones planares, de tal manera que el criterio de seleccio´n del vector de
retardo resulte ma´s fuerte.
Se desean tambie´n estudiar otras medidas basadas en entrop´ıas que resulten igual-
mente discriminantes en labores de deteccio´n de patolog´ıas.
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Parte V
Ape´ndices
79

A. Clasificacio´n
A.1 Modelos de Mezcla de Gaussianas (Gaussian
Mixture Models – GMM)
La idea central tras los GMM es la estimacio´n de una funcio´n de densidad de un
conjunto de datos, por medio de una superposicio´n lineal de Gaussianas. Para un
vector de caracter´ısticas D-dimensional, f , se tendra´ una funcio´n de densidad como:
p(f |ζ) =
K∑
k=1
pikpk(f) (A.1)
Donde K sera´ el nu´mero total de Gaussianas; pik coeficientes de mezcla que cumplen
0 ≤ pik ≤ 1 y
K∑
k=1
pik = 1; pk(.) funciones de densidad Gaussianas unimodales con vector
de medias µk de D × 1, y matriz de covarianza Σk de D ×D, como:
pk(f) = N(f |µk,Σk) = 1
(2pi)D/2|Σk|1/2
exp
{
−1
2
(x− µk)T (Σk)−1(x− µk)
}
(A.2)
Y ζ = [pik, µk,Σk] los para´metros del modelo.
Introduciendo una variable latente binaria K-dimensional, z, tal que cuando uno de
sus elemento zk = 1, todos los otros elementos sera´n 0; se podra´ reescribir (A.1) como:
p(f |ζ) =
∑
z
p(z)p(f |z) (A.3)
Ahora bien, para modelar un conjunto de N observaciones F = [f1, ..., fN ] usando
GMM, se tendra´ una funcio´n:
log[p(F|ζ)] =
N∑
n=1
log p(fn|ζ) (A.4)
Cuyos para´metros ζ, deben ser maximizados, t´ıpicamente utilizando el algoritmo
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de Maximizacio´n de la esperanza.
Para cada clase entonces se estiman diferentes GMM. Luego a cada observacio´n f
que deba ser clasificada, se le calcula la probabilidad aposteriori:
p(ζ|f) = p(f|ζ)∑
p(f|ζ)p(ζ) (A.5)
La observacio´n se asignara a la clase de mayor probabilidad a posteriori [68, 69].
A.2 Algoritmo de Maximizacio´n de la Esperanza
(Maximization Expectation – EM)
Es usado para maximizar la funcio´n de logaritmo-verosimilitud con respecto a los
para´metros de la ecuacio´n (A.4). El algoritmo se explica a continuacio´n [68, 70]:
Algoritmo 5 Algoritmo EM
1. Inicializar lo para´metros ζ = [pii, µi,Σi] y evaluar el valor inicial de la funcio´n de logaritmo-
verosimilitud (A.4)
2. Paso E. Evaluar la probabilidad a posteriori:
γ(znk) =
pikN(fn|µk,Σk)
K∑
j=1
pikN(fn|µk,Σk)
(A.6)
3. Paso M. Reestimar los para´metros con:
Nk =
N∑
n=1
γ(znk)
µnewk =
1
Nk
N∑
n=1
γ(znk)fn (A.7)
Σnewk =
1
Nk
N∑
n=1
γ(znk)(fn−µnewk )(fn − µnewk )T (A.8)
pinewk =
Nk
N
(A.9)
4. Evaluar la logaritmo-verosimilitud (A.4) y buscar convergencia de los para´metros. Si un
criterio de convergencia no es satisfecho, vuelva al paso 2.
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B. Curvas ROC y DET
La manera tradicional de cuantificar el acierto diagno´stico de un test es mediante sen-
sibilidad y especificidad, tal como se definio´ en (4.3). Estos para´metros describen la
fraccio´n de pacientes (enfermos o sanos) que son clasificados correctamente. La sensi-
bilidad o tasa de verdaderos positivos describe la fraccio´n de pacientes enfermos que
realmente tienen un resultado de test positivo. La especificidad o tasa de falsos nega-
tivos describe la probabilidad de resultado de test negativo en individuos no enfermos.
La figura B.1 muestra las funciones de densidad por clase para pacientes enfermos
y sanos, y la ubicacio´n gra´fica de los diferentes valores encontrados en la matriz de
confusio´n.
Umbral de Decisión
EnfermosSanos
VPVN
FP FN
Figura B.1: Distribucio´n de las diferentes cantidades derivadas de la matriz de confusio´n a
partir de las densidades por clase
Mediante la modificacio´n del umbral de decisio´n es posible afectar la sensibilidad
y la especificidad obtenida, por lo que es deseable una prueba que compare resultados
por medios que sean independientes del valor escogido de umbral. Para dichas tareas
la Receiver-Operation Curve (ROC) fue propuesta [71].
La curva ROC es una gra´fica de todos los pares sensibilidad-especificidad resultantes
de variar continuamente el umbral de decisio´n sobre el rango entero de resultados
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observados. En cada caso la curva ROC grafica el traslape entre las distribuciones al
pintar la sensibilidad vs 1-especificidad [72].
Una ejemplo de Curva ROC t´ıpica se muestra en la figura B.2.
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Figura B.2: Curva ROC t´ıpica
Los mejores resultados se lograran a medida que el la gra´fica ROC alcance un codo
ma´s cercano a la esquina superior izquierda. En el caso mostrado en la figura B.2, la
curva en rojo, muestra mejor desempen˜o que la curva en azul, lo que implica que las
densidades de clase de la curva roja tienen menos traslape que el que se presenta para
la curva azul.
Las Detection Error Trade-off Curves (DET), son otra forma de representacio´n de la
informacio´n obtenida. Las diferencias con las curvas ROC sera´n ma´s del tipo este´tico,
donde cada una de las gra´ficas enfatizara´ ma´s un aspecto u otro del rendimiento del
sistema [73].
A diferencia de las curvas ROC, las curvas DET grafican en el eje y la tasa de falsas
aceptaciones (FN), adema´s que utilizan en sus ejes escalas de desviaciones normales.
En el caso de que las distribuciones sean cercanas a la normalidad, las gra´ficas usando
escalas de desviaciones normales sera´n aproximadamente lineales [73, 74].
La gra´fica B.3 muestra una curva DET t´ıpica, donde se ilustran dos curvas. La
curva azul tendra´ mejor rendimiento que la curva roja. Las curvas que se acerquen
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ma´s a la esquina inferior izquierda de la gra´fica sera´n las que presentara´n los mejores
resultados.
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Figura B.3: Curva DET t´ıpica
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C. Publicaciones
• Deteccio´n automa´tica de voces patolo´gicas empleando medidas de complejidad
estoca´stica sobre embebimiento no uniforme (J. A. Go´mez-Garc´ıa, J.D Arias-
London˜o, J.I Godino-Llorente, C.G Castellanos-Domı´nguez), En XIV Simposio
de tratamiento de Sen˜ales, Ima´genes y Visio´n artificial, STSIVA2009, 2009.
• Ana´lisis de la tolerancia al ruido de caracter´ısticas basadas en dina´mica no lineal
sobre sen˜ales FCG. (C. Ospina-Aguirre, J. A. Go´mez-Garc´ıa, C.G Castellanos-
Domı´nguez) Revista TECNO LO´GICAS. accepted
• Evaluation of Feature Extraction Techniques on Evoked-related potentials for De-
tection of Attention-Deficit/Hyperactivity Disorder (P. Castro-Cabrera, J. Gomez-
Garcia, F. Restrepo, O. Moscoso, G. Castellanos-Dominguez). 32nd Annual In-
ternational Conference of the IEEE Engineering in Medicine and Biology Society
submitted
• Non-linear characterization of pathological sustained vowel speech signal by using
non-uniform embedding. to be submitted
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