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Abstract—We present an end-to-end image compression system
based on compressive sensing. The presented system integrates
the conventional scheme of compressive sampling and recon-
struction with quantization and entropy coding. The compression
performance, in terms of decoded image quality versus data rate,
is shown to be comparable with JPEG and significantly better at
the low rate range. We study the parameters that influence the
system performance, including (i) the choice of sensing matrix,
(ii) the trade-off between quantization and compression ratio,
and (iii) the reconstruction algorithms. We propose an effective
method to jointly control the quantization step and compression
ratio in order to achieve near optimal quality at any given bit
rate. Furthermore, our proposed image compression system can
be directly used in the compressive sensing camera, e.g. the
single pixel camera, to construct a hardware compressive sampling
system.
Index Terms—Compressive sensing, image compression, quan-
tization, entropy coding, sparse coding, reconstruction, JPEG,
JPEG2000.
I. INTRODUCTION
Compressive Sensing (CS) [2]–[4] has been proposed for
more than a decade as a method for dimensionality reduction
of signals which are known to be sparse or compressible in a
specific basis representation. By “sparse” we mean that only
a relatively small number of the coefficients of the represen-
tation are non-zero, whereas “compressible” indicates that the
magnitude of the coefficients decays quickly, according to a
power law, hence the signal can be well approximated by a
sparse signal. In the CS paradigm, the signal is projected onto
a low-dimension space, resulting in a measurements vector. If
the signal is sparse, it is possible to exactly reconstruct it from
the measurements vector. If the measurements are noisy or the
signal is not sparse but compressible, the reconstruction yields
an approximation to the original signal. Natural images are
inherently compressible in the frequency or wavelet domain
and therefore suitable for CS. The past five years saw an
impressive progress in this field with new reconstruction algo-
rithms [5]–[7] achieving better reconstructed image quality at
a lower compression ratio (the ratio of the dimension of the
measurements vector to the number of pixels in the original
image, denoted by CSr). These algorithms go beyond sparsity
and leverage other properties of natural images, such as having
low rank [6], or being capable of denoising [7].
Encouraged by these achievements, we set out to create an
end-to-end image compression system based on CS. In itself
The authors are with Nokia Bell Labs, 600 Mountain Avenue, Murray Hill,
NJ, 07974, USA, xyuan@bell-labs.com. The MATLAB code used to generate
the results in this paper can be downloaded at CS vs. JPEG Demo and more
results are available at [1].
CS is not a complete signal compression system because its
“compressed signal”, the measurements vector, is an array
of real numbers rather than a sequence of bits or bytes.
Thus, in order to build a complete system we added a source
coding stage, in which the measurements are quantized, and
a channel coding stage, which quantizes measurements into a
byte sequence, using entropy coding.
A. Related Work
Goyal et al. [8] applied an information-theoretic approach
to assess the effectiveness of a CS based compression system
for sparse signals x ∈ RN , with only K non-zero entries,
a.k.a. K-sparse. Their benchmark was the “baseline” method,
where the coded bit sequence consisted of the sparsity pattern
(i.e. a specification of the indices of the non-zero entries in x)
and the quantized and coded non-zero entries. They showed
that the rate-distortion functions of a CS-based compression
system are considerably worse than those of the baseline
method for two reasons. First, the number of measurement
M required by CS to recover x is several times larger than
K, M/K ≥ log(N/K), and the number of bits needed to
represent the additional M − K quantized variables exceeds
the number of bits needed to specify the sparsity pattern,
especially when the number of bits per measurement is high.
Second, the quantization noise in the baseline method is
proportional to K, whereas in CS with a random sensing
matrix, it is proportional to M . Goyal et al. suggest that the
use of distributed lossless coding and entropy-coded dithered
quantization might potentially alleviate those problems, but
the complexity added by those methods would probably make
them impractical.
Despite this pessimistic outlook, the research of the effect
of quantization on CS measurements got significant attention
in the last few years. Laska and Baraniuk studied the trade-off
between the number of measurements and quantization accu-
racy [9] and showed that the sensitivity of the reconstruction
accuracy to the quantization noise varies dramatically with
the compression ratio. Laska et al. showed that even a small
number of saturated measurements, i.e. measurements whose
quantization error is not bounded, may cause a considerable
degradation on reconstruction accuracy [10]. Methods for
accounting for the quantization effect in the reconstruction
algorithm were studied in [11]. The extreme case of 1-bit
quantizer was investigated in [9], [11], [12]. The asymptotic
normality and approximate independence of measurements
generated by various sensing matrices were shown in [13].
Dai et al. compared various quantizer designs and studied their
effect on reconstruction accuracy [14], [15]. The distribution
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2of measurements generated by video and image CS systems,
which included quantization, were also described in [16], [17].
However this significant body of research was of limited value
for our purposes. First, these works assume a random, or a
structurally random sensing matrix, while the sensing matrices
suitable for our purposes could be different (see Sec. II-A).
Second, most of these works did not assume any channel
coder and therefore did not study the resulting bit rates. Those
that considered a channel coder did not study the interaction
between the quantizer and the channel coder and the trade-offs
in their design.
In the signal compression field, a “compression system” is
a system that converts the signal to a bit stream at the encoder
and reconstructs the signal from the bit stream at the decoder.
The performance of such a system is measured in terms of
the reconstruction error vs. bit rate. There are various papers
reporting the effect of measurements quantization on the
reconstruction error [6], [12]; however, these studies present
their results in terms of reconstruction error vs. compression
ratio, rather than vs. bit rate, because they do not consider
the channel coding aspect, that is, converting the sequence of
quantization code words into a low rate bit stream. This is
the reason that there has been no comparison of performance
between CS and classical image compression methods such as
JPEG and JPEG2000 — without a bit rate there is no way of
meaningful comparison.
B. Image Compression via JPEG and JPEG2000
Since its introduction in 1992, JPEG [18] has been one
of the most popular image compression methods in use.
JPEG2000 [19], which was released ten years later, has
superior compression properties at a wider bit rate/quality
range. A brief overview of these standards is given in Sec. II-F,
where their architectures are compared with that of the pro-
posed compressive sensing based image compression system
(CSbIC).
At the time of its introduction, the higher complexity of
JPEG2000 could be an impediment for its adoption, but
as computing capabilities improved, this was no longer an
issue for most cases. Nevertheless, JPEG remains the image
compression tool of choice in a wide range of applications. It
appears that the advantages of JPEG2000 were not necessary
for many targeted applications, which raises the question if
there is any need for yet another image compression scheme.
However, a compression scheme based on CS should have
some unique properties which are radically different from
those of any conventional signal compression scheme, which
may justify its adoption.
C. Uniqueness of CS based Image Compression
A compression scheme based on CS enjoys the following
unique properties which are primarily different from those of
any conventional signal compression scheme.
• The encoder is of much lower complexity than the de-
coder. In fact, a significant part of the encoder processing,
namely the measurements generation, can be done in the
CS (1879 Bytes)
JPEG (1903 Bytes)
Ground truth
Figure 1
Fig. 1. Comparison of JPEG and CS-based compression of the “Monarch”
image. Curves of structural similarity (SSIM) vs. compressed file size, as
well as decoded images of similar file size are shown. Please zoom-in on red
circles for details.
analog domain, e.g. by a single-pixel camera or a lensless
camera [20]–[24].
• The decoder is not fully defined by the encoder. Different
reconstruction algorithms can be applied to the same
measurements vector at different situations, and as more
prior information becomes available the reconstruction
algorithm can be improved to take it into account [6],
[7], [23]–[29].
• The loss of a small fraction of the measurements gen-
erally results in only a minor degradation in reconstruc-
tion quality. This may be used to achieve robustness to
channel impairments without the usual overhead of error
protection.
These unique properties suggest that CSbIC would be very
useful in applications such as media sensor networks, where
the sensors need to be inexpensive and have low energy
consumption, the network operates at low power and is usually
unreliable, and much prior information may be gathered while
the system is running. Therefore, CSbIC is suitable for a class
of applications which are quite different from those that JPEG
and JPEG2000 were designed for.
D. Contributions of This Work
This paper makes the following contributions:
i) We provide an end-to-end architecture for a CSbIC
system, including compressive sensing, source coding,
channel coding and a mechanism to adjust the system
parameters to control data rate and reconstruction quality.
ii) We address the theoretical issues raised by Goyal et al. [8]
in a practical way, by using domain-specific knowledge:
(i) we employ reconstruction algorithms that do not rely
solely on sparsity but also on other properties of natural
images, and (ii) we use deterministic sensing matrices
which are known to be effective for this such signals.
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Fig. 2. Image compression architecture comparison between proposed CSbIC (top) and JPEG (bottom).
iii) Having an end-to-end system enables us to measure its
performance in terms of quality versus data rate, and
thus benchmarks it against the leading image compression
standards, namely JPEG and JPEG2000. We show that
our CSbIC system is on-par with JPEG, with a clear
advantage in the low data rate range. Please refer to Fig. 1
as an example.
iv) We describe various design choices in each of the system
components and study the effect that these choices have
on the overall system performance.
The system that we describe is far from being fully optimized,
and throughout the paper we point out where further improve-
ment may be made. Nevertheless, even at this preliminary
stage the performance of our system makes it a viable al-
ternative to the conventional methods (refer to Figs 4-8 for
comparison with JPEG).
The rest of this paper is organized as follows. Sec. II
describes the system architecture and discusses the design
choices in each component. Sec. III provides the general
framework of reconstruction algorithms. Sec. IV presents the
results of our performance testing and Sec. V discusses the
implications of our results.
II. SYSTEM ARCHITECTURE
A diagram of the system architecture is given in Fig. 2.
Each of the encoding steps is matched by a corresponding
decoding step (in reverse order), with the exception of the bit
rate/quality control block, which appears only in the encoder.
In the following we present a detailed description of each of
those processing steps.
A. Sensing Matrix and Measurements Generation
We consider monochromatic images of Nv×Nh pixels. The
pixels of the input image are organized column by column as
a pixel vector x ∈ RN (N = NvNh). The pixel vector x is
multiplied by a sensing matrix Φ ∈ RM×N , M  N , yielding
the measurements vector
y = Φx. (1)
Φ is quite a large matrix, even for small images. Therefore,
for practical reasons, Φ is never stored, and the operation
(1) is implemented as a fast transform. It is well known that
a 2-dimensional discrete cosine transform (2D-DCT) is very
effective in decorrelating an image, and most of the energy
of the image is concentrated in the low frequency transform
coefficients. Recently, new sensing matrices were introduced
which leverage this property [22], [30]. These matrices are not
incoherent with the common sparsity bases of natural images,
as classical CS theory would require for guaranteeing robust
reconstruction [2], [4], but generally they perform better than
the classical sensing matrices in our application, i.e. image
compression. For example, (1) can be implemented by per-
forming 2D-DCT on the image pixels and then reordering the
resulting 2D-DCT coefficients in a “zig-zag” order (similar
to the one used in JPEG encoding) and selecting the first M
low-frequency coefficients [22].
In some applications, such as the single-pixel camera and
lensless camera [20], [21], [23], [31], a binary-valued matrix,
e.g. a matrix whose entries are only ±1 (or {0, 1}) is more
suitable for hardware implementation. In this case we approx-
imate the 2D frequency decomposition by using a 2D Walsh-
Hadamard transform (2D-WHT) [32]. Let
W = Wh ⊗Wv, (2)
4where ⊗ denotes the Kronecker product [33] and Wh,Wv
are Walsh-Hadamard matrices in sequency order [34], that is,
the kth row of Wh,Wv , has k − 1 zero crossings (if Nv or
Nh is not a power of two, the image is padded by zero pixels).
Similar to the 2D-DCT case, the selected measurements are
the first M coefficients of the zig-zag ordered entries of
Wx [30]. Note that Wx can also be computed numerically in
an efficient way, using the Fast Walsh-Hadamard Transform.
We can get the CS theoretical guarantee for successful
reconstruction, w.h.p. (with high probability), by replacing the
deterministic matrices described above with random matrices,
whose entries are independent, identically distributed (IID)
random variables (RVs), with Gaussian or Rademacher dis-
tributions [35], [36]. These matrices are universal, i.e. w.h.p.
they are incoherent with any given sparsity basis. Further-
more, the measurements generated by those random matri-
ces are mutually independent and asymptotically normally
distributed, which is helpful in the quantization and coding
design. Such fully random matrices do not allow fast transform
implementation of (1), but similar desired properties and
performance guarantees were shown for structurally random
matrices (SRM) [13], [37], [38], where Φx is obtained by
applying a randomly selected permutation to x, computing a
fast transform, such as DCT or WHT, on the permuted vector,
and randomly selecting M of the transform coefficients as
measurements (the DC coefficient is always selected). We de-
note these matrices SRM-DCT and SRM-WHT, respectively.
B. Quantization
The quantizer maps the measurements vector y into a
finite sequence of codewords taken from a finite codebook
C and the dequantizer maps the codewords sequence into a
measurements vector which is an approximation of the original
measurements vector. If the sensing matrix is deterministic
the measurements are highly uncorrelated; if it is a SRM the
measurements are nearly independent. Hence the advantage
of vector quantization [39] over scalar quantization is small
and does not justify its added complexity [14]. Therefore,
we consider a scalar quantizer which maps each measurement
{yi}Mi=1 to a codeword qi = Qi(yi) ∈ C, where Qi : R → C is
the quantizer of the ith measurement. In this work we use the
same quantizer for all measurements, hence in the following
we omit the subscript i from Qi.
The simplest scalar quantizer is the uniform quantizer. We
select the “mid-tread” type, defined by
Q(y)
def
= max(−L,min(L, Q˜(y))), (3)
Q˜(y)
def
= b(y − µ)/s+ 0.5c, (4)
where byc denotes the largest integer not exceeding y, µ =
1
M
∑M
i=1 yi is the mean of the measurements, s is the quan-
tizer’s step, Q˜(y) is the unclipped quantized value, and L is
a positive integer which determines the range s(L − 0.5) of
the actual quantizer Q(y). Consequently there are 2L + 1
codewords, C = {−L, · · · , L}. Since the distribution of the
measurements is highly non-uniform, the codewords distribu-
tion is also not uniform, hence in order to represent codewords
effectively by a bit sequence we need to use variable length
coding (VLC) in the channel coder. On the other hand, an
optimal quantizer (in the mean square sense) or an entropy
constrained quantizer [39] usually results in nearly equally
populated quantization regions, which makes it possible to
use fixed length coding (FLC) with little data rate penalty.
Thus the design choice is between a simple quantizer with
a sophisticated VLC, versus a sophisticated quantizer with a
simple FLC. We opted for the first option because designing
an optimal quantizer requires knowledge of the measurements
distribution, which is difficult to estimate for a deterministic
sensing matrix. Another reason to use a uniform quantizer is
that the reconstruction may be sensitive to the presence of
even few measurements with large errors [10], which is often
the case with non-uniform quantizers.
If Q(y) = c and |c| < L, we define the dequantizer by
Q−1(c) = cs+ µ, (5)
hence the quantization error is bounded by
|y −Q−1(Q(y))| ≤ 0.5s. (6)
On the other hand, if |c| = L, the quantized measurement
is saturated and the quantization error cannot be bounded.
Even a small number of saturated measurements can cause
severe quality degradation unless they are specially handled
in the reconstruction [10]. The simplest way to do it is by
not using the saturated measurements at all; attempts to mod-
ify the reconstruction algorithm to use those measurements
showed little gain over simply discarding them. Another option
(not considered in [10]) is to code the value of Q˜(y) for
each saturated measurement y in some ad hoc method and
transmit it as additional information. In both cases saturated
measurements incur a penalty, either in the form of transmitted
codewords which are not used, or as ad hoc transmission of
Q˜(y). Therefore, we select L large enough to make saturation
a rare event. In fact, L can be set sufficiently large to eliminate
saturation completely, but a very large codebook may have an
adverse effect on channel coding (see Sec. II-D3). We found
that a good trade-off is to select L so that quantizer’s range
s(L−0.5) is about 4 standard deviations of the measurements.
However, the system is not very sensitive to this parameter
— performance does not change much if the range is 3 or
6 standard deviations. We also compared ignoring saturated
measurements to sending Q˜(y) for each of them. We chose
the latter because it performed slightly better and had the
important advantage of not requiring any change in the re-
construction algorithm.
With all the sensing matrices considered, the first measure-
ment y1 is the DC coefficient, which is the sum of all pixels
in the image. Since the pixels are unsigned, y1 is much larger
than the other measurements and is always saturated, therefore
it requires special handling: y1 is excluded when calculating
the mean (µ), and the standard deviation of the measurements,
and Q(y1) = L is not included in the quantized measurement.
Instead, Q˜(y1) is coded in an ad hoc fashion and transmitted
separately.
5Unless the quantization is very coarse, its effect on the
measurements can be modeled as adding white noise, uni-
formly distributed in [−s/2, s/2], which is uncorrelated with
the measurements [39]. Hence the variance of the quantization
noise in each measurement is
σ2Q = s
2/12. (7)
The integral pixel values are generally obtained by sampling
an analog signal and rounding the samples values to the nearest
integer. Hence the pixel values contain digitization noise with
variance of 1/12. This noise appears in the measurement yj
with variance
σ2D = ‖φj‖22/12, (8)
where φj is the jth row of Φ. In the sensing matrices that
we consider ‖φj‖2 is constant, ‖φj‖2 = ‖Φ‖2. Clearly,
there is no point in spending bits to accurately represent the
digitization noise, hence we need to have σQ ≥ σD and
consequently s ≥ ‖Φ‖2. Typical quantizer step sizes are
between ‖Φ‖2 to 50‖Φ‖2.
C. Image Quality Control
As mentioned earlier, the performance of a compression
system is measured in terms of reconstruction quality vs. bit
rate. Usually, both of these quantities are determined by a
single parameter; by varying this parameter we obtain the
receiver operator curve (ROC), which depicts reconstruction
quality against bit rate. However, in our case, both the coded
image size and the quality of the reconstructed image depend
on two parameters, the compression ratio R and the quantizer
step size s. One can get the same coded image size with
various combinations of these two parameters, but the recon-
struction quality varies significantly among those parameter
combinations. If the encoded image size is constrained not
to exceed b, then the highest possible reconstruction quality
Z∗(b) is given by
Z∗(b) = argmaxR,s Z(R, s), subject to B(R, s) ≤ b, (9)
where B(R, s) and Z(R, s) are the coded image size and
the reconstructed image quality (according to some specified
quality criterion) respectively, as functions of the compression
ratio and the step size. For each value of b, there is an optimal
pair of compression ratio and quantization step, (R∗(b), s∗(b)),
which is the solution of the optimization problem (9). How-
ever, getting an analytical solution to this equation, even
approximately, turns out to be an extremely difficult problem1.
It is relatively simple to get an approximate expression for
B(R, s)2, but unfortunately, there is no closed form expression
1The joint compressive sensing (using sensing matrix to obtain measure-
ments) and data compression (to quantize the measurements), to our best
knowledge, is an unsolved problem in theory. The most related work can be
found in [40]; unfortunately, no closed-form solution has been shown. Most
recently, Goldsmith el al. [41], [42] started some research on the distortion
limits of analog-to-digital compression, which can inspire some analysis for
this joint analysis of compressive sensing and data compression. However,
decent gaps exist to derive any explicit formula.
2Since we are using entropy coding, we may approximate the bit rate by
the entropy of the measurements,
B(R, s) ≈∑Mj=1Hs(yi) ≈∑Mj=1H(yj)−M log2 s, (10)
for Z(R, s). The CS literature provides several upper bounds
for the mean square reconstruction error [43], but using any of
these upper bounds as a substitute to the actual mean square
error is a gross oversimplification and the formulas derived for
(R∗(b), s∗(b)) from this “approximation” have no resemblance
to the empirical results. Furthermore, the mean square error
does not reflect image quality as perceived by the human visual
system (this issue is elaborated in Sec. IV-B), hence even if
we had an expression for Z(R, s) in the mean square error
sense, it would not help us in solving (9) when the objective
is to maximize the perceived quality.
Since an analytic solution is not available, we set out to
search for an empirical one. For eight widely used images
(shown in Fig. 4), we plotted curves of Z(R, s) against
B(R, s), where R was kept fixed and s was the independent
variable. Plotting these curves in the same graph, for different
values of R, it became clear that each value of R is optimal
for a particular quantization step, s∗(R), that is (R, s∗(R)) are
the solution to (9) for a particular value of b. For s > s∗(R),
we could find R′ < R such that B(R′, s) = B(R, s∗(R))
but Z(R′, s) > Z(R, s∗(R)), and similarly, for s < s∗(R),
we could find R′′ > R such that B(R′′, s) = B(R, s∗(R))
but Z(R′′, s) > Z(R, s∗(R)). Therefore, for each image
the function s∗(R) was monotonically decreasing, but it was
different for different images. A closer examination revealed
that in each image, approximately satisfied the relation
R s∗(R) = C‖Φ‖2, (11)
where C is a constant whose value depends on the type of
sensing matrix and varies from image to image. Furthermore,
we found that using C = 2.0 is a good choice, albeit
suboptimal, for all images. To confirm these findings we ran
our tests on 200 images from the Berkeley Segmentation
Dataset and Benchmark dataset, i.e. , BSDS300 [44] and
verified that setting (R, s) using (11) with C = 2.0 is a
generally good choice for all natural images. Thus in our tests
s∗(R) is determined using (11), with C = 2.0. The resulting
quantization step is sufficiently fine to allow modeling the
quantization noise as uncorrelated, uniformly distributed white
noise.
It should be emphasized that our choice of C = 2.0 is not
optimal for many images, and Eq. (11) itself is an empirical
approximation to a very complex relationship between the
optimal compression ratio and optimal step size. Consequently,
one could often get better results than those presented in
this paper by manually tweaking s∗(R) for a given image.
Therefore, finding a better practical solution for the opti-
mization problem (9) could lead to significant performance
improvement in our system.
where Hs(yj) is the entropy of the measurement yj quantized with a step
size s, H(yj) is the differential entropy of the measurement yj , and the
second inequality is based on the well-known approximation (for small step
size), H(yj) = HS(yj)− log2 s. H(yj) can be computed by estimating the
distribution yj over a large number of images, or in the case of stochastic
sensing matrices, since the measurements are known to be approximately
Gaussian and identically distributed, one could get an analytic expression for
H(yj).
6D. Lossless Coding
The lossless encoder encodes the codeword sequence gen-
erated by the quantizer, as well as some miscellaneous infor-
mation (e.g. µ, s, and the ad hoc representation of saturated
measurements), as a bit sequence. The lossless decoder ex-
actly decodes the codeword sequence and the miscellaneous
information from the bit sequence.
1) Coded Numbers Format : Various types of numbers are
coded by the lossless encoder (and decoded by the lossless
decoder). Each type is encoded in a different way:
Unbounded signed or unsigned integers are integers
whose maximal possible magnitude is not known in advance.
They are represented by byte sequences bytes, where the most
significant bit (MSB) in each byte is a continuation bit — it
is clear in the last byte of the sequence and set in all other
bytes. The rest of the bits are payload bits which represent
the integer. The number of bytes is the minimal number that
has enough payload bits to fully represent the unsigned or
unsigned integer.
Real numbers, which are natively stored in single or double
precision floating point format [45] are coded as pairs of
unbounded signed integers representing the mantissas and the
exponents in the floating point format.
Bit arrays are zero padded to a length which is a multiple
of 8 and coded as a sequence of bytes, 8 bits per bytes.
Bounded unsigned integer arrays are arrays of unsigned
integers, each of which may be represented by a fixed number
of bits. An array of n integers, each of which can be repre-
sented by b bits, is encoded as a bit array of bn bits.
Each of these number formats can be easily decoded. Note
that these formats are byte aligned for simpler implementation.
2) Entropy Coding : The codewords ±L represent saturated
measurements. Whether those measurements are ignored or
transmitted separately, there is no distinction between sat-
uration from above or below, hence we merge these two
labels into a single label L, thus we have 2L codewords:
−L+ 1, . . . , L.
Let pc, c ∈ C be the probability of a measurement to be
quantized to c. If the codewords {Q(yi)}Mi=1 are IID random
variables, then a tight lower bound on the expected number of
bits required to transmit these codewords is the entropy rate:
H
def
= −M∑c∈C pc log2 pc. (12)
Arithmetic coding (AC) [45] represents the codeword sequence
by a bit sequence, the length of which can get arbitrarily close
to the entropy rate for a large M . We use AC to encode the
codewords sequence. The AC bit sequence is coded as a bit
array.
Since the probabilities pc, c ∈ C are not known a priori,
they need to be estimated and sent to the receiver, in addition
to the AC bit sequence. These probability estimates can be
obtained in two ways: For SRMs, the measurements are
approximately normally distributed [13], hence for |c| < L,
pc is the normal probabilities of the quantization intervals
[cs + µ − 0.5s, cs + µ + 0.5s), and pL = 1 −
∑
|c|<L pc.
Thus, all that needs to be sent to the receiver is the estimated
standard deviation of the measurements, which is coded as a
real number. For deterministic sensing matrices, it is neces-
sary to compute a histogram of the quantized measurements
sequence, use it to determine the probabilities and then code
the histogram and send it to the receiver along with the AC
bit sequence. Sending the histogram is an overhead, but it
is small in comparison to the gain achieved with arithmetic
coding. In fact, even with measurements generated by SRM,
in many cases the total bit rate achieved when using AC with
a histogram is better than the total bit rate when using the
normal distribution assumption, because the gain obtained by
accurately describing the actual codeword frequencies is more
than the overhead required of transmitting the histogram.
In natural images the magnitudes of the coefficients of 2D-
DCT or 2D-WHT decay quickly, hence measurements gener-
ated using a deterministic sensing matrix are not identically
distributed, which violates the assumptions under which AC
is asymptotically optimal. In order to handle this problem
we partition the codeword sequence into sections, and for
each section we compute a histogram and an AC sequence
separately. This, of course, makes the overhead of coding the
histograms significant. In the following we describe how the
histograms are coded efficiently and how to select a locally
optimal partition of the codewords sequence.
3) Coding of Histograms : In order to be efficient, the code
of histograms of short codeword sequences should be short
as well. Fortunately, such histograms often have many zero
counts, which can be used for efficient coding. A histogram
is coded in one of three ways:
Full histogram: A sequence of 2L unbounded unsigned in-
tegers, containing the counts for each codeword. This method
is effective when most counts are non-zero.
Flagged histogram: A bit array of 2L bits indicates for
each codeword whether the corresponding count is non-zero,
and a sequence of unbounded unsigned integers contains the
non-zero counts. This method is effective when a significant
share of the counts is zero.
Indexed histogram: A bounded integer indicates the num-
ber of non-zero counts, an array of bounded integers contains
the indices of the non-zero counts, and a sequence of un-
bounded unsigned integers contains the non-zero counts. This
method is effective when most of the counts are zero. In the
extreme case of a single non-zero count the AC bit sequence
is of zero length, hence this histogram coding is effectively a
run length encoding (RLE).
The histogram is coded in these three ways and the shortest
code is transmitted. A 2-bit histogram format selector (HFS)
indicates which representation was chosen. The HFSs of all
sections of the codeword sequence are coded as a bit array.
Thus, each section of the codeword sequence is represented
by the HFS, the selected histogram representation and the AC
bit sequence.
4) Partitioning into AC sections: Partitioning the codeword
sequence into AC sections requires estimating the number of
bits in each coded section. Let {hs(c), c ∈ C} be the histogram
of section S, where hs(c) is the count for codeword c. In order
to avoid repeated AC encoding computation, the number of
7Algorithm 1 Partitioning the codeword sequence into entropy coded sections.
1. Initialization:
a. Partition the codewords sequence {Q(yj)}Mj=1 into J0 =M sections of length 1, {S0j }J0j=1.
b. For each section, compute the histogram counts h0j (c)
def
= hS0j (c), c ∈ C, j = 1, . . . , J0.
c. Compute the coded sections’ lengths using (17): l0j
def
= L(S0j ), ∀j = 1, . . . , J0.
In this case, since all sections contain exactly one codeword, Lˆ(S0j ) = 0 and LH(S0j ) is the same for all partitions.
d. Let P0 = {(j, k)|1 ≤ j < k ≤ min(J0, j +m− 1)}. For each pair (j, k) ∈ P0:
i. Let S0j,k be the section obtained by merging sections S
0
j , . . . , S
0
k and compute the histogram resulting from this merge:
h0j,k(c) =
∑k
i=j h
0
i (c), c ∈ C and compute the values of Lˆ(S0j,k) using the histogram and Eq. (17).
ii. Using the above histogram, compute the gain in bit rate obtained by merging sections S0j , . . . , S
0
k:
g0j,k =
∑k
i=j l
0
j − Lˆ(S0j,k).
2. Let m be a small positive integer.
for r = 0, 1, . . . do
a. Let (j∗, k∗) = argmax(j,k) grj,k.
b. If grj∗,k∗ ≤ 0 break out of the loop.
c. Merge sections Srj∗ , . . . , S
r
k∗ to get partition (r + 1), in which
Jr+1 = Jr − (k∗ − j∗), (13)
hr+1j (c) =

hrj , 1 ≤ j < j∗,
hrj∗,k∗ , j = j
∗,
hr
j+(k∗−j∗) j
∗ < j ≤ Jr.
lr+1j =

lrj , 1 ≤ j < j∗,
L(Srj∗,k∗ ), j = j∗,
lr
j+(k∗−j∗) j
∗ < j ≤ Jr.
Sr+1j (c) =

Srj , 1 ≤ j < j∗,
Srj∗,k∗ , j = j
∗,
Sr
j+(k∗−j∗) j
∗ < j ≤ Jr.
(14)
Let Pr+1 = {(j, k)|1 ≤ j < k ≤ min(Jr+1, j +m− 1).
For each pair (j, k) ∈ Pr+1: let Sr+1j,k be the section obtained by merging sections Sr+1j , . . . , Sr+1k and compute the
histogram resulting from this merge: hr+1j,k =
∑k
i=j h
r
i (c), c ∈ C, and compute the values of Lˆ(Sr+1j,k ) and the the merging
gain gr+1j,k =
∑k
i=j l
r+1
j −Lˆ(Sr+1j,k ) using the histogram and Eq. 17. In most cases the values will be copied directly from
corresponding values of hrj,k(c), c ∈ C, Lˆ(Srj,k) and grj,k. Actual calculation is needed only if j < j∗ ≤ k < k∗, that is
for m(m+ 1)/2 entries.
end for
3. Let r∗ be the final value of r, J∗ = Jr∗ be the final number of sections and S∗j = S
r∗
j , h
∗
j (c) = h
r∗
j (c), j = 1, . . . , r
∗, c ∈ C
be the final sections and corresponding histograms.
bits in the AC sequence of S is estimated, based on (12), by
LˆAC(s) def= 8
⌈∑
c∈C hs(c) log2(Ms/hs(c))/8
⌉
, (15)
where dae is the least integer not smaller than a, and
Ms =
∑
c∈C hs(c) (16)
is the number of the codewords in the section. The total section
code length is estimated by
Lˆ(s) = LˆAC(s) + LH(s) + 2, (17)
where LH(s) is the number of bits used for the histogram
coding and the last term on the right hand side is the bits
used for the HFS.
The partition of the codeword sequence into sections is
preformed using a greedy algorithm (Algorithm 1). We begin
by partitioning the sequence into RLE sections, and in each
iteration we merge up to m consecutive sections, selected so
that the merging yields the greatest possible reduction in total
coded sections length. m is a constant which was set to 4 in
our experiments. When the algorithm starts all the bits are
spent on HFSs and histogram representation, and none on
AC bit sequences. As the algorithm progresses and sections
are merged, more bits are spent on AC, and the histograms
become fewer in number, but having more non-zero counts. It
is plausible that we could get even better compression if we
used more efficient ways for histogram representation, e.g. by
using more parametric models of approximated histograms (in
addition to the normal distribution).
5) Complexity of Algorithm 1: To analyze the amount of
computations, we note that Jr −m ≤ Jr+1 < Jr for 0 ≤ r <
r∗ and therefore Jr ≤M−r and r∗ ≤M−Jr∗ ≤M−1. We
also note that |Pr| =
∑m
i=1(Jr − i) = m(Jr − (m+ 1)/2) ≤
m(M − r − (m+ 1)/2).
Consider the steps of the algorithm:
• Steps 1a and 1b are of complexity O(M);
• Step 1c is of complexity O(1);
• Step 1d is of complexity O(|P0|) = O(m(M−(m+1))).
Thus the initialization complexity is O((m+ 1)M −m).
In step 2a, finding the maximum among Jr elements re-
quires O(log2(Jr)) ≤ O(log2(M − r)) operations, thus in
total step 2a requires (using Stirling’s formula)∑r∗−1
r=0 O(log2(Jr)) ≤
∑M−1
r=0 O(log2(M − r))
= O(log2M !) = O(M(logM − 1)). (18)
Assuming that the arrays are organized in a tree structure,
which allows insertion and deletion of elements at a fixed
8complexity, each iteration of step 2b and 2c is of complexity
O(1) and the complexity of step 2d is O(m(m + 1)/2).
Since the iterations are repeated at most (M − 1) times, the
expression that gives the complexity of Algorithm 1 as
O(M(logM +m(m+ 1)/2)). (19)
Since M  N and the complexity of computing the mea-
surements is O(N logN), assuming a sensing matrix based
on a fast transform, the complexity of performing the entropy
coding is significantly lower than that of computing the
measurements.
A note about the significance of choice of m: This is
a greedy algorithm which stops when it cannot make an
improvement by merging up to m adjacent sections. Increasing
m will make the algorithm consider more options in each
iteration, and therefore potentially find a better solution. Thus
it appears that choosing m is a trade-off between complexity
and better compression. However, if the algorithm chooses to
merge more than two sections at a time it skips an iteration,
therefore choosing a larger m may sometimes improve perfor-
mance. In our simulations we used m = 4.
HFS of each section
𝐽0
𝐽0
Fig. 3. Coded image structure.
6) Coded Image Structure: The data structure of the coded
image is shown in Fig. 3. The coded image begins with a
header specifying the image parameters (size, bits per pixel,
color scheme, etc.) and the encoder’s algorithmic choices
(e.g. sensing matrix type, compression ratio, quantizer param-
eters). The body of the code consists of some global image
parameters (µ, s, L, Q˜(y0), etc.) followed by the entropy
coded quantized measurements, which are the bulk of the
transmitted data: the HFSs, the histograms and the AC se-
quences for each section. If the values of Q˜(y) are transmitted
for saturated measurements (corresponding to terms equaling
L in the codeword sequence), these are coded as an array of
unbounded signed integers.
E. Decoding
Decoding is done in reverse order of encoding, as follows:
• The numerical parameters and bit arrays in the coded
image are parsed.
• The quantization codewords are recovered by arithmetic
decoding.
• The unsaturated quantized measurements are computed
using (5). For the saturated measurements (those having
a codeword of L), if values of Q˜(y) are transmitted, they
are used. Otherwise, the values of the quantized saturated
measurements are set to zero.
• The sensing matrix is determined according to the al-
gorithmic choices in the coded image. If there was no
ad hoc transmission of Q˜(y) for saturated measurements,
the rows corresponding to these measurements are set to
zero. In practice this is done by replacing the original
sensing matrix Φ by DΦ, where D is a M×M diagonal
matrix whose diagonal elements are zero for saturated
measurements and one for unsaturated measurements.
• The image is reconstructed using the sensing matrix and
the quantized measurements, as described in detail in
Sec. III.
F. Module Comparison of CSbIC with JPEG and JPEG2000
We now compare the architectures of CSbIC, JPEG and
JPEG2000 and consider the aspects which may lead to perfor-
mance differences. Fig. 2 compares the architecture of CSbIC
with that of JPEG side by side. The main common points and
differences are:
• JPEG, JPEG2000 and CSbIC begin with a linear projec-
tion of the image onto a different space. However:
– JPEG2000 may partition the image into tiles of
varying sizes, which are processed separately. This
is equivalent to using a block-diagonal projection
matrix, where each block corresponds to a tile. In
JPEG the tiles (referred to as blocks) are of fixed
size of 8× 8 pixels. In CSbIC the projection is done
on the whole image, which was adequate for the
image sizes which we experimented with. For larger
images, adding tiling should be straight forward.
– In both JPEG and JPEG2000, each tile/block is
projected on a space of the same dimension, N ,
hence there is no data loss in this operation, whereas
in CSbIC the projection is lossy since it is on a M -
dimensional space, M  N .
– In JPEG the projection is a 2D-DCT with the output
organized in zig-zag order, while in JPEG2000 it is
a 2D-wavelet transform. In CSbIC, a 2D-DCT based
projection is one of several options.
– JPEG uses block to block prediction of the DC
coefficient in order to deal with the issue of the
DC coefficient being much larger than the other
coefficients. In JPEG2000 this is done by subtracting
a fixed value from all pixels before the projection. In
contrast, CSbIC takes care of this issue in the quan-
tization stage. The effect of these different methods
is similar and has little impact on performance.
• CSbIC uses a simple uniform scalar quantizer with an
identical step size for all measurements. JPEG uses the
same type of quantizer, but the step size is selected
9from a quantization table and is different for each co-
efficient, resulting in quantization noise shaping, which
may give JPEG an advantage at higher quality/data rate
(Fig. 4). JPEG2000 also performs quantization noise
shaping through varying step size, and in addition, its
quantizer is not exactly uniform—the quantization inter-
val around zero (the “dead-zone”) is larger than the other
quantization intervals, effectively forcing small wavelet
coefficients to zero and reducing the amount of bits spent
on coding them. It is plausible that using noise-shaping
and slight non-uniformities in the quantization would
improve the performance of CSbIC as well.
• The bit rate and quality trade-off in JPEG and JPEG2000
is controlled by tuning the operation of a single module
— the quantizer. In contrast, in CSbIC this trade-off is
controlled by jointly tuning two different modules: The
projection, or measurement capturing module is tuned by
changing the compression ratio, and the quantizer is tuned
by changing the quantization step.
• In JPEG, entropy coding is based on Huffman coding
and RLE. JPEG2000 uses arithmetic coding, with a so-
phisticated adaptive algorithm to determine the associated
probabilities. CSbIC uses arithmetic coding, which is
known to be better than Huffman coding, but instead
of using adaptive estimation of the probabilities, the
codewords are partitioned into sections and for each
section a histograms of codewords is computed and sent
as side information. The overhead of the transmitted
histograms may be a disadvantage of CSbIC relative to
JPEG2000.
• In JPEG and JPEG2000, the decoder generates the im-
age from the dequantized transform coefficients by an
inverse 2D-DCT or wavelet transform, respectively — a
simple linear operation which does not rely on any prior
information not included in the received data. In contrast,
the CS reconstruction in CSbIC is an iterative, non-linear
optimization, which relies on prior assumptions about the
structure of the image (e.g. sparsity).
III. IMAGE RECONSTRUCTION
Since the seminal works of Cande`s et al. [2] and
Donoho [3], various reconstruction algorithms have been
developed.The early reconstruction algorithms leveraged the
property of natural images of being compressible when pro-
jected by a suitable sparsity operator D:
f = Dx, (20)
where f denotes the projected vector and it is usually forced
to be sparse. D can be a pre-defined basis (DCT or wavelet),
or learned on the fly [46]. Another popular sparsity operator is
the Total Variation (TV), where D is a projection on a higher
dimension space [5].
Recently, better results were obtained by algorithms such as
D-AMP (denoising based approximate message passing) [7]
and NLR-CS (nonlocal low-rank compressive sensing) [6],
which exploit established image denoising methods or the
natural images property of having a low rank on small patches.
While using different projection operators D, most of these
algorithms compute xˆ, the estimated signal, by solving the
minimization problem
xˆ = argminx ‖Dx‖p, s.t. y = Φx, (21)
where p can be 0 (‖f‖0 denotes the number of non-zero
components in f ) or 1, using ‖f‖1 as a computationally-
tractable approximation to ‖f‖0. Alternatively, ‖ ‖p can stand
for the nuclear norm ‖ ‖∗ to impose a low rank assumption [6].
Problem (21) is usually solved iteratively, where each
iteration consists of two steps. Beginning with an initial
guess, the first step in each iteration projects the current
guess onto the subspace of images which are consistent with
the measurements, and the second step denoises the results
obtained in the first step. Various projection and denoising
algorithms [46] can be employed in this general framework in
order to achieve excellent results.
In our experiments we have used an improved variant of TV
known as Generalized Alternating Projection Total Variation
(GAP-TV) [25], as well as D-AMP and NLR-CS. In the
following, we review the main steps of these three algorithms.
A. GAP-TV [25]
The GAP-TV is an efficient TV based algorithm to recon-
struct images/videos from the compressively sampled mea-
surements [25]. GAP-TV formulate the image reconstruction
problem as
min
x
Cb s.t. ‖TV(x)‖ ≤ Cb and Φx = y, (22)
where Cb is the radius of the `1-ball constructed by the
TV of the image, ‖TV(x)‖ = |Dhx| + |Dvx|, where
Du and Dv performs the differential of the image in the
horizontal and vertical direction, respectively. By introducing
an auxiliary variable θ, GAP-TV solves (22) as a series of
alternating projection problem (xt,θt) = argminx,θ 12‖x −
θ‖22+ λ‖TV(θ)‖, s.t. Φx = y, where λ is a regularization
parameter and t denotes the iteration number. This is solved
iteratively updating x (via the Euclidean projection) and
updating θ (via the TV denoising algorithm [47]).
B. D-AMP [7]
The denoising based image compressive sensing reconstruc-
tion algorithm, proposed in [7], integrates various denois-
ing algorithms [48] into the approximate message passing
(AMP) [49] framework and leads to the state-of-the-art re-
construction results using Gaussian sensing matrices. AMP
extends iterative soft-thresholding by adding an extra term to
the residual known as the Onsager correction term. Similar to
GAP-TV, D-AMP is also an iterative algorithm composed of
the following steps:
xt+1 = Dσˆt(x
t + Φ>zt), (23)
zt = y −Φxt + zt−1divDσˆt(xt−1 + A>zt−1)/M, (24)
and (σˆt)2 = ‖z‖
2
2
M , where x
t is the estimate of the signal at tth
iteration and zt is an estimate of the residual. σˆt is an estimate
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Fig. 4. Performance diagrams, SSIM vs. compressed file size (in bytes), comparing JPEG (black solid curves), JPEG2000 (black dash curves) with CSbIC
compression using different sensing matrices – 2D-DCT (solid) and 2D-WHT (dash), and different reconstruction algorithms — GAP-TV (blue), NLR-CS
(red) and D-AMP (green).
of the standard deviation of the noise and Dσˆt( ) denotes the
denoising operation, where various algorithms can be used.
divDσˆt denotes the divergence of the denoiser, and divD(x) is
the sum of the partial derivatives with respect to each element
of x, i.e. , divD(x) =
∑N
n=1
∂D(x)
∂xn
, where xn is the nth
element of x. The term zt−1divDσˆt(xt−1 + A>zt−1)/M is
the Onsager correction term, which has a major impact on the
performance of the algorithm.
C. NLR-CS [6]
By exploiting the nonlocal self similarity of image patches
and low-rank property, Dong et al. proposed the nonlocal low-
rank regularization based compressive sensing reconstruction
algorithm, i.e. NLR-CS. NLR-CS is an iterative optimization
algorithm based on the alternating direction method of mul-
tipliers (ADMM) [50] framework. In each iteration, after the
updating of x, instead of using various denoising algorithms
as in D-AMP, NLR-CS imposes low rank property of similar
patches to achieve a better image. Specifically, starting from
the current estimate xt, it is divided into P overlapping
patches of size
√
d × √d, and each patch is denoted by a
vector xp ∈ Rd, p = 1, 2, ..., P . Then for each patch xp,
its m similar patches are selected from a searching window
with C × C pixels to form a set Sp. Following this, all
patches in Sp are stacked into a matrix Xp ∈ Rd×m, i.e. ,
Xp = {xi,1, xi,2, ..., xi,m}. This matrix Xp consisting of
patches with similar structures is thereby called a group, where
{xi,j}mj=1 denotes the jthth patch in the ith group. Since all
patches in the same group are similar, matrix Xp is of low-
rank. NLR-CS thus integrates this low-rank property of patch
groups in the ADMM framework to update the signal x.
File size (Bytes) 1000 1600 2200 2800 3400
JPEG 0.1726 0.1281 0.1102 0.0962 0.0854
JPEG2000 0.1320 0.1123 0.0995 0.0884 0.0788
CS (GAP-TV) 2D-WHT 0.1156 0.1061 0.0976 0.0902 0.0837
CS (D-AMP) 2D-WHT 0.1162 0.1118 0.1059 0.1017 0.0978
CS (NLR-CS) 2D-WHT 0.1153 0.1041 0.0942 0.0860 0.0793
CS (GAP-TV) 2D-DCT 0.1188 0.1080 0.0978 0.0885 0.0808
CS (D-AMP) 2D-DCT 0.1241 0.1133 0.1038 0.0930 0.0853
CS (NLR-CS) 2D-DCT 0.1194 0.1069 0.0953 0.0854 0.0778
Standard deviation (std.) of SSIM at different file sizes
Fig. 5. Performance diagrams with 200 images from BSDS300 dataset,
average SSIM vs. compressed file size (in bytes), comparing JPEG (black
solid curves), JPEG2000 (black dash curves) with CSbIC compression using
different sensing matrices. The standard deviations (std) at various compressed
sizes are shown in the table with the smallest entry at each size in bold, where
we can see that the NLR-CS is robust to pictures as it always provides the
lowest std. Exemplar results are available at [1].
IV. PERFORMANCE TESTING
Our test material consisted of 8 monochrome images of
256x256 8-bit pixels (Barbara, Boats, Cameraman, Foreman,
House, Lenna, Monarch, Parrots — see Fig. 4). These images
were processed in a variety of test conditions, specified by
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Fig. 6. Performance diagrams with 8 exemplary images from BSDS300 dataset, SSIM vs. compressed file size (in bytes), comparing JPEG (black solid curves),
JPEG2000 (black dash curves) with CSbIC compression using different sensing matrices – 2D-DCT (solid) and 2D-WHT (dash), and different reconstruction
algorithms — GAP-TV (blue), NLR-CS (red) and D-AMP (green). More (200 images) results are available at [1].
encoder and reconstruction parameters. The outcome of pro-
cessing an image in a particular test condition is the data rate,
as expressed by the size of the coded image file (in bytes),
and the reconstructed image quality, measured by structural
similarity (SSIM) [51]. We preferred SSIM over Peak-Signal-
to-Noise-Ratio (PSNR) as a measure of quality because SSIM
better matches the quality perception of human visual system
(refer to Fig. 7 and [1] for PSNR results, which provide similar
observations to SSIM). Fig. 8 shows a few examples where
higher SSIM is clearly consistent with higher image quality.
Results are presented as points in SSIM vs. coded image
size diagram. By connecting the points corresponding to test
cases with different rate conntrol parameters (but identical
in all other parametrs) we get performance curves which
can be compared with each other in order to determine the
better operating parameters. Performance curves for JPEG or
JPEG2000 were obtained using the MATLAB implementation
of those standards (the “imwrite” function). In addition to
the 8 widely used test images, we have further tested 200
images from the (Berkeley Segmentation Dataset) BSDS 300
dataset [44] with the average SSIM vs. compressed file size
plotted in Fig. 5, where the standard deviation of SSIM at
various file sizes are also showed. It can be seen that the 2D-
DCT sensing matrix plus NLR-CS reconstruction performs
better than JPEG when the compressed file size is smaller
than 4000 bytes. Fig. 6 shows the performance diagrams with
8 exemplary images from BSDS300 dataset. All the results
presented in this section and more results can be found at [1]
along with the source code.
Fig. 7. PSNR vs. compressed file size (in bytes), comparing JPEG (black
solid curves), JPEG2000 (black dash curves) with CSbIC compression using
different sensing matrices – 2D-DCT (solid) and 2D-WHT (dash), and
different reconstruction algorithms — GAP-TV (blue), NLR-CS (red) and
D-AMP (green). Results with 8 images are available at [1].
A. Effect of The Choice of Sensing Matrix
The performance with the deterministic sensing matrices,
2D-DCT and 2D-WHT, was always significantly better than
with the SRMs with the same fast transforms, SRM-DCT
and SRM-WHT, respectively (Fig. 9), regardless of the re-
construction algorithm which was used. Within each of those
groups (deterministic matrices and SRMs), the sensing ma-
trices based on DCT generally yielded better performance
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Fig. 8. Left: SSIM vs. compressed files size (in bytes) D-AMP+2D-WHT is
used in CSbIC. Right: exemplar reconstructed images from CSbIC and JPEG
with similar file size. More results are available at [1].
SRM-DCT
SRM-DCT
Fig. 9. Performance plots for the two images of CS with different sensing
matrices. D-AMP (left) and NLR-CS (right) are used for reconstruction.
Results with 8 images and 3 algorithms are available at [1].
than the those based on WHT (Fig. 9 right). However, (i) the
difference, in terms of SSIM for the same file size, is generally
smaller than the performance difference between deterministic
and structurally random matrices, (ii) the difference between
SRM-DCT and SRM-WHT is generally much smaller than
the difference between 2D-DCT and 2D-WHT, and (iii) the
magnitude of the difference varies with the image and the
reconstruction algorithm which is used. In particular, with
GAP-TV the performance difference between DCT and WHT
based matrices was most pronounced, whereas with D-AMP
WHT performance was very close to that of DCT, and in a
few cases the WHT based matrices slightly outperformed the
DCT based ones.
An obvious reason for these differences is the fraction of
the signal energy which is captured by the measurements with
each sensing matrix. The DC measurement is the same, up to a
scaling factor, in all four matrices. Therefore, when speaking
about signal energy and measurements we refer only to the
AC component and exclude the first measurement which is the
DC component. Since SRMs randomize and whiten the signal
prior to applying the transform, their measurements capture
about M/N of the signal energy. The 2D-DCT measurements
capture a much larger fraction of the signal energy because
most of the signal energy is concentrated in the low frequen-
cies. Since 2D-WHT is a crude approximation of spectral
decomposition, its low “frequency” components capture less
energy than those of 2D-DCT, but much more than the M/N
of the SRM matrices. This argument is certainly true, but it
is only a part of the explanation. Consider the sensing matrix
given by
Φ˜ = ΘΦ, (25)
where Φ is a M × N 2D-DCT or 2D-WHT deterministic
sensing matrix and Θ is given by
Θ =
 1 01×(M−1)
0(M−1)×1 Θ˜
 , (26)
where Θ˜ is a random orthonormal (M −1)× (M −1) matrix,
defined by
Θ˜ = SHR, (27)
where R is a diagonal matrix whose diagonal entries are
IID random variables which get the values of ±1 with equal
probability; H is the DCT transform matrix of order M − 1,
with rows scaled to have unit norm; and S is a random
selection matrix, i.e. a matrix in which each row and each
column contains one entry of 1 and the rest are zero.
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Fig. 10. Reconstructed image quality vs. file size of “Foreman” image with
deterministic (2D-DCT and 2D-WHT), SRM and ROT sensing matrices.
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Fig. 11. Codeword histograms of of “Foreman” for deterministic and ROT
sensing matrices and with compression ratio of 0.1. The distribution of the
codewords in the deterministic case is much tighter than for the ROT matrices,
and it is tighter for 2D-DCT.
The measurements computed by Φ˜ are obtained by a
random orthonormal transformation (ROT) of the measure-
ments computed by Φ, hence we denote the sensing matrices
Φ˜ ROT-2D-DCT and ROT-2D-WHT, respectively. The ROT
matrices capture the same components of the signal as the
corresponding deterministic matrices and the addition of the
orthonormal transformation Θ should not matter to any of the
reconstruction algorithms. Furthermore, the quantization step,
given by Eq. (11), is the same and so are the quantization
noise and digitization noise, given by Eq. (8). Nevertheless,
the performance of the ROT matrices, while significantly better
than the SRM matrices, was not as good as the deterministic
ones. The difference in SSIM between the performance curves
of a deterministic matrix and the corresponding ROT matrix
was about a third or a quarter of the difference between the
performance curves of the same deterministic matrix and the
corresponding SRM matrix (see example in Fig. 10). Thus,
multiplying the measurements vector Φx by Θ, causes a
significant performance degradation. By its definition, Θ˜ is
a DCT based SRM with a compression ratio of 1, which uses
local randomization, that is, the input signal is randomized by
randomly toggling the signs of its entries. This randomization
method is different from the global randomization used in the
SRM-DCT sensing matrix, where the input signal is random-
ized by randomly permuting its entries, but both variants have
a similar effect on the distribution of the measurements: when
a vector is multiplied by either one of these matrices, the dis-
tribution of the entries of the result is approximately zero mean
Gaussian or a mixture of zero mean Gaussians with similar
covariances [13]. Figure 11 shows the effect of multiplication
by Θ˜ on the AC measurements. The measurements generated
by the deterministic matrices have a narrowly peaked distribu-
tion with a long tail, while the measurements generated by the
ROT matrices have a much wider, gaussian like distribution,
with a shorter tail. As a result the entropy coding needs
significantly more bits per measurement for coding the ROT
measurements. The distribution of the measurements generated
by SRM-DCT and SRM-WHT has also a Gaussian like shape,
similar to that of the ROT generated measurements. Therefore,
we may conclude that the difference between the SRM to the
corresponding deterministic matrices has two components: one
component is the different fraction of signal energy captured
by each method, and is represented by the improvement from
the SRM matrices performance to that of the ROT matrices. A
second component relates to the different distributions of the
measurements in the deterministic case and it is represented
by the improvement from the ROT matrices performance to
that of the corresponding deterministic matrices.
One can notice in Figure 11 that the histogram of 2D-WHT
is a little wider than that of 2D-DCT. Thus, the advantage of
2D-DCT over 2D-WHT seems also to be not only because of
the amount of signal energy captured in each case but also
because of differences in the measurements distribution. For
all the three algorithms, SRM-DCT performs similar to SRM-
WHT, since the captured fraction of signal energy, and the
measurements distribution are similar in both cases.
Fig. 12. Reconstructed image quality vs. file size for various combinations of
compression ratio and quantization step (Barbara, 2D-WHT, GAP-TV). Each
curve corresponds to a particular compression ratio, i.e. , CSr = {0.02, 0.03,
0.04, 0.05, 0.07, 0.10, 0.15, 0.20} and the points (markers) on each curve
represent different quantization steps. From left to right, the quantization step
decreases from 12 to 1 on each marker.
B. Analysis of Joint Quality Control
The effect of quantization on performance can be seen in
Fig. 12. In general, as the quantization step is decreased, the
compressed file size and the reconstructed image quality are
increased. However, the rate of increase is not constant. For
each compression ratio there seems to be three distinct regions
for the quantization step. In the lower quality/data rate region,
decreasing the quantization step results in a significant gain in
quality with little increase in the compressed file size; in the
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Fig. 13. SSIM vs. compression ratio (CSr), comparing the reconstructed image with quantization (dash lines) and without quantization (solid lines) for
different reconstruction algorithms. Please refer to [1] for a larger plot.
higher quality/data rate region the opposite is true: decreasing
the quantization step increases the file size significantly with
hardly any quality gain; and in the narrow intermediate region
between those two we get moderate increase in quality and file
size as the quantization step is decreased. The intermediate re-
gion occurs at higher quantization step for lower compression
ratios. Z∗(b), the highest possible reconstruction quality of
Eq. (11) is the maximum of all the curves depicted in Fig. 12,
(as well as any potential curve of intermediate compression
ratio). It is clear from the figure that at each bit rate b, the
maximum is achieved in a different curve and b is at the center
of the intermediate region of that curve. As mentioned earlier
in Section II-C, after extensive analysis of the eight images
shown in Fig. 4, we determined empirically that the maximum
is achieved when the compression ration and quantization step
satisfy (11). While the optimal value for the constant C in the
right hand side varies from picture to picture, we found that
C = 2.0 gave good results for all images and we used it in our
experiments. These conclusions were confirmed by repeating
the same experiments on 200 images in the BSDS dataset [44],
and obtaining similar results.
C. Effect of the Reconstruction Algorithm
We found that the more modern reconstruction algorithms,
NLR-CS and D-AMP, give a better performance than GAP-
TV (Fig. 4). In most cases NLR-CS is a little better than
D-AMP, especially at low-quality/low bit rate settings. We
note however, that both NLR-CS and D-AMP require careful
manual parameter tuning and data normalization in order to
perform well, so it is possible that the results would be
somewhat different with better tuning.
The performance gains of D-AMP, and NLR-CS come at the
cost of a much higher complexity. The reconstruction time of
GAP-TV, D-AMP and NLR-CS is 0.6, 35 and 147 seconds
receptively, with the same compression rate on the same Intel
i7 CPU with 24G memory. The algorithms were implemented
in Matlab, but it appears that even with optimized implemen-
tation the last two algorithms would run considerably slower
than GAP-TV, because they are inherently more complex.
D. Effect of Quantization
In order to get a better insight into the performance of our
system, we isolate the component of the error which is due to
quantization by running tests where the measurements vectors
are reconstructed without quantization. Of course, in this case
we cannot draw the usual performance curves of SSIM vs.
compressed image file size, because without quantization (and
entropy coding), there is no meaningful “compressed image
file”. Instead, we draw curves of quality, with and without
quantization, vs. the compression ratio (CSr). In Fig. 13 we
plot the SSIM of reconstructed images processed by CSbIC
(including quantization), with that of images reconstructed
directly from the unquantized measurements vectors. As ex-
pected, the results without quantization are consistently better
than the results with quantization. In SSIM terms, the total
decoding error is the difference between 1, which represents
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perfect reconstruction, and the SSIM value of the image de-
coded by the CSbIC. The error component due to quantization
is the gap between curves with and without quantization. This
gap varies with the reconstruction algorithms and compression
ratio, both in absolute terms and relative to the total decoding
error. GAP-TV seems to be not that sensitive to quantization
error, with a SSIM decrease of 0.02–0.07 due to quantization.
NLR-CS seems to be the most sensitive, with SSIM decrease
of 0.04–0.10. The behavior of D-AMP is not uniform: at
compression ratios below 0.10 the SSIM decrease is similar to
NLR-CS, but at higher compression ratios the SSIM difference
decreases, down to 0.01–0.04 at a compression ratio of 0.25.
E. Comparison with JPEG and JPEG 2000
CSbIC was tested with various sensing matrices and various
reconstruction algorithms. As might be expected, the best
combination depends on the particular image as well as on the
quality or data rate operating point. However, in general the
best performance was achieved with 2D-DCT+NLR-CS or 2D-
WHT+D-AMP. In almost all test images CSbIC is decidedly
better than JPEG at low bit rates (Fig. 4). A visual inspection
shows (Fig. 8) that at low bit rates JPEG images have blocking
artifacts, while in CSbIC the artifacts are more subtle.
In half of the images CS compression is better than JPEG
for all quality levels. In the rest of the images JPEG is better
for the higher quality cases, with the crossover happening at
SSIM of 0.7–0.9 (0.8–0.9 for two out of the four images).
At this stage, the performance CSbIC is inferior to that of
JPEG2000, but at the low quality regions, below about 0.7
SSIM, their performance is quite similar (Fig. 4).
V. DISCUSSION
Both JPEG and CS leverage the inherent compressibility of
natural images, but in different ways: In JPEG this is done at
the encoder — the 2D DCT decomposition on 8x8 pixel blocks
essentially represents the signal according to a sparsity basis;
in classical CS the compressibility assumption comes into play
only at the reconstruction. JPEG also exploits another property
of natural images, namely that the high magnitude coefficients
are the low frequency ones, therefore JPEG allocates more bits
to their accurate representation. This domain-specific insight
was built into CSbIC by using the deterministic sensing
matrices described in Sec. II-A, which improved performance
significantly in comparison to the SRMs of classical CS.
JPEG achieves lower bit rates solely through quantization,
while CSbIC does it by quantization, and in addition, by
discarding most of the transform coefficients during the mea-
surements selection. This is possible because CS reconstruc-
tion recovers the missing coefficients by invoking various
structural assumptions about the original image. This gives
CSbIC a significant advantage at low bit rates, where excessive
quantization results in poor performance of JPEG. Another
possible explanation for that is that JPEG processes 8x8 pixel
blocks nearly independently. At low bit rates, only a small
number of DCT coefficients are adequately represented in
each JPEG block, which may be too little for blocks with
much detail and causing the blocking artifacts which were
observed. In contrast, all CS measurements contribute equally
to the description of the whole image.
CSbIC yields better performance with certain types of
sensing matrices and reconstruction algorithms. However, the
less successful candidates also performed decently, and they
may be the preferred choice in some situations. Binary-valued
sensing matrices may be preferred for capturing measurements
in the analog domain, and GAP-TV reconstruction may be
useful when speed is important, for example, for quick image
browsing.
JPEG is the culmination of many years of research into
the properties of natural images. Wherever we could we
leveraged this body of knowledge in CSbIC. However, much
improvement can still be made, both in the quantization and
entropy coding aspects of the system and in its CS aspects. The
latter includes the sensing matrix design, the reconstruction
algorithm, and the derivation of theoretical guarantees for
successful reconstruction.
Regarding the future research, as one motivation of our
CSbIC is the real hardware cameras for image, we are also
interested in developing new compression frameworks for
high-dimensional signals, i.e. , videos [52]–[61], hyperspectral
images [62]–[65], depth images [66]–[69], microscopy [57],
[70], [71] and x-ray images [72]–[74].
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