The results revealed that drivers of lightweight trucks, drivers on undivided state highways, male drivers in passenger-vehicles at dawn, older female (65-74) drivers in non-passenger vehicles, older drivers facing hardship to yield in partial access control zones, and drivers with poor reaction time due to impaired driving were closely associated with fatal ROR crashes. Results of the MCA method can help researchers select the most effective crash countermeasures. Further work on the degree of association between the identified crash contributing factors can help safety management systems develop the most efficient crash reduction strategies.
Introduction
Most single vehicle crashes are ROR crashes, which are more likely to result in fatalities and severe injuries than typical vehicle crashes are [1] . In 2012 and 2013, respectively 384 and 346 out of a total of 652 and 616 fatal crashes in Louisiana were ROR crashes [2] . From prior studies, we know that single vehicle ROR crashes are usually caused by a combination of factors such as inadequate roadway design, mechanical problems, environmental conditions and/or drivers' poor performance [3] [4] [5] . The combination of factors could be spatially different (i.e. crashes occurring on highways versus intersections) and temporally different (i.e. crashes occurring in December versus those in May). Failure to recognize the spatial and temporal differences of those factors may lead to insufficient or ineffective actions taken to reduce the number of ROR crashes.
Identifying crash-prone factors and combinations of factors by analyzing a large dataset is not a trivial task. The commonly used statistical inferential methods, i.e. ANOVA, and safety performance models cannot identify the combination of factors simultaneously. Multiple Correspondence Analysis (MCA) is an extension of Correspondence Analysis (CA) for more than two variables and is widely used in categorical data analyses, especially in social sciences and marketing research [6] . By using this technique we can visualize the patterns of combined crash contributing factors. MCA helps researchers discover the structure of categorical data by presenting complicated relationships in a simple chart that demonstrates a combination of significant variables through the reduced data dimension analysis. This method presents the correlation between the variables and their relationship to the interested resultant variable by creating combination clouds.
The persistently high rate of fatal ROR crashes in Louisiana and the United States indicates continuous need for research. Reducing ROR crashes is critical in fulfilling state and national safety goal and MCA will help determine the association between key factors of fatal ROR crashes so that transportation authorities can take necessary actions to reduce crash frequencies and severities.
Literature review
J.P. Benzécri developed Multiple Correspondence Analysis (MCA), a statistical approach based on Correspondence Analysis (CA). MCA is usually considered to be one of the main standards of geometric data IATSS Research 39 (2016) [146] [147] [148] [149] [150] [151] [152] [153] [154] [155] analysis (GDA) in the fields of social science and marketing research. GDA is also referred to as the pattern recognition method that treats arbitrary data sets as clouds of points in n-dimensional space. However, in the field of multivariate transportation data analysis, researchers rarely use geometric methods. Roux and Rouanet pointed out that this method, though it is a powerful tool for analyzing a full-scale research database, is still rarely discussed and therefore under-used in many promising fields [6] .
Hoffmann and De Leeuw used MCA as a multidimensional scaling method to show how questions posed of categorical marketing research data can be answered with MCA in terms of significant and meaningful results [7] . Fontaine was the first to use MCA for a typological analysis of vehicle-pedestrian crashes [8] . For Fontaine's research, the classification of pedestrians involved in crashes was divided into four major groups. The typology produced by this analysis reveals correlations between criteria without necessarily indicating a causal link with the crashes. The resulting typological breakdown served as a basis for in-depth analysis to improve the understanding of these crashes and propose necessary strategies. Golob and Hensher utilized MCA to establish causality of nonlinear and non-trivial relationships between socioeconomic descriptors and outcomes of travel behavior [9] . Factor et al. used MCA to conduct a systematic exploration of the connection between drivers' characteristics and their involvement in collision types [10] . There is a vast amount of literature on accident research and model development that, for the sake of brevity, cannot be covered in this article. The research team has compiled an extensive list of this literature in a webpage for the convenience of any interested readers [11] .
The research introduced in this paper serves as a starting point to demonstrate the application of MCA to determine the significant clouds of crash contributing factors for fatal ROR crashes. The findings will help state agencies determine effective crash countermeasures.
Methodology

Theory
For a database or table with categorical variables, the scheme of MCA can be explained by taking an individual record (in row), i, where three variables (represented by three columns) have three different category indicators (a 1 , b 2 , and c 3 ). The spatial distribution of the points calculated by the dimensions based on these three categories would be generated by MCA. As shown in Fig. 1 , MCA yields two clouds of points: the cloud of individual records and the cloud of categories [6] . A cloud of points is not just a simple graphical display; it can be compared to a geographic map with the same scale in all directions. A geometric diagram cannot be strained or contracted along one specific dimension. Thus, a basic property of a cloud of points is known by its dimensionality. The one-dimensional cloud is a simple version whose points lie on a single line. The two-dimensional cloud is also a convenient version where points lie on a plane. The full clouds are referred to by their principal dimensions (1, 2, 3, etc.) that are ranked in descending order of importance. The goal of MCA is to create a combination of groups from a large dataset. Fig. 1 exhibits the flowchart of the MCA procedure where the cloud of categories and the cloud of individual records are considered as the cloud of points. Since many texts detail the theory of MCA, we will describe only the basic fundamentals of the theory. Interested readers can consult the listed references [6, [12] [13] [14] and references included therein.
As shown in Fig. 1 , MCA uses tables and user-defined data matrices to develop the data clouds it produces. The data matrix is an "I by Q" table with all categorical values with Q representing the number of variables and I indicating the number of records. The total number of categories for all variables is J = ∑ q = 1 Q J q with J q as the number of categories for variable q. To contain all categories in the data table, another data matrix is developed as "I by J" where each variable has several columns to show its possible categorical values. For example, for variable drug involvement there are two columns: one for "yes" and another for "no". If an individual crash record indicates no drug problem in this particular crash, the "yes" column will contain "0" and the "no" column will contain "1". The number of categories for this variable is two.
Suppose, the number of individual records associated with category k is denoted by n k (with n k N 0), where f k = n k / n is the relative frequency of individuals who are associated with category k. The values of f k will generate a row profile. The distance between two individual records is created by the variables for which both have different categories. Suppose that for variable q, individual record i contains category k and individual record i′ contains category k′ which is different from k. The squared distance between individual records i and i′ for variable q is defined by
Denoting Q as the number of variables, the overall squared distance between i and i′ is defined by
The set of all distances between individual records determines the cloud of individuals consisting of n points in a space whose dimensionality is L, with L ≤ K − Q (overall number K of categories minus number Q of variables), and assuming n ≥ L. If M i denotes the point representing individual i and G denotes the mean point of the cloud, the squared distance from point M i to point G is
where K i denotes the response pattern of individual i, meaning it is the set of Q categories associated with individual record i. The cloud of categories is a weighted cloud of K points (by category k, a point denoted by M k with weight n k is represented). For each variable, the sum of the weights of category points is n, hence for the whole set K the sum is nQ. The relative weight
For each variable, the sum of the relative weights of category points is 1/Q. The sum of the whole set is equal to one.
If n kk 0 indicates the number of individual records having both categories (k and k′), then the squared distance between
The numerator is the number of individual records associated with either k or k′. For two different variables (say q and q′), the denominator is the familiar theoretical frequency for the cell (k, k′) of theK q Â K q 0 twoway table.
While modern machine-learning approaches like association rules mining can tackle the research problem in this study, MCA was determined to be the better choice. MCA was chosen because it is better for interpreting large datasets than conventional log-linear models are. Moreover, in MCA there is no need to consider any underlying distribution and no relationship has to be hypothesized. Also, association rules mining has limitations when it comes to selecting appropriate threshold values of support and confidence. Smaller values of support and confidence increase the number of rules immensely which makes interpreting results difficult, but larger support or confidence values may ignore import rules. Moreover, rules with a large number of item sets are difficult to interpret in association rules mining. MCA overcomes these difficulties by performing efficient dimensionality reductions and compiling results into easy-to-read plots.
The actual MCA computations are conducted on the inner product of the matrix known as the 'Burt Table' . The research team used open source statistical software R Version 3.02 to perform the MCA technique [15] . This study used the FactoMineR package to analyze the dataset due to its convenient functions compared to other available packages [16] . We developed the combination clouds in MCA on both a variable level and a category level. It is important to note that categories represent both variables and a group of individual transactions.
Initial data analysis
To identify important contributing factors related to fatal ROR crashes in Louisiana, we collected eight years , 40 from the  roadway table and 178 from the vehicle table) . Fig. 2 , displaying the annual fatal ROR crashes by year in Louisiana, shows that there was a 4% increase in these crashes between 2010 and 2011 and that the highest number of fatal ROR crashes was in 2007. The master database created for this analysis includes all 2777 fatal crashes that occurred in the eight-year period.
The original list of relevant variables was primarily scanned by examining the relevance of missing values via a correlation matrix and the relevance of the distribution skew. This was necessary because datasets with a large number of missing values makes the MCA plots A preliminary analysis indicates that some variables are highly skewed, meaning that a majority of crashes fall into one of the two or more categorical values. For example, 94% of crashes involved a driver with no drug intoxication, 94% of crashes occurred on normal roadway conditions, 85% of crashes had no vehicle defects observed, and 86% of crashes occurred on dry surface conditions. The non-skewed variables include alcohol involvement, day of the week, vehicle type, roadway type, driver age, lighting condition, and crash time.
Multiple Correspondence Analysis
Graphical illustrations are an easy way to perceive and interpret data because they effectively summarize large, complex datasets by simplifying the structure of the relations between variables and providing a collective view of the data [6] . Morphological maps are a better way of presenting information graphically and one can interpret them by examining the distribution of variable groupings in space. Points (categories) that are close to the mean are plotted near the MCA plot's origin and those that are more distant are plotted farther away. Categories with a similar distribution are near one another in the map as groups, while those with different distributions stay farther apart. Hence, we interpret the dimensions (axes) by the position of the points on the map, using their loading over the dimensions as crucial indicators. A two-dimensional depiction was sufficient to explain the majority of the variance in MCA [12] . The eigenvalue measures indicate how much each dimension accounts for categorical information. A higher eigenvalue indicates a larger total variance among the variables' loads on that dimension. The largest possible eigenvalue for any dimension is one. Usually, the first two or three dimensions contain higher eigenvalues than the others. In this analysis, the maximum eigenvalue in the first dimension (dim 1) was 0.18. The similarly low eigenvalues in each dimension indicate that the variables in the crash data are heterogeneous and all carry, to some extent, unique information which implies that reducing any of the variables might result in losing important information concerning the crash observations. The heterogeneity of the crash variables alludes to the random nature of crash occurrence.
As seen in Table 3 , the eigenvalues of the first 10 dimensions show a steady decrease in eigenvalues. Based on the calculation, the first two dimensions cover only 8.1% of the percentage of variance, and the first 10 dimensions (out of 83 dimensions) cover nearly 26% of the percentage of variance. Table 4 lists the coordinates of the first five dimensions of ten categories. Large coordinate measures indicate that the categories of a variable are separated along that dimension, while similar coordinate measures for different variables in the same dimension indicate the relationship between those variables. Correlated variables provide redundant information; therefore we did not consider them for combination formation. Table 5 lists the variables with significance in two dimensions.
The key advantage of MCA is that it provides insight into the dataset by using information visualization. We used popular graphical R package ggplot2 to produce the informative MCA plots [17] . Fig. 3 illustrates the main MCA plot (perceptual map). The plots in Figs. 4-8 elaborately show different selected combinations based on their relative closeness and interestingness. The contribution of a category depends on the data, whereas the contribution of a variable only depends on the number of categories of that variable. The more categories a variable has, the more the variable contributes to the variance of the cloud. The less frequent a category, the more it contributes to the overall variance. This property enhances infrequent categories which is desirable up to a certain point.
The dimension description of each point shows the main characteristics according to each dimension obtained by a factor analysis. The dominant variables in dimension 1 are driving violation, driver condition, driver distraction (the primary contributing factor), and highway type. The dominant variables for dimension 2 are driver condition, alcohol involvement, access control, highway type, lighting, crash hour, and driving violation.
The combination selection is based on the relative closeness of the category location in its MCA plot. Fig. 3 shows the distribution of the coordinates of all categories. This plot gives us an idea of the variable categories' positions on the two dimensional space based on their eigenvalues. When the categories are relatively close, they form a combination cloud. In this study, we chose five significant combination clouds from the MCA plot for further explanation. We did not consider combination groups with redundant information even though the relative distance was often closer. Combination clouds one to five are shown in Figs. 4 to 8.
Combination Cloud 1 combines four categories: older drivers (aged 54 plus), partial access control, non-alcohol, and failure to yield. This cloud indicates that in partial access control zones, older drivers failed to yield which caused a fatal crash. Combination Cloud 2 shows that older female drivers aged between 65 and 74 are most likely to have fatal crashes on straight and hillcrest-aligned roadways while driving non-passenger cars. Combination Cloud 3 combines the categories of lightweight trucks, no access control, state highways, and two-way roads with no physical separation. From this combination cloud, we know that truck drivers on undivided state highways with no access control are more likely to have fatal crashes.
Combination Cloud 4 combines the categories: male drivers (age 15-24, 35-44, and 55-64), no-defect passenger cars, dawn, and roadway segment. This cloud indicates that for male drivers, driving at dawn on roadway segments is a significant focus group in fatal ROR crashes.
Combination Cloud 5 indicates that impaired driving may cause fatal crashes due to poor reaction time.
The results presented in this paper demonstrate that we can use MCA to identify significant combination groups that contribute to fatal ROR crashes. The authors would also like to mention that the total variance explained by the selected variables is not high (nearly 8.1% in this study). To adjust for this, we recalculated the inertia coverage by using the Burt table. The inertia of these two major axes the reached 47%. With a tidy dataset, i.e., a dataset with no missing values, the unsupervised method used in MCA can generate more interesting combination clouds. The findings of this research are useful to highway professionals in determining the nontrivial focus groups in fatal ROR crashes.
Conclusions
All parametric regression models contain their own model assumptions and pre-defined underlying relationships between response and exploratory variables. These models could lead to incorrect results due to the violation of any assumption. MCA, a widely used nonparametric approach in social sciences and marketing research, has proven to be a valuable analysis tool in roadway safety, as shown by the research presented in this paper. Without any pre-defined underlying relationships between response and explanatory variables, the research presented in this paper analyzed large sets of categorical crash data, avoiding the difficulty seen in using association rules mining.
By analyzing several years of fatal ROR crash data, the research team recognized the key association between the significant contributing factors using the MCA method. With this method, we identified a few particularly interesting variable combinations. We found that drivers of lightweight trucks on undivided state highways have a high crash risk, which may imply a speeding problem. We also found that male passenger-car drivers at dawn are vulnerable to fatal ROR crashes, and females between the ages of 65 and 74 driving non-passenger cars also have a high crash risk. Also, it was found that in partial access control zones, older drivers facing hardship to yield have a high risk for fatal ROR crashes. The MCA method was used to determine these fatal ROR crash focus groups by identifying the combination of factors for fatal ROR crashes. To reduce such crashes, safety programs should develop strategies that target to these factors simultaneously for the best results.
By performing an investigation on the fatal ROR crashes, this study has developed a methodology on the relative closeness of the key associated factors of ROR crashes. At a theoretical level, it answers recent calls to investigate into the actual on-site mechanisms of fatal crashes using the MCA method. At an empirical level, the findings presented here show insight on the pattern recognition of traffic crashes and expose new aspects in traffic crash investigations. Further research will focus on the joint correspondence analysis and other non-parametric approaches to find the most dominating association among the contributing factors.
