We consider the asymmetric orthogonal tensor decomposition problem, and present an orthogonalized alternating least square algorithm that converges to rank-r of the true tensor factors simultaneously in O(log(log( )) number of matrix subspace iterations to guarantee a "good" initialization for the simultaneous orthogonalized ALS method, where λr is the r th largest singular value of the tensor. We are the first to give a theoretical guarantee on orthogonal asymmetric tensor decomposition using Trace Based Initialization procedure and the orthogonalized alternating least squares. Our Trace Based Initialization also improves convergence for symmetric orthogonal tensor decomposition.
Introduction
Latent variable models are probabilistic models that are versatile in modeling high dimensional complex data with hidden structure, and are an often employed unsupervised learning method. The method of moments relates the observed data moments with model parameters using a CP tensor decomposition [13] . Specifically, learning latent variable models using the method of moments involves identifying the components that have generated the noisy observation ( T ) of the original tensor T . Here, T = T + E, where E is noise. (An observed tensor is often noisy due to limited number of available samples.) Therefore, it is important to find methods that can provide guarantees over the components recovered by CP decompositions executed over noisy data.
Assume that the underlying tensor is 3-order, and has components A, B, C such that the tensor T = λ i a i ⊗ b i ⊗ c i , a i , b i , and c i are the columns of A, B, C, respectively. If T is symmetric, i.e., A = B = C, then it is said to permit a symmetric CP decomposition. If T is not symmetric, then it must be decomposed using an asymmetric decomposition.
Let's further restrict a symmetric tensor such that the components (A, B, C) are not just equal but also orthogonal. Decomposition of symmetric orthogonal tensors is trivial [12] as the constraints of symmetric entries and orthogonal components vastly reduce the number of parameters in the CP decomposition problem. There is much prior work [2, 3, 7, 18, 19] on decomposing symmetric tensor with identical components across modes. For symmetric tensor with orthogonal components, existing methods [3] provide a high probability guarantee of recovery and convergence.
While the CP decomposition of symmetric tensors is relatively well understood, the existence and uniqueness of the asymmetric CP decomposition is less so [9] . Indeed, there are multiple definitions of orthogonal CP decomposition (see [11] ), going from weak to strict.
In this paper, we consider CP decomposition of asymmetric tensors with orthonormal factors. The restriction to orthonormal factors is reasonable since common whitening procedures can be used to orthogonalize a tensor. However, the symmetric assumption, required by prior methods is far too restrictive. In most applications, we use multi-view models or HMMs in which information is asymmetric along different modes.
Unlike previous schemes based on deflation methods [1] that recover factors sequentially, our scheme recovers the components simultaneously. In numerous machine learning settings, data is generated in realtime, and sequential recovery of factors may be inapplicable under such online settings. Further, many existing schemes require multiple random initializations in order to achieve a high probability bound on the convergence of deflation algorithms. Our scheme is based on matrix subspace iteration, and does not require multiple initializations. Prior work [19] considers a simultaneous subspace iteration, but was only limited to symmetric tensors.
Summary of Contribution
We provide the first guaranteed decomposition algorithm, Smartly Initialized Orthogonal ALS, for orthogonal asymmetric tensors using Trace Based Initialization procedure. We prove a dimension independent doubly exponential convergence rate under the assumption of spectral gap. We propose a noise model, called benign noise model, under which Smartly Initialized Orthogonal ALS consistently recovers the factors of the orthogonal asymmetric tensor decomposition.
Our Trace Based Initialization procedure can be applied to symmetric orthogonal tensor decomposition to improve the convergence rate. For the asymmetric orthogonal tensor decomposition, we provide insight for the hardness of the initialization with unknown rank R. C , converge to the true components of the tensor A, B, and C respectively,
when K ≥ O(log(log 1 ǫ )).
Related Work
The most popular tensor decomposition is the power method wherein Anandkumar et al. [3] proved the convergence of rank-1 power method on orthogonal symmetric tensors using deflation. This algorithm uses random initializations: multiple runs of the algorithm is needed for convergence guarantees. Wang et al. [19] used subspace iteration and proved the simultaneous convergence of the top-k singular vectors for orthogonal symmetric tensors. A matrix subspace iteration procedure is used for initialization. Another popular way to implement tensor decomposition is alternating least square (ALS) algorithm [5, 8, 13] . Even for symmetric tensors, ALS algorithm optimizes individual mode of the factors by fixing all other modes, and alternative between the modes. This process is repeated until convergence. Each ALS step requires solving a least squares problem. Convergence of a variant of ALS using QR decomposition [18] for symmetric tensors had been proven. Stochastic gradient descent is also used to solve tensor decomposition problem. In [6] , an objective function for tensor decomposition is proposed where all the local optima are globally optimal.
Tensor & Subspace Iteration Preliminaries and Notations
Let [n] := {1, 2, . . . , n}. For a vector v, denote the i th element as v i . For a matrix M, denote the i th row as m i , j th column as m j , and (i, j) th element as m ij . Denote the first r columns of matrix A as A (r) . An n-order (number of dimensions, a.k.a. modes) tensor, denoted as T , is a multi-dimensional array with n dimensions. For a 3-order tensor T , its (i, j, k) th entry is denoted by T ijk .
Matricization is the process of reordering the elements of an N -way tensor into a matrix. The mode-n matricization of a tensor T ∈ R I1×I2×...×IN is denoted by T (n) and arranges the mode-n fibers to be the columns of the resulting matrix [13] To be precise, tensor element (i 1 , i 2 , ..., i N ) maps to matrix element (i n , j), where
Tensor product is also known as outer product. For a ∈ R m , b ∈ R n and c ∈ R p , a⊗ b⊗ c is a m× n× p sized 3-way tensor with (i, j, k) th entry being
Tensor Spectral Norm The spectral norm for tensor T ∈ R d1×d2×d3 is defined as T s = max
Definition 2.1 (Subspace Similarity [20] ). Let S 1 , S 2 be two m-dimension proper subspaces in R n spanned respectively by columns of two basis matrices M 1 , M 2 . Let M c 2 be the basis matrix for the complement subspace of S 2 . Then the principal angle θ formed by S 1 and S 2 is cos(θ) = min
sin(θ) = max
where σ min (·), σ max (·) denotes the smallest and greatest singular value of a matrix.
Asymmetric (Orthogonal) Tensor Decomposition Model
Consider a rank-R asymmetric tensor T ∈ R d×d×d generated from latent factors Λ, A, B and C
where
. . , a R ] ∈ R d×R and similarly for B and C. Without loss of generality, we assume λ 1 ≥ λ 2 ≥ · · · ≥ λ R > 0. Our analysis applies to general order-n tensors, for notation simplicity we use order-3 tensor only. In this paper, we assume that A, B, C are all orthonormal matrices, and therefore the tensor we find CP decomposition on has a unique orthogonal decomposition, based on Kruskal's condition [14] .
Our goal is to discover a CP decomposition with R orthogonal components that best approximates the observed T , and it can be formulated as solving the following optimization problem:
We denote the estimated singular values and factor matrices of the tensor T as Λ * , A * , B * and C * respectively.
Simultaneous Orthogonalized ALS for Asymmetric Tensor
The ALS approach fixes B, C to compute a closed form solution for A, then fixes A, C to solve for B, followed by fixes A, B to solve for C. The alternating updates are repeated until the some convergence criterion is satisfied. Fixing all but one factor matrix, the problem reduces to a linear least-squares problem over the matricized tensor min
where there exists a closed form solution
† , using the pseudo-inverse.
Intuition for the Simultaneous Orthogonalized ALS ALS converges quickly and is usually robust to noise in practice. However, the convergence theory of ALS for asymmetric tensor is not well understood.
We fill the gap in this paper by introducing an orthogonalization step after each closed form update of the least square problem as shown in Procedure 1 for orthogonally decomposable asymmetric tensors. Under r-sufficient initialization condition in Definition 4.1 (defined next), we update the components Q 
Procedure 1 Orthogonalized Alternating Least Square for Asymmetric Tensor Decomposition
We define the sufficient initialization condition in Definition 4.1 under which our Orthogonal ALS algorithm is guaranteed to converge to the true factors of the tensor T .
With the r-Sufficient Initialization Condition defined, we obtain the following conditional convergence theorem.
Theorem 4.2 (Conditional Simultaneous Convergence).
Under the r-sufficient initialization condition in definition 4.1, after K = O(log(log( 1 ǫ ))) steps, our Orthogonal ALS in Procedure 1 recovers the estimates of the factors A * , B * , and C * such that
Similarly for b * i and c * i ∀1 ≤ i ≤ r.
Theorem 4.2 guarantees that the estimated factors recovered using Orthogonal ALS converges to the true factors A, B and C. The convergence rate of Orthogonal ALS is log(log( 1 ǫ )) when the r-sufficient initialization condition is satisfied. The proof sketch is in Appendix B.
We next propose a novel initialization method in Procedure 2 which guarantees that the r-Sufficient Initialization Condition is satisfied.
Initialization for Orthogonal ALS: Subspace Iteration
The objective function in equation 6 is nonconvex, therefore initialization of the orthogonal factors
is crucial.
Procedure 2 Initialization for Tensor Subspace Iteration
) {Here e i is the ith column of identity matrix I.}
4: Q (0)
A ← output of procedure 3 on matrix T (I, I, v C )
2: for j = 1 to J do 3:
that satisfy the r-sufficient initialization condition in definition 4.1. Denote the singular of A in descending order as λ 1 , · · · , λ n . We assume a gap between the p th and the (p + 1)
th singular values, i.e.,
The following lemma provides the key insight behind our initialization procedure.
d×p respectively be the orthonormal complex matrix whose column space is the left and right invariant subspace corresponding to the dominant p eigenvalues of A. Assume for fixed initialization Q = Q (0) , V * p Q has full rank, where * is the conjugate transpose operation. Then ∀k ≥ 1 independent to ǫ,
The proof is in Appendix E. Lemma 4.3 suggests that as long as we can find a matrix whose left eigenspace is the column space of A (similarly for B and C), we can take advantage of matrix subspace iteration to prepare an initialization for the Orthogonal ALS.
Intuition for Matrix Subspace Iteration Given a matrix A ∈ R d×d , matrix subspace iteration aims to recover the left eigenspace of dimension p determined as the span space of eigenvectors of A corresponding to p largest eigenvalues. Matrix subspace iteration provides insight into how the factors should be initialized.
Using an orthonormal matrix Q (0) , matrix subspace iteration updates as follows
until convergence.
Theorem 4.4. Assume that C ≥ 1 (otherwise r-Sufficient Initialization Condition is met after one iteration), after we run Procedure 2 and 3 with J = O(log(C)/ log(| λr λr+1 |)) steps, we guarantee
Similarly for Q B (r) and Q C (r) .
Procedure 4 Selection of Components and Computation of
. {where a * r , b * r , and c * r denote the r th column of Q
if λ * r ≤ ǫ s then 4:
Trace Based Initialization Procedure 2
For matrix subspace iteration to work, we need to prepare a matrix that spans space of eigenvectors of A.
We start with a vector v C which is the collection of the trace of each slice matrix on the third mode of tensor
Then we take mode-3 product of tensor T with the above vector v C . As a result, we have the following lemma.
Lemma 5.1. Mode-3 product of tensor T with vector v C has the form T (I, I, v C ) = AΛ AB B ⊤ where
The proof is in Appendix F. Similarly
To initialize for recovering B, one could utilize
Performance of Trace Based Initialization Procedure for Symmetric Tensor
Performance of symmetric tensor decomposition using rank-1 power method [3] and simultaneous power method [19] are also improved using our initialization procedure. Consider a symmetric tensor with orthogonal components T = R i=1 λ i u i ⊗ u i ⊗ u i where u i ⊥ u j . For rank-1 power method with deflation [3] , between deflations it uses random unit vector initializations, and the power iteration v (k+1) = T (I, v (k) , v (k) ) converges to the tensor eigenvector with the largest |c i λ i | among
A drawback of this property is that random initialization does not guarantee convergence to the eigenvector with the largest eigenvalue.
Lemma 5.2. For each power iteration loop in rank-1 power method with deflation [3] for symmetric tensors, procedure 2 guarantees recovery of the eigenvector corresponding to the largest eigenvalue.
Procedure 2 uses v k = trace T (I, I, e k ) and thus v = R m=1 λ m u m . Therefore we obtain c i = v ⊤ u i = λ i , and the power method converges to the eigenvector u 1 which corresponds to the largest eigenvalue λ 1 . Inductively, by deflating the tensor, we will recover eigenvectors in an descending order.
Procedure 2 also improves simultaneous power method for symmetric tensors.
Lemma 5.3. Procedure 2 provides an initialization for the matrix subspace iteration used in [19] requiring no sampling and averaging, in contrast to O( 1 γ 2 log d) steps of iterations in [19] where γ = min 1≤i≤R
In the initialization phase of the algorithm in [19] , the paper generates random Gaussian vectors
. By doing T (I, I,w), [19] builds a matrix with approximately squared eigenvalues and preserved eigengaps. We can improve this phase by simply obtaining vector v as (v) k = trace T (I, I, e k ) and substitute T (I, I,w) by T (I, I, v).
Hardness of Initialization for Asymmetric Tensor Decomposition
Trace Based Initialization Procedure 2 works well for symmetric tensors even when the rank is unknown. However, for the asymmetric tensors, we assume knowledge of the rank R (as specified in Procedure 2). In practice, we suggest initializing the algorithm by a matrix with large enough number of columns.
We now analyze the hardness of initialization for asymmetric tensor decomposition with unknown R. Proposition 5.4 by Jiang et al. [10] provides an insight into asymmetric initialization. 
we then have
(1) the matrix X d is Haar invariant on the orthonormal group O(n);
This proposition states that for a matrix from Haar distribution [16] , the first o(d/ log d) columns, scaled by √ d, asymptotically behave like a matrix with independent standard Gaussian entries and this is the largest order for the number of columns we can approximate simultaneously. Now the tensor is asymmetric and A, B, C are independent, so are the Gaussian approximations. Using Trace Based Initialization Procedure, the prepared matrix will have each eigenvalue be the ordered tensor singular value multiplied by a random variable independently and identically distributed.
Lemma 5.5. In case R is unknown and we aim to recover the subspace corresponding to first r < R leading singular values of the tensor using Trace Based Initialization Procedure,
is required to ensure that the rankings of singular values of the initialization matrix remains in the same descending order for singular values of the tensor.
Because we do not have a probabilistic characterization of λ m 's, it is hard to characterize the probability of success. Nevertheless, we gain insight by studying the extreme case when all λ m 's are identically distributed. Proposition 5.6. [17] Let x 1 , x 2 , · · · , x n be a random sample from a continuous distribution, then let x (1) < x (2) < · · · < x (n) be the corresponding ordering of the sample. x i is defined to have ranking R i among x 1 , x 2 , · · · , x n if x i = x (Ri) . The ranking R i will be uniquely determined with probability 1. Let R = {r : r is a permutation of the integers (1, 2, · · · , n)}. Then
for each permutation r ∈ R. In other words, (R 1 , R 2 , · · · , R n ) is uniformly distributed over R.
In our Trace Based Initialization Procedure, if we don't know the rank, the ordering of the eigenvalues in Equation 13 is crucial for us to recover the singular vectors corresponding to top largest singular vectors of the tensor. Proposition 5.6 provides an asymptotic analysis of the hardness of the initialization with unknown R.
In Equation 13 , factors c k1 , · · · , c kR are asymptotically i.i.d. continuous random variables taking absolute value of standard Gaussian; the ranking vector of |a Remark (Hardness Results). In the extreme case where all singular values are identically distributed, the probability of getting a certain rank decreases exponentially with respect to R (number of random variables). Therefore, the probability that we will recover every dimension of the subspace also decreases exponentially with rank of tensor.
Robustness of the Convergence Result
In this section, we extend the convergence result to noisy asymmetric tensors. For symmetric tensors, there are a number of prior efforts [18, 19, 2] showing that their decomposition algorithms are robust to noise. Such robustness depends on restriction on tensor or structure of the noise such as low column correlations of factor matrices (in [18] ) or symmetry of noise along with the true tensor (in [19] ).
Let T = T + E be the observed tensor with T being the true tensor with a CP decomposition form
and let E being a noise tensor. We provide a result on robustness of our algorithm under the following benign noise model.
Definition 6.1 (Benign Noise).
We define a class of benign noise as follows
where a i , b i and c i are the true factors of the tensor T .
Under the benign noise model, we have the following robustness result.
Theorem 6.2 (Conditional Robustness).
Under the benign noise model, the estimated Λ * , A * , B * and C * using Smartly Initialized Orthogonal ALS, after J = O(1/ log(| λr λr+1 |)) matrix subspace iterations in procedure 3 and O(log(log 1 ǫ )) Orthogonal ALS iterations in procedure 1, will satisfy
The proof follows from the main convergence result B.1. Our robustness result is guaranteed under the benign noise model. In the general case, the noise can be "malicious" if there is a sharp angle between subspace of E and subspace of T for every modes. Under the malicious noise model, not only is the robustness of our algorithm is no longer guaranteed, it is also highly questionable whether observed tensor T still permits an orthogonal CP decomposition. Hillar and Lim stated in [9] that in general, the best rank-R approximation to the tensor does not necessarily exist when R ≥ 2. According to [11] , we have no guarantee that the orthogonal decomposition exists in general.
Conclusion
Discovering latent variable models over large datasets can be cast as a tensor decomposition problem. Existing theory for tensor decompositions guarantee results when the tensor is noise-free and symmetric. However, in practice, the tensors that have to be decomposed are noisy due to sampling limitations, and also inherently asymmetric due to the underlying model. In this paper, we present the first algorithm for guaranteed recovery of tensor factors for an orthogonal asymmetric noisy tensor. We also introduce a new initialization procedure that guarantees convergence of Orthogonal ALS for asymmetric tensors, and improves convergence for existing methods for symmetric tensors.
Appendix: Guaranteed Simultaneous Asymmetric Tensor Decomposition via Orthogonalized Alternating Least Squares A A Naive Initialization Procedure
Based on the CP decomposition model in Equation (5), it is easy to see that the frontal slices shares the mode-A and mode-B singular vectors with the tensor T , and the k th frontal slice is M Ck = AΛ Ck B ⊤ where
It is natural to consider naively implementing singular value decompositions on the frontal slices to obtain estimations of A and B.
Failure of Naive Initialization Consider the simpler scenario of finding a good initialization for a symmetric tensor J which permits the following CP decomposition
Specifically we have
However the first method gives us a matrix without any improvement on the diagonal decomposition, i.e. UΛ U U ⊤ , where
For each eigenvalue of matrix UΛ U U ⊤ , it contains not only the factor of a tensor singular value which we care about, but also some unknowns from the unitary matrix. This induces trouble when one wants to recover the subspace relative to only some leading singular values of the tensor if the rank R is believed to be in a greater order of the dimension d. Although the analogous statement in matrix subspace iteration is true almost surely (with probability one), in tensor subspace iteration we indeed need to do more work than simply taking a slice. It is highly probable that the unknown entries u k1 , · · · , u kR permutate the eigenvalues into a unfavourate sequence. Meanwhile, since Λ 2 is ideally clean, we see success when we use the second method to recover the subspace relative to a few dominant singular values of a symmetric tensor.
They are all qualified in the sense that they own A as the left eigenspace exactly. However we can generalize this scheme to a greater extent. Frontal slicing is just a specific realization of multiplying the tensor on the third mode by a unit vector. Mode-n product of a tensor with a vector would return the collection of inner products of each mode-n fiber with the vector. The mode-3 product of tensor T with e k will give the kth slice of T .
B Procedure 1 Convergence Result B.1 Conditional Simultaneous Convergence
Theorem B.1 (Main Convergence). Using the initialization procedure 2, Denote the recovered tensor as T * = Λ * ; A * , B * , C * after J = O(log(C)/ log(| λr λr+1 |)) iterations in initialization procedure 2 and K = O(log(log 1 ǫ )) iterations in main procedure1 applied on T , ∀ǫ > 0. We have
To prove the main convergence result, just combine all of the rest results together.
, ∀r ∈ {1, 2, · · · , R − 1}, be d × r orthonormal initialization matrices for the specified subspace iteration. Then after K iterations, we have
where t
, ∀k ≥ 0. Similarly for B (r) and C (r) .
The proof is in Appendix C.
Remark. Given that the initialization matrices Q
satisfy the r-sufficient initialization condition, the angles between approximate subspaces and true spaces would decrease double exponentially fast. Therefore, only K = O(log(log 1 ǫ )) number of iterations is needed to achieve tan(
The following result shows that if we have the angle of subspaces small enough, column vectors of the approximate matrix converges simultaneously to the true vectors of true tensor component at the same position.
Lemma B.3 (Simultaneous Convergence
Similarly for B (r) and C (r) .
The proof is in Appendix D.
C Proof for Lemma B.2
Proof. We only prove the result for the order of A. The proofs for the other two orders are the same.
B ) and by property of Hadamard product and Khatri-Rao product [15] [13] ,
We can expand matrices A, B, C to be a basis for R d , and we can for example for A (r) , let A 
. Now fix k and focus on a single iteratoin step,
Therefore we get ∀0 ≤ k ≤ K,
Cr .
And similarly,
Sequentially,
Easy to see that all historical tangents of principal angle in approximation for A (r) appear in the upper bound for the tangent-measured approximation distance after a new iteration. So in order to solve for the explicit upper bounds, we can assume the form of the upper bounds has a recursive formula for each exponents. Specifically, assume for some sequences u K , a K , b K , we can conclude
On the other hand, for fixed K ≥ 1,
Now we have gained the recursive formulas for sequence on exponents in the upper bound
The formula system works on when K ≥ 1, so we can check the upper bounds for several initial iterations.
We have u 0 = 0, u 1 = 1, u 2 = 3, u 3 = 7, u 4 = 15, . . .
One can solve and check the general formula for these sequences
In conclusion,
The proofs of upper bounds for B (r) and C (r) are the same.
D Proof for Lemma B.3
Proof. First, we denote
by Cauchy interlacing theorem
2 .
For i = 1,
And the proofs for B (r) and C (r) are the same.
E Proof for Lemma 4.3
Proof. Since A is orthogonal in the way AA * = A * A, A is a normal matrix. So its Schur decomposition and eigendecomposition coincides to A = PDP * . Here PP * = P * P = I. D is a diagonal matrix with all eigenvalues of A on diagonal and without loss of generality we can permutate them to be in a decreasing
contains eigenvalues up to λ p and D 2 contains eigenvalues λ p+1 to λ d . Inspired by [4] , without making any restriction to the matrix to initialize the algorithm, we can assume the iterations take place in the space of {PQ} without loss of generality because P is invertible. Then we notice that for the iteration formula, it becomes
So analytically, the convergence for an arbitrary matrix is the same to the convergence for the diagonal matrix formed from the eigenvalues of that matrix. And the left invariant eigenvector subspace for D is nothing but E p = [e 1 , · · · , e p ]. Imgine now Q (0) is prepared to run the algorithm for D, next we will show the subspace of Q (k) 's will converge to column space of E p .
First, partition
such that Q
1 ∈ C p×p . D 1 ∈ C p×p is invertible because of the eigenvalue gap. By the assumption that V * p Q has full rank, here we have Q
1 has full rank and thus invertible.
is therefore invertible. Notice that inductively,
for some upper-triangular matrix R. Then
To study tangent, first look at (1) ≤ |λ p | −1 + ǫ, and another norm · (2) such that D 2 (2) ≤ |λ p+1 | + ǫ. By equivalence of norms, There exists constants C 1 , C 2 < ∞ such that M s ≤ C 1 M (1) and M s ≤ C 2 M (2) for any matrix M.
As a consequence,
≤ C |λ p+1 | + ǫ 1 |λ p | + ǫ k for some constant C after an initialization is chosen and fixed. Let ǫ 0 be (|λ p+1 | + 1 |λp| + ǫ)ǫ, then equivalently,
This shows the convergence of subspace iteration algorithm on recovering the left eigenspace of a matrix in complex diagonal orthonormal matrix space with a specific eigenvalue gap. By the analytical equivalence dicussed before, we have identical convergence on recovering the left eigenspace of an arbitrary orthonormal matrix. In this way, equivalently, if Q (0) is for this algorithm on A,
By taking infimum on ǫ 0 , it becomes tan(U p , Q 
