The quantum behaviour of weak gravitational fields admits an adequate, albeit approximate, description by those graviton states in which the expectation values and fluctuations of the linearised gravitational field are small. Such states must approximate corresponding states in full quantum gravity. We analyse the nature of this approximation for the graviton vacuum state in the context of kinematical Loop Quantum Gravity (LQG) wherein the constraints are ignored. We identify the graviton vacuum state with kinematically non-normalizable, distributional states in LQG by demanding that relations between linearised operator actions on the former are mirrored by those of their non-linear counterparts on the latter. We define a semi-norm on the space of kinematical distributions and show that the identification is approximate upto distributions which are small in this semi-norm. We argue that our candidate states are annihilated by the linearised constraints (expressed as operators in the full theory) to leading order in the parameter characterising the approximation. This suggests the possibility, in a scheme such as ours, of solving the full constraints order by order in this parameter. The main drawback of our considerations is that they depend on certain auxilliary constructions which, though mathematically well defined, do not arise from physical insight. Our work is an attempt to implement an earlier proposal of Iwasaki and Rovelli.
I. INTRODUCTION
A Dirac constraint quantization of a Hamiltonian formulation of gravity is defined through the following steps. First, a "kinematical" representation of the Poisson bracket algebra of a large enough set of functions on the unconstrained phase space is constructed such that these functions act as linear operators on the representation space. Next, the constraints of the theory are represented as quantum operators in this representation and physical states are identified with their kernel. Finally, an inner product on the space of physical states is chosen which enforces hermiticity conditions on a complete set of operators corresponding to Dirac observables, thus converting the physical state space to a Hilbert space. Since one expects the Dirac observables to have direct physical interpretation, the physical interpretation of the formalism follows.
1 Within the Loop Quantum Gravity (LQG) approach, the kinematical structures are well understood. There has also been significant progress in finding physical
states. Further progress is obstructed by the fact that almost no Dirac observables are known for general relativity. Indeed, this is a problem of the classical theory. As in any generally covariant theory, evolution in general relativity (at least in the spatially compact case) is generated by the constraints, thus implying that Dirac observables are constants of motion.
Hence finding enough Dirac observables is equivalent to finding a complete set of constants of motion for the Einstein equations, a task which is well nigh impossible. Therefore, to achieve progress in interpreting the formalism, ideas are needed as to how to obtain a physical interpretation of physical states in the absence of explicit Dirac observables.
In contrast to this state of affairs for full blown general relativity, an adequate quantum description of weak gravitational fields is available. Sufficiently weak gravitational fields are described by a linearization of general relativity about flat spacetime. Quantization of this (approximate) description of the exact physics is in terms of the graviton Fock representation.
Since the exact description is that of full quantum gravity, Fock states in linearised gravity which describe weak gravitational fields must correspond, at least approximately, to states in full quantum gravity. Note that only those Fock states in which the gravitational field has small expectation values and fluctuations describe weak 'quantum' gravitational fields and it is only such states which are expected to have full quantum gravity correspondents.
An archetypal example of such a state is the graviton vacuum which is expected to provide an adequate physical description of small quantum gravitational fluctuations about flat spacetime.
Let us suppose that within the LQG framework, we find a way to associate kinematical structures with Fock states describing weak gravitational fields in the context of a mathematically well defined approximation scheme. Since kinematical structures play a key role in defining physical states, we may hope that the nature of the approximation scheme suggests how to extend this correspondence (of appropriate Fock states with kinematical structures) to physical states. Such a correspondence would provide a way to interpret these physical states (as small quantum perturbations of Minkowski spacetime) in the absence of Dirac observables.
Motivated by these remarks, our aim in this work is to make a preliminary investigation of the relation between quantum linearised gravity and LQG by finding structures in kinematical LQG which correspond to the Fock vacuum. As we shall see, a reasonable definition of such a correspondence requires the satisfaction of infinitely many conditions by the putative LQG structures and therefore the identification of these structures is quite involved.
We proceed as follows. In section 2, we analyse the conditions under which classical linearised gravity is an adequate approximation to full general relativity and show that the approximation may be characterised by a small parameter, ǫ, constructed out of the physically relevant classical distance scales. 2 Thus, the equations of motion of classical linearised theory are obtained by an expansion of the equations of motion of full general relativity about flat spacetime in which only terms of linear order in ǫ are retained. For the linearised theory vacuum to be of physical relevance, it is necessary that vacuum expectation values and fluctuations of the gravitational field be of order ǫ. 3 . We analyse this requirement in the context of the r-Fock representation of linearised gravity [1, 2, 3] and show that it leads to a specification of ǫ in terms of an intertwining of the physically relevant 2 We are indebted to Abhay Ashtekar for his crucial inputs without which the analysis and results of section 2 would not have been possible. 3 We only expect this condition to hold when the vacuum is probed at 'large distance scales. A detailed discussion of these matters is given in section 2 classical distance scales with the distance scales relevant to the quantum theory, namely the Planck length and the scale r characterising the r-Fock representation. We use the r-Fock representation because of its structural similarity to the representation used for LQG. The r-Fock representation of linearised gravity is constructed in [1, 3] (see also Appendix 2 of [4] ) and its relation to the usual Fock representation is discussed in [3] .
In section 3, we propose to identify states in kinematical LQG with the r-Fock vacuum by demanding that the action of the linearised theory operators (to order ǫ) on the r-Fock vacuum be mirrored by the action of their non-linear counterparts in LQG. We show that this demand leads to infinitely many consistency conditions and the consequent necessity of identifying an infinite dimensional set of Fock states with their counterparts in LQG. We also argue that these counterparts are kinematical distributions i.e. they are kinematically non-normalizable states which lie in the algebraic dual to the finite span of extended spin network states (for a definition of the latter see [5] ). We characterise this identification by a map M 4 from such distributions to appropriate subspaces of r-Fock space. The material after section 3 is devoted to showing the existence of at least one such map which satisfies the consistency conditions.
In section 4 we define two auxilliary structures in LQG which go into our construction of M. The first is a distributional 'weave' state which appropriately captures the notion of classical flat space used in the linearised theory. The second is a semi-norm on the space of distributions. The kernel of M is (partially) specified by those distributions which are of order δ ǫ in this semi-norm, where δ ǫ is a small ǫ-dependent parameter. In this section we also specify the general structure of our putative solutions to the consistency conditions. In section 5 we construct such solutions explicitly thus exhibiting distributional states in LQG which correspond to the r-Fock vacuum. In section 6 we argue that the constraints of the linearised theory, represented as operators in the full theory, map the distributional states we constructed in section 5 to the kernel of M i.e. their images are of order δ ǫ . Section 8 is devoted to a discussion of our results and a few important identities are proved in the Appendices.
Although our work suggests a strategy to solve the constraints of full gravity order by order, it is pertinent to make a couple of cautionary remarks here to place our results in proper perspective.
(a) Our results would be stronger if we could prove them in the context of a norm rather than a semi-norm. In fact, most of the considerations of sections 5 and 6 do go through in the context of a suitably defined norm. The only failure in this context is that of our states to be mapped into the kernel of M by the linearised Gauss law constraint. In section 7 we comment on this in relation to the fact that the connection variables of linearised theory and LQG take values in distinct Lie algebras (namely U(1) 3 and SU(2)).
(b) As noted earlier the r-Fock construction is structurally similar to LQG. As briefly discussed in section 7 our constructions of M, the semi-norm as well as the distribution corresponding to the vacuum state, all lean heavily on the existence of similar structures in the r-Fock representation. This is the reason that our constructions 'work' at a mathematical level. However, they are still ad hoc because they do not arise from any deep physical insight.
In view of (a) and (b) above, it is unlikely that the detailed choices of auxilliary structures made in this work lead to a direct relation between "solutions to the constraints to nth order" and exact physical states in nonperturbative LQG. Neverthless, our hope is that further analysis may lead to a more physically motivated implementation of the general strategy (described in section 3) suggested by our work. If so, this would provide a plausible interpretation of certain states in LQG (namely those corresponding to the vacuum of linearised gravity) without recourse to Dirac observables.
There have been other attempts to identify the vacuum state in LQG [6, 7, 8, 9] as well as to understand how classical spacetime emerges fron LQG structures [6, 10, 11] . Indeed, these questions are the focus of alot of current research in the field. The related problem of interpretation of physical states in LQG is a very crucial and hard problem. Though the current set of ideas (including ours) may be critiscized on several fronts, we believe that only an exploration of a diversity of such proposals will suggest some way to attack this problem.
Finally, we note that this work is an attempt to implement earlier proposals of Iwasaki and
Rovelli [12] . 5 Indeed, this work would not have been possible without their considerations.
It is our view that their beautiful ideas were considerably in advance of the technical state of art of the field and consequently were difficult to implement with precision. We hope that we have partially remedied this by our work here.
In what follows we shall assume familiarity with the loop representation of linearised gravity as discussed in [3] . We set c = G = 1 and denote the Planck length by l P . We also define O(ǫ n ) and O ∞ (ǫ) as follows. Let x be an ǫ-dependent complex number.
iff as ǫ → 0, x → 0 faster than any positive power of ǫ.
II. LINEARISED GRAVITY AS AN APPROXIMATE PHYSICAL DESCRIP-TION.
A. A quick review of linearised gravity in terms of connections.
The classical Hamiltonian formulation underlying LQG is discussed in [14] .The phase space variables are a spatial SU(2) connection, A i a ( x) and a densitized triad field E b j ( y). Here a, b denote spatial components, i, j denote internal SU(2) Lie algebra components.
To define the linearised theory about a flat background, the spatial toplogy is chosen to be R 3 . We fix, once and for all, a cartesian coordinate system { x} on R 3 as well as an orthonormal basis in the Lie algebra of SU (2) . Henceforth all components refer to this cartesian coordinate system and to this internal basis. We linearise the SU(2) formulation about the phase space point (A 
and the linearised Gauss Law, Vector and Scalar constraints are
Here γ is the Barbero-Immirzi parameter,
a is the linearised curvature, ∂ a denotes the flat derivative operator which annihilates the background triad and we use the background triad δ a i to freely interchange internal and spatial indices. The linearised SU(2) connection transforms as a triplet of U(1) connections under transformations generated by
Given any oriented piecewise analytic loop β in R 3 with (arbitrary) parametrization s and tangent vectorβ a , we define the loop form factor 6) and its Fourier transform
For any positive parameter r with dimensions of length, we define the Gaussian smeared loop form factor
For any triplet of loops α i , i = 1..3 we define X ab α ( x) and X ab α(r) ( x) via their Fourier transforms to be,
We also define G ab α(r) ( x) via its Fourier transform,
Here m a ,m a form the standard transverse basis in momentum space and X ± α(r) are the positive and negative helicity components of the transverse, traceless, symmetric part of X ab α(r) . Finally we define the following Dirac observables for the linearised theory: 13) where e (r)ab is obtained from e ab by Gaussian smearing. h α and g α(r) play a key role in the considerations of [3] and will continue to play a key role in this work.
B. Classical linearised gravity as an approximate physical description.
Linearised gravity is expected to provide an approximate description of the physics of weak gravitational fields. Such fields are characterised by low curvature. Since curvature is dimensionful, a notion of its smallness requires the introduction of some parameter s curv which has dimensions of length. The restriction to small curvatures implies that
curv . On dimensional grounds we expect phase space data for low curvatures to satisfy
(2.14)
Clearly, the larger s curv is, the better is the physical description provided by linearised gravity.
However, small curvatures are only a necessary condition for the application of linearised gravity. There exist nonlinear configurations of the gravitational field, namely large black holes, which have vast regions of small curvature but also possess global features such as horizons. Such global features cannot be described by linearised gravity. More quantitatively, for data satisfying (2.14) we estimate the gravitational energy in a region of size s to 
|α|, where |α| is the sum of the lengths of the loops α k , k = 1..3.
In order to get a useful bound on h α , as well as to ensure that the classical probes (in this case the loops α i ) do not extend into regions of volume much larger than s 3 , we restrict attention to loops of length at most equal to s. Then equations (2.12) and (2.15) imply that
With the same restriction on loop lengths, we obtain, using (2.7) -(2.11) and (2.16)
Note that the above bound is independent of r. As mentioned in the introduction we use the r-Fock representation and the r-Fock vacuum, |0 r > to investigate the consequences of this requirement. We denote the vacuum expectation value of an operatorÔ byŌ :=< 0 r |Ô|0 r > and its vacuum fluctuation by
, we have thatḡ α(r) = 0 and that In this section we discuss the identification of states in LQG which correspond to the r-Fock vacuum of linearised theory in terms of a map between (suitably defined) states in LQG and (subsets of) r-Fock space. Section 3A contains a few pertinent observations which serve to motivate the definition and desired properties of this map as outlined in section 3B.
In section 3C we describe our strategy for an explicit construction of a map which satisfies the criteria of section 3B.
A. A few remarks by way of motivation.
(i)Linearised theory observables and their LQG counterparts: The operatorsĥ α ,ĝ α(r) play a key role in the identification of the r-Fock vacuum in linearised theory (see [3] ). Therefore it is reasonable to look for their counterparts in the SU(2) theory. Using equation (2.15) and equation (2.1), its is straightforward to check that
Here H α is the SU(2) holonomy
, where σ i are the Pauli matrices. Thus τ i correspond to the fixed basis of the Lie algebra of SU(2) (see section 2) in its defining 2 dimensional representation. Note that (3.1) holds independent of which point of α k is chosen as the base point. Also,
We shall refer to the set of functions in linearised theory on the left hand side of equations (3.1) and (3. 
We denote this requirement as
Thus, for each fixed ǫ, M ǫ is a map from a subspace of Φ * kin to (a subset of) the set of all subsets of r-Fock space. Using similar notation, we require that Ψ ǫ 0 be such that the action of anyÔ
Since we can always measure a linear combination of the basic linearised operatorsÔ 
Although the above equation does not involve an explicit determination ofŌ 
Let us suppose that there exists an inner product on this space which is well approximated by the r-Fock inner product <, > in the
It is straightforward to check that for such a <, > F , the equations (3. The existence of ambiguities of O(ǫ 2 ) in the right hand sides of (3.5) and (3.6) may be motivated as follows. Equation (3.6) may be thought of as the quantum version of the classical relations (3.1) and (3.2). SinceÔ ǫ L |0 r > has norm of O(ǫ), the ambiguity in the image of M ǫ must be of higher order than ǫ and we choose it to be O(ǫ 2 ).
The rest of this work is devoted to showing the existence of at least one (1 parameter family of maps) M ǫ which satisfies equations (3.5)-(3.7).
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C. Strategy for an explicit construction of M ǫ
The approximate correspondence between linearised and full gravity motivated us to require that the image of M ǫ be defined with small ambiguities of O(ǫ 2 ) in equations (3.5)-
. Similar considerations should also apply to the domain of M ǫ i.e. it seems plausible that M ǫ should map 2 distributions which differ by a 'small' amount to the same image.
Our ignorance of any useful inner product on Φ * kin makes it difficult to define this notion of 'smallness'. However, even though we do not know of any useful inner product we can define norms and semi-norms on Φ * kin . Indeed, we shall define a semi-norm on Φ * kin and (partially) specify the 'kernel' of M ǫ as containing distributions which are of O(δ ǫ ) in this semi-norm for a suitably defined small ǫ dependent parameter, δ ǫ . We define the kernel of (the 1 parameter family of maps) M ǫ to be the set (of all 1 parameter families) of distributions, whose images by M ǫ are 1 parameter families of sets of states with r-Fock norm of O(ǫ 2 ).
The operatorsÔ ǫ L satisfy the following relation in their actions on |0 r > (this relation is just the 'Poincar'e invariance condition' of [3] evaluated to O(ǫ)):
This in conjunction with (3.6) implies that
7 Strictly speaking, our results are slightly weaker in that we analyse these equations subject to a mild restriction on the loops labelling O ǫ L , O ǫ F , namely that these loops intersect the weave defined in section 4A in at most a finite number of points.
Our strategy will be to attempt to solve the following 'SU(2) Poincar'e invariance condition' upto ambiguities of O(δ ǫ ) 8 : 11) to obtain Ψ ǫ 0 .
Once we obtain such a Ψ ǫ 0 , we can define the action of M ǫ as follows: 
IV. THE WEAVE AND THE SEMI-NORM.
The semi-norm comprises one of two auxilliary structures that we will define in order to construct an M ǫ satisfying equations (3.5)-(3.7). It turns out that in order to define the semi-norm we use, we need to define a second auxilliary structure namely a (distributional)
'weave' state. This state is the counterpart of the flat triad δ a i of linearised theory. We define the weave state in section 4A and the semi-norm in section 4B. In section 4C, we describe the general structure of the SU(2) distributions which we shall consider in the rest of this work.
A. The weave state.
The weave state is the analog of the classical flat triad δ a i in the following sense. We shall construct a set of extended spin network states denoted by {|ψ ∆ >} which are all based on the same 'lattice-like' graph ∆. Then the weave state, 9 Ψ weave ∈ Φ * kin , has the following 8 Actually, we solve an equation of the form ((2
is also in the kernel of M ǫ . 9 In referring to this state as a weave state, we follow the nomenclature used for states which correspond to classical spatial geometries [10] . The state defined here is based on a graph identical to that used by Rovelli in [4] and Zegwaard in [13] .
Here, x is restricted to be within the probe region i.e. | x| < Ss (see 3A(i) for a definition of S) and O ∞ (ǫ) has been defined at the end of section 1. Moreover for any state |ψ ∆ ⊥ > orthogonal to the span of {|ψ ∆ >}, the weave state satisfies
In subsection 1 below, we describe our construction of the weave state and in subsection 2,
we display some of its properties. Calculations pertaining to the explicit verification of (4.1) and (4.2) are contained in Appendix A.
Construction of the weave state
Let ∆ be the graph corresponding to a cubical lattice with edges along the the cartesian coordinate directions. Let the lattice spacing be representation on the outgoing edge in the same direction (this pertains to vertices which are not at the boundary of ∆).
(c) Choosing any intertwiners at the vertices on the boundary of the lattice i.e. 'tieing up' the boundary points on the planes x i = ±L in any convenient way. This choice has no bearing on our subsequent considerations. 10 Note that since these inequalities are ǫ dependent, ∆ and Ψ weave also depend on ǫ. However, we shall regard this dependence as 'weak' in the sense that we hope that a better treatment incorporating contructions appropriate to asymptotic flatness (see for example [18] ) will allow L to be taken to ∞ without altering our conclusions. In this connection, we note that the inequality s curv >> L is not crucial to the considerations of appendix A; as can be verified, L >> s curv would suffice equally well. In what follows, we shall refrain from explicitly denoting the L(ǫ) dependence of Ψ weave indices and a = 1, 2, 3 is a j = 1 index.
It can be checked that |∆, { x k , k = 1..N} > is normalised and that
where the second (uncountable) sum is over all possible values of { x k }. Clearly, Ψ weave is in Φ * kin i.e. it has a well defined action on any finite linear combination of spinnets.
Properties of the weave state.
The weave state has nice properties with respect to the action of the smeared triad operators. The considerations of Appendix A show that equation (4.1) is satisfied for | x| < Ss (see 3A(i) for a definition of S). Although we do not display them here, straightforward calculations along the lines of Appendix A show that for | x j | < Ss, j = 1..n, n independent of ǫ,
Here |ψ ∆ >= |∆ > or |∆{ x k } >. From (4.5) it is straightforward to show that For simplicity we shall assume that option (a) is viable. More precisely, we assume that an improved treatment will yield Ψ weave which satisfies (4.6) for all x ( see also footnote 10) in this regard). While this seems to us to be a reasonable assumption, we emphasize that its validity must be checked in a more comprehensive treatment. We also note that preliminary calculations made by us indicate that option (b) may also be viable. Since the relevant analysis pertaining to option (b) is a bit involved and may obscure our main line of argument in an already involved paper, we refrain from reporting on this matter here.
Thus, we shall assume that (4.6) is valid everywhere on the spatial slice. Then, as shown in appendix B the following identities hold for n independent of ǫ:
B. The semi-norm.
As discussed in [3] , r-Fock states can be thought of as U(1) 3 distributions i.e. distributions with respect to the finite span of U(1) 3 flux network states. This is in close structural similarity to the LQG states under consideration, the latter being SU(2) distributions with respect to the finite span of SU(2) spinnets. Although we do not show it here, our choice of semi-norm below is motivated by the existence of a similar structure in the U(1) 3 theory.
We shall comment on this further in section 7. For now, we shall simply display our choice of semi-norm and show in the subsequent section that our choices furnish the map M ǫ in accord with the strategy outlined in section 3C.
Consider the set of graphs G ∆ which intersect ∆ at most in a finite number of points.
Denote Denote by V the finite span of these states for all choices of extended spinnets based on every α ∈ G ∆ . Denote by V ⊥ the set of states which are orthogonal to every element of V .
Clearly V + V ⊥ is a dense subspace of the kinematical Hilbert space.
Next, consider the set of loops G s ∆loop which are of length less than or equal to s 11 and which intersect ∆ at most in a finite number of points. For η I , β J ∈ G s ∆loop , I = 1..P, J = 1..M, k J ∈ {1, 2, 3}, define the operatorŝ
Define V s loop ⊂ V to be the finite span of the states
For any Ψ ∈ Φ * kin we define the semi-norm
where |ψ > ranges over the following:
(a)|ψ > is a spinnet in V ⊥ , (b)|ψ
.N} >, for all choices of {η I , β J , k J , x k } and finite P, M, N.
|| ||
ǫ is a semi-norm precisely because |ψ > is not allowed to range over the orthogonal complement of V s loop in V . The above semi-norm is ǫ-dependent both due to the (weak) dependence of ∆ on ǫ (see footnote 10) as well as the dependence of s >> r on ǫ. The ǫ-dependence of the semi-norm is denoted by the superscript ǫ.
C. General structure of the LQG distributions under study.
Consider an arbitrary distribution Φ ∈ Φ * kin . Define Ψ ∈ Φ * kin from Φ, Ψ weave as follows. 
where δ A=0 is the distribution corresponding to the connection
Consider a set of operatorsÔ i , i = 0..n such that eachÔ i is of the type defined in equation (4.9). Then we have the following key identity which is proved in Appendix D.
Here Ψ ǫ is a distribution of the type defined in section 4C with Φ = Φ ǫ where Φ ǫ is defined part of the distribution. In this regard, it is useful to define the following seminorm, || || ǫ 1 , pertinent to Φ:
where |φ >∈ {(M + P )
{η I } |· >} for all choices of {η I , β J , k J } and finite P, M, N (Ô {η I ,β J ,k J } ,Ô {η I } are defined by (4.9)). Note that for any distribution Ψ of the type defined in section 4C, we have that
Then it follows from (5.3) that the SU(2) Poincare invariance condition (3.11) on Ψ ǫ 0 , for loops α k ∈ G s ∆loop (and which are, as in (3.11) confined to a volume (Ss) 3 about the origin), is equivalent to the following condition on Φ ǫ 0 :
Here the last term denotes a distribution with seminorm || || More precisely, we show that
where c α is a complex number of O(1) depending only on α.
this extra term is in the kernel of M ǫ . This is equivalent to showing that Ψ ǫ 0 satisfies (3.10) for trĤ α k τ k ,Ĝ α(r) labelled by loops α k each of which are of length at most equal to s, are confined to a volume (Ss) 3 about the origin, and which intersect ∆ in at most a finite number of points. Note that this is a slightly weaker condition than (3.10) which was defined for all loops with length at most s confined to a volume (Ss) 3 about the origin irrespective of their intersections with ∆. We shall only impose this slightly weaker condition of Poincare invariance on Ψ ǫ 0 rather than the stronger one (3.10).
B. Verification of (5.7).
We set δ ǫ = ǫ 4 . We shall explain this choice later in this subsection. From (C5) it follows
Also, setting n = 0, N = 1 and choosing
where c α is a constant of O(1) which depends only on the triplet of loops α.
The action of the left hand side of (5.7) on |φ > of the type appearing in (5.4) is
where we have denoted the ket |φ > by the corresponding wave function in the connection representation, φ(A). Since tr(H α k (A)τ k ) vanishes at A = 0, the first term in (5.10) vanishes and in the second term either both triad operators ofÊ 2 act on tr(H α k (A)τ k ) or one acts on tr(H α k (A)τ k ) and one on φ(A). Using (5.8) and (5.9) to evaluate these contributions, we obtain
where we have used (C3) to obtain the O(ǫ 4 ) term. Using (C3) again, the action of the right hand side of (5.7) on φ is
This completes the verification of (5.7).
Note that from (C2) and (C3) it is easy to see that (
But the image of this quantity by M ǫ is expected to be (see equation(3.13))ĝ α(r) |0 r >.
Since the norm of the latter is expected to be of O(ǫ) from (2.20), we do not want This argument is merely a plausability one. Strictly speaking, we need to show that for every α k such that ∆g α(r) ≈ ǫ to nontrivial leading order in ǫ, there exists |φ > of the type It can be verified that the action of quadratic and higher order products of operators of typeÔ ǫ L on |0 r > yields states of norm at most O(ǫ 2 ) (this is under the assumption that the number of operators of typeÔ ǫ L in the product is independent of ǫ). Therefore, it is natural to demand that the action of their SU(2) counterparts map the SU(2) vacuum into the kernel of M ǫ . Also note that the SU(2) function, (T r(H α ) − 1), α ∈ G s ∆loop has leading order term quadratic in the connection. Hence, it is natural to also demand that
Indeed, using the key identities (5.3), (C2) and (C3), it is straightforward to verify that 
VI. THE LINEARISED CONSTRAINTS IN THE SU (2) THEORY.
We present qualitative arguments to show that the SU(2) vacuum state is mapped to a distribution of O(δ ǫ ) by the linearised constraints (2.3)-(2.5) expressed as operators in the SU(2) theory.
We first discuss the purely connection dependent linearised vector and scalar constraints V L and C L . We shall impose these constraints everywhere on the spatial slice except on the set of measure zero containing points on the weave ∆. This implies that in the SU (2) theory it should be possible to regulariseV L ,Ĉ L in terms of holonomies along edges which do not intersect ∆. From the structure of Ψ ǫ 0 defined in section 4C, this implies that the action of the regularised operators (we denote these byV
Note also that classically, the positive and negative helicity parts of the triad Poisson commute with V L , C L . Hence in any reasonable regularization, we expect that in the limit of the regulator being removed, we have that
Finally, since V L , C L vanish when evaluated at the zero connection, we expect that
Equations (6.1) and (6.2) imply thatV L ,Ĉ L annihilate Φ ǫ 0 , and in view of the above discussion also annihilate Ψ 
The first term in (6.4) is obtained after a by parts integration and A (r)aj ( x) is the Gaussian smeared connection. In the SU(2) theory our arguments pertaining to V L , C L apply to the connection dependent part of (6.4). Hence we expect that for any reasonable definition of the connection part of G L (r)i ( x), this connection part annihilates Ψ ǫ 0 . Hence we need analyse only the triad dependent part of (6.4).
At the classical level we would like to impose the linearised constraints as O(ǫ) restrictions on the phase space. Since (6.3) has the dimensions of inverse length, we need to integrate it against a gauge parameter Λ i ( x) which has dimensions of inverse length square so as to obtain the dimensionless quantity G
where we have performed a by parts integration and assumed that Λ i ( x) is of compact support. We shall meet the requirement |G
In the SU(2) theory we havê
Using (4.1) and (6.6), we obtain
where |ψ ∆ >] ∈ {|∆ >, |∆{ x k } >}. From equation (6.8) and the structure of Ψ ǫ 0 as defined in section 4C, we have that
and where O(δ ǫ ) in the first equality is defined with respect to || || ǫ and in the second equality with respect to || || ǫ 1 (see (5.4 
)). Using the (inverse Fourier transform of) equation (C5) it is straightforward to obtain
where we have used the fact that the smeared loop form factor is divergence free i.e.
Equations (6.10) and (6.12) imply that
where |φ > is of the type defined below (5.4).
Using methods similar to those in Appendix C, it is straightforward to verify that for
where d 0 is defined in (C3). Using (6.6) and the bound
, we obtain
From the above equation and the fact that s >> r it follows straightforwardly that
Finally, it is easily verified that the second equality in equation (6.9) follows from (6.13) and (6.16), thus implying that the first equality in (6.9) holds. This completes our arguments in support of the hypothesis that the linearised constraints expressed as operators in the SU(2) theory map the SU(2) vacuum to the kernel of M ǫ .
VII. GENERALIZATION TO A NORM?
In this section, we enquire as to whether our considerations admit a generalization to a norm. We find that the linearised Gauss constraint provides the only obstruction to the most obvious such generalization. In order to obtain insight into why this happens, we are led to a comparision between the SU(2) structures hitherto defined and the U(1) 3 structures (alluded to in section 1) which provided the motivation for these definitions. As mentioned in section 1, the reason our SU(2) constructions work is due to their structural analogy with the corresponding U (1) 3 ones in the description [3] of r-Fock states as U(1) 3 distributions. Hence, it is instructive to view the above failure to impose the linearised Gauss law as an approximate constraint in the SU(2) theory in the context of this structural analogy. Therefore we briefly decribe the relevant U(1) 3 structures below.
|| ||
(1) From [3] , |0 r > may be written as the
where |α, {q} > is a U(1) 3 gauge invariant flux network state based on the triplet of graphs α labelled by the integers {q} and G α,{q}(r)ab is essentially the same as G α,(r)ab defined by (2.11) in this paper. See [3] for the precise definitions of G α,{q}(r)ab , X ab α,{q}(r) . Note that γ 0 in [3] is related to γ of this work by γ 0 = 2γ. denoting the flux network state corresponding to the trivial loop. Then the right hand side of (7.1) can be expanded in this semi-norm as
where δ A=0 is the U(1) 3 distribution corresponding to the U(1) (3) it is clear as to how U(1) 3 structures motivated our definitions of SU (2) structures. In particular the U(1) 3 structuresê 
Consider the algebraic dual Φ * L inv kin
to the finite span of gauge invariant U(1) 3 fluxnets.
Since larger loop U(1) 3 holonomies can be constructed as products of smaller loop ones, it follows that |φ > of the type in (7.6) span the space of U(1) 3 gauge invariant fluxnets. Hence,
. Moreover, sinceĝ α(r) ,ĥ α are U(1) 3 gauge invariant, the entire treatment of the U(1) 3 theory can be done at the gauge invariant level, and hence, in the context of a norm.
In contrast the very notion of linearization of the full SU(2) theory as implemented in [1, 3] involves an SU(2) gauge variant background. Since the SU(2) counterparts ofĝ α(r) ,ĥ α are themselves not SU(2) gauge invariant, it seems appropriate to use gauge variant kinematical states |ψ > in the definition of || || ǫ . Ultimately, however, only SU(2) invariant distributions are physically relevant in LQG. Hence one may further restrict attention in (5.4) to only those |φ > which are gauge invariant in the hope that the resulting seminorm on Φ * kin reduces to a norm on Φ * inv kin , where Φ * inv kin is the algebraic dual to the finite span of spin nets which are gauge invariant with respect to SU(2) transformations within the probe region.
However, this hope is not realised because, in contrast to the U(1) 3 case, due to the nonabelian nature of SU (2), traces of large loop holonomies are not expressible as (sums of) products of traces of small loop holonomies. Moreover, with this restriction, it seems that
which implies that a change in our choice of δ ǫ to δ ǫ << ǫ 4 would also be needed.
An alternate strategy would be to, in analogy with U(1) 3 theory, restrict attention to only such |ψ > in (4.10) which satisfyĜ L (r) (Λ)|ψ >= 0 i.e. try to impose the U(1) 3 constraint as an SU (2) operator constraint. Our intuition is that no solutions to such an equation exist because SU(2) spinnets are "attuned" to SU(2) gauge transformations rather than U(1) On account of the above discussion, our view is that (a) the failure of (6.11) in the context of || || ǫ norm is not an accident; rather it is indicative of the difference between the gauge groups U(1) 3 and SU (2) (b)the seminorm || || ǫ seems to be a reasonable structure to use. r s bound depends crucially on (in our view the unduly weak premise) equation (6.6), we believe that such a strategy may be inappropriate.
VIII. DISCUSSION
One of the feautures of our work is the, at first perhaps surprising but nevertheless essential, role of the probe scale s. At the classical level s acts as an infrared cut off, allowing us to ignore large distance effects leading to the formation of black holes. The consequent restriction of the quantum observablesĥ α ,ĝ α(r) to loops α k of length at most s leads to the determination of ǫ via equation (2.20) . Moreover, the derivations of various bounds in this work lead us to believe that (i) it is only for loops with length close to s that the fluctuations of the linearised observables can be close to ǫ 13 (ii) the seminorms of the various distributions encountered are determined primarily by the action of these distributions on states of type (b) in section 4B with η I , β J of length ≈ s and M, P ≈ 1.
Thus, s seems to play a key role in characterising the nature and content of the approximate descriptions at both the classical and the quantum levels.
A second feature of our work is (for reasons described in section 3A (ii)) the use of distributions as opposed to kinematically normalizable states. Since we believe that distributional states will play a key role in future developments, it would be profitable to explore structures on Φ * kin . In the theory of of infinite dimensional vector spaces, topologies are typically defined via (families of) seminorms [19] . In analogy with this and in view of the fact that the seminorm || || ǫ on Φ * kin has played a key role in our considerations, we advocate further study of seminorms on the space Φ * kin . The seminorm || || ǫ provided us with the beginnings of a perturbative treatment of the constraints in terms of the expansion parameter ǫ. The first step was to verify that the linearised constraints mapped our states into the kernel of M ǫ . In showing this we did not display an explicit regularization of the constraints. Rather, we predicated our arguments on certain expectations of any "reasonable" regularization procedure.The discussion in section 6
indicates that any such reasonable regularization procedure must provide some preferred role to the weave ∆. This seems to be in contrast to the standard Thiemann regularization [20] of say, the full Hamiltonian constraint, in which there is no preferred background structure. 13 More work is necessary to establish exactly which α k yield ∆g α(r) ≈ ǫ to nontrivial leading order in ǫ.
However the bound (2.19) clearly indicates that any such α k should have lengths ≈ s.
We believe that this possible conflict between the (putative) perturbative treatment of the constraints and the available nonperturbative treatment is of a generality which transcends the details of our particular constructions. Further work is needed to verify if such a conflict is indeed present in our work and if so, to seek a resolution. Another important open issue is to understand better the relation between the U(1) 3 gauge transformations in linearised theory and the SU(2) ones of LQG. The discussion in section 7 was indicative of our lack of understanding of this relation. We feel that a first exploratory step towards more clarity would be to see if we can use a more sophisticated seminorm in accordance with (i)-(ii) at the end of section 7. In this regard, it would be worthwhile to base our discussion of |φ > in (5.4) in terms of graph-based spinnets rather than loop based wave functions.
The key issue underlying the above paragraph is that of the relation between (putative) perturbative solutions to the constraints and the known structure of the nonperturbative ones as spatially diffeomorphism invariant, SU(2) gauge invariant distributions [21] . As mentioned earlier in this work, we have merely shown the existence of a map M ǫ satisfying the various requirements of section 3. While this was a nontrivial and necesssary exercise, it is important to emphasize that our constructions were based primarily on mathematical analogies between U(1) 3 and SU(2) structures. Without additional physical insight into the significance of the various choices we have made, we are unsure if these choices (or suitable modifications thereof) ensure that (putative) perturbative solutions converge to nonperturbative ones (or,indeed, if they ensure even the existence of a well defined perturbative scheme). Since the issue is a deep and quite general one, clearly more work and thought is needed for further progress. Indeed, the main virtue of our work may be that it offers a concrete and detailed context wherein this issue may be analysed.
It would be of interest to see if our considerations can be generalised to construct LQG correspondents of states other than the linearised theory vacuum. It would also be interesting to adapt our general framework so as to find LQG correspondents of other known exactly solvable restrictions of full gravity such as Einstein-Rosen waves [22] . From equation (3.8) it is tempting to speculate that such 'consistency' with a multitude of exactly solvable restrictions of full gravity may lead to information about the scalar product of full quantum gravity.
There have been other efforts to construct the vacuum state in LQG. We comment briefly on three of these, namely [9] , [8] and [7] . The recent work [9] is a very interesting attempt to construct the vacuum state as a kinematically normalizable state in LQG rather than, as in this work, a genuine distribution. Due to our unfamiliarity with the detailed considerations of [9] , we are unable to comment further on its relation to our work. The work [8] contains a nice description of the author's beautiful complexifier construction of coherent states. In the LQG context this construction yields genuinely distributional states. However, the author's viewpoint is that since such states do not seem to support the action of flux operators [8] , it is appropriate to use kinematically normalizable 'cut off' versions of these states which are similar to the the gauge theory coherent states of [6] . As mentioned earlier, our viewpoint is that distributions are the appropriate structures. It would be interesting to see if the complexifier generated distributions satisfy the requirements of section 3B in the context of some suitably defined M ǫ . Distributional states are also used in [7] . Our work seems to be closest in spirit to [7] and it may be of interest to draw parallels between the graphs chosen as 'probes' in [7] and the states in section 4B (b) which go into the definition of the seminorm || || ǫ .
In closing, we reiterate that many of the considerations of this work were motivated by the earlier work of Iwasaki and Rovelli [12] . Since the work of Zegwaard [13] also tried to address the same problem as [12] , it would be worthwhile to revisit it in the light of our work here.
APPENDIX A
We sketch the main steps involved in showing (4.1). Let ψ α be any spinnet based on a graph α with edges e I , I = 1..N (we shall use the notation |ψ α > interchangeably with ψ α ).
Then (see for example equation (3.6) of [5] ) we have that
Here h e I (v, u) is the holonomy along the Ith edge from parameter value u to parameter value v, the beginning and end points of e I being at parameter value 0 and 1. Note that the argument of Ψ weave above is obtained from ψ α by inserting the intertwiner τ i at the point e I (t) on the Ith edge of α. Since Ψ weave ∈ Φ * kin , we have that Ψ weave [(h e I (1, t)τ i h e I (t, 0)) and there exists at least one point in ∆ at which the intertwiners for ψ α and |∆, { x k } > are orthogonal i.e. i 1 ..it,j 1 ..js C i 1 ..it
is the intertwiner for the vertex in question for ψ α , C (∆,{ x k }) is the intertwiner for the same vertex for |∆, { x k } > and i 1 ..i t label the representations on the incoming edges (for which the vertex is a 'target') and j 1 ..j s label the representations on the outgoing edges (for which the vertex is a 'source'). Note that these intertwiners may be further split into a product of invariant intetwiners and representation vectors but this is not necessary for our purposes.
The result (iii) is obtained straightforwardly from the definition of the intertwiners and the orthogonality properties of the representations of SU(2) with respect to the Haar measure.
Clearly if any of (i)-(iii) are true of ψ α , the same is true of (h e I (1, t)τ i h e I (t, 0)) 
Here (L y , L z ) range over the lattice points in the x = 0 plane. Note that from (2.21), the condition s curv >> L is the same as r 2 >> l P L. Straightforward estimates using the latter condition and the condition that L >> | x|, in conjunction with the Poisson Summation
Also it is easy to check that
This completes the proof of Lemma 2.
In order to obtain equation (4.1) from Lemma 2, it suffices to choose δ = ǫ α , τ = ǫ β , α, β > 0. Below we display 2 explicit choices of ǫ dependence of the various scales involved which satisfy all our requirements.
(a) Choose s independent of ǫ, r = ǫ and β > 0, α > β > α − 1. Let
s curv >> L >> s >> r and for α < 1, s curv >> L >> r >> s .
As mentioned at the end of section 2, we shall set s >> r i.e. we shall restrict attention to the choice (b) with α > 1.
APPENDIX B
In this appendix we prove the identities (4.7),(4.8) under the assumption that (4.6) holds for all x on the spatial slice. From (2.11) we have that
where g ± α(r)ab are the positive/negative helicity components of g α(r)ab ,
I( y) is defined as 
where we have denoted | y| by y.
From (4.6),(3.3) and (B1) it follows that for |ψ
We estimate a bound on |g α(r)ab ( x)| through an analysis of its asymptotic behaviour as follows. 
The parameters z, a, c in (B6) are identified through (B5),(B2) and (B3) as z =
and c = . Using (B6) in (B2) and (B3), it is straightforward to obtain the bound
where min t f (t) refers to the minimum value of the function f (t) over the entire loop α b and the bound is valid for all
> λ for sufficiently large λ. Since the triplets of loops α i , i = 1..n are all confined to a region of size Ss about the origin (see section 3A(i)), we
Then it follows from (B7) that for | x| > rλ + 2Ss that
Also note that from (B2) and (B3) the following bound is easily obtained:
From (B8),(B9) it follows that a,b=1..3
Using the above bound in (B4) with either (a) or (b) of Appendix A and the ǫ-independence of S, λ, n, we obtain the desired result, namely that
Thus each O H I (A) is (half) the trace of a holonomy or the trace of the product of a holonomy with τ i , i ∈ {1, 2, 3}, the holonomy being around any loop of length at most equal to s. Then the following bounds hold.
with c n = (
Here α i , i = 1..n are n triplets of loops, each loop with length at most equal to s, andÊ ± are the positive and negative helicity components of the triad operator.
Sketch of the proof: We shall only describe the main steps of the proof. The details are straightforward to work out and the interested reader may easily do so.
(i) The following bound holds n−1 j=0Ê a n−j b n−j (r)
Note that the action of the smeared triad operatorÊ a (r)i ( k) on a cylindrical function ψ α based on a graph α with edges e J iŝ factors is obvious from (C5).
(ii) The following bound holds.
n−1 j=0Ê a n−j b n−j (r)
This follows from a straightforward estimate of the number of terms of type (C4).
(iii) For any 'smearing' function G a 1 ..anb 1 ..bn ( k 1 , .., k n ) the following bound holds.
.anb 1 ..bn ( k 1 , .., k n )) * n−1 j=0Ê a n−j b n−j (r)
To see this, note that the left hand side of the above equation is bounded by the integral of the product of the norms of the smearing function and the quantity n−1 j=0Ê a n−j b n−j (r)
. The norm of the latter is bounded by the right hand side of (C6) augmented by a factor of 9 n which comes fron the sum over the indices a i , b i . As a result, equation (C7) follows.
(iv) Set G a 1 ..anb 1 ..bn ( k 1 , .., k n ) = n i=1 G α i (r)a i b i ( k i ) in (C7). Using (2.11), it is easily verfied that 
The integral over each k i in (C7) furnishes a factor of 2π r 4 . This, together with ǫ = l P s r 2 from (2.21) yields (C2). Similarly, for an appropriate choice of G a 1 ..anb 1 ..bn ( k 1 , .., k n ) and straightforwardly derived bounds thereon, equation (C3) may also be obtained.
APPENDIX D
We prove the identities (5.3) through the following steps.
(1) Consider a set of operatorsÔ i , i = 0..n such that eachÔ i is of the type defined in 
Thus, in definition (D2), each 'slashed' index implies a commutator of the string of operators which follow the index with the triad operator labelled by that index. Then the following lemma holds.
Lemma 3: Proof (by induction): Equation (D3) is easily verified for n = 1. Let it be true for n = m.
For n = m + 1, the left hand side of (D3) is 
Using the definition of the seminorm in section 4B, it is straightforward to see that (D14)
implies that
where Ψ ǫ is a distribution of the type defined in section 4C for which 
where we have defined the dimensionless variable u = r k. Next, note that 
