Introduction 30
Humans perceive the world through their senses and then share their perceptions 31 with others, chiefly through language. Talking about sensory perceptions, such as 32 whether a curry tastes too spicy or a fish smells rotten, forms a frequent focus of 33 communicative activity. How people talk about sensory perceptions has been studied 34 for a long time in linguistics (e.g., Ullmann, 1959 Ullmann, [1957 ; Williams, 1976 Research that looks at how perceptual experience is expressed in language is 42 theoretically and methodologically heterogeneous, but it is possible to observe that it 43 has been conducted from two main perspectives. The first perspective takes a 44 specific lexical category as the starting point. The second one takes sensory 45 modalities as a starting point. In the lexical category perspective, studies focus on a 46
given lexical category-often either verbs or adjectives-and observe the interplay 47 between sensory modalities within that lexical category. For instance, typological 48 research on verbs of perception has shown that most languages have more verbs for 49 vision and/or for hearing than for the other modalities; moreover, verbs of vision 50 and/or hearing may undergo a semantic extension toward the other modalities, while 51 the reverse happens less frequently (Viberg, 1983 (Viberg, , 2001 ; Evans & Wilkins, 2000; 52 Maslova, 2004; Vanhove, 2008) . As for perceptual adjectives, research has focused 53 on semantic extensions, particularly highlighting the fact that certain sensory 54 modalities are more likely to be associated with each other in adjective-noun pairs 55 than others. For instance, touch-related adjectives are often used to modify hearing-56 related nouns (e.g., rough: rough voice, rough sound), but it rarely happens that 57 hearing-related adjectives are used to describe tactile perceptions (Ullmann, 1959 2016b; Ronga, 2016) . The empirical studies of perception verbs and "synesthetic" 60 adjectives mentioned here are examples of studies that primarily focus on a 61 particular lexical category or combinations of particular lexical categories (as in 62 adjective-noun pairs).
63
The sensory modality perspective focuses on one (or more) sensory modality, 64 investigating the characteristic way the sensory modality/modalities are encoded in 65 the vocabularies of human languages. Many such studies concern, for instance, the 66 fact that different sensory modalities seem to be linguistically encodable to different 67 degrees (Levinson & Majid, 2014 particularly rich vocabulary compared to that available for the other senses (Buck, 71 1949) . On the contrary, smell has a very small number of dedicated lexemes: it is 72 presumed to be the most "ineffable" sense (cf. Levinson & Majid, 2014) . While visual 73 language appears to be dominant not only in Indo-European languages, but also in 74 all the other languages that have been analyzed so far in the literature, the ranking of 75 the other senses seems to be more variable cross-linguistically and cross-culturally Both the lexical category and the sensory modality perspectives have been widely 78 studied. In this paper we explore a third perspective, which has so far received less 79 attention, and which can be seen as a combination of the other two. We address the 80 following research question: are there differences among lexical categories in the 81 expression of concepts pertaining to the various senses? To put it another way: how 82 many words of a given lexical category are there for a given sensory modality, such 83 as sight, sound, touch, taste, or smell? That is, do the different sensory modalities 84 differ in which kinds of words are preferentially used to describe them? For instance, 85
Strik Lievers (2015: 86-88) observed that, in her English and Italian datasets of 86 sensory lexemes, adjectives are numerous for touch and few for hearing, while 87 nouns are abundant for hearing and scarce for touch. Knowing about this 88 distributional fact of the sensory lexicon may explain, in part, why adjective-to-noun 89 mappings are more commonly touch-to-sound rather than sound-to-touch, as has 90 been previously described by researchers working on synesthetic metaphors. In 91 other words, the directionality observed in metaphorical mappings between sensory 92 words may be related to an already existing asymmetry in the lexicon (for a similar 93 idea, see already Ullmann, 1959 Ullmann, [1957 : 283; see also Winter, 2016b : Ch. 8).
94
This paper investigates the distribution of sensory lexemes across lexical 95 categories systematically by comparing different datasets of sensory lexemes that 96 have been built for English in previously published studies. A quantitative analysis 97
shows that the senses indeed differ with respect to how many verbs, adjectives and 98 nouns they have. We argue that this asymmetric distribution can be related to the 99 different properties of prototypical representatives of the various lexical categories on 100 the one hand, and to phenomenological and perceptual differences between the 101 senses on the other. That is, we identify differences between the senses that can be 102 related to semantic differences between lexical categories. 103
Reasoning about the motivations that may explain the distribution of sensory 104 lexemes across lexical categories will hopefully shed new light on the connections 105 between the characteristics of actual human perception and the linguistic means 106 used to express it. In addition, the results of this work contribute to explaining the 107 tendencies that have been observed for synesthetic transfers (Strik Lievers, 2015) 108 and other meaning extensions, such as the observation that perception verbs 109 frequently extend their meaning to encompass the other senses (Viberg, 1983 ; 110
Evans & Wilkins, 2000; see also Sweetser, 1990 One of the core properties of language that has received much discussion in formal 128 linguistics, functional and cognitive linguistics, as well as in typology, is that words in 129 the lexicon are grouped in what are often called "parts-of-speech" or, with a more or 130 less overlapping meaning across the literature, "syntactic categories", "word classes", 131 "grammatical classes" and "lexical categories", the latter being the label used here. 
229
"If it is a chair now, it is still likely to be a chair in five minutes, an hour, or a day -230 in size, shape, color, texture, consistency or usage. Of course, a fine internal 231 gradation still exists, so that a child may change faster than a tree, and that faster 232 than a house, and that faster than a rock, etc." 233
234
In contrast to most nouns, prototypical verbs "are not so time-stable -they tend 235 to represent that which is temporary and changing", for example, we do not expect a 236 'singing' event to last forever (ibid. 141). The idea of nouns and verbs differing with 237 respect to the dimension of time is already found in Aristotle's distinction between 238 onoma and rhēma: "By a noun we mean a sound significant by convention, which 239 has no reference to time" (De Int. 16a, 19-21); and "A verb is that which, in addition 240 to its proper meaning, carries with it the notion of time" (De Int. 16b, 6-9) (from 241
Blevins, 2012: 377). In Langacker's term, verbs realize the conceptual schema called 242 "process", which describes "a complex relationship that develops through conceived 243 time" (Langacker, 2008: 112 when actions are expressed, they overwhelmingly tend to surface as verbs" (ibid. 272 141). According to this proposal (which so far has not been tested quantitatively), for 273 action-related and event-related concepts there should be more verbs than nouns 274 and adjectives. The semantic domain of properties on the other hand should be more 275 differentiated within the adjective category, with (relatively) more adjectives denoting 276
properties, compared to nouns and verbs. Similarly, the semantic domain of objects 277
should be most differentiated within the nominal domain. 278 279
Lexical categories and the senses 280
Based on these ideas, we can make explicit predictions with respect to the lexical 281 differentiation of sensory words. In particular, the relatively more "dynamic" sensory 282 modalities, i.e. those that are more event-oriented and time-varying, should be more 283 differentiated within the verbal domain because verbs, according to the positions 284 outlined above (Frawley, 1992 of the idea that sound is comparatively more dynamic. First, motion is necessarily 293 involved in sound production, which in many cases results from deliberate actions, 294 and sound production itself is an event that unfolds over time. Second, the sounds 295 we frequently hear are generally transient and if they are not, they involve internal 296 variation such as changes in frequency. Even a "static" frequency of, say, 440Hz, is 297 something that can only be perceived by hearing multiple pulses and integrating 298 them over time. That is, time is an inherent feature of sound in both production and 299 perception. As stated by Matthen (2010: 79-80), "audition presents its objects as 300 temporally composed". 301
Regarding the action and movement components of sound, consider that a rock 302 by itself does not make noise. But throw a rock and it makes a clonking sound; 303 scratch along its surface and you get a screeching sound; crack the rock and it 304 makes a cracking sound. That is, any action performed on the rock creates sound.
305
The rock itself is static and soundless, but once subject to movement, sound waves 306 are created ("[t]he generation of sound always originates in mechanical vibration", 307
Hartmann, 1995: 1). We may associate movement of the rock with sound both 308 through our own action (such as throwing the rock), or through external or inanimate 309 action, such as when a rock falls down a cliff because of wind. This is nicely 310 expressed in the following quote from Aristotle's De Anima (book II Ch. 8, 419 b 9, 311 transl. by D. W. Hamlyn 1968): 312
313
"Actual sound is always of something in relation to something and in something; 314 for it is a blow which produces it. For this reason it is impossible for there to be 315 sound when there is only one thing; for the striker and the thing struck are 316 different. Hence the thing which makes the sound does so in relation to 317 something; and a blow cannot occur without movement." 318
319
O'Callaghan (2009: 28) also states that "sounds are particular events of a certain 320 kind. They are events in which a moving object disturbs a surrounding medium and 321 sets it moving". Philosophers have extensively discussed the perceptual nature of 322 sound (O'Callaghan, 2014). According to the event-based view of auditory objects of 323 perception, sounds are events that occupy time (in sequence), in contrast to objects 324 (and their properties) which may exist wholly at a particular moment in time 325
(O' Callaghan, 2007 Callaghan, , 2008 Callaghan, , 2009 Matthen, 2010 As an example where the connection between sound production and action is felt 337 particularly strongly in our everyday phenomenology, consider speech. Vocal 338 production involves movement, such as movement of the diaphragm and the lungs to 339 generate air flow; movement of the vocal folds to generate voiced sounds and pitch; 340 as well as movements of the tongue and the jaw, often accompanied by external 341 bodily movements such as head movements to index prosody or gestures. Another 342 example of the inherent sound/motion connection is gait. We are used to our own 343 movements generating sounds while walking.
344
Of course, the overlap between movement in our everyday environment and 345 sound is not perfect, at least not when seen from the perspective of our auditory 346 phenomenology. Although sound necessarily involves motion in its production, we do 347 not always witness the motion as such. As stated by Pasnau (2000: 34) , "one can 348 perceive motion without perceiving sound; (...) one can perceive sound without 349 perceiving motion". Examples of this include seeing movement at a distance, too far 350 away for any sounds to be audible (as often happens with airplanes in the sky), or 351 seeing small insects fly around whose movements are simply too quiet to be audible. hand's function in active touch, the tactile sense is a unique modality in which 409 stimulation is obtained rather than imposed by the stimulus". 410
The same goes for the perception of shapes via touch. Imagine perceiving the 411 shape of a walking stick. Vision makes the shape percept available to one's 412 consciousness at an instant (see Stokes & Biggs, 2015) . In contrast, perceiving the 413 same shape via touch (without sight) involves moving one's hand along the stick and 414 only after having haptically explored the stick for a long time does the full shape 415 become apparent. However, while the perception of surface texture and shape via 416 touch in the absence of vision necessarily involves movement and action, touch may 417 also be slightly less dynamic than sound, or dynamic in a different way. Above we 418 argued that the dynamicity of sound is a two-fold idea, one aspect being the 419 movement dimension involved in sound production, the other one being transience. 420
The action-component also ascribes to (active) touch, which involves haptic 421 exploration and hence movement. However, an important difference here is that 422 sound is dynamic the way sounds are produced and perceived, whereas touch is 423 dynamic only with respect to the way humans perceive. The surface properties and 424 shapes themselves are not the outcome of dynamic events the same way they are 425 for sound. In fact, surface properties are generally more stable properties of objects.
426
For example, a rough rock generally stays a rough rock the same way that its color 427 stays the same. Thus, touch may not be as dynamic as sound.
428
Of course, it is trivially true that all sensory perception has an element of 429 dynamicity. All of cognition and perception takes time (Spivey, 2007) that "it was obvious to the medievals that sound is closely connected with motion, 444 perhaps identical to a certain kind of motion". He furthermore notes that it took 445 sophisticated technologies to uncover that sensible properties such as color and heat 446 involve motion, "the same can be seen in the case of sound through intelligent 447 observation" (ibid. 31), such as when seeing objects or water vibrate as a result of 448 loud noises, or such as when feeling a direct blow through particularly loud noises.
449
As a point in comparison, consider the fact that taste and smell may be temporally 450 variable as well: one may slowly become aware of a taste sensation, which grows 451 stronger in one's mouth and ultimately fades away, or one may notice a smell slowly 452 unfolding in a room (cf. discussion in Huumo, 2010). However, both of these 453 experiences lack a lot of the dynamicity that characterizes sound. The "dynamicity" of 454 smell is relatively slow and furthermore mostly involves a rise and fall in intensity, 455 compared to the internal temporal variation of the quality of sounds. Moreover, taste 456 and smell may be more consistently associated with entities. We think of a particular 457 entity as having the property of a particular taste or smell, the same way we think of a 458 particular entity as having the property of being rough or smooth. Such properties, in 459 contrast to sound, are seen as characteristic of the object without any form of 460 noticeable action or movement. In sum, we are arguing that adjectives such as 461 sweet, stinky and rough are understood as properties of an entity, compared to 462 words such as beeping and squealing, which are understood primarily as actions of 463 an entity.
464
The idea that sounds are more likely to be encoded via verbs as opposed to the 465 other lexical categories has already been expressed by philosophers and linguists. modalities for many words, it is important to have some objective measure of sensory 526 modality association. We need a defined set of words that has labels for sight, 527 hearing, touch, taste and smell labels that have been assigned following clear 528 criteria. Here, three such datasets will be considered.
529
As we will discuss below, each word list is associated with its own set of 530 problems. This is precisely why it is important to consult multiple datasets, to be able 531 to show that whatever results we find is truly generalizable, no matter the particular 532 design decisions that went into collecting each word list. Winter (2016a). Combining the three studies (adjectives, nouns and verbs), the word 541 list from the norm dataset includes 1,123 words. The three studies adopted the same 542 methodology: English native speakers were asked to rate whether a word 543 corresponds to a particular sensory modality on a scale from 0 to 5. For example, 544 speakers were asked to rate whether the property described by the adjective fragrant 545 can be perceived through vision, hearing, touch, taste or smell, with five sliders 546 embodying the relative "perceptual strength" of this property for the different sensory 547 modalities. Following Lynott and Connell (2009), the maximum perceptual strength 548 value can be taken to be a word's "dominant modality". For example, the adjective 549 shiny received the highest mean rating for the visual modality, and it can hence be 550 classified as a visual word. 551
The sampling procedures involved in the three studies were slightly different. The 552 adjectives from Lynott and Connell (2009) are a convenience sample selected based 553 on prior research (in particular, experimental studies that investigated sensory words) 554 and based on synonyms and lexical field information gleaned from thesaurus lists.
555
The noun list from Lynott and Connell (2013) is a random sample. The verbs from 556
Winter (2016a) were comprised of two sets: one sample that was selected based on 557 synonyms with basic perception verbs gleaned from the literature, particularly, Viberg 558 (1983). And another sample that was selected randomly from words above median 559 frequency in the English Lexicon Project (Balota et al., 2007) . Although it would be 560 desirable to have random samples for all three datasets, the results obtained in 561
Winter (2016a) and Winter (2016b), for example, do not hinge on whether the 562 random or the non-random subset of the verb is used-suggesting that to some 563 extent the sampling procedure is not a big issue in this particular case. Moreover, in 564 all of the three different studies the lists were not chosen with respect to the particular 565 research question investigated in this paper, and the methods were principled (e.g., 566 dictionary searches), suggesting that the potential role of bias in the sampling 567 procedure specifically with respect to our research hypotheses is small. Moreover, 568 precisely because of concerns about the sampling procedure in these three studies it 569 is useful to show that we obtain qualitatively similar results for two other lists of 570 sensory words.
571
Dataset 2 is a word list of sensory lexemes collected by Strik Lievers (2015). This 572 list was collected starting from a short list of core sensory lexemes, which was 573 expanded in successive phases using various lexical resources and dictionaries. For 574 instance, the noun list was enriched by searching for the direct objects that display 575 stronger association with the perception verbs already in the list, based on corpus 576 data; adjectives were retrieved among the modifiers of perception nouns; synonyms 577 and hyponyms were obtained for all lexemes. (2015) is discrete (a word is either of a given sensory modality or not) 597 and because the sensory modality ratings by Connell (2009, 2013 ) and 598
Winter (2016a, 2016b) have been used in a discrete fashion, which facilitates 599 computations of lexical differentiation, we will also treat the Sensicon ratings in a 600 discrete fashion, selecting a word's highest numerical value as that word's dominant 601 sensory modality.
602
As mentioned before, the classifications in each dataset are not entirely 603 unproblematic, and there is considerable noise associated with some of the datasets.
604
For example, Strik Lievers (2015) did not consider ticklish, painful and tingly as touch 605 words, but they are counted as touch words in the Lynott and Connell (2009) dataset 606 because the highest ratings of these words were for the tactile modality. Many of the 607 nouns in the Lynott and Connell (2013) dataset are highly abstract (e.g., heaven, 608 fact) and not at all strongly related to sensory perception, compared to the Strik 609
Lievers (2015) nouns, which more directly relate to perception (e.g., glare, rustle, 610 gleam, shadow, tune). Lynott and Connell (2013) discuss the abstractness of many 611 of the nouns involved, which is a natural outgrowth of the fact that these words were 612 randomly sampled. In particular, in their dataset many abstract nouns were rated to 613 be highest in auditory content (such as account, blame), presumably because 614 participants thought that they were mediated through language and speech, and thus 615 sound-related in some way. Similarly, because they are based on text co-616 occurrences, it is not at all clear in many cases what the modality associations for the 617 Sensicon mean, with many examples that just seem "off", such as inspector being 618 classified as auditory, and fraction as olfactory. 619 620 3.2. Analysis approach 621
How should we cope with the fact that we are dealing both with proper perception 622 concepts, that is words that can adequately be called "sound words", "touch words" 623 etc., as well as perception-related concepts, and ultimately words that are so highly 624 abstract (e.g., heaven) or multimodal (e.g., seem) that classifying them according to 625 sensory perceptions makes no sense? Luckily, there are multiple ways of dealing 626 with this problem. For the norm dataset and the Sensicon, we can use the continuous 627 measures of modality associations to get a "cleaner" dataset of words that are more 628 strongly related to actual perception. First, Lynott and Connell (2009) compute a 629 measure of "modality exclusivity", ranging from 0% (all five senses the same) to 630 100% (no overlap in ratings for the five senses). For example, the adjective blue had 631 a modality exclusivity of 80%, indicating that it was highly visual in a unisensory 632 fashion. The adjective strange on the other hand had a modality exclusivity of 9.6%, 633
indicating that it does not relate very strongly to any particular sense. In one of our 634 analyses, we included only words that were above the 70th percentile on this 635 modality exclusivity measure; that is, we excluded highly multimodal words. As a 636 second exclusion criterion, we considered overall perceptual strength, that is, the 637 sum of the five modality ratings (see also Connell & Lynott, 2012) . For example, the 638 highly non-sensory words republic (+2.79), remark (+2.9) and corrupt (+3.33) had 639 very low perceptual strength ratings overall, compared to the much more sensory 640 words silky (+9.29), short (+9.04) and bitter (+8.95). We ran an additional set of 641 analyses with only those words that were above the 70th percentile in the overall 642 perceptual strength measure. These two exclusion criteria can be applied to both the 643 modality norm datasets, as well as to the Sensicon, because both have continuous 644 perceptual strength measures. As a third exclusion criterion, one of the authors (Strik 645 Lievers) marked words in the norm dataset as questionable with respect to whether 646 they had any sensory qualities at all. We have in front of us what Gelman and Loken 647 (2013) call the "garden of forking paths" when performing a statistical analysis, which 648 is potentially dangerous because it invites researcher degrees of freedom (Simmons 649 et al., 2011) . Rather than ignoring these potentially problematic analysis decisions, 650
we make them an integral part of our analysis. The R script (using R version 3.3.1, R 651
Core Team, 2015) that we make available with this publication has several "switches" 652 for running the analysis with (1) only the 30% most unimodal words, (2) only the 30% 653 words with the highest perceptual strength and (3) only those words that were not 654 flagged as questionable. As a fourth and final "switch" in the analysis, we can 655 consider lexical category counts only for those words that are above median 656 frequency in SUBTLEX, the Subtitle Corpus of American English (Brysbaert & New, 657 2009). The main findings we report below, the "verbiness" of sound concepts, can be 658 found in all three datasets under all combinations of these "analysis switches". 659
We thus assess the sensitivity of our findings with respect to several analysis 660 decisions, finding that the main result holds. Moreover, as is clear from the brief 661 descriptions above, the three datasets have been built independently from each 662 other, for different research purposes and with different methods. Rather than being 663 a problem, this is an advantage-to the extent that we show results that hold across 664 these three different datasets, these results are supported by converging evidence 665 and are thus more generalizable. If the datasets were all constructed using the same 666 sampling criteria or the same approach to sensory classification, our results would be 667 less convincing because they may be subject to these particular methodological 668 decisions. By using three different datasets, we circumvent this concern. 669 Below, we report analyses for all three datasets, for convenience sake only 670
showing the results for (1) the highly unimodal ones (70th percentile exclusivity), (2) 671 all words regardless of perceptual strength (no exclusion), (3) all frequencies (no 672 exclusion) and (4) without the words that were flagged as questionable. While the 673 results, of course, differ in terms of the precise numerical values if different exclusion 674 criteria are used, the substantive conclusions do not change.
675
As a final methodological decision, we need to talk about how lexical category 676 assignments have been dealt with. Each of the three word lists comes with its own 677 set of lexical category labels. The main result can be established with the existing 678 category labels that come with each dataset; however, there are several problems.
679
Consider the word squealing, which is part of the Lynott and Connell (2009) adjective 680 ratings, but could also be labeled as verb based on its morphology (the suffix -ing).
681
However, morphology is not a good criterion in all cases (and we would need to take 682 productivity of affixes into account), and moreover it does not help in cases of zero 683 derivation (e.g., blue can be used as adjective and noun). To deal with such 684 decisions in a principled manner, we used corpus-based lexical category 685 classifications from Brysbaert et al. (2012) . These researchers used an automatic 686 tagger on the SUBTLEX subtitle corpus to determine whether a word was used as a 687 noun, verb or adjective. For example, the word form squealing occurs 97 times in 688 SUBTLEX as a verb and only 5 times as an adjective. We used the corpus-based 689 tags from Brysbaert et al. (2012) , only including those words that occurred 70% in 690 their primary lexical category.
691
We should note that in using corpus-based part-of-speech tags, we are explicitly 692 assuming that nouns/verbs/adjectives are distributionally defined, and we then look 693 for semantic differences across these distributionally defined categories (cf. there are 57% visual words (followed by 16% auditory, 16% touch, 7% taste, 4% 718 smell). In the Sensicon, there are 27% visual words (followed by 26% taste, 19% 719 touch, 18% sound, 10% smell). In the Strik Lievers (2015) dataset, there are 45% 720 sound words (followed by 29% sight, 10% touch, 9% taste, 6% smell). vision, touch, and sound appear to rank together as having high word counts, 735 followed by taste and smell.
736
If we now want to look at whether particular lexical categories are over-or under-737
represented for a particular sense, we need to keep these asymmetries between the 738 senses in mind, together with any asymmetries between overall lexical category 739 counts. To do this in a principled manner, we use Chi-Square tests and standardized 740
Pearson residuals. The Chi-Square test computes the expected counts for each cell, 741 based on a simple multiplication of the row total (how many words per lexical 742 category) and the column total (how many words per sensory modality).
743
Standardized Pearson residuals then give a standardized measure of how much 744 each unique cell in a cross-tabulation deviates from expected counts.
745
In the following, we will report data based on the "cleaned" set with the exclusion 746 criteria stated above (70th percentile unimodal, excluding questionable cases). In the 747 case of the modality norm datasets (with N = 196 after exclusion), a Chi-Square test 748 yields a significant result (χ 2 = 43.25, bootstrapped p-value based on 2,000 samples 749 p = 0.00005). This provides a formal test of the idea that indeed, lexical categories 750
are not distributed evenly across the five senses. Figure 1 displays the standardized 751 residuals, with values larger than 2 or smaller than -2 being indicative of contributing 752 to a significant Chi-Square value (see Levshina, 2015: 220-221; Agresti, 2001 ). As 753 can be seen, based on this >|2| cut-off rule, verbs are over-represented particularly 754 for sound and touch. They are significantly under-represented for vision, which has 755 comparatively more nouns and adjectives than what is expected based on chance. In 756 the modality norm dataset, touch has significantly less adjectives, and sound has 757 significantly less nouns. 758 are many differences with respect to the previous dataset with respect to which 776 lexical categories are over-or under-represented for which sensory modalities. In 777 particular, whereas adjectives were significantly under-represented in the norm 778 dataset for touch, they are significantly over-represented for touch in the Strik Lievers 779 (2015) dataset. Touch also has significantly less nouns and verbs in this dataset.
780
Taste has significantly more adjectives. For sound, there were significantly more 781 nouns and significantly less adjectives. Crucially, despite all these discrepancies to 782 the previous dataset, verbs are still over-represented for sound. 783 traditionally regarded as being on top of a "hierarchy" of the senses (e.g., Ullmann, 806 1959 Ullmann, 806 [1957 ), yet the auditory modality has less words that describe dedicated 807 perceptual characteristics in an adjectival fashion. 808 809 4.2. Wisconsin perceptual attribute ratings 810
We now move away from considerations of lexical category differences and provide 811 one piece of data that lends additional support for the dynamic nature of sound 812 concepts that stems from an independent dataset and a different approach. The 813 dataset we consider here, the Wisconsin perceptual attributes database, is a set of 814 1,402 words that have been rated for how much they make reference to particular 815 domains of sensorymotor experience (the description of the ratings does not discuss 816 what criteria were used to sample the word list). 342 undergraduate students rated 817 different semantic dimensions on a scale from 0 (concept not at all important for this 818 dimension) to +6 (very important). Crucially, there are three semantic dimensions in 819 this dataset relevant to our idea of the dynamicity of sound, namely: sound ratings, 820 motion ratings and, for comparison, color ratings. The words that received the 821 highest sound ratings were explosion, siren, scream, bomb, fireworks, dynamite, 822 rocket, gunshot, thunder and alarm. The words with the lowest sound ratings were 823 palm, prune, velvet, broccoli, oblique, sum, yam, mushroom, corpse and number. 824
The words that received the highest color ratings were orange, bluejay, blueberry, 825 flamingo, rose, tomato, pumpkin, cherry, sun, and autumn. The words that received 826 the lowest color ratings were actuality, heresy, interim, lecture, remedy, reprisal, 827 agility, analogy, aye, and bequest. Finally, the words with the highest motion ratings 828 were rocket, tornado, cheetah, hurricane, jet, avalanche, stampede, sex, jaguar, and 829 children. The words with the lowest motion ratings were asphalt, basement, box, 830 bread, brick, cabin, cave, ceiling, cliff and corn. Given the idea that sound is more 831 dynamic, we would expect a higher correlation between sound and motion ratings 832 than between motion and color ratings. Here, we operationalize dynamicity with 833 respect to motion ratings alone (as outlined above, the concept of dynamicity in the 834 domain of sound is wider than just the involvement of movement).
835
Pairwise correlations, depicted in Figure 4 , show that sound ratings are reliably 836 correlated with motion ratings (t(1400) = 27.28, p < 0.0001), with a relatively high 837 correlation coefficient, Pearson's r = 0.59 (R 2 = 0.35). There also was a reliable 838 correlation with color ratings (t(1400) = 8.03, p < 0.0001), but a much smaller one 839 with r = 0.21 (R 2 = 0.04). A simple linear regression model where both sound and 840 color ratings are used to predict motion ratings with an interaction for type of rating 841
(color versus sound) shows that the slope for sound and motion is reliably stronger 842 than the slope for color and motion (estimate: 0.32, SE = 0.03, t = 11.06, p < 0.001). 843 844
845
Figure 4: Correlation between sound/color ratings with motion ratings; superimposed 846 fit of a simple linear regression with 95% confidence region 847
848
These results provide independent evidence for the idea that sound-related 849 concepts tend to also be motion-related concepts. These ratings were performed on 850 words from one lexical category alone (nouns), but even within that lexical category, 851 there is evidence for sound-related concepts being thought of as relatively more 852 dynamic, at least when compared to color-related concepts. Given the limits of the 853
Wisconsin ratings (which did not include ratings for the other sensory modalities), 854
here, only comparisons between sound and color were possible, for which sound 855 emerged as more motion-related than color. However, this evidence corroborates 856 what we found for the sound-verb association when looking at lexical category 857 differences across the senses, except that in this case, participants directly rated the 858 meaning of the words involved with respect to motion, sound and color. 859
The comparative analysis of four datasets, each collected independently, showed 862 that the composition of the English sensory lexicon is not uniform across sensory 863 modalities, and that sound-related concepts are associated with dynamicity. For the 864 lexical category results, we showed that regardless of which dataset was consulted, 865 and even though the datasets differed quite starkly with respect to the ranking of the 866 other senses, verbs were always over-represented in the domain of sound. We 867 furthermore found corroborating evidence for the idea of visual dominance, as well as 868 for the idea that smell is lexically impoverished in English. As concerns the overall 869 number of words per sensory modality, vision ranks first in two out of three datasets 870 (followed by hearing and touch, and in the case of the Sensicon, followed by taste).
871
Smell consistently ranked last. This provides quantitative confirmation of the common 872 depiction of vision as the dominant sense and olfaction as a "muted" sense in the 873
English lexicon (cf. Levinson & Majid, 2014) . Second, as concerns the distribution of 874 lexical categories across the senses, the analysis showed that verbs are 875 overrepresented for hearing. This was the case for all three different datasets. In two 876 out of three datasets, we also found that verbs were over-represented for touch.
877
The unequal distribution of lexical categories across sensory modalities turned out 878 to be consistent on the one hand with the semantic properties of prototypical 879 members of the relevant lexical category, and on the other hand with the properties 880 of each of the five senses in actual perception, as indicated by our review of the 881 literature of the phenomenology of auditory perception. In particular, the results of our 882 analysis confirmed the hypothesis that, given that prototypical verbs describe actions, 883 events and processes, and given that sound and (to a minor extent) touch are highly 884 dynamic sensory modalities, verbs are particularly fit to express auditory and tactile 885 experiences. The connection between hearing and verbs seems to be stronger than 886 the connection between the other senses and the verbal domain.
887
It should be noted that all of these patterns are probabilistic. There clearly are 888 verbs associated with each sensory modality (e.g., the basic perception verbs to see, 889
to hear, to feel, to smell, to taste), and there are also adjectives associated with each 890 sensory modality (e.g., purple, loud, rough, musky, bitter), and also nouns (e.g., 891
image, melody, contact, odor, flavor). The patterns we discuss here are not all-or-892 nothing, but they are about the relative degree to which particular senses tend to 893 associate with particular lexical categories.
894
The patterns we found here fit with existing literature on language and the senses 895 in cognitive linguistics, or functional-cognitive linguistics more generally. Huumo 896 (2010) provided independent evidence for sound being more dynamic in his analysis 897 of which locative markers go together with which perception verbs in Finnish. He 898 observed that active perception verbs tend to have directional case markers ('from' or 899 'to'), and this also characterized sound verbs (and smell verbs), but not visual verbs, 900 which tended to go with more "static" case markers ('in', 'on', 'at'). Similarly, the 901 dynamicity of touch has been noted by Popova (2005) , although her analysis focused 902 not on verbs but on the gradability in adjectives. Popova (2005: 400) described touch 903 as an "active sense", stating that "the most common mode of touch is the active 904 movement of the hand". She furthermore cites Katz (1989 Katz ( [1925 : 242) who said that 905 "[t]ouching means to bring to life a particular class of physical properties through our 906 own activity." These arguments are in line with our finding that touch, although not as 907 much as sound, latches onto the verbal domain relatively more strongly. Finally, 908
Winter, Perlman, Perry and Lupyan (2017) argue that the dynamicity of both touch 909
and sound as sensory modalities may explain why both sound and touch words in 910
English are so highly "onomatopoetic" in character, since vocal iconicity may be 911 particularly effective if a dynamic medium (sound and touch) is expressed in another 912 dynamic medium (speech) (see also Winter, 2016b: Ch. 6).
913
The distribution of lexical categories with respect to the senses is also relevant for 914 studies of synesthetic metaphors. Ullmann (1959 Ullmann ( [1957 ) already remarked that 915 asymmetries in the vocabularies of languages could lead to asymmetries in 916 metaphors, i.e., senses that have less lexical material associated with them need to 917 "borrow" more words from the other senses, an argument that was extended by Strik 918
Lievers (2015) to be specifically about lexical categories. Our results provide further 919 evidence for this claim. In particular, they may contribute to account for the fact that 920 in the literature on synesthetic metaphors sound -rather than the "dominant" language. However, we should point out that besides the introspective analyses in 943 works such as Givón (1979) , Givón (2001 Givón ( [1984 ) and Langacker (2008) , there was, 944 so far, little quantitative evidence for systematic semantic differences between 945 different lexical categories. The idea that lexical categories defined by their 946 grammatical properties differ in meaning has so far been a claim that only rested on 947
intuitions; here, we tested this general idea using the specialized vocabulary of 948 sensory language. Of course, sensory meaning does not exhaust semantics; it is 949 only a narrow subpart of it. Nevertheless, in this case, sensory meaning proved to be 950 a useful access point for investigating semantic differences between lexical 951 categories. We hope that further studies of lexical categories will incorporate similar 952 methodologies, such as the use of human rating studies such as Lynott and Connell
953
(2009) to quantify the semantic intuitions and the claims that have been put forth in 954 cognitive linguistics.
955
As reviewed above, already Aristotle viewed nouns as having "no reference to 956 time" and sounds as not being able to occur without movement. In this paper, we 957 connect these two claims. We should note, however, that whereas Aristotle thought 958 of this in terms of actual ontologies, here we are talking more about 959 conceptualization. Baker and Croft (2017: 118) state that "The semantic contrast in 960 the linguistic expressions, including the lexical category that is used, reflects that 961 conceptualization, not the "objective" properties of the entities being described." 962 However, the way sound is produced "objectively" in the world, namely through a 963 dynamic event, fosters a consistent phenomenology of sound as a time-varying and 964 motion-related quality. This conceptualization, in turn, may drive how sound is 965 encoded in the lexicon, such as the present evidence from English showed. All 966 senses involve motion and action to some extent, but in the case of sound this is 967 phenomenologically more apparent to the language users, which hence may drive 968 particular forms of linguistic encoding. 969
Finally, we hope to have shown on the methodological side that many interesting 970 questions can be asked, and answered, by using already existing datasets. In our 971 case, we used humanly generated property ratings (Lynott & Connell, 2009 
