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Introduccio´n
Un problema cla´sico en el estudio de la f´ısica, que se remonta al siglo diecinueve
con H. Poincare´, es el problema de los n-cuerpos. Fijados n planetas movie´ndose
en el espacio, como para cada uno de ellos existen tres coordenadas que nos dan
su posicio´n y otras tres que nos dan su velocidad, el sistema formado por esos n
cuerpos queda determinado por un total de 6n variables. La evolucio´n de este sistema
esta´ gobernada por las leyes de Newton. Leyes que se expresan como una ecuacio´n
diferencial ordinaria de primer orden, y que determinan completamente el futuro y
evolucio´n pasada de cada uno de los planetas siempre que se fije una condicio´n inicial.
Para saber co´mo se comportan, tanto los n-cuerpos con respecto al tiempo, como
otros sistemas de la f´ısica, se hace necesario entender una ecuacio´n del tipo
z = (z′1, . . . , z
′
k) = X(z1, . . . , zk) = X(z), (1)
donde X : Rk → Rk es una funcio´n diferenciable y z′ designa la derivada de z con
respecto al tiempo t.
Dado un z = (z1, . . . , zk) en Rk, por la teor´ıa elemental de ecuaciones diferen-
ciales ordinarias, sabemos que (1) tiene una u´nica solucio´n local por z, es decir, una
aplicacio´n t 7→ ϕz(t) definida entorno a t = 0 que verifica
d
dt
∣∣∣∣
t
ϕz = X(ϕz(t)) y ϕz(0) = z.
Problema general de la dina´mica continua. El principal propo´sito de la dina´mica
continua es saber co´mo evoluciona un sistema de la forma (1) a lo largo del tiempo
fijada una condicio´n inicial. Es decir, si la funcio´n X es vista como un campo vectorial
diferenciable en Rk, se quiere saber co´mo es la solucio´n t 7→ ϕz(t) de X cuando t
var´ıa empezando desde un punto z en Rk. Por dina´mica continua estamos entendiendo
el estudio de los flujos de los campos vectoriales, en contraposicio´n al estudio de las
iteraciones de aplicaciones del que se ocupa la dina´mica discreta.
Paso de lo real a lo complejo. Los sistemas en la forma (1) ma´s sencillos de
analizar esta´n definidos cuando el campo X es polino´mico. Podemos ver las variables
z1, . . . , zk que los definen como complejas y, as´ı, considerarlos como campos vectoriales
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holomorfos en Ck. Esto supone un cambio sobre X, pues, si interpretamos ahora el
tiempo t como una variable compleja, el flujo ϕ de X en torno a un z de Ck viene
dado en este caso por la aplicacio´n holomorfa ϕ(t, z) := ϕz(t), donde t 7→ ϕz(t) es la
solucio´n local de X por z. Solucio´n que puede extenderse por continuacio´n anal´ıtica
a lo largo de caminos en C a su dominio ma´ximo de definicio´n Ωz en el sentido de
Riemann (ver cap´ıtulo 1). La aplicacio´n ϕz : Ωz → C2 se llama solucio´n de X por z y
su imagen Cz trayectoria. No obstante, podemos recuperar siempre la dina´mica real
de X, sin ma´s que restringirnos de nuevo a Rk. De ahora en adelante, consideraremos
campos de vectores holomorfos en Ck.
Campos completos. Tomemos un campo vectorial holomorfo X en Ck. Cuando la
solucio´n de X por todo z es entera (es decir, definida para todo tiempo t de C) su
flujo holomorfo ϕ : C × Ck → Ck tiene la siguiente propiedad: fijado cualquier t de
C, la aplicacio´n ϕ(t, ·) define un automorfismo (holomorfo) de Ck que satisface
ϕ(t, ·) ◦ ϕ(s, ·) = ϕ(t, ϕ(s, ·)) = ϕ(t+ s, ·),
para todo t y s en C. Es decir, X da lugar a una accio´n del grupo (C,+) en Ck
por automorfismos holomorfos. Estos campos se llaman completos y son interesantes
desde muchos puntos de vista. Veamos so´lo cuatro de ellos:
• 1.- Automorfismos de Ck. Para estudiar el grupo de automorfismos holomorfos de
Ck los campos vectoriales holomorfos completos son una herramienta indispensable
([And90],[AL92],[ForRo93],[Ro99]). Por ejemplo, sabemos que si k ≥ 2, este grupo
tiene dimensio´n infinita (ver [AL92]). Por tanto, describir un elemento suyo cualquiera
y sus correspondientes iterados puede ser complicado. Sin embargo, si f es de la forma
ϕ(1, ·), donde ϕ es el flujo holomorfo de un campo de vectores completo en Ck, el
automorfismo f es fa´cil de iterar. Pues dado cualquier p ∈ Ck la propiedad de grupo
implica que
ϕ(1, ·)n(p) = ϕ(n, p) = fn(p).
Es natural en dina´mica discreta preguntarse que´ automorfismos de Ck son de la forma
ϕ(1, ·) para un flujo holomorfo ϕ de un campo completo ([BF95],[F96],[LMnR00]).
• 2.- Aproximacio´n de campos vectoriales. Una pregunta que surge en muchas
ocasiones cuando se estudia la aproximacio´n de aplicaciones por automorfismos holo-
morfos de Ck es si dado un campo vectorial holomorfo X en Ck existe una sucesio´n Xj
de campos holomorfos completos que converge (uniformemente) a X en los compactos
de Ck (ver [BF95], [For95], [For96]). De un tal X se dice que puede aproximarse por
campos completos. Por ejemplo, sabemos que todas las aplicaciones F : Ck → B
de Fatou-Bieberbach, es decir, aplicaciones que son biholomorfismo de Ck sobre un
subconjunto propio B ⊂ Ck, que se conocen, pueden aproximarse por una sucesio´n
de automorfismos Fj holomorfos de Ck (ver ejemplos en [RoRd88]). Dada una apli-
cacio´n F de Fatou-Bieberbach, si tomamos el campo X levantado por F del campo
constante en Ck, como las trayectorias del campo constante no esta´n contenidas en B,
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X no es completo. Sin embargo, podemos utilizar los automorfismos Fj para levantar
el campo constante, y as´ı obtener una sucesio´n de campos completos Xj que converge
a X.
Si consideramos el espacio ℵ(C2) de los campos vectoriales holomorfos en C2 con
la topolog´ıa dada por la convergencia uniforme en los compactos de C2, los primeros
resultados que se han obtenido prueban que el conjunto de campos que pueden ser
aproximados por campos vectoriales holomorfos completos esta´ contenido en el com-
plementario de un abierto denso de ℵ(C2) ([For95], [BF95],[Ro99]). Es decir, los cam-
pos completos en C2 forman un subconjunto “pequen˜o” de ℵ(C2). Este feno´meno
contrasta con la situacio´n que se da para campos reales diferenciables, que siem-
pre pueden modificarse fuera de cualquier compacto para ser completos. Si nos fi-
jamos ahora so´lo en el conjunto de los campos polino´micos en C2, e introducimos
una topolog´ıa adecuada en este conjunto, podemos preguntarnos si la propiedad de ser
completo es no gene´rica.
• 3.- Trayectorias de campos hamiltonianos que explotan a tiempo finito.
Para un campo vectorial X es importante estudiar cua´ntas de sus trayectorias ex-
plotan a tiempo real finito. O, lo que es lo mismo, cua´ntas de sus trayectorias tienen
la propiedad de que la solucio´n que las define no esta´ acotada en tiempo real finito
positivo. Por ejemplo, si el campo X representa el sistema de los n–cuerpos, estas
trayectorias dan lugar a puntos donde el sistema colisiona y que es importante en-
tender (ver [SaXi95]). Para un campo holomorfo hamiltoniano X de C2, es decir, un
campo
X = −∂H
∂z2
∂
∂z1
+
∂H
∂z1
∂
∂z2
,
con H una funcio´n entera en C2, cabe destacar de este ana´lisis que la propiedad
de que exista un conjunto denso de puntos en C2 para los cuales la trayectoria de
X por cada uno de ellos explote a tiempo finito es gene´rica en el espacio de los
campos hamiltonianos ([FG94],[FG96], [FG96b]). Entendiendo ahora el tiempo como
variable compleja, como hemos dicho anteriormente que se hara´ en esta memoria, una
pregunta natural que se desprende de este estudio es si existe un resultado ana´logo
para las trayectorias que explotan a tiempo (complejo) finito de campos polino´micos
hamiltonianos.
• 4.- Teor´ıa global de foliaciones. Las foliaciones definidas en Ck (y, en general
en variedades de Stein) dadas por campos vectoriales completos tienen hojas con la
topolog´ıa intr´ınseca ma´s sencilla posible: planos C y cilindros C∗. En dimensio´n dos,
esta propiedad tiene consecuencias en muchos casos sobre la geometr´ıa global de este
tipo de foliaciones. Destacamos la existencia de primera integral meromorfa si la hoja
gene´rica de la foliacio´n (en el sentido de la capacidad logar´ıtmica) es biholomorfa a C∗
([Suz78a],[Suz78b]). Este hecho hace posible a M. Suzuki clasificar en ([Suz77]), salvo
conjugacio´n por un automorfismo holomorfo de C2, los siguientes campos vectoriales
holomorfos:
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1) Los campos vectoriales holomorfos completos en C2 que tienen por flujo ϕ una
aplicacio´n tal que ϕ(t, ·) es algebraica para todo t ∈ C.
2) Los campos vectoriales holomorfos completos en C2 con trayectorias propias.
Recordemos que una trayectoria de X es propia cuando tiene la topolog´ıa ex-
tr´ınseca ma´s sencilla posible, a saber: la inducida por la topolog´ıa usual de C2.
En este caso, como la inclusio´n i : Cz ↪→ C2 es propia, la clausura topolo´gica
Cz en C2 define una curva anal´ıtica de dimensio´n (pura) uno. Cabe destacar
que cuando X es un campo vectorial holomorfo (no necesariamente polino´mico)
completo en una variedad de Stein (en particular, Ck) sabemos por M. Suzuki
([Suz78b]) que todas sus trayectorias biholomorfas a C∗ son propias.
No se conocen campos vectoriales holomorfos completos que no este´n en esta clasi-
ficacio´n. Este punto de vista cla´sico de M. Suzuki se ha recuperado recientemente
aplica´ndose al estudio de campos vectoriales polino´micos completos en C2, como
puede verse en los trabajos de M. Brunella ([Bru98], [Bru04]), D. Cerveau, B.-A
Scardua ([CS]) y J.-C. Rebelo ([Reb03]). Es el punto de vista que nosotros hemos
aplicado en esta tesis, y que ha dado lugar a resultados en parte recogidos en [Bus03],
[Bus].
Restricciones. A lo largo de esta memoria haremos dos restricciones:
a) Por una parte, estudiaremos campos vectoriales polino´micos en C2 (caso k = 2).
Aunque esta simplificacio´n implica que no se puede relacionar directamente el
modelo con el problema de los n-cuerpos, las ideas y te´cnicas matema´ticas
que se desarrollan son lo suficientemente ricas como para que se respondan
muchas preguntas de meca´nica celeste que se reducen a un problema de campos
vectoriales en C2 (ver [Smi97]).
b) Los campos que consideraremos tendra´n como mucho singularidades o ceros
aislados.
Un campo X que verifica a) y b) define una foliacio´n FX por curvas en C2 con
un nu´mero finito de singularidades (los ceros de X) que extiende a CP2 = C2 ∪ L∞
(ver cap´ıtulo 1 de esta memoria y [GMOB89]). Como cada trayectoria Cz de X
esta´ contenida en una hoja L de FX , esta compactificacio´n de FX nos permite estudiar
los puntos de Cz cercanos al infinito (su conjunto l´ımite).
Resumen de los resultados de esta memoria.
En el cap´ıtulo 1 introducimos los conceptos y definiciones de cara´cter general que
se utilizara´n a lo largo de toda la memoria.
En el cap´ıtulo 2 analizamos el flujo de un campo vectorial polino´mico X sobre
sus trayectorias en puntos de la recta del infinito (L∞). Cuando L∞ es invariante
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por la foliacio´n FX inducida por X (caso general), estas trayectorias no son ma´s
que separatrices de esta foliacio´n por puntos singulares en L∞. Haciendo un ca´lculo
expl´ıcito del ı´ndice local de FX en estos puntos, podemos concluir que las u´nicas
singularidades no degeneradas que una foliacio´n FX en CP2 inducida por un campo
vectorial polino´mico X completo de grado ≥ 2 puede presentar en L∞ son las de tipo
Poincare´–Dulac y los puntos de silla–nodo. Lo que nos permite demostrar los dos
resultados de no genericidad sobre los que nos hemos preguntado anteriormente:
• Para un campo vectorial polino´mico en C2 de grado ≥ 2, tanto la propiedad de
que no tenga ninguna trayectoria completa en ningu´n punto de L∞, como la propiedad
de no ser completo son gene´ricas en el conjunto de todos los campos vectoriales
polino´micos en C2 de grado ≥ 2.
• Existe un abierto denso W del espacio de los campos vectoriales polino´micos
hamiltonianos en C2 de grado m ≥ 2 tal que, para cada XH en W , hay un denso de
puntos en C2 con trayectorias que explotan a tiempo (complejo) finito.
En el cap´ıtulo 3 nos fijamos en las trayectorias propias de un campo vectorial
polino´mico X sobre las que es completo. Supongamos que X es completo en una
trayectoria propia Cz. Entonces, su conjunto l´ımite lim (Cz) es, o bien un conjunto
de a lo ma´s dos puntos, y por el Teorema de Chow Cz es una curva algebraica, o bien
contiene la recta del infinito L∞. En funcio´n de estas dos situaciones, diremos que la
trayectoria Cz o la correspondiente solucio´n entera ϕz es algebraica o transcendente,
respectivamente. En lo que sigue, transcendente significara´ propio y no algebraico.
La principal contribucio´n de este cap´ıtulo y de toda la memoria es la clasificacio´n
de los campos vectoriales polino´micos en C2 que son completos sobre una trayectoria
transcendente, mediante el resultado que enunciamos a continuacio´n (el enunciado
ma´s preciso aparece en el cap´ıtulo 3):
• Sea Cz una trayectoria transcendente de un campo vectorial polino´mico X en
C2. Si X es completo en Cz existen dos casos:
I) Cz es biholomorfa a C∗ y, salvo un automorfismo polino´mico de C2, tenemos las
dos siguientes posibilidades:
i) Existe una recta algebraica invariante por X, y entonces X es uno de los siguientes
campos:
i.1)
λx
∂
∂x
+ [a(x)y + b(x)]
∂
∂y
,
donde a(x), b(x) ∈ C[x] y λ ∈ C∗.
i.2)
x[n f(xmyn) + α]
∂
∂x
− y[mf(xmyn) + β] ∂
∂y
,
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con m,n ∈ N∗, f(z) ∈ z · C[z], α, β ∈ C tales que β/α ∈ Q∗ y αm− βn ∈ C∗.
i.3)
x[nS + α]
∂
∂x
+
{
− [nT +m(x
`y + p(x))]S + αT
x`
}
∂
∂y
,
para m,n, ` ∈ N∗, α ∈ C∗, p(x) ∈ C[x] de grado < ` tal que p(0) 6= 0, T =
`x`y + xp′(x), S = f(xm(x`y + p(x))n) con f(z) ∈ z · C[z], y donde
[nxp′(x) +mp(x)]S + αxp′(x) ∈ x` · C[x, y].
En particular, X es completo.
ii) No existe una recta algebraica invariante por X, y entonces para cierta aplicacio´n
racional H se tiene que
H∗X = uk ·
{
a(v)u
∂
∂u
+ λvt(vn − s)r ∂
∂v
}
,
donde a(v) ∈ C[v], t ∈ N, n, r ∈ N∗, k ∈ Z, y s, λ ∈ C∗.
II) Cz es biholomorfa a C y, salvo un automorfismo holomorfo de C2, existe una
funcio´n entera nunca nula f tal que X es de la forma
f(y)
∂
∂x
.
La demostracio´n de este resultado se basa en una combinacio´n del estudio hecho
por M. Brunella en [Bru98] de las foliaciones algebraicas en C2 con hojas que tienen
un final propio y transcendente, que nos garantiza la existencia de un polinomio P de
tipo C o C∗ tal que la foliacio´n FX se puede estudiar de modo especialmente sencillo
respecto a P , con algunos me´todos transcendentes, concretamente, una versio´n del
Teorema de Borel debida a E. Anderse´n ([And00]).
Ya que toda trayectoria transcendente sobre la que X es completo define una hoja
entera transcendente de la foliacio´n FX , nuestro resultado puede considerarse como
una versio´n af´ın en C2 para este tipo particular de trayectorias de la clasificacio´n de
M. McQuillan en [McQ] de las foliaciones en superficies proyectivas con hojas enteras
transcendentes.
Como aplicacio´n, podemos discutir el problema que fue nuestra motivacio´n inicial
y que explicamos a continuacio´n. Dos campos vectoriales polino´micos en C2 con ceros
aislados, que no son colineales, dejan de ser independientes en los puntos de la va-
riedad algebraica (de codimension mayor o igual que uno) definida por los ceros del
determinante de la matriz 2×2 cuyas entradas son sus componentes. As´ı, todo campo
vectorial polino´mico esta´ determinado, salvo multiplicacio´n por un nu´mero complejo
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distinto de cero, por una trayectoria transcendente Cz. Podemos preguntarnos, de esta
manera, si el que X sea completo sobre una trayectoria transcendente Cz implica que
X sea completo. Sobre esta pregunta damos una respuesta completa para un tipo de
trayectorias: las trayectorias singulares. Veamos brevemente cua´les son. Consideremos
una trayectoria transcendente Cz sobre la que X es completo. Como Cz es una curva
anal´ıtica, e´sta no puede acumularse en puntos regulares de X. Por tanto, el hecho de
que X sea completo en Cz garantiza que Cz \Cz sea, o bien un punto p, con X(p) = 0,
o vac´ıo. Decimos entonces que la trayectoria Cz (o que la solucio´n ϕz) es singular si su
clausura en C2 contiene ceros del campo, y no singular si no contiene. Demostramos
en este cap´ıtulo que todo campo vectorial polino´mico X en C2 que es completo sobre
una trayectoria Cz transcendente y singular es completo, dando, adema´s, su forma
expl´ıcita, salvo automorfismo polino´mico de C2.
En el cap´ıtulo 4 estudiamos los ceros de campos polino´micos completos en C2.
Como los ceros de un campo vectorial holomorfo completo X en una variedad de
dimensio´n dos tienen orden uno (ver [Reb00, Lemme 6.1]), es natural preguntarse
cua´ntos pueden ser en nu´mero. Existen ejemplos de campos completos con dos ceros
(ver el ejemplo de [AR99, p.219]). Sin embargo, ninguno de ellos esta´ definido en
C2. Los u´nicos campos vectoriales holomorfos completos en C2 conocidos son los de
la clasificacio´n de M. Suzuki en [Suz77], que hemos visto anteriormente, y ninguno
tiene ma´s de un cero. Por eso, recientemente, J.-P Rosay y P. Ahern han propuesto la
siguiente pregunta ([Ro99], [AR99]): Si X es un campo vectorial holomorfo completo
en C2, ¿tiene X como mucho un cero? En este cap´ıtulo contestamos afirmativamente
a esta pregunta para el caso polino´mico, probando que todo campo vectorial polino´mico
en C2 completo con singularidades aisladas tiene como ma´ximo un cero. Utilizando
el trabajo de E. Anderse´n y J.-C. Rebelo sobre campos completos ([And00], [Reb00]),
junto con algunos resultados del cap´ıtulo 3, clasificamos todos los campos vectoriales
polino´micos completos con un cero que no es de tipo Poincare´–Dulac.
En el cap´ıtulo 5 establecemos condiciones necesarias y suficientes para que una
aplicacio´n polino´mica F = (F1, . . . , Fn) : Cn → Cn tal que el determinante de su
matriz jacobiana es constante sea invertible. La condicio´n para F de tener el determi-
nante de su matriz jacobiana constante se llama condicio´n jacobiana, y equivale a su
inyectividad local. Siguiendo las ideas de P. Nousiainen y M. E. Sweedler (ver [NS83]),
asociamos a una tal F una n-upla de campos vectoriales polino´micos ∂
∂F1
, . . . , ∂
∂Fn
en
Cn, que nos permiten dar el siguiente criterio de invertibilidad:
• Si F = (F1, . . . , Fn) : Cn → Cn es una aplicacio´n polino´mica que verifica la
condicio´n jacobiana, F es invertible si y so´lo si los campos ∂
∂Fi
son completos.
Finalmente, aplicando este u´ltimo resultado, podemos reformular la Conjetura
Jacobiana en te´rminos de la propiedad de ser completo con el resultado siguiente:
• La Conjetura Jacobiana es verdadera si y so´lo si cada base X1, . . . , Xn sobre
C[z1, . . . , zn] del espacio ℵpol(Cn) de campos vectoriales polino´micos en Cn que es
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conmutativa, es completa, es decir, Xi es completo para todo i.
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Cap´ıtulo 1
Preliminares
En este cap´ıtulo se introducira´n los conceptos y resultados de cara´cter general que
sera´n utilizados a lo largo de la memoria.
1.1. Campos vectoriales holomorfos
De aqu´ı en adelante, C sera´ el cuerpo de los nu´meros complejos y Cn, con n ≥ 1, el
espacio vectorial complejo {z = (z1, . . . , zn) | z1, . . . , zn ∈ C }.
Para cada z en Cn, consideremos la base cano´nica { ∂
∂z1
, . . . , ∂
∂zn
} del espacio tan-
gente TzCn de Cn en z, que por definicio´n es el espacio vectorial {z} × Cn.
Definicio´n 1.1.1. (Campo vectorial holomorfo) Un campo vectorial (o de vec-
tores) holomorfo X en un abierto U de Cn, es una aplicacio´n holomorfa que a cada
punto z de U le asocia un vector tangente X(z) de TzCn. En te´rmimos anal´ıticos, X
esta´ definido por
X = (P1, . . . , Pn) = P1
∂
∂z1
+ · · ·+ Pn ∂
∂zn
, (1.1)
para P1, . . . , Pn funciones holomorfas en U .
Fijemos un abierto U de Cn y una aplicacio´n holomorfa Φ : U → Cn. La aplicacio´n
Φ es un biholomorfismo sobre su imagen si y so´lo si Φ : U → Φ(U) es biyectiva. En
este caso, diremos que U y Φ(U) son biholomorfos, y designaremos a esta relacio´n
con la notacio´n U ' Φ(U). Si, adema´s, Φ(U) = U , llamaremos a Φ automorfismo de
U .
Definiciones 1.1.1. Si X es un campo vectorial holomorfo en U , que anal´ıticamente
se expresa como en (1.1),
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i) las funciones P1, . . . , Pn son las componentes de X, y sus ceros comunes los
puntos singulares o singularidades de X.
ii) Si cada componente de X es un polinomio complejo en las variables z1, . . . , zn,
diremos que X es un campo vectorial polino´mico en U .
iii) Si Φ es un biholomorfismo de U sobre su imagen Φ(U) = V , designaremos por
Φ∗X al campo vectorial holomorfo en V definido por
Φ∗X(z) := DΦΦ−1(z)(X(Φ
−1(z))).
Si ϕ es el flujo de X, el flujo de Φ∗X es Φ ◦ ϕ ◦ Φ−1, del que diremos ser
conjugado por Φ de ϕ. Igualmente, si Y es un campo vectorial holomorfo en V ,
y φ es su flujo, entonces Φ∗Y es el campo vectorial holomorfo en U definido por
Φ∗Y (z) := (DΦ−1)Φ(z)(Y (Φ(z))), (1.2)
que tiene por flujo el conjugado por Φ−1 del flujo φ de Y , a saber: Φ−1 ◦ φ ◦ Φ.
Dado un campo holomorfo X en un abierto U de C2 como en (1.1), designaremos
a P1 y P2 por P y Q, respectivamente. Asociado a X tenemos el siguiente sistema de
ecuaciones diferenciales 
dz1
dt
= P (z1, z2)
dz2
dt
= Q(z1, z2)
(1.3)
Teorema 1.1.1. (Teorema de existencia y unicidad) Para el sistema de ecua-
ciones diferenciales (1.3) definido por X se verifica:
i) Existencia de solucio´n: para cualquier z ∈ U existe un disco Drz de centro 0 y
radio rz > 0, y una funcio´n holomorfa ϕz : Drz → U tal que ϕz(0) = z y
d
dt
∣∣∣∣
t
ϕz = X(ϕz(t)) = (P (ϕz(t)), Q(ϕz(t))), para cada t en Drz .
Diremos que una tal ϕz es solucio´n local de X por z.
ii) Unicidad: si existe otra solucio´n local ϕ′z : Dr′z → U de X por z, entonces ϕz y
ϕ′z coinciden en Drz ∩ Dr′z .
Demostracio´n. Ver en [Hil76, Cap´ıtulo 1].
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Observacio´n 1.1.1. Si z no es un punto singular de X, la solucio´n local ϕz de
X por z, que es una inmersio´n del disco Drz sobre su imagen, puede verse como
parametrizacio´n local de una superficie de Riemann abierta de U cuya diferencial
transforma el campo ∂
∂t
en Drz en un campo holomorfo ϕz∗ ∂∂t = X|ϕz(Dr) sobre esta
superficie.
El teorema 1.1.1 nos permite definir una aplicacio´n continua ϕ en un entorno
abierto V de {0} × U en C× U de la forma
V ⊂ C× U ϕ−→ C2
(t, z) 7→ ϕ(t, z) := ϕz(t). (1.4)
ϕ es holomorfa en la variable t por serlo cada ϕz(t). Pero, adema´s, como tenemos
una familia de campos holomorfos {ϕz∗ ∂∂t}z∈U , parametrizados por un abierto U (ver
observacio´n 1.1.1), la funcio´n ϕ es holomorfa en la variable z [Hil76], y por tanto,
holomorfa en todo V . Vemos que ϕ satisface las dos siguientes propiedades:
ϕ(0, z) = z para todo z en U , y
ϕ(t, ϕ(s, z)) = ϕ(t+ s, z), donde quiera que ambos miembros este´n definidos.
Llamaremos a ϕ flujo (holomorfo) del campo X.
Para un campo vectorial holomorfo X en U fijemos un punto z ∈ U no singular de
X y la solucio´n local ϕz : Drz → U deX por z. Hemos visto en la observacio´n 1.1.1 que
ϕz “puede verse parametrizando” una superficie de Riemann abierta de U . Veamos
con ma´s detalle co´mo es dicha superficie. Al extender ϕz por prolongacio´n anal´ıtica
a lo largo de caminos en C partiendo del punto t = 0 a su ma´ximo dominio de
definicio´n Ωz, puede suceder que la nueva funcio´n sea multivaluada. En ese caso, en
vez de restringirnos a un conjunto menor, podemos entender Ωz al modo de Riemann,
[For96, p. 127]: el dominio Ωz sera´ la superficie de Riemann abierta y conexa para la
que existe una inmersio´n holomorfa piz : Ωz → C tal que la solucio´n local ϕz extiende
por prolongacio´n anal´ıtica a una aplicacio´n holomorfa ϕz : Ωz → C2 que satisface
ϕz(0) = z y Dϕz(pi
−1
z (t))
(
∂
∂t
)
= X(ϕz(t)).
El campo ∂
∂t
es el levantado por piz del campo constante en C.
Definicio´n 1.1.2. (Solucio´n y trayectoria) Para un campo vectorial holomorfo X
en U , llamaremos a la aplicacio´n ϕz : Ωz → C2 solucio´n de X por z, y a su imagen
Cz = ϕz(Ωz) trayectoria (compleja) de X por z
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Observacio´n 1.1.2. Si z no es una singularidad de X, la correspondiente trayectoria
Cz, que se llama no trivial, tiene estructura de superficie de Riemann inmersa en C2,
[For96, p. 126].
Observacio´n 1.1.3. En variedades complejasM en general se pueden definir tambie´n
campos vectoriales holomorfos. Basta definir un campo X en M como una seccio´n
global del fibrado tangente. El campo X en cada carta de M tiene una expresio´n
anal´ıtica de la forma (1.1) y las definiciones de trayectoria y solucio´n son las naturales.
1.2. Singularidades de curvas holomorfas
Una curva holomorfa en una variedad compleja M de dimensio´n 2 es una subva-
riedad anal´ıtica en M definida localmente por los ceros de una funcio´n holomorfa.
En esta memoria utilizaremos algunos resultados sobre singularidades de curvas que
aplicaremos al estudio de campos vectoriales.
Resolucio´n de singularidades para curvas, [LNS97, Cap´ıtulo I]. La explosio´n
de una variedad compleja de dimensio´n dos M en un punto p es la variedad compleja
M˜ que se obtiene reemplazando enM el punto p por el CP1 de direcciones pasando por
ese punto. A continuacio´n, detallamos esta construccio´n para el caso en que M = C2
y p es el origen de coordenadas.
Consideremos dos copias U y V de C2 con coordenadas (t, x) y (s, y) respectiva-
mente, y el biholomorfismo
U \ {t = 0} Φ−→ V \ {s = 0}.
(t, x) 7→ (1/t, tx) = (s, y).
Si identificamos U y V mediante Φ, obtenemos una nueva variedad C˜2. La aplicacio´n
holomorfa pi : C˜2 → C2, definida por pi(t, x) = (x, tx) en U y pi(s, y) = (sy, y) en V ,
verifica: (a) es propia, (b) pi−1(0) = D es una subvariedad compleja de C˜2 biholomorfa
a CP1, y (c) pi restringida a C˜2\D es un biholomorfismo sobre C2\{0}. El par formado
por C˜2 y la proyeccio´n pi es la explosio´n de C2 en el origen, y la subvariedad de C˜2
definida por pi−1(0) = D se llama divisor excepcional de esta explosio´n. Para una
variedad compleja de dimensio´n dos M , la explosio´n M˜ de M en un punto arbitrario
p ∈ M se hace efectuando la construccio´n anterior en una carta local en p de M .
Podemos iterar el proceso de explosio´n de la manera siguiente: comenzamos con la
variedad M y el punto p0 = p. Si hacemos la explosio´n de M en p0, obtenemos
la variedad M1 = M˜ con proyeccio´n pi1 = pi y divisor excepcional D1 = pi
−1
1 (p0).
Seguidamente, fijamos un p1 en D1, y hacemos la explosio´n de M1 en p1, obteniendo
la variedad M2 = M˜1 y la proyeccio´n pi2 con divisor excepcional D2. Inductivamente,
repitiendo el proceso hasta n ≥ 1 explosiones, obtenemos la variedad Mn con una
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aplicacio´n propia pin = pin ◦ pin−1 ◦ · · · ◦ pi1 : Mn → M y divisor excepcional definido
inductivamente por:
D1 = D1, D
2 = D2 ∪ pi−12 (D1) ∼ D2 ∪D1, . . . ,
Dn = Dn ∪ pi−1n (Dn−1) ∼ Dn ∪Dn−1 ∪ · · · ∪D1,
que se llama sucesio´n de explosiones en p. En este caso Dn es un grafo de ciclos
proyectivos
Llamaremos sucesio´n de explosiones en un subconjunto finito B de M , a la com-
posicio´n de un nu´mero finito de sucesiones de explosiones en puntos de B. Definimos
su divisor excepcional como la unio´n de los divisores excepcionales de cada una de
las sucesiones. Dada una curva holomorfa C en M y un subconjunto finito B de C,
para cualquier sucesio´n pin de explosiones en B, tenemos que (pin)−1(C) = Dn ∪ Cn,
donde Dn ∩ Cn es una cantidad finita de puntos. La curva Cn se llama transformada
estricta de C (por pin). Asociada al conjunto de singularidades de C, que designamos
por Sing (C), tenemos la siguiente sucesio´n de explosiones.
Teorema 1.2.1. (Resolucio´n de singularidades para curvas) Para toda curva
holomorfa C en una superficie compleja M existe una sucesio´n de explosiones en
Sing (C), pin : Mn → M , con divisor excepcional Dn = D1 ∪ · · · ∪ Dn, tal que
la transformada estricta Cn de C verifica: 1) no es singular, 2) corta a cada Dj
transversalmente y 3) Dn ∩Cn no contiene ningu´n punto de Di ∩Dj con i 6= j. Esta
sucesio´n de explosiones es conocida como la resolucio´n de las singularidades de C, y
su transformada estricta Cn es la normalizacio´n o desingularizacio´n de C.
Este teorema nos permite parametrizar las ramas de una curva:
Corolario 1.2.1. (Existencia de ramas y parametrizacio´n) Sea C una curva
holomorfa en una superficie compleja M . Dado q ∈ C, existen curvas holomorfas
C1, . . . , Cm ⊂ M , que llamaremos ramas de C en q, de forma que, para todo j =
1, . . . ,m, se cumple: a) q ∈ Cj, b) hay un entorno U de q en M tal que C ∩ U ⊂
C1 ∪ · · · ∪Cm, y c) existe un homeomorfismo γj : D→ Cj ∩U , con γj(0) = q, tal que
restringido a D∗ es un biholomorfismo sobre Cj \ {q}.
Parametrizacio´n de Puiseux, [MM80]. Las parametrizaciones γj de las ramas
Cj pueden elegirse minimales de forma que se cumpla la siguiente propiedad: si αj es
otra parametrizacio´n de Cj, existe una aplicacio´n u : D → D tal que αj = γj ◦ u. A
esta γj la llamamos Parametrizacio´n de Puiseux de Cj (o de Cj ∩ U).
1.3. Singularidades de campos vectoriales
Supondremos en este apartado que X es un campo vectorial holomorfo definido en
un abierto U de C2 y que p es un punto en U .
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Singularidades aisladas o ceros de campos vectoriales, [LNS97]. Decimos que
p es una singularidad aislada o un cero (aislado) de X si p es el u´nico punto singular
de X en un entorno de p en U . Consideremos un germen irreducible Σ en p de curva
anal´ıtica. Un tal Σ esta´ definido en un entorno V ⊂ U de p por una ecuacio´n reducida
{F = 0}, donde F ∈ O(V ) y F (p) = 0.
Definicio´n 1.3.1. Diremos que Σ es una separatriz de X por p si DFpX(p) = 0
para todo p de Σ.
La existencia de separatriz en dimensio´n dos es consecuencia del siguiente teorema:
Teorema 1.3.1. (Teorema de Camacho-Sad, [CS82]) Si X es un campo vectorial
holomorfo en un abierto U de C2 y p es una singularidad aislada de X, entonces existe
siempre una separatriz Σ de X por p.
Singularidades no degeneradas. Sea p una singularidad aislada de X. Por defini-
cio´n, los autovalores de la singularidad son los autovalores de la parte lineal DXp de
X en p. Si los dos autovalores no son ambos cero, decimos que p es no degenerada.
Si, adema´s, al menos uno de ellos es cero, llamamos a p silla–nodo. En este caso, la
direccio´n fuerte es la definida por el autovector no nulo y la direccio´n de´bil la dada
por el autovector nulo.
En la siguiente proposicio´n hemos resumido los resultados sobre separatrices de un
campo vectorial holomorfo X por una singularidad no degenerada p que utilizaremos.
Proposicio´n 1.3.1. Sea p una singularidad no degenerada de X con autovalores λ
y µ. Tenemos dos casos.
i) Si p es un silla–nodo, entonces existen como mı´nimo una separatriz de X por p,
y como ma´ximo dos separatrices de X por p. En el primer caso, la separatriz es
lisa (no singular) y tangente a la direccio´n fuerte, mientras que en el segundo
caso ambas separatrices son lisas y tangentes respectivamente a las direcciones
fuerte y de´bil.
ii) Si p no es un silla–nodo existen dos posibilidades:
ii.1) Cuando λ/µ ∈ Q+ (se dice que p es resonante) entonces, o es dicr´ıtica
(es decir, existen infinitas separatrices de X por p) o es de tipo Poincare´–
Dulac: despue´s de un cambio holomorfo de coordenadas ϕ en un entorno
de p en U , ϕ∗X esta´ definido por un campo de forma:
x
∂
∂x
+ (ny + xn)
∂
∂y
, donde n ∈ N∗.
ii.2) Cuando λ/µ /∈ Q+, entonces X tiene dos u´nicas separatrices por p que,
adema´s, son lisas y transversales en p.
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Demostracio´n. Para i) y ii.2) ver pp. 518–521 en [MM80]. Para ii.1) ver [Arn80].
Las singularidades que verifican i) o´ ii.1) se llaman singularidades simples.
Multiplicidad de un campo con respecto a una separatriz, [CNS84]. Sea
p una singularidad aislada de X y Σ una separatriz de X por p. Si B es una bola
suficientemente pequen˜a, entonces B∩Σ es homeomorfo a un disco de dimensio´n dos.
Tal homeomorfismo puede ser realizado, por ejemplo, tomando la parametrizacio´n de
Puiseux de B∩Σ. Estamos en la siguiente situacio´n: tenemos un disco D = B∩Σ y el
campo vectorialX|D definido por la restriccio´n deX a D con una u´nica singularidad en
D. Si consideramosX|D como campo vectorial real, el grado topolo´gico de la aplicacio´n
de Gauss:
X|D
||X|D|| : S
1
r(p) −→ S1,
donde ||.|| es la norma eucl´ıdea en R2 y S1r(p) es una circunferencia de radio r > 0
suficientemente pequen˜o, es el ı´ndice topolo´gico de X|D en p. Tanto en S1 como en
S1r(p) escogemos la orientacio´n dada por un campo en el disco que es normal en su
frontera y apunta hacia afuera.
Definicio´n 1.3.2. Sean X, Σ, B, D = B ∩ Σ y p ∈ D como antes. Se define la
multiplicidad de X en p con respecto a Σ como el ı´ndice topolo´gico de X|D en p.
Designaremos a este ı´ndice por indp(X,Σ).
Este ı´ndice puede darse en te´rminos de la parametrizacio´n de Puiseux de Σ:
Proposicio´n 1.3.2. Consideremos la parametrizacio´n de Puiseux γ : D→ Σ ∩B de
Σ∩B y el campo γ∗X en D que se expresa anal´ıticamente por f(t) ∂
∂t
, con f ∈ O(D).
Si el desarrollo en serie de potencias de f es
∑
j≥m ajt
j, con am 6= 0, se tiene que
indp(X,Σ) = m.
Demostracio´n. Ver en [CNS84, Proposition 3].
La multiplicidad de X en p con respecto a Σ es un invarinte anal´ıtico (local):
Teorema 1.3.2. Dado cualquier biholomorfismo h : B → h(B) ⊂ C2, con h(p) = p′,
si tomamos h∗X se verifica que indp(X,Σ) = indp′(h∗X, h(Σ)).
Demostracio´n. Ver en [CNS84, Theorem B].
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1.4. Foliaciones holomorfas en CP2
Geometr´ıa de CP2. El plano proyectivo complejo es el espacio de rectas en C3 que
pasan por el origen. Si consideramos en C3 \ (0, 0, 0) la accio´n de C∗ definida por
λ(x0, x1, x2) = (λz0, λz1, λz2), el cociente de C3 \ (0, 0, 0) mo´dulo esta accio´n (con la
topolog´ıa cociente) es el plano proyectivo complejo CP2. Las clases de equivalencia
se llaman puntos proyectivos y se designara´n por [z0 : z1 : z2]. Consideremos los tres
abiertos
Ui := {[z0 : z1 : z2], zi 6= 0} para i = 0, 1, 2;
y los homeomorfismos φ : C2 → Ui definidos por
φ0(z1, z2) = [1 : z1 : z2], φ1(y1, y2) = [y1 : 1 : y2] y φ2(w1, w2) = [w1 : w2 : 1].
Como φ−11 φ0, φ
−1
2 φ1 y φ
−1
0 φ2 son biholomorfismos,
{(Ui, φ−1i )}i=0,1,2
es un atlas holomorfo que define una estructura de variedad compleja compacta para
CP2. Llamaremos a cada (Ui, φ−1i ) carta af´ın de CP
2, y a cada {zi = 0} = CP2 \ Ui
recta del infinito de CP2 con respecto a la carta af´ın (Ui, φ−1i ).
Para todo entero n ∈ Z y sub´ındices i, j ∈ {0, 1, 2}, definimos las funciones
Ui ∩ Uj
ζnij−→ C∗
ζnij[z0 : z1 : z2] =
(
zj
zi
)n
. (1.5)
Si en cada abierto (Ui ∩ Uj)× C identificamos
([z0 : z1 : z2], λ) ∼ ([z0 : z1 : z2], ζnij[z0 : z1 : z2]λ),
como las funciones ζnij verifican la condicio´n de cociclo en Ui ∩ Uj ∩ Uk dada por la
relacio´n ζnik = ζ
n
ij · ζnjk, obtenemos un fibrado vectorial complejo de dimensio´n uno que
designaremos por O(n), resultado de tomar el espacio⋃
i
(Ui × C)/ ∼
a partir de dichas identificaciones.
Foliaciones inducidas por campos vectoriales polino´micos, [GMOB89].
Supondremos en este apartado que X es un campo vectorial polino´mico en C2 con
singularidades aisladas. Llamamos grado de un campo vectorial polino´mico al ma´ximo
de los grados de sus componentes.
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Si identificamos C2 con la carta af´ın (U0, φ−10 ) de CP
2, el campo X se expresa en
coordenadas como
X = P (z1, z2)
∂
∂z1
+Q(z1, z2)
∂
∂z2
. (1.6)
Sea m el grado de X. Utilizando los cambios de coordenadas φ−11 φ0 y φ
−1
2 φ0 podemos
extender X a las otras dos cartas afines como
1
y1m−1
(
m∑
i=0
−y1m−i+1Pi(1, y2) ∂
∂y1
+
m∑
i=0
y1
m−iGi(y2)
∂
∂y2
)
en (U1, φ
−1
1 ), y (1.7)
1
w1m−1
(
m∑
i=0
−w1m−i+1Qi(w2, 1) ∂
∂w1
+
m∑
i=0
w1
m−iHi(w2)
∂
∂y2
)
en (U2, φ
−1
2 ). (1.8)
Donde Pi y Qi son las componentes homoge´neas de grado i de P y Q, respectiva-
mente, Gi(y2) = [Qi(1, y2)− y2Pi(1, y2)], y Hi(y2) = [Pi(w2, 1)− w2Qi(w2, 1)].
Por tanto, X define un campo vectorial (holomorfo en CP2 \L∞), que viene dado
en cada carta af´ın por (1.6), (1.7) y (1.8). De estas ecuaciones concluimos que el polo
de X a lo largo de la recta del infinito L∞ de CP2 con respecto a (U0, φ−10 ) se comporta
de la siguiente forma:
i) Si Gm y Hm son ide´nticamente nulos, el polo es de orden m− 2.
ii) Si Gm o´ Hm no son ide´nticamente nulos, el polo es de orden m− 1.
Eliminando el polo de X multiplicando respectivamente (1.7) y (1.8) por yd1 y
wd1, para d = m − 1 o´ m − 2 segu´n el orden del polo de X, tenemos en cada carta
af´ın (Ui, φ
−1
i ) un campo vectorial polino´mico Xi con singularidades aisladas. Adema´s,
como en cada una de las intersecciones Ui∩Uj (con i 6= j) estos campos verifican que
Xi = ζ
d
ijXj, para ζ
d
ij como en (1.5), podemos verlos definiendo una seccio´n holomorfa
global FX del producto tensorial del fibrado tangente TCP2 de CP2 con el fibrado
O(d). Motivados por este hecho, definimos:
Definicio´n 1.4.1. (Foliacio´n en CP2 definida por X) Dado un campo vectorial
polino´mico X en C2 de grado m y con singularidades aisladas, la foliacio´n holomorfa
FX en CP2 definida por X es la seccio´n global de TCP2 ⊗O(d), dada en cada carta
af´ın por:
X0 = X en U0,
X1 = y
d
1(φ
−1
1 φ0)∗X en U1, y
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X2 = w
d
1(φ
−1
2 φ0)∗X en U2.
Donde d = m− 1 o´ m− 2 es el orden del polo de X en L∞.
Observacio´n 1.4.1. Para cualquier par de escalares α y β no nulos, podr´ıamos haber
eliminado, igualmente, el polo de X multiplicando respectivamente por αyd1 y βw
d
1
las ecuaciones (1.7) y (1.8), obteniendo como seccio´n, en ese caso, una de la forma
λFX con λ ∈ C∗. Para eliminar esta ambigu¨edad, consideramos FX definida de forma
u´nica, como en la definicio´n 1.4.1, salvo multiplicacio´n por escalares.
Definicio´n 1.4.2. El conjunto Sing (FX) de puntos singulares o singularidades de la
foliacio´n FX es la variedad algebraica de CP2 dada en cada carta af´ın (Ui, φ−1i ) por
las singularidades de Xi.
Observacio´n 1.4.2. Todos las propiedades sobre singularides aisladas para un cam-
po X que hemos visto en la seccio´n 1.3 no dependen de si multiplicamos o no X por
un escalar. Como dos campos X e Y definen la misma foliacio´n si y so´lo si X = λY ,
con λ ∈ C∗ (ver observacio´n 1.4.1), estos resultados tambie´n son va´lidos para FX si
los enunciamos para cualquier campo que representa a esta foliacio´n en un entorno de
una singularidad aislada. Podemos decir, por ejemplo, singularidad de tipo Poincare´–
Dulac de FX , separatriz de FX por una singularidad no degenerada de FX , o hablar
de multiplicidad de FX con respecto a una separatriz Σ en p, que denotaremos por
indp(FX ,Σ).
Definicio´n 1.4.3. Las hojas L de la foliacio´n FX son las subvariedades anal´ıticas
conexas inmersas en CP2 que en cada carta af´ın (Ui, φ−1i ) corresponden con una
trayectoria de Xi.
La definicio´n de foliacio´n en CP2 se generaliza a una variedad compleja M de
dimensio´n dos de la siguiente manera:
Definicio´n 1.4.4. Una foliacio´n holomorfa singular F en M esta´ definida por un
recubrimiento abierto {Uj}j∈I de M y campos vectoriales holomorfos Xj en cada Uj
con a lo ma´s singularidades aisladas tales que, en cada interseccio´n no vac´ıa Ui ∩ Uj
los campos Xi y Xj coinciden salvo por multiplicacio´n por una funcio´n holomorfa
nunca nula. El conjunto singular Sing (F) es el conjunto discreto que en cada Ui
viene dado por los ceros de Xi.
Resolucio´n de singularidades de una foliacio´n [LNS97]. Consideremos una
foliacio´n holomorfa FX en CP2 definida por X. Tomemos un p ∈ Sing (FX), que
supondremos sin pe´rdida de generalidad que esta´ en U0. Sea pi : C˜P
2 → CP2 la
explosio´n de CP2 en p, con divisor excepcional D = pi−1(p) ' CP1. El levantado de
X por la restriccio´n de pi−1(U0 \ {p}), como un simple ca´lculo demuestra, extiende a
un campo holomorfo que se anula sobre D con multiplicidad `p > 0, que llamamos
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pi∗X. En cada una de las dos cartas U y V de pi−1(U0) que recubren a D podemos
dividir pi∗X por x`p e y`p , respectivamente, para as´ı obtener un campo de vectores
holomorfo con singularides aisladas en cada uno de estos abiertos. Estos dos campos
difieren en el producto por una funcio´n holomorfa nunca nula en U ∩ V . Por tanto se
obtiene una foliacio´n F˜X en C˜P2.
Teorema 1.4.1. (Resolucio´n de FX, [Sei68]) Dado cualquier singularidad p ∈ CP2
de FX , existe una sucesio´n de explosiones pin : Mn → CP2 en p tal que la foliacio´n
(pin)∗FX tiene so´lo singularidades simples sobre (pin)−1(p).
1.5. Algunos resultados para polinomios
Designaremos el anillo de polinomios en las variables z1,z2 . . . , zn con coeficientes en
C por C[z1, . . . , zn]. Llamaremos a una aplicacio´n
F = (F1, . . . , Fm) : Cn −→ Cm,
polino´mica si todas sus componentes F1, . . . , Fm son polinomios.
Un hecho bien conocido es el siguiente tipo de Teorema de Sard para polinomios:
Teorema 1.5.1. Sea P ∈ C[z1, . . . , zn]. Existe un conjunto finito B ⊂ C que tiene la
propiedad de que P restringido a Cn \ P−1(B) define una fibracio´n topolo´gicamente
trivial sobre C \ B.
Demostracio´n. Ver en [Bro83].
Definiciones 1.5.1. El conjunto ma´s pequen˜o BP que tiene la propiedad del teore-
ma 1.5.1 es el conjunto de valores at´ıpicos de P . Si µ es un valor at´ıpico de P se dice
que la fibra P−1(µ) es at´ıpica o no gene´rica. En caso contrario, diremos que la fibra
es t´ıpica o gene´rica.
Observaciones 1.5.1. Como todas las fibras gene´ricas de P son homeomorfas a la
misma superficie de Riemann, esta´ justificado que digamos la fibra gene´rica de P .
El conjunto BP contiene a los valores cr´ıticos de P , pero, en general, puede contener
otros valores que son los valores cr´ıticos en el infinito (ver [Suz74]).
Existe otra nocio´n de fibra gene´rica para un polinomio que tiene en cuenta la
estructura holomorfa de sus fibras (ver definicio´n 1.5.4). Necesitamos antes algunas
definiciones.
Funciones subarmo´nicas y plurisubarmo´nicas. Subconjuntos de capacidad
cero en Cn. Convenimos en llamar dominio a todo subconjunto abierto y conexo de
Cn.
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Definicio´n 1.5.1. Se dice que una funcio´n u definida en un dominio Ω de C es sub-
armo´nica si i) −∞ ≤ u(z) <∞ para todo z ∈ Ω, ii) u es semicontinua superiormente,
iii) para todo Dr(a) ⊂ Ω
u(a) ≤ 1
2pi
∫ pi
−pi
u(a+ reiθ) dθ,
y iv) ninguna de las integrales de iii) es −∞.
Las propiedades i) y ii) implican que u esta´ acotada superiormente en cada com-
pacto K ⊂ Ω. Por tanto, todas las integrales de iii) siempre existen y son <∞.
Ejemplos 1. Para toda funcio´n holomorfa f definida en un dominio Ω de C y no
ide´nticamente nula, las funciones log |f |, log+ |f | = max (0, log f) y |f |p (0 < p <∞)
son subarmo´nicas [Rud88, p. 382].
Las funciones plurisubarmo´nicas fueron introducidas por K. Oka, y son la exten-
sio´n natural a varias variables de las funciones subarmo´nicas.
Definicio´n 1.5.2. Se dice que una funcio´n u definida en un dominio Ω de Cn es
plurisubarmo´nica si i) u es semicontinua superiormente, y ii) para todo dominio W
de C y toda funcio´n holomorfa φ : W → Ω, la composicio´n u ◦ φ es subarmo´nica o
ide´nticamente igual a −∞.
Ejemplos 2. De los Ejemplos 1 se deduce que toda funcio´n holomorfa f definida en
un dominio Ω de Cn, y no ide´nticamente nula, define las funciones plurisubarmo´nicas:
log |f |, log+ |f | y |f |p (0 < p <∞).
Definicio´n 1.5.3. (Subconjuntos de capacidad cero, [Nis62]) Diremos que un
subconjunto S de Cn es de capacidad cero, si podemos tomar una familia numerable
{Sn} de subconjuntos de Cn tales que S =
⋃
n Sn y, para cada Sn, existe una funcio´n
plurisubarmo´nica un definida en un dominio de Un ⊂ Cn tal que i) un no es ide´ntica-
mente igual a −∞ en Un y ii) Sn ⊂ {x ∈ Un | un(z) = −∞}. Si S no es de capacidad
cero, diremos que tiene capacidad positiva.
Funcio´n racional de tipo S. El tipo de una funcio´n meromorfa, que fue introducido
por T. Nishino en [Nis68], [Nis69], [Nis70], [Nis73] y [Nis75], es la generalizacio´n para
una funcio´n meromorfa de lo que es la fibra gene´rica para un polinomio. Nosotros
estamos interesados en funciones racionales de Cn, es decir, funciones cociente F =
P/Q de dos polinomios P y Q de C[z1, . . . , zn] que dan lugar en
E0 = Cn \ {P = Q = 0}
a una funcio´n meromorfa que extiende como funcio´n racional de CPn a CP1. Identifi-
caremos un polinomio P con la funcio´n racional que trivialmente define en E0 = Cn.
Tomemos una funcio´n racional F : Cn → CP1 y una variedad de Stein S conexa
en Cn de dimensio´n n− 1, definimos:
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Definicio´n 1.5.4. Diremos que F es de tipo S, si existe un subconjunto E de Cn de
capacidad positiva formado por componentes de fibras de F en E0 que son biholomor-
fas a S.
1.5.1. Resultados cla´sicos en dimensio´n dos
Destacamos algunos resultados para polinomios en dos variables.
Teorema 1.5.2. (Teorema de Suzuki-Abhyankar-Moh, [Suz74] [AM75])
Si P : C2 → C es un polinomio irreducible tal que la curva algebraica definida por
{P = 0} en C2 es no singular y simplemente conexa, entonces, para todo λ distinto de
cero, la curva en C2 definida por {P = λ} es irreducible, no singular y simplemente
conexa. Adema´s, existe un automorfismo polino´mico de C2 tal que P ◦ Φ = x.
Este resultado admite una generalizacio´n debida a V.-Y. Lin y a M.-G Zaidenberg
y que tambie´n utilizaremos.
Teorema 1.5.3. (Teorema de Lin-Zaidenberg, [ZL83])
Si P : C2 → C es un polinomio tal que la curva algebraica definida por {P = 0} en
C2 es simplemente conexa (no necesariamente lisa e irreducible), entonces existe un
automorfismo polino´mico Φ de C2 tal que P ◦Φ es de una de las dos formas siguientes:
1) xmyn
∏s
i=1(x
k − aiy`), con m,n ∈ N, (k, `) = 1, y ai ∈ C∗, o´
2) xkq(y), donde k ∈ N y q(y) ∈ C[y].
Sobre la factorizacio´n de un polinomio destacamos el siguiente resultado.
Teorema 1.5.4. (Teorema de factorizacio´n de Stein, [Ste58])
Para cualquier funcio´n racional F : C2 → CP1 no constante existe una aplicacio´n
holomorfa h : CP1 → CP1 y una funcio´n racional R : C2 → CP1 tales que F se
factoriza como F = h ◦R. Adema´s, R no puede factorizarse de esta manera para un
h de grado distinto de uno. La funcio´n R se dice que es primitiva.
Observacio´n 1.5.1. El Teorema de Stein admite una formulacio´n af´ın cuando F
es un polinomio. En ese caso h y R son polinomios en una y dos variables, respecti-
vamente, y R esta´ determinado de forma u´nica salvo composicio´n por una aplicacio´n
lineal de C.
La relacio´n que hay entre el tipo de un polinomio y su fibra gene´rica queda reflejada
en la siguiente proposicio´n:
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Proposicio´n 1.5.1. Si P es un polinomio en C2 con fibra gene´rica biholomorfa a
una superficie de Riemann S entonces es primitivo y de tipo S.
Demostracio´n. Es obvio que P es primitivo, pues de no serlo, la fibra gene´rica de P no
ser´ıa conexa y S lo es. Para ver que es de tipo S es suficiente probar que el conjunto
P−1(BP ), con BP el conjunto de valores at´ıpicos de P (ver definiciones 1.5.1), tiene
capacidad cero. Ya que el complementario de un conjunto de capacidad cero tiene
capacidad positiva. Si BP = {λ1, . . . , λs}, entonces
P−1(BP ) = {(P − λ1) · · · (P − λs) = 0}.
Tomemos entornos abiertos disjuntos Vs en C de cada λs. Como P es continua, pode-
mos consider la familia finita {Un} de dominios de C2 formada por todas las compo-
nentes conexas de los P−1(Vs). Si definimos
u = log |(P − λ1) · · · (P − λs)|,
esta funcio´n es plurisubarmo´nica en cada Un (ver ejemplo 2) y toma el valor −∞
exactamente en los puntos de P−1(BP ). Por tanto P−1(BP ) tiene capacidad cero, y
la proposicio´n queda demostrada.
El teorema 1.5.2 afirma en particular que todo polinomio P en C2 irreducible que
tiene una fibra no singular y simplemente conexa es de tipo C. Para una funcio´n
racional en C2 de tipo C∗, M. Suzuki ha generalizado un resultado de H. Saito en
[Sai72] con el siguiente teorema.
Teorema 1.5.5. (Teorema de Saito–Suzuki, [Suz77, pp. 528-529])
Si F : C2 → CP1 es una funcio´n racional primitiva de tipo C∗, existe un automorfismo
polino´mico Φ de C2 tal que F ◦ Φ = h ◦ G, donde h es una funcio´n racional de CP1
de grado uno y G es de la forma
G = xm(x`y + p(x))
n
, (1.9)
con m,n ∈ Z∗, ` ∈ N y p(x) un polinomio en C[x] de grado ≤ `− 1 con te´rmino
independiente p(0) 6= 0 si ` > 0, o´ p(x) ≡ 0 si ` = 0.
1.6. Campos vectoriales holomorfos completos.
Consideramos un campo vectorial holomorfo X en una variedad anal´ıtica M . Defini-
mos la propiedad ma´s importante que va a ser estudiada en esta memoria.
Definicio´n 1.6.1. Dada una trayectoria Cz de X, diremos que X es completo en
(o sobre) Cz si la solucio´n ϕz : Ωz → Cz de X es entera, es decir, esta´ definida en
Ωz = C. El campo X es completo, cuando para cada z en M , X es completo en Cz.
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SiX es un campo vectorial holomorfo completo enM , su flujo ϕ, que localmente se
expresa por (1.4), esta´ definido en todo C×M y da lugar a una accio´n del grupo (C,+)
en M por automorfismos holomorfos. Adema´s, se observa que, rec´ıprocamente, toda
accio´n ϕ : C×M →M de (C,+) en M por automorfismos holomorfos, esta´ asociada
a un campo vectorial holomorfo
X(z) :=
d
dt
∣∣∣∣
t=0
ϕ(t, z),
de flujo ϕ, que es completo. Por tanto, existe una correspondencia biun´ıvoca entre
campos vectoriales holomorfos completos en M y acciones del grupo (C,+) en M por
automorfismos holomorfos.
Proposicio´n 1.6.1. Las trayectorias Cz sobre las que un campo vectorial holomorfo
X en M es completo son biholomorfas, o a un plano C, o a un plano perforado
C∗ := C \ {0}, o a un toro complejo T .
Demostracio´n. Tomemos una trayectoria Cz de X por z sobre la que X es completo.
El subconjunto
Gz = {t ∈ C |ϕ(t, z) = z}
de C es un subgrupo discreto del grupo aditivo (C,+), por tanto, un ret´ıculo en C
de la forma Zα+Z β con α y β en C. Como dados cualesquiera dos puntos x y x′ en
Cz, existen valores t0 y t
′
0 en C tales que ϕ(t0, z) = x y ϕ(t
′
0, z) = x
′, la operacio´n en
Cz definida por
x+ x′ := ϕ(t0, ϕ(t
′
0, z)) = ϕ(t0 + t
′
0, z),
dota de una estructura de grupo de Lie a Cz. Respecto de esta operacio´n la solucio´n
ϕz : (C,+)→ (Cz,+) es un homomorfismo de grupos de Lie. Como el nu´cleo de este
homomorfismo es Gz, la aplicacio´n ϕz induce de forma natural un biholomorfismo
entre C/Gz y Cz (ver [FaKr80]), y as´ı, Cz es biholomorfa a un plano C, a un plano
perforado C∗ := C \ {0}, o a un toro complejo, si el rango de Gz es cero, uno o dos,
respectivamente.
Atendiendo a las tres posibilidades que existen para una trayectoria sobre la que
un campo vectorial holomorfo puede ser completo, segu´n la proposicio´n 1.6.1, diremos
que Cz es de tipo C, C∗ o T , cuando Cz sea biholomorfa a C, C∗ o T , respectivamente.
Campos completos en variedades de Stein. CuandoM es una variedad de Stein
(en particular C2), el campo X so´lo puede tener trayectorias de tipo C o de tipo C∗,
ya que M no contiene subvariedades anal´ıticas compactas distintas de puntos. Las
trayectorias de tipo C∗ son especiales:
Teorema 1.6.1. (M. Suzuki, [Suz77, p.518] [Suz78b, p.86]) Sea X un campo
vectorial holomorfo en una variedad de Stein M . Entonces, toda trayectoria Cz de
tipo C∗ de X es tal que su clausura Cz en M es una curva anal´ıtica en M (As´ı,
Cz \ Cz consiste en un so´lo punto o es vac´ıo).
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Adema´s, existe genericidad del tipo de trayectorias:
Proposicio´n 1.6.2. (M. Suzuki, [Suz78b, p.55]) Para todo campo vectorial holo-
morfo completo en una variedad de Stein M existe un subconjunto E ⊂M de capaci-
dad cero tal que ϕz(E) = E para todo z en E, y tal que todas las trayectorias de X
en C2 \ E son o bien de tipo C, o bien de tipo C∗.
Campos completos en superficies de Riemann. Cuando M es una variedad
anal´ıtica conexa de dimensio´n uno, es decir, una superficie de Riemann, se pueden
dar fa´cilmente todos los flujos holomorfos sobre ella. Aparecen en este estudio las
siguientes familias:
Proposicio´n 1.6.3. Si X es un campo de vectores holomorfo completo en una su-
perficie de Riemann M , salvo un biholomorfismo de M , X y M son como sigue:
1)
λz
∂
∂z
o´ λz2
∂
∂z
en CP1.
2)
λ
∂
∂z
o´ λz
∂
∂z
en C.
3)
λz
∂
∂z
en C∗.
4)
λ
∂
∂z
en T .
Con λ ∈ C.
Demostracio´n. De acuerdo con el Teorema de uniformizacio´n de Riemann, el recubri-
dor universal Mˆ de M , salvo automorfismo, es el plano C, el disco D o la esfera de
Riemann CP1. Como dada la solucio´n ϕz : C → M de X por un z ∈ M no sin-
gular de X podemos levantar ϕz (por prolongacio´n anal´ıtica) como solucio´n entera
ϕˆz : C→ Mˆ de pi∗X que verifica
pi ◦ ϕˆz = ϕz,
pi∗X es completo en Mˆ . Se trata de estudiar que´ flujos hay sobre Mˆ y cua´les pueden
conmutar con un subgrupo discreto de automorfismos. Nos remitimos para una de-
mostracio´n detallada de esta proposicio´n a [LMnR00, p.179]. Nosotros haremos un
resumen. Observamos primero que Mˆ no es D, pues en caso contrario, la solucio´n ϕz
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ser´ıa una funcio´n entera acotada, y por el Teorema de Liouville ser´ıa constante. Por
tanto, Mˆ es C o CP1. Si M es compacta tenemos dos posibilidades por el Teorema de
Riemann-Roch. La primera es que M sea un toro T y X no tenga ceros, lo que nos
lleva a que X sea un campo constante como 4). La segunda posibilidad es que M sea
CP1. En cuyo caso X tiene un cero doble o dos ceros simples, que pueden llevarse,
respectivamente, a 0 o´ a 0 e ∞ por un automorfismo de CP1, para as´ı obtener un X
como 1). Si M no es compacta entonces M es C o C∗. Aplicando un automorfismo
adecuado obtenemos las otras familias.
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Cap´ıtulo 2
Trayectorias completas en el
infinito de un campo polino´mico
En este cap´ıtulo estudiamos las posibles singulariades no degeneradas de una foliacio´n
FX en el infinito cuando X es un campo vectorial polino´mico completo, analizando
sus trayectorias en puntos pro´ximos al infinito. Este estudio nos permite demostrar
que la propiedad de que un campo polino´mico no tenga ninguna trayectoria com-
pleta en algu´n punto de L∞ y la propiedad de no ser completo son gene´ricas en el
conjunto de todos los campos vectoriales polino´micos de grado mayor o igual a dos.
Analizamos tambie´n las trayectorias de campos hamiltonianos que explotan a tiem-
po finito, probando que existe un abierto denso del espacio de los campos vectoriales
polino´micos hamiltonianos en C2 de grado mayor o igual que dos para el que cualquier
campo hamiltoniano tiene un denso de puntos en C2 con trayectorias que explotan a
tiempo finito. Parte de los resultados de este cap´ıtulo han sido publicados en [Bus03].
2.1. Trayectorias en el infinito.
En este cap´ıtulo analizaremos las trayectorias de un campo polino´mico X en puntos
cercanos a L∞. Para precisar que´ entenderemos por puntos de una trayectoria Cz
pro´ximos al infinito, tomamos la foliacio´n FX inducida por X en CP2, y estudiamos
su conjunto l´ımite:
Definicio´n 2.1.1. Dada una trayectoria Cz de X, definimos su conjunto l´ımite
lim (Cz) en CP2 de la siguiente manera: si L es la hoja de la foliacio´n FX restringida
a C2 que define Cz, y {Ki}∞i=1 es una sucesio´n creciente de conjuntos compactos de
L que la recubren, entonces
lim (Cz) =
∞⋂
i=1
L \Ki , (2.1)
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donde L \Ki designa la clausura de L \Ki en CP2
Observacio´n 2.1.1. El conjunto lim (Cz) son los puntos de la frontera de Cz en CP2.
Una propiedad importante de una trayectoria no trivial es la siguiente:
Proposicio´n 2.1.1. Toda trayectoria Cz no trivial de X no esta´ acotada.
Demostracio´n. Argumentemos por contradiccio´n, suponiendo que la trayectoria Cz
esta´ acotada. Sea ϕz : Dr → Cz la prolongacio´n anal´ıtica de la solucio´n local de X
por z en el disco Dr ⊂ C de mayor radio r posible. Observamos que r es finito, pues si
r =∞, ϕz : C→ Cz ser´ıa una funcio´n entera acotada, y por el Teorema de Liouville
ser´ıa constante, lo que contradice el hecho de que X(z) 6= 0. Por otra parte, como Cz
esta´ acotada, por el teorema de existencia y unicidad (ver teorema 1.1.1), obtenemos
un R > 0 tal que para todo z′ ∈ Cz la solucio´n local de X por z′ esta´ definida en
todo t ∈ DR. Aplicando esto a los puntos ϕz(t1) = z′, con t1 cerca de la frontera de
Dr, obtenemos que ϕz puede extenderse a un disco ma´s grande Dr+² con ² > 0, lo que
contradice nuestra eleccio´n de r (para ma´s detalles ver [GMOB89, p.134]).
Observacio´n 2.1.2. Consecuencia inmediata de la proposicio´n 2.1.1 es que el con-
junto lim (Cz) de toda trayectoria no trivial Cz contiene siempre puntos de L∞. Esta
es la razo´n principal por la que muchas de las propiedades globales de las trayectorias
de X esta´n determinadas por su comportamiento local en algu´n entorno de L∞ como
se ve en [GMOB89] .
En la siguiente proposicio´n vemos con ma´s detalle co´mo es el lim (Cz) cuando L∞
es una hoja de FX (caso gene´rico, ver cap´ıtulo 1).
Proposicio´n 2.1.2. Sea Cz una trayectoria no trivial de un campo vectorial polino´mi-
co X en C2. Si L∞ es invariante por FX , entonces existen so´lo dos posibilidades para
su conjunto l´ımite.
i) O bien lim (Cz) ∩ L∞ ⊂ Sing (FX), o bien
ii) lim (Cz) ∩ L∞ = L∞.
Demostracio´n. Acabamos de ver en la observacio´n 2.1.2 que lim (Cz) contiene siempre
puntos de L∞. Si hay un punto p de lim (Cz) en L∞ que no es singular de FX ,
probaremos que L∞ ⊂ lim (Cz). Si tomamos un q en L∞ \Sing (FX), y unimos p con
q por un camino continuo
α : [0, 1] −→ L∞ \ Sing (FX)
tal que α(0) = p y α(1) = q, podemos elegir una particio´n
0 = t0 < t1 < . . . < tn = 1,
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de [0, 1] y unas cartas locales (Ui, φ), 0 ≤ i < n, de CP2 tales que α[ti, ti+1] ⊂ Ui, y de
modo que el campo que represente a FX en esas coordenadas sea el campo horizontal
en φ(Ui) (teorema de caja de flujo local, ver [GMOB89, p.12]). De esta manera, se
sigue que α(t1) ∈ lim (Cz), y repitiendo el mismo argumento, q ∈ lim (Cz). Como
este razonamiento es va´lido para cualquier q en L∞ \ Sing (FX), hemos demostrado
que L∞ \ Sing (FX) ⊂ lim (Cz). Finalmente, obtenemos lim (Cz) ∩ L∞ = L∞ (ver
observacio´n 2.1.1).
Nos ocuparemos del siguiente tipo de trayectorias.
Definicio´n 2.1.2. (Trayectoria en un punto de L∞) Un germen Σ de curva
anal´ıtica e irreducible se dice que es una trayectoria de X en p ∈ L∞ si p ∈ Σ y X
es tangente a Σ \ {p}.
Observacio´n 2.1.3. Toda separatriz Σ de FX por un punto p de Sing (FX) en L∞,
y distinta de e´sta, define una trayectoria de X en p ∈ L∞.
Superficie de Riemann dada por una trayectoria en un punto del infinito.
Tomemos una trayectoria Σ de X en p ∈ L∞. Si extendemos Σ\{p} por continuacio´n
anal´ıtica, obtenemos una trayectoria Cz de X . Podemos dotar a L = Cz ∪ {p} de
una estructura de superficie de Riemann de la forma siguiente: para z′ en Cz sabemos
que existe una u´nica solucio´n local ϕz′ : Dr → Uz′ de X por z′ que parametriza a
un entorno Uz′ de z
′ en Cz (ver teorema 1.1.1). Definimos la carta local en z′ como
(Uz′ , ϕ
−1
z′ ). Para el punto p, la parametrizacio´n de Puiseux γ : D → Σ de un entorno
Up de p en Σ nos define la carta local en p como (Up, γ
−1). Por tanto, el atlas
A = { (Uz′ , ϕ−1z′ ), z′ ∈ Cz } ∪ (Up, γ−1)
define una estructura de superficie de Riemann en L.
Esta sencilla construccio´n permite considerar la restriccio´n de X a Cz como un
campo vectorial holomorfo definido en L \ {p}. Analizamos su extensio´n a p en el
siguiente lema.
Lema 2.1.1. Dado un campo vectorial polino´mico X en C2, si L es la superficie de
Riemann definida por una trayectoria Σ de X en un punto p ∈ L∞, X define un
campo meromorfo en L.
Demostracio´n. Sin pe´rdida de generalidad, supondremos que p = [0 : 1 : 0]. Tomemos
la parametrizacio´n γ : D→ Σ de un entorno Up de p en Σ, que asumiremos se escribe
en la carta (U1, φ
−1
1 ) como γ(t) = (y1(t), y2(t)), con y1(t) e y2(t) en O(D). En este
caso γ es biyectiva, holomorfa y γ
′
(t) 6= 0 si t 6= 0. Consideremos un t 6= 0. Como el
espacio tangente a Σ en γ(t) esta´ generado por γ′(t) y Σ \ {p} es invariante por X,
podemos escribir
(φ−11 φ0)∗X(γ(t)) = f(t) · γ′(t), con f(t) ∈ C.
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De esta manera,
γ∗(φ−11 φ0)∗X = f(t)
∂
∂t
, (2.2)
y la extensio´n de X en L \ {p} al punto p viene definida por
X(p) = f(0)
∂
∂t
.
Teniendo en cuenta que (φ−11 φ0)∗X es igual a (1.7), f(t) viene dado por
− 1
y1
m−2(t) y′1(t)
·
m∑
i=0
y1
m−i(t)Pi(1, y2(t)), si y′1(t) 6≡ 0, o´ (2.3)
1
y1
m−1(t) y′2(t)
·
m∑
i=0
y1
m−i(t)Gi(y2(t)), si y′2(t) 6≡ 0. (2.4)
Siendo (2.3) y (2.4) iguales cuando y′1(t)·y′2(t) 6≡ 0. Si ahora sustituimos los desarrollos
en serie de potencias de y1(t) e y2(t) en (2.3) y (2.4), respectivamente, vemos que f(t)
es una funcio´n holomorfa en D∗ que tiene un cero, un polo o un valor regular en t = 0,
y por tanto, X define un campo meromorfo en L.
Apliquemos el ana´lisis del lema 2.1.1 al caso en que X es completo sobre L \ {p}.
Proposicio´n 2.1.3. Si tomamos una trayectoria Σ de un campo vectorial polino´mico
X en p ∈ L∞ tal que X es completo en L\{p} entonces, la restriccio´n de X a L\{p},
o bien extiende a p con un cero de orden 1 y L \ {p} es de tipo C∗, o bien extiende a
p con un cero de orden 2 y L \ {p} es de tipo C.
Demostracio´n. Como X es completo en L \ {p}, y puesto que C2 es una variedad
de Stein, Cz = L \ {p} es biholomorfa a C o a C∗ (ver proposicio´n 1.6.1). Ahora
utilizamos la proposicio´n 1.6.3. Si Cz es de tipo C, sabemos que la restriccio´n de X
sobre ella corresponde al campo
λ
∂
∂z
, con λ ∈ C∗ y p =∞.
Tomando el cambio ϕ(z) = 1/z = w, este campo se expresa en un entorno de p como
ϕ∗
(
λ
∂
∂z
)
= −λw2 ∂
∂w
,
que vemos extiende a p con un cero de orden 2. Si por el contrario Cz es de tipo C∗,
la restriccio´n de X sobre ella corresponde al campo
λz
∂
∂z
, con λ ∈ C∗ y p = 0,
que claramente extiende a p con un cero de orden 1.
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Definicio´n 2.1.3. Sea X un campo vectorial polino´mico en C2, Σ una trayectoria
de X en p ∈ L∞, y L la superficie de Riemann definida por Σ. Diremos que Σ es
completa si X en L \ {p} es completo.
Tenemos la siguiente propiedad geome´trica de la foliacio´n FX .
Corolario 2.1.1. Si X es un campo vectorial polino´mico completo en C2 de grado
m ≥ 2, la l´ınea del infinito L∞ es invariante por FX .
Demostracio´n. Supongamos que L∞ no es invariante por FX . Entonces el polo de
X a lo largo de L∞ es de orden m − 2, y tanto Gm como Hm de (1.7) y (1.8),
respectivamente, son ide´nticamente nulas. Fijada la carta af´ın (U1, φ
−1
1 ), podemos
tomar un punto p en U1 ∩ L∞ de coordenadas (0, α) tal que Pm(1, α) sea distinto de
cero. De no ser esto posible, tanto Pm como Gm ser´ıan ide´nticamente nulos y el grado
de X ser´ıa < m, contradiciendo nuestra hipo´tesis. Por otra parte, como p no esta´ en
Sing (FX), existe una solucio´n local del campo X1 que representa a FX en U1 por
p. Adema´s, ya que Pm(1, α) es distinto de cero, dicha solucio´n es transversal a L∞
en p. Sea Σ la trayectoria de X en p ∈ L∞ definida por esta solucio´n local y L la
correspondiente superficie de Riemann. Si suponemos que Σ esta´ parametrizada por
γ(t) = (y1(t), y2(t)), segu´n (2.3), obtenemos que
ord0
(
− 1
y1
m−2(t) y′1(t)
·
m∑
i=0
y1
m−i(t)Pi(1, y2(t))
)
=
ord0
(
Pm(1, α)
ym−21 (t) y
′
1(t)
)
= 1 + (1−m) ord0 y1(t) < 0.
(2.5)
Concluimos que el campo X en L \ {p} extiende a p con un polo, lo que es imposible
por por la proposicio´n 2.1.3.
Observaciones 2.1.1. Destacamos:
a) Todo campo vectorial polino´mico completo X de grado ≥ 2 en C2 tiene un polo de
orden m− 1 a lo largo de L∞.
Basta ver que, como FX deja invariante L∞ (ver corolario 2.1.1), Gm y Hm no son
ide´nticamente nulos (ver Cap´ıtulo 1), y as´ı el polo de X en L∞ es de orden m− 1. El
conjunto de singularidades de FX en L∞ esta´ definido en cada carta por:
Sing (FX) ∩ U1 = {(0, α) ∈ L∞ |Gm(α) = 0 } en (U1, φ−11 ), y
Sing (FX) ∩ U2 = {(0, β) ∈ L∞ |Hm(β) = 0 } en (U2, φ−12 ).
Globalmente, Sing (FX) ∩ L∞ puede reescribirse como los puntos [0 : z1 : z2] ∈ CP1
tales que:
z1Qm(z1, z2)− z2Pm(z1, z2) = 0. (2.6)
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b) Todo campo vectorial polino´mico completo X tal que FX no deja invariante L∞ es
mu´ltiplo del campo radial, es decir, de la forma:
λ
(
z1
∂
∂z1
+ z2
∂
∂z2
)
, con λ ∈ C∗.
Al serX necesariamente de grado uno, la condicio´nG1 = H1 ≡ 0 implica que P1 = λz1
y Q1 = λz2, para λ ∈ C∗.
c) Las u´nicas trayectorias completas en el infinito que tiene un campo vectorial
polino´mico X de grado m ≥ 2 son aquellas definidas por separatrices de la foliacio´n
FX por puntos en L∞.
d) Toda separatriz Σ 6= L∞ de FX por un punto p de L∞ tal que Σ\{p} esta´ contenida
en una trayectoria Cz de X de tipo C define una trayectoria en el infinito completa,
que esta´ contenida en una curva racional.
Es suficiente observar que en este caso L es isomorfa anal´ıticamente a CP1, y por
el Teorema de Chow, algebraica. Adema´s, ya que el campo X restringido a L \ {p}
extiende a p con un cero de orden 2 (Riemann-Roch), X en L \ {p} es completo (ver
proposicio´n 2.1.3).
I´ndice de trayectorias completas en el infinito. Dada una trayectoria Σ de X
por un punto p de L∞ hemos visto en la proposicio´n 1.3.2 y la observacio´n 1.4.1 co´mo
se calcula la multiplicidad de FX en p con respecto a Σ, indp(FX ,Σ). Supongamos
que γ(t) = (y1(t), y2(t)) es la parametrizacio´n de Σ y llamemos al orden ord0 y1(t) el
orden de contacto de Σ con L∞ en p. Si Σ es completa, podemos saber cua´nto vale
indp(FX ,Σ).
Proposicio´n 2.1.4. Si X es un campo vectorial polino´mico en C2 de grado m ≥ 2,
Σ es una trayectoria completa de X en un punto p en L∞, y σ es el orden de contacto
de Σ con L∞ en p, entonces
indp(FX ,Σ)− σ(m− 1) = 1 o´ 2.
Demostracio´n. Sabemos que Σ es una separatriz ( 6= L∞) de FX por p ∈ Sing(FX)
(ver c) de observaciones 2.1.1). Sin pe´rdida de generalidad, supondremos que p =
[0 : 1 : 0]. Tomemos el campo X1 que representa FX en U1, γ(t) = (y1(t), y2(t)) la
parametrizacio´n de Σ y
γ∗X1 = g(t)
∂
∂t
.
Sabemos que ord0 g(t) es igual a indp(FX ,Σ) (ver proposicio´n 1.3.2). Ya que el polo
de X a lo largo de L∞ es de orden m − 1 (ver a) en observaciones 2.1.1), X1 =
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ym−11 (φ
−1
1 φ0)∗X. Expl´ıcitamente, segu´n las ecuaciones (2.3) y (2.4),
γ∗X1 = g(t)
∂
∂t
= ym−11 (t)f(t)
∂
∂t
,
y por lo tanto,
indp(FX ,Σ)− (m− 1) σ = ord0 f(t).
El mismo argumento hecho en la demostracio´n de la proposicio´n 2.1.3 prueba que
ord0 f = 1 o´ 2.
2.2. Singularidades no degeneradas en el infinito.
En esta seccio´n estudiamos las posibles singularidades no degeneradas de una foliacio´n
FX en el infinito cuando X es completo. Veamos primero que existen ejemplos de
foliaciones FX con este tipo de singularidades que dan lugar a trayectorias completas
en el infinito.
Ejemplo 1. Tomemos un campo de la forma
X = z1
∂
∂z1
− z2(1 + z1) ∂
∂z2
.
Este campo es completo (ver proposicio´n 3.4.1). El representante X1 de FX1 en la
carta af´ın (U1, φ
−1
1 ) es
−y21
∂
∂y1
− y2(2y1 + 1) ∂
∂y2
.
El punto p = (0, 0) ∈ Sing (FX) ∩ L∞ ∩ U1 es un silla-nodo con autovalores λ = 0
y µ = −1, tal que L∞ ∩ U1 = {y1 = 0} define la direccio´n fuerte. Por otra parte, la
recta {y2 = 0} es la separatriz de FX por p tangente a la direccio´n de´bil que, adema´s,
define una trayectoria completa de X por p.
En el siguiente Teorema demostramos que la u´nica posibilidad para una trayectoria
completa de X por una singularidad no degenerada de FX en el infinito es ser como
en el Ejemplo 1, a saber: un silla-nodo con direccio´n fuerte definida por la recta del
infinito L∞.
Teorema 2.2.1. Sea X un campo vectorial polino´mico en C2 de grado m ≥ 2. Si Σ
es una trayectoria completa de X en una singularidad p no degenerada de FX en L∞,
entonces p es un silla-nodo y L∞ define la direccio´n fuerte.
Demostracio´n. Por comodidad, podemos suponer que p esta´ en la carta af´ın (U1, φ
−1
1 )
y que sus coordenadas son p = (0, α). Tomemos X1 como representante de FX en
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U1. Por el corolario 2.1.1, L∞, que tiene a {y1 = 0} por ecuacio´n en esta carta,
es invariante por FX , y de ah´ı resulta que X1 = ym−11 (φ1φ0)∗X. Reescribamos el
jacobiano de X1 en p como
Jp =
( −Pm(1, α) 0
Gm−1(α) G
′
m(α)
)
=
(
λ 0
ν µ
)
. (2.7)
Estudiamos los siguientes casos:
• Caso det Jp = 0. Probemos que λ = 0. Si λ no fuese cero, al ser det Jp = 0,
necesariamente µ = 0 y p ser´ıa un silla-nodo. Como L∞ define la separatriz de FX
por p que es tangente a la direccio´n de´bil, sabemos entonces que existe una separatriz
Σ de FX por p tangente a la direccio´n fuerte, transversal a L∞ en p, y que define la
u´nica trayectoria de X en p (ver i) de proposicio´n 1.3.1). Si consideramos el ı´ndice
de FX en p con respecto a Σ, como Σ es completa, aplicando la proposicio´n 2.1.4
sabemos que
indp(FX ,Σ) ≥ 1 + σ(m− 1),
pero, un sencillo ca´lculo demuestra que
indp(FX ,Σ) = ord0
(
−y1(t)
y′1(t)
[−λ+ y1(t)Pm−1(1, y2(t)) + · · ·+ ym1 (t)P0]
)
= ord0
(
y1(t)
y′1(t)
)
= 1 < 1 + σ(m− 1),
(2.8)
y de ah´ı una contradiccio´n. Concluimos as´ı que λ es cero. Hemos demostrado que p
es un silla–nodo tal que L∞ define la direccio´n fuerte.
• Caso det Jp 6= 0. Primero observamos que λ/µ esta´ en Q+. De no ser as´ı, existir´ıa
siempre una separatriz Σ distinta de L∞ que define la u´nica trayectoria de X en p (ver
ii.2) en proposicio´n 1.3.1), y para la cual indp(FX ,Σ) es como en (2.8). Lo que con-
tradice, aplicando de nuevo la proposicio´n 2.1.4, el que por hipo´tesis Σ sea completa.
Adema´s, p no es dicr´ıtica. De otra forma, el ı´ndice de cualquier otra separatriz Σ de
FX por p distinta de L∞ es como (2.8), y esto impide la existencia de una trayectoria
completa de X por p. Finalmente, por la proposicio´n 1.3.1, tenemos que p es de tipo
Poincare´–Dulac, y como existe una u´nica separatriz por p que corresponde con L∞,
no existe trayectoria de X en p. Por tanto, este caso no tiene lugar.
Para un campo polino´mico completo tenemos el siguiente Teorema.
Teorema 2.2.2. Si X es un campo vectorial polino´mico completo en C2 de grado
m ≥ 2, y p es una singularidad no degenerada de FX en L∞ con primer jet no nulo
entonces,
i) o bien p es un silla-nodo y L∞ define la direccio´n fuerte,
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ii) o bien p es de tipo Poincare´–Dulac y L∞ define la u´nica separatriz por p.
Demostracio´n. Se sigue directamente de la demostracio´n del teorema 2.2.1. Vemos
que el primer caso analizado (det Jp = 0) corresponde con i) y el segundo (det Jp 6= 0)
con ii).
2.3. La propiedad de ser completo es no gene´rica
El conjunto ℵ(C2) de los campos vectoriales holomorfos en C2 tiene la topolog´ıa
definida por la convergencia uniforme en los subconjuntos compactos de C2. Se dice
que un campo X de ℵ(C2) puede ser aproximado por campos vectoriales holomorfos
completos si existe una sucesio´n {Xj} de campos vectoriales holomorfos completos
en C2 que convergen a X uniformemente en los compactos de C2. Sabemos, por
un resultado de G. Buzzard y J.-E Fornaess [BF95, Theorem 4.4], que el conjunto
de campos de ℵ(C2) que pueden ser aproximados por campos vectoriales holomorfos
completos esta´ contenido en el complementario de un abierto denso de ℵ(C2). Estamos
interesados en estudiar si existe una versio´n polino´mica de este resultado. Lo primero
sera´ definir una topolog´ıa adecuada para nuestro estudio.
Definicio´n 2.3.1. Identifiquemos (U0, φ
−1
0 ) con C2. Para todo m ≥ 0, Am es el
conjunto de foliaciones FX definidas por campos polino´micos vectoriales X de grado
m con singularidades aisladas.
Observacio´n 2.3.1. Debido a que dos foliaciones FX y FY son iguales si y so´lo si
X = λY para un escalar λ en C∗ (ver observacio´n 1.4.1 ), Am esta´ bien definido.
Como todo campo vectorial polino´mico de grado cero o uno es completo, nos
ocuparemos de los campos vectoriales polino´micos de grado m ≥ 2. Podemos dotar
a cada conjunto Am de una topolog´ıa de la siguiente manera: un entorno de FX en
Am esta´ formado por las foliaciones inducidas por campos vectoriales polino´micos
X de grado m con singularidades aisladas cuyas componentes son polinomios que
tienen coeficientes cercanos a los de X, salvo multiplicacio´n por escalares. Es decir,
si consideramos el espacio lineal complejo de campos polino´micos X de grado ≤ m,
que tiene dimensio´n
(m+ 1)(m+ 2) = N + 1,
podemos identificar el conjunto Am con un abierto denso y conexo del espacio proyec-
tivo complejo CPN (ver [Za01]). De ah´ı, concluimos que Am puede ser equipado con
la topolog´ıa inducida y una medida de Lebesgue natural.
La definicio´n de Am nos permite descomponer el espacio A de todas las foliaciones
definidas por campos polino´micos en C2 de grado m ≥ 2 en una unio´n disjunta⋃
m≥2 Am, y definir una topolog´ıa en e´l de forma natural. Un subconjunto U de A es
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abierto si y so´lo si U ∩Am es abierto en Am. Adema´s, A hereda una medida natural
de Lebesgue: un conjunto U de A tiene medida cero si y so´lo si U ∩Am tiene medida
cero en Am. Definimos los siguientes subconjuntos de Am.
Definicio´n 2.3.2. Para cada m ≥ 2, definimos:
1) el subconjunto Tm de Am de foliaciones FX definidas por campos vectoriales
polino´micos X de grado m con alguna trayectoria completa en algu´n punto de
L∞.
2) el subconjunto Cm de Am de foliaciones FX definidas por campos vectoriales
polino´micos completos X de grado m.
Observaciones 2.3.1. Destacamos que:
a) los conjuntos Tm y Cm esta´n bien definidos. Porque tanto la propiedad de que un
campo polino´mico tenga una trayectoria completa en el infinito, como la propiedad
de ser completo, se conservan al multiplicar por escalares. Obviamente, se cumple que
A0 = C0 = T0.
Adema´s, si un elemento FX de Cm verifica que X define una trayectoria en algu´n
punto en el infinito, FX esta´ tambie´n en Tm.
b) Para todo m ≥ 1 tenemos que Tm ∩ Cm 6= ∅.
Por ejemplo, todos los campos de la forma
X(m) = z1
∂
∂z1
+ [am(z1)z2 + bm(z1)]
∂
∂z2
, con m ≥ 1,
con am(z1) y bm(z1) polinomios de grado m− 1 en C[z1] tales que
am(z1)z2 + bm(z1) 6∈ z1 · C[z1],
son completos (ver proposicio´n 3.4.1) y tales que la recta {z1 = 0} define una trayec-
toria completa para todos los X(m) por p = [0 : 0 : 1]. Es decir,
FX(m) ∈ Tm ∩ Cm para todo m ≥ 1.
c) Para todo m ≥ 1 tenemos que Cm 6⊂ Tm.
Por ejemplo, tomemos los campos de la forma
Y (m) =
∂
∂z1
+ [am(z1)z2 + bm(z1)]
∂
∂z2
, con m ≥ 1,
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donde am(z1) y bm(z1) son polinomios en C[z1] de grado m− 1 . Cada Y (m) es com-
pleto y todas sus trayectorias son de tipo C y no algebraicas (ver proposicio´n 3.4.1).
Si tuviera una trayectoria completa Σ en algu´n punto p de L∞, por d) de obser-
vaciones 2.1.1, Σ \ {p} estar´ıa contenida en una curva algebraica racional que es
invariante por X, lo cual es imposible. Luego,
FY (m) ∈ Cm y FY (m) 6∈ Tm para cada m ≥ 1.
Nuestro primer resultado de no genericidad es el siguiente:
Teorema 2.3.1. Para todo m ≥ 2, existe un subconjunto Im abierto denso de Am
de modo que toda FX en Im es tal que el campo X que la define tiene exactamente
m+ 1 trayectorias Σ1,. . . ,Σm+1 distintas por puntos del infinito, que adema´s no son
completas y corresponden respectivamente a m + 1 puntos p1, . . . , pm+1 distintos en
L∞.
Demostracio´n. Fijemos un m ≥ 2. Definamos el conjunto Im como el subconjunto de
foliaciones FX de Am que tienen m + 1 singularidades distintas en L∞ que son no
degeneradas y no resonantes.
Sea
X = P (z1, z2)
∂
∂z1
+Q(z1, z2)
∂
∂z2
un campo polino´mico tal que FX esta´ en Im. Si p1, . . . , pm+1 son las m+ 1 singulari-
dades de FX en L∞, para cada i ∈ {1, . . . , n} suponemos que pi esta´ en la carta U1 y
sus coordenadas son (0, αi). El hecho de que cada pi sea no degerado y no resonante,
de acuerdo con (2.7), so´lo depende de la parte homoge´nea de grado m de X y es
equivalente a que para todo αi se cumpla
Pm(1, αi) ·G′(αi) 6= 0 y
−Pm(1, αi)
G′(αi)
/∈ Q+.
Obviamente, ambas condiciones son abiertas y densas en Am. Sabemos, segu´n la
proposicio´n 1.3.1, que por cada pi existe una u´nica separatriz Σi 6= L∞ de FX , y que,
adema´s, las Σi definen m + 1 trayectorias Σi de X en los puntos pi ∈ L∞ que no
pueden ser completas por el teorema 2.2.1. Luego, Im es un conjunto que cumple las
condiciones del enunciado y el teorema queda demostrado.
Teorema 2.3.2. El conjunto de foliaciones definidas por campos vectoriales polino´mi-
cos de grado m ≥ 2 en C2 con alguna trayectoria completa en algu´n punto de L∞, y
el conjunto de foliaciones definidas por campos vectoriales polino´micos completos de
grado m ≥ 2 en C2 esta´n contenidos en el complementario de un abierto denso del
espacio A de todas las foliaciones definidas por campos vectoriales polino´micos en C2
de grado ≥ 2.
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Demostracio´n. Si definimos
U =
⋃
m≥2
Im,
donde Im es el abierto denso de Am que obtenemos por el teorema 2.3.1, como los
conjuntos Cm y Tm esta´n contenidos en el complementario de Im en Am para cada
m ≥ 2, entonces U es el abierto buscado.
La observacio´n 2.3.1 y la topolog´ıa de A justifican la siguente definicio´n.
Definicio´n 2.3.3. Diremos que una propiedad P es gene´rica en el conjunto de todos
los campos vectoriales polino´micos de C2 de grado ≥ 2 , si existe un subconjunto E
del espacio A de medida cero, tal que toda foliacio´n FX de A \ E verifica P.
Teorema 2.3.3. La propiedad de que un campo vectorial polino´mico en C2 de grado
≥ 2 no tenga ninguna trayectoria completa en ningu´n punto de L∞, y la propiedad de
que un campo polino´mico vectorial en C2 de grado ≥ 2 no sea completo son gene´ricas
en el conjunto de todos los campos vectoriales polino´micos en C2 de grado ≥ 2.
Demostracio´n. Si E = A \ U , donde
U =
⋃
m≥2
Im
es como en la demostracio´n del teorema 2.3.2, para cada m ≥ 2 el conjunto
E ∩ Am = Am \ Im
es complementario de un abierto denso en Am, y por tanto de medida cero en Am.
Concluimos que E es de medida cero en A, y segu´n el teorema 2.3.1 se sigue el
resultado.
2.4. Trayectorias que explotan a tiempo finito de
campos hamiltonianos.
Nos ocuparemos en esta seccio´n de un caso particular de campos holomorfos, a saber:
los campos vectoriales holomorfos hamiltonianos en C2. Recordemos su definicio´n.
Definicio´n 2.4.1. (Campo hamiltoniano) Diremos que un campo holomorfo X
en C2 es hamiltoniano si existe una funcio´n holomorfa H en C2 tal que
X = −∂H
∂z2
∂
∂z1
+
∂H
∂z1
∂
∂z2
.
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Para un campo hamiltoniano X tenemos que dH(X) vale ide´nticamente cero.
Esto significa que todas sus trayectorias esta´n contenidas en las curvas {H = λ}
de nivel de H, y as´ı H es una primera integral holomorfa de X. Sea XH el campo
holomorfo hamiltoniano asociado a H. Ya que H esta´ determinada de forma u´nica
salvo adicio´n de un escalar, podemos identificar el conjunto de los campos holomorfos
hamiltonianos con el espacio de funciones holomorfas de C2 con la topolog´ıa dada
por la convergencia uniforme en compactos. En [FG96] y [FG94], J.-E. Fornaess y S.
Grellier estudian para un campo holomorfo hamiltoniano X de C2 las trayectorias Cz
de X tales que la solucio´n ϕz que las define no esta´ acotada en tiempo real positivo,
probando que la propiedad de que exista un conjunto denso de puntos z en C2 para
los cuales la trayectoria Cz sea de este tipo es gene´rica en el espacio de los campos
hamiltonianos.
Estamos interesados en estudiar si existe un resultado ana´logo al de J.-E. Fornaess
y S. Grellier para campos polino´micos. Los campos polino´micos hamiltonianos de
grado cero (constantes) y de grado uno (lineales) no tienen ninguna trayectoria que
explote a tiempo finito, porque son, trivialmente, completos. Por esto, prescindiremos
en nuestro ana´lisis de ellos, y consideraremos el conjunto de campos polino´micos
hamiltonianos de grado ≥ 2. Lo primero es dotar a este conjunto de una topolog´ıa.
Igual que en el caso holomorfo, el polinomio H que define XH esta´ determinado de
forma u´nica salvo adicio´n de un escalar. Por eso, fijado un m natural ≥ 3, podemos
identificar el conjunto de campos hamiltonianos polino´micos de grado ≤ m− 1 con
el espacio vectorial complejo C[z1, z2]m de polinomios de grado ≤ m. Si Tm es la
topolog´ıa de C[z1, z2]m, y tomamos para todo par 3 ≤ k ≤ ` las inclusiones naturales
ik,` : C[z1, z2]k ↪→ C[z1, z2]`,
obtenemos un sistema inductivo dirigido de espacios topolo´gicos cuyo l´ımite nos define
una topolog´ıa T para el conjunto de polinomios de grado ≥ 3, al que designaremos
por C[z1, z2]3, y por tanto, tambie´n, para el conjunto de campos polino´micos hamil-
tonianos de grado m ≥ 2. As´ı, tenemos que un conjunto U de C[z1, z2]3 esta´ en T , si
su interseccio´n con cada C[z1, z2]k esta´ en Tk. Definimos las trayectorias que vamos a
analizar.
Definicio´n 2.4.2. Sea X un campo vectorial holomorfo en C2, y consideremos un
punto z en C2. Diremos que la trayectoria Cz de X por z explota a tiempo finito, si
la solucio´n ϕz : Ωz → Cz ⊂ C2 no esta´ acotada en algu´n disco perforado de radio
positivo Dr ⊂ Ωz.
Nuestro resultado es el siguiente.
Proposicio´n 2.4.1. Existe un abierto denso W del espacio de los campos vectoriales
polino´micos hamiltonianos en C2 de grado m ≥ 2 tal que, para cada XH en W , hay
un denso de puntos en C2 con trayectorias que explotan en tiempo finito.
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Demostracio´n. Probaremos primero que para todo m ≥ 3 existe un conjunto abierto
denso Wm de C[z1, z2]m tal que, para cada H ∈ Wm, XH tiene un denso de puntos
con trayectorias que explotan en tiempo finito.
Definimos el conjunto Wm de polinomios H de C[z1, z2]m cuya componente ho-
moge´nea Hm de grado m verifica que Hm = 0 tiene m ra´ıces p1, . . . , pm en CP1
distintas.
Claramente,Wm es un abierto denso de C[z1, z2]m. Para cadaH enWm, la foliacio´n
FXH esta´ determinada por la clausura proyectiva Cλ en CP2 de las curvas de nivel
{H = λ}. Sabemos, por (2.6), que las singularidades de FXH en L∞ son los puntos
[0 : z1 : z2] tales que
z1
∂Hm
∂z1
+ z2
∂Hm
∂z2
= 0. (2.9)
Por la identidad de Euler, (2.9) es igual a mHm = 0, y as´ı obtenemos que estos puntos
son exactamente p1, . . . , pm. Supondremos, adema´s, que todos ellos esta´n en L∞
⋂
U1
y que sus coordenadas son (0, αi) para cada i ∈ {1, . . . ,m}. De acuerdo con (2.7), el
jacobiano en pi del campo X1 representante de la foliacio´n FXH en U1 viene dado por ∂Hm∂z2 (1, αi) 0
(m− 1)Hm−1 (1, αi) m∂Hm∂z2 (1, αi)
 .
Como estamos suponiendo que cada pi es una ra´ız de multiplicidad uno de {Hm = 0}
vemos que
∂Hm
∂z2
(1, αi) 6= 0.
Por tanto, FXH tiene una singularidad no degenerada en pi, que es dicr´ıtica, pues
todas las curvas Cλ pasan por e´l. Cada rama Σ de Cλ en pi define una separatriz de
FXH por pi distinta de L∞, y por tanto, una trayectoria L de XH en pi ∈ L∞. Por el
teorema 2.2.1 (ver ecuacio´n (2.8)), se verifica que
indp(FXH ,Σ) = 1 < 1 + σ(m− 1).
Esto implica que XH en L \ {p} extiende a p con un polo de orden
k = 1− σ(m− 1) ≤ 0.
Concluimos que la norma de X no esta´ acotada en D∗, y L explota en tiempo finito.
Si definimos, para cada ` ≥ 3, el conjunto
Λ` =
⋃
k≥`
Wk,
tenemos que
W =
⋃
m≥3
Wm =
⋃
`≥3
Λ`.
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Al ser Λ`∩C[z1, z2]` un elemento de T`, sabemos que W esta´ en T . Si U es un abierto
no vac´ıo de T , es obvio que W ∩U 6= ∅. Concluimos que W es denso, y la proposicio´n
queda demostrada.
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Cap´ıtulo 3
Campos polino´micos completos en
trayectorias transcendentes.
En este cap´ıtulo clasificamos los campos vectoriales polino´micos en C2 que son com-
pletos sobre una trayectoria transcendente (es decir, propia y no algebraica). Como
aplicacio´n ma´s importante de este resultado demostramos que si un campo vectorial
polino´mico X en C2 es completo sobre una trayectoria transcendente y singular (es
decir, con ceros de X en su clausura), X es completo. Los resultados de este cap´ıtulo
han sido publicados en [Bus].
3.1. Introduccio´n
Establezcamos el tipo de trayectorias y de campos vectoriales que vamos a estudiar.
Con respecto a las trayectorias, estamos interesados en analizar aquellas que desde un
punto de vista extr´ınseco tienen la topolog´ıa ma´s sencilla posible, a saber: la inducida
por la topolog´ıa usual en C2.
Definicio´n 3.1.1. Si X es un campo vectorial holomorfo en C2 y Cz es una trayec-
toria de X, diremos que
1) Cz es propia si su clausura Cz en C2 define una curva anal´ıtica de dimensio´n
(pura) uno en C2. O, equivalentemente, si la inclusio´n i : Cz ↪→ C2 es propia.
2) la solucio´n ϕz : Ωz → Cz asociada a Cz es propia si la trayectoria Cz es propia.
3) una hoja L de la foliacio´n FX es propia si la trayectoria Cz de X que la define
es propia.
Ejemplo 2. Toda trayectoria de tipo C∗ de un campo vectorial completo en C2
sabemos que es propia en el sentido de la definicio´n 3.1.1 (ver teorema 1.6.1).
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Una propiedad importante de las trayectorias propias es que no pueden acumularse
en puntos regulares del campo.
Proposicio´n 3.1.1. Si Cz es una trayectoria propia
Cz = Cz ∪
(
Sing (X) ∩ Cz
)
.
Demostracio´n. Si existe un z′ en Cz \Cz tal que z′ /∈ Sing (X), fijado un punto p de
Cz′ \ Sing (X), uniendo z′ con p por un camino continuo
α : [0, 1] −→ Cz′ \ Sing (X)
tal que α(0) = z′ y α(1) = p, podemos elegir una particio´n
0 = t0 < t1 < . . . < tn = 1
de [0, 1], y unas cartas locales (Ui, φ), 0 ≤ i < n, de C2 tales que α[ti, ti+1] ⊂ Ui,
y de modo que el campo φ∗X en cada una de esas cartas sea el campo horizontal
(teorema de caja de flujo local, ver [GMOB89, p.12]). Luego, α(t1) ∈ Cz, y repitiendo
el mismo argumento, p ∈ Cz. Como este razonamiento es va´lido para cualquier p en
Cz′ \ Sing (X), hemos demostrado que Cz′ \ Sing (X) ⊂ Cz. Por tanto, Cz = Cz′ , y
de ah´ı una contradiccio´n.
Observacio´n 3.1.1. Sabemos que un campo polino´mico X en C2 define una foliacio´n
por curvas en C2 con singularidades aisladas que extiende a una foliacio´n FX de
CP2 (ver cap´ıtulo 2). Designaremos tambie´n a esta foliacio´n en C2 por FX , aunque,
estrictamente hablando, e´sta corresponda con la restriccio´n de FX a C2. Para cada
trayectoria Cz deX hemos definido su conjunto l´ımite lim (Cz), y cuando Cz es propia,
tenemos que lim (Cz) ∩ L∞, o esta´ formado por un subconjunto finito de puntos en
L∞, o coincide con L∞ (ver definicio´n 2.1.1 y proposicio´n 2.1.2). Estas dos situaciones
implican, respectivamente, que Cz sea algebraica o transcendente. Este hecho motiva
las siguientes definiciones.
Definiciones 3.1.1. Sea Cz una trayectoria propia de un campo vectorial polino´mico
X en C2. Diremos que Cz es transcendente (resp. algebraica) si lim (Cz)∩L∞ = L∞
(resp. si lim (Cz)∩L∞ es una cantidad finita de puntos). La correspondiente solucio´n
ϕz : Ωz → Cz sera´ algebraica o transcendente, si Cz es algebraica o transcendente,
respectivamente.
Observacio´n 3.1.2. En lo que sigue, transcendente significara´ propio y no algebraico.
Enunciado de los resultados principales.
La principal contribucio´n de este cap´ıtulo es la clasificacio´n de los campos vectoriales
polino´micos que son completos sobre una trayectoria transcendente, y que es conse-
cuencia de los dos siguientes teoremas.
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Teorema 3.1.1. Consideremos una trayectoria transcendente Cz de un campo vecto-
rial polino´mico X en C2 con ceros aislados, que es biholomorfa a C∗. Si X es completo
en Cz, salvo un automorfismo polino´mico del plano, tenemos las dos siguientes posi-
bilidades:
i) Existe una recta algebraica invariante por X, y entonces X es uno de los siguientes
campos:
i.1)
λx
∂
∂x
+ [a(x)y + b(x)]
∂
∂y
,
donde a(x), b(x) ∈ C[x] y λ ∈ C∗.
i.2)
x[n f(xmyn) + α]
∂
∂x
− y[mf(xmyn) + β] ∂
∂y
,
con m,n ∈ N∗, f(z) ∈ z · C[z], α, β ∈ C tales que β/α ∈ Q∗ y αm− βn ∈ C∗.
i.3)
x[nS + α]
∂
∂x
+
{
− [nT +m(x
`y + p(x))]S + αT
x`
}
∂
∂y
,
para m,n, ` ∈ N∗, α ∈ C∗, p(x) ∈ C[x] de grado < ` tal que p(0) 6= 0, T =
`x`y + xp′(x), S = f(xm(x`y + p(x))n) con f(z) ∈ z · C[z], y donde
[nxp′(x) +mp(x)]S + αxp′(x) ∈ x` · C[x, y].
En particular, X es completo en todos los casos.
ii) No existe una recta algebraica invariante por X, y entonces para una aplicacio´n
racional H definida como en (3.12) (ver Seccio´n 1.3 de este cap´ıtulo)
H∗X = uk ·
{
a(v)u
∂
∂u
+ λvt(vn − s)r ∂
∂v
}
donde a(v) ∈ C[v], t ∈ N, n, r ∈ N∗, k ∈ Z, y s, λ ∈ C∗.
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Teorema 3.1.2. Consideremos una trayectoria transcendente Cz de un campo vecto-
rial polino´mico X en C2 con ceros aislados, que es biholomorfa a C. Si X es completo
en Cz, existe un automorfismo anal´ıtico Φ de C2 tal que
Φ∗X = f(y)
∂
∂x
,
siendo f una funcio´n entera y nunca nula.
3.2. Preliminares
En esta seccio´n daremos las definiciones, resumiremos los conceptos y enunciaremos
los resultados que sera´n necesarios para la demostracio´n de nuestros teoremas.
3.2.1. Hojas propias de una foliacio´n algebraica
Finales transcendentes y algebraicos
Consideremos un campo polino´mico X en C2, y la foliacio´n FX inducida por e´l en C2.
Si L es una hoja de la foliacio´n FX , intr´ınsecamente, la topolog´ıa de L es la de una
superficie de Riemann inmersa en C2. Empezamos nuestro estudio de L fija´ndonos,
solamente, en algunas de sus partes.
Definicio´n 3.2.1. Un final aislado y plano Σ de una hoja L de FX es una sub-
superficie de Riemann con borde de L que es difeomorfa a S1 × [0,+∞).
Observacio´n 3.2.1. Como puede verse en [Tsu59], si tenemos en cuenta la estructura
holomorfa de Σ, existe un u´nico r ∈ [0, 1) verificando que Σ es biholomorfo al conjunto
Ar = {z, r < |z| ≤ 1} (ver figura 3.1). De ahora en adelante, nos referiremos a los
finales aislados y planos de L, simplemente, como finales. Si r es cero diremos que el
final Σ es parabo´lico. En caso contrario, se dice que Σ es hiperbo´lico. La hoja L es de
tipo topolo´gico finito si tiene una cantidad finita de finales.
Definicio´n 3.2.2. El final Σ es propio si la inclusio´n i : Σ ↪→ C2 define una inmer-
sio´n propia.
Observacio´n 3.2.2. Un final Σ de una hoja es propio si tiene la topolog´ıa extr´ınseca
ma´s sencilla posible, es decir, la inducida por la topolog´ıa usual de C2. Para un tal
Σ podemos definir su conjunto l´ımite lim (Σ) ana´logamente a como se hizo para una
trayectoria de X en (2.1). Basta tomar una sucesio´n creciente de conjuntos compactos
{Ki}∞i=1 de Σ que lo recubren, y definir
lim (Σ) =
∞⋂
i=1
Σ \Ki,
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A r Σ
Figura 3.1: Representacio´n holomorfa de un final Σ aislado y plano.
donde Σ \Ki designa la clausura de Σ \Ki en CP2. Adema´s, es posible saber co´mo
son los puntos de lim (Σ) ∩ L∞ por el mismo ana´lisis hecho en la proposicio´n 2.1.2.
Definicio´n 3.2.3. Dado un final Σ propio de una hoja L de FX , si lim (Σ)∩L∞ no
es vac´ıo, este conjunto, o bien se reduce a un u´nico punto p de L∞ que, adema´s, es
una singularidad de FX cuando L∞ es una hoja de esta foliacio´n, o por el contrario
es todo L∞. Decimos que Σ es algebraico o transcendente, respectivamente.
Foliaciones P– completas
Sea P : C2 → C un polinomio complejo, entonces:
Definicio´n 3.2.4. La foliacio´n FX es P– completa si existe un conjunto finito Q de
C tal que para todo t ∈ C \ Q :
1) la fibra P−1(t) es transversal a FX , y
2) hay un entorno abierto Ut de t en C tal que P : P−1(Ut)→ Ut es una fibracio´n
holomorfa y la restriccio´n de FX a P−1(Ut) define una trivializacio´n de esta
fibracio´n: existe un biholomorfismo de P−1(Ut) sobre Ut×P−1(t) que transforma
la foliacio´n FX |P−1(Ut) en la foliacio´n horizontal y la fibracio´n P|P−1(Ut) en la
fibracio´n vertical.
Observacio´n 3.2.3. Consideremos una foliacio´n FX que es P– completa. Sea t0(∈ Q)
un valor para el que la correspondiente fibra P−1(t0) y FX no son transversales en un
punto p de C2. Como Q es finito, podemos elegir un abierto Ut0 de C que contiene a
t0 y a ningu´n otro valor de Q. Tomemos ahora la foliacio´n cuyas hojas vienen dadas
por los niveles del polinomio P y cuyo conjunto singular tiene codimensio´n ≥ 2.
Esta foliacio´n esta´ definida, salvo multiplicacio´n por un nu´mero complejo distinto de
cero, por la uno forma polino´mica η resultado de eliminar el conjunto de ceros de
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dimensio´n uno de la diferencial dP . Vemos que la contraccio´n de η con X define una
curva algebraica
{η(X) = 0}
que pasa por p y se proyecta por P sobre un subconjunto de Q. Por la eleccio´n de
Ut0 , esto so´lo es posible si
{η(X) = 0} ∩ P−1(Ut0) ⊂ P−1(t0).
Por tanto, el conjunto de puntos en C2 tales que P no es transversal a FX es una curva
algebraica (quiza´ con ma´s de una componente conexa) contenida en P−1(Q). Hemos
probado que Q esta´ formado por el conjunto BP de valores at´ıpicos de P , entorno
a los cuales P no define una fibracio´n (topolo´gica) trivial (ver defininiciones 1.5.1),
y los valores de C donde algunas de las componentes de la correspondiente fibra son
invariantes por FX , y que notaremos por TP . Como FX y P son tangentes en los ceros
del campo X, se verifica que
P (Sing (FX)) ⊂ TP .
As´ı, por cada cero p de X pasa una curva algebraica invariante por X, que es una
componente de P−1(P (p)). Si t es valor cr´ıtico de P , la fibra P−1(t) puede tener
varias componentes (irreducibles), unas pueden ser invariantes por X, y otras no (ver
figura 3.2). Vemos tambie´n, consecuencia inmediata de 2) de la definicio´n 3.2.4, que
todas las fibras de P definidas por los valores de C \Q, son biholomorfas a la misma
superficie de Riemann S . Adema´s, BP y TP no son necesariamente disjuntos (ver
lema 3.4.11 y ejemplo [Bru98, p.1245]) .
Ejemplo 3. Tomemos un campo X de la forma
X = a(x)
∂
∂x
+ [b(x)y + c(x)]
∂
∂y
, (3.1)
donde a(x), b(x) y c(x) ∈ C[x]. La foliacio´n FX es x– completa. Como Bx = ∅, por la
observacio´n 3.2.3, tenemos que
Q = Tx = {x ∈ C| a(x) = 0}.
Si tomamos un x0 ∈ C \ Q, la ecuacio´n:
x′(t) = a(x(t)), x(0) = x0
tiene solucio´n local x : Dr → C en un disco de radio suficientemente pequen˜o en el
que supondremos define un biholomorfismo sobre su imagen. Obtenemos para cada
(x0, y) una ecuacio´n
y′(t) = b(x(t))y(t) + c(x(t)), y(0) = y,
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Foliación dada por Foliación dada por P X
componente  F X−−invariante
componente no FX−−invariante
de
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P
P
−1
−1
(Q)
(Q)
Figura 3.2: Estructura de P−1(Q).
que tiene por solucio´n y(t) en Dr, como se vera´ expl´ıcitamente en la demostracio´n de
la proposicio´n 3.4.1, la funcio´n
y(t) =
{
y +
∫ t
c(x(z)) e−[
∫ z b(x(s))ds]dz
}
e
∫ t b(x(s))ds.
Cada t ∈ Dr → (x(t), y(t)) define una solucio´n local (distinta) del campo X por
(x0, y). Identificando x(Dr) con el disco Dr(x0), y expresando t como funcio´n de x,
definimos el automorfismo
(x, y)
ψ−→
(
x,
{
y +
∫ t(x)
c(x(z)) e−[
∫ z b(x(s))ds]dz
}
e
∫ t(x) b(x(s))ds
)
de {(x, y) |x ∈ Dr(x0)} que transforma los discos horizontales Dr(x0) × {y} en las
hojas de la foliacio´n FX , preservando las l´ıneas verticales.
Holonomı´a global de FX entorno a P−1(Q)
Sea P un polinomio de fibra gene´rica S y FX una foliacio´n P– completa. Si tomamos
el fibrado E = C2 \ P−1(Q) con proyeccio´n P : E → C \ Q y fibra S vemos que se
cumplen las dos siguientes propiedades:
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a) para todo p ∈ E, la fibra de P sobre el valor P (p) es transversal a la hoja Lp
de FX que pasa por p.
b) Para cada hoja L de FX , P : L ∩ E → C \ Q es una cubierta holomorfa.
Estas dos condiciones nos dicen que la restriccio´n a E de FX es transversal a E en
el sentido cla´sico de foliacio´n transversal a un fibrado (ver cap´ıtulo 5 de [CLN85]).
Podemos definir entonces en cada abierto P−1(Ut), donde t ∈ C \ Q y Ut ⊂ C, una
identificacio´n cano´nica entre las fibras de P a trave´s de las hojas de FX , que nos
permite calcular la monodromı´a hγ de P a lo largo de cualquier camino γ en C \ Q
mediante las trivializaciones de FX . Expl´ıcitamente, hγ esta´ definida de la forma
siguiente (ver [CLN85, Cap´ıtulos 4 y 5]): para cada t0 6= t1 ∈ C \ Q y cualquier
camino γ : I = [0, 1]→ C \Q con γ(0) = t0 y γ(1) = t1, dado un punto p en P−1(t0),
si Lp es la hoja de FX que contiene a p, como
P : Lp ∩ E −→ C \ Q
define una cubierta holomorfa, existe un u´nico camino γ˜p : I → Lp tal que
γ˜p(0) = p y P ◦ γ˜p = γ.
Consideremos el biholomorfismo hγ : P
−1(t0) → P−1(t1) dado por hγ(p) = γ˜p(1). Se
verifica
hδ = hγ
para todo camino δ : I → C \ Q homo´topo a γ en C \ Q por una homotop´ıa relativa
a los extremos. Definimos la representacio´n (aplicacio´n de monodromı´a) del grupo
fundamental pi1(C \ Q, t0) en el grupo de automorfismos de S, Aut(S), siguiente:
ht0 : pi1(C \ Q, t0) −→ Aut(S) ' Aut(P−1(t0))
[γ] 7→ ht0 [γ] = hγ−1
Como el extremo final de la curva γ˜p so´lo depende de la clase de homotop´ıa de γ
−1,
se tiene que hγ(p) so´lo depende en su definicio´n de la clase de homotop´ıa de γ
−1.
Podemos escribir hγ = h[γ]. Se cumple que
(h[γ])
−1 = h[γ]−1 y h[γ∗δ] = h[γ] ◦ h[δ]
para todo [γ], [δ] ∈ pi1(C \ Q, t0), y por tanto, ht0 es homomorfismo de grupos.
Dados t0, t1 ∈ C \ Q, cualquier camino α : I → C \ Q con α(0) = t0 y α(1) = t1
induce un isomorfismo de grupos
α∗ : ht0(pi1(C \ Q, t0)) −→ ht1(pi1(C \ Q, t1))
ht0 [γ] 7→ hα ◦ ht0 [γ] ◦ hα−1
De esta manera podemos definir sin ambigu¨edad (salvo conjugacio´n):
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Figura 3.3: Final Σ en el infinito con respecto a P .
Definicio´n 3.2.5. Si FX es una foliacio´n P– completa, la holonomı´a global de FX
en torno a P−1(Q) o la monodromı´a de P en torno a Q es cualquier subgrupo de
Aut(S) de la forma ht(pi1(C \ Q, t)), con t ∈ C \ Q.
Final en el infinito con respecto a P
Tomemos γ : I = [0, 1]→ C\Q un ciclo (camino cerrado cuya imagen es difeomorfa a
un c´ırculo) en C\Q. La regio´n no acotada (resp. acotada) en C determinada por γ(I)
se llama exterior (resp. interior) de γ y sera´ designada por Γ+ (resp. Γ−). Diremos que
γ rodea a Q si Q ⊂ Γ−. La monodromı´a hγ que define un tal γ se llama monodromı´a
en el infinito (de P con respecto a FX). Como se vera´ ma´s tarde, la existencia de un
final propio y transcendente en una hoja de FX tiene consecuencias sobre su geometr´ıa
global, expresadas en te´rminos de la propiedad de ser P– completa. La forma natural
de construir una hoja de FX con este tipo de final es la siguiente: supongamos que la
monodromı´a en el infinito tiene un punto p perio´dico de per´ıodo d ≥ 1. Entonces, la
hoja Lp de FX que pasa por p tiene un final
Σ = P−1(C \ Γ−) ∩ Lp
que es propio, y de tal forma que P : Σ→ C \ Γ− define una cubierta finita de grado
d sobre Γ+. Diremos que Σ esta´ en el infinito con respecto a P (ver figura 3.3).
Observacio´n 3.2.4. Si γˆ es un ciclo en C que rodea a Q y tal que Γ+ ⊂ Γˆ+, como
γ y γˆ son homo´topos en C \ Q , las monodromı´as hγ y hγˆ son conjugadas por un
elemento de Aut(S). Esto implica que hγˆ tiene un punto perio´dico, de per´ıodo d,
y por construccio´n, Σˆ = P−1(C \ Γˆ−) ∩ Lp es un final de Lp que contiene a Σ y
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que esta´ tambie´n en el infinito con respecto a P . Como estos dos finales Σ y Σˆ son
parabo´licos (es decir, con r = 0 segu´n la observacio´n 3.2.1), son biholomorfos a un
disco perforado. Esta sencilla razo´n demuestra que Σ y Σˆ pueden considerarse como
el mismo final de L.
Resultados de M. Brunella
Podemos ahora enunciar los resultados principales de [Bru98].
Teorema 3.2.1. (Brunella, [Bru98]) Sea FX una foliacio´n en C2 definida por
un campo polino´mico X con una hoja L que tiene un final propio y transcendente.
Entonces existe un polinomio complejo P : C2 → C, cuya fibra gene´rica es biholomorfa
a C o C∗, tal que FX es P– completa. Adema´s, el final Σ esta´ en el infinito con
respecto a P o (no excluyente) FX es conjugada de la foliacio´n definida por un campo
de vectores constante por un automorfismo holomorfo de C2.
Observacio´n 3.2.5. La fibra gene´rica del polinomio P del teorema 3.2.1 es irre-
ducible. Por tanto, P es primitivo en el sentido de Stein (ver teorema 1.5.4). Un hecho
que utilizaremos repetidas veces a lo largo de esta memoria es el que la propiedad
de que una foliacio´n FX sea P– completa es invariante por cambios de coordenadas
polino´micos: si una foliacio´n FX es P– completa y Φ es un automorfismo polino´mico
de C2 entonces Φ∗FX = FΦ∗X es (P ◦ Φ)– completa.
Foliacio´n P– completa con P de tipo C. Sea FX una foliacio´n P– completa con
P un polinomio de fibra gene´rica biholomorfa a C. Sabemos que despue´s de un auto-
morfismo polino´mico P se escribe como P = x (ver teorema 1.5.2). Este hecho, como
esta´ indicado en [Bru98, pp. 1230], determina completamente FX .
Lema 3.2.1. Toda foliacio´n FX en C2 que es x– completa (siendo x una coordenada
en C2) esta´ generada por un campo de la forma
a(x)
∂
∂x
+ [b(x)y + c(x)]
∂
∂y
, con a(x), b(x) y c(x) en C[x].
Demostracio´n. Supongamos que
X = A
∂
∂x
+B
∂
∂y
con A,B ∈ C[x, y].
De acuerdo con la definicio´n 3.2.4, FX es transversal a todas las rectas {x = t},
con t 6∈ Q. Por tanto, A(x, y) es de la forma a(x) y Q = {x | a(x) = 0}. Adema´s,
para todo t ∈ C \ Q existe un disco Dr(t) en C de centro t y radio r > 0 tal que
FX restringido a Dr(t)×C define una trivializacio´n de la fibracio´n vertical en Dr(t).
As´ı, es posible definir un automorfismo anal´ıtico de Dr(t) × C que transforma las
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hojas de FX en discos horizontales Dr(t)× {y}, preservando las rectas verticales. En
particular, esto significa que X puede extenderse a una foliacio´n de CP1 × CP1 que
deja invariante la recta CP1 × {∞} (ver [Bru98, pp. 1230]). Tomando coordenadas
(x, v) = φ(x, y) = (x, 1/y), el campo vectorial φ∗X esta´ definido por
a(x)
∂
∂x
− v2B(x, 1/v) ∂
∂v
.
Como {v = 0} es invariante, B tiene que ser un polinomio de grado menor o igual a
uno en la y, y X es como en (3.1).
Observacio´n 3.2.6. El caso de un polinomio P con fibra gene´rica biholomorfa a C∗
es ma´s delicado porque existen una cantidad infinita de polinomios con fibra gene´rica
biholomorfa a C∗ que no son equivalentes por un automorfismo polino´mico de C2
(ver teorema 1.5.5), y por tanto, esencialmemente distintos. En la siguiente seccio´n
daremos una forma expl´ıcita para este tipo de foliaciones.
Corolario 3.2.1. (Brunella, [Bru98]) Sea FX una foliacio´n en C2, definida por
un campo polino´mico, que posee una hoja L que es propia y de tipo topolo´gico finito.
Si todos los finales de L son transcendentes entonces L es isomorfa anal´ıticamente a
C y FX es conjugada por un automorfismo holomorfo a la foliacio´n definida por un
campo de vectores constante.
3.2.2. Teor´ıa de Nevanlinna y aplicaciones
La Teor´ıa de Nevanlinna es la teor´ıa que estudia la distribucio´n de los valores de una
funcio´n meromorfa. Fue iniciada por los hermanos Frithiof y Rolf Nevanlinna en los
an˜os 20, y ha tenido un amplio desarrollo hasta el momento presente.
La funcio´n caracter´ıstica y la fo´rmula de Poisson-Jensen ([Hil76])
Explicamos ahora el punto de partida de la teor´ıa de Nevanlinna: la fo´rmula de
Poisson-Jensen, y su reformulacio´n en te´rminos de la funcio´n caracter´ıstica.
Supongamos que f es una funcio´n meromorfa en un disco Dr cerrado de radio r > 0
y centro 0, que no tiene ni ceros ni polos en z = 0 o´ |z| = r. Designaremos sus ceros
por a1, . . . , aj, siendo |aα| = `α, y sus polos por b1, . . . , bk, siendo |bβ| = pβ, teniendo
en cuenta sus multiplicidades. Para cada nu´mero complejo a en D∗r, introducimos la
siguiente transformacio´n de Mo¨bius:
Q(z; a, r) =
r(z − a)
r2 − a¯z .
Observamos que Q(z; a, r) transforma la circunferencia |z| = r en la circunferencia
unitaria |w| = 1; y el interior (exterior) del primer c´ırculo en el interior (exterior) del
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segundo c´ırculo. Queremos definir una funcio´n holomorfa H en Dr, tal que su mo´dulo
coincida con el de f sobre la circunferencia |z| = r. Utilizando las transformaciones de
Mo¨bius anteriores vemos que la siguiente funcio´n satisface las condiciones deseadas:
H(z) = f(z)
j∏
α=1
[Q(z; aα, r)]
−1
k∏
β=1
Q(z; bβ, r). (3.2)
Adema´s, como H(z) no toma los valores ∞ y 0, podemos considerar una determi-
nacio´n del logaritmo y definir la funcio´n holomorfa en Dr dada por L(z) = logH(z).
Expresando L como suma de su parte real e imaginaria, es decir,
L(z) = log |H(z)|+ i argH(z),
obtenemos que
logH(z) = −logH(0) + 1
pi i
∫
|t|=r
log |H(t)|
t− z dt
= logH(0) +
1
pi
∫
|t|=r
argH(t)
t− z dt,
(3.3)
ya que sumando miembro a miembro las dos ecuaciones (3.3), y despejando logH(z),
se obtiene la fo´rmula integral de Cauchy
logH(z) =
1
2pi i
∫
|t|=r
log |H(t)|+ i argH(t)
t− z dt.
Debido a que |H(z)| = |f(z)| en |z| = r, de (3.3) y (3.2), concluimos que
log f(z) = −logH(0) + 1
pi i
∫
|t|=r
log |f(t)|
t− z dt
+
j∑
α=1
logQ(z; aα, r)−
k∑
β=1
logQ(z; bβ, r).
(3.4)
Igualando ahora las partes reales de ambos miembros de (3.4), tenemos la fo´rmula
de Poisson-Jensen :
1
2pi
∫ 2pi
0
log |f(reiθ)| dθ = log |f(0)|+
j∑
α=1
log
r
`α
−
k∑
β=1
log
r
pβ
. (3.5)
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Definimos ahora algunas funciones que nos permitira´n reformular (3.5). Para cada
nu´mero t > 0, notaremos el nu´mero max {0, log t} por log+ t. Definimos entonces la
funcio´n de proximidad de f como
r ∈ [0,∞)→ m(r, f) = 1
2pi
∫ 2pi
0
log+ |f(reiθ)| dθ. (3.6)
Puesto que se verifica
log |t| = log+ |t| − log+ 1|t| , (3.7)
el miembro izquierdo de (3.5) es igual a
1
2pi
∫ 2pi
0
log |f(reiθ)| dθ = m(r, f)−m (r, 1/f) .
Para reescribir (3.5), primero definimos la funcio´n n(s, f), cuyo valor en cada s ≥ 0
es el nu´mero de veces, con multiplicidad, que la funcio´n f hace un polo en Ds. Ya que
los b1, . . . , bk esta´n tomados segu´n su multiplicidad, la funcio´n contadora:
r ∈ [0,∞)→ N(r, f) =
∫ r
0
n(s, f)
ds
s
, (3.8)
se expresa integrando de forma expl´ıcita como
N(r, f) =
k∑
β=1
log
r
pβ
.
De la misma forma se tiene que
N (r, 1/f) =
j∑
β=1
log
r
`α
,
y entonces (3.5) se puede escribir como
log |f(0)| = m (r, 1/f) +N (r, 1/f)−m(r, f)−N(r, f). (3.9)
Observacio´n 3.2.7. Supongamos que el desarrollo de Laurent de f en el origen es
f(z) = amz
m+ . . . , con m ∈ Z. Notaremos al primer coeficiente no nulo de esta serie
por cf . Hasta el momento, so´lo hemos analizado el caso de una f meromorfa en Dr
tal que f(0) 6= 0,∞. Observamos que en caso de que f tenga un cero o un polo en el
origen, basta aplicar el estudio anterior a la funcio´n f/zm para obtener una fo´rmula
ana´loga a (3.9) (ver [Lan87, pa´g. 162]).
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Ahora introducimos la funcio´n protagonista de esta teor´ıa. Supongamos que f es
meromorfa en todo C. Entonces
T (r, f) = m(r, f) +N(r, f), (3.10)
esta´ definida para todo r > 0, y se llama funcio´n caracter´ıstica. La funcio´n T (r, f) es
continua y creciente. Adema´s,
l´ım
r→∞
T (r, f) =∞,
a menos que f sea constante, en cuyo caso permanece acotada. La funcio´n carac-
ter´ıstica mide la afinidad de f al valor ∞. Obtenemos entonces de (3.9) y de la
observacio´n 3.2.7 el siguiente resultado:
Teorema 3.2.2. (Fo´rmula de Poisson-Jensen). Para toda funcio´n meromorfa f
en C se verifica que T (r, 1/f)− T (r, f) = log |cf |.
Notaciones 3.2.1. Segu´n la notacio´n cla´sica de M. Landau, para dos funciones reales
A(r) y B(r) positivas se dice que:
• A(r) es o–pequen˜a de B(r), y se escribe A(r) = o(B(r)), cuando B(r) no es ide´nti-
camente cero y
l´ım
r→∞
A(r)
B(r)
= 0, y
• A(r) es o–grande de B(r), y se escribe A(r) = O(B(r)), cuando existen un r0 ∈ R
y una constante c positiva tales que
A(r) ≤ cB(r), para todo r ≥ r0.
Observacio´n 3.2.8. Como S. Lang en [Lan87], nosotros escribiremos oexc y Oexc
cuando las estimaciones de Landau sean gene´ricas, es decir, sean va´lidas fuera de un
conjunto de medida de Lebesgue finita.
Enunciamos algunas propiedades ba´sicas de la funcio´n caracter´ıstica:
Teorema 3.2.3. Sean f y g dos funciones meromorfas en C. Se cumple que:
i) T (r, fg) ≤ T (r, f) + T (r, g) +O(1),
ii) T (r, f + g) ≤ T (r, f) + T (r, g) +O(1), y
iii) T (r, kf) = T (r, f) +O(1) para k ∈ C∗.
iv) T (r, fd) = d T (r, f) para d ∈ N∗.
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Demostracio´n. Para i), ii) y iv) ver [Tsu59, Teorema V.2], iii) es consecuencia in-
mediata de la definicio´n de funcio´n caracter´ıstica.
La estimacio´n ma´s importante que utilizaremos viene dada en el siguiente teorema:
Teorema 3.2.4. (Derivacio´n logar´ıtmica [Lan87, p. 169]). Sea f una funcio´n
meromorfa en C y no constante, entonces se verifica que
m(r, f ′/f) = oexc(T (r, f)).
Observacio´n 3.2.9. Cuando f es una funcio´n entera y sin ceros, como la funcio´n
f ′/f no tiene polos, entonces N(r, f ′/f) ≡ 0, y por tanto
T (r, f ′/f) = m(r, f ′/f) = oexc(T (r, f)).
Funciones enteras ligadas por una relacio´n lineal. Sobre un Teorema de
Anderse´n-Borel ([And00])
Recordemos que el Teorema de Picard nos dice que cada funcio´n entera no constante
de una variable compleja toma todos los valores excepto a lo ma´s uno de ellos. Dicho
teorema es equivalente al siguiente enunciado: si dos funciones enteras y sin ceros f1 y
f2 satisfacen una relacio´n lineal del tipo f1+f2 = 1, estas funciones son necesariamente
constantes. El problema de ver co´mo esta´n ligadas una familia finita {f1, . . . , fn}
de funciones enteras y sin ceros que satisfacen una relacio´n lineal homoge´nea del
tipo f1 + · · · + fn = 0, se remonta al estudio hecho por M. Borel en [Bor87], quien
generalizo´ el Teorema de Picard con su resultado:
Teorema 3.2.5. (Borel, [Bor87] ) Se consideran n funciones f1, . . . , fn enteras sin
ceros que satisfacen la relacio´n
f1 + f2 + · · ·+ fn = 0.
Sea la relacio´n de equivalencia en {1, . . . , n} dada por i ∼ j si existe una constante
c (necesariamente distinta de cero) tal que fi = cfj, y sea S el conjunto de clases de
equivalencia. Entonces ∑
i∈S
fi = 0.
Si n ≤ 2 entonces hay una u´nica clase de equivalencia.
E. Anderse´n interpreta este resultado de M. Borel de la forma siguiente.
Teorema 3.2.6. (Anderse´n, [And00] ). Sean f, f1,. . . ,fn funciones enteras de una
variable compleja que satisfacen ∑
i
fi = f.
Si f1, . . . , fn no tienen ceros, entonces se verifica uno de los dos casos:
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1. T (r, fi) = Oexc(T (r, f) + 1) para todo i.
2. Existe algu´n I ⊂ {1, . . . , n} tal que Σi∈Ifi = 0.
3.3. Foliacio´n P– completa con P de tipo C∗
Para una foliacio´n FX que es P– completa con P de fibra gene´rica biholomorfa a C,
segu´n se ha visto en el lema 3.2.1 y como esta´ indicado en [Bru98], es el hecho de
que P este´ determinado de forma u´nica salvo un automorfismo polino´mico el que nos
permite saber co´mo es FX . Sin embargo, cuando P tiene fibra gene´rica biholomorfa
a C∗, nada se dice en [Bru98] acerca de la forma expl´ıcita que ha de tener FX . Como
indica´bamos en la observacio´n 3.2.6, la razo´n de que este caso sea ma´s delicado de
tratar es la existencia de infinitos polinomios con fibra gene´rica biholomorfa a C∗
no equivalentes por un automorfismo polino´mico. En esta seccio´n hemos desarrollado
una forma normal en te´rminos de los polinomios de Saito–Suzuki para una foliacio´n
de este tipo, que nos permitira´ formular expl´ıcitamente el teorema 3.2.1 sobre las
foliaciones con una hoja con un final propio transcendente.
Forma normal
Consideremos una foliacio´n FX que es P– completa con P de fibra gene´rica biholo-
morfa a C∗. Como el polinomio sabemos que es primitivo y de tipo C∗ (ver proposi-
cio´n 1.5.1), podemos aplicar el teorema 1.5.5 y suponer que P se escribe como
P = xm(x`y + p(x))
n
, (3.11)
con m,n ∈ N∗, ` ∈ N y p(x) un polinomio en C[x] de grado ≤ `− 1 con te´rmino
independiente p(0) 6= 0 si ` > 0, o´ p(x) ≡ 0 si ` = 0.
Observacio´n 3.3.1. Para todo k 6= 0, la fibra de P sobre k es una curva algebraica
irreducible y, por tanto, conexa. Sin embargo, la fibra de P sobre 0, que llamaremos
fibra singular de P , esta´ formada por dos componentes. Una siempre es biholomorfa a
C (la recta {x = 0}), y la otra biholomorfa a C∗ si ` > 0 (la curva {x`y+ p(x) = 0}),
o a C si ` = 0 (la recta {y = 0}). P no define una fibracio´n trivial alrededor del 0,
ya que en caso contrario todas las fibras de P en un entorno de 0 no ser´ıan conexas,
lo que contradice lo dicho anteriormente. As´ı, 0 es un valor cr´ıtico de P . De hecho,
0 es el u´nico valor cr´ıtico de P : para cada punto (x, y) de C2 \ P−1(0), la 1–forma
dP (x, y), que viene dada por
xm−1(x`y + p(x))
n−1 · {[(m+ n`)x`y +mp(x) + nxp′(x)]dx+ nx`+1dy}
nunca se anula.
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Tomemos la aplicacio´n racional H de C2 \ {u = 0} a C2 \ {x = 0} definida por
H :
{
x = un
y = u−(n`+m)[v − ump(un)]. (3.12)
Proposicio´n 3.3.1. Sea FX una foliacio´n P– completa con P como en (3.11). En-
tonces, la foliacio´n levantada H∗FX por la aplicacio´n racional H definida como en
(3.12) esta´ generada por un campo vectorial de la forma
a(v)u
∂
∂u
+ c(v)
∂
∂v
, con a(v), c(v) ∈ C[v]. (3.13)
Antes de demostrar esta proposicio´n, explicaremos por que´ hemos elegido este
cambio H. Si designamos a la l´ınea horizontal C × {v} por Lv, H esta´ definida de
acuerdo a las dos siguientes relaciones polino´micas:
x = un y x`y + p(x) =
v
um
,
para que la imagen inversa por H de una fibra P−1(k) cualquiera de P sobre un valor
k 6= 0 venga dada por la familia de n rectas horizontales perforadas:
Lξ1k \ {(0, ξ1k)}, . . . , Lξnk \ {(0, ξnk)},
donde ξjk, para j = 1, . . . , n, son las ra´ıces ene´simas de k (ver figura 3.4). Por otra
parte, como DH(u,v) es un isomorfismo lineal para todo (u, v) ∈ C2\{u = 0} podemos
definir el campo vectorial holomorfo H∗X en C2 \ {u = 0} resultado de levantar X
por H, es decir,
H∗X(u, v) = DH−1H(u,v)(X(H(u, v))).
Este campo visto como campo racional en C2 tiene a lo ma´s un cero o un polo
de codimensio´n uno en la recta {u = 0}. Si eliminamos este posible polo o cero
multiplicando H∗X por la potencia entera s de u conveniente, obtenemos un campo
vectorial polino´mico con singularidades aisladas de la forma
us ·H∗X, con s ∈ Z,
que genera la foliacio´n H∗FX . De esta manera podemos preguntarnos co´mo se com-
porta H∗FX con respecto a la foliacio´n horizontal.
Demostracio´n de la proposicio´n 3.3.1. Definamos el conjunto finito de valores
Qv = {t ∈ C | tn ∈ Q},
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P = k
ξ
ξ
1
k
H
Figura 3.4: Cambio racional H.
donde Q es el conjunto asociado a P en la definicio´n de foliacio´n P– completa (ver
definicio´n 3.2.4). Despue´s del lema 3.2.1, es suficiente probar que H∗FX es una fo-
liacio´n v– completa (con respecto a Qv) que deja invariante el eje de coordenadas
{u = 0}.
Dado t 6∈ Qv, ya que 0 esta´ siempre en Q (ver observacio´n 3.3.1) y como para
todo k 6= 0 existe siempre un disco Dr(k) de centro k y radio r > 0 suficientemente
pequen˜o para que la imagen inversa de K = P−1(Dr(k)) por H conste de n cilindros
disjuntos
Cjk := (u× Dr′(ξjk)) \ {u = 0} para r′ = n
√
r y j = 1, . . . , n,
podemos asumir que t es una ra´ız n– e´sima de k, digamos ξ1k. Por otra parte, uti-
lizando que FX es P– completa, supondremos que para ese mismo Dr(k) existe un
biholomorfismo
ϕ : K −→ Dr(k)× P−1(k),
que transforma las hojas de la foliacio´n FX en discos horizontales Dr(k)×{p}, con p ∈
P−1(k), y que lleva la fibracio´n P : K → Dr(k) en la fibracio´n vertical. Identificamos
as´ı K y Dr(k)× P−1(k). Al ser H submersio´n, la aplicacio´n
H : H−1(Dr(k)× {p}) −→ Dr(k)× {p}
es una cubierta finita para cualquier p ∈ P−1(k). De ah´ı que su restriccio´n a cada
componente conexa C de H−1(Dr(k)× {p}) defina un biholomorfismo del conjunto C
en Dr(k)× {p}. Concluimos que cada uno de los cilindros Cjk esta´ foliado por discos
que esta´n contenidos en las hojas de H∗FX y cortan transversalmente a cada recta
horizontal Lv en un u´nico punto (ver figura 3.5).
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Hu = 0 x = 0
P 
D r(k)
P = kC1k
Cnk
Figura 3.5: Seccio´n de los cilindros Cjk.
Construimos ahora un automorfismo S de C1k que transforma las hojas de H
∗FX
en discos verticales {u} × Dr′(t), preservando las rectas horizontales. Tomemos la
aplicacio´n h(u, v) que a cada punto (u, v) asocia hγ(u), donde hγ es la holonomı´a a lo
largo de un camino γ : I → Dr′(t) que conecta v con ξ1k (ver observacio´n 3.3.1). Basta
definir S como el inverso de S−1(u, v) = (h(u, v), v), para obtener el automorfismo
deseado.
El siguiente paso es definir un automorfismo de C1k∪({0}×Dr′(t)) con las mismas
propiedades que tiene S con respecto a H∗FX y Lv en C1k, y tal que, adema´s, deje
fijo el disco {0} × Dr′(t). Para ello, observamos que si restringimos S a cada Lv, con
v ∈ Dr′(t), tenemos un automorfismo Sv de Lv \ {(0, v)} = C∗ × {v}. Por el Teorema
Grande de Picard, Sv puede extenderse a un automorfismo de CP1 × {v} de una de
las dos u´nicas maneras posibles: como (avu
α, v), con α = 1 o´ −1, y av ∈ C∗. Por otra
parte, al ser S holomorfo, la asignacio´n
Dr′(t) 3 v 7→ Sv ∈ Aut(CP1 × {v}) ' Aut(CP1)
define una familia continua de automorfismos de CP1. Pero como la condicio´n de tener
cero o polo en un punto es cerrada en Aut(CP1), por continuidad, concluimos que
α ≡ 1 o´ −1 para todo v ∈ Dr′(t), y por tanto, S es de la forma
S(u, v) = (a(v)uα, v),
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para la funcio´n a(v) = av holomorfa en Dr′(t) y α = 1 o´ −1. Esto demuestra que S
extiende como automorfismo de CP1 × Dr′(t).
• Si α = 1, S es el automorfismo que esta´bamos buscando, es decir, env´ıa las hojas
de H∗FX en discos verticales {u} × Dr′(t) preservando las rectas horizontales, y fija
{0} × Dr′(t).
• Si α = −1, basta tomar S(1/u, v).
Hemos probado que H∗FX verifica la propiedad 2) de la definicio´n 3.2.4 y deja
invariante {u = 0}. Claramente H∗FX es transversal en C2 \ {u = 0} a v = t con
t 6∈ Qv. De ah´ı que tambie´n 1) de la definicio´n 3.2.4 se verifique, y la proposicio´n
quede demostrada.
Ejemplos expl´ıcitos de foliaciones P– completas con un polinomio P de
fibra gene´rica biholomorfa a C∗
Tomemos un polinomio P = xm(x`y + p(x)) en la forma (3.11) con m ∈ N∗ y n = 1.
Como para este caso la aplicacio´n (3.12) es un biholomorfismo de C2 \ {u = 0} en
C2 \ {x = 0}, dado el campo
Y = a(v)u
∂
∂u
+ b(v)
∂
∂y
, donde a(v), b(v) ∈ C[v],
podemos calcular el campo racional H∗Y . Eliminando el polo o cero de codimensio´n
uno deH∗Y a lo largo de {x = 0}, obtenemos un campo holomorfoX, y un argumento
ana´logo al hecho en la demostracio´n de la proposicio´n anterior prueba que, ya que FY
es v– completa, FX es P– completa. Expl´ıcitamente, FX esta´ definida por el campo
xs ·H∗Y , donde H∗Y viene dado por
H∗Y =
 1 0
`xmp(x)− xm+1p′(x)− (m+ `)t
xm+`+1
1
xm+`
 ·
 a(t)x
b(t)
 =
= xa(t)
∂
∂x
+
{−xm[(m+ `)x`y + xp′(x) +mp(x)]a(t) + b(t)
xm+`
}
∂
∂y
,
donde t = P = xm(x`y + p(x)) y s es el orden de H∗Y a lo largo de {x = 0}.
Reformulacio´n del Teorema de Brunella
La proposicio´n 3.3.1 junto con el lema 3.2.1 implican que el teorema 3.2.1 puede
enunciarse del siguiente modo:
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Teorema 3.3.1. Consideremos una una foliacio´n FX en C2 definida por un campo
vectorial polino´mico X tal que una de sus hojas L posee un final propio y transcen-
dente. Entonces, salvo un automorfismo polino´mico de C2, existen las dos u´nicas
siguientes posibilidades para FX :
a) que este´ definida por
X = a(x)
∂
∂x
+ [b(x)y + c(x)]
∂
∂y
,
donde a(x), b(x) y c(x) ∈ C[x], o bien que
b) para una aplicacio´n racional H definida como (3.12) la foliacio´n levantada
H∗FX este´ generada por un campo de la forma
a(v)u
∂
∂u
+ c(v)
∂
∂v
,
con a(v), c(v) ∈ C[v].
3.4. Trayectorias transcendentes
En esta seccio´n nos ocuparemos de la demostracio´n de los dos resultados principales
de este cap´ıtulo (teoremas 3.1.1 y 3.1.2). Sea X un campo vectorial polino´mico en
C2, entonces
Lema 3.4.1. Si Cz es una trayectoria transcendente sobre la que X es completo,
existe un final de Cz que es transcendente y propio.
Demostracio´n. Como X es completo en Cz, tenemos que Cz es biholomorfa a C o a
C∗ (ver proposicio´n 1.6.1). Si Cz es de tipo C, es suficiente tomar un disco Dr en Cz
y definir el final propio como Cz \Dr. Cuando Cz es de tipo C∗, esta trayectoria tiene
dos finales propios: Cz \Dr y Dr \ {0}, y como Cz es transcendente, uno de los dos ha
de ser transcendente: en caso contrario, por el Teorema de Chow, Cz ser´ıa algebraica,
lo que contradice nuestra hipo´tesis.
Proposicio´n 3.4.1. Sea Cz una trayectoria transcendente sobre la que X es completo.
Si FX es P– completa con P de fibra gene´rica biholomorfa a C, existen un automor-
fismo polino´mico Φ de C2, polinomios b(x), c(x) ∈ C[x], λ ∈ C∗, y N ∈ {0, 1} tales
que
X = λxN
∂
∂x
+ [b(x)y + c(x)]
∂
∂y
. (3.14)
En particular, X es completo.
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Demostracio´n. Sabemos que X es como (3.1) despue´s de un automorfismo polino´mico
Φ de C2 (ver lema 3.2.1). Adema´s, el conjunto Q (= Tx) definido como
{k ∈ C |x = k es invariante por FX}
coincide en este caso con el conjunto de ceros {a(x) = 0} (ver observacio´n 3.2.3).
Por tanto, si Q tuviese ma´s de un punto, tomando la solucio´n Φ−1 ◦ ϕz : C → C de
Φ∗X, la funcio´n entera P ◦ ϕz no tomar´ıa al menos dos valores (los valores de Q), y
por el Teorema de Picard ser´ıa constante, lo que es una contradiccio´n. Por tanto, o
bien Q se reduce a un u´nico punto, que podemos asumir que es el 0, o es vac´ıo. De
ah´ı que a(x) = λxN con λ ∈ C∗ y N ∈ N. Finalmente, ya que Φ∗X es completo sobre
Φ−1(Cz), N es 0 o´ 1 (ver proposicio´n 1.6.3). Veamos que X es completo. El sistema
de ecuaciones que define X viene dado por
x′(t) = λxN(t)
y′(t) = b(x(t))y(t) + c(x(t)).
(3.15)
Fijado cualquier (x, y) en C2, calculamos la solucio´n local de X por este punto inte-
grando (3.15). De la primera ecuacio´n obtenemos que
x(t) =
{
λ t+ x, si N = 0,
xeλ t si N = 1.
(3.16)
Sustituyendo el valor de x(t) obtenido en (3.16) en la segunda ecuacio´n de (3.15)
resulta una ecuacio´n que puede resolverse por cuadraturas, es decir, por integracio´n
expl´ıcita. Tomando y = uv, esta ecuacio´n se reescribe como
(uv)′ = uv′ + u′v = b(x(t))uv + c(x(t)).
Si imponemos que v′ = b(x(t))v, tenemos que
v(t) = e
∫
b(x(s))ds y u′v = c(x(t)).
Por tanto,
u(t) = µ+
∫
c(x(z)) e−[
∫
b(x(s))ds] dz, con µ ∈ C,
y el flujo de X esta´ definido por
ϕ(t, x, y) =
(
x(t),
{
y +
∫ t
c(x(z)) e−[
∫ z b(x(s))ds]dz
}
e
∫ t b(x(s))ds) . (3.17)
De esta manera, tenemos que X es completo.
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3.4.1. Trayectorias biholomorfas a C∗
Demostracio´n del Teorema 3.1.1.
Despue´s del Lemma 3.4.1, supondremos que Σ = Cz \Dr es un final transcendente de
Cz, que es propio. El teorema 3.2.1 implica entonces que existe un polinomio P con
fibra gene´rica biholomorfa a C o a C∗ tal que la foliacio´n FX es P– completa.
Si P tiene fibra gene´rica biholomorfa a C, X esta´ definido por (3.14) como conse-
cuencia de la proposicio´n 3.4.1. Si N fuese 0, el flujo de X estar´ıa definido por (3.17)
con x(t) = λ t+ x, es decir,
ϕ(t, x, y) =
(
λ t+ x,
{
y +
∫ t
c(z + x) e−[
∫ z b(s+x)ds]dz
}
e
∫ t b(s+x)ds) . (3.18)
Y como x(t) no es perio´dica, todas las trayectorias de X ser´ıan biholomorfas a C, lo
que es imposible. De ah´ı que N = 1 y que X sea como en i.1) del teorema 3.1.1.
Supongamos que P tiene fibra gene´rica biholomorfa a C∗. De ahora en adelante,
asumiremos que P es de la forma (3.11), es decir, P se escribe como
P = xm(x`y + p(x))
n
,
con m,n ∈ N∗, ` ∈ N y p(x) un polinomio en C[x] de grado ≤ `− 1 con te´rmino
independiente p(0) 6= 0 si ` > 0, o´ p(x) ≡ 0 si ` = 0. Analizamos su conjunto Q en el
siguiente lema.
Lema 3.4.2. Existe s ∈ C tal que P restringido a Cz define una cubierta finita
ramificada sobre C \ {s}. Adema´s, Q = {0, s}.
Demostracio´n. Recordemos de la observacio´n 3.3.1 los dos siguientes hechos:
1. el valor 0, que esta´ en Q, es el u´nico valor cr´ıtico de P , y
2. cada fibra de P sobre un valor distinto de 0 tiene so´lo una componente conexa.
De esta forma, si existe un valor distinto de 0 que esta´ en Q, la correspondiente fibra
debe ser invariante por FX (ver observacio´n 3.2.3). Como estamos suponiendo que Cz
es biholomorfa a C∗, FX no puede ser conjugada por un automorfismo holomorfo a
la foliacio´n definida por un campo de vectores constante. Luego, por el teorema 3.2.1
el final Σ debe estar en el infinito con respecto a P , y de esta manera, existe un
ciclo γ en C que rodea a Q tal que P restringido a Σ es una cubierta sobre Γ+. Por
otra parte, como sabemos que el otro final Dr \ {0} de Cz debe ser algebraico (ver
corolario 3.2.1), P restringido a Cz define una cubierta finita ramificada sobre P (Cz).
En particular, tenemos que Cz corta a cada fibra de P en un nu´mero finito de puntos.
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Adema´s, al ser P ◦ϕz funcio´n entera, su imagen P ◦ϕz(C) = P (Cz) es entonces igual
a C o´ C\{s}, con s ∈ C, aplicando el Teorema de Picard. Estudiemos estos dos casos.
• Si P (Cz) = C, tenemos que Q = {0}. Por la observacio´n 3.2.4 vemos que
P : Cz \ P−1(0)→ C∗
es una cubierta holomorfa. Adema´s, P−1(0) ∩ Cz es un conjunto no vac´ıo de puntos
que contiene los posibles puntos de ramificacio´n de P : Cz → C. Sin embargo, ya
que Cz es biholomorfa a C∗ e interseca a la fibra P−1(0) en al menos un punto, el
conjunto Cz \P−1(0) es hiperbo´lico (es decir, su recubridor universal es un disco D) y
no puede cubrir a C∗, contradiccio´n. Concluimos entonces que P (Cz) = C \ {s} para
algu´n s ∈ C.
• Sea P (Cz) = C \ {s} para s ∈ C. Existen dos posibilidades:
a) cuando s es 0, entonces Cz ∩ P−1(k) 6= ∅, para cada k ∈ C∗, y Q = {0}.
b) Si por el contrario s es distinto de 0, Cz ∩ P−1(k) 6= ∅ para cada k 6= s, y por
tanto Q ⊂ {0, s}. Ahora, si s no perteneciese a Q existir´ıa un ciclo γ¯ que rodea
a Q verificando s ∈ Γ¯+. Pero esto implicar´ıa que P restringido a Cz toma el
valor s (ver observacio´n 3.2.4). De ah´ı que Q = {0, s}.
Analicemos las dos posibilidades que se desprenden del lema 3.4.2.
a) Caso Q = {0}. Tenemos que P (Cz) = C∗ y
Cz ⊂ C2 \ P−1(0) = C2 \
({x = 0} ∪ {x`y + p(x) = 0}) .
Consideremos ahora la siguiente aplicacio´n polino´mica de C2 en C2:
R :
{
u = x
v = x`y + p(x).
(3.19)
Esta aplicacio´n define un automorfismo de C2 \{x = 0} en C2 \{u = 0}, cuya inversa
viene dada por
R−1 :
{
x = u
y = u−`[v − p(u)].
Este cambio de coordenadas racional, nos permite definir el campo holomorfo R∗X en
C2 \ {u = 0}. Resaltemos el hecho de que R∗X como campo racional en C2 presenta
a lo ma´s un polo a lo largo de la recta {u = 0}. Por otra parte, como la trayectoria
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R(Cz) esta´ contenida en C2 \ {uv = 0}, R∗X es completo sobre R(Cz). Tomemos A
y B polinomios de Laurent en C[u, v, u−1, v−1] tales que
R∗X = uA
∂
∂u
+ vB
∂
∂v
, (3.20)
y escribamos expl´ıcitamente sus componentes como
A =
∑
(α,β)∈I Aαβ u
αvβ
B =
∑
(α,β)∈J Bαβ u
αvβ.
(3.21)
Sea H el grupo multiplicativo generado por el conjunto de monomios de A y B
que aparecen en (3.21), es decir,
H =< uαvβ | (α, β) ∈ I ∪ J > .
El grupo H es isomorfo al ret´ıculo aditivo de Z×Z generado por los pares (α, β) ∈
I ∪ J que aparecen en (3.21) mediante el monomorfismo de grupos
H f−→ Z× Z
uαvβ 7→ (α, β).
Proposicio´n 3.4.2. El ret´ıculo H tiene rango uno.
Demostracio´n. Obviamente el rango de H es ≤ 2. Descartemos primero que el rango
de H sea cero. Si esto ocurriese, implicar´ıa que A y B son constantes, y por tanto,
(3.20) se expresar´ıa como
R∗X = λu
∂
∂u
+ µv
∂
∂v
, para λ y µ en C.
Dada F = u−µvλ, se verifica que
dF =
F
uv
(λudv − µdu).
Por tanto, R∗X(F ) = 0 en C2\{uv = 0}, y se obtiene as´ı que F es una primera integral
holomorfa multivaluada de R∗X. Existe en este caso un nivel de F que contiene a
R(Cz). Por tanto, como por hipo´tesis Cz es propia, R(Cz) es propia y λ/µ ∈ Q∗ (ver
lema 3.4.7). Pero esto implica que Cz es algebraica, y por tanto, una contradiccio´n,
pues estamos suponiendo que Cz es transcendente.
Supongamos que el rango de H es dos y lleguemos a una contradiccio´n. Tomemos
la trayectoria R(Cz) de R∗X, que asumiremos parametrizada por C 3 t→ (u(t), v(t)),
y consideremos las funciones siguientes
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P (u(t), v(t)) = u′(t)/u(t) =
∑
(α,β)∈I
Aαβ u
α(t)vβ(t),
Q(u(t), v(t)) = v′(t)/v(t) =
∑
(α,β)∈J
Bαβ u
α(t)vβ(t)
(3.22)
Como R(Cz) esta´ contenida en C2 \ {uv = 0} = C∗ × C∗, cada funcio´n (entera)
uα(t)vβ(t) no tiene ceros. Adema´s, podemos elegir siempre un t0 ∈ C de tal forma
que el correspondiente punto (u0, v0) := (u(t0), v(t0)) en Cz verifique∑
(α,β)∈I′
Aαβu
α
0v
β
0 6= 0 y∑
(α,β)∈J ′
Bαβu
α
0 v
β
0 6= 0,
(3.23)
para todos los subconjuntos no vac´ıos I ′ ⊂ I y J ′ ⊂ J . En caso contrario, R(Cz)
estar´ıa contenida en las curvas algebraicas definidas por las correspondientes ecua-
ciones (3.23) una vez eliminado el polo. Lo que contradir´ıa la no algebricidad de
R(Cz). Por tanto, utilizando el teorema 3.2.6 con las funciones ui = Aαβu
αvβ (resp.
ui = Bαβu
αvβ) y f = A (resp. f = B), y como el caso 2 de este teorema no se presenta
por (3.23), obtenemos las estimaciones
T (r, Aαβu
αvβ) = Oexc(T (r, u
′/u) + 1)
= Oexc(T (r, u
′/u)) +O(1) para (α, β) ∈ I, y
T (r, Bαβu
αvβ) = Oexc(T (r, v
′/v) + 1)
= Oexc(T (r, v
′/v) +O(1) para (α, β) ∈ J .
(3.24)
Lema 3.4.3. Para las funciones uαvβ anteriores se verifican las siguientes estima-
ciones:
T (r, uαvβ) =oexc(T (r, u)) +O(1) si (α, β) ∈ I, y
T (r, uαvβ) =oexc(T (r, v)) +O(1) si (α, β) ∈ J .
(3.25)
Demostracio´n. De acuerdo con el teorema 3.2.4 y la propiedad iii) del teorema 3.2.3,
las ecuaciones (3.24) se reescriben como
T (r, Aαβu
αvβ) = T (r, uαvβ) +O(1)
= oexc(T (r, u)) +O(1) para cada (α, β) ∈ I, y
T (r, Bαβu
αvβ) = T (r, uαvβ) +O(1)
= oexc(T (r, v)) +O(1) para cada (α, β) ∈ J .
(3.26)
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Tomamos funciones C,C ′, D,D′, F, F ′ tales que C,C ′, F, F ′ son O(1), y D,D′ son
oexc(T (r, u)). Si sustituimos C,D, F y C
′, D′, F ′ en la primera y segunda ecuacio´n de
(3.26), respectivamente, despejando T (r, uαvβ) obtenemos:
T (r, uαvβ) =D + F − C si (α, β) ∈ I, y
T (r, uαvβ) =D′ + F ′ − C ′ si (α, β) ∈ J (3.27)
Como (F − C) = O(1) y (F ′ − C ′) = O(1), de (3.27) se deduce (3.25).
Observacio´n 3.4.1. Si definimos la funcio´n
T (r) = max {T (r, u);T (r, v)},
las estimaciones (3.25) del lema anterior implican
T (r, uαvβ) = oexc(T (r)) +O(1) para (α, β) ∈ A ∪B. (3.28)
Tomemos un elemento uαvβ de H\{0}. Por definicio´n, uαvβ puede escribirse como
uαvβ = (uα1vβ1) · · · (uαkvβk),
con k > 0, y donde los uαivβi son tales que (αi, βi) o´ (−αi,−βi) pertenecen a A
⋃
B
para 1 ≤ i ≤ k. Podemos reordenar entonces el conjunto
{(α1, β1), . . . , (αk, βk)}
para que los h primeros y los inversos de los k − h restantes este´n en A⋃B. Por
tanto, de la propiedad i) del teorema 3.2.3 y del teorema 3.2.2 obtenemos:
T (r, uαvβ) ≤ T (r, uα1vβ1) + · · ·+ T (r, uαkvβk)
≤ T (r, uα1vβ1) + · · ·+ T (r, uαhvβh)+
+ T (r, u−αh+1v−βh+1) + · · ·+ T (r, u−αkv−βk) +O(1).
(3.29)
Aplicando ahora la estimacio´n (3.28) a la desigualdad (3.29) resulta que
T (r, uαvβ) = oexc(T (r)) +O(1) para todo u
αvβ ∈ H. (3.30)
Por otra parte, como por hipo´tesis el rango de H es dos, existen d1 y d2 en Z∗ tales
que ud1 y vd2 pertenecen a H. Aplicando el teorema 3.2.2 (si d1 o´ d2 son menores que
cero), la propiedad iv) del teorema 3.2.3 y (3.30) se cumple que
T (r, u) = oexc(T (r)) +O(1) y T (r, v) = oexc(T (r)) +O(1). (3.31)
Por consiguiente,
T (r) = oexc(T (r)) +O(1). (3.32)
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Pero esta estimacio´n (3.32) implica que T (r) es constante. De no ser as´ı, podr´ıamos
escribir T (r) = A + B con funciones A = oexc(T (r)) y B = O(1), obteniendo la
siguiente contradiccio´n
1 = l´ım
r→∞
T (r)
T (r)
= l´ım
r→∞
(A+B)
T (r)
= 0.
Luego T (r) es constante. Finalmente, si T (r) es constante, u(t) y v(t) tambie´n lo son.
Contradiccio´n, y el rango de H es uno.
Lema 3.4.4. Existen polinomios f1 y f2 en C[z, z−1], al menos uno de ellos no
constante, y existen p, q ∈ Z tales que las ecuaciones (3.21) se reescriben como
A = f1(u
pvq) y B = f2(u
pvq). (3.33)
Demostracio´n. Fijemos un upvq ∈ H. Todos los puntos de H esta´n en una recta de
la forma {py − qx = 0} con p y q en Z (ver proposicio´n 3.4.2). Podemos suponer
adema´s que p y q son primos entre s´ı. Por tanto, si uαvβ ∈ H, como pβ − qα = 0,
necesariamente existe un δ ∈ Z tal que α = δp y el lema se demuestra una vez que
vemos
uαvβ = uαv
αq
p =
(
uv
q
p
)α
=
(
uv
q
p
)δp
= (upvq)δ.
Lema 3.4.5. Existe un k ∈ C∗ tal que p f1(w) + q f2(w) = k, con w = upvq como en
(3.33).
Demostracio´n. Dada la trayectoria t→ (u(t), v(t)), se cumple que
w[p f1(w) + q f2(w)] = u
pvq
(
p
u′
u
+ q
v′
v
)
= w′.
Por tanto, como w(t) = u(t)pv(t)q es una solucio´n entera del campo completo en C
dado por
w [p f1(w) + q f2(w)]
∂
∂w
,
necesariamente p f1(w) + q f2(w) ≡ k, con k ∈ C. Por u´ltimo, k 6= 0, pues en caso
contrario w′ = 0 y entonces R(Cz) es algebraica.
Supondremos que existen nu´meros complejos α, β tales que αp − βq ∈ C∗ y un
f ∈ C[z, z−1] (sin te´rmino independiente) que verifica
f1(u
pvq) = qf(upvq) + α y f2(u
pvq) = −pf(upvq)− β.
80
Luego (3.20) se escribe como
R∗X = u[qf(upvq) + α]
∂
∂u
− v[pf(upvq) + β] ∂
∂v
. (3.34)
Distinguimos dos casos segu´n la expresio´n del cambio de coordenadas racional R
(ver (3.19)):
• Caso ` = 0. Entonces R es la identidad. De acuerdo con (3.34), como X es holomorfo
y tiene ceros aislados en C2 podemos tomar m = p, n = q en N, α, β ∈ C∗, y f(z) un
polinomio en z · C[z] de forma que
X = x[n f(xmyn) + α]
∂
∂x
− y[mf(xmyn) + β] ∂
∂y
. (3.35)
No´tese adema´s que si m o´ n fuese cero, un cambio lineal en C2 nos transformar´ıa X
en un campo de la forma i.1) del teorema 3.1.1. Podemos suponer que m y n esta´n
en N∗. Consideremos la 1–forma ω dual de X:
ω = iX(dx ∧ dy) = x[n f(xmyn) + α] dy + y[mf(xmyn) + β] dx.
Si f(z) = zg(z) y h(z) =
∫ z
z0
g(s)ds, para
F = yxβ/αe (1/α)·h(x
myn)
se verifica que
d(logF ) =
dF
F
=
ω
xy
.
Se concluye entonces que X(F ) = 0 en C2 \ {xy = 0}, y por tanto, F es una primera
integral holomorfa multivaluada de X. As´ı, Cz esta´ contenida en un nivel de F , pero
como por hipo´tesis esta trayectoria es propia, tenemos que β/α ∈ Q∗ (ver lema 3.4.7).
• Caso ` > 0. Obtenemos X empujando (3.34) mediante R, es decir, X es igual a 1 0
− lx
`−1y + p′(x)
x`
1
x`
 ·
 x[qf(xp(x`y + p(x))q) + α]
−(x`y + p(x))[pf(xp(x`y + p(x))q) + β]
 (3.36)
Como X es holomorfo, podemos tomar p, q ∈ N∗, un polinomio f(z) ∈ z · C[z] y
β = 0. Por tanto, para m = p, n = q, S = f(xm(x`y + p(x))
n
) y T = `x`y + xp′(x),
(3.36) esta´ definido por
x[nS + α]
∂
∂x
+
{
− [nT +m(x
`y + p(x))]S + αT
x`
}
∂
∂y
. (3.37)
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Ya que X no puede ser racional, una simple inspeccio´n de la segunda componente de
(3.37) nos asegura que x` debe dividir a [nxp′(x)−mp(x)]S + αxp′(x). Al igual que
antes sabemos que
F ◦R = (x`y + p(x))e (1/α)·h(xm(x`y+p(x))n)
es una primera integral holomorfa multivaluada de X y α ∈ C∗.
Lema 3.4.6. Los campos X como i.1), i.2) o´ i.3) del teorema 3.1.1 son completos.
Demostracio´n. Si X es como i.1) ya sabemos que es completo (ver proposicio´n 3.4.1).
El flujo de un campo X como i.2) se obtiene integrando el sistema
dx
dt
= x(t)[n f(x(t)my(t)n) + α]
dy
dt
= −y(t)[mf(x(t)my(t)n) + β].
(3.38)
Tomando w = xmyn, cada solucio´n de (3.38) por (x, y) define una solucio´n de la
ecuacio´n w′ = νw en C con la condicio´n inicial w(0) = xmyn, donde ν = αm− βn ∈
C∗. Por tanto,
w(t) = w(0) eνt, (3.39)
y el flujo de X esta´ definido en C2 por
ϕ(t, x, y) =
(
x e
∫ t{α+nf [xmyn eνs]} ds, y e− ∫ t{β+mf [xmyn eνs]} ds) . (3.40)
De ah´ı que X sea completo.
Por otra parte, un X como i.3) tiene por flujo en C2 \ {x = 0} el conjugado por
R−1 = (u, u−`(v − p(u))) = (x, y)
del flujo del campo
u[n f(umvn) + α]
∂
∂u
− v[mf(umvn)] ∂
∂v
,
es decir,
ϕ(t, x, y) = R−1 ◦
(
u e
∫ t{α+nf [umvn eν s]} ds, y e− ∫ t{mf [umqvn eν s]} ds) . (3.41)
Observemos ahora la segunda componente de X. Al desarrollar expl´ıcitamente el
polinomio
S = f(xm(x`y + p(x))
n
),
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vemos que no tiene te´rmimos constantes (ya que f no tiene te´rmino independiente),
y los te´rminos en los que aparece la variable y son del tipo xkyh, con k ≥ ` + 1 y
h > 0. Por eso, si restringimos X a {x = 0}, obtenemos el campo
α ` y
∂
∂y
,
que es completo por la proposicio´n 1.6.3. Hemos demostrado entonces que como ϕ
esta´ definido en C×C2 \ {x = 0} y X sobre {x = 0} es completo, ϕ extiende a C2 y
X es completo.
Lema 3.4.7. Si un campo X de la forma (3.35) tiene una trayectoria Cz (propia)
transcendente y biholomorfa a C∗, entonces todas las trayectorias de X son propias y
β/α ∈ Q∗.
Demostracio´n. Sabemos que todo campo X de la forma (3.35) es completo (ve´ase
demostracio´n lema 3.4.6). Como Cz es biholomorfa a C∗, la solucio´n que esta trayec-
toria define es perio´dica y se escribe, para cierta condicio´n inicial, como (3.40). Pero,
de acuerdo con (3.39), se sigue entonces que todas las dema´s soluciones de X son
perio´dicas. Hemos demostrado que todas las trayectorias de X son de tipo C∗, y por
tanto, propias (ver teorema 1.6.1). Ahora basta aplicar la clasificacio´n de M. Suzuki
de los campos vectoriales holomorfos completos con todas sus trayectorias propias
(ver [Suz77, The´ore`me 4]) para obtener que β/α ∈ Q∗.
Hasta aqu´ı hemos probado que si Cz es de tipo C∗ y Q = {0} (caso a)), X deja
invariante la recta {x = 0}, y es como en los casos i.1), i.2) o´ i.3) del teorema 3.1.1.
b) Caso Q = {0, s}. Recordamos que P esta´ definido por (3.11). Adema´s, sabemos
que en este caso la fibra P−1(s) es invariante por FX .
Proposicio´n 3.4.3. La trayectoria Cz interseca a todas las componentes simplemente
conexas de la fibra singular de P .
Demostracio´n. Supongamos que Cz no corta a una componente simplemente conexa
de la fibra singular de P . Podemos suponer que esta componente es {x = 0} (ver
observacio´n 3.3.1).
Lema 3.4.8. La aplicacio´n H definida por (3.12) que nos da la forma normal H∗FX
de FX (ver proposicio´n 3.3.1) verifica que n = 1.
Demostracio´n. Consideremos la unio´n disjunta L1 ∪ · · · ∪ Lk de trayectorias de H∗X
dadas por H−1(Cz). Como Cz ∩ {x = 0} = ∅, primero veremos que H∗X es completo
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en cada Li. Para ello, tomemos la parametrizacio´n ϕz(t) = (x(t), y(t)) de Cz. Ya que
podemos escribir x(t) = e g(t), para g una funcio´n entera, cada Li es de la forma{
u(t) = ξj e
g(t)/n
v(t) = ξj
m emg(t)/n [x(t)`y(t) + p(x(t))], con ξj = e
2jpi
√−1/n, j ∈ {0, . . . , n− 1}.
Por tanto, (u′(t), v′(t)) = H∗X(u(t), v(t)). Cada Li es una curva entera que evita a
lo ma´s una recta horizontal, pero como las n rectas
(P ◦H)−1(s) = {v = n√s e2jpi
√−1/n}, con j ∈ {0, . . . , n− 1}
son invariantes por H∗FX , y por tanto disjuntas con Li, tenemos que n = 1.
La foliacio´n H∗FX es v– completa y deja invariante la recta {u = 0}. Por otra
parte, {v = s} es la u´nica recta horizontal invariante por H∗FX . Podemos asumir
entonces que H∗FX esta´ generada por un campo vectorial Y de la forma
a(v)u
∂
∂u
+ λ(v − s)r ∂
∂v
,
donde a(v) ∈ C[v] verifica a(s) 6= 0, λ ∈ C∗ y r > 0.
Lema 3.4.9. Existen a(v) ∈ C[v], con a(s) 6= 0, y λ ∈ C∗ tal que
H∗X = a(v)u
∂
∂u
+ λ(v − s) ∂
∂v
. (3.42)
Demostracio´n. Salvo una traslacio´n, podemos suponer
Y = aˆ(v)u
∂
∂u
+ λvr
∂
∂v
, con aˆ(v) = a(v + s).
Sabemos que H∗X = uk Y , para k ∈ Z. Demostremos que k = 0 y r = 1. Escribamos
H∗X = uA
∂
∂u
+ vB
∂
∂v
para A y B polinomios de Laurent definidos por A = aˆ(v)uk y B = λukvr−1. Tomemos
la trayectoria de H∗X definida por H−1(Cz). Como esta trayectoria esta´ contenida
en C2 \ {uv = 0}, podemos aplicar los lemas 3.4.2 y 3.4.5, para concluir que existen
p, q ∈ Z (no iguales a cero al mismo tiempo) y ε ∈ C∗ tal que
p aˆ(v)uk + q λukvr−1 ≡ ε.
Sin embargo, utilizando que aˆ(0) 6= 0 (observemos que q 6= 0), esto es so´lo posible
cuando k = 0 y r = 1.
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Por tanto, como
X = H∗
{
a(v)u
∂
∂u
+ λ(v − s) ∂
∂v
}
,
podemos calcular expl´ıcitamente X, que es igual a 1 0
lump(u)− um+1p′(u)− (m+ `)v
um+`+1
1
um+`
 ·
 a(v)u
λ(v − s)
 (3.43)
donde u = x y v = xm(x`y + p(x)). Si observamos la segunda componente de (3.43)
vemos que es de la forma
−λsx− x
2 U(x, y)
xm+`+1
, con U ∈ C[x, y].
Pero como m + ` + 1 > 1, esta componente no es un polinomio, lo que es una
contradiccio´n. As´ı obtenemos que Cz corta a todas las componentes simplemente
conexas de la fibra singular de P .
Lema 3.4.10. No existen rectas invariantes por X.
Demostracio´n. Toda recta L que es invariante por X, o es una componente de la
fibra singular de P , o es transversal a toda fibra de P distinta de la fibra singular.
En el primer caso, por lo que hemos visto en la proposicio´n 3.4.3, L debe intersecar
a Cz, lo que es contradictorio, ya que diferentes trayectorias de X no tienen puntos
en comu´n. En el segundo caso P : L → C \ {s} define una cubierta ramificada de
grado finito (ver lema 3.4.2), lo que es contradictorio, pues al ser L de tipo C, una
tal cubierta tiene que estar definida por un polinomio, que obviamente toma todos
los valores (teorema fundamental del a´lgebra).
Aplicando la proposicio´n 3.3.1 a X, vemos que H∗X puede escribirse como ii) del
enunciado del teorema 3.1.1. Luego la demostracio´n de este teorema queda terminada.
3.4.2. Trayectorias biholomorfas a C
Demostracio´n del Teorema 3.1.2. De acuerdo con el corolario 3.2.1 existe un
automorfismo anal´ıtico Φ de C2 tal que Φ∗X es de la forma
f(x, y)
∂
∂x
,
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siendo f una funcio´n holomorfa nunca nula (pues a priori sabemos que X tiene a lo
ma´s singularidades aisladas). En particular, todas las trayectorias de X son biholo-
morfas a C. Queremos probar que f es una funcio´n de una variable y, y que, por
tanto, Φ∗X (o, equivalentemente X) es un campo completo.
Sean Σ, P , Q como al inicio de la demostracio´n del teorema 3.1.1. Si P tiene
fibra gene´rica biholomorfa a C, sabemos que X es completo (ver proposicio´n 3.4.1),
y as´ı Φ∗X ha de ser de la forma f(y) ∂
∂x
.
Si P es un polinomio con fibra gene´rica biholomorfa a C∗, supondremos que esta´ es-
crito en la forma (3.11). Destacamos el siguiente hecho:
Lema 3.4.11. (Brunella, [Bru98, p.1245] ) La fibra singular de P tiene una com-
ponente transversal a FX , que corta a Cz, y otra que es invariante por FX . Todas las
dema´s fibras de P son transversales a FX .
Consideremos la aplicacio´n racional H definida en (3.12), entonces:
Lema 3.4.12. Existen a(v) ∈ C[v] y λ ∈ C∗ tales que
H∗X = a(v)u
∂
∂u
+ λ
∂
∂v
. (3.44)
Demostracio´n. Como todas las trayectorias de X son biholomorfas a C, de acuerdo
con el lema 3.4.11, sabemos que la componente de la fibra singular de P que es
invariante por FX es la recta {x = 0}. Si ahora aplicamos la proposicio´n 3.3.1, vemos
que H∗X es de la forma
uk ·
{
a(v)u
∂
∂u
+ λ
∂
∂v
}
, con λ ∈ C∗.
Demostremos que k = 1. Ya que toda trayectoria Li de H∗X que esta´ contenida
en H−1(Cz) interseca a cada recta horizontal en un u´nico punto, la correspondiente
solucio´n entera ψ : t→ (u(t), v(t)) verifica que v(t) es inyectiva, obtenie´ndose entonces
que
v(t) = βt+ γ con β ∈ C∗ y γ ∈ C.
Si consideramos la proyeccio´n pi de C2 sobre el eje v, podemos proyectar la restriccio´n
del campo vectorial H∗X sobre Li a un campo vectorial en {u = 0} ' C que es
completo y no singular. Aplicando la regla de la cadena tenemos que
(pi ◦ ψ)∗ ∂
∂t
= pi∗
[
uk(t) ·
{
a(v(t))u(t)
∂
∂u
+ λ
∂
∂v
}]
(v)
= (pi ◦ ψ)′(0) = β ∂
∂v
,
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y de esta forma
λuk
(
v − γ
β
)
∂
∂v
= β
∂
∂v
.
De lo cual se deduce que uk(t) ≡ β/λ, y en consecuencia k = 0, ya que u(t) no puede
ser constante.
Por u´ltimo, como H∗X es completo (ver proposicio´n 3.4.1), H∗(H∗X) = X es
completo en C2 \ {x = 0}. Pero esto implica Φ∗X es de la forma f(y) ∂
∂x
.
3.4.3. Comentarios finales del teorema 3.1.1.
Breve esquema de su demostracio´n. Tras aplicar el teorema 3.2.1 y saber que
existe un polinomio P con fibra gene´rica biholomorfa a C o a C∗ tal que FX es P–
completa (ver definicio´n 3.2.4), los dos casos de este teorema aparecen al analizar
como se comporta la trayectoria Cz con respecto a P . Lo primero que vemos es que
uno puede considerar P , despue´s de un automorfismo polino´mico, o igual a x si P
tiene fibra gene´rica biholomorfa a C (ver teorema 1.5.2), o igual a xm(x`y + p(x))n
en la forma (3.11) si P tiene fibra gene´rica biholomorfa a C∗ (ver teorema 1.5.5).
Cuando P es igual a x, Cz evita a lo ma´s una fibra y el campo X es como en i.1). Sin
embargo, cuando P tiene fibra gene´rica biholomorfa a C∗ puede ocurrir que o bien Cz
evite a las componentes simplemente conexas de la fibra de P sobre cero, y entonces
X es como i.2), i.3), o en caso contrario, que la trayectoria Cz interseque a todas las
componentes simplemente conexas de P y el campo X sea como ii).
Sobre los casos i). Por otra parte, vemos que todos los campos de i) son completos,
su flujo (global) transforma las fibras de P en fibras de P , y esta´n incluidos en la
clasificacio´n de campos completos polino´micos dada por Brunella en [Bru04]. Desta-
camos tambie´n que los campos de i.3) esta´n relacionados con los de i.2) en el sentido
siguiente: fijada la aplicacio´n birregular
R(x, y) = (x, x`y + p(x)),
donde p(x) es un polinomio de grado ≤ `(> 0) con te´rmino independiente distinto de
cero, todo campo de i.3) es de la forma R∗Y , para un campo polino´mico Y degenerado
(con singularidades no aisladas) en la forma i.2), pero con β = 0, es decir, para Y
igual a
x[n f(xmyn) + α]
∂
∂x
− y[mf(xmyn)] ∂
∂y
,
con α ∈ Z∗, m,n ∈ N∗, y f(z) ∈ z · C[z].
Reformulacio´n. Como los campos vectoriales X de i.2) y i.3) pueden reescribirse
en funcio´n de la aplicacio´n racional H definida por (3.12), podemos reformular el
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teorema 3.1.1 teniendo en cuenta para la foliacio´n FX la propiedad de ser P– completa
en vez de la existencia de una recta invariante.
Teorema 3.4.1. (Reformulacio´n del teorema 3.1.1) Consideremos una trayec-
toria transcendente Cz de un campo vectorial polino´mico X en C2 con ceros aislados,
que es biholomorfa a C∗. Si X es completo en Cz, salvo un automorfismo polino´mico
del plano, tenemos los dos siguientes casos:
a) Existe un polinomio P de fibra gene´rica biholomorfa a C tal que la foliacio´n FX
es P– completa, y entonces X es igual a
λx
∂
∂x
+ [a(x)y + b(x)]
∂
∂y
,
donde a(x), b(x) ∈ C[x] y λ ∈ C∗.
b) Existe un polinomio P de fibra gene´rica biholomorfa a C∗ tal que la foliacio´n FX
es P– completa, y para la aplicacio´n racional H dada por (3.12) (ver seccio´n 1.3)
tenemos las dos siguientes posibilidades para H∗X.
b.1)
H∗X = [f(vn) + α/n]u
∂
∂u
+ [αm/n− β]v ∂
∂v
,
con m,n ∈ N∗, f(z) ∈ z · C[z], α, β ∈ C tales que αm − βn ∈ C∗, y donde
β/α ∈ Q∗ si ` = 0 o´ β = 0 si ` > 0.
b.2)
H∗X = uk ·
{
a(v)u
∂
∂u
+ λvt(vn − s)r ∂
∂v
}
donde a(v) ∈ C[v], t ∈ N, n, r ∈ N∗, k ∈ Z, y s, λ ∈ C∗,
3.5. Aplicaciones
En esta seccio´n estudiamos algunas aplicaciones de nuestros resultados principales.
3.5.1. Trayectorias transcendentes singulares
Discutiremos ahora una aplicacio´n que fue la motivacio´n inicial de nuestro estudio.
Una propiedad caracter´ıstica de un campo vectorial polino´mico con singularidades
aisladas es que una cualquiera de sus trayectorias transcendentes lo determina, salvo
multiplicacio´n por un escalar. Precisemos esta propiedad.
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Proposicio´n 3.5.1. Sea Cz una trayectoria transcendente de un campo vectorial
polino´mico X en C2 con a lo ma´s singularidades aisladas. Si Y es un campo vectorial
polino´mico distinto de X que es tangente a Cz, entonces X = λY para un λ ∈ C∗.
Demostracio´n. El lugar geome´trico de los puntos de C2 donde X e Y son colineales es
la variedad algebraica de codimensio´n ≥ 1 definida por el conjunto de ceros dado por
el determinante de la matriz cuyas entradas son las componentes de ambos campos.
Como esta variedad debe contener a los puntos de Cz, que como conjunto es no
algebraico, esto so´lo es posible si existe un λ ∈ C∗ tal que X = λY .
Sea X un campo polino´mico en C2. Consideremos una trayectoria Cz transcen-
dente de X. Motivados por la propiedad anterior nos hacemos la siguiente pregunta:
Pregunta 1. ¿ Si X es completo sobre Cz, es X completo?
Estudiaremos esta pregunta para el siguiente tipo de trayectorias.
Definicio´n 3.5.1. Consideremos una trayectoria transcendente Cz de un campo vec-
torial polino´mico en C2. Decimos que Cz, o equivalentemente, que la correspondiente
solucio´n ϕz : Ωz → Cz es singular, si la clausura Cz en C2 contiene ceros de X.
Observacio´n 3.5.1. Recordamos que Cz\Cz esta´ formado por los puntos que adema´s
de estar en Cz son ceros de X (ver proposicio´n 3.1.1). Es importante destacar que
el que Cz sea singular no implica que la curva anal´ıtica Cz sea singular (aunque el
rec´ıproco es siempre cierto). Si X es completo sobre una trayectoria singular Cz, como
C2 es una variedad de Stein, Cz \Cz es un u´nico cero de X. Adema´s, en este caso Cz
es de tipo C∗.
Corolario 3.5.1. Consideremos una trayectoria Cz transcendente y singular de un
campo vectorial polino´mico X en C2. Si X es completo sobre Cz, entonces X es
completo. Adema´s, salvo un automorfismo polino´mico, tenemos que X es uno de los
siguientes campos:
1)
λx
∂
∂x
+ [a(x)y + b(x)]
∂
∂y
,
donde a(x), b(x) ∈ C[x], λ ∈ C∗ y a(0) 6= 0.
2)
x[n f(xmyn) + α]
∂
∂x
− y[mf(xmyn) + β] ∂
∂y
,
con m,n ∈ N∗, f(z) ∈ z · C[z], α, β ∈ C tales que β/α ∈ Q− y αm− βn ∈ C∗.
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3)
x[nS + α]
∂
∂x
+
{
− [nT +m(x
`y + p(x))]S + αT
x`
}
∂
∂y
,
para m,n, ` ∈ N∗, α ∈ C∗, p(x) ∈ C[x] de grado < ` tal que p(0) 6= 0, T =
`x`y + xp′(x), S = f(xm(x`y + p(x))n) con f(z) ∈ z · C[z], y donde
[nxp′(x) +mp(x)]S + αxp′(x) ∈ x` · C[x, y].
Demostracio´n. Demostramos primero que cuando Cz es una trayectoria singular el
caso ii) del teorema 3.1.1 (esto es, que no existe ninguna recta invariante por X) no
puede ocurrir. Si este caso se presentara, salvo un automorfismo polino´mico de C2,
el cero {p} = Cz \ Cz de X estar´ıa contenido en la fibra regular P−1(s) de P (ver
demostracio´n del lema 3.4.2). Por otra parte, para la submersio´n H de C2 \ {u = 0}
en C2 \ {x = 0} definida por (3.12), como p 6∈ {x = 0}, cada punto de H−1(p) es
un cero de H∗X contenido en C2 \ {u = 0}. De hecho todos los ceros de H∗X en
C2 \ {u = 0} son aislados. Pero, como sabemos que H∗X es de la forma:
uk ·
{
a(v)u
∂
∂u
+ b(v)
∂
∂v
}
,
por la proposicio´n 3.3.1, sus u´nicos ceros esta´n sobre la recta {u = 0}, lo que es contra-
dictorio. Esto demuestra que tan so´lo i) del teorema 3.1.1 tiene lugar. Las restriciones:
a(0) 6= 0 en el caso i.1) y β/α ∈ Q− en el caso i.2) son consecuencia inmediata del
hecho de que Cz es singular, y que por tanto el cero p de X este´ contenido en Cz.
Si resolvemos las ecuaciones que aparecen en el corolario anterior como se vio
en (3.17), (3.40) y (3.41), podemos clasificar las soluciones enteras singulares de un
campo vectorial polino´mico.
Corolario 3.5.2. Sea f : C → C2 una inmersio´n holomorfa y no inyectiva de C en
C2 cuya imagen esta´ contenida en una curva transcendente. Si f define una solucio´n
singular de un campo vectorial polino´mico, existe un automorfismo polino´mico ϕ de
C2 tal que ϕ ◦ f es una de las siguientes curvas:
a) (
α eλt,
{
β +
∫ t
b(α eλz) e−
∫ z a(α eλs) ds dz
}
e
∫ t a(α eλs) ds)
donde a(x), b(x) ∈ C[z], λ, α, a(0) ∈ C∗ y β ∈ C.
b) (
λ e
∫ t{α+nf [λmµn eνs]} ds, µ e− ∫ t{β+mf [λmµn eνs]} ds)
donde λ, µ ∈ C∗, m,n ∈ N∗, α, β ∈ C con ν = αm − βn ∈ C∗ y β/α ∈ Q−, y
siendo f(z) un polinomio en z · C[z].
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c)
G
(
λ e
∫ t{α+nf [λmµn eνs]} ds, µ e− ∫ t{mf [λmµn eνs]} ds)
donde m,n,∈ N∗, λ, µ, α ∈ C∗, ν = αm, f(z) ∈ z · C[x], y G es la aplicacio´n
definida por (x, x−`[y − p(x)]), con p(x) ∈ C[x] de grado < ` ∈ N∗ y p(0) 6= 0.
Observacio´n 3.5.2. Para una trayectoria no singular Cz de X de tipo C, el teore-
ma 3.1.2 da una respuesta afirmativa a la pregunta 1. Si Cz es de tipo C∗, sin embargo,
todo lo que podemos decir es que si existe una recta invariante por X (lo cual sucede
como hemos visto cuando Cz es singular) la respuesta a la pregunta 1 es tambie´n
afirmativa. Por eso proponemos la siguiente conjetura.
Conjetura 1. Si X es un campo vectorial polino´mico en C2 que es completo sobre
una trayectoria transcendente Cz, X es completo.
3.5.2. Un resultado de tipo Lin-Zaidenberg
Un resultado importante en la teor´ıa de curvas algebraicas del plano af´ın es el
Teorema de Lin-Zaidenberg, [ZL83] (ver teorema 1.5.3). Para una curva algebraica
plana, irreducible y singular, dicho resultado nos dice que si esta curva es simplemente
conexa, entonces es de la forma
{xk − ay` = 0}, con (k, `) = 1 y a ∈ C∗,
despue´s de un automorfismo polino´mico. Del teorema 3.1.1 concluimos:
Corolario 3.5.3. Sea C una curva transcendente e irreducible en C2 que es singular
y simplemente conexa. Supongamos que existe una solucio´n entera singular de un
campo vectorial polino´mico en C∗×C∗ que esta´ contenida en C. Entonces, despue´s de
un automorfismo polino´mico, C es de la forma C = {yαxβ eh(xmyn) = a}, con a ∈ C∗,
m,n ∈ N∗, h(z) ∈ C[z], α, β ∈ C tales que β/α ∈ Q∗ y αm− βn ∈ C∗.
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Cap´ıtulo 4
Campos con un cero que no es de
tipo Poincare´ -Dulac
En este cap´ıtulo demostramos que un campo vectorial polino´mico X en C2 comple-
to, con singularidades aisladas, tiene como ma´ximo un cero. Utilizando este hecho
y algunos resultados del cap´ıtulo anterior clasificamos todos los campos vectoriales
polino´micos completos con un cero que no es de tipo Poincare´–Dulac.
4.1. Introduccio´n
Consideremos un campo vectorial holomorfo X en una variedad anal´ıtica compleja
M con un cero en p ∈M . Recordemos que el orden de X en p es el orden del primer
jet no nulo de X en p, o, equivalentemente, el grado ma´s pequen˜o de los monomios
que aparecen en el desarrollo de Taylor de X entorno a p. Al estudiar el flujo de X,
podemos hacernos la siguiente pregunta: el hecho de que X sea completo, ¿impone
alguna restriccio´n sobre el orden de X en p? La respuesta a esta pregunta fue dada
por Julio C. Rebelo.
Teorema 4.1.1. (Rebelo, [Reb96]) Sea M una a variedad anal´ıtica compleja de
dimensio´n dos. Si X es un campo vectorial holomorfo completo en M con un cero p
en algu´n punto p ∈M , entonces el orden de X en p es a lo ma´s dos.
Este resultado ha sido generalizado para campos que son R+ completos:
Teorema 4.1.2. (Ahern–Rosay, [AR99]) Sea M una a variedad anal´ıtica comple-
ja de dimensio´n dos. Si X es un campo vectorial holomorfo R+ completo en M con
un cero en algu´n punto p ∈ M , entonces el orden de X en p es a lo ma´s dos. Si el
orden de X en p es dos entonces existe una esfera de Riemann inmersa Σ en M tal
que p ∈ Σ y X es tangente a Σ.
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Cuando M es una variedad de Stein entonces el Teorema de Rebelo se enuncia:
Teorema 4.1.3. Sea M una variedad de Stein de dimensio´n dos. Si X es un campo
vectorial holomorfo completo en M , con un cero en algu´n punto p ∈ M , entonces el
orden de X en p es uno.
Una vez visto que los ceros de un campo vectorial holomorfo X en una variedad de
Stein M de dimensio´n dos tienen orden uno, es natural preguntarse cua´ntos pueden
ser en nu´mero. Por ejemplo, ¿existen ejemplos de campos completos con dos ceros?
La respuesta es que s´ı, segu´n vemos a continuacio´n.
Ejemplo 4. (Ahern–Rosay, [AR99, p.219]) Consideremos
M = {(z, w, ρ) ∈ C3 : ρ2 = (1− zw)},
y el campo de vectorial en C3 definido por
Z = z
∂
∂z
− w ∂
∂w
.
Es fa´cil comprobar que M es una variedad de Stein y que Z es tangente a M . Como
el flujo ϕ de Z esta´ definido por
ϕ(t, z, w, ρ) = (etz, e−tw, ρ)
y deja invariante a M en C3, la restriccio´n de Z a M define un campo completo, que
vemos tiene dos ceros aislados, a saber: (0, 0, 1) y (0, 0,−1).
Sin embargo, cuando M = C2 no sabemos lo que sucede. Los u´nicos campos
vectoriales holomorfos completos en C2 que se conocen son los de [Suz77]. Como
hemos visto en la introduccio´n, M. Suzuki recoge en su lista dos tipos de campos
completos: 1) los que tienen flujo algebraico, y 2) los que tienen todas sus trayectorias
propias. Se observa que ninguno de estos campos tiene ma´s de un cero. Por eso, en
[Ro99] y [AR99] se ha propuesto la siguiente pregunta:
Pregunta 2. Si X es un campo vectorial holomorfo completo en C2, ¿tiene X como
mucho un cero?
4.2. Nu´mero de ceros de un campo completo
Recordemos que los campos vectoriales polino´micos que estamos estudiando en es-
ta memoria tienen a lo ma´s singularidades aisladas. En esta seccio´n probaremos el
siguiente teorema:
94
Teorema 4.2.1. Un campo vectorial polino´mico completo X en C2 tiene como mucho
un cero.
Campos vectoriales polino´micos completos con primera integral racional.
Recordamos que X tiene una primera integral racional, si existe una funcio´n racional
no constante H = F/G : C2 → CP1 que es constante a lo largo de sus trayectorias.
La funcio´n H se llama primera integral racional de X. En este caso, las trayectorias
de X esta´n contenidas en las curvas de la forma λF + µG = 0, con λ y µ en C.
Proposicio´n 4.2.1. Supongamos que X tiene primera integral racional. Entonces,
existe un automorfismo polino´mico Φ de C2 tal que,
i) si X no es singular,
Φ∗X = λ
∂
∂x
, con λ ∈ C∗.
ii) Si X es singular,
Φ∗X = λ
(
mx
∂
∂x
+ ny
∂
∂y
)
, donde m,n ∈ Z∗ y λ ∈ C∗.
Demostracio´n. Sea H = F/G una primera integral racional de X, que supondremos
es primitiva (ver teorema 1.5.4). Adema´s, podemos tomar H de forma que F y G
sean dos polinomios irreducibles. Como X es completo, y C2 es de Stein, existe un
subconjunto E ⊂ C2 de capacidad cero que es invariante por el flujo de X y tal que
todas las trayectorias de X en C2 \ E son o bien de tipo C, o bien de tipo C∗ (ver
proposicio´n 1.6.2). Por tanto, H es de tipo C o C∗. Estudiemos estos dos casos.
• Si H es de tipo C, como todas las curvas
{λF + µG = 0} \ {F = G = 0}
son no singulares y biholomorfas a C, tenemos que
{F = G = 0} = ∅.
Podemos suponer entonces que H es un polinomio, y por el teorema 1.5.2 existe un
automorfismo ϕ de C2 tal que H ◦ ϕ = y. Esto significa que el campo horizontal ∂
∂x
dual de d(H ◦ ϕ) define la misma foliacio´n que ϕ∗X. De ah´ı que
ϕ∗X = λ
∂
∂x
, para λ ∈ C∗.
• Cuando H es de tipo C∗, de acuerdo con el teorema 1.5.5, despue´s de un automor-
fismo polino´mico ϕ de C2, para una funcio´n h de CP1 de grado uno, H ◦ ϕ = h ◦G,
con G como en (3.11). Estudiamos dos casos:
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1. Caso ` = 0. Entonces G = xmyn, con m y n en Z∗. Eliminando el conjunto de
ceros o polos de dimensio´n uno de dG, el campo mx ∂
∂x
+ ny ∂
∂y
dual de e´sta,
define la misma foliacio´n que ϕ∗X. Por tanto,
ϕ∗X = λ
(
mx
∂
∂x
+ ny
∂
∂y
)
.
2. Veamos ahora que el caso ` > 0 no se puede dar. Cuando ` > 0, entonces
G = xm(x`y + p(x))
n
, con m,n ∈ Z∗, p(x) un polinomio de grado ≤ l − 1 con
p(0) 6= 0. Eliminando el conjunto de ceros de dimensio´n uno de dG, obtenemos
la 1–forma
xm−1(x`y + p(x))n−1
x2am(x`y + p(x))2bn
h′(G) dG, donde

a = 0 si m > 0,
a = 1 si m < 0,
b = 0 si n > 0,
b = 1 si n < 0,
con λ ∈ C∗. El campo dual de esta forma define la misma foliacio´n que ϕ∗X.
As´ı, ϕ∗X viene dado expl´ıcitamente como
αx`+1
∂
∂x
+ [βx`y + γp(x) + δxp′(x)]
∂
∂y
, siendoα ∈ C∗ y β, γ, δ ∈ C.
Tomemos la trayectoria de ϕ∗X dada por la curva
L = {x`y + p(x) = 0}.
Si Σ es la rama en el punto p = [0 : 1 : 0] definida por la clausura proyectiva de
L en CP2, esta Σ define una trayectoria en el infinito que viene parametrizada
por γ(t) = (t,−p˜(1, t)), donde p˜(x, z) es la homogeneizacio´n de p(x). Como
indp(Fϕ∗X ,Σ) = ord0(−αt) = 1,
y el orden de contacto σ de Σ con L∞ es igual a uno, obtenemos que
indp(Fϕ∗X ,Σ)− σ` < 1.
Esto significa que X no es completo en L (ver proposicio´n 2.1.4). Contradiccio´n,
y ` no puede ser > 0.
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Curvas invariantes de un campo completo por un cero.
Proposicio´n 4.2.2. Dado un cero p de un campo vectorial holomorfo completo X
en C2, existe una trayectoria singular Cz de X de tipo C∗ tal que su clausura Cz
en C2 es una curva anal´ıtica que pasa por p, siendo {p} = Cz \ Cz. Adema´s, si X
es polino´mico y Σ es la u´nica rama de Cz en p, existen dos posibilidades: 1) Cz es
algebraica con Cz \Σ su final algebraico, o´ 2) Cz es transcendente con Cz \Σ su final
transcendente.
Demostracio´n. Por un cero p de un campo vectorial holomorfo X siempre existe una
separatriz Σ de X por p de acuerdo con el teorema 1.3.1. Fijado un z ∈ Σ y la
correspondiente Cz, el conjunto Cz ∪ {p} esta´ dotado de una estructura natural de
superficie de Riemann (construccio´n ana´loga a la realizada en la seccio´n 2.1 para una
trayectoria en el infinito). Por ser X en Cz completo y C2 una variedad de Stein,
Cz es de tipo C∗. Y, como su clausura Cz en C2 es una curva anal´ıtica que verifica
Cz \Cz = {p} (ver teorema 1.6.1), Cz es singular. Adema´s, si X es polino´mico, puesto
que i : Cz \ Σ ↪→ C2 es propia, la proposicio´n 2.1.1 implica que Cz \ Σ es un final
propio de Cz tal que
lim (Cz \ Σ) ∩ L∞ 6= ∅.
Cuando este final no es transcendente sabemos que Cz define una separatriz de FX
por un punto r = lim(Cz \ Σ) ∈ Sing(FX) (ver corolario 3.2.1). Por tanto,
lim(Cz) = lim(Cz \ Σ) = r,
y Cz es algebraica.
Proposicio´n 4.2.3. Sea p un cero no dicr´ıtico de un campo vectorial polino´mico X
en C2. Si Γ es una curva algebraica invariante por X que pasa por p, y X sobre Γ\{p}
es completo, existe un automorfismo polino´mico Φ de C2 tal que Φ(Γ) es una recta.
Demostracio´n. Como X en Γ \ {p} es completo, si identificamos Γ con la superficie
de Riemann dada por Cz ∪ {p}, al ser C2 una variedad de Stein, la trayectoria Cz
que define Γ \ {p} es de tipo C∗. La restriccio´n de X a Γ \ {p} corresponde, salvo
un automorfismo, al campo λ z ∂
∂z
con λ ∈ C∗ segu´n la proposicio´n 1.6.3. Luego, la
u´nica rama Σ de la curva Γ en p satisface indp(FX ,Σ) = 1 (ver proposicio´n 1.3.2),
y, en particular, como X en Cz extiende a p como un cero de orden uno, la parte
lineal DXp de X en p es distinta de cero. Designemos por λ y µ a sus autovalores.
Probaremos que para todo los posibles valores de λ y µ la curva Γ es lisa en p.
1. Si λ = µ = 0, despue´s de un cambio lineal de coordenadas, podemos asumir que
DXp =
(
0 0
1 0
)
.
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Supongamos que Γ es singular en p y lleguemos a una contradiccio´n. Como Γ
es biholomorfa a C, por el teorema 1.5.3, existe un automorfismo polino´mico Φ
de C2 tal que
Φ(Γ) = {xk − ay` = 0}, con (k, l) = 1, a ∈ C∗.
Como Γ es singular, podemos adema´s suponer que k o´ ` es distinto de uno.
Designemos a Φ(Γ) por Γ′, y tomemos la parametrizacio´n γ(t) = (εtl, tk), con
εk = a, de la rama Σ′ = Φ(Σ) de Γ′ en p′ = Φ(p). Ya que
D(Φ∗X)p′ = DΦp ·DXp ·DΦ−1p′ ,
escribiendo
DΦp =
(
a b
c d
)
,
obtenemos que
D(Φ∗X)p′ = α
(
bd −b2
d2 −bd
)
, con α = (ad− bc)−1 ∈ C∗.
De esta manera, el campo Φ∗X en Γ′ ∪ {p′} se expresa entorno a p′ como
γ∗(Φ∗X) = ∆(t)
∂
∂t
,
con ∆(t) igual a
αb(dεt` − btk) + P (εt`, tk)
ε`t`−1
=
αd(dεt` − btk) +Q(εt`, tk)
ktk−1
, (4.1)
donde P y Q son dos polinomios que tienen orden ≥ 2 en p.
Analicemos (4.1). Aplicando la proposicio´n 1.3.2 vemos que indp(FX ,Σ) = 1
implica indp′(FΦ∗X ,Σ′) = 1. Concluimos que γ∗(Φ∗X) tiene un cero de orden 1
y los o´rdenes de los dos numeradores de (4.1) son ` y k, respectivamente.
• Si bd 6= 0, tenemos que k > `. En caso contrario, ya que ` ≥ k (recordemos
que k o´ ` es distinto de uno), el te´rmino −αb2tk en el numerador del primer
miembro de (4.1) deber´ıa cancelarse con uno de los te´rminos de P (εt`, tk), y,
necesariamente, k = j` con j ≥ 2, contradiciendo que (k, `) = 1. Pero k > `
implica que αd2εt` se cancela con uno de los te´rminos de Q(εt`, tk), y, as´ı, ` = jk
con j ≥ 2. Por tanto, una contradiccio´n, y este caso es imposible.
• Si bd = 0, entonces, o el ord0 (P (εt`, tk)) = `, o el ord0 (Q(εt`, tk)) = k. En el
primer caso, ` = jk, con j ≥ 2. En el segundo k = j`, con j ≥ 2. Contradiccio´n
de nuevo con (k, `) = 1 y, por tanto, imposible.
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2. Si λ/µ ∈ Q+, como p es no dicr´ıtico, p es de tipo Poincare´–Dulac, y por tanto,
Γ es lisa en p (ver proposicio´n 1.3.1).
3. Cuando λ/µ /∈ Q+, o λ 6= 0 y µ = 0, Γ es lisa en p (ver proposicio´n 1.3.1).
Una vez visto que Γ es lisa, si aplicamos el teorema 1.5.2, sabemos que existe un
automorfismo polino´mico Φ de C2 que transforma la curva Γ en la recta Φ(Γ).
Observacio´n 4.2.1. Para el caso dicr´ıtico la proposicio´n 4.2.3 es falsa. Tomemos un
campo completo de la forma
X = λ
(
mx
∂
∂x
+ ny
∂
∂y
)
, donde m,n ∈ N \ {0, 1} y λ ∈ C∗,
con primera integral racional H = xmy−n. El campo X tiene un u´nico cero en p =
(0, 0), que es dicr´ıtico. Adema´s, todas las curvas H = c, con c ∈ C∗, son invariantes
por X y singulares en p.
Demostracio´n del Teorema 4.2.1. Supongamos que p1 y p2 son dos ceros distintos
deX. Sabemos por la proposicio´n 4.2.2 que existen dos curvas anal´ıticas invariantes de
X por p1 y p2, que llamaremos Γ1 y Γ2, respectivamente. Dichas curvas son distintas
y no se cortan en ningu´n punto, pues la restriccio´n de X a cada una de ellas define
un campo completo sobre una superficie de Riemman que no es biholomorfa a CP1
(son curvas afines en C2) con un u´nico cero (ver proposicio´n 1.6.3).
Analicemos primero el caso en que pi es no dicr´ıtico y Γi es algebraica para cada
i ∈ {1, 2}. Podemos asumir, por ejemplo, que Γ1 es una recta (ver proposicio´n 4.2.3).
Llamemos Lp1 y C2 a las clausuras proyectivas de Γ1 y Γ2, respectivamente. Tomemos
el u´nico punto r donde Lp1 y C2 se cortan, que sabemos esta´ en L∞ ya que Γ1∩Γ2 = ∅.
Veamos ahora que C2 es una recta. Argumentando por reduccio´n al absurdo, si C2
no fuese una recta, esta curva, que sabemos es tangente a Lp1 en r, tendr´ıa que ser
tambie´n tangente en este punto a la recta del infinito L∞. De no serlo, tomando la
curva desingularizada Z2 de C2 (ver cap´ıtulo 1) y su correspondiente resolucio´n
pin : Z2 −→ C2,
el campo completo X en Γ2 \ {p2} podr´ıa levantarse por pin a un campo holomorfo
completo (pin)∗X sobre la superficie de Riemann Z2 con al menos tres ceros, a saber:
p2 y al menos dos puntos distintos en L∞ donde intersecan L∞ y C2, lo que contradice
el que X fuese completo sobre Γ2 (ver proposicio´n 1.6.3). Por tanto, Lp1 y L∞ son
tangentes a C2 en r. Pero, esto implica que Cz tiene dos ramas en r, lo que es imposible
pues Γ2 \ {p2} es biholomorfa a C∗. Hemos probado que Γ1 y Γ2 son dos rectas que
no se cortan, y de esta manera puedan considerarse como dos rectas paralelas de
ecuaciones
Γ1 = {x = a} y Γ2 = {x = b}, con a, b ∈ C,
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despue´s de un automorfismo lineal de C2. Por cada punto z = (x, y) ∈ C2 que no
este´ en esas dos rectas, la trayectoria Cz de X por z, dada como la imagen de la
solucio´n ϕz : C→ Cz, define al proyectarse sobre el eje {y = 0} una aplicacio´n entera
que no toma al menos los valores a y b. Por el Teorema de Picard vemos que Cz
esta´ contenida en una recta paralela a Γ1 y a Γ2, y as´ı
X = λ
∂
∂y
, con λ ∈ C∗.
Contradiccio´n, porque estamos suponiendo que X tiene al menos dos ceros.
Los casos que nos quedan por estudiar son: 1) cuando alguno de los puntos pi es
dicr´ıtico, y 2) cuando alguna de las curvas Γi no es algebraica. En el primer caso,
si ninguna de las trayectorias de X por el cero dicr´ıtico fuese transcendente, ob-
tendr´ıamos una cantidad infinita de curvas algebraicas invariantes de X. Pero, por
el Teorema de Darboux, X tendr´ıa primera integral racional, y de acuerdo con la
proposicio´n 4.2.1 esto significar´ıa que X tiene a lo ma´s un cero, lo cual no es posible.
As´ı, tanto 1) como 2) implican la existencia de una trayectoria transcendente singular
Cz de X sobre la que el campo X es completo. Sabemos, finalmente, que estos campos
tienen como mucho un cero (ver corolario 3.5.1), de ah´ı que este caso tampoco sea
posible.
4.3. Ceros que no son de tipo Poincare´–Dulac
Consideramos en esta seccio´n un campo vectorial polino´mico completo X en C2 con
un cero p que no es de tipo Poincare´-Dulac (ver definicio´n en proposicio´n 1.3.1). El
resultado principal es el siguiente:
Teorema 4.3.1. Sea X un campo vectorial polino´mico completo en C2. Si p es un cero
de X que no es de tipo Poincare´–Dulac entonces, salvo un automorfismo polino´mico,
X es uno de los siguientes:
1)
λx
∂
∂x
+ [a(x)y + b(x)]
∂
∂y
,
donde a(x), b(x) ∈ C[x], a(0) 6= 0 y λ ∈ C∗.
2)
x[n f(xmyn) + α]
∂
∂x
− y[mf(xmyn) + β] ∂
∂y
para m,n ∈ N, α, β ∈ C∗ y f(z) ∈ C[z].
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3)
x[nS + α]
∂
∂x
+
{
− [nT +m(x
`y + p(x))]S + αT
x`
}
∂
∂y
para m,n, ` ∈ N∗, α ∈ C∗, p(x) ∈ C[x] de grado < ` tal que p(0) 6= 0, T =
`x`y + xp′(x), S = f(xm(x`y + p(x))n) con f(z) ∈ z · C[z], y donde
[nxp′(x) +mp(x)]S + αxp′(x) ∈ x` · C[x, y].
Demostracio´n. Vemos primero que p es el u´nico cero de X en C2 por el teorema 4.2.1.
Supondremos que tiene coordenadas p = (0, 0). Adema´s, sabemos que la parte lineal
DXp de X en p es distinta de cero (ver teorema 4.1.3). Es ma´s, designando a los
autovalores de DXp por λ y µ podemos utilizar el siguiente hecho:
Lema 4.3.1. (Rebelo, [Reb00, p.760]) Los autovalores λ y µ son distintos de cero.
Este lema implica que p no puede ser un silla-nodo. Existen dos posibilidades de
acuerdo con la proposicio´n 1.3.1.
• λ/µ ∈ Q+. Al no ser p de tipo Poincare´–Dulac, p es dicr´ıtico. Entonces, o existe
una trayectoria transcendente singular Cz de X tal que Cz \ Cz = {p} (ver
teorema 1.6.1), o en caso contrario X tiene una primera integral racional por
el Teorema de Darboux. En ambos casos sabemos co´mo son los campos por el
corolario 3.5.1 y el teorema 4.2.1.
• λ/µ 6∈ Q+. Las dos u´nicas separatrices por p son lisas y transversales en p y
definen dos trayectorias singulares de X. Si al menos una de ellas es trans-
cendente, es consecuencia del corolario 3.5.1 co´mo es X. Si ninguna de ellas lo
es, su clausura en C2 viene definida por dos curvas lisas
Γ1 = {R = 0} y Γ2 = {S = 0}, donde R, S ∈ C[x, y],
que pasan por p. Consideremos
Γ1 ∪ Γ2 = {R · S = 0},
que topolo´gicamente corresponde a dos copias de C unidas por el punto p. Como
esta curva es reducible y simplemente conexa, podemos suponer aplicando el
teorema 1.5.3 que despue´s de un automorfismo polino´mico su ecuacio´n es la de
dos rectas
Γ1 ∪ Γ2 = {xy = 0}.
Ya que X es completo y deja a la curva Γ1 ∪ Γ2 invariante, su restriccio´n a
(C∗)2 define un campo completo. Podemos ahora utilizar la clasificacio´n de
campos racionales completos en (C∗)2 de Erik Anderse´n para el caso particular
de campos polino´micos con singularidades aisladadas obteniendo:
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Corolario 4.3.1. (Anderse´n, [And00, Corollary 2]) Todos los campos vec-
toriales polino´micos completos en (C∗)2 son de la forma:
x[n f(xmyn) + α]
∂
∂x
− y[mf(xmyn) + β] ∂
∂y
,
para m,n ∈ N, α, β ∈ C∗ y f(z) ∈ C[z].
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Cap´ıtulo 5
Campos de vectores holomorfos y
condicio´n jacobiana
Tomemos una aplicacio´n F = (F1, . . . , Fn) : Cn → Cn polino´mica, es decir, una
aplicacio´n de la forma
(z1, . . . , zn) 7→ (F1(z1, . . . , zn), . . . , Fn(z1, . . . , zn))
donde cada Fi es un polinomio de C[z1, . . . , zn]. Designemos por det(JF ) el determi-
nante de la matriz Jacobiana de F
JF =
(
∂Fi
∂zj
)
1≤i,j≤n
.
Si F es invertible, det(JF ) es una funcio´n polino´mica que nunca se anula y, por tanto,
constante. Podemos preguntarnos si el rec´ıproco de este hecho se verifica.
Pregunta 3. ¿Una aplicacio´n F : Cn → Cn polino´mica tal que det(JF ) ∈ C∗ es
invertible?
Cuando n es igual a uno es conocido (y elemental) que la respuesta a esta pregunta
es afirmativa. Sin embargo, para n mayor que dos, se desconoce si todav´ıa sigue
sie´ndolo. Esta sencilla pregunta ha dado lugar a la famosa Conjetura Jacobiana, que
recientemente aparece como problema nu´mero 16 de una lista elaborada por S. Smale
[Sma00] con los 18 problemas o retos matema´ticos ma´s importantes au´n sin resolver.
Conjetura Jacobiana: Si F : Cn → Cn es una aplicacio´n polino´mica tal que
det(JF ) ∈ C∗, entonces F es invertible (es decir, F tiene una inversa que tambie´n
es polino´mica).
La Conjetura Jacobiana aparece por primera vez formulada como pregunta en la
literatura matema´tica en el trabajo de O. H. Keller [Kel39] para polinomios en dos
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variables con coeficientes enteros. Desde entonces, muchos matema´ticos han intentado
probarla (sin e´xito), relacionando este problema con otras partes de las matema´ticas
como puede verse en [BCW82] y [vdE00]. Nuestro propo´sito en este cap´ıtulo sera´ dar
una reformulacio´n de este famoso problema y destacar la conexio´n que hay entre la
Conjetura Jacobiana y los campos completos.
Para realizar nuestra caracterizacio´n de la Conjetura Jacobiana recordamos el
siguiente resultado:
Teorema 5.0.2. (BiaÃlynicki-Birula, Rosenlicht, [BBR62]) Si F : Cn → Cn es
una aplicacio´n polino´mica inyectiva, entonces F es sobreyectiva y su inversa tambie´n
es polino´mica (es decir, F es un automorfismo polino´mico).
Por tanto, la Conjetura Jacobiana es equivalente a: “si F : Cn → Cn es una
aplicacio´n polino´mica con det(JF ) ∈ C∗, F es inyectiva”.
Campos vectoriales y Conjetura Jacobiana. Nuestro objetivo ahora es estudiar
la Conjetura Jacobiana en te´rminos de campos de vectores. De ahora en adelante,
F = (F1, . . . , Fn) : Cn → Cn sera´ una aplicacio´n polino´mica que satisface la condicio´n
jacobiana, es decir, con det(JF ) ∈ C∗. Siguiendo la idea de P. Nousiainen y M. E.
Sweedler (ver [NS83]), podemos asociar siempre a una tal F la n–upla de campos
vectoriales polino´micos en Cn, que designaremos por ∂
∂F1
, . . . , ∂
∂Fn
, siguiente:
∂
∂F1
...
∂
∂Fn
 := ((JF )−1)T

∂
∂z1
...
∂
∂zn
 . (5.1)
Puesto que, por definicio´n, cada campo ∂
∂Fi
es la i–e´sima columna de (JF )−1, se
verifica que
DFj
(
∂
∂Fi
)
= DFj · ∂
∂Fi
= δij. (5.2)
Observacio´n 5.0.1. De (5.2) deducimos directamente que cada campo ∂
∂Fi
es no
singular y tiene por trayectorias las curvas
Li =
⋂
j 6=i
{Fj = λj}, con λj ∈ C.
Proposicio´n 5.0.1. (Nousiainen-Sweedler, [NS83]) Los campos ∂
∂F1
, . . . , ∂
∂Fn
forman una base sobre C[z1, . . . , zn] del espacio ℵpol(Cn) de campos de vectores polino´-
micos en Cn que es conmutativa, es decir, tal que [ ∂
∂Fi
, ∂
∂Fj
] = 0, para todo i, j.
De hecho, las propiedades de la proposicio´n 5.0.1 caracterizan las n-uplas de cam-
pos ( ∂
∂F1
, . . . , ∂
∂Fn
) que provienen de una aplicacio´n polino´mica F verificando la condi-
cio´n jacobiana.
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Proposicio´n 5.0.2. (Nowicki, [Now86]) Si los campos X1, . . . , Xn forman una
base sobre C[z1, . . . , zn] del espacio ℵpol(Cn) de campos vectoriales polino´micos en Cn
que es conmutativa, existe una aplicacio´n polino´mica F = (F1, . . . , Fn) : Cn → Cn
satisfaciendo la condicio´n jacobiana tal que Xi =
∂
∂Fi
para todo i.
Campos vectoriales completos y condicio´n Jacobiana. Destaquemos que, segu´n
(5.2), cada hoja Li esta´ equipada con una 1–forma holomorfa que vale uno a lo largo
de ∂
∂Fi
, es decir, tal que
DFi|Li
(
∂
∂Fi
)
≡ 1. (5.3)
Una tal 1–forma se llama diferencial de tiempos. Cuando ∂
∂Fi
es completo coincide
con la diferencial de tiempos definida localmente por su flujo, es decir, la integral
de DFi|Li a lo largo de un camino γ : I → Li contenido en una carta local de Li
representa el tiempo complejo (salvo per´ıodos) requerido por el flujo de ∂
∂Fi
para ir
de un extremo a otro de γ (ver [Reb96]).
Teorema 5.0.3. Si F = (F1, . . . , Fn) : Cn → Cn es una aplicacio´n polino´mica que
verifica la condicio´n jacobiana, F es inyectiva si y so´lo si los campos ∂
∂Fi
definidos
como en (5.1) son completos.
Demostracio´n. Supongamos primero que F es inyectiva. Sabemos entonces que F es
biyectiva y, por tanto, un automorfismo de Cn (ver teorema 5.0.2). Si para cada i
escribimos Fi(z1, . . . , zn) = wi, como los campos coordenados
∂
∂wi
son completos, los
∂
∂Fi
= F ∗ ∂
∂wi
tambie´n lo son. Estudiemos el rec´ıproco. Supongamos que los campos
∂
∂Fi
son completos. Si F no es inyectiva, existen dos puntos p, q ∈ Cn distintos tales
que F (p) = F (q) = α = (α1, . . . , αn). Por tanto, hay n hojas
Li =
⋂
j 6=i
{Fj = αj},
una de cada campo ∂
∂Fi
, que intersecan en al menos dos puntos p y q distintos.
Fijemos una trayectoria Li y consideremos la solucio´n entera ϕz : C → Li que la
parametriza para un z ∈ Li ya que ∂∂Fi es completo. Sean t0 y t1 los valores de C
que satisfacen ϕz(t0) = p y ϕz(t1) = q. Si tomamos un camino γ : I = [0, 1] → C
diferenciable e inyectivo en C que conecta t0 con t1, es decir, tal que γ(0) = t0,
γ(1) = t1 y γ
′(s) 6= 0, levantando la 1–forma DFi|Li por ϕz, obtenemos la 1–forma
holomorfa en C definida por
ϕz
∗(DFi|Li) = D(Fi ◦ ϕz)(t).
Al ser ϕz
∗(DFi|Li) exacta, un ca´lculo obvio prueba que su integral a lo largo de γ es
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igual a ∫
γ
ϕz
∗(DFi|Li) =
∫
γ
D(Fi ◦ ϕz)(t) dt
=
∫ 1
0
D(Fi ◦ ϕz)(γ(s)) γ′(s) ds
=
∫ 1
0
(F ◦ ϕz ◦ γ)′(s) ds
= F (q)− F (p) = 0.
(5.4)
Pero, por otra parte∫
γ
ϕz
∗(DFi|Li) =
∫
γ
DFi(ϕz(t)) · ϕ′z(t) dt
=
∫ 1
0
DFi(ϕz(γ(s))) · ϕ′z(γ(s)) · γ′(s) ds
=
∫ 1
0
{
DFi
(
∂
∂Fi
)
|(ϕz◦γ)(s)
}
· γ′(s) ds
=
∫ 1
0
γ′(s) ds (por (5.3))
= q − p 6= 0.
(5.5)
Como (5.4) y (5.5) son contradictorias, necesariamente F es inyectiva.
Reformulacio´n de la Conjetura Jacobiana. El teorema 5.0.3 nos permite dar
una versio´n equivalente de la Conjetura Jacobiana.
Proposicio´n 5.0.3. La Conjetura Jacobiana es verdadera si y so´lo si cada base
X1, . . . , Xn sobre C[z1, . . . , zn] del espacio ℵpol(Cn) de campos vectoriales polino´micos
en Cn que es conmutativa, es completa, es decir, tal que Xi es completo para todo i.
Demostracio´n. Supongamos que la Conjetura Jacobiana es verdadera. Si X1, . . . , Xn
es una base conmutativa de ℵpol(Cn), sabemos que existe una aplicacio´n polino´mica
F = (F1, . . . , Fn) : Cn → Cn que verifica la condicio´n jacobiana y tal queXi = ∂∂Fi (ver
proposicio´n 5.0.2). Por tanto, F es un automorfismo polino´mico y por el teorema 5.0.3
la base X1, . . . , Xn es completa.
Rec´ıprocamente, si cada base conmutativa X1, . . . , Xn sobre C[z1, . . . , zn] del es-
pacio ℵpol(Cn) es completa, cualquier aplicacio´n polino´mica F : Cn → Cn satis-
faciendo la condicio´n jacobiana, que sabemos define la base conmutativa de campos
∂
∂F1
, . . . , ∂
∂Fn
(ver en proposicio´n 5.0.1), cumple que los campos ∂
∂Fi
son completos.
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