Deciding which skill to learn when: Temporal-Difference Competence-Based Intrinsic Motivation (TD-CB-IM) by Baldassarre, Gianluca & Mirolli, Marco
Deciding Which Skill to Learn When:
Temporal-Difference Competence-Based
Intrinsic Motivation (TD-CB-IM)
Gianluca Baldassarre and Marco Mirolli
Laboratory of Computational Embodied Neuroscience, Istituto di Scienze e
Tecnologie della Cognizione, Consiglio Nazionale delle Ricerche
{gianluca.baldassarre,marco.mirolli}@istc.cnr.it
Abstract. Intrinsic motivations can be defined by contrasting them to
extrinsic motivations. Extrinsic motivations are directed to drive the
learning of behavior directed to satisfy basic needs related to the or-
ganisms’ survival and reproduction. Intrinsic motivations, instead, are
motivations that serve the evolutionary function of acquiring knowledge
(e.g., the capacity to predict) and competence (i.e. the capacity to do)
in the absence of extrinsic motivations: this knowledge and competence
can be later exploited for producing behaviours that enhance biologi-
cal fitness. Knowledge-based intrinsic motivation mechanisms (KB-IM),
usable for guiding learning on the basis of the level or change of knowl-
edge, have been widely modeled and studied. Instead, competence-based
intrinsic motivation mechanisms (CB-IM), usable for guiding learning
on the basis of the level or improvement of competence, have been much
less investigated. The goal of this paper is twofold. First, it aims to
clarify the nature and possible roles of CB-IM mechanisms for learning,
in particular in relation to the cumulative acquisition of a repertoire of
skills. Second, it aims to review a specific CB-IM mechanism, the Tem-
poral Difference Competence-Based Intrinsic Motivation (TD-CB-IM).
TD-CB-IM measures the improvement rate of skill acquisition on the
basis of the Temporal-Difference learning signal (TD-error) that is used
in several reinforcement learning (RL) models. The effectiveness of the
mechanism is supported by reporting the results of experiments in which
the TD-CB-IM mechanism is successfully exploited by a hierarchical RL
model controlling a simulated navigating robot to decide when to train
different skills in different environmental conditions.
1 Introduction
Intrinsic motivations (IM) are receiving an increasing attention for their potential
to allow organisms and robots to acquire knowledge and skills cumulatively and
in full autonomy (Baldassarre, 2011; Baldassarre and Mirolli, 2010; Barto et al.,
2004b; Deci et al., 2001; Oudeyer and Kaplan, 2007; Schmidhuber, 2010).
As further explained in Sec. 2.1, intrinsic motivations allow organisms and
robots to learn skills and knowledge in the absence of a guidance from extrinsic
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motivations, that is motivations related to homeostatic drives such as hunger
and thirst, or, in the case of robots, related to the tasks dictated by the user.
An important class of IM, called “Competence-Based IM” (CB-IM) are related
to measurements of the capacity to solve given tasks (Sec. 2.2). CB-IM can play
various sub-functions within a cognitive system. Here we focus on a specific im-
portant computational challenge which can be briefly described as deciding what
to learn when (Sec. 2.3). This challenge stems from the fact that an agent has to
learn multiple skills so as to be capable of accomplishing several different goals,
as it is often the case in animals and as it is becoming increasingly requested in
robots. Specifically, the challenge resides in the fact that when an agent has to
learn several different skills it has to decide to which skill dedicate its learning
resources at each moment.
Here we review a specific CB-IM mechanism, called Temporal Difference
Competence-Based Intrinsic Motivation (TD-CB-IM), that can solve this prob-
lem. The key idea is to focus learning on those skills that exhibit the maximum
learning rate of competence. In particular, TD-CB-IM is based on the idea of
using the TD-error learning signal that is at the heart of several reinforcement
learning (RL) models (Sutton and Barto, 1998) as a reward signal for a higher-
level RL component within a hierarchical system. 1
The goal of the paper is twofold. First, it aims to clarify a specific computa-
tional problem, “deciding to when to learn what”, that CB-IM can solve within
autonomous learning agents. To this purpose, the paper will briefly review the
overall function played by IM (Sec. 2.1), will present an analysis that contributes
to clarify the difference existing between CB-IM and Knowledge-Based IM (KB-
IM) (Sec. 2.2), and will illustrate the nature and importance of the deciding-
when-to-learn-what problem. Second, it aims to review the TD-CB-IM. This
algorithm was first presented and exploited in Schembri et al. (2007a,b,c). With
respect to these papers here we will present only the basic results (Sec. 4), and we
will instead present a deeper analysis of the nature and properties of TD-CB-IM
(Sec. 4,5).
1 Reinforcement learning models mimic the trial-and-error learning processes of an-
imals directed to achieve an extrinsic reward, in particular those studied by be-
haviourist psychology with instrumental learning paradigms (Lieberman, 1993) (but
the models are also used to capture some mechanisms of Pavlovian learning). One of
the most biologically plausible RL models, the actor-critic RL model (Houk et al.,
1995; Sutton and Barto, 1998), is formed by (a) an actor, which progressively learns
to select actions so to maximize rewards, and (b) a critic, which progressively learns
to assign an evaluation (an estimate of future rewards) to each state on the basis
of the received rewards (the actor is trained to act so as to move the agent towards
states with higher evaluations).
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2 Competence-based intrinsic motivations
2.1 Functions of intrinsic motivations
Intrinsic motivations are usually defined by contrasting them to extrinsic moti-
vations. Extrinsic motivations (EM) refer to homeostatic drives and other mech-
anisms that lead organisms to engage in an activity because it will eventually
lead to a valuable outcome, such as food or water. Instead, intrinsic motivations
(IM), an expression first used in psychology (Harlow, 1950; Ryan and Deci, 2000;
White, 1959), refer to actions performed “for their own sake” rather than as a
means to obtain a useful outcome.
From an evolutionary/adaptive perspective, extrinsic and intrinsic motiva-
tions have been proposed to have different functions (Baldassarre, 2011; note
that in this paper we will focus only on the capacity of IM to produce learning
signals, and not on their capacity to trigger/energize behavior). EM drive the
performance and learning of behaviors directed to aid homeostatic regulations,
and hence to improve the chances of survival and reproduction (i.e., improve
biological fitness). Instead, IM have the function of leading organisms to learn
complex behaviors, e.g. based on long chains of actions, that would never be
acquired on the basis of extrinsic rewards alone. More precisely, IM generate
learning signals (and motivate the execution of behaviors) that drive the learn-
ing of new knowledge and skills that only later are exploited to get extrinsic
rewards, that is to improve biological fitness (cf. also Singh et al., 2010). The
paradigmatic example of this is represented by children at play. Children spend
their first years of life acquiring in a cumulative fashion a flexible repertoire of
skills, and a wide knowledge of the world, mostly guided by intrinsic motivations
(von Hofsten, 2007). Only later, in adult life, such skills are re-used to readily
assemble complex behaviors directed to increase fitness. The importance of IM
for children development is also manifested by the fact that most experiments
of developmental psychology successfully leverage on IM to drive the behaviors
they study as it is not possible to give direct instructions to young children and
babies or to motivate them with EM.
2.2 Knowledge-based and competence-based intrinsic motivation
mechanisms
In terms of mechanisms, IM learning signals are generated on the basis of “mea-
surements” of the level of increase of knowledge and skills done directly in the
brain (Baldassarre, 2011), or in the controller in the case of robots. Due to their
function, the mechanisms producing IM learning signals usually cease to produce
them once the knowledge or skill generating them have been acquired (Mirolli
et al., subm; Santucci et al., 2010). This is different from EM learning signals
that come back again and again with the homeostatic needs they are directed
to satisfy.
Two main types of IM mechanisms can be identified: knowledge-based intrin-
sic motivations (KB-IM) and competence-based intrinsic motivations (CB-IM)
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(Oudeyer and Kaplan, 2007, see also Mirolli and Baldassarre, 2012). Here with
knowledge we will intend the “capacity to predict” (i.e., in the terminology of
control theory, the capacity of forward models to anticipate future states based
on current states and planned actions; note that in reality knowledge also in-
cludes other capabilities, e.g. to abstract and classify perceived stimuli, but we
will not consider this here). With competence we will intend here the “capacity
to do”, that is to change the world in a certain way when the agent intends to do
so (i.e., in the terminology of control theory, the capacity of controllers or inverse
models to produce suitable actions on the basis of the pursued goal-state and the
current state). Importantly, competence is dependent on goals: these are states,
among all possible states, that the agent might consider as desired states, and
hence will want work to achieve them. Knowledge-based IM mechanisms (here
“KB-IM” for short) generate learning signals on the basis of measures of the
level, or improvement, of the agent’s capacity to predict. Instead, competence-
based IM mechanisms (here “CB-IM” for short) generate learning signals based
on measures of the level, or improvement, of the agent’s capacity to achieve its
goal-states.
Most computational research on IM has focussed on KB-IM. In a pioneering
work, Schmidhuber (1991b) (see also Schmidhuber, 2012, for a review) proposed
an agent endowed with a predictor, learning to predict the next state based on the
current state and planned action, and a reinforcement-learning (RL) component,
learning to produce actions based on a reward equal to the (absolute) value of the
predictor’s prediction error. The agent was capable of selecting actions that led
the agent to explore new regions of the problem space and that led to a high error
of the predictor, so fostering the improvement of the capabiltiy of prediction of
the predictor itself. This system, however, was limited by the problem of getting
stuck in regions of space and in activities that led to a high prediction error
that could not be decreased due to the limitations of the predictor or the world
intrinsic noise. To solve this problem, Schmidhuber (1991a) proposed another
system that used a learning signal measuring the improvement of the prediction
error to train the RL component. With various developments, in particular to
make it applicable to real robots (e.g., Oudeyer et al., 2007; Oudeyer et al., 2012),
this approach has become the IM system most used within the autonomous
learning literature.
CB-IM have received much less attention than KB-IM. A possible reason is
that, as we shall see, CB-IM seems to require complex hierarchical systems to be
suitably investigated: this makes the investigations more challenging. Another
possible reason is that measuring the improvement of competence is not easy:
this is one of the main problems targeted in this paper and the TD-CB-IM is a
possible solution to this problem.
To our knowledge, Barto’s group (Barto et al., 2004a; Singh et al., 2005)
has been the first to propose a model involving CB-IM. This model was based
on the RL option framework (Sutton et al., 1999) and grid-world tests where
the learning of the policy to achieve an extrinsic reward was supported by IM
learning signals. In the model, the IM learning signals are generated as follows:
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(a) the system is assigned different “salient states” to accomplish, and it creates
a new skill (option) for each of them; (b) when pursuing one of these salient
states, the system generates a reward in proportion to the probability of not
achieving the target salient state from a state from which it was possible to
achieve it. Although interesting, this approach suffers of a limitation analogous
to the one of the KB-IM system of Schmidhuber (1991b) mentioned above: since
the learning signal depends on the level of the skill, (probability of achieving the
goal) rather than on its improvement, it can possibly lead the system to focus
learning resources on goals that cannot be accomplished (but see Sec. 5 for a
discussion of the possible conditions where this approach might work well).
2.3 Deciding when to learn what
Within the overall function of IM (guiding the acquisition of knowledge and
skills in the absence of EM), CB-IM can play a specific important sub-function
within systems that have a hierarchical architecture. Before looking closely to
this sub-function, we want to stress the importance of hierarchical architectures
for natural and artificial intelligent systems.
The key insight is that both animals and intelligent machines and robots can
benefit of an organization of their behavior based on hierarchical architectures,
which are usually either structurally or functionally modular. This is particu-
larly important when they have to learn a multiple set of skills, as it is always
the case in animals and in some cases for machines/robots.2 The importance of
hierarchical modularity is due to at least three reasons. First, the acquisition of
multiple skills requires data structures and storing mechanisms that avoid the
problem of catastrophic forgetting (McCloskey and Cohen, 1989). Catastrophic
forgetting is relevant here as the acquisition of new skills can interfere and cause
the forgetting of already acquired skills. Second, hierarchical modular architec-
tures allow transferring skills and knowledge from one task to another when this
is possible, thus enhancing the learning speed of new skills (see Taylor and Stone,
2009, for a review). Last, hierarchical modular architectures facilitate the re-use
of the repertoire of previously acquired skills in the exploitation phase guided
by extrinsic motivations, as they facilitate the composition of such skills to pro-
duce the needed action sequences (e.g., Hart and Grupen, 2011, 2012; Barto and
Mahadevan, 2003, for a review; see also the example presented here).
For these reasons, hierarchy and modularity represent fundamental organi-
zational principles of animal brains (see Meunier et al., 2010 for a review), and
2 By “hierarchical” we mean that some components of the system, usually processing
information at a more abstract level, exert an influence on other components, usually
processing information at more detailed level. By “modular” we mean that different
chunks of behavior are encoded in different portions of the system. Modularity can
be either “structural”, i.e. related to strong connections within groups of neurons and
looser connections between groups, or “functional”, e.g. leading to encode different
chunks of behavior within different portions of a rather homogeneous system on the
basis of specific self-organizing mechanisms.
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they are exploited with success in several computational models (e.g., Baldas-
sarre, 2001, 2002b; Caligiore et al., 2010; Hart and Grupen, 2011; Jacobs et al.,
1991; Yao, 1999; see Barto and Mahadevan, 2003 for a review).
The development of hierarchical modular systems learning multiple skills
presents at least three important challenges. The first challenge, discussed in
Sec. 5 but not further expanded here, is related to the development of hierarchical
modular architectures actually capable of storing multiple skills. The second
challenge concerns the autonomous identification of tasks (goals) by the agent,
again expanded in Sec. 5.
The third and last challenge, on which we focus in this paper, is related to the
agent’s decision on which task, among those autonomously identified, it should
allocate its attention and learning resources in each period of its life. The idea
proposed here is that the agent should train the skills that have the highest rate
of improvement. There are at least to reason for this. First, the agent should not
continue to focus learning processes on already acquired skills as this would lead
it to waste time and learning resources. Second, learning of new skills can require
the execution of previously acquired skills in order to create the conditions of the
success of the new skills (e.g., a child has first to learn to look and reach/grasp
a single block before having the possibility of learning to build towers formed
by several blocks). This means that the agent should not focus on acquiring
skills that, to be successful, require the execution of skills that have not yet been
acquired. Behaviorally, an agent that follows these principles appears to focus
learning resources on the zone of proximal development (Vygotsky, 1978) that
lays between skills already acquired and skills too difficult to be acquired. The
skills in the zone of proximal development are marked by a high acquisition rate
which is instead low for already acquired and for too difficult to be acquired
skills.
3 Mechanisms: Measuring competence improvement
based on the TD-error learning signal
This section explains the TD-CB-IM mechanism, which allows measuring the
competence improvement of a RL agent. The mechanism (presented for the first
time in Schembri et al., 2007a,b,c) is based on the exploitation of the TD-error
of a reinforcement learning component to infer the rate of improvement of the
skills of the component. TD-CB-IM is explained here on the basis of a hierarchical
architecture, guiding a simulated robot, which exploits such mechanism to decide
which skill to train among a set of skills to be acquired.
Figure 1 shows the environment used for the task that the robot has to solve.
The environment is a closed arena with a colored Red/Green/Blue pattern on
the floor. The robot is a two-wheel simulated kinematic robot. The controller
of the robot has to decide the translation speed and the rotation speed at each
simulation step. The robot is endowed with a simplified RGB camera looking
down towards the floor pattern and the input to the controller is formed by 2×6
abstract pixels for each RGB colour (in a real robot, each of these 12 abstract
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pixels would be the average of the activation of a portion of the camera image
pixels divided in 2× 6 regular parts).
Fig. 1. The walled arena used to test the robot. The sides of the hexagons were
coloured with blue (dark gray in the figure), red (gray) and green (light gray).
The arrows represent the six sub-tasks: for each task, the tail and the head of the
arrow indicate the start and the target positions, respectively. Reprinted with
permission from Schembri et al. (2007c), copyright 2007, IEEE.
The task that the robot has to solve captures a typical situation that can be
faced with IM. The life of the robot is composed of two phases called “childhood”
and “adulthood”. The robot performance is evaluated on the basis of how fast it
learns to solve a given task during adulthood. The adult task is composed by six
sub-tasks, and the robot’s overall performance is an average of the performance
in these sub-tasks (see Figure 1). In each sub-task the robot is set in a specific
initial location of the arena and has to reach a specific target location (both the
start and target locations are on a non-black portion of the environment). The
robot has to learn a solution to each sub-task by suitably composing the skills
acquired during childhood (see below). The robot gets an extrinsic reward of 1
when it reaches the target location of the pursued sub-task and 0 otherwise.
During childhood, the robot is not informed on the final task but it can freely
explore the environment to acquire skills that can be used during adulthood to
solve the final task. In particular, during childhood the robot has to acquire a
repertoire of navigation skills (e.g., following a red or blue color, turning at a
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certain color junction, etc.) based on: (a) the guidance of reinforcers components;
(b) the TD-CB-IM mechanism explained below.
The reinforcers that guide learning during childhood are a set of two-layer
feed-forward neural networks taking as input the input of the robot camera and
giving as output a reward signal ranging in [−1,+1]. Importantly, the connection
weights of the reinforcers are evolved with a genetic algorithm (GA) that uses the
robot performance in the final task as the fitness function. The genetic algorithm
generating the reinforcers mimics natural evolution, which generates the brain
machinery of organisms that lead them to autonomously set goals. The overall
(circular) evolutionary and learning cycle involving the system can hence be
summarised as follows:
Evolution : GA→ Reinforcers
Childhood : Reinforcers+ TD–CB–IM → Skill learning
Adulthood : Extrinsic rewards→ Skill composition→ Fitness→ GA
Figure 2 shows the architecture of the model. The architecture is here de-
scribed at a qualitative level, presenting only the critical formulas needed to
explain TD-CB-IM (see Schembri et al., 2007b for other computational details
on the model). The model is a two-level hierarchical reinforcement learning ar-
chitecture. The higher level of the architecture is formed by a selector that learns
to select the experts (3 in the experiments reported below) that form the lower-
level of the architecture. Each expert can control the behavior of the robot and
learns though reinforcement learning. During both adulthood and childhood, at
each simulation cycle the selector selects one expert and the expert decides the
robot’s action. During childhood the selected expert also learns on the basis of
the reinforcement signal produced by its reinforcer. During adulthood the ex-
perts do not learn but are only exploited by the selector. The selector, instead,
learns in both phases of life: during adulthood it learns on the basis of the
extrinsic reward related to the accomplishment of the final sub-tasks, whereas
during childhood it learns on the basis of the TD-CB-IM mechanism. Now these
processes are explained in more detail.
The selector and the experts are each constituted by an actor-critic
reinforcement-learning model (Sutton and Barto, 1998), whose actor and critic
are implemented as linear approximators (two-layer feed-forward neural net-
works). In addition each expert has also a reinforcer associated with it. The
actor of each expert is a two-layer neural network that gets the camera image as
input and has two sigmoidal output units with which it controls the rotation and
translation speed of the robot (each output unit sets the center of a Gaussian
function on the basis of which the actual command is randomly drawn to ensure
exploration).
The critic of each expert is a two-layer neural network that gets the camera
image as input and has one linear output unit with which it encodes the state
evaluation depending on the expert’s policy. During childhood (during adulthood
the experts do not learn), two successive evaluations of the expert critic, together
with the expert reinforcer’s reward, are used to compute the Temporal Difference
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Fig. 2. The architecture of the model (centre) with a zoom on the components
of the selector (left) and of one expert (right). Reprinted with permission from
Schembri et al. (2007c), copyright 2007, IEEE.
error (TD-error) of the expert, as in the standard RL actor-critic model (Sutton
and Barto, 1998):
TDet = (r
e
t + γv
e
t )− vet−1 (1)
where TDet is the TD-error, v
e
t−1 and v
e
t are the two successive expert critic’s
evaluations, and ret is the expert reinforcer’s reward. The selected expert uses the
learning signal TDe to train its own critic component on the basis of the stan-
dard TD learning algorithm (Sutton and Barto, 1998). Moreover, the selected
expert trains its actor with a delta rule that moves the output units activation
towards values corresponding to the executed action (which includes exploratory
noise) when TDet > 0, and away from it when TD
e
t < 0 (the change is done in
proportion to |TDet |).
The selector actor is a two-layer neural network that gets the camera image
as input and has a number of Sigmoidal output units equal to the number of
experts. At each time-step, the activations of the output units are normalised
so to sum to one, and are used as probabilities to select, with a winner-take-all
competition, the expert that controls the motor system.
Even the selector critic is a two-layer neural network. The selector critic
uses two different reinforcement signals during the agent’s life to compute its
TD-error. During adulthood, it computes the TD-error, TDkt , on the basis of
the extrinsic reward rk related to the pursued sub-task, k, and two succeeding
evaluations related to it, vkt−1 and v
k
t :
TDkt = (r
k
t + γv
k
t )− vkt−1 (2)
This signal is then used to train the selector critic with the standard TD-learning
rule, and to train the selector actor with a delta rule, to increase the probability
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of selecting the expert that selects actions producing the highest TDkt at each
state. In adulthood, at the beginning of each sub-task the selector actor and
critic are reset to random weights as the policy and evaluation gradients they
learn are different for each sub-task and for childhood.
Most importantly, during childhood the selector uses the TD-CB-IM mech-
anism to compute its TD-error, TDt, and to learn. This mechanism is based on
the use of the TD-error of the selected expert, namely TDet , as a reinforcement:
TDt = (TD
e
t + γvt)− vt−1 (3)
The fact that during childhood the selector receives the TD-error of the selected
expert as its reinforcement makes the selector learn, for each state, to give control
to the expert which has the maximum expected learning rate in such a state. The
reason of this is that the TD-error of an expert in a given state gives a measure of
how much such expert learns in such a state. In fact, a positive TD-error means
that the expert executed an action that is on average better than the actions
previously performed in such state (viceversa if the TD-error is negative). If
various experts are selected in a given state in successive experiences, the selector
learns to produce an estimate of the average TD-error that can be obtained from
that state on the basis of that selection: as in standard RL, this allows it to learn
to improve its decision policy, in this case with respect to the selection of the
experts that have to act (and learn) in the world.
An important feature of TD-CB-IM shows that it is indeed based on a mea-
sure of competence and not of knowledge. The expert’s TD-error used as reward
to train the selector (equation 3) is not used in absolute value (|TDet |) as it
is done in the case of the prediction errors used by KB-IM (see Schmidhuber,
2012). Indeed, even if TD-CB-IM is based on (the expert critics’) prediction er-
rors, it radically departs from KB-IM for two key reasons: (a) the prediction (of
the expert critic) is about the reward (as produced by the reward function), not
about world states (as produced by the transition function), hence the reward is
related to the success of the expert in achieving a specific goal state, not to any
state that the agent might experience; (b) the sign of the prediction error signal
(the TD-error) indicates if and how-much the competence of the expert actor in
achieving the goal is actually increasing (indeed, only if the TD-error is positive
there is an improvement). Instead, in the case of KB-IM (e.g., Schmidhuber,
2012): (a) the prediction (of the predictor) is not about the rewards but about
world states, which are neutral with respect to the skills to be acquired; (b) the
sign of the prediction is not relevant as both positive and negative error signals
indicate that the predictor has made an error, meaning that the knowledge stored
in such predictor can improve.
The TD-CB-IM mechanism has other two important properties related to the
fact that a second TD-learning processes, the one used by the selector, is used to
estimate the TD-error of the experts. First, this implies that the TD-CB-IM is
prospective. Indeed, the selector critic, for the properties of TD learning, learns
to produce an estimation of the true evaluations, denoted here as vsat , that is
equal to the expected sum of the future discounted TDe signals that can be
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obtained from the current state by following the expert selection policy of the
(current) selector actor (sa):
vsat = E
[
TDet + γTD
e
t+1 + γ
2TDet+2 + ...
]
(4)
where E[.] is the expectation function. This implies that the selector learns to
select an expert that not only has a high expected learning rate in the current
state, but that also leads to states where such expert, or other experts, can learn
the most.
The second implication of the fact that the selector uses a TD-learning pro-
cess to predict the expert TD-error is that the TD-CB-IM captures the idea of
focusing learning within the zone of proximal development of the agent, i.e. on
the experts that can learn the most in a certain developmental phase. Indeed, as
the selector critic tends to learn the vt associated to a give state in an incremen-
tal fashion, it tends to build up an estimation of the actual vsa which averages
out the strong noise usually affecting TDe, and to capture its trend value for
the visited states: this value is close to zero if the expert does not learn in such
state, it tends to be positive if the expert is improving its competence, and it
gets again close to zero when the expert has fully acquired the skill.
4 Results
This section reviews the basic results obtained in previous work (Schembri et al.,
2007a,b,c), so to show how the system behaves.
In the experiments, the genetic algorithm rapidly reaches a high performance
(Figure 3). In this respect, the system showed to have a high degree of evolvability
compared to other systems where other aspects of the architecture different
from the reinforcers were evolved. For example, the architecture considered here
took about 5 generations of the genetic algorithm to achieve high performance
during adulthood whereas a system where the genetic algorithm directly searched
the connection weights of the actors instead of the reinforcers took about 40
generations to achieve a comparable performance, and a systems where both the
actors and the selector were evolved took about 80 generations (Figure 3). This
result is likely due to the fact that it is easier to evolve the criteria (reinforcers) for
guiding learning of the behaviour needed to accomplish a certain task rather than
directly evolving this behavior (see Schembri et al., 2007a for further details).
Figure 4a,b show the behavior of the robot during childhood. At the begin-
ning of childhood (Figure 4a) the robot moves randomly in the arena as the
selector selects random experts and the selected experts select random actions.
With the progression of learning (Figure 4b), the robot acquires a very struc-
tured exploratory behavior. Indeed, the robot explores the environment follow-
ing a regular pattern that allows it to experience states that are important for
accomplishing the adulthood sub-tasks. In particular, during learning different
experts specialize and acquire different skills. With different repetitions of the
simulation with different random seeds the behaviors produced by the experts
can differ, although they are all very effective in adulthood. For example some
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(a) (b)
Fig. 3. (a) Evolution of the fitness of the best individuals (averaged over 10
runs) along 100 generations, for three conditions involving these versions of the
system: evolved reinforcers, learning experts and learning selector (bold line);
evolved experts and learning selector (gray line); evolved experts and evolved
selector (dashed line). The graph also reports standard deviations. (b) Average
performance during learning tests lasting 1,000,000 cycles for three conditions:
evolved reinforcers, learning experts and learning selector (bold line); evolved ex-
perts and learning selector (gray line); simple learning expert reset before each
adulthood task (dashed line). Curves refer to the average performance (nor-
malized number of received rewards) over the 10 best individuals of 10 repli-
cations measured in 10 tests for each of the 6 tasks (i.e., average of 10x10x6
tests). Reprinted with permission from Schembri et al. (2007a), copyright 2007,
Springer.
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experts make the robot follow a particular color while others make the robot
follow two colors and to avoid the third one.
Fig. 4. Behavior of the robot: in all graphs crosses, empty circles, and full circles
indicate the expert selected in that state (the marks are drawn every 10 steps).
(a) Childhood: behavior exhibited by the robot at the beginning of development.
(b) Childhood: behavior exhibited by the robot after the childhood learning. (c-
h) Adulthood: behavior of the robot exhibited after learning the six adulthood
tasks. Reprinted with permission from Schembri et al. (2007c), copyright 2007,
IEEE.
Most notably, an important fact apparent from Figure 4b is that during
childhood, thanks to the TD-CB-IM, the selector has learned to select a different
expert for each different colour of the track. The selector acquires this capability
as its reward is the TD-error signal of the experts, and this leads it to select, at
each state, the expert that has the highest positive TD-error signal, that is the
highest learning rate of the competence that allows the expert to accomplish the
skill established by its reinforcer. Following this strategy, the selector allows the
different experts to acquire different skills.
A second interesting fact apparent from Figure 4b is that the sequence with
which the selector selects the experts creates a repetitive behavior based on the
cyclic recall of sequences of skills. This is important as the agent is not artificially
reset during childhood, so it has to procure the necessary experiences to learn.
This behavior might be either the result of the structure of the environment,
that favors cyclic behaviors, or the effect of an intended policy of the selector.
In this respect, the prospective nature of the RL selector discussed in Sec. 2.1,
for which the selector aims to maximize not only the next expert’s TD-error
but rather the sum of all future TD-errors (suitably discounted), might play an
important role in the acquisition of such capability. Although further research is
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needed to understand if and how TD-CB-IM can lead to find policies that solve
the “problem of the reset” autonomously, this problem is clearly an important
one to be solved to obtain a fully autonomous acquisition of skills.
The childhood learning process allows the robot to acquire a repertoire of
skills suitable to solve the adulthood sub-tasks. The behavior of the robot in-
volved in solving the six adulthood sub-tasks is shown in Figure 4c-h. During
adulthood the selector learns quite rapidly to solve each of the six sub-tasks by
assembling the skills acquired in childhood under the guidance of TD-CB-IM. If
compared to a RL system that has to learn an adulthood task from scratch, the
hierarchical system takes on average 4 times less (Schembri et al., 2007a). Indeed,
based on the sub-task external reward, during adulthood the robot needs only
to learn to select the suitable expert(s) for each colour and change it at colour
junctions. Importantly, different sub-tasks can be learned by composing different
sequences of skills: these skills represent readily available building blocks that
do not need to be acquired from scratch. In other evolutionary runs the special-
isation of the experts and their selection is more fuzzy/difficult to be described
than the one shown in Figure 4 but the learning speed remains comparable.
5 Discussion and open challenges
5.1 Relevance of TD-CB-IM
This paper has first introduced the concept of intrinsic motivations (IM), and
then it has focused on a particular class of them, namely competence-based
IM (CB-IM). A first contribution of the paper has been the analysis of the
relation existing between CB-IM and the problem of the cumulative acquisition
of a repertoire of skills, in particular in relation to hierarchical architectures.
A fundamental function that CB-IM can play in this context is to support the
autonomous decision about which skill to train at each moment.
The second contribution of the paper has been to clarify the nature and
functioning of a CB-IM mechanism, called “TD-CB-IM” and initially proposed
in (Schembri et al., 2007a,b,c). TD-CB-IM exploits the TD-error learning signal
used in most reinforcement learning (RL) models to measure the competence
improvement of a RL agent (a mechanism similar to the one presented here,
but based on the RL option framework and tested in a grid world, has been
recently proposed by Stout and Barto, 2010). The effectiveness of TD-CB-IM
has been shown by reviewing the core aspects of a hierarchical RL model where
a higher-level RL selector has to learn to give control to a number of lower-level
experts, themselves based on RL models, engaged in learning different tasks.
Within this architecture, the key idea of the TD-CB-IM mechanism involves the
use of the experts’ TD-error as an index of the improvement of their competence.
In particular, the TD-error of experts is used as an intrinsic reinforcement for the
selector. This leads the selector to learn to select, at each state, the expert with
the highest competence acquisition rate. Note that this mechanism of attribution
of responsibility (i.e., control and learning) is rather different from what done
in other hierarchical RL models, for example in Doya et al. (2002), where the
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responsibility used to train RL expert modules is based on the capacity of the
predictors of each module to predict the dynamics of the experienced portion of
environment.
An important feature of the architecture made the mechanism prospective in
the selection of experts. Indeed, as the TD-error of experts is given as reward to
the selector which is itself a RL model, the selector learns to selects experts so
as to maximize not only the immediate competence acquisition rate but also the
future acquisition rate. For this reason, the selector learns to select the experts
by taking in due consideration not only their (expected) learning rate, but also
the possibilities of learning in the states that will be visited after their actions
are executed. This gives a prospective nature to the selection of the experts,
and leads to select sequences of skills that maximise the overall competence
acquisition of the system.
The experiments reviewed here, related to a simulated robot endowed with
a simplified camera, have shown how a hierarchical RL autonomous system, if
endowed with a suitably system for self-identification of tasks (in this case a
genetic algorithm), can benefit of the TD-CB-IM mechanism to acquire skills
without the guidance of EM (i.e., in the case of robots, in complete autonomy
from human intervention). Later the acquired skills can be readily composed
to accomplish extrinsic tasks that would have required a long training to be
accomplished, or that would have never been discovered (Vigorito and Barto,
2010). Although the test of the model presented here goes beyond the simple grid
words usually used in in RL, it is nevertheless simplified: future investigations
should aim to ascertain if and how the TD-CB-IM scales up to scenarios involving
robots endowed with more complex sensory and motor systems.
5.2 Intrinsic motivations based on competence improvement versus
competence level
An important issue concerns the advantages and disadvantage of CB-IM mech-
anisms based on measures of levels of competence, as the one proposed by Barto
et al. (2004a); Singh et al. (2005), and those based on competence improvement,
as the TD-CB-IM presented here. In Sec. 2.2 we have said that the former is
potentially affected by the problem of focusing on tasks that cannot be learned
because too difficult for the system or completely unsolvable. CB-IM mecha-
nisms based on competence improvement such as TD-CB-IM allow overcoming
this problem as they focus on a task only if the system can have a competence
improvement on it: if there is no improvement due to the task difficulty or the
limited potentiality of the learner, the engagement with the task ceases.
However, the learning signal used by TD-CB-IM, namely the TD-error of
experts, is considerably affected by noise. The reason is that when the system
has not fully acquired the capability of achieving its goals its stochastic policy
continuously selects actions that can be either better or worse than the average,
so the TD-error continuously shifts between positive and negative values. Hence,
the actual improvement of the competence of the system has to be captured as
positive average TD-error. This fact might make the CB-IM mechanisms based
16 Gianluca Baldassarre and Marco Mirolli
on competence level preferable to those based on competence improvement in
case the conditions for applying them are favorable, that is when: (a) the maxi-
mum level of achievable competence is known a-priori (this is needed to compute
how far the actual competence is from the maximum one); (b) we are certain
that the system has the necessary capability of acquiring a full competence in
the task.
5.3 Intrinsic and extrinsic motivations
The model reviewed here has also clearly highlighted two issues important for
IM: (a) the relation existing between extrinsic motivations (EM) and IM, and (b)
their adaptive function for the survival and reproduction of organisms. In this
respect, the model, by dividing the life of the agent in two distinct periods in-
volving respectively IM and EM, has stressed how the primary adaptive function
of IM is to guide the acquisition of skills and knowledge in the absence of EM
learning signals. These skills and knowledge can then be exploited in succeeding
phases of life to rapidly assemble behaviours that contribute to adaptation under
the direct guidance of EM. Beyond the organisms’ life, the success of this adap-
tation then guides the evolutionary process to improve the IM machinery that
leads to acquire certain skills instead of others (e.g., specific reinforcers in the
model), and that implements the TD-CB-IM (here hardwired). In this respect,
the model captures some essential features of the evolutionary relation between
IM and EM expanded at a theoretical level in Baldassarre (2011) and only briefly
tackled in the original papers where TD-CB-IM was initially proposed (Schembri
et al., 2007a,b,c). Another work (Singh et al., 2010) has presented an analysis
and a model on these issues. This work agrees on the function of EM and IM
discussed here (e.g., the model uses two distinct IM/EM learning phases to show
the potential function of IM), but argues for a continuity existing between the
two from evolutionary and computational perspectives.
Linked to the latter issue, we observe that the two distinct IM/EM phases of
the model reviewed here are important for theoretical analysis, but in organisms
IM and EM work at the same time (e.g., children are driven by both EM, such
as those related to hunger and thirst, and IM, such as those related to curiosity
and play). So, future work will have to investigate how the learning signals
generated by EM and IM can be usefully arbitrated in situations where they
tend to drive behaviour in different directions (see Kakade and Dayan, 2002 for
a discussion about if an how novelty-related reinforcement signals might work
together with long-term EM rewards). For example, how does a hungry child
engaged in playing decide if continuing to play or looking for food?
The latter issues are relevant not only for the study of organisms, but also for
robotics and machine learning. Indeed, also autonomous robots and machines
have mechanisms equivalent to the EM mechanisms of organisms. In robots EM
are first related to “survival”, i.e. to physical integrity, energy maintenance, etc.,
which are an essential precondition for the robot correct functioning. In both
robots and machines, EM are also related to the user’s requirements. Indeed,
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the “reproduction” of the robot/machine in several copies (eventually with vari-
ants) depends on the success of the robot/machine in accomplishing the users’
requests. For this reason, the reward given to a RL robot by a user on the
basis of a task useful for him/her can be considered as related to the EM of
the robot. In this context, IM are can be used as means acquiring knowledge
and skills before the user provides indications (i.e., EM learning signals). These
previously-acquired knowledge and skills allow the machine/robot to learn to
solve the users’ tasks much faster (see, for example, Luciw et al., 2011).
5.4 Possible biological correspondents of TD-CB-IM
A last important problem, not mentioned so far, concerns the investigation of the
possible biological correspondents of the TD-CB-IM. The investigation of the bi-
ological mechanisms possibly underlying IM is new but growing. A first proposal
comes from Kakade and Dayan (2002). The authors propose that dopamine, one
of the main neuromodulators used by brain for driving trial-and-error learning,
carries information not only about primary rewards but also about exploration
bonuses. These bonuses are quantities added to rewards or values to ensure ap-
propriate exploration in new or changing environments. Another hypothesis is
presented by Kaplan and Oudeyer (2007), who propose that the KB-IM sig-
nals generated by their model (Oudeyer et al., 2007) might correspond to tonic
dopamine.
A elaborated theory has been proposed within the neuroscientific literature
by Redgrave and Gurney (2006) (see also Redgrave et al., 2012). The idea is
that bursts of dopamine signal the detection of sudden unexpected events, e.g.
the unexpected onset of a light caused by the accidental pressure of a lever.
These bursts of dopamine (DA), produced by the substantia nigra pars compacta
(SNpc), are caused by the capacity of the superior colliculus (SC) to respond
to unexpected luminance changes and, on this basis, to activate SNpc. In turn,
the DA signal leads to increase the probability of execution of the actions that
caused the event (putatively on the basis of trial-and-error learning processes
implemented by the sensorimotor basal ganglia-cortical loops): this leads the
agent to learn the experienced action-outcome contingencies and, on this basis,
to later recall an action if the corresponding outcome becomes desirable (goal-
based action recall; see Baldassarre et al. (subm) for a model of these processes).
A central aspect of this theory is that the dopaminergic burst is caused by
apparently neutral events such as the light onset. A second important aspect is
that the DA signal tends to disappear after a prolonged experience, putatively
under the effect of a predictor of the phasic event that learns to progressively
inhibits the sensory response (not to be confused with the inhibition inherent to
the TD-error learning rule) (Mirolli et al., subm). These two aspects characterize
the signal as an intrinsic rather than as an extrinsic signal. This theory has been
proposed by contrasting it with the standard theories on phasic dopamine that
claim that this signal corresponds to a reward prediction error equivalent to the
TD-error of RL algorithms (e.g., Schultz, 2002). However, the two positions are
not necessarily in contrast, as suggested by Mirolli et al. (subm) on the basis of a
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computational model: dopaminergic signals might indeed correspond to TD-error
signals that depend on both extrinsic rewards and to (intrinsic) reinforcements
triggered by unexpected event, and thus might have the function of driving both
reward maximization and action discovery and acquisition.
Paralleling the fact that they have been less investigated with computational
models, we still lack a hypotheses on the possible brain correspondents of CB-IM.
Based on its features, however, we can here try to speculate a possible biolog-
ical implementation of the TD-CB-IM and propose an hypothesis that builds
on the theory of Redgrave and Gurney (2006) reviewed above (cf. also Mirolli
and Baldassarre (2012)). In this respect, an appealing feature of TD-CB-IM is
that it relies upon the standard TD-error signal used by most RL models which,
as mentioned above, putatively corresponds to phasic dopamine signals in brain
(encoding the TD-error related to either a primary reward or to a sensory pre-
diction error). This paves the way to search a higher-level RL system in the
brain that: (a) has the capacity to select lower level actor-critic components ca-
pable of implementing actions; and (b) receives the TD-error from such lower
level actor-critic components and uses it in place of the primary reward. We
put forward the hypothesis that such two components of the system might be
implemented respectively by: (a) the loops formed by medial and ventral BG
(mvBG) and dorsolateral prefrontal cortex (dlPFC) which have been proposed
to implement higher-level RL processes captured by hierarchical RL models (Bal-
dassarre, 2002a; Botvinick et al., 2008); (b) the striosomes of ventral BG (vBG)
and their connections to the ventral tegmental area (VAT), which form a second
important dopaminergic system beyond SNpc. The idea would be that mvBG-
dlPFC implement the actor of the selector of the model presented here: this
would play the function of learning to select large chunks of behaviour (experts)
implemented at a lower level within the sensorimotor BG-cortical loops. Instead,
the vBG-VTA system, reached directly or indirectly by the DA caused by the
lower level sensorimotor loops, would implement the critic of the selector: this
would play the function of learning to predict the learning rate of the lower level
experts as in the model presented here.
5.5 Open problems related to CB-IM
We see at least three open problems related to the use of CB-IM. The first
is the importance of developing more powerful hierarchical RL models capable
of storing multiple skills while avoiding catastrophic forgetting, exploiting in-
formation transfer between different tasks, and composing skills to build more
complex behaviors. Various proposals already exist to face this problem: see
Barto and Mahadevan (2003), for a review on hierarchical RL systems; Taylor
and Stone (2009), for a review on the issue of transfer of information between
tasks; Vigorito and Barto (2010), Hart and Grupen (2011), and Schembri et al.
(2007a,b,c) for examples of models involving hierarchical/modular architectures
and IM; Elfwing et al. (2007) for a model that has some resemblance to the
one presented here and that uses evolutionary techniques to search a hierarchy
that minimizes the number of primitive subtasks that are needed for each type
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of problem. However, further advancements in this field are required to further
develop CB-IM mechanisms.
The second open problem is related to the autonomous identification of
tasks/goals, an important prerequisite for the functioning of the TD-CB-IM
mechanism. The idea here is that a skill aims to accomplish a given task, i.e. to ac-
complish a given final state (goal) in the environment or in the body-environment
relation (e.g., “reach and get the hand in contact with a visible object” or “grasp
and carry the visible object from point A to point B in space”). When tasks and
goals cannot be derived from EM, they must be found autonomously through
IM. CB-IM mechanisms can play the sub-function of “deciding when to learn
what” only if there are several different “whats” to be learned. The pioneering
work of Singh et al. (2005) circumvented the problem: the tasks were hardwired
by defining a limited sub-set of “salient states”, among all states that the agent
could experience, that defined the termination states of the options to be cre-
ated. The work of Schembri et al. (2007c) reviewed here solved the problem by
having a genetic algorithm find reinforcers that defined the skills to be acquired
by the experts on the basis of the performance of the system on the adult’s
task. Another solution to the problem is based on the identification of critical
states having a high frequency of visits during the solution of several different
tasks (e.g., the door passage connecting two environments; McGovern and Barto,
2001; Pickett and Barto, 2002; Thrun and Schwartz, 1995). Yet another possible
solution, which has however never been applied to autonomous skills discovery,
might be based on the idea that relevant states are those where the agent is
maximally “empowered”, that is states where its actions can lead to explore the
maximum number of future states (Jung et al., 2011; Klyubin et al., 2005). An
important aspect of this problem is the relation between the need to seek the
tasks to learn and the capacity of the agent to understand what it can learn and
what is beyond its learning possibilities. For this reason, we think that mecha-
nisms such as the TD-CB-IM might play an important role in the solution of the
problem related to the autonomous search of tasks. Even KB-IM might play an
important role in the autonomous finding of goals, as they allow the isolation of
states of the world that are interesting and potentially relevant for the agent. In
any case, the autonomous definition of useful goal-states remains one of the most
important open problems for designing systems that are capable of undergoing
a prolonged autonomous accumulation of competence with the guidance of IM.
A last problem related to TD-CB-IM is the issue of scalability. Here the
mechanism was tested with only few experts/goals (e.g. three). In reality, or-
ganisms have to learn a large number of tasks. A similar condition might be
encountered by future robots. The open problem is hence: would the TD-CB-IM
work if used to learn a multitude of tasks/goals? The TD-CB-IM mechanism
might have problems as its decision on when to learn what is based on a sam-
pling of the competence improvement for each task: it does not seem efficient to
continuously sample all tasks before knowing in which task the learning rate is
highest. However, consider that any CB-IM or KB-IM mechanism used to ac-
quire several skills would encounter this problem. This suggests to look at more
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general solutions. This problem is closely related to the problem regarding the
autonomous identification of goals. Indeed, these two problems might actually be
the same: what is the goal the system should try engage with in each moment?
In this respect, a possible solution might be that only new goals discovered by
chance, e.g. while performing previously acquired skills in new conditions, are
considered for learning: this would greatly restrict the attention to goals which
are new but that are within the agent’s capabilities. In this condition, CB-IM
mechanisms such as TD-CB-IM might be used to continue to engage with the
discovered goal only if the competence acquisition rate is above a certain level,
rather than to select goals among the (possibly numerous) ones that are given
externally as it happens in the artificial conditions considered here.
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