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We are interested in singularities of analytic vector fields in (real or complex) 
dimension 2, up to changes of coordinates and reparametrization of time. Two 
integers p, YE N* being fixed, we give a list of models for small perturbations oT 
the Hamiltonian vector held X=~J,” -‘(@?s) + qx4-‘(fJ/8~~) associated with the 
function H(s, u) = )rP - .P. Each of these perturbations reduces by formal changes 
of coordinates to one and only one of our models, by an explicit algorithm. These 
perturbations are no more Hamiltonian. We derive by this way an uncountable 
dimensional space of distinct analytic classes of such perturbations. The Introduction 
ends with questions about problems of convergence. 0 I999 Academic Press 
0. INTRODUCTION, MgTHODE, ET RfiSULTATS 
En dimension 2, se donner une Cquation diff&entielle ordinaire du premier 
ordre: 
dY Ax* Y) -= 
lfx dx-9 Y) 
c’est encore se donner, 1 multiplication prts par une fonction, ou bien un 
champ de vecteur: 
ou bien une forme de Pfafi 
w=.f(x, y)dx-g(x, y)Ily. 
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Now nous interessons a la classification locale de ces objets modulo 
changements de coordonnees la oti elle n’est pas triviale, c’est a dire au 
voisinage d’un point d’annulation de f et de g. Aussi, dans toute la suite, 
f et g designent deux series, formelles ou convergentes, de x et de y sans 
terme constant a coefficients reels ou complexes. On choisira toujours f et 
g sans facteur commun’, ce qui, lorsque ces series convergent, revient a dire 
que leur zero commun est isole. 
Nous dirons dans la suite que deux champs X, et X2 sont 6quivafents s’ils 
sont proportionnels (au voisinage de l’origine) et qu’ils sont analytiquement 
(resp. formellement) Pquivalents2 si X2 est I’image par un changement de 
coordonnee analytique (resp. formel) d’un champ equivalent a X, ; on a des 
definitions similaires pour les formes de PfaK Les changements de coor- 
donnees sont effectues par des transformations du type @(x, y) = (@,(x, y), 
Q2(x, y)) oti 0, et o2 sont des series sans terme constant telles que le 
Jacobien (a@, /ax-)( a@,/ay ) - (a@, /a~)( d@,/ax), par contre, posdde un 
terme constant non nul. Comme chacun sait, la partie linlaire de @ agit sur 
la partie lineaire de X par conjugaison. Comme le champ X n’est d&i 
qu’a multiplication pres par une fonction, les valeurs propres 1, et A2 de X 
ne sont pas invariantes; si I’une d’elle est non nulle, disons A2 ~0, le 
rapport i, = ,I, /AZ, quant a lui, est bien d&i et invariant par equivalences 
analytique et formelle. Dans cette situation, a “equivalence linlaire” pres, le 
champ X s’Ccrit3: 
xdd;+ yd+ *.- ay ( ou encore X=(x+ y)$+y2+ ... . i ay > 
La premiere etude de ces objets remonte au travaux de Briot et Bouquet 
en 1856. Ces auteurs s’interesse a l’existence de courbes analytiques lisses a 
l’origine invariantes par X, c’est a dire tangentes a X. Bien que ca ne soit 
pas le sujet qui nous interesse ici, nous rappelons une partie de leurs 
resultats, completes par Poincare et Dulac, ne serait-ce que pour la culture, 
mais aussi parce qu’ils nous serviront dans le $3. Puisqu’une courbe 
invariante par X correspond au graphe d’une solution de l’equation dif- 
ferentielle (E) associie, le theoreme suivant discute en fait l’existence et 
I’unicite de la solution de I’tquation (E) en x = 0 avec condition initiale 
y=o. 
’ II n’existe pas de s&e sans terme constant divisant B la fois /‘et g. Rappelons que les 
anneaux de skies formelles (resp. convergentes) sur Iw ou 63 sont kctoriels: le pgccl y  est bien 
d&i. 
’ On parle quelquefois d’kquivdlence orbitale entre les champs de vecteurs. 
’ Ou encore X= (cos(ll)s- sin(ll)y)(8/&) + (sin(0)s +cos(0)y)(r!J/$v) + . . . si I’on travaille 
en rtel. 
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THJ~ORI~ME ( Briot-Bouquet + Poincarl + Dulac). Si la partie fin&ire du 
champ de vecteur X est donnte pur: 
X=h~+y~+ ... 
ay ( 
ou X=(x+y)~+y~+ ..* 
ay > 
3 
alors il existe, dans clwque direction propre,4 une unique courbe unalytique 
lisse invariunte pur X esceptP duns Ies deux cas suivants: 
(i) si 1 (resp. l/A)=nEN\{O, l}, alors, duns la direction propre 
verticale (resp. horizontule), ou bien il n’existe pus de courbe invuriunte, ou 
bien il en existe une inJinitP, toutes tangentes d l’ordre n - 1; 
(ii) si i = 0, ulors la courbe horizontale, correspondant d lu vuleur 
propre nulle, n’est souvent que ,formelle, c’est ci dire parumPtrPe par une 
solution formelle y(x) E @[ [x] 1, y( 0) = y’( 0) = 0, Pventuellement divergente, 
de l’equation (E) associie. 
De plus, on t?puise ainsi toutes les courbes lisses formelles invnriuntes. Cet 
thonct est rPel ou complese. 
Les premiers rksultats de classification modulo Cquivalence analytique ou 
formelle remontent aux travaux de H. Poincark et H. Dulac dont la partie 
qui nous intkresse s’honce comme suit: 
TH~OR~~ME (Poincart + Dulac). Si lu purtie 1inPaire du chun~p de vecteur 
X est don&e purr: 
x = 2s -& + y 2 + . . . a a 
a)) 
ou X=(S+ J~)z+ JJ-+ ... , 
_I* aJ’ > 
alors: 
(i) si ;I E @\( Q- u N u l/N *), ulors le chump X est formellement 
lint!arisuble, c’est ci dire .formellement Pquivulent uu modile: 
et cette 2quivalence est unalytique d& que A $ IR-; 
(ii) sii, (resp. l/A)=nEN*, alors le chump X est ou bien unulytique- 
ment linParisable, ou bien unalytiquement equivalent au modile: 
a a 
(ns+ y”)-+ y- ax ay 
y compris duns le cas unipotent n = 1; 
4 Dans les directions non propres, il ne peut y avoir de courbes invariantes 
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(iii) si II = -p/q E a-\{ 0) est rationnel negattx alors le champ X est 
ou hien analytiquement linearisahle, ou bien formellement equivalent au 
modele: 
p(1 +ph”)x$-y(1 +(p- 1) h”) y-$ 
oti h designe le Hamiltonien h(x, y) : = xqyp de la partie lineaire, ,u E @ et 
mEN*; 
(iv) si i, = 0, alors A’ est formellement equivalent au modele : 
xm+’ ;+(I +pXm) y2 
ay 
Duns le cadre reel, il faut remplacer systematiquement @ par R dans ce qui 
precede. 
Les problkmes de convergence lorsque 1 E Iw- n’ont &t6 &lucid& que dans 
les vingt dernikres annCes avec les travaux de (Siegel) Brjuno, Yoccoz et 
Pirez-Marco dans le cas irrationnel et avec les travaux d’Ecalle et de 
Martinet-Ramis dans le cas rationnel. La classification analytique est alors 
bien plus compliqu6e que la classification formelle. 
L’ktude me&e par Poincari: et Dulac traite completement la classifica- 
tion formelle dans le cas non dlgCnir& pour lequel une valeur propre au 
moins est non nulle, les rCductions prCcCdentes &ant uniques. Elle fait ressor- 
tir un nombre hi d’invariants scalaires, I savoir A E C, 111 E N * et ,u E @. 
L&ape naturelle suivante consiste 1 envisager les singularit& nilpotentes. 
Le rksultat le plus substantiel dans cette voie a ItC dkmontrl en 1974 par 
F. Takens: 
TH~OR~ME (Takens). Si la partie lineaire du clmn~p de vecteur X est 
donnee par: 
x=y-&+ . . . . 
ulors le chump X est formellement equivalent a un des modtiles: 
oti u(s) et v(s) sent dew series formelles de la variable x d terme constant 
non mrl et III, n E N\{ 0, 1) , cette reduction n’etunt pas,unique. 
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En ce sens, on parle de formes prbzormafes et on reservera l’appellation 
de formw normales a une liste non redondante de modeles comme celle 
fournie par Poincare et Dulac. A partir de maintenant, il devient preferable 
de travailler avec l’ecriture de Pfaff, de sorte que les formes prinormales de 
Takens se ram&rent aisement a: 
W = d( J” - X9) + SmU( X) dJ> 
ou q := n + 1 est un entier > 2, la sirie u(x) disparaissant par un change- 
ment de variable evident en la variable x. Ces singularitls ont ensuite fait 
l’objet d’une longue etude giometrique [MO; Ce,Mo; Me; Lo; Lo,Me; 
EI,II,Sh,Vo] et formelle [Bo; Sa; St,io] qui chacune mettent en evidence 
le fait que la situation differe completement suivant la position relative de 
2m par rapport ii q. 
Lorsque 2m > q, la geometric du feuilletage singulier d&i par les courbes 
integrales du champ de vecteur est tres proche de celle du cas Hamiltonien 
y2 -s9 = cte en ce sens que I’on observe une persistance de la courbe 
invariante cuspidale ~1’ =x.9 (au redressement pres par un changement de 
coordonntes analytique) ainsi que du schema de reduction de la singularite 
par eclatements algebriques. Par contre, les feuilles deviennent denses, 
contiennent des cycles attractifs, etc. A contrario, les cas 2m = q et 2m < q 
voient apparaitre une multitude d’alternatives geometriques bien distinctes 
que le lecteur trouvera dans les travaux de R. Meziani. 
C’est a l’etude formelle du cas 2m > q que nous allons apporter contribu- 
tion en nous appuyant sur quelques remarques provenant de leur etude 
geomltrique. Tout d’abord, un premier changement de coordonnees 
analytique permet de rl-lcrire la singularite sous la forme: 
d(y2-x9)+A(x, y)(2xdy-qydx) 
mettant en evidence la courbe invariante y2 =x9, ou d(s, JJ) est une serie 
convergente de x et de y s’annulant “suffisamment” h i’origine. 
Nous allons decrire un algorithme de reduction formelle pour des 
singularites plus genlrales du type: 
O=d(Jyp-X9)+&, y)(pXdy-CIyh), ord (P. 9,( d ) ’ 
Pcl-P-q 
PSd( P9 q) 
ou p, q E N*, d(x, y) est une serie convergente de s et de y et ordc,,,,( A) 
son ordre relatif a la valuation definie par: 
deg 
pk+ql 
h’.9)(Xky’) := pgcd(p q)’ Vk, IE IV. 
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EXEMPLE. Pour p = 1 ou y = 1 nous sommes dans le cas regulier. Pour 
p = 4 = 2, nous retrouvons, apres substitution (x, y) := (x - y, x + y), 
toutes les singularites de Poincart-Dulac: 
w=xdy+yYx+ ... 
correspondant a II = - 1 et pour p = 2 et q > 2, toutes les singularites 
nilpotentes de Takens correspondant au cas 2m > q. 
En utilisant des arguments geometriques de [Ce,Mo], on montre que, p 
et q Ctant fixes, si deux telles singularites sont conjuguies par un change- 
ment de coordonnee, alors elles le sont aussi par un changement de coor- 
don&es qui respecte la fibration yP/x”= cte de sorte que l’on est ramene 
a n’utiliser que des changements de coordonnees du type: 
Qu(X, Jl)=(X.I/'(X, y), y. u'(X, J')) 
oh U(x, y) est une serie de terme constant non nul en les variables x et y. 
En utilisant ces changements de variables une premiere reduction permet 
de ramener la singularite a un modele du type: 
d(yp-xq+ c Ak,,(h).{x~y’(pXdy-qydx)} 
k = 0. .._, q - 2 
I=O.....p-2 
Oh kS fik,, sont des series d’une variable, appliquees ici a la variable 
Hamiltonienne k := yp- x4, saris terme constant a chaque fois que pk + ql 
<pq-p -(I. Quelques lecteurs inform&s reconnaitront dans la famille de 
formes de Pfaff: 
les (p - 1 )(q - 1) generateurs de la cohomologie de deRham relative a 
d( yp - x4). 
EXEMPLE. Dans le cas p = 1 ou q = ‘1, la famille se rtduit a un element. 
Dans le cas Poincare-Dulac p = q = 2, on voit clairement que la reduction 
precedente n’est pas complete puisqu’elle nous ram&e a: 
xdy+ ydx+A,(xy).(xdy-ydx) 
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oti d, est une strie d’une variable sans terme constant, alors que l’on 
devrait ne trouver qu’un seul terme significatif. Quant aux singularitts de 
Takens, il vient: 
d(JJ2-Xq)+{do(h)+Xd,(h)+ ..a +Xq-2dq-2(/7)}(2XdJ'-~J'dX) 
ou /z dtsigne le Hamiltonien h :=y2 - sq et les Ak sont des series d’une 
variable, sans terme constant d&s que k < (q/2) - 1. 
Maintenant, en reperant quels types de changements de variable @(I 
n’ont pas encore ett encore utilises, on peut poursuivre la reduction jusqu’h 
obtenir une liste non redontante de modeles. Cette derniere &ape consiste 
a choisir’ un des termes Ak(h) = ah” + . . . contribuant a l’ordre relatif le 
plus bas aprb le terme Hamiltonnien ~(J+‘-.x~) dans CO, que l’on peut 
alors reduire au monbme 12” ou eventuellement au binome h” +,u .I?, 
,L EC, selon une arithmetique portant sur les entiers p, (I, k, I. Dans le 
dernier cas, il reste un degre de liberte qui permet d’eliminer encore un 
autre coehicient signilicatif au choix. Finalement, nous sommes conduit a 
faire des choix dont le nombre grandit avec p et cl. Aussi, nous ne traiterons 
pas le cas general: a p et (I fixes, chacun saura faire le nombre tini de choix 
qui conduira a une liste non redondante. 
Dans le cas p = q = 2 on obtient les variantes suivantes des formes 
normales de Poincare-Dulac: 
m E N *, k = XJT, le nombre p E @ &ant lie a celui des modeles anterieurs par 
une relation polynomiale Cllmentaire. 
Concernant le cas “generique” (p, q) = (2, 3), il vient: 
TH~ORI~ME. Soit w une forme de Pjtijf du type y dy + . . . dont le coef- 
ficient en x2 dx est non nul. Alors w est ou hien analytiquement 6quivalente 
ci d( y2 -x3), ou bien formellement tquivalente d un des modtiles: 
d(y2-x3)+hm{l +xA,(h)}(2xdy’y3ydx) 
d(y’-x3)+hm{kA,(k)+s}(2xdy-3ydx) 
oli m E N non nul duns le premier cas et A,, A, des shies arbitraires de la 
variable h = )12 -x3. Cette Pcriture est unique module les changements de 
coordonnees linPaires (x, y) : = ( a2 .x, a3. JJ) aver, respectivement, a6m- ’ = 1 
et a6m+1 = 1. La transformation @opermettant de ramener w d cette Pcriture 
’ II n’y en a qu’un si p et y sont premiers entre eux et au plus pgcd(p, (1) - I sinon. 
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est unique except& lorsque la s&e A, (resp. A,) est identiquement nulle, 
auquel cas @o est deflni modulo les transformations lineaires respectives 
prtcedentes. 
Pour le cas (p, q) = (2,4), cela donne: 
THBOR~ME. Soit co une forme de l’faff du type: 
w=d(y2-x4)+A(x, y)(2xdy-4ydx) 
ou A(x, y) ne contient que des monames divisibles par x2 ou y. Alors w est 
ou bier? analytiquement Pquivalente a d( y2 - x4), ou bien formellement equiv- 
alente a un des modtiles: 
d(y2-x4)+/?“‘{ 1 +xA,(h)+x2A2(h)}(2xdy-4ydx) 
d(y2-~4)+hm{hA0(h)+x(l +/d7”)+x2A2(h)}(2xdy-4ydx) 
d(y’-x4)+hm{hAo(h)+hxA,(h)+x2}(2xdy-4ydx) 
ou m E N non nul dans les deux premiers cas, ~1 E @ et A,, A,, A, des series 
arbitraires de la variable h = y2 -x4 avec, dans le second cas, la restriction 
suivante: si A,, $0 alors A, (resp. si A, E 0 alors A2) est de la forme 
h” Ciao a,h’, a, # 0, n E N, avec a, = 0. 
Cette Pcriture est unique modulo les changements de coordonnees lineaires 
(x, y) := (a.x, a2.y) avec, respectivement, a4m-’ = 1, ah= 1 et a4m+’ = 1. 
La transformation Dv permettant de ramener o d cette Pcriture est unique 
except6 lorsque les A, sent tous identiquement nuls, auquel cas @o est dejki 
module les transformations lineaires respectives precedentes ajoutees, dans le 
second cas, d’un groupes h un parametre. Cet &non& est reel ou complexe. 
Nous donnons plus loin I’enonce general pour les singularites nilpotentes 
dont les formes prinormales de Takens satisfont 2m > q. 
Dans [ Bo; Sal, les auteurs abordent le m&me probleme. 11s travaillent 
directement a partir des formes prenormales de Takens dont l’absence de 
signification geometrique conduit a une approche calculatoire assez peu 
conceptuelle. La reduction obtenue n’est pas complete: elle prbente, dans 
le cas des equations d( y2 - ~4) + ... , q familles de modeles dont q - 1 se 
ram&rent essentiellement aux notres. Dans le tres recent preprint [St,io], 
les auteurs demontrent I’analyticid des formes prenormales de Takens puis, 
par reduction formelle, en deduisem des formes normales formelles 
similaires aux notres. L’intCr&t de notre approche est qu’elle est plus directe 
et se genlralise aux perturbations quasi-homogenes des hamiltoniens X= 
pyP - ‘(a/ax) + 4x4- ‘( f3/CJy). Permettons-nous quelques remarques quant a 
la convergence de notre algorithme. 
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Si nos changements de coordonnees ne sont que formels, il en va de 
mCme des moddles obtenus: partant d’une forme de Pfaff analytique w, le 
pro&de de reduction formel peut tres bien nous conduire a un modele 
divergent, c’est i dire tel que les series d,(h) divergent. 
En fait, un des principaux resulats de [Ce,Mo] nous dit que le modele 
obtenu converge si et seulement si notre changement de coordonnees 
formel est analytique, excepte dans le cas: 
avec q pair. D’ailleurs, il est bien connu, dans le cas q = 2, qu’une forme de 
Pfaff analytique generique du type: 
d(,V2-X2)+d(X, JJ).(XCiJJ- Jfd,X) 
ne peut pas &tre reduite sous forme normale polynomiale: 
h = y2 - x2 (resp. k = s’), par un changement de coordonnees analytique; 
plus preciiment, dans I’espace fonctionnel des formes analytiques ci( y2 - x2) 
+ d( x, y ) . (x dv - ~7 do). parametre par l’ensemble des series convergentes 
A E C{ s, y} saris terme constant, bien que toutes les formes w  soient formelle- 
ment reductible a un des modeles precedent, le sous-ensemble de celles qui 
sont analytiquement reductibles a un tel modele est de codimension non 
denombrable (voir [EC; Ma,Ra] ). En relevant cet argument par l’applica- 
tion (s, y ) H ( xqn, y), q pair, on en deduit qu’une forme generique 
formellement Cquivalente a: 
h = y2-sq (resp. h =xq) ne lui est pas analytiquement tquivalente. La 
bonne question n’est done pas de se demander si le changement de variable 
est analytique, ceci est desespere, mais si le modele final est analytique. 
En tout cas, I’enoncl du theoreme nous dit en particulier que l’ensemble 
des series convergentes d’une variable s’injecte (via les Ak) dans l’ensemble 
des classes d’equivalence analytique des equations d( y2 -x4) + . . . : on ne 
peut done pas, pour une raison tvidente de cardinalitl, esperer trouver une 
famille de modeles polynomiaux. 
Finalement, notre premiere reduction n’est qu’u priwi formelle alors que 
le raffnement final est convergent. A contrario, c’est dans cette derniere 
&tape que les auteurs de [St,ko] perdent le controle de la convergence. 
Notre approche suggere une etude via la cohomologie de deRham relative. 
Nous remercions sincerement E. Stroiyna et H. io$dek de nous avoir 
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communiqui: leur prkprint et de now avoir ainsi replong& dans un sujet 
bien passionnant. 
Avant d’aborder en dCtai1 I’algorithme, dlcrivons les formes normales 
obtenues dans le cas nilpotent. 
THBOREME PRINCIPAL. Soit o uneforme de Pfqf du type: 
o=d(y’+t)+A(x, y)(2xdy-qydx) 
oti A(x, y) ne contient ni de terme constant ni de mon6me du type6 x, x2, . . . . 
xcq’21 ; rappelons que toute perturbation’ de la forme de Pfaff d( y2 -x4): 
d(y2-x9)+ . . . 
se ram&e analytiquement d l’ecriture precedente. 
Alors w est jormellement equivalente a une forme du type: 
d(y2-xq)+{AO(h)+sA,(h)+ ... +xq-2Aq-2(h)}(2xdy-qydx) 
oti les A, sont des series arhitraires de la variable h = y2 - .YQ, saris terme 
constant pour k = 0, . . . . [q/2] - 1. 
Cette reduction nest pas unique: si les A, ne sent pas tous = 0, alors on 
peut supposer en outre la serie AkO d’ordre minimal m E N reduite a: 
A,@) = hm si k,#: et 
A,o(h)=h”+/th? ,uuE@, si k,=f! 
2’ 
Dans le second cas, k0 = q/2, on peut encore tliminer un coefficient: dans la 
premiere des series Ak + 0, k #k,, disons A,,(h) = h” Ciao aihi, a, #O, on 
peut choisir a,,, = 0. 
Cette derniere ecriture est unique modulo les changements de coordonnees 
lineaires (x, y) := (a2.x, aq.y) avec a2qm-q+2ko+2 = 1 et le changement de 
coordonnPe.s.formel du type Qu permettant de ramener w a cette Pcriture est 
unique, except6 lorsque q est puir, oti le modele: 
d( y2 - x4) + I- ‘(h” + ,uh’“)( 2x dy - qy dx) 
est laisse invariunt pur un groupe d un puramGtre de transformations de 
type @a. Cet &once est reel ou complt?xe. 
6 Les crochets [.] dtsignent la partie entitre. 
’ Plus prkiskment, les points de suspension ne contiennent ni de terme constant en clx- ou 
& ni de monBme du type s ds, . . . . s q- ’ c/s, sy d.v, . . . . s[~~’ - ‘y dv ou s dy, . . . . .+‘12’dy. , 
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I. PRkLIMINAIRES 
Etant don&s p, q E N *, on delinit sur l’ensemble @[[x, y]] des series 
formelles a deux variables sur @ une valuation par: 
~“4P.q) c ( ek ’ ak, I-’ Y  k.130 > = inf deg(,, ,,(sky’). ak.I#o 
Pour tous J g E @[ [ .Y, y] 1, on a: 
~‘&7.q)(f.g) = (orrt(,q,(.f)).(ord,p,q,(g)) 
et 
On a la notion de polynbme (quasi-)homogene de degrt donne; par exemple, 
le polynome ( yp - x-“)~ est quasi-homogene de degre kpq/pgcd( p, q). Pour 
p = q = 1, on retrouve la notion usuelle de degre. 
On s’interesse aux formes de Pfaff analytiques o du type: 
w=d(y~--.Kq+d(x, y)(pxdy-qyd.y), o&J. ‘I)( d 1 > 
P4-P-4 
pgcd( p9 q) 
Ce choix est motive par les deux propositions suivantes: 
PROPOSITION. Gent w me fornw de F’fc!ff analytique “nilpotente”: 
w = y dy + . . . , 
les points de suspension dhignant des temes d’ordre (usuel) > 1 en dx et dy, 
et: 
d(y’-xq)+xmu(x)dy 
une des formes prihrmales de Takens asso&e. Si 2m > q, alors CO posside 
le mi?me type de rPduction’ que d( y2 -x4) et posstde en particulier une 
courbe invariante analytiquement redressable sur la courbe y2 = xq. Dans ce 
’ Suite linie d’klatements algkbriques ponctuels permettant de scinder la singulariti 
nilpotente d( JJ’ - ~4) en un nombre hi de singularitts du type Poincari-Dulac; voir par 
exemple [Ce,Mo]. 
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nouveuu systPme de coordonnPw analytique, h forme w est Cquivalente & une 
.forme de Pfaff analytique du type: 
d(y’-x’I)+d(x, y)(2xdy-qydx). 
Pur exemple, si le coeffient en x2d,\: est non nul duns la forme w de dipart, 
alors on est dans h situation 2m > q = 3. 
Preuve. Nous renvoyons A [Ce,Mo] pour la dkmonstration et nous 
contentons de la remarque finale. Si la cow-be yP =x4 est invariante par 
une forme de Pfaff o, c’est A dire si l’image rkiproque de o par une 
paramktrisation de la courbe est identiquement nulleg: 
alors w  s’kcrit: 
y*W=O pour 1’: t H (P, tq), 
w=f(x, y).d(yp-xq)+g(x, y).(pxdy-qyd.x) 
oti,f et g sont donnles tout simplement par: 
w A (pxdy-qyd<x)=pq(yP-x’).f(x, y).d.u A c1.v 
d(y”-x9) A w=pq(yP-xq).g(x, y).dx A dy 
Ceci vient du fait que les formes de Pfaff Hamiltonnienne d( yp - x9) et 
dissipative (px rl~t- qy ds) ne sont tangentes que le long de la courbe 
JJ~ = x4 et le sont prkciskment i l’ordre 1: 
d(yP-xQ) A (pxdy-qydx)=pq(yp-xq).dx A dy. 
Cette remarque naive est essentielle pour tout notre travail. Pour la 
proposition, une fois que l’on a localisk et redress& la courbe invariante, on 
Ccrit w  sous la forme prtctdente et l’on remarque g s’annule, sinon w  serait 
du type Poincark-Dulac, et f ne s’annule pas, sinon, w  ne serait pas 
nilpotente: en divisant par ,f on obtient la forme d&sir&e. 1 
PROPOSITION. Rticiproquement, une forme de Pfuff w du type: 
d(yP-x’J)+d(x, y)(pxdy-qydx) 
udmet mPme rksolution que d( yp -x4) ,si et seulement si: 
9 Ou encore la courbe est le grdphe d’une solution de Equation de P&G (E) w = 0. 
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En particulier, pour p = 2 et y = 2 (resp. q > 2), on retrouve prtcishent pour 
toutes les classes d’6quivalence analytiques de singularit& de PoincarP-Dulac 
avec I = - 1 (resp. de singularith nilpotentes dent les formes prtnormales de 
Takens satisfont 2m > q). 
L’algorithme de reduction que nous allons dlcrire devient inopirant d&s 
que la condition d’ordre precedente sur A cesse d’&tre satisfaite. 
Preuve. Puisque cet enonce n’a pour but que de motiver la condition 
d’ordre aux yeux des lecteurs familiers avec la notion de reduction des 
singularites, la demonstration supposera connue cette notion. La resolution 
de la courbe yP - sq est don&e par une chaine lineaire de projectif, le plus 
interessant, car le plus sensible a la perturbation A. (px dy - qy dx), &ant 
celui qui Porte I’CclatC strict de la courbe. Dans l’une des deux cartes 
correspondantes, donnle par les coordonnees (u, v) detinies par”: 
(x, y) = ( UnvP’d , i.PwS 17 6 = w4 P, 4 1, mp - nq = 6, WI, I? E N *, 
la courbe yP = 9 se releve en 6 courbes lisses disjointes et la forme de Pfaff 
0 en: 
[ ?(I -z/)1 udv+ [nq-mpu’+&u, v)] vdu 
apres division par u”~-‘v~~‘*-~, ou: 
&, v) := -&Q, y) U”~+n--Q(P+4-Pp4)/~. 
L’hypothbe ordLp, J A) > (pq - p - q/pgcd( p, q)) nous dit prlcisement que 
non seulement A n’a pas de pole malgre la division effect&e, mais en plus 
qu’elle est divisible par uv. Dans cette carte, on voit bien que la geometric 
va changer completement d&s que cette condition sur l’ordre de A va cesser 
dZtre satisfaite. Dans les autres cartes, la perturbation A(,~, y)( px dy - qy d,x) 
est moins influente sur d( yp -x4) et la mCme condition d’ordre est suffkante. 
I 
Rappelons enfin le lemme sur lequel repose l’eficacite de notre algorithme: 
LEMME ([Ce,Mo] + [ Be,Mo]). Si deux formes de Pfaff du type: 
d(yp-xq)+A(x, y)(pxdy-qydx), 
lo On a suppose p > y et on a choisi WI, n minimaux. 
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sont, a multiplication pres par une fonction, conjuguees par un changement de 
coordonntes analytique (resp. formel) alors elles le sont aussi par un change- 
ment de coordonnees preservant, ,fibre par fibre, la fibration yp/xe = cte, c’est 
a dire du type: 
@c/(x-, Y) = (x. UP(x, Y), y. uqtx, Y)) 
ou U(x, y) designe une serie convergente (resp. formelle) avec terme constant. 
Preuve. Elle se trouve dans [ Ce,Mo J. Elle cons&e, dans le cas analyti- 
que, une conjugaison Ctant donnee, a en reconstruire une autre du type @(I 
par une mlthode de relevements des chemins via la fibration yP/xq = cte 
transverse aux deux formes. La geometric n’est la que pour guider des 
calculs qui se trouvent $tre naturellement filtrls par notre degre deg,, q): les 
m$mes calculs operent dans le cas formel. Ceci est detaille dans [ Be,Mo]. 1 
11. RkDUCTION PRINCIPALE 
Observons comment agit un changement de coordonnee @(I sur la 
forme: 
w=d(yr-xq)+A(x, y)(pxa’y-qydx). 
En substituant (s. UP(x, y), y. Uq(x, JJ)) a (x, y) dans l’ecriture prtcldente, 
il vient: 
ce qui, en interpolant le terme pq( yp - xq)(dU/U) tangent a la courbe 
yp = 9 par d( yp - xq) et (px dy - qy ds) selon la preuve de la premiere 
proposition, nous donne, aprb division: 
d( yp - xq) + @:A( x, y)(px dy - qy dx) 
oti l’on a pose: 
4’*,A := 
UP+q-pqA.@o+d(yP-xq) A (dU/U). 
1 -(pxdy-qydx) A (dU/U) ’ 
en remarquant que l’action d’un champ de vecteur, vu comme derivation, 
sur une fonction F s’exprime en terme de produit exterieur par: 
PhYb&+fb, J’,’ 
aY > 
.F=(f(s, y)dx-g(s, y)dy) /+,dF, 
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on peut encore Icrire: 
@$A := 
e(~+q-~q)PA~~(I-(pyP-‘(a/a,~)+qxq-’(a/ay)).P 
1 + ( px( a/as) + qy(a/av) ) . P 
en posant U(x, y) = e PtXY y, Maintenant, si l’on note 6, l’ordre relatif de A: . 
6, : = ordtp, q)(A) > ;;c;(pp-,‘1 
et BP l’ordre relatif de P(x, y) = log( U(s, y)) (que l’on suppose > 0 dans 
cette premiere Ctape, i.e. U(0, 0) = 1) il est tres facile de verifier les 
(in)CgalitCs suivantes: 
O&7,,, PYp-’ -( ;, +qF1 2 ay > 
.p=a +pq--p-q 
de p PwhP9 Y)’ 
o’d(Psq) P- ax ( 
rd+qy$ .P=d,, 
.> 
, 
de sorte que: 
@;A=A- pyp-l&+q.~q-$-).P 
( 
modulo des termes d’ordre 2 6, + 6,. 
En particulier, si P est un polynbme quasi-homogene de degre a,,, alors 
le polynome ( pyp- ‘(a/ax) + qxq- I( a/@)). P est quasi-homogene de degre 
~p+(pq-p-qMpgc~h 4)) et: 
@;A=A- pyp-‘-&+qx’$-).P 
( 
modulo des termes d’ordre > 6,. 
De cette manike, on va pouvoir reduire les composantes quasi-homo- 
genes de A de proche en proche: si A est normalike jusqu’h l’ordre relatif 
BP + (pq - p - q)/( pgcd( p, q)) - 1, alors, par un changement de coordonnke 
du type U= ep, on normalise la composante quasi-homogene de degre 
6, + (pq - p - q)/( pgcd( p, q)) de A saris toucher aux pricidentes, de sorte 
que A se trouve normaliste jusqu’l l’ordre relatif 6, + (pq - p-q)/ 
(pgcd(p, q)). Notre liberte d’action sur chaque composante homogene est 
resumee dans le lemme suivant. 
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LEMME. Etunt donnt!e une fonction A d’ordre relutif > pq-p -qJ 
pgcd( p. q), il existe une ,fonction P telle que: 
x’y’A+ ,( yp - x4) 
k = 0. . . . . q  - 2 
I=O,...,p-2 
pour des fonctions A+, d’une variubie. De plus, les fonctions Ak,, sent unique- 
merit d&terminPes par A et lu ,fonction P est unique ti addition prt?s par une 
fonction de ( yp - x4). En purticulier, si A est quasi-homogPne de degrC 6,, 
le membre de droite est rt+duit uux (p, q) mon6mes xky’( yp - xQ)“’ de degrg 
6, (lorsque k = 0, . . . . q - 2 et I = 0, ,.., p - 2) et P peut Otre choisi homogene 
de degrt! ii, - ( pq - p - q/pgcd( p, q)). 
Preuve. L’enoncl signihe que le sous-espace vectoriel des series du type 
c Xky’dk,,(yp-X4) 
k = 0. . . . . q  - 2 
I = 0, ._.( p - 2 
realise une section du conoyau pour l’operateur de derivation Hamiltonien: 
a 
PY p-y---+qSq-ld. ay. @[I*% Yll -+ @[[A Yll 
et que le noyau est rlduit aux fonctions de ( yp -x4). 
En remarquant que: 
( PY p-1 !T+q+yq-l $ .> sCyi= pi;,KR- lyT+p- I +qixE+q-lyi- I, &id*, 
on v&tie d’abord que l’on a sullisamment de liberte pour faire “glisser vers 
le bas” les monomes le long des droites de degre relatif fix& jusqu’aux 
monbmes du type: 
yv+k 1 
Y 3 k=O, . . . . q- 1 et I= 0, . . . . p - 1; 
en utilisant maintenant la formule preckdente pour I= 0, on verifie que l’on 
peut eliminer tous les termes en ,~?~+~y~-‘. On Climine les termes en 
smq+q- ‘y’ en les refaisant d’abord “gisser vers le haut” jusqu’aux termes 
du type xq-‘y”P+’ puis en utilisant la mCme formule pour /I = 0. Seuls les 
termes du type smq+q-lyp-l peuvent s’bliminer de deux manieres, en les 
faisant glisser ou bien vers le haut, ou bien vers le bas: c’est exactement la 
qu’apparait le defaut d’unicite de P. 
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Ainsi, toute fonction d est equivalente a une fonction du type: 
c XkY’A/c.,(Xq) 
k=O,....q-2 
I = 0, . . . . p - 2 
dans le conoyau; en particulier, on vkifie que chaque polynome quasi- 
homogene xky’( yP - ~4)~ est equivalent a un multiple non nul du monome 
.~“‘q+~y’ ce qui permet de ramener toute fonction A du type precedent a une 
fonction lquivalente du type: 
c XkJhk, ,( J” - X4). 1 
k = 0, . . . . q  - 2 
/=o.....p-2 
Variante gPomPtrique. Voici une autre preuve par la “mlthode des 
caracttristiques” (cf. [ Ar, Chap. 21) dans le cas p = q = 2 pour lequel les 
calculs restent simples. I1 s’agit d’etudier l’lquation: 
X.P=A, x=X;- Jj’ 
aY 
lorsque A = & ,3o ak. /sky converge sur un voisinage de l’origine. 
On construit P en integrant A le long des courbes intigrales (caracteristi- 
ques) du champ de vecteur depuis la transversale s = 1 (conditions initiales), 
ce qui nous donne: 
P(x, y) := jr‘ A (1, y) lit. 
La fonction P obtenue est holomorphe et bornee en dehors de l’axe x = 0 
mais peut trb bien $tre multiforme: elle est uniforme si et seulement si les 
plriodes de I’integrale sur les niveaux de k = sy (qui sont des cylindres) 
sont toutes nulles: 
s 
I 
A(e2ine, j~e-~“~) &I = c ak, khk = 0. 
0 k,O 
Ainsi, en posant do(h) := xk30 ak,khk, if vient: 
A-XX.P=A,(h) 
ou P est cette fois-ci une fonction uniforme qui s’etend par Riemann a 
l’origine. Les calculs sont plus dllicats dans le cas (p, cl) quelconque mais 
l’idee est la m&me: une fois que l’on a localise les cycles dans les surfaces 
de niveaux du Hamiltonien yP -x9, et que I’on a vlritie que les formes de 
Pfaff xky’Ak, ,( JJ~ - xq)(px dy - qy dx) permettent, par integration le long 
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de ces cycles, d’interpoler les fonctions des periodes induites par n’importe 
quelle forme de Pfaff holomorphe (en particulier, par integration de d) le 
long de ces m&mes cycles, on rlcupere P et le second membre du lemme 
par formule inttgrale. 
Attention, les termes d’ordre > 6 LI + (pq - p - q/pgcd( p, q)) dans le 
changement de variable font que l’on doit rlappliquer le lemme precedent 
une infinite de fois pour parvenir a la forme prenormale formelle d&sir&e et 
celle-ci pourrait tres bien etre divergente. 
Remarquons que la premiere demonstration du lemme permet aussi 
d’obtenir des formes prenormales du type: 
cf( J’P - xq + 1 ~k,,~~q~.{xky’~px~~-q~clx)} 
k = 0. . . . . q  - 2 
I=O.....p-2 
et c’est plutot cette variante que l’on trouve dans [St,io]. La variable 
Hamiltonienne h = JJP -x4 nous semble plus naturelle et va nous mener a 
des calculs plus Cllgants. 
III. RfiDUCTION FINALE 
On considere ici une forme w  mise sous forme prenormale formelle: 
w=cf(yp-xq+ c .~kJ&J(yP-,~q) 
k = 0. . . . . q  - 2 
I = 0. . . . . p - 2 
les Ak,, designant des series formelles dune variable. 
D’apres le lemme precedent, seuls les changements de variables du type 
@)(I ou U := u(h) est une serie (formelle) dune variable avec terme constant 
appliquee a h = yp - x4 preservent le type d’lcriture de o. On constate aise- 
ment que ces changements de variables ne modifient pas l’ordre relatif de 
chacun des A,, r; le but de cette derniere &ape est de reduire un des termes 
sky’Ak, ,( /I) d’ordre minimal prealablement choisi” a un monome du type 
xk~~'hm ou encore, lorsque ce nest pas possible, a un binome du type 
xky’( h” + @“‘), p E C. Nous allons le faire via des considerations geometri- 
ques en supposant que la forme w  est analytique; les calculs induits par 
cette demarche sont naturellement lilt& par le degre relatif et passent 
automatiquement au cas ou w  n’est que formelle. En ce sens, cette derniere 
Ctape est analytique et les lventuelles divergences de notre algorithme ne 
peuvent provenir que de la premiere &ape. 
” Si p et q sont premiers entre eux, il n’y en a qu’un; sinon, il y en a au plus pgcJ(p, y) - I 
et l’on peut par exemple convenir de choisir celui pour lequel I’enti.er I est minimal. 
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Pour cela, icrivons en posant h = yp -x4: 
i=O,....q-2 
j=o,...,p-2 
(id # (k. 0 
avec, pour chaque (i, j) # (k, I), et en notant m l’ordre de la serie A+ ,: 
ord(p, q)xiy’Ai, i(h) 2 ordc, q,xky’Ak, I( h) 
=pv~+pk+rl~,pq-p-q 
/xc4 ~7 q) pgcd(p, q)’ 
Tout changement de coordonnees de la forme Do avec U = u(h), u(0) # 0, 
va preserver ce nouveau type d’ecriture. Nous d&irons ramener w  sous la 
forme: 
w,=dh + xky’hm+ 
i 
C x’y’&Jh) .(pxdy-qydx) 
i=O. . . . . q-2 I 
j= 0, __.. p - 2 
(ii) + (k 0 
et done trouver une serie U = u(h) telle que l’image reciproque @*,w, soit 
Cquivalente a w; ceci nous conduit h resoudre l’equation differentielle: 
(u(h) + pqhu’(h)) u(h) = #+‘(h), u(O) zo, 
avecN=pq(m-l)+(k+l)p+(I+l)q. 
En d’autres termes, il s’agit de determiner, pour la forme de Pfaff: 
tj=pqv(h)hdu-(uN-o(h))udh 
defmie sur un voisinage tubulaire de l’axe vertical {h = 0} , les courbes lisses 
invariantes qui intersectent cet axe vertical transversalement en un point 
distinct de I’origine (h, u) = (0,O). L’axe vertical etant lui-m&me une courbe 
invariante, une telle intersection ne peut se produire qu’en un point 
singulier de la forme de Pfaff q, c’est a dire en un des N points (0, a) dltinis 
par aN = u( 0). En chacun de ces points singuliers, la partie lineaire de 11 est 
proportionnelle a: 
hd(u-a)-l.(u-a)dh, n=N 
P4’ 
Si l’on reprend les travaux de Briot-Bouquet, Poincare et Dulac rappel&s 
dans I’introduction, on deduit qu’il existe une unique courbe lisse formelle 
transverse a l’axe vertical au point (0, a) invariante par q (et done qu’il 
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existe exactement N solutions u(h), u(O) = a # 0) si et seulement si II # N *, 
et cette courbe est analytique. Par exemple, si p et q sont premiers entre 
eux, alors I ne peut jamais 63re entier puisque, par exemple, q ne peut 
diviser k + 1 = 1, . . . . q - 1. Nous avons demontre le: 
LEMME. Etunt donnes une forme de Psafff ormelle w sous forme prenormale: 
o = dh + c h=yP-xxq 
i=O, . . . . q-2 
j=O, . . ..p-2 
et xky’Ak,,(h) un terme d’ordre relattf minimal choisi dans l’ecriture 
prtcedente: 
Si l’entier N= pq(m - 1) + (k + 1)p + (I+ 1)q >O satisfait N/pq# N*, alors 
il existe exactement N changements de coordonnees formels du type QU 
permettant de rumener le terme xky’Ak.,(h) au mon6me xky’hm tout en 
laissant o sous forme prenormale. Ces changements de coordonnees sont de 
la forme U = u(h), se deduisent l’un de l’autre en composant d gauche par 
une transformation lineaire (x, y) := (aP.x, aq.y), aN= 1, sont analytiques 
des que w est analytique et ne modtftent pas l’ordre relattfdes autres termes 
xiy’Ai, j(h). 
Lorsque p et q sont premiers entre eux, l’hypothtse N/pq # IV* est 
automatiquement satisfaite et on diduit immidiatement l’enond de notre 
theoreme dans le cas (p, q) = (2,3). 
Si p et q ne sont pas premiers entre eux, 6 :=pgcd(p, q) > 1, alors 
I = N/pq va appartenir a N * precistment pour les 6 - 1 valeurs de (k, 1) 
suivantes: 
(a-n)i-l,n$-I n = 1, . . . . 6 - 1, 
valeurs pour lesquelles on v&he que ‘N/pq = m. 
Dans ce cas, il se peut qu’il n’existe pas de solution u(h) a notre 
probleme. Cette obstruction apparait pour les singularites de Poincarb 
Dulac p = q = 2 de facon systimatique, ainsi que pour les singularites 
nilpotentes, lorsque q est pair et (k, 1) = ((q/2) - 1,O). 
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Etudions cette obstruction sous un autre point de vue. Si U = u(h) = 
1 + tk”, I EC, n E N*, alors le changement de coordonnees @” change 
Ak,,(h)=hmo(h), u(O)#O, en: 
P( 1 +pqhg-’ Ak,,(k)~hm(u(h)+t(N-pqn)h”) 
modulo les termes d’ordre I??+ n + 1 en h, dans l’ecriture de w. Ainsi, seul 
le terme de degre m = N/pq de u(h) ne pourra pas etre elimine formelle- 
ment. Par contre, il est clair que l’on va pouvoir construire u(h) de proche 
en proche pour eliminer tous les autres termes, et done reduire formelle- 
ment ,8#d,,,(h) a un binome x“y’/$“( I +pth”), le scalaire p E @ &ant 
uniquement determine par dk, ,. Reprenons le point de vue geometrique. 
Reduire xky’Ak,,(h) a ~~y’h”( 1 +,uk”) revient a trouver les courbes 
invariantes non verticales de la forme de Pfaff: 
II=pqv’(h)hdu-(uN-v’(h))udi7, u(h) C(h) :=- 
1 +phm’ 
A present, ,B a et6 determine de sorte qu’il existe une solution formelle, qui 
ne se trouver qu’en un point (0, a) si l’on reprend la discussion precedente. 
D’aprb l’etude de Poincare-Dulac, il en existe alors une infinite en ce 
m&me point et elles sont toutes analytiques, tangentes a l’ordre ITI - 1. 
Comme ~7 est invariante par la rotation d’ordre N en la variable U, la 
conclusion est la m&me pour chacun des points (0, a), aN = u( 0). Nous 
venons done de demontrer le: 
LEMME. Auec les hypotheses du lemme precedent, si l’entier N = pq( m - 1) 
+(k+l)p+(l+l)q>O satisfuit N/pqEkJ*, alors N/pq=m et le terme 
xky’Ak ,(I?) peut ;tre reduit ti un bir&ne xky’hm( 1 +ph”) pour un unique 
p E Q) tout en laissant w sous forme prenormule. II esiste une infinite de 
changements de coordonntes formels du type @, permettant d’effectuer cette 
reduction. Ces changements de coordonnees sont de la forme U= u(h), se 
deduisent I’un de l’autre en composant d gauche ou bien par une des trunsfor- 
mations lineaires (x, y) := (ap.x, a9.y), apclm = 1, ou par n’importe quel 
element dun certain groupe ci un purumttre de transformations @o du type 
U=u(h)= 1 +th”+ . . . . t E @. Ces trunsformations sont tomes anulytiques 
dt?s que o est analytique et ne modifient pas I’ordre relutif des uutres termes 
xiy’Ai, i( h). 
Le groupe a un parametre de transformations: 
h I-+ h + th” + . . . 
permet d’eliminer le mihe coefficient apres le coefficient dominant dune des 
series A,. ,, choisie parmis celles qui ne satisfont pas N/pq = m. 
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