Abstract--A fuzzy inference system based on the Sugeno inference model is first formulated for fuzzy regression analysis. This system is then represented by a fuzzy adaptive network. This approach combines the power of representation of fuzzy inference system with the ability of learning of the neural network. Numerical examples are trained and solved to illustrate the approach. The results are compared with other approaches. (~)
INTRODUCTION
Neural network based on the back propagation approach has been applied to nonparametric regression by several investigators. According to the connection weights used, they can be classifted as:
(a) nonfuzzy weights: the investigations by Ishibuchi and Tanaka [1] and Fedrizzi et al. [2] ; (b) symmetric fuzzy weights: this category includes the works of Ishibuchi et al. [3, 4] and Miyazaki et al. [5] ; and (c) nonsymmetric fuzzy weights: the works of Ishibuchi and Nil [6] and Ishibuchi et al. [7] .
Although these approaches are fairly powerful, a combination of fuzzy inference with neural network learning for nonparametric regression should form an even more powerful approach. However, very little had been done in this direction. The purpose of this paper is to propose and investigate such a system, namely, the Fuzzy Adaptive Network (FAN).
Cheng and Lee [8] have proposed a Fuzzy Radial Basis Function Network (FRBFN) for fuzzy regression analysis. Jang and Sun [9] have pointed out that the crisp radial basis function network is functional equivalent to the fuzzy inference system. Thus, another purpose of this paper is to compare the FRBFN network with the proposed fuzzy adaptive network.
Pokorn~ [10] has applied the Sugeno fuzzy inference system [11] to fuzzy nonlinear regression. In Pokorn~'s model, the crisp linear functions in the consequence section of the Sugeno fuzzy inference system are replaced by possibilistic linear equations. The training of this model is similar to the original Sugeno fuzzy model, but the updating of the consequence section is formulated as a possibilistic linear model instead of a least square one.
*Author to whom all correspondence should be addressed. Typeset by .AA4S-TEX PII: S0898-1221(99)00187-X In this paper, we adopt the idea of Pokorn2, but instead of directly applying the fuzzy inference system to fuzzy regression, we represent the resulting inference system by a fuzzy adaptive network. Through this adaptive network, the learning algorithms which are developed for neural networks can be used for the proposed inference system.
The training of FAN is consisted of two parts:
(1) the identification of the premise parameters--this identification is carried out by the back propagation algorithm; and (2) the identification of the consequence parameters--this identification is carried out by solving a possibilistic linear system.
To illustrate the approach, numerical examples are solved and the results are compared with the FRBFN approach.
FUZZY INFERENCE SYSTEM
The fuzzy inference system forms a useful computing framework based on the concepts of fuzzy set theory, fuzzy if-then rules, and fuzzy reasoning. This system has been applied successfully in various fields such as automatic control, expert systems, computer vision, etc. The fuzzy inference system is a powerful function approximator, and it differs from another powerful function approximator, neural networks, in its capability of handling linguistic information.
The basic structure of a fuzzy inference system consists of three conceptual components [9] :
(1) a rule base, which contains a selection of fuzzy rules; (2) a database, which defines the membership functions used in the fuzzy rules; and (3) a reasoning mechanism, which performs the inference procedure upon the rules to derive a reasonable output. 
where F~, i --1,... ,p, and G are linguistic terms which are fuzzy sets defined by membership functions, and X = (Xl, • •., Xp) q-and Y are the input and output linguistic variables, respectively. The statement in the antecedent or premise represents the input information and the statement in the consequence or conclusion represents the output. If-then statements are used in almost all of our daily activities. For example:
if the speed is high, then apply the brake a little;
if the temperature is very hot, then turn the air conditioner higher;
where "speed" and "temperature" are linguistic variables and "high" and "very hot" are linguistic terms. It is obviously that "high" and "hot" are fuzzy. We need to define membership functions for these fuzzy linguistic terms. Furthermore, to derive conclusions from a set of fuzzy if-then rules, we need an inference procedure, which is called fuzzy reasoning or approximate reasoning. These reasoning procedures derive conclusion based on information aggregation from all the rules. Different types of fuzzy if-then rules and aggregation methods lead to different fuzzy inference systems. There are several different types of fuzzy inference systems developed for function approximation. The fuzzy inference system proposed by Takagi and Sugeno [11] , which is known as the Sugeno fuzzy model or Sugeno fuzzy inference system will be used in the present investigation. Instead of the if-then rules listed in equation (1) 
in which F~ represents fuzzy set or fuzzy terms associated with the input xi in the ith rule, yl is the system output due to rule R z, and there are m rules, 1 = 1, 2,..., m. In the Sugeno fuzzy system, c~ represents real-valued parameter. In the present application, c~ will be assumed to be a fuzzy number so that fuzzy output can be obtained in the regression analysis. Thus, the consequence in (2) is a possibilistic linear equation. For a real-valued input vector X --(xl,... ,Xp) x, the overall output of the Sugeno fuzzy system is a weighted average of the Yls
where the weight w l implies the truth value of the proposition Y = Yt and is defined as
where #F~ (xi) is a membership function defined on the fuzzy set F~. In equation (4), w I is defined in terms of a "product" operator on the membership functions, w ~ can also be defined differently such as the "min" operator. The advantage of the Sugeno inference system is that it provides a compact system equation and thus, parameter estimation methods can be developed easily to estimate the parameters c~. Fuzzy regression carried out by the use of the above inference system can be viewed from the standpoint of fuzzy partition. The premise of the fuzzy if-then rule represents the description of the fuzzy subspace of the input variables. In other words, a fuzzy partition of the input variable space is first carried out and each fuzzy subspace forms a linear input and a linear regression output. Finally, by aggregating the outputs from all the rules, a nonparametric fuzzy regression model for the original problem is obtained.
FUZZY ADAPTIVE NETWORK
We have discussed how to employ the fuzzy inference system for fuzzy regression analysis in the previous section. However, there is still a need for an effective method which can be used to fine tune or training the various parameters and the membership functions. This can be accomplished by the use of a fuzzy adaptive network FAN, which essentially is a network representation of the formulated fuzzy system. The fuzzy adaptive network based on the architecture of ANFIS proposed by Jang [12] will be used in this investigation. There are several advantages of using FAN. The network provides a comprehensive visualization of the system, and furthermore, the various learning algorithms developed for neural network and other adaptive systems can be applied based on this network. Through this learning or up-date approach, a good approximation of the regression function can be obtained.
The adaptive network is composed of nodes inter-connected through directional links. Part of or all the nodes are adaptive. Adaptive nodes are nodes containing parameters and the values of these parameters can be adjusted by learning.
FAN is a five-layered feed forward network in which each node performs a particular node function on the incoming signals. This node function is characterized by a set of parameters. To reflect different adaptive capabilities, the nodes are represented by circles or squares. Square nodes represent adaptive nodes with parameters and circle nodes represent fixed nodes without parameters. To illustrate how a fuzzy inference system can be represented by FAN, let us consider the following example. 
(5)
This system has a two-dimensional input, X = (xl,x2) T. For input xl, there are two fuzzy sets "small" and "large" associated with it and for input x2, two fuzzy sets "low" and "high" are associated with it. This fuzzy system is represented by the FAN network as shown in Figure 1 . There are two subgroups of nodes in Layer 1 (see Figure 1 ). The first subgroup includes nodes "small" and "large", which are linked by Xl; and the second subgroup includes nodes "low" and "high", which are linked by x2. Each node in Layer 1 outputs a membership function based on the linguistic value of the input. Nodes in Layer 2 output the products which are w t, l = 1,..., 4, based on the incoming signals. The function of a node in this layer is to synthesize the information in the premise section of the fuzzy if-then rule. For example, node 1 in Layer 2, A1, receives signals from "small" and "low", which is equivalent to the premise of R 1 in the above fuzzy inference system. The number of nodes in Layer 2 is the number of combinations of nodes from each subgroup in Layer 1. Layer 3 simply performs a normalization of the output signals from Layer 2. Each node in Layer 4 corresponds to the consequence of each fuzzy if-then rule. For example, the first node y1 in Layer 4 is defined as y1 = c~ + c~xl + c~x2. Finally, Layer 5 sums up all the outputs from Layer 4, which is equivalent to perform an aggregation of all the four fuzzy if-then rules.
Let the output of node h in layer r be denoted as f,.,h, then the functions of each node in Figures 1 can be described as follows. LAYER 1. Let the fuzzy sets, "small", "large", "low", and "high", in the premise section of fuzzy if-then rules be denote by F1, F2, F3, and F4, respectively. Nodes in this layer axe adaptive and the output of node h is defined by the membership function on Fh
and fl,h = I-tF,~ (X2), for h = 3, 4.
The membership function for Fh can be any appropriated function.
(7)
In this investigation, we assume a Gaussian function whose parameters can be represented by the parameter set {Vh, Crh}
and
The parameter set {Vh, ah} in this layer is referred to as the premise parameters. 
where yt is the consequent part of a fuzzy if-then rule, and l where c~ are fuzzy numbers and are referred to as the consequence parameters. 
THE TRAINING OF THE FAN
The objective of FAN is to obtain a desired nonlinear mapping between the given input-output data pairs. This desired mapping is obtained by a learning algorithm. However, in order to measure the performance of such an adaptive network, some performance or error measure is needed. In this section, the error measure will be defined first and then introduce the learning algorithm.
The Error Measure
The error measure is defined as the difference between the network or estimated outputs and the desired or target outputs. When this error measure is less than a predefined small allowed error, the training of the network is terminated. The difference between the estimated and the target outputs for each individual observation is 
Prom the above definitions and using fuzzy arithmetic, Yk and e'k can be expressed as where XOk -= 1. In order to obtain the difference between two fuzzy numbers, some fuzzy ranking method must used to define the operator {-) in equation (18) . This is because fuzzy numbers are sets, not crisp numbers. There are many fuzzy ranking methods for measuring the difference between two or more fuzzy numbers. Chang and Lee [13] made an extensive survey about fuzzy ranking methods. In the present investigation, the method of Chang and Lee [14] , which is based on the concept of overall existence, will be used. An overall existence measurement of a L-R type fuzzy number T is defined as /01
where, u is the membership function; #T~ (u) and #T~ (U) are the lower and upper limits of the r-level set of fuzzy number T; and w(u), Xl(U), and X2(u) are weight measures, which must be determined subjectively by the decision maker. For simplicity, we let
for all u e (0, 11.
If T = (t, s L, SR)LR is a triangular fuzzy number, we have

OM(T) = (4t -s L + s R) (24) 4
The individual difference ek can now be calculated by using the above equation. The average of the sum of square of ek is then used as a measure of the overall difference. It must be noted that, due to the assumption of indifference in weights in equation (23), ek determined by the above fuzzy ranking method does not provide a measure of the difference between the spreads of the network outputs and that of the target outputs [15] . Thus, another measure is added to calculate the difference between this spreads. Accordingly, the final overall error function is
k=l where N is the number of pairs of the training data. The training of FAN terminates when E is smaller then a prespeeified small number.
The Learning Algorithm
Different methods were used for the training of the premise and the consequent parameters. Back propagation is used for the former and possibilistic linear programming is used to train the latter.
Consequence parameters
From the node functions in FAN or from equation (17), we can see that when the values of the premise parameters are fixed, the overall output can be expressed as a linear combination of the consequent parameters. Thus, according to equations (16) 
The constraints in the above equation are used to satisfy the following inclusion condition:
where Yk is the estimate of the k th observation Yk, and [.]~ is the a-level set. The above condition means that all the a-level set of the given samples should be included in the a-level set of the fuzzy model. Thus, by using the Tanaka approach, we also obtained an added advantage, namely, the results automatically satisfy the inclusion condition used in most possibilistic linear regression formulations.
The premise parameters
The premise parameters were trained by the use of the back propagation algorithm. The error measures at Layer 5 is back propagation to Layer 1 and the premise parameters are updated by a gradient descent method according to the error of back propagation. Since the purpose of training the premise parameters is to adjust the position and shape of the associated membership function in Layer 1 so that the density of the input functions can be represented, the spread of the membership function is not the concern of this training and thus only the first part of the error function E, that is, only the mode or the center and ignoring the influences of the spread, is used for calculating the back propagation error Using equation (30), the back propagation error for each layer can be calculated as follows.
Consider the k th error, that is, the error between the k th estimated and desired outputs, the error signal for the final output node can be calculated directly as
O¢2k --2(yk--yk),
where er,l denotes the back propagation error of/th node in r th layer and thus ¢5,1 denotes the error signal for the final output node. According to Jang and Sun [17] , the back propagation error of each node in each layer is
Mv+l
OFr+l,h (32)
where Fr+l,h represents the node function at the h th node of the (r + 1) th layer, fr,l is the output of lth node of the r th layer, and Mr+l is the total number of nodes in the (r + 1) th layer.
The gradient vector is defined as the derivative of the error measure with respect to each parameter. If p is a parameter of the/th node at layer r, we have 
where ~ is the learning rate. More details are given in the Appendix where the formulation of the learning rules for the premise parameters are illustrated by an example.
From the above discussion, the learning algorithm for FAN can be summarized as follows.
Step 0. Initialization Set a value; Determine the initial values of the premise parameter set {v~,j~, a~,j, } subjectively. Step 1. Identify the cons.equent parameter set {c~} by solving the LP problem (28).
Step 2. Calculate the error measure E according to (25) . If E is less than a pre-specified small allowed error, then stop; otherwise go to Step 3.
Step 3. Calculate the back propagation error by equations (31) and (32).
Update the premise parameter set {vi,j~, aij~ } with the back propagation error by using equation (35).
Step 4. Go to Step 1.
NUMERICAL EXAMPLES
To illustrating the approach, the following three artificial functions are used to generate the training data:
f,(~1,~2) = 24.234~ 2 (0.75 -~2) + 5,
where r 2 = (x,/10 -0.5) 2 + (x2/10 -0.5) 2. 
f, and f2 are adopted and modified from Hwang et al. [18] and f3 is adopted and modified from Jang [12] . Thirty pairs of input-output data are generated for each function. For simplicity, these data will be identified as Samples 1-3 for functions f,, f2, and f3, respectively. Each set of data is generated in the following manner. The input (xk,, xk2), k = 1,..., 30, are generated as uniform random variates on [0, 10] 2. The mode of the fuzzy target output Yk is generated by fork=l,...,30, j=1,2,3.
The corresponding spread of the target is 1 ek = ~Yk, Based on these data and the three R' : if (x, is small1 and x2 is small2), R 2 : if (x, is small, and x2 is medium2), R 3 : if (xl ,s small, and x2 is large2), R 4 : if (x, is medium, and x2 is small2), R 5 : if (x, is medium, and x2 is medium2), R 6 : if (x, is medium, and x2 is large2), R 7 : if (x, is large, and x2 is small2), R s : if (x, is large, and x2 is medium2), R 9 : if (x, is large, and x2 is large2), where each of the two input variables are partitioned into three partitions. The node function in Layer 1 are represented by the Gaussian membership function with parameters v and a, where v represents the center and a represents the width. The assumed initial values for these centers and widths before training for the three sets of data are listed in Table 1 .
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Using Samples 1-3, the network is trained with a computer program run on the SUN IPX work station. The convergence behaviors of the training of this network for the three different sets of data are plotted in Figures 2-4 , where the "error" is defined as in equation (25) and an "epoch" means a complete presentation of the entire set of the training data.
From Figures 2-4 , we can see that the performance for the three sets of data is consistent. The error measures for the three sets of data are all dropped fairly fast during the earlier iterations and then the convergence rate slowed down. The target outputs and the network or estimated outputs for the three different sets of data after training are listed in Tables 2-4 that the estimated outputs are very near the target outputs. In fact, some of the target outputs are reproduced by the estimated outputs. Furthermore, we can see from Tables 2-4 that the inclusion condition (29) is completely satisfied by the estimated outputs, that is, the a-cut of the network outputs always cover the (x-cut of the target outputs. The values of the premise parameters for the three sets of data after training are listed Table 5 . The convergence rates, the error measures and the computational time with the three sets of data are listed in Table 6 , where E denotes the error measure as defined in equation (25), CPU time is the time consuming by the computer for performing these training tasks and it is counted in seconds, and APE represents the average percentage error which is defined as 
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then the average percentage errors are reduced to 0.3%, 2%, and 6% for Samples 1-3, respectively. The proposed fuzzy adaptive network FAN is closely related to the fuzzy radial basis function network FRBFN [8] . It has been pointed out by Jang and Sun [9] that the crisp radial basis function network and the Sugeno inference system are functional equivalent under certain conditions. The conditions to support this functional equivalence are as follows. than that of FRBFN. FAN is considered to have a better function approximation capability because of its linear form in the output of each rule, which of course will provide better nonlinear mapping than a constant form output. The tuning of the membership functions in FAN is always a one-dimensional search of the centers, whereas for FRBFN the search of the hidden unit centers is multi-dimensional when the input is multi-dimensional.
To test the above conclusions, the same data used previously is used to train the FRBFN network with ten hidden nodes. The results are listed in Table 7. Comparing the results between  Tables 6 and 7 , we can see that the accuracy and convergence rate of FAN are better than those of FRBFN. However, in general, the required computation time of FAN is greater than that of FRBFN. The reason for this is that FAN usually resulted in a larger sized linear programming problem in the learning of the consequence parameters.
CONCLUSIONS
One advantage of the proposed approach is that it satisfies the inclusion condition, equation (29), automaticMly. This condition can only be satisfied approximately for the back propagation neural network developed by Ishibuchi and Tanaka [4] . Furthermore, the fuzzy adaptive network is superior in both function approximation and convergence rate than those obtained by using the fuzzy radial basis function network. However, FAN needs to solve a larger linear programming problem than FRBFN. This is because that the FAN has a linear form output from each rule, while FRBFN only has zero order output from each hidden node. 
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The back propagation error of the k th pair for nodes in Layers 4, 3, 2, and 1 are determined according to equation (32) as follows. The above learning rule is obtained by considering only the back propagation error contributed by the k th pair. For batch learning, the back propagation error is accumulated for all entries as shown in equation (34).
