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Questa tesi nasce dalla volontà di valutare gli effetti di un radicale cambio di ambiente 
su un framework a skeleton già esistente, paragonando le prestazioni del framework a 
skeleton dopo averlo riscritto in un altro linguaggio, utilizzando un differente sistema di 
trasmissione dei task ai worker. 
Il framework preso in esame all’interno di questa tesi è MuSkel (1) (2) (3), un 
framework a skeleton implementato totalmente in JAVA che permette di utilizzare un 
modello di elaborazione data-flow per parallelizzare l’elaborazione di uno stream di 
task su un insieme di workstation connesse tramite rete.  
Il framework MuSkel viene già utilizzato anche a scopo didattico all’interno del corsi di 
“Complementi di Calcolo Parallelo” e fornisce un’esemplificazione di alcuni ambienti a  
skeleton come quelli descritti da Cole nel suo “manifesto” (4), nel quale fornisce una 
descrizione formale della programmazione parallela basata su skeleton. 
Oltre MuSkel esistono anche altri framework che si basano su skeleton, alcuni 
definiscono veri e propri linguaggi per la definizione degli skeleton (come Fortress (5), 
P3L (6) ed ASSIST (7) questi ultimi due sviluppati nell’ambito della Ricerca del 
Dipartimento di Informatica dell’Università degli Studi di Pisa) altri sono delle librerie 
che permettono di estendere linguaggi già esistenti fornendo un supporto per la 
programmazione parallela basato su skeleton (come eSkel (8), Muesli (9) (10), SkeTo 
(11) e Calcium (12)). 
Così come sono molti i framework per la programmazione parallela altrettanti sono le 
classificazioni delle tipologie di skeleton, Campbell nel suo articolo (13) tenta di fornire 
una panoramica delle definizioni di skeleton per mostrare la flessibilità e la potenza 
dell’approccio alla programmazione parallela basata su skeleton. 
L’obiettivo della tesi era riscrivere MuSkel in C# senza variarne le interfacce e la logica 
di funzionamento, utilizzando la tecnologia Remoting (14) (15) per la gestione delle 
classi remote ed affiancandovi un’interfaccia basata su Web Services (16). 
Remoting è l’equivalente in C# della tecnologia RMI (17) (18) (19) per la gestione delle 
classi remote in JAVA e permette di scegliere il protocollo da utilizzare per il trasporto 
ed il formato nel quale codificare la serializzazione delle informazioni da trasferire. 
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Utilizzando il protocollo HTTP (20) come trasporto per la comunicazione ed  
incapsulando le richieste e le risposte con SOAP (21) abbiamo realizzato di fatto un 
interfaccia tramite Web Service continuando ad appoggiarci sulla gestione standard 
delle classi remote in C#. 
L’utilizzo di un’interfaccia tramite Web Service per la gestione delle classi remote in C# 
e permette l’utilizzo del framework anche da parte di programmi scritti in altri linguaggi 
senza obbligare gli sviluppatori ad effettuare il porting di tutta l’infrastruttura di gestione 
e di scheduling dei task sui worker. 
Dovendo riscrivere il framework in C# ci siamo posti come vincolo che questo fosse 
compatibile sia con il framework .NET 2.0 che con Mono (22) il suo equivalente in 
ambito Open Source, al fine di  mantenere la caratteristica di portabilità del codice già 
disponibile per la versione scritta in linguaggio JAVA. 
Dopo la riscrittura del framework in C# abbiamo verificato che i risultati ottenuti dai due 
framework fossero equivalenti e che il codice del framework scritto in C# fosse 
totalmente compatibile con Mono, oltre che con .NET, al fine del mantenimento della 
portabilità del framework originale. 
Dopo aver constatato l’equivalenza tra i due framework abbiamo verificato che 
l’utilizzo dei Remoting su channel http rendesse possibile la fruizione dei 
RemoteWorker anche attraverso un’interfaccia Web Service pur comportando una 
diminuzione delle prestazioni della trasmissione dati. 
Al termine delle verifiche abbiamo iniziato una serie di test sperimentali, in un 
ambiente eterogeneo sia dal punto di vista hardware che dal punto di vista del sistema 
operativo, per controllare gli effetti sulla scalabilità e sull’efficienza del cambio di 
linguaggio e di protocollo di trasmissione. 
I test sperimentali hanno confermato il raggiungimento degli obiettivi prefissati 
inizialmente e  hanno rivelato alcune differenze tra il framework scritto in C# e quello 
scritto in JAVA: 
 i tempi di calcolo risultano essere inferiori nel framework scritto in C#; 
 i tempi di trasmissione dei task e dei risultati risulta essere inferiore nel 
framework originale scritto in JAVA . 
Questa differenza nei tempi di trasmissione deriva dalla fondamentale differenza 
nell’implementazione del modulo di trasmissione dei task e dei risultati. 
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Nel framework originale scritto in JAVA è stato utilizzato RMI per la gestione delle 
classi remote, questa tecnologia utilizza un protocollo proprietario per il trasporto ed un 
codifica binaria per rappresentare la serializzazione delle informazioni da trasmettere. 
Nella nostra reimplementazione del framework in C# abbiamo deciso di utilizzare una 
codifica della serializzazione in XML, quindi più onerosa in termini di dimensione del 
pacchetto da trasferire. 
A prescindere dalle differenze di implementazione, i due framework mantengono un 
comportamento simile; i risultati ci hanno confermato che l’implementazione in C# ha 
mantenuto le prestazioni dell’implementazione in JAVA, risentendo solo minimamente 
del nuovo metodo di trasmissione e riuscendo a scalare sino a problemi di grana 
superiore a 3 mantenendo un’efficienza superiore al 90% con un grado di parallelismo 
pari a 20. 
Nel primo capitolo di questa tesi descriveremo il contesto necessario per inquadrare la 
programmazione parallela basata su skeleton in un’ottica generale. 
Nel secondo capitolo descriveremo i due linguaggi di programmazione orientata agli 
oggetti JAVA e C# (23), evidenziando le differenze dei loro sistemi per 
l’implementazione delle chiamate ad oggetti remoti e concluderemo descrivendo gli 
strumenti utilizzati per sviluppare la versione MuSkel#. 
Nel terzo capitolo descriveremo la struttura logica di MuSkel, la sua implementazione 
in C# e le problematiche riscontrate durante la fase di porting. 
Nel quarto capitolo descriveremo la metodologia con la quale sono stati effettuati i test 
sperimentali, le problematiche dovute all’eterogeneità delle macchine utilizzate e come  
sono state risolte nella comparazione dei risultati ed infine presenteremo i risultati 
sperimentali ottenuti. 
Infine, nelle conclusioni, si traccerà un bilancio del lavoro svolto durante l’adattamento 
del framework MuSkel al linguaggio C# ed alle sessioni di test che sono state 
effettuate per comprendere come, il cambio di ambiente, abbia influenzato le 




Programmazione parallela basata su skeleton 
 
Come indicato da Cole (4), molti algoritmi per la programmazione parallela possono 
essere caratterizzati e classificati in base alla loro aderenza ad uno o più pattern di 
computazione o interazione. 
Questa sua osservazione lo ha portato a proporre di astrarre questi pattern in una 
libreria le cui specifiche trascendessero dall’architettura sulla quale sarebbe stata 
utilizzata ma che la sua implementazione ne fosse dipendente per aumentarne le 
prestazioni. 
La proposta aveva il fine di fornire ai programmatori una serie di strumenti che: 
 semplificassero la programmazione aumentando il livello di astrazione; 
 amplificassero la portabilità e la riusabilità del codice sollevando il 
programmatore dall’onere di reimplementare la parte di codice coperto da 
questi pattern; 
 aumentassero le prestazioni del codice scritto grazie ad un’attenta 
ottimizzazione ad - hoc del codice della libreria per l’architettura sulla quale 
avrebbe dovuto girare; 
 offrissero la possibilità di ottimizzare il codice prodotto dal programmatore 
grazie alla conoscenza degli algoritmi e delle strutture dati dei pattern, 
ottimizzazioni altrimenti impossibili in programmi non strutturati. 
Cole fa notare come queste quattro proprietà siano comuni ad ogni modello di 
programmazione come ad esempio la programmazione ad oggetti. 
Osserva inoltre come, al momento della pubblicazione dell’articolo, la programmazione 
parallela basata su skeleton non avesse ancora avuto un impatto rilevante nella 
programmazione parallela, contrariamente ad MPI (24) che era stato progettato per 
risolvere problemi similari e che aveva già avuto un forte impatto nella pratica della 
programmazione parallela. 
Nel suo manifesto Cole presenta quattro principi fondamentali per la progettazione e lo 
sviluppo dei futuri sistemi basati su skeleton, per far sì che questi possano penetrare 
nel panorama delle tecnologie di sviluppo al pari di MPI e degli altri modelli di sviluppo. 
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Propagare il concetto con disagi minimi 
Il principio di base della programmazione parallela basata su skeleton è 
concettualmente semplice e la sua semplicità dovrebbe essere un punto di forza. 
Quando si utilizza questo modello non si deve commettere l’errore di legarlo ad altri 
concetti che potrebbero alterarne la sostanza. 
Questo modello non è funzionale né tantomeno è un modello object-oriented ma può 
essere applicato ad entrambi i modelli già esistenti senza stravolgerli, fornendo loro 
degli strumenti che permettano la semplificazione ed il miglioramento della 
programmazione parallela. 
Integrazione con parallelismi ad - hoc 
Esistono situazioni in cui un algoritmo non può essere facilmente implementato 
combinando gli skeleton definiti perché necessita l’uso di primitive meno strutturate. 
Ad esempio, l’algoritmo di Cannon per la moltiplicazione di due matrici possiede un 
primo step di inizializzazione che effettua degli shift sulle righe e sulle colonne delle 
due matrici da moltiplicare prima di distribuire i dati ai vari processi che si occuperanno 
del calcolo. 
Logicamente è improponibile assumere che un modello di programmazione parallela 
basata su skeleton offra tutti i possibili pattern per la programmazione parallela; risulta 
perciò necessario che ogni framework venga progettato per permettere l’integrazione 
degli skeleton con algoritmi di parallelismo ad - hoc. 
Accettare le differenze 
Una specifica informale di un algoritmo potrebbe portare a scelte implementative 
errate. 
Potrebbero presentarsi dei casi in cui la specifica informale si adatti alla semantica 
dell’algoritmo ma che in realtà sia inapplicabile all’implementazione adottata. 
Prendiamo ad esempio un algoritmo che sembra potersi adattare strutturalmente ad 
uno skeleton pipeline. 
Quando un algoritmo sembrerebbe adattarsi ad uno skeleton pipeline, perché la sua 
struttura può essere suddivisa in stage, è necessario effettuare un controllo su tutti gli 
stage. 
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Se esistessero stage dell’algoritmo con output molteplici (o assenti) per un singolo 
input allora uno skeleton di tipo pipeline non potrebbe essere utilizzato se lo stesso 
skeleton prevedesse  che ogni stage del pipeline debba fornire sempre un singolo 
output per ogni input ricevuto. 
Quindi al momento della definizione della semantica degli skeleton del framework 
bisogna trovare un punto di equilibrio tra il desiderio di semplicità nell’astrazione ed il 
pragmatismo necessario per ottenere la giusta flessibilità. 
Mostrare la contropartita 
Come ogni nuova proposta anche il modello di programmazione parallela basata sugli 
skeleton deve acquistare la fiducia degli sviluppatori. 
Questa fiducia si ottiene evidenziando gli aspetti fondamentali della programmazione 
parallela basata su skeleton: 
 le difficoltà iniziali dovute al nuovo formalismo sono compensate dall’alta curva 
d’apprendimento nell’uso dello stesso; 
 permette di esprimere la semantica un algoritmo per la soluzione di un 
problema e, con uno sforzo esiguo, applicare lo stesso alla risoluzione di 
problemi che manipolano informazioni di natura totalmente differente; 
 permette di superare i problemi di calo di prestazioni nel portare i propri 
algoritmi su ambienti differenti dall’originale nel quale sono stati scritti; 
 permette di operare delle ottimizzazioni che in programmi paralleli non 
strutturati sarebbero difficilmente realizzabili. 




Per dimostrare l’inequivocabile utilità del modello di programmazione parallela basata 
su  skeleton, Cole fa notare che la prima necessità è fornire una serie nutrita di casi di 
studio che forniscano una verifica delle qualità intrinseche della programmazione 
parallela basata su skeleton.  
Motivato da questa necessità, il ricercatore inizia a lavorare ad Edimburgo alla scrittura 
di una libreria per la programmazione parallela basata su skeleton chiamata eSkel. 
eSkel è una libreria scritta in C contenente funzioni e definizioni di tipi per estendere 
MPI con il formalismo della programmazione parallela basata su skeleton. 
Questa libreria segue concettualmente il modello già presente in MPI utilizzando un 
parallelismo SPMD (Single Process Multiple Data) con memoria distribuita che 
permette di distribuire su più processori un singolo codice da eseguire in modo che 
ogni processo sia indipendente dagli altri processi gemelli che girano sugli altri 
processori.  
 
FIGURA 1 - MODELLO SPMD 
 
Il flusso dati da fornire come input del problema viene suddiviso in molteplici flussi, che 
diventano i flussi di input da fornire ai processi, ognuno di essi elaborerà il proprio 
flusso dati di input e produrrà un flusso dati di output; tutti i flussi di output prodotti dai 
processi  vengono poi ricombinati per produrre il flusso di output contenente il risultato 
desiderato dal sistema. 
Gli utilizzatori di MPI hanno già familiarità con operazioni “collettive” ed i vantaggi che 
ne derivano. 
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Un esempio è la funzione MPI_Broadcast, una funzione che permette ad un processo 
di inviare un insieme di dati a tutti i processi  appartenenti al medesimo gruppo per poi 
attenderne i risultati ottenuti.  
Senza di essa lo sviluppatore sarebbe obbligato a dover implementare un algoritmo 
per diffondere i task da elaborare e riunire i risultati ottenuti dai singoli worker 
attraverso una serie di send/receive. 
L’obbligo di dover progettare ed implementare tutti gli algoritmi riguardanti la diffusione 
dei dati sui worker potrebbe portare alla scrittura di un algoritmo ad hoc di difficile 
manutenzione. 
Essendo stato sviluppato per un particolare ambiente, quando l’implementazione 
dell’algoritmo fosse trasportata in un altro ambiente potrebbe risentire fortemente di 
cali di prestazione. L’esistenza di tale funzione permette di ridurre lo sforzo di sviluppo 
ad una singola chiamata di funzione, beneficiando dell’attenta implementazione della 
stessa sulle varie architetture. 
Lo scopo di eSkel è fornire un ventaglio di operazioni ad alto livello che permettano 
agli utilizzatori di MPI di strutturare i loro programmi riducendo le parti di codice ad hoc 
che potrebbero risentire del cambio di ambiente. 
In eSkel ogni skeleton è un’operazione collettiva che può essere chiamata da tutti i 
processi interconnessi tra di loro attraverso il “communicator” passato come 
argomento della chiamata. 
Durante le chiamate, i processi che partecipano all’elaborazione dei task sono 
raggruppati a seconda della semantica di ogni skeleton. 
Ogni gruppo di processi  costituisce un’attività (paragonabile ad uno stato di un 
pipeline o ad un worker di un farm). 
Le interazioni tra le attività sono implementate implicitamente dallo skeleton in accordo 
con la propria semantica. 
Se ad un worker vengono assegnati molti processi, allora si può implementare una 
parallelizzazione interna, utilizzando un altro skeleton o chiamate dirette di MPI. 
Gli skeleton gestiscono internamente tutti gli aspetti legati al parallelismo come la 
distribuzione dei task sui worker, il bilanciamento del carico sui worker e la 
riorganizzazione dei risultati ricevuti. 
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Cole fa comunque notare che questa implementazione in eSkel non preclude un 
cambio nella politica di distribuzione e che un’eventuale nuova politica più sofisticata  
è implementabile senza apportare alcuna variazione alla semantica ed 
all’implementazione delle stesse. 
Lo sviluppatore si deve occupare solo di specificare la collezione di task da elaborare 
e le operazioni che devono essere svolte in un’attività per elaborare un task. 
Ogni attività verrà creata con il contesto di un nuovo communicator ed in qualunque 
momento potrà riferire il proprio communicator grazie ad una funzione della libreria. 
Questo fornisce allo sviluppatore un contesto sicuro di comunicazione con il quale 
implementare le sezioni nelle quali si necessita di codice con parallelismo ad hoc per 
definire la semantica dell’attività. 
Dal momento che le chiamate agli skeleton possono essere annidate liberamente, un 
processo può far parte di più attività che possono essere viste come una pila, la 
funzione della libreria che permette di accedere al proprio communicator riferisce al 
contesto dell’attività che si trova in cima a questa pila ideale di attività. 
Il prototipo di eSkel supporta gli skeleton: 
 Pipeline 
 Farm 
 Butterfly (divide-and-conquer) 
 Deal (un farm dove lo scheduling dei task sui worker segue un ordinamento 
ciclico) 
 HaloSwap  (ha a disposizione la lista delle attività e, ad ogni iterazione, 
scambia il proprio task con un’attività vicina nella lista e, dopo aver elaborato 
localmente il task ricevuto, si coordina con le altre attività per decidere la 
necessità di effettuare una nuova iterazione) 
La manipolazione dei dati all’interno delle attività viene effettuata in C standard, con 
l’ausilio di MPI quando deve essere implementata una comunicazione ad hoc. 
Per la gestione del trasferimento tra i worker dei task è stato definito un modello dati 
chiamato eDM che contiene due strutture dati di base chiamate eDM atom ed eDM 
collection. 
Quando si devono trasferire dei dati tramite MPI lo sviluppatore è obbligato a definire 
una tripla <puntatore,dimensione,tipo>, questo allontana l’attenzione dello sviluppatore 
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dalla gestione della coerenza semantica del proprio algoritmo perché lo costringe a 
concentrare i propri sforzi nel rendere coerenti i dati.  
Prendiamo ad esempio un algoritmo che applichi un filtro ad un’immagine, MPI non 
offre alcuna funzione per suddividere l’immagine in segmenti. 
Lo sforzo maggiore degli sviluppatori sarà quello di riuscire a creare un algoritmo che 
suddivida l’immagine, faccia in modo che ogni worker lavori sul suo segmento 
d’immagine e mantenga la coerenza dell’immagine stessa. 
Quest’onere andrà a discapito dello sviluppo dell’algoritmo di filtro e della possibilità di 
applicarvi ottimizzazioni. 
In un programma ad hoc scritto con MPI lo sviluppatore non effettua una distinzione 
tra dati locali e dati globali, al contrario in un sistema basato su skeleton (che indica 
anche quali sono le interazioni tra i dati) lo sviluppatore è tenuto ad evidenziare questa 
differenza. 
In eSkel questa differenza viene indicata della proprietà spread che distingue i dati tra 
local (tutto ciò che viene elaborato all’interno di un processo) e global (tutto ciò che 
viene prodotto da un processo come contributo all’attività).  
Lo sviluppatore deve indicare lo spread dei propri dati in modo da potersi 
disinteressare della coerenza distribuita perché verrà gestita direttamente dalla 
libreria. 
Un eDM atom contiene al suo interno le informazioni necessarie a MPI per la gestione 
della trasmissione  e lo spread del dato. In questo modo le parti di codice scritte ad 
hoc utilizzando direttamente MPI potranno tranquillamente elaborare i dati ricevuti 
senza invalidare la possibilità di fare altrettanto agli skeleton che compongono l’attività 
implementata dallo sviluppatore. 
Una tipica chiamata ad uno skeleton dovrà manipolare una sequenza di task (eDM 
atom) e queste sequenze sono rappresentate con le eDM collection che contengono la 




Questa libreria C++ per la programmazione parallela basata su skeleton è sviluppata 
dai ricercatori dell’Università di Münster. 
Mentre gli sviluppatori di eSkel hanno scelto un approccio che agevoli la 
parallelizzazione dell’algoritmo concentrando il proprio sforzo nell’estendere le funzioni 
disponibili con MPI. 
Gli sviluppatori di questa libreria hanno scelto di concentrarsi maggiormente sulla 
parallelizzazione dell’accesso alle strutture dati, fornendo comunque gli skeleton per la 
parallelizzazione del flusso di elaborazione attraverso i building block, skeleton definiti 
con una funzione da applicare a tutti gli elementi del flusso dati che riceveranno in 




 divide and conquer; 
 branch and bound; 
Una struttura dati parallela viene separata in diverse partizioni ed ognuna di queste 
viene assegnata esclusivamente ad uno dei processi che partecipano alla 
computazione parallela. 
In Muesli gli skeleton utilizzati rendono disponibili, su ogni struttura dati condivisa, 
quattro funzionalità: 
 Fold, che riduce tutti gli elementi della struttura dati distribuita applicandovi 
ripetutamente una funzione F (associativa e biiettiva); 
 Map, che sostituisce ogni elemento della struttura dati distribuita con il risultato 
dell’applicazione di una funzione F all’elemento; 
 Scan, che sostituisce ogni elemento della struttura dati distribuita con il 
risultato dell’applicazione dello skeleton di fold a tutti gli elementi presenti con 
una funzione F; 
 Zip, che combina due elementi appartenenti a due strutture dati distribuite 
strutturalmente identiche combinando ogni coppia di elementi applicandovi una 
funzione F. 
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F può essere il risultato di una risoluzione parziale di una funzione o una normale 
funzione C++ standard. 
Per risoluzione parziale di una funzione si intende quando ad una funzione  
 si passano n-k parametri e si ottiene una funzione 
con   tale per cui: 
 
Tutti gli skeleton di questa libreria sono disponibili come metodi delle strutture dati 
parallele, quindi ogni skeleton risponde concettualmente a diverse necessità, gli 
sviluppatori di Muesli hanno classificato questi skeleton come: 
 Communication skeleton, che si occupano tipicamente dei pattern per la 
gestione della comunicazione, come ad esempio l’invio in broadcast di un 
elemento a tutte le partizioni o di ricevere tutti gli elementi da ogni partizione. 
Questi skeleton non contengono mai al loro interno codice dedicato alla 
gestione dei pattern di elaborazione.  
 Computation skeleton, che si occupano tipicamente dei pattern di 
elaborazione, come ad esempio applicare una data funzione ad ogni elemento 
o ricombinare due strutture dati. Questi skeleton non contengono mai al loro 
interno codice dedicato alla gestione dei pattern di comunicazione.  
 Combined skeleton, che sono degli skeleton ibridi perché contengono sia 
codice per la gestione dei pattern di comunicazione che di elaborazione. 
Ed hanno etichettato i metodi utilizzando come convenzione l’utilizzo di un prefisso nel 
nome del metodo per indicarne la tipologia di effetto e di parametri necessari: 
 Index, denota che la funzione argomento dello skeleton necessita di ulteriori 
parametri  per l'indice globale dell'elemento corrente. In caso di array distribuiti 
un parametro per l'indice globale è sufficiente. In caso di matrici distribuite 
sono necessari due parametri per indicare la riga e la colonna. La funzione 
argomento potrà includere questi parametri nei suoi calcoli. Questi skeleton 
restituiscono una nuova struttura dati distribuita e non sovrascrivono gli 
elementi della struttura dati originale per cui sono annotati con il modificatore 
const.  
 InPlace, denota che il valore di ogni elemento viene sovrascritto con il risultato 
dell'applicazione della funzione argomento dello skeleton ad ogni elemento. 
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Questi skeleton non restituiscono una nuova struttura dati distribuita quindi tutti 
i metodi di questa tipologia avranno void come tipo di ritorno 
 IndexInPlace, denota che lo skeleton ha entrambe le precedenti proprietà, 
deve essere fornito uno o più parametri per indicare l’indice dell’elemento 
corrente e ogni elemento verrà sovrascritto con il risultato dell’applicazione 
della funzione argomento all’elemento stesso. Questi skeleton non 
restituiscono una nuova struttura dati distribuita quindi tutti i metodi di questa 
tipologia avranno void come tipo di ritorno 
Quando una struttura dati viene distribuita tra un certo numero di processi, ciascun 
processo memorizza solo una parte di tutta la struttura dei dati. Questa parte a 
disposizione di un singolo processo viene denominato partizione.  
La struttura dati globale esiste solo nella mente di chi sviluppa l’algoritmo. Tuttavia, lo 
sviluppatore può avere la necessità di accedere alla struttura dati distribuita nel suo 
complesso e non solo alla partizione locale. 
Per superare questo problema, in Muesli, viene introdotto il concetto di vista che 
distingue il tipo di accesso che viene effettuato sulla struttura dai: 
 Globale, questa è la visualizzazione predefinita quando si lavora con le 
strutture di dati distribuite fornite da Muesli. Lo sviluppatore non è interessato a 
come la struttura dati viene scomposta in partizioni e quale partizione è 
assegnata a quale processo. Tutti questi dati sono destinati ad essere 
completamente trasparenti per l'utente per rendere possibile la scrittura di 
algoritmi paralleli come se venissero scritti in modo sequenziale. 
 Locale, l'intera struttura dati viene scomposta in diverse partizioni ed ognuna di 
esse viene assegnata esclusivamente a un unico processo. In tal modo, ogni 
partizione può accedere solo gli elementi memorizzati localmente. Per evitare 
inutili calcoli per ottenere gli indici della vista globale, questi elementi sono 
accessibili con il loro indice locale. Tuttavia ogni partizione è in grado di 
calcolare l'indice globale di ogni elemento, poiché ogni partizione conosce il 
suo indice di partenza in relazione all'intera struttura dati. 
Tutte le strutture dati distribuite di Muesli, non funzionano solo su architetture multi-
processore, con una memoria distribuita, ma possono avvalersi efficacemente delle 
attuali architetture multi-core con memoria condivisa. Questa funzionalità è stata 
implementata utilizzando OpenMP, che è l'abbreviazione di Open Multi-Processing 
(25). Come suggerisce il nome, OpenMP è una libreria che è stata sviluppata per 
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supportare lo sviluppo di applicazioni parallele per le architetture con memoria 
condivisa.  
I principali vantaggi di OpenMP sono i seguenti:  
 Semplicità, non c'è bisogno di implementare alcun sistema per lo scambio di 
messaggi e per la gestione degli errori che possono accadere in questa fase, 
come starvation o stallo come con MPI. OpenMP crea un insieme di thread e 
distribuisce il lavoro tra di loro. Dopo che la regione di codice parallela è stato 
eseguita, tutte i threads vengono distrutti.  
 Parallelizzazione incrementale, si può accelerare il codice già esistente 
inserendo le direttive OpenMP senza la necessità di riorganizzare o riscrivere il 
codice. Così si può parallelizzare un algoritmo step-by-step riducendo il rischio 
di introdurre nuovi bug.  
 Portabilità, molte delle principali aziende IT sono state coinvolti durante la 
specificazione dei OpenMP, l'API è supportato da quasi tutti i compilatori  C++. 
Se un compilatore per qualsiasi motivo non supportasse OpenMP, il codice 
sarà comunque compilato perché il compilatore ignorerà le direttive OpenMP 
trattandole come commenti. 
Al momento esistono tre strutture dati parallele in Muesli: 
 template<class E> class DistributedArray { ... } 
 template<class E> class DistributedMatrix { ... } 
 template<class E, class S, class D> class DistributedSparseMatrix { ... } 
Dove il parametro E del template denota il tipo dell’elemento della struttura dati 
distribuita. 
La classe DistributedArray <E> può essere utilizzata per distribuire vettori di lunghezza 
arbitraria su np processori, a patto che vengano rispettati i seguenti vincoli: 
 il numero np di processori utilizzati deve essere un divisore della dimensione 
del vettore. 
 il numero np di processori utilizzati deve essere una potenza di 2. In caso 
contrario le seguenti funzioni e tutte le loro varianti, non potrebbero essere 
utilizzate :  broadcast, fold, gather, permute, rotate e show. 
La classe DistributedMatrix <E> può essere utilizzata per distribuire matrici di 
dimensioni n X m arbitrari su np processori. 
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A tal fine la matrice è scomposta in diversi blocchi. La dimensione di ogni blocco è 
derivata dai parametri n, m, r e c in modo tale che ogni blocco è di dimensione  .  
I seguenti vincoli su n, m, r e c devono essere rispettati: 
 , il numero di blocchi deve essere il numero di processori utilizzati. In 
caso contrario il programma terminerà quando si tenterà di accedere a 
determinati elementi della matrice. 
 il numero np di processori utilizzati deve essere una potenza di 2. In caso 
contrario le seguenti funzioni e tutte le loro varianti, non potrebbero essere 
utilizzate :  allToAll,  broadcast, fold, gather, permute, rotate, scan e show. 
 r deve essere un divisore di n e c deve essere un divisore di m 
Internamente, i blocchi sono identificati utilizzando sia un ID univoco che i propri indici 
iniziali. L'ID viene assegnato a per riga da sinistra a destra e inizia da 0. Un sistema 
simile è usato dalla matrice sparse distribuite. 
Le matrici sparse svolgono un ruolo importante in analisi numerica: la discretizzazione 
di equazioni differenziali parziali con il metodo degli elementi finiti o la descrizione di 
grafi per mezzo di una matrice di adiacenza si traduce spesso in una matrice 
prevalentemente popolata di zeri.  
In particolare per le matrici di grandi dimensioni è utile usare speciali strutture dati che 
sfruttano la proprietà della matrice di essere “sparsa”.  
Pertanto, le operazioni possono essere eseguite più velocemente e 
contemporaneamente consumando meno memoria rispetto al memorizzare queste 
matrici in strutture dati standard.  
La classe DistributedSparseMatrix <E,S,D> fornisce le seguenti caratteristiche 
fondamentali:  
 Supporto per i vari skeleton quali map, fold e zip come metodi, al fine di 
manipolare la struttura dati in parallelo. 
 Supporto per la personalizzazione degli algoritmi di compressione. L'utente può 
definire la modalità in cui la matrice sparsa venga compressa. In realtà, l'utente 
ha la possibilità di estendere gli schemi di compressione predefiniti disponibili 
con Muesli. 
 Supporto per la personalizzazione degli algoritmi di distribuzione. L'utente può 
definire la modalità con cui distribuire la matrice sparsa attraverso i 
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trasformatori. Questo meccanismo di bilanciamento del carico è estremamente 
flessibile e l’utente può estendere gli schemi di distribuzione predefiniti 
disponibili con Muesli. 
 Oltre a supportare architetture multi-processore con memoria distribuita, Muesli 
supporta architetture con processori multi-core e memoria condivisa in modo 
tale che alcuni skeleton e funzioni ausiliarie possano aumentare le loro 
prestazioni. 
Oltre al lavoro di parallellizazione dell’accesso ai dati Muesli offre la possibilità di 
parallelizzare l’elaborazione di flussi di dati permettendo di definire dei building block, 
che sono skeleton che vengono definiti con una funzione specifica e che viene 
applicato a tutti gli elementi prelevati dal flusso di dati.  





Tuttavia, a differenza degli skeleton algoritmici, gli atomic building block non 
rappresentano un modello di programmazione parallela. 
All’interno di un building block è possibile utilizzare le strutture dati distribuite offerte 
dalla libreria e, come già anticipato, strutturare il codice attraverso l’uso di quattro 





Poiché tutte le attività parallele relative agli skeleton ed ai building block di base 
offrono un'interfaccia identica, ciascuna di esse può essere rappresentata da 
un'istanza di una sottoclasse del processo, che fornisce questa interfaccia (e un paio 
di metodi ausiliari utilizzati internamente per le operazioni dello skeleton). 
Ogni skeleton task parallelo ha le stesse proprietà di un atomic building block, vale a 
dire che accetta una sequenza di input e produce una sequenza di output. 
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Un'eccezione sono i processi Initial e Final forniti da Muesli, il primo non ha uno flusso 
di input ed il secondo non produce alcun flusso di output perché rappresentano la 




SkeTo è un framework progettato e sviluppato dal Dipartimento di Informatica 
Matematica dell’Università di Tokio. 
Il target degli sviluppatori del framework sono i programmatori che posseggono grande 
esperienza nella programmazione sequenziale ma che non hanno avuto a che fare 
con i problemi derivanti dalla parallelizzazione dei propri algoritmi. 
L’approccio seguito dai ricercatori, che si sono occupati della progettazione e 
dell’implementazione di questo framework, è concentrato a fornire un formalismo per 
la parallelizzazione dell’elaborazione che permettesse, allo sviluppatore, di utilizzare 
uno stile, per la progettazione e la scrittura del codice, che si avvicinasse il più 
possibile allo stile utilizzato per la programmazione sequenziale.  
SkeTo fornisce la possibilità di parallelizzare algoritmi che manipolano vettori 
bidimensionali e di applicare delle ottimizzazioni alle politiche di distribuzione ed 
accesso ai dati senza obbligare lo sviluppatore nella scrittura di codice ad hoc. 
Questo permette agli sviluppatori di applicare tutta la loro esperienza nella 
programmazione sequenziale, utilizzando gli skeleton disponibili in SkeTo, lasciando al 
framework il compito di rendere l’esecuzione più performante. 
Per raggiungere il loro obbiettivo hanno utilizzato un particolare formalismo per la 
rappresentazione delle matrici chiamato abide-tree (da above e biside) e la teoria degli 
algoritmi costruttivi (utilizzata per sviluppare partendo da un’insieme di regole ed 
ottenendo algoritmi efficienti attraverso la manipolazione di queste regole). 
Negli algoritmi costruttivi anche le strutture dati possono essere definite attraverso 
regole, ad esempio una lista di interi può essere definita come: 
IntList = Nil | [ Int IntList ] 
dove Nil indica una lista di interi vuota e [ a b ] indica una lista nella quale a è un intero 
e b è a sua volta una lista di interi, per cui [ 1 [ 2 [ 3 Nil ] ] ] indicherebbe una lista di tre 
elementi contenente gli interi 1, 2 e 3. 
Per ogni struttura dati ottenuta in questo modo è possibile definire un pattern base di 
computazione che gli sviluppatori di SkeTo chiamano omorfismo. 
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Riprendendo l’esempio precedente, è possibile definire un semplice omomorfismo h 
con due semplici regole: 
 h ( Nil ) = k 
 h ( [ a x ] ) = a ⨁ h ( x ) 
Dove k è una costante e ⨁ è un operatore binario infisso.  
Scegliendo diverse costanti e operatori, è possibile definire differenti algoritmi, questo 
omomorfismo può essere rappresentato come homIntList( k, ⨁, x ), ad esempio 
hom(0,+,x) rappresenta la somma di tutti gli elementi di x. 
Le proprietà degli omomorfismi giocano un ruolo centrale all’interno del framework 
perché: 
 permettono di definire qualunque elaborazione sulla struttura dati per la quale 
sono definiti, 
 possono essere composti tra loro per ottenere altri omomorfismi, 
 applicando opportune regole algebriche possono essere ottimizzati per 
eliminare l’overhead causato da inutili passaggi di infomazioni tra gli skeleton. 
Il metodo utilizzato all’interno di SkeTo per la rappresentazione delle matrici si basa su 
tre operatori |•| (singleton), (above), (biside). 
Grazie a questi tre operatori è possibile definire una grammatica per la 
rappresentazione delle matrici: 
 
AbideTree α ::= |α| | (AbideTree α) (AbideTree α) | (AbideTree α) AbideTree α) 
 




L’introduzione di questo formalismo di rappresentazione ha permesso ai ricercatori di 
poter definire un’algebra per la manipolazione della rappresentazione e di poter 




All’interno di SkeTo sono definiti quattro skeleton primitivi per la manipolazione delle 
matrici: 
 map f α , applica una funzione f a tutti gli elementi della matrice α, 
 reduce ⨂⨁ α , applica i due operatori ⨂ e ⨁ per combinare tutti gli elementi 
della matrice α ed ottenere un singolo valore, 
 zipwith f α b , applica una funzione f agli elementi di α e b con eguale 
posizione ottenendo una terza matrice di pari dimensioni, 
 scan⨂⨁ α , è un’estensione di reduce che applica i due operatori ⨂ e ⨁ per 
combinare gli elementi della matrice α ed ottenere unna matrice di dimensioni 
pari alla matrice originale.  
Questi quattro skeleton possono essere combinati per definire altri skeleton come ad 
esempio: 
 id  = reduce( , ) ○  map |•| 
 tr = reduce( , ) ○  map |•| 
 rev = reduce( , ) ○  map |•| 
 flatten = reduce( , )  
 height = reduce(+,«) ○  map(λx.1) 
 width = reduce(«,+) ○  map(λx.1) 
 cols = reduce(zipwith( ), ) ○ map |•| ○|•| 
 rows = reduce( ,zipwith( )) ○ map |•| ○|•| 
 reducec(⨁) = map(reduce(⨁, «)) ○  cols 
 reducer(⨂) = map(reduce(«,⨂)) ○  rows 
 mapc f = reduce(«, ) ○ map f ○  cols 
 mapr f = reduce( ,«) ○ map f ○  rows 
 add = zipwith(+) 
 sub = zipwith(-) 
 bottom = reduce(», ) ○ map |•| 
 last = reduce( ,») ○ map |•| 
 mapc f = reduce(«, ) ○ map f ○  cols 
 mapr f = reduce( ,«) ○ map f ○  rows 
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Poiché non tutte le funzioni possono essere rappresentate come un omomorfismo, gli 
sviluppatori di SkeTo hanno introdotto il concetto di quasi-omomorfismo come la 
composizione di una funzione di proiezione e di un omomorfismo dicendo che tutte le 
funzioni possono essere rappresentate in questa forma e che l’overhead risultante da 
questa rappresentazione è sostenibile perché rende le funzioni facilmente 
parallelizzabili. 
Questa definizione di quasi-omomorfismo e la definizione composizionale di skeleton 
per la manipolazione delle matrici ha permesso agli sviluppatori di Sketo di enunciare 
e dimostrare alcuni teoremi (sulla loro algebra) per mostrare come un algoritmo possa 
essere ottimizzato. 
Gli sviluppatori di Sketo hanno indicato 4 passi da seguire per creare un codice che 
possa essere efficiente con il loro framework. 
1. Si definisce l’algoritmo da parallelizzare p come composizione di p1…pn che 
possono essere a loro volta definiti come composizione di funzioni ricorsive 
semplici.  
2. Si definisce un quasi-omomorfismo sulla definizione ricorsiva di p1. 
3. Si compone il quasi-omomorfismo ricavato con la funzione p2 ottenendo un 
quasi-omomorfismo che rappresenta p1 ○ p2 , iterando questo procedimento 
sino ad arrivare alla composizione con l’ultima funzione ed ottenendo il quasi-
omomorfismo che rappresenta p1 ○…○ pn. 
4. Detto π1 ○ (|f,⨁,⨂|) il quasi-omomorfismo che rappresenta l’algoritmo p, 
ricavato al passo precedente,  ri ripetono i passi 2 e 3 sulle funzioni f, ⨁ e ⨂ 





Calcium è una libreria scritta in JAVA che fa parte del framework ProActive che 
fornisce un middleware per il Grid computing progettato e realizzato in collaborazione 
dai ricercatori dell’Université de Nice Sophia Antipolis, dell’Institut National del 
Recherche en Informatique et en Automatique e del Centre national de la recherche 
scientifique.  
Il framework fornisce un insieme base di modelli strutturati (skeleton) che possono 
essere composti per rappresentare pattern più complessi. 
Il fulcro dell’approccio seguito dagli sviluppatori di Calcium è rendere trasparente agli 
sviluppatori dove il proprio codice verrà eseguito uniformando il formalismo con il 
quale questi implementeranno i loro algoritmi, sarà poi il framework a distribuire il 
codice ed a gestire i flussi di dati. 
Allo sviluppatore non interessa conoscere come il proprio codice venga distribuito sui 
worker e può concentrare il proprio sforzo sulla realizzazione del proprio codice 
attraverso questi semplici passi: 
1. Implementazione degli step del proprio algoritmo in classi della struttura 
(chiamate codice “muscle”). 
2. Definizione della composizione di queste classi tramite gli skeleton messi a 
disposizione dalla libreria. 
3. Creazione di una nuova istanza di Calcium. 
4. Creazione della sorgente del flusso di dati d’ingresso che verrà gestito dalla 
libreria. 
5. Raccolta dei risultati 
Ogni worker estrarrà un elemento dal flusso dati generale, lo elaborerà e metterà il 
risultato nel flusso dei risultati che potrà essere il flusso d’ingresso di un altro step  
dell’algoritmo o il flusso di output finale. 
Gli skeleton definiti all’interno di Calcium sono: 
 Pipe, che permette di rappresentare una computazione divisa in stadi dove lo 
stadio n+1 viene eseguito dopo lo stadio n. 
 Farm, che permette di rappresentare un pattern di replicazione del task dove 
una specifica funzione deve essere eseguita su un insieme di worker. 
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 Divide&Conquer, che permette di rappresentare un pattern di risoluzione nel 
quale il problema originario viene suddiviso in problemi più piccoli in base ad 
una condizione prefissata applicata all’elemento prelevato dal flusso d’ingresso 
dello skeleton, i problemi più piccoli così ottenuti verranno risolti e le loro 
soluzioni saranno infine composte per formare il risultato finale.  
 While, che permette di rappresentare un pattern di risoluzione dove un task 
viene ripetuto sino a quando sia soddisfatta una condizione prefissata applicata 
all’elemento che verrà elaborato, lo skeleton di computazione interno allo 
skeleton While prenderà in input un elemento dal suo flusso d’ingresso alla 
prima iterazione ed il suo output dalla seconda iterazione in avanti.  
 If, permette di rappresentare un pattern di risoluzione dove vengono definiti 
due skeleton eseguibili e la scelta di quale dei due venga utilizzato dipende da 
una condizione prefissata applicata all’elemento prelevato dal flusso d’ingresso 
dello skeleton. 
 For, permette di rappresentare un pattern di risoluzione dove lo skeleton 
interno viene eseguito un numero prefissato di volte, lo skeleton di 
computazione interno allo skeleton For prenderà in input un elemento dal suo 
flusso d’ingresso alla prima iterazione ed il suo output dalla seconda iterazione 
in avanti. 
 Map, permette di rappresentare un pattern di risoluzione dove l’elemento 
estratto dal flusso d’ingresso possa essere suddiviso in parti e lo skeleton 
interno venga applicato a tutte le parti ottenute.  
Calcium presenta grandi similitudini con MuSkel e con Lithium (26), dal quale è stato 
ricavato MuSkel, in tutte e tre le librerie vi è un “master” centrale che guida e coordina 
l’evoluzione dell’elaborazione distribuita, questa viene gestita attraverso delle code in 
cui task di input e risultati hanno al stessa forma. 
L’integrazione di Calcium in ProActive fornisce a questa libreria un supporto per la 
distribuzione del calcolo attraverso molteplici standard di interoperabilità ( Web 
Service, RMI anche attraverso tunnelling via SSH, Globus GT2, GT3 , GT4, Sun Grid 
Engine, ARC, Unicore, Glite, OAR ed altri ) permettendo di far girare il codice 




Linguaggi e strumenti 
Java 
Il linguaggio Java è derivato da un linguaggio chiamato OAK, che fu sviluppato nei 
primi anni '90 da un gruppo di ingegneri della Sun Microsystem chiamato “Green 
Project”, questo linguaggio doveva essere predisposto per applicazioni di 
intrattenimento come console per video game e VCR. OAK fu impiegato per la TV via 
cavo, per ordinare i programmi da vedere. 
Mentre quel tipo di spettacolo on-demand tramontava, il World Wide Web, invece, 
riscontrava sempre più interesse, portando gli sviluppatori di OAK a migliorare il 
linguaggio trasformandolo nel linguaggio Java. 
Dato che gli ideatori del linguaggio si trovavano spesso ad un caffè presso il quale 
discutevano del progetto, il linguaggio prese il nome da tale abitudine (Java è una 
qualità di caffè dell'omonima isola dell'Indonesia), tanto che il magic number che 
identifica un file di bytecode ottenuto dalla compilazione di un file Java è 0xCAFEBABE, 
che in inglese significa ragazza (babe) del caffè (cafe); probabilmente un riferimento 
alla cameriera che li serviva. 
Gli sviluppatori di Java si imposero quattro traguardi per il loro nuovo linguaggio: 
1. essere completamente orientato agli oggetti, qualsiasi cosa è vista come 
oggetto e tutto deriva da una classe principale anziché essere costruiti 
partendo da costrutti ad un inferiore livello di astrazione. 
2. essere platform indipendent, il compilatore Java non produce un codice 
oggetto nativo per una determinata piattaforma, ma piuttosto delle istruzioni 
byte code da usare con il JVM (Java Virtual Machine). 
3. fornire strumenti e librerie per il networking. 
4. essere progettato per eseguire codice da sorgenti remote in modo sicuro. 
Per facilitare il passaggio a Java ai programmatori old-fashioned, legati in particolare a 
linguaggi come il C, la sintassi di base (strutture di controllo, operatori e così via) è 




Una delle più interessanti caratteristiche di Java è la standard library che comprende 
centinaia di classi e metodi nelle sei aree maggiori:  
1. Classi di supporto al linguaggio, per la gestione di alcune strutture dai come 
i vettori e per le funzionalità avanzate come la gestione dei thread e delle 
eccezioni. 
2. Classi di supporto alla programmazione come: 
a. generatori di numeri pseudocasuali; 
b. classi per la gestione delle date; 
c. classi contenitori (liste, insiemi, dizionari). 
3. Classi per la gestione dell’ I/O che permettono di leggere e scrivere dati 
utilizzando una enorme varietà di supporti (file, stringhe, socket, etc.). 
4. Classi per il networking che permettono le comunicazioni tra gli elaboratori 
attraverso reti locali o Internet. 
5. La Abstract Window Toolkit per la creazione di applicazioni con interfacce  
grafiche platform-independent. 
6. Gli Applet, particolari classi che permettono di creare programmi che 
possano essere scaricati da Internet ed eseguiti all’interno di un browser 
web. 
7. RMI, particolari interfacce e classi per l’implementazione dell’invocazione di 
metodi di classi remote. 
RMI remote method invocation 
MuSkel, il framework che abbiamo preso in esame, implementa la parallelizzazione 
dell’elaborazione sfruttando la tecnologia RMI (17) (18) , offerta dal linguaggio Java, 
che permette a processi Java distribuiti di comunicare attraverso una rete liberando lo 
sviluppatore dall’onere di implementare il codice necessario per coordinare la 
trasmissione delle informazioni.  
Questa tecnologia include una API il cui scopo esplicito è quello di rendere trasparenti 
al programmatore quasi tutti i dettagli della comunicazione su rete.  
Essa consente infatti di invocare un metodo di un oggetto remoto (cioè appartenente a 
un diverso processo, potenzialmente su una diversa macchina) quasi come se tale 
oggetto fosse "locale" (ovvero appartenente allo stesso processo in cui viene eseguita 
l'invocazione). 
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 In questo senso, la tecnologia RMI può essere ricondotta, da un punto di vista 
concettuale, all'idea di RPC riformulata per il paradigma object-oriented (in cui, 
appunto, le procedure sono sostituite da metodi). 
L'utilizzo di un meccanismo di invocazione remota di metodi in un sistema object-
oriented comporta notevoli vantaggi di omogeneità e simmetria nel progetto, poiché 
consente di modellare le interazioni fra processi distribuiti usando lo stesso strumento 
concettuale che si utilizza per rappresentare le interazioni fra i diversi oggetti di una 
applicazione, ovvero la chiamata di metodo.  
Per contro, meccanismi di comunicazione fra processi remoti più primitivi (come lo 
scambio messaggi) rappresentano una forma di interazione "estranea" al paradigma 
object-oriented. 
Il termine RMI identifica ufficialmente sia la API messa a disposizione del 
programmatore sia il protocollo di rete usato "dietro le quinte" per il dialogo fra le 
macchine virtuali Java coinvolte nella comunicazione.  
Dell'API e del protocollo esistono due implementazioni di uso comune. La prima (meno 
recente) ha nome JRMP (Java Remote Method Protocol) ed è implementata sul 
protocollo TCP; la seconda, nota come RMI-IIOP, è invece basata sul protocollo IIOP 
della piattaforma middleware CORBA. 
La tipica struttura di un’interazione tra classi via RMI prevede che la classe server che 
espone il servizio: 
 implementi un’interfaccia che estenda l’interfaccia java.rmi.Remote 
 indichi che ogni metodo potrà lanciare un’eccezione java.rmi.RemoteException 
Al momento della compilazione, il compilatore, si occuperà di creare due classi che 
verranno utilizzate per la comunicazione,una chiamata Stub e l’altra Skeleton. 
La classe client dovrà avere a disposizione l’interfaccia implementata dalla classe 
server per poter effettuare l’invocazione dei metodi remoti. 
RMI dispone di un sistema di naming, chiamato rmiregistry, necessario per fornire alle 




Una classe server che desideri rendere disponibili i propri metodi dovrà ottenere 
un’istanza del sistema di naming, questa può essessere ottenuta: 
 creando una nuova istanza del RMIRegistry, assegnandola ad una particolare 
porta; 
 richiedere alla JVM un’istanza del RMIRegistry che giri su un particolare host 
ed una particolare porta. 
Ottenuta l’istanza del RMIRegistry, la classe server, potrà effettuare la registrazione 
della propria istanza associandovi un nome che la identifichi attraverso il metodo bind. 
 
FIGURA 2 - BIND RMI 
 
La classe client che vorrà invocare un metodo remoto della classe server dovrà 
richiedere al RMIRegistry, sul quale la classe server ha effettuato la registrazione, 
un’istanza dello stub della classe remota tramite il metodo lookup. 
 
FIGURA 3 - RICHIESTA DI UN OGGETTO REMOTO CON RMI 
 
Solo a questo punto la classe client potrà invocare il metodo come se l’oggetto fosse 
disponibile all’interno del proprio processo. 
 
FIGURA 4 - INVOCAZIONE METODO REMOTO CON RMI 
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L’invocazione di un metodo remoto da parte della classe client comporterà l’inizio della 
comunicazione tra lo stub, lo skeleton e la classe server. 
Per realizzare l’invocazione remota nascondendo all’o sviluppatore tutte le azioni a 
basso livello in cui: 
 Lo stub effettuerà il marshalling della chiamata e la serializzazione dei 
parametri; 
 Lo stub spedirà allo skeleton le informazioni necessarie; 
 Lo skeleton effettuerà l’unmarshalling della chamata e la deserializzazione dei 
parametri; 
 Lo skeleton invocherà il metodo della classe server; 
 Lo skeleton effettuerà la serializzazione edi il marshalling dei risultati ottenuti; 
 Lo skeleton spedirà allo stub le informazioni ottenute; 
 Lo stub effettuerà l’unmarshalling e la deserializzazione del risultato 
restituendolo alla classe client che aveva effettuato l’invocazione. 
C# 
Per variare radicalmente l’ambiente del framework originale abbiamo scelto di 
riscriverlo in C#, mantenendone invariata la semantica. 
Il linguaggio C# è un linguaggio di programmazione orientato agli oggetti fortemente 
tipato progettato sulla base dell’esperienza dei linguaggi che lo hanno preceduto, in 
particolare C++ e Java, per fornire la combinazione ottimale tra semplicità, 
espressività, e prestazioni. 
E’ stato sviluppato da Anders Hejlsberg (che è famoso per la progettazione del 
linguaggio Delphi)  e Scott Wiltamuth per conto della Microsoft come alternativa a Java 
e può essere considerato il linguaggio di programmazione per eccellenza della 
piattaforma .NET.  
Diversamente dagli altri linguaggi, come Visual Basic o C++, esso è nato 
espressamente per questa nuova piattaforma, è significativo il fatto che Microsoft 
stessa si sia servita di C# per scrivere gran parte delle librerie di .NET. 
Il framework .NET è concentrato intorno ad un Common Language Runtime (simile ad 
una JVM) e un set di librerie che possono essere sfruttate da una vasta gamma di 
linguaggio che sono in grado di interoperare grazie alla compilazione di un linguaggio 
intermedio (IL).  
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Il linguaggio C# e la piattaforma .NET sono una perfetta simbiosi, alcune 
caratteristiche del C# sono state espressamente inserite nel linguaggio per lavorare 
all'unisono con .NET, e alcune caratteristiche di. NET sono state introdotte nella nuova 
piattaforma per agevolare principalmente la programmazione in C#. 
Java e C# 
Uno degli slogan che hanno accompagnato C# fin dalla sua nascita lo presenta come 
"un linguaggio facile come Java, potente come il C++" e le somiglianze con i due 
linguaggi sono molte, e non solo dal punto di vista sintattico. 
I compilatori forniti producono un metacompilato intermedio che rende il codice 
oggetto indipendente dalla piattaforma dove dovrà essere eseguito. 
La gestione dei puntatori è nascosta al programmatore e le istanze degli oggetti 
vengono eliminate dal Garbage Collector solo quando non esiste più alcun riferimento 
all’oggetto, questo evita il presentarsi di errori dovuti a memory leak o a dangling 
pointer. 
E’ possibile manipolare un oggetto attraverso una tecnica chiamata reflection che 
permette di accedere alla struttura stessa delle componenti del linguaggio, rendendo 
possibile l’accesso ai metodi ed agli attributi di un oggetto utilizzando la classe che 
contiene la definizione della struttura della classe di cui l’oggetto è istanza. 
Le classi discendono tutte da una classe base “Object” ed ogni oggetto viene 
istanziato attraverso la parola chiave new. 
Non gestendo l’ereditarietà multipla come in C++ viene introdotto il concetto di 
interfaccia in modo che una classe possa estendere una sola classe ed implementare 
anche più di una interfaccia. 
Essendo stati progettati per la programmazione concorrente è possibile definire dei 
blocchi di codice contrassegnati come synchronized, cioè che possano essere eseguiti 
in mutua esclusione tra i thread attivi. 
La gestione degli errori attraverso le eccezioni permette di definire blocchi di codice da 
eseguire nel caso avvenga un errore e blocchi di codice che vengano eseguiti sia in 
presenza di errori che in loro assenza. 
Una differenza tra Java e C# è la gestione delle proprietà, in Java viene normalmente 
utilizzata per convenzione la forma POJO definendo un metodo per prendere il valore 
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di una proprietà ed uno per impostarla, in C# è stato introdotto un nuovo costrutto che 
permette di definire del codice da eseguire per restituire il valore di una proprietà ed il 
codice per impostarlo, la differenza è nel codice scritto dallo sviluppatore al momento 
dell’utilizzo di tale proprietà. 
 JAVA 
public class Test{ 
 private int property=null; 
 
 public int getProperty(){ 
  return property; 
 } 
 
 public void setProperty(int value){ 








public class Test{ 
 private int property=null; 
 public int Property{ 
  get { 
   return property; 
  } 
  set { 
   property=value; 




Test test=new Test(); 
test.Property=1; 
test.Property++; 
TABELLA 1 - INVOCAZIONE METODO REMOTO CON RMI 
 
Un’altra differenza che si ripercuote sul codice scritto dallo sviluppatore sono gli 
indicizzatori cioè dei costrutti sintattici presenti in C# che permettono di ridefinire 
l’operatore “ [ ] “, la differenza con Java è la medesima che per la gestione delle 
proprietà, in Java sia lo sviluppatore della libreria che lo sviluppatore del codice 
devono seguire la medesima convenzione mentre in C# l’accesso ad un elemento di 
una proprietà definita con un indicizzatore sarà uguale all’accesso ad un elemento di 
un vettore.  
In Java come in C# lo sviluppatore non ha una visione esplicita dei puntatori.. 
Per definire funzioni che accettino funzioni come parametri è necessario incapsulare 
questa funzione in una classe ed usare quella come parametro ed utilizzare una 
convenzione sul nome della funzione da richiamare. 
In C# viene introdotto un nuovo tipo di struttura chiamata delegato che può essere 
visto come un puntatore a funzione type-safe object-oriented. 
Tramite i delegati è possibile scrivere una funzione che accetti come parametro una 
funzione pur mantenendo i vantaggi del paradigma object-oriented evitando problemi 




Un’altra differenza interessante del C# è la possibilità di applicare dei modificatori alla 
definizione dei  parametri: 
 ref, definisce un parametro passato per riferimento ed implica che l’elemento 
passato per parametro sia assegnato prima dell’invocazione del metodo; 
 out, è il naturale complemento del modificatore ref ed implica che il parametro 
sia assegnato prima della fine del metodo; 
 params, indica la possibilità di accettare un numero variabile di elementi dello 
stesso tipo come parametro (es.: meth(params int[] x,String y) può essere 
invocato come meth(1,2,3,4,5,6,7,8,9,”test”) ). 
Ma la caratteristica più interessante del linguaggio C# è l’interoperabilità con gli altri 
linguaggi attraverso la piattaforma .NET, il codice intermedio (IL) che viene prodotto 
dal compilatore C# può essere integrato con qualunque altro linguaggio della 
piattaforma .NET (Visual Basic .NET, IronPython (26)). 
Remoting in C# 
Nell’adattamento del framework MuSkel al Linguaggio C# abbiamo utilizzato il sistema 
dei Remoting come sistema con il quale realizzare la distribuzione dell’elaborazione, 
perché in C# non esiste un’implementazione di RMI. 
Remoting è un’infrastruttura fornita dal framework .NET che consente alle applicazioni 
di far comunicare oggetti che appartengono ad applicazioni differenti, che possono 
risiedere anche su macchine connesse tra loro tramite una rete locale o tramite 
internet. 
A differenza di RMI, il sistema dei Remoting non possiede un sistema di naming, sul 
quale la classe server debba registrarsi, per rendere disponibile l’accesso ai propri 
metodi a classi in esecuzione in altri processi. 
Per rendere disponibile una classe da remoto è necessario creare un channel ed 
associarlo alla classe in questione.  
I channel disponibili nel framework .NET sono: 
 IPC (Inter Process Channel) che può essere utilizzato quando il processo host, 
che espone un proprio oggetto, viene eseguito sulla medesima macchina del 
processo client che usufruirà dei metodi dell’oggetto esposto, questo tipo di 
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channel utilizza una codifica binaria per la serializzazione delle informazioni e 
le strutture di interscambio messaggi tra processi forniti dal framework. 
 TCP, che può essere utilizzato sia quando il processo host ed il processo client 
sono in esecuzione sulla stessa macchina che quando i due processi sono in 
esecuzione su macchine connesse tra loro tramite una rete locale o Internet, 
questo tipo di channel utilizza per default una codifica binaria per la 
serializzazione delle informazioni ed il protocollo TCP come trasporto dei 
messaggi tra i due processi. 
 HTTP, che differisce dal precedente perché utilizza il protocollo HTTP per 
trasportare i messaggi tra i due processi e, per default, una codifica che 
serializza le informazioni all’interno di un envelope SOAP, comportandosi di 
fatto come un Web Service. 
Quando si associa un channel ad una classe è necessario indicare la modalità con la 
quale si desidera gestire le chiamate remote, nel framework .NET è possibile scegliere 
tra: 
 SingleCall, segnala al framework di creare un’istanza dell’oggetto per ogni 
chiamata remota ricevuta dal processo host. 
 Singleton, segnala al framework di creare un’unica istanza dell’oggetto per 
gestire tutte le chiamate remote ricevute dal processo host. 
La classe client, che desideri effettuare un’invocazione dei metodi della classe remota, 
dovrà invocare il metodo getObject della classe Activator e passare l’URI (Uniform 
Resource Identifier) del channel al quale è associata la classe remota. 
La classe Activator provvederà ad interrogare il channel per ottenere un’istanza di un 
proxy, che permetterà di invocare i metodi della classe server, da fornire alla classe 
client. 
 
FIGURA 5 - RICHIESTA DI UN OGGETTO REMOTO CON REMOTING 
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Ottenuto il proxy, la classe client, potrà invocare i metodi della classe remota come se 
questa facesse parte del proprio processo. 
Il proxy ed il channel si occupernno, come lo stub e lo skeleton di RMI,  mascherando 
le serializzazioni e le comunicazioni tra di loro.  
Un aspetto interessante dell’utilizzo di Remoting è l’estensione del Garbage Collector 
anche agli oggetti remoti, non potendo fare affidamento sul numero di riferimenti viene 
considerato un parametro chiamato lease based life time che rappresenta il tempo 
massimo per il quale un’istanza di un oggetto può rimanere inattivo prima che il 
Garbage Collector elimini l’istanza. 
L’infrastruttura di Remoting resa disponibile con il C# ha indubbiamente dei vantaggi 
rispetto alle tecnologie  DCOM e dei Web Services: 
1. Opera utilizzando i tipi del framework .NET; 
2. Supporta la codifica delle informazioni sia tramite serializzazione in XML 
all’interno di Envelope SOAP che tramite codifica binaria dando la possibilità 
allo sviluppatore di trovare un giusto bilanciamento tra espressività e 
prestazioni; 
3. Non necessita di alcun linguaggio alternativo per la definizione delle interfacce 
(come ad esempio IDL). 
Ovviamente questa infrastruttura ha anche degli svantaggi rispetto a queste due 
tecnologie: 
1. Non è uno standard aperto come per i Web Services; 
2. Non è diffusa e conosciuta come DCOM; 




Strumenti e librerie per lo sviluppo 
Durante lo sviluppo della libreria MuSkel# abbiamo utilizzato Visual Studio 2008 
Express, una versione libera ma ridotta del più potente IDE Visual Studio 2008. 
Visual Studio è il tool di sviluppo Microsoft di punta per lo sviluppo su sistemi Microsoft 
ed ambiente principale di tutta la linea di software per sviluppatori sul .NET 
Framework. 
Nato negli anni '90 come editor per sviluppatori Visual Basic, ha visto la sua 
evoluzione con il passare degli anni passando dalla versione per sviluppo in C++ 
(1993) alle versioni 2002 e 2003 che supportavano le prime versioni del .NET 
Framework (1.0 e 1.1). 
Nel 2005 poi, è stata rilasciata una nuova versione del prodotto in corrispondenza alla 
diffusione della versione 2.0 del .NET Framework, che ha segnato grossi cambiamenti 
architetturali su tutto l'ambiente di programmazione. 
A due anni di distanza dalla versione 2005, Microsoft lancia una nuova versione 
dell'IDE, anche questa volta in parallelo al rilascio della nuova edizione del .NET 
framework: la 3.5.  
Nasce così Visual Studio 2008 (noto nelle fasi di sviluppo sotto il nome di "Orcas"). 
Sia il .NET Framework sia VS2008 presentano molte novità, in grado di aumentare la 
produttività degli sviluppatori e la qualità dei prodotti, grazie alle revisioni sul 
framework e alle numerose semplificazioni a livello visuale. 
Troviamo strumenti in grado di supportarci nella costruzione di nuove applicazioni e 
servizi, basati sulle più recenti tecnologie Microsoft, rendendo il più semplice possibile 
lo sviluppo di:  
 applicazioni Web (ASP.NET 3.5), e applicazioni Ajax-enabled; 
 servizi (Web services) e client WCF; 
 flussi di lavoro (Windows Workflow Foundation); 
 applicazioni desktop di impatto con WPF, nei diversi linguaggi di 
programmazione contemplati dal .NET Framework (da VB.NET a C++); 
 componenti per Office 2003-2007 (tramite VSTO).  
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La versione Express è, ovviamente, limitata; non è possibile integrare nell’IDE tool 
esterni come ad esempio Visio per i diagrammi delle classi o SQL Server per la 
creazione visuale dei Datasource da associare ai widget. 
Pur non essendo disponibili alcune facilities presenti nella versione commerciale, 
Visual Studio Express offre tutte le funzionalità necessarie per sviluppare agevolmente 
soluzioni basate su piattaforma .NET. 
Tra queste è doveroso evidenziare il supporto allo sviluppo fornito dal debugger che 
permette, oltre alle classiche funzionalità di debug fornite generalmente è da 
annoverare la funzione "Attach to process" presente sempre all'interno del menu 
"Debug". 
Questo meccanismo permette all'utente di "attaccare" il debugger presente all'interno 
dell'IDE ad uno dei processi in esecuzione sulla macchina locale o in remoto (tramite il 
remote debugger di Visual Studio) e di eseguire operazioni di introspezione su 
applicazioni che sono già in esecuzione.  
Per rendere la libreria MuSkel# sufficientemente indipendente dalla piattaforma, 
abbiamo deciso di renderla totalmente compatibile con  il framework Mono 2.0 che è, a 
sua volta, totalmente compatibile con il framework .NET 2.0.  
Mono è un progetto, coordinato da Novell, per la realizzazione di un framework 
opensource che permetta di portare la piattaforma .NET su molteplici architetture 
rispettando gli standard ECMA (27) (28). 
Mono supporta, attualmente, le architetture con Windows, Linux, BSD, Solaris 
(comprese le architetture SPARC), MacOS X e Nintendo Wii. 
A causa dei brevetti Microsoft alcune chiamate differiscono leggermente 
nell’implementazione e non sono presenti alcune tecnologie come WPF (Windows 
Presentation Foundation) o NHibernate (29). 
Gli sviluppatori di Mono forniscono uno strumento di analisi della migrazione di un 
progetto a Mono, che consente di sapere se le chiamate utilizzate nel proprio codice  
presentano un funzionamento differente rispetto al framework .NET.  
Alcune chiamate .NET per l’accesso ai meccanismi di Windows o le chiamate di 
sistema a basso livello funzionano correttamente, ma lo sviluppatore deve tenere a 
mente che il supporto viene emulato.  
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Ad esempio, l'accesso al Registro di sistema è possibile ma il framework Mono crea 
un file con la medesima struttura del file di Registro di Windows ma solo con i dati che 
l'applicazione vi ha inserito; l’enumerazione dei NIC delle periferiche installate, dai dati 
del Registro di sistema, non sarà possibile semplicemente perché non esistono. 
Per gli sviluppatori che desiderano un'alternativa a Microsoft Visual Studio vi sono: 
 Mono Develop, al momento disponibile solo per Linux, che supporta il formato 
dei file di progetto di Visual Studio al fine di permettere agli sviluppatori di 
utilizzare sia Mono Develop che Visual Studio, senza la necessità di alcuna 
conversione. 
 Eclipse, con un plugin chiamato Emonic che permette di supportare la 
scrittura, la compilazione, l’esecuzione ed il debug di codice C#. 
Eclipse-Project è un progetto per lo sviluppo di una piattaforma di sviluppo ideato da 
un consorzio di grandi società quali Ericsson, HP, IBM, Intel, MontaVista Software, 
QNX, SAP e Serena Software. 
Eclipse è un IDE scritto in Java ed è disponibile per le piattaforme Linux, HP-UX, AIX, 
Mac OS X e Windows. Pur essendo orientato allo sviluppo del progetto stesso, questo 
IDE è utilizzato anche per la produzione di software di vario genere.  
Si passa infatti da un completo IDE per il linguaggio Java (JDT, "Java Development 
Tools") ad un ambiente di sviluppo per il linguaggio C++ (CDT, "C/C++ Development 
Tools") ed a plug-in che permettono di gestire XML (Oxygen-XML), Python (Pydev) e 
persino di progettare graficamente una GUI per un'applicazione JAVA (Eclipse VE, 
"Visual Editor"), rendendo di fatto Eclipse un ambiente RAD. 
Anziché basare la sua GUI su Swing, il toolkit grafico di Sun Microsystems, Eclipse si 
appoggia a SWT, una libreria di nuova concezione che conferisce ad Eclipse una 
straordinaria reattività. La piattaforma di sviluppo è incentrata sull'uso di plug-in, delle 
componenti software ideate per uno specifico scopo, per esempio la generazione di 
diagrammi UML, ed in effetti tutta la piattaforma è un insieme di plug-in, versione base 
compresa. La caratteristica che dà forza a questo progetto è che chiunque può 
sviluppare e modificare i vari plug-in. Nella versione base è possibile programmare in 
Java, usufruendo di comode funzioni di aiuto come il completamento automatico 
("Code completion"), il suggerimento dei tipi di parametri dei metodi, la possibilità di 
accesso diretto a CVS e la riscrittura automatica del codice (funzionalità questa detta 
di Refactoring)  in caso di cambiamenti nelle classi 
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Strumenti per i test 
L’ambiente nel quale sono stati effettuati i test era fortemente eterogeneo, le macchine 
erano utilizzate come server o workstation di sviluppo per cui sia la tipologia di 
hardware a disposizione 1  che la configurazione software delle macchine era 
fortemente variegata comprendendo sia configurazioni basate su Linux che su 
Windows. 
Questo grado di eterogeneità delle configurazioni non permetteva di poter pianificare 
dei test comparabili semplicemente quindi abbiamo optato per l’utilizzo di distribuzioni 
live per ridurre il più possibile le differenze tra le macchine. 
Dovendo rilevare quali fossero gli effetti sul comportamento del framework al variarne 
radicalmente l’ambiente, abbiamo pianificato di effettuare i test sia in configurazioni 
basate su Linux che su configurazioni basate su Windows. 
Le distribuzioni live basate su Linux presenti su internet sono moltissime e tra queste 
abbiamo deciso di utilizzare una distribuzione live basata su Debian chiamata 
“Knoppix” (31). 
Non essendoci alcuna distribuzione live basata su Windows, siamo stati costretti ad 
utilizzare un tool chiamato “Bart's Preinstalled Environment” (32).  
Questo strumento è stato sviluppato da Bart Lagerweij, un amministratore di sistema 
olandese, perché necessitava di un sistema di rescue per piattaforme windows. 
BartPE permette di creare una distribuzione live di XP sfruttando l’ambiente utilizzato 
dal sistema di installazione di Windows. 
Al contrario del sistema originale “Windows Preinstallation Environment” (33), 
disponibile solo per i produttori e le grandi aziende partner Microsoft, BartPE è 
rilasciato con licenza d’uso freeware. 
BartPE permette di integrare, nella distribuzione che genererà, driver e software di 
terze parti attraverso un sistema di plugin. 
Per eseguire le sessioni di test abbiamo generato una distribuzione live di Windows 
XP con preinstallati il framework .NET 2.0 (grazie al plugin dotnetfx20pe-beta3-
bartpe.cab scritto da Colin Fincke reperibile sul sito http://www.colinfinck.de/) ed il jdk 
                                                
1
 vedi “Capitolo 4  
Risultati sperimentali” a pag. 42 
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1.5 (grazie al plugin java150-1.5.cab scritto da Gianluigi Tiesi e reperibile sul sito 
http://oss.netfarm.it/). 
Ottenute le due distribuzioni live, come immagini ISO “bootable”, le abbiamo potute 
utilizzare per eseguire le sessioni di test, facendo effettuare alle macchine il boot 






Il framework MuSkel 
MuSkel è una libreria per la programmazione parallela basata su skeleton derivata da 
Lithium e totalmente scritta in JAVA. 
Al momento MuSkel fornisce solo l’implementazione degli skeleton pipeline e farm, 
questi skeleton possono essere “annidati” tra di loro per processare uno stream di dati 
distribuendo l’elaborazione su di un insieme di macchine (worker) adibite ad essere 
nodi per MuSkel. 
La comunicazione necessaria per la trasmissione dei task e dei risultati tra i worker è 
stata implementata attraverso l’uso di RMI. 
Oltre ad utilizzare le classi che implementano gli skeleton pipeline e farm, per la 
parallelizzazione strutturata dell’elaborazione, lo sviluppatore deve scrivere delle classi 
che rappresentano gli skeleton sequenziali, cioè i nodi di elaborazione del proprio 
algoritmo. Nell’ultima versione di MuSkel, lo sviluppatore, ha anche la possibilità di 
implementare uno skeleton algoritmico definendone il grafo macro-data-flow. 
Lo sviluppatore istanzierà una composizione di skeleton pipeline, farm e sequenziali 
da lui definiti attraverso una notazione funzionale. 
Ad esempio, per implementare un algoritmo che rappresenti una funzione F, definibile 
come la composizione di tre funzioni più semplici f1, f2, f3, f4 ed f5, lo sviluppatore dovrà 
implementare gli skeleton sequenziali relativi alle tre funzioni e successivamente 
comporle con gli skeleton pipeline e farm ottenendo il codice seguente. 
 
Pipeline F= new Pipeline( 
                        new Pipeline(  
                            new Seq_f1() , 
                            new Pipeline(  
                                new Farm(  
                                    new Seq_f2()  
                                ), 
                                new Farm(  
                                    new Seq_f3() 
                                ) 
                            ) 
                        ) ,  
                        new Pipeline(  
                            new Seq_f4() , 
                            new Farm(  
                                new Seq_f5() 
                            ) 
                        ) 
                    ); 
 
TABELLA 2 – COMPOSIZIONE DI SKELETON 
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La composizione di skeleton ottenuta verrà rappresentata internamente come un 
albero di skeleton. 
 
FIGURA 6 - ALBERO DI RAPPRESENTAZIONE SKELETON 
 
Dopo aver definito la struttura del proprio algoritmo, lo sviluppatore deve utilizzare un 
ApplicationManager al quale dovrà fornire due parametri prima di poter iniziare la 
distribuzione dell’esecuzione: 
 la composizione di skeleton che descrive il proprio algoritmo; 
 un contratto di elaborazione che contenga le proprietà necessarie al manager 
per eseguire il codice scritto dallo sviluppatore (il grado di parallelismo 
necessario, la sorgente del flusso di input, la destinazione del flusso dei 
risultati, etc. ). 
Ottenute queste informazioni il manager istanzierà un valutatore che si occuperà di: 
 creare un taskpool ed un resultpool nel quale inserire i task da elaborare ed i 
relativi risultati; 
 trovare i worker disponibili per l’esecuzione; 
 distribuire sui worker l’albero di skeleton che rappresenta l’algoritmo; 
 fornire ai worker il flusso dati tramite il taskpool; 
 coordinare il flusso dei risultati inserendoli nel resultpool. 
Per ottenere la lista dei worker disponibili, MuSkel, offre un semplice sistema di 
discovery basato su un protocollo peer-to-peer multicast.  
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Tutti i worker disponibili si registrano su un canale multicast ed attendono che il 
valutatore invii un pacchetto di discovery al quale risponderanno con un pacchetto di 
presence.  
 
FIGURA 7 - DISCOVERY PEER-TO-PEER MULTICAST 
 
Quando il valutatore riceve un pacchetto di presence registra l’indirizzo del mittente 
nell’elenco dei worker disponibili per l’esecuzione parallela. 
Trovati i worker necessari per soddisfare il grado di parallelismo richiesto dallo 
sviluppatore, il valutatore crea un thread di controllo per ognuno dei worker da 
utilizzare. 
 
FIGURA 8 - STRUTTURA A BLOCCHI DEL VALUTATORE IN MUSKEL 
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Il thread associato ad ogni worker si occuperà di: 
1. inviare una copia dell’albero di skeleton da eseguire; 
2. estrarre dal task-pool un task  
3. inviare il task al worker cui è associato 
4. attendere il risultato dell’elaborazione, inserire il risultato nel result-pool (o nel 
task-pool in caso si necessiti di rielaborarlo) e ricominciare il proprio ciclo 
estraendo un altro task 
 
FIGURA 9 - CICLO DI VALUTAZIONE DI UN TASK 
 
L’estrazione di un task dal task-pool implica che il task in questione venga marcato per 
non essere assegnato ad altri worker e quindi evitare lo spreco di tempo macchina. 
Nel caso in cui il worker assegnatario del task non terminasse l’esecuzione a causa di 
un problema di rete o di un errore irrimediabile, il task a lui assegnato verrebbe 




Uno dei punti fondamentali che ci eravamo prefissi all’inizio era di non variare la logica 
e le interfacce del framework originale, riportando la completa infrastruttura nel nuovo 
framework in C#.  
Proprio come il framework originale, il framework MuSkel#, mette a disposizione dello 
sviluppatore un ApplicationManager che si occuperà di: 
 inizializzare lo stream di input dei Task permettendo di poter utilizzare un file 
contenente tutti i task o di aggiungere Task nell’implementazione del proprio 
codice; 
 inizializzare il valutatore per fare in modo che rispetti il contratto stabilito dallo 
sviluppatore. 
Il valutatore presente nel framework MuSkel# crea un thread di controllo per ogni 
worker che dovrà utilizzare. 
Per ottenere la lista dei worker disponibili abbiamo reimplementato il protocollo di 
discovery peer-to-peer disponibile nel framework originale. 
Ogni thread di controllo si occuperà di coordinare l’elaborazione dei task sul worker 
remoto: 
 prelevando il task dal taskpool; 
 inviando il task prelevato al worker remoto; 
 gestendo il risultato ricevuto dopo la fine dell’elaborazione inserendolo nel 
resultpool o, in caso necessitasse rielaborarlo, nel taskpool. 
Per mantenere la caratteristica del framework originale di bilanciare il carico abbiamo 
mantenuto l’applicazione del modello data-flow all’implementazione della gestione del 
flusso di elaborazione del flusso di task sui worker remoti. 
Esattamente come il framework originale, anche il framework MuSkel#, mette a 
disposizione dello sviluppatore gli skeleton pipeline e farm ai quali sono stati aggiunti 
gli skeleton If, While, Loop, DivideAndConquer e Map.  
Ovviamente abbiamo mantenuto la possibilità di comporli tra loro e con skeleton 
sequenziali, per creare una struttura complessa di skeleton che possa rappresentare 
l’algoritmo da implementare. 
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Lo skeleton di If richiede la definizione di una guardia e due skeleton, la valutazione 




FIGURA 10 - SKELETON IF 
 
Lo skeleton While richiede la definizione di una guardia ed uno skeleton, il task di input 
viene utilizzato dalla guardia e, in caso la valutazione della guardia desse esito 
positivo, il task viene elaborato dallo skeleton. Il risultato dell’elaborazione da parte 
dello skeleton interno viene considerato come fosse un task di input e verrà elaborato 
dallo skeleton interno fino a quando la valutazione della guardia darà esito positivo. 
 
 






Lo skeleton Loop richiede di indicare il numero di ripetizioni dell’esecuzione dello 
skeleton sul task, ad ogni iterazione il risultato dell’elaborazione viene considerata 
come task di input per l’iterazione successiva o come risultato dello skeleton Loop. 
 
 
FIGURA 12 - SKELETON LOOP 
 
Lo skeleton DivideAndConquer richiede di definire una guardia, una regola di 
suddivisione del task, uno skeleton per elaborare i task ed una regola di 
ricomposizione dei risultati. Se la valutazione della guardia sul task di input è positiva il 
task viene direttamente elaborato utilizzando lo skeleton, altrimenti viene applicata la 
regola per la suddivisione del task in task più piccoli, ognuno dei task ottenuti viene 
elaborato nuovamente dallo skeleton DivideAndConquer ed il risultato di questo passo 
di ricorsione viene ricomposto utilizzando la regola di ricomposizione. 
 
FIGURA 13 - SKELETON DIVIDE AND CONQUER 
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Lo skeleton Map richiede una regola di suddivisione del task, uno skeleton per 
elaborare i task ed una regola di ricomposizione dei risultati. Viene applicata la regola 
per la suddivisione del task in task più piccoli, ognuno dei task ottenuti viene elaborato 
nuovamente dallo skeleton ed i risultati vengono ricomposti utilizzando la regola di 
ricomposizione. 
 
FIGURA 14 - SKELETON MAP 
 
Implementazione 
Pur non avendo variato nulla nella logica del framework originale, abbiamo dovuto 
adattare le classi che ne rappresentano le componenti a causa di alcune differenze tra 
i due linguaggi. 
La prima e più importante differenza tra i due framework è relativa al sistema utilizzato 
per la trasmissione delle informazioni tra il manager ed i worker remoti. In java veniva 
utilizzata la tecnologia RMI, fornendo al framework un protocollo proprietario di 
trasmissione nel quale le informazioni vengono serializzate in formato binario 
rendendo i pacchetti molto snelli con un conseguente effetto positivo sulla velocità di 
trasmissione.  
Nella versione C# del framework è stata utilizzata la tecnologia dei Remoting, questa 
tecnologia permette allo sviluppatore di scegliere il formato di trasmissione ed 
protocollo di trasporto attraverso la scelta del channel  tra quelli disponibili con le 
librerie standard del framework .NET o definendosene uno. Ogni tipologia di channel 
ha un suo formato di trasmissione predefinito ma C# permette di associare ad un 




Nel caso di MuSkel# volevamo fornire, allo sviluppatore, un metodo per la 
trasmissione delle informazioni che permettesse l’utilizzo dei worker remoti anche 
attraverso la tecnologia dei Web Service, fornendo questa possibilità in maniera 
trasparente per evitare di aumentare l’onere d’implementazione. Abbiamo optato per 
l’utilizzo di un channel con trasporto su http e per l’utilizzo di XML come formato per la 
rappresentazione delle informazioni.  
 
FIGURA 15 - NUOVO SISTEMA DI TRASFERIMENTO IN MUSKEL# 
 
Una seconda differenza è la gestione della serializzazione che in C# obbliga  lo 
sviluppatore ad implementare i metodi che si occupano di creare la serializzazione 
dell’oggetto e di ricreare un oggetto a partire da una serializzazione. Questa differenza 
si ripercuote anche sugli sviluppatori che utilizzeranno il nuovo framework perché 
saranno obbligati ad implementare anche questi due metodi oltre al metodo che si 
occupa dell’elaborazione dei task. 
Non avendo applicato alcuna modifica alla logica di funzionamento tra MuSkel e 
MuSkel# le classi che implementano gli Skeleton, le classi che gestiscono il workflow 
del framework sono state implementate con una semantica identica a quelle già 





Il linguaggio C# non dispone, al contrario del linguaggio Java, di una classe che 
implementi i socket multicast quindi siamo stati costretti ad implementare una classe 
ad hoc che ci fornisse le funzionalità necessarie per la realizzazione del sistema di 
discovery dei worker remoti. 
La classe MulticastSocket non implementa tutte le funzionalità di un socket multicast 
(35) ma fornisce, oltre ad i metodi di send e receive, il set di metodi strettamente 
necessari per il loro funzionamento: 
 Join, per agganciare il socket ad un canale multcast; 
 Leave, per sganciarsi dal canale multicast; 
 SetTTL, per impostare il ttl dei pacchetti. 
Nel nostro caso la scelta del ttl dei pacchetti viene effettuata al momento della 
creazione del socket multicast, contestualmente al join al canale multicast.  
Dovendo mantenere la compatibilità con Mono, abbiamo incontrato alcune difficoltà 
nell’implementazione del socket multicast che ci hanno costretto ad implementare 
alcuni metodi differentemente da quando suggerito dalla documentazione fornita da 
Microsoft. 
Durante la fase di Join del nuovo socket al canale, al momento del bind, veniva 
lanciata un’eccezione; effettuando una ricerca al fine della risoluzione del problema, il 
forum della comunità Mono indicava che dovevamo anticipare il bind eseguendolo 
prima dell’aggiunta dell’host al canale. 
Un secondo problema l’abbiamo incontrato nell’utilizzo della ricezione asincrona dei 
messaggi tramite callback, che causava l’errata ricezione dello stesso messaggio 
anche dopo una ricezione dello stesso, causando un ciclo infinito; per risolvere il 
problema siamo stati costretti a realizzare la ricezione dei messaggi senza l’utilizzo 
delle callback e utilizzare un timeout per evitare deadlock. 
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Capitolo 4  
Risultati sperimentali 
In questo capitolo forniremo una breve panoramica dell’ambiente nel quale sono stati 
effettuati i test sperimentali, descriveremo la metodologia e le ipotesi con cui sono stati 
effettuati i test ed infine esporremo i risultati ottenuti e le osservazioni dedotte da 
questi. 
Ambiente di test 
I test sono stati effettuati utilizzando 20 macchine (vedi Tabella 3), fortemente 
eterogenee tra di loro sia come configurazione hardware che software, interconnesse 
tramite uno switch da 1 Gbit della HP. 
TABELLA 3 - ELABORATORI UTILIZZATI 
GUANCIO Intel(R) Core(TM)2 Quad  CPU Q8200  @ 2.33GHz con 3.0 Gb di Memoria Ram 
XEN2 AMD Athlon(tm) 64 X2 Dual Core Processor 5600+ con 3.0 Gb di Memoria Ram 
XEN3 AMD Athlon(tm) 64 X2 Dual Core Processor 5600+ con 3.0 Gb di Memoria Ram 
MANTICORE Intel(R) Xeon(TM) CPU 3.00GHz con 3.0 Gb di Memoria Ram 
HOMESERVER Intel(R) Xeon(TM) CPU 3.00GHz con 3.0 Gb di Memoria Ram 
DBSERVER Intel(R) Xeon(TM) CPU 3.00GHz con 3.0 Gb di Memoria Ram 
MISTERWOLF Intel Pentium III Xeon 2.50 GHz con 3.0 Gb di Memoria Ram 
SBRAITO AMD Athlon(tm) 64 X2 Dual Core Processor 5200+ con 3.0 Gb di Memoria Ram 
KENNY2 AMD Athlon(tm) 64 X2 Dual Core Processor 5200+ con 3.0 Gb di Memoria Ram 
TARJA AMD Athlon(tm) 64 X2 Dual Core Processor 5200+ con 3.0 GB Memoria Ram 
SPRING2 AMD Athlon(tm) 64 X2 Dual Core Processor 4400+ con 3 Gb di Memoria Ram 
SPRING AMD Athlon(tm) 64 X2 Dual Core Processor 4400+ con 3 Gb di Memoria Ram 
XEN5 Intel(R) Core(TM) i7 CPU 920  @ 2.67GHz con 2.0 Gb di Memoria Ram 
ORION Intel(R) Pentium(R) 4 CPU 3.00GHz con 1.5 GB Memoria Ram 
FLENDER Intel(R) Pentium(R) 4 CPU 2.26GHz con 1.5 GB Memoria Ram 
SKIN Intel(R) Pentium(R) 4 CPU 2.26GHz con 1.5 GB Memoria Ram 
BREATH Intel(R) Pentium(R) 4 CPU 2.26GHz con 1.5 GB Memoria Ram 
SAURON Intel(R) Pentium(R) 4 CPU 2.26GHz con 1.5 GB Memoria Ram 
LISA Intel(R) Pentium(R) 4 CPU 2.00GHz con 1.5 GB Memoria Ram 
THOR Intel(R) Pentium(R) 4 CPU 2.00GHz con 1.5 GB Memoria Ram 
 
Poiché le macchine utilizzate sono server o workstation di sviluppo, la configurazione 
software delle macchine era fortemente variegata e comprendeva configurazioni 
basate sia su Linux che su Windows. 
Questo grado di eterogeneità delle configurazioni non permette di poter pianificare dei 
test i cui risultati fossero comparabili in modo semplice. 
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Dovendo rilevare quali fossero gli effetti sul comportamento del framework al variarne 
radicalmente l’ambiente, abbiamo pianificato l’esecuzione dei test sia in configurazioni 
basate su Linux che su configurazioni basate su Windows. 
Non potendo modificare le installazioni delle macchine da utilizzare durante i test, 
abbiamo optato per l’utilizzo di distribuzioni live per ridurre il più possibile le differenze 
tra le macchine. 
Come già anticipato, abbiamo creato due distribuzioni live ad hoc, una basata su 
Debian ed una su Windows, per effettuare i test ed abbiamo sfruttato il boot tramite 
rete delle macchine per utilizzare la distribuzione adatta per la sessione di test da 
effettuare. 
Poiché le macchine a nostra disposizione erano fortemente eterogenee non solo dal 
punto di vista della configurazione software ma, come si evince dalla Tabella 3, anche 
dal punto di vista della configurazione hardware, i parametri delle curve ideali sono 
stati considerati in base alla media della rilevazioni su ogni macchina. 
Descrizione del test 
Lo scopo ultimo di quest tesi era rilevare quali differenze avrebbe comportato, una 
variazione radicale dell’ambiente, sulle prestazioni del framework. 
Per ottenere tale rilevazione abbiamo riscritto il framework in un linguaggio differente 
ed abbiamo pianificato delle sessioni di test per evidenziare le differenze nei tempi che 
caratterizzano le prestazioni di un framework per la programmazione parallela: 
1. Tseq     i tempi di elaborazione sequenziale; 
2. Tcom     i tempi di comunicazione tra il master ed i worker; 
3. T1     i tempi di elaborazione remota con un singolo worker; 
4. Tn     i tempi di elaborazione remota con grado di parallelismo n. 
Tali tempi ci servono per calcolare l’efficienza e la scalabilità di ambedue i framework. 
Comparando questi risultati potremo comprendere quali siano stati gli effetti del 
cambio di ambiente. 
Per effettuare i test abbiamo utilizzato un’applicazione “sintetica” che utilizzasse uno 
skeleton sequenziale chiamato Fsbil; l’algoritmo rappresentato da questo skeleton 
sequenziale prende un vettore come task di input e calcola il seno del primo elemento 
del vettore tante volte quanto è indicato nella seconda posizione del vettore.  
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Abbiamo utilizzato questo skeleton Fsbil perché il suo algoritmo ci offriva la possibilità 
di variare il tempo di computazione delle sessioni di test attraverso un semplice 
parametro. 
Tutte le rilevazioni sono state effettuate sia sul framework originale, scritto in Java, che 
sul framework MuSkel#; per confrontare il comportamento dei due framework sulle 
due piattaforme si è dapprima utilizzato la distribuzione basata su Windows e 
successivamente la distribuzione basata su Debian. 
Per effettuare i test abbiamo cercato di trovare un giusto equilibrio tra il numero dei 
task, da inserire nel task-pool ad ogni sessione di test, e la dimensione di ogni vettore 
che compone un task trasferito dal master al worker e viceversa. 
Abbiamo quindi deciso di dimensionare un task come un vettore di 1000 elementi, per 
rendere apprezzabile il tempo di comunicazione, e di dimensionare il task-pool con 
3000 task, per rendere apprezzabile il tempo di elaborazione su ogni worker, 
garantendo che ognuno di essi eseguisse un numero sufficiente di task. 
La grana di un problema rappresenta il rapporto che esiste tra il tempo di 
comunicazione ed il tempo di computazione, al diminuire di questo rapporto diminuisce 
anche la possibilità di parallelizzare perché i tempi di comunicazione comporterebbero 
un overhead il cui impatto si rifletterebbe negativamente sull’efficienza del  sistema. 
Per comprendere quanto i due framework riuscissero a scalare abbiamo agito sul 
numero di iterazioni da far eseguire a Fsbil per ogni task in modo da diminuire o 
aumentare il tempo di elaborazione e di conseguenza la grana. 
Sempre a causa dell’eterogeneità delle macchine utilizzate per eseguire i test, 
abbiamo dovuto prendere in considerazione la media dei tempi Tseq, Tcom e T1, dei 
worker utilizzati nel test, per metterli a paragone con il tempo di completamento Tn. 
Per ridurre le fluttuazioni dei campionamenti, dovute ad eventi esterni indipendenti dai 
test, sono state effettuate cinque misurazioni e di queste ne è stata calcolata la media, 
scartando il risultato migliore ed il peggiore, per ottenere il campionamento da tenere 
in considerazione. 
Nelle tabelle che riportano i risultati ottenuti abbiamo utilizzato il numero di iterazioni 
per indentificare il test effettuato (es.: 12 Gi identifica i test nei quali si effettuavano 12 
miliardi di iterazioni)  
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Calcolo del tempo di completamento sequenziale T seq 
La prima sessione di test effettuata ha avuto come scopo la rilevazione del tempo di 
completamento sequenziale sui singoli worker. Per effettuare questo test abbiamo 
lanciato, su ogni worker, l’elaborazione dei 3000 task senza l’utilizzo delle strutture del 
framework per rilevare quanto tempo sarebbe stato necessario ad ogni worker senza 
l’overhead portato dal framework. Nelle tabelle seguenti riportiamo la sintesi dei 
risultati rilevati. 
TABELLA 4 - RILEVAZIONI TSEQ MUSKEL - LINUX 
 
12 Gi 6 Gi 3 Gi 1,5 Gi 750 Mi 375 Mi 187,5 Mi 94 Mi 47 Mi 23 Mi 
GUANCIO 436254 218830 109438 55332 27644 14120 7307 3828 2245 1251 
XEN2 436598 219115 110089 55183 27871 14206 7323 3899 2231 1268 
XEN3 443373 224260 111681 56477 28502 14590 7427 3977 2273 1279 
MANTICORE 431646 216475 107445 54393 27448 13848 7209 3825 2197 1224 
HOMESERVER 452723 224992 111987 56826 28450 14601 7464 3993 2299 1284 
DBSERVER 436783 219357 109301 55039 27769 14217 7262 3837 2237 1249 
MISTERWOLF 450191 225452 113068 57007 28704 14696 7532 3983 2294 1287 
SBRAITO 471192 237062 119551 59671 30289 15403 7955 4153 2427 1363 
KENNY2 490812 244058 122782 61599 30979 15878 8188 4330 2490 1401 
TARJA 444837 223828 111766 56384 28313 14592 7496 3945 2289 1284 
SPRING2  495010 248609 124477 62441 31329 16110 8239 4330 2537 1416 
SPRING  504728 252717 127735 64183 32482 16643 8508 4538 2613 1465 
XEN5 487879 247972 123916 62385 31437 16058 8210 4351 2538 1411 
ORION 700625 350727 174674 87673 44072 22594 11745 6178 3585 2010 
FLENDER 760759 384387 190153 96065 48441 24697 12790 6770 3902 2188 
SKIN 712795 355965 178097 89766 45291 22967 11888 6295 3639 2042 
BREATH 698690 351120 176201 88781 44814 22955 11834 6283 3599 2036 
SAURON 754813 377733 187823 95095 47629 24500 12676 6662 3869 2162 
LISA 809702 406385 204519 101794 51773 26282 13622 7180 4134 2336 
THOR 778709 390124 194831 98250 49763 25280 12990 6892 3976 2224 
Media 559906 280958 140477 70717 35650 18212 9383 4963 2869 1609 
 
TABELLA 5 - RILEVAZIONI TSEQ MUSKEL - WINDOWS 
 
12 Gi 6 Gi 3 Gi 1,5 Gi 750 Mi 375 Mi 187,5 Mi 94 Mi 47 Mi 23 Mi 
GUANCIO 432415 217481 108402 54471 27341 13994 7219 3838 2192 1254 
XEN2 447592 227131 113850 57350 28839 14693 7620 4066 2322 1301 
XEN3 425171 214588 107121 53927 27514 13959 7214 3787 2199 1230 
MANTICORE 423705 213464 107630 53909 27203 13758 7115 3772 2169 1216 
HOMESERVER 449373 228049 114613 57650 28990 14682 7641 4026 2320 1299 
DBSERVER 438812 218275 110957 54965 27683 14278 7345 3866 2251 1243 
MISTERWOLF 437442 222744 110740 56002 28401 14403 7454 3883 2249 1260 
SBRAITO 472452 237291 117679 58898 30147 15290 7819 4141 2395 1354 
KENNY2 486302 239924 121358 60862 30324 15537 7905 4260 2429 1369 
TARJA 440603 222083 110604 55513 28114 14418 7358 3932 2273 1270 
SPRING2 489528 244571 124031 62078 30967 16008 8173 4348 2496 1403 
SPRING 481277 240884 119194 60662 30726 15694 8041 4224 2472 1370 
XEN5 518195 255979 128894 64733 32909 16732 8585 4587 2642 1485 
ORION 680367 337591 169743 84957 42694 22148 11311 5952 3457 1949 
FLENDER 694971 349226 176054 87792 44269 22648 11729 6173 3561 2007 
SKIN 717890 359578 181218 90216 45875 23295 11987 6413 3703 2057 
BREATH 708214 357593 178984 89981 45612 23396 12016 6315 3676 2053 
SAURON 742555 370738 186193 93503 46708 24221 12404 6544 3776 2126 
LISA 792324 396910 196892 100122 50311 25521 13114 7026 4008 2267 
THOR 811738 404295 204723 101442 51028 26039 13457 7165 4150 2329 
Media 554546 277920 139444 69952 35283 18036 9275 4916 2837 1592 
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TABELLA 6 - RILEVAZIONI TSEQ MUSKEL# - LINUX 
 
12 Gi 6 Gi 3 Gi 1,5 Gi 750 Mi 375 Mi 187,5 Mi 94 Mi 47 Mi 23 Mi 
GUANCIO 407830 209308 117359 53648 24621 15219 7330 3652 2037 1097 
XEN2 388041 178106 114105 59074 25767 14794 6741 3434 1894 1098 
XEN3 427937 237605 99087 55724 27769 12264 7674 3302 2206 1175 
MANTICORE 443798 191492 115393 47418 28156 13426 6725 3725 2233 1160 
HOMESERVER 380885 220896 92451 56438 26234 13045 6528 3217 2410 1162 
DBSERVER 453826 181934 108978 44757 26065 13855 6474 3364 1835 1282 
MISTERWOLF 433611 181046 97785 43776 22694 11460 6379 3654 2156 1326 
SBRAITO 450421 210339 125577 60999 27477 14792 6655 4389 2083 1375 
KENNY2 377971 197847 119193 53427 27966 14622 8226 4101 2091 1076 
TARJA 400991 244754 95016 48932 28510 13148 6178 4400 2441 1415 
SPRING2  437143 236280 119535 48988 27922 15452 8258 4305 2087 1238 
SPRING  533487 202391 121374 69201 28565 15780 7415 4489 2601 1446 
XEN5 408868 207401 104829 55795 33534 15931 6915 3660 2700 1470 
ORION 595776 379902 175785 95340 38549 21211 11519 5787 3405 1958 
FLENDER 701466 344245 189062 92390 40969 23200 11991 6295 3684 1772 
SKIN 752781 313652 180064 78556 44361 25015 11080 7014 3180 2339 
BREATH 618059 319446 163185 90904 43774 18385 10965 5717 3477 1804 
SAURON 734086 317965 174678 95615 39569 20474 12264 6192 3380 1744 
LISA 798839 346684 201465 88594 50241 23733 11780 5889 3859 2158 
THOR 796464 299675 197740 99137 47713 24125 13117 6192 4152 1963 
Media 527114 251048 135633 66936 33023 16997 8711 4639 2696 1503 
 
TABELLA 7 - RILEVAZIONI TSEQ MUSKEL# - WINDOWS 
 
12 Gi 6 Gi 3 Gi 1,5 Gi 750 Mi 375 Mi 187,5 Mi 94 Mi 47 Mi 23 Mi 
GUANCIO 401059 207465 116291 53266 24287 15145 7279 3642 2021 1095 
XEN2 371325 170528 109525 57020 24908 14313 6413 3295 1829 1064 
XEN3 406658 222695 93466 52735 26178 11580 7245 3097 2057 1108 
MANTICORE 443295 192085 114613 47375 27726 13296 6642 3759 2209 1168 
HOMESERVER 387805 225268 95587 58038 27066 13345 6679 3327 2490 1201 
DBSERVER 465075 186330 110324 46206 26625 14292 6629 3447 1891 1333 
MISTERWOLF 467795 194466 105707 47443 24726 12393 6910 3940 2347 1423 
SBRAITO 441152 202756 121838 59066 26539 14433 6490 4269 2034 1340 
KENNY2 411834 212569 128059 57355 30359 15797 8797 4441 2260 1166 
TARJA 393799 240634 94060 48391 28365 13054 6211 4356 2420 1404 
SPRING2 469526 252706 127843 52941 29932 16759 8847 4645 2251 1320 
SPRING 514694 197044 118190 66372 27796 15324 7201 4382 2517 1395 
XEN5 422722 213760 108705 57393 34880 16368 7115 3806 2800 1544 
ORION 599074 375706 174908 95148 37927 21093 11482 5838 3387 1963 
FLENDER 697219 338081 183991 90258 40315 22692 11906 6178 3590 1754 
SKIN 719551 297114 172078 75235 42309 23927 10515 6634 3052 2211 
BREATH 644720 331949 172453 96200 45522 19283 11375 5915 3603 1880 
SAURON 779168 342758 186698 102899 42388 22038 13228 6636 3621 1868 
LISA 793754 344160 201985 88734 49934 23519 11806 5889 3857 2145 
THOR 833726 315989 206874 104591 49830 25740 13710 6499 4410 2076 





TABELLA 8 - MEDIA RILEVAZIONI TSEQ 
 
12 Gi 6 Gi 3 Gi 1,5 Gi 750 Mi 375 Mi 187,5 Mi 94 Mi 47 Mi 23 Mi 
MuSkel- Linux 559906 280958 140477 70717 35650 18212 9383 4963 2869 1609 
MuSkel - Windows 554546 277920 139444 69952 35283 18036 9275 4916 2837 1592 
MuSkel# - Linux 527114 251048 135633 66936 33023 16997 8711 4639 2696 1503 
MuSkel# - Windows 533198 253203 137160 67833 33381 17220 8824 4700 2732 1523 
 
Dalla Tabella 8 - Media rilevazioni TSEQ  si possono facilmente notare due aspetti: 
1. il tempo d’elaborazione sequenziale del framework MuSkel# è sempre inferiore 
al tempo d’elaborazione sequenziale del framework originale di quasi il 5%. 
2. il framework originale mantiene pressoché inalterate le sue prestazioni quando 
cambia la piattaforma mentre il nuovo framework, MuSkel#, è leggermente più 
efficiente quando viene eseguito sulla piattaforma basata su Debian rispetto 
alla piattaforma basata su Windows, probabilmente grazie ad una maggior 
leggerezza del framework Mono rispetto al framework .NET. 
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Calcolo del tempo di comunicazione Tcom 
Questa seconda sessione di test ha avuto come scopo la rilevazione dei tempi di 
comunicazione necessari a trasferire i task ai worker ed a ricevere i conseguenti 
risultati; di seguito riassumiamo i risultati ottenuti dalle rilevazioni. 
TABELLA 9 - TEMPI DI COMUNICAZIONE 
 Linux Windows 
 MuSkel MuSkel# MuSkel MuSkel# 
GUANCIO 12417,4 16466 12377,2 15288,2 
XEN2 13324,6 17704,6 13493,8 16477,2 
XEN3 13453,6 17867,8 13496,4 16782 
MANTICORE 13684,8 17988,6 13874,4 17064,4 
HOMESERVER 14095,6 18405,6 14128,4 17290,4 
DBSERVER 14339,4 19007 14466 17795 
MISTERWOLF 14426,4 19194,2 14470,2 18094,2 
SBRAITO 14922,2 19700,2 15017,2 18546,4 
KENNY2 15863,6 21158,8 16143 19793,8 
TARJA 16186,8 21299,8 16295,8 20062,8 
SPRING2  16114,8 21523 16183,2 20118,6 
SPRING  16442,4 21710 16648,8 20326 
XEN5 16905,6 22383,8 16864 20899,4 
ORION 18010,2 23891,4 18194,8 22222,6 
FLENDER 18237 24212,2 18359 22595,4 
SKIN 18289 24144,4 18366 22618,6 
BREATH 18272,6 24238,4 18396,4 22769,8 
SAURON 18391,8 24227,2 18352,4 22759 
LISA 18219 24410,2 18452,6 22706,4 
THOR 18553,6 24319 18625,8 23013,6 
Media 16007,52 21192,61 16110,27 19861,19 
 
I risultati delle prime due sessioni di test avevano evidenziato due fattori: 
 il framework MuSkel# è più efficiente nell’elaborazione del task; 
 l’utilizzo del nuovo framework comporta un overhead superiore a quello del 
framework originale; 
ed avevano fatto supporre che questo dipendesse da un’inferiore efficienza nel 
trasferimento delle informazioni e quest’ultima sessione di test ha confermato tale 
supposizione. 
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Rappresentando graficamente i tempi di comunicazioni rilevati su tutti i worker 
possono notare due aspetti: 
1. La trasmissione dei dati attraverso RMI è più efficiente rispetto alla 
trasmissione tramite Remoting; questo è dovuto alla codifica utilizzata dai due 
sistemi per trasferire le informazioni. RMI usa una codifica binaria mentre la 
trasmissione tramite la nostra scelta di usare Remoting su http channel risente 
della rappresentazione in plain text e dell’infrastruttura dell’ envelope SOAP. 
2. L’implementazione in .NET del trasferimento dati via http channel è 
leggermente più efficiente dell’implementazione in Mono mentre il trasferimento 
via RMI risente solo minimamente della differenza tra l’implementazione della 
JVM per Debian e quella per Windows. 
 





Calcolo del tempo di completamento T1 
La terza sessione di test effettuata ha avuto come scopo la rilevazione del tempo 
necessario per eseguire l’intera sequenza di task con grado di parallelismo pari ad 1, 
utilizzando le infrastrutture di trasmissione e schedulazione fornite dai framework 
MuSkel e MuSkel#. Le seguenti tabelle riportano i risultati rilevati per ogni worker. 
TABELLA 10 - RILEVAZIONI T1 MUSKEL - LINUX 
 
12 Gi 6 Gi 3 Gi 1,5 Gi 750 Mi 375 Mi 187,5 Mi 94 Mi 47 Mi 23 Mi 
GUANCIO 449692 232244 122828 68725 41061 27515 20736 17208 15670 14678 
XEN2 451004 233488 124511 69589 42257 28606 21726 18290 16645 15686 
XEN3 457917 238770 126222 71023 43010 29106 21995 18481 16837 15824 
MANTICORE 446417 231289 122202 69174 42235 28622 22021 18578 17011 15995 
HOMESERVER 467957 240197 127224 72025 43647 29812 22659 19224 17505 16541 
DBSERVER 452288 234845 124768 70509 43237 29670 22745 19355 17701 16727 
MISTERWOLF 465758 241011 128636 72586 44287 30261 23136 19571 17863 16899 
SBRAITO 487342 253168 135655 75776 46395 31510 24048 20308 18531 17481 
KENNY2 507968 261194 139944 78752 48078 33048 25304 21499 19647 18506 
TARJA 462322 241270 129252 73829 45765 32089 24957 21427 19735 18766 
SPRING2 512416 265988 141889 79873 48712 33534 25618 21704 19966 18834 
SPRING 522479 270505 145513 81917 50259 34377 26276 22329 20356 19232 
XEN5 506169 266219 142182 80677 49708 34274 26494 22615 20801 19662 
ORION 720089 370167 194109 107168 63542 42089 31229 25677 23012 21489 
FLENDER 780435 404102 209813 115802 68108 44395 32497 26494 23569 21855 
SKIN 732507 375755 197842 109508 65056 42760 31608 26095 23387 21776 
BREATH 718401 370836 195918 108529 64590 42715 31525 25975 23348 21730 
SAURON 774713 397554 207705 114925 67511 44370 32570 26482 23762 22027 
LISA 829381 426089 224167 121459 71409 45991 33343 26876 23853 22044 
THOR 798771 410206 214840 118288 69848 45301 33039 26977 23986 22271 
Media 577201 298245 157761 88007 52936 35502 26676 22258 20159 18901 
 
TABELLA 11 - RILEVAZIONI T1 MUSKEL - WINDOWS 
 
12 Gi 6 Gi 3 Gi 1,5 Gi 750 Mi 375 Mi 187,5 Mi 94 Mi 47 Mi 23 Mi 
GUANCIO 445810 230851 121748 67820 40715 27346 20605 17174 15574 14638 
XEN2 462181 241686 128455 71940 43408 29276 22206 18640 16919 15902 
XEN3 439762 229145 121708 68520 42067 28520 21828 18338 16809 15821 
MANTICORE 438681 228483 122592 68895 42195 28737 22133 18729 17187 16193 
HOMESERVER 464643 243289 129886 72884 44222 29928 22870 19292 17561 16592 
DBSERVER 454453 233900 126561 70571 43288 29868 22965 19521 17852 16857 
MISTERWOLF 453056 238350 126355 71627 44032 30014 23106 19519 17865 16920 
SBRAITO 488705 253499 133886 75105 46355 31500 24014 20399 18602 17574 
KENNY2 503761 257361 138822 78316 47723 33010 25322 21731 19888 18775 
TARJA 458205 239643 128208 73075 45683 32033 24937 21531 19836 18870 
SPRING2 507007 262024 141517 79584 48424 33505 25625 21796 19999 18895 
SPRING 499250 258895 137196 78618 48726 33651 26031 22238 20438 19361 
XEN5 536441 274181 147116 82980 51135 34903 26824 22805 20860 19691 
ORION 700031 357229 189378 104651 62363 41842 30995 25651 23083 21627 
FLENDER 714777 369072 195846 107662 64068 42478 31569 26029 23359 21806 
SKIN 737685 379451 201046 110042 65723 43171 31790 26296 23534 21874 
BREATH 728057 377443 198835 109863 65521 43290 31841 26141 23559 21881 
SAURON 762413 390517 206033 113289 66547 44048 32255 26322 23626 21948 
LISA 812255 416867 216791 120039 70200 45483 33087 26974 23979 22228 
THOR 831878 424456 224810 121557 71191 46138 33583 27328 24237 22454 
Media 571953 295317 156839 87352 52679 35437 26679 22323 20238 18995 
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TABELLA 12 - RILEVAZIONI T1 MUSKEL# - LINUX 
 
12 Gi 6 Gi 3 Gi 1,5 Gi 750 Mi 375 Mi 187,5 Mi 94 Mi 47 Mi 23 Mi 
GUANCIO 425649 227096 135114 71407 42413 32982 25137 21393 19839 18902 
XEN2 407183 197204 133267 78216 44883 33927 25879 22556 21045 20256 
XEN3 447254 256875 118399 75043 47036 31542 27022 22566 21548 20492 
MANTICORE 463214 210964 134792 66848 47594 32846 26197 23118 21705 20577 
HOMESERVER 400778 240749 112347 76285 46077 32907 26369 23104 22265 21085 
DBSERVER 474377 202464 129480 65263 46569 34338 26998 23933 22333 21798 
MISTERWOLF 454322 201746 118498 64503 43427 32168 27141 24394 22870 22098 
SBRAITO 471742 231602 146838 82260 48740 36056 27900 25716 23344 22653 
KENNY2 400854 220703 142085 76305 50772 37524 31055 27001 24975 23890 
TARJA 423999 267705 118025 71887 51475 36172 29155 27403 25397 24420 
SPRING2 460390 259491 142790 72270 51139 38723 31469 27510 25365 24502 
SPRING 556924 225877 144848 92615 52036 39195 30875 27980 26028 24906 
XEN5 433086 231561 129015 80015 57726 40050 31123 27842 26881 25635 
ORION 621596 405689 201568 121201 64376 47072 37367 31653 29176 27797 
FLENDER 727587 370420 215164 118594 67080 49351 38156 32482 29794 27883 
SKIN 778804 339777 206130 104619 70453 51144 37113 33153 29250 28391 
BREATH 644205 345599 189339 117100 70006 44597 37085 31838 29674 27928 
SAURON 760301 344075 200869 121735 65758 46648 38470 32301 29584 27911 
LISA 825204 373085 227789 114942 76550 50141 38202 32277 30279 28563 
THOR 822760 325998 223967 125401 74039 50368 39396 32518 30379 28240 
Media 550011 273934 158516 89825 55907 39888 31605 27537 25587 24396 
 
TABELLA 13 - RILEVAZIONI T1 MUSKEL# - WINDOWS 
 
12 Gi 6 Gi 3 Gi 1,5 Gi 750 Mi 375 Mi 187,5 Mi 94 Mi 47 Mi 23 Mi 
GUANCIO 417604 223980 132776 69755 40806 31638 23813 20114 18550 17626 
XEN2 389140 188301 127359 74835 42698 32120 24223 21091 19653 18894 
XEN3 424801 240795 111605 70880 44275 29686 25417 21191 20223 19251 
MANTICORE 461713 210557 133014 65807 46165 31718 25113 22155 20681 19588 
HOMESERVER 406492 243919 114278 76682 45706 32003 25317 22010 21142 19917 
DBSERVER 484315 205551 129518 65404 45821 33469 25844 22704 21083 20540 
MISTERWOLF 487319 213980 125233 66982 44272 31914 26482 23492 21874 21005 
SBRAITO 461225 222773 141854 79082 46557 34452 26491 24348 22050 21372 
KENNY2 433241 233950 149473 78756 51694 37221 30153 25863 23668 22509 
TARJA 415471 262252 115733 70013 49996 34741 27853 26023 24043 23073 
SPRING2 491256 274403 149581 74705 51634 38511 30544 26336 24010 23066 
SPRING 536637 219033 140167 88294 49772 37247 29165 26375 24451 23358 
XEN5 445333 236318 131287 80006 57468 38887 29718 26384 25378 24107 
ORION 623091 399692 198889 119202 61950 45147 35524 29897 27357 25997 
FLENDER 721596 362508 208349 114712 64683 47097 36323 30616 27957 26121 
SKIN 743930 321589 196497 99652 66753 48405 34903 31122 27474 26617 
BREATH 669281 356518 197023 120809 70165 43907 35913 30454 28213 26421 
SAURON 803794 367286 211302 127437 66991 46626 37845 31163 28237 26449 
LISA 818279 368718 226472 113243 74407 48083 36384 30435 28433 26707 
THOR 858610 340899 231693 129446 74744 50574 38578 31412 29230 26942 




I risultati di questa sessione di test ci hanno permesso di comprendere quale fosse 
l’overhead dei due framework sul tempo di completamento totale e confrontarli nelle 
seguenti tabella. 
TABELLA 14 - OVERHEAD FRAMEWORK MUSKEL 
 
MuSkel - Linux MuSkel – Windows Overhead 
medio 
 
Tseq T(1) Overhead Tseq T(1) Overhead 
12 Gi 559905,96 576554,7 2,97% 554546,32 571972 3,14% 3,06% 
6 Gi 280958,42 297937,1 6,04% 277919,78 294608,1 6,00% 6,02% 
3 Gi 140476,7 158006,6 12,48% 139443,96 156858,5 12,49% 12,48% 
1,5 Gi 70717,26 87873,4 24,26% 69951,63 87348,25 24,87% 24,56% 
750 Mi 35649,93 52900,85 48,39% 35282,73 52696,5 49,35% 48,87% 
375 Mi 18211,89 35543,55 95,17% 18035,72 35416,65 96,37% 95,77% 
187,5 Mi 9383,31 26675,55 184,29% 9275,29 26691,4 187,77% 186,03% 
94 Mi 4962,5 22269,4 348,75% 4915,89 22319,25 354,02% 351,39% 
47 Mi 2868,73 20161,45 602,80% 2836,92 20232,9 613,20% 608,00% 
23 Mi 1608,98 18909,25 1075,23% 1592,14 18992 1092,86% 1084,05% 
 
TABELLA 15 - OVERHEAD FRAMEWORK MUSKEL# 
 
MuSkel# - Linux MuSkel# - Windows Overhead 
medio 
 
Tseq T(1) Overhead Tseq T(1) Overhead 
12 Gi 527114,01 554354,55 5,17% 533197,54 551252,05 3,39% 4,28% 
6 Gi 251048,37 274934,8 9,51% 253203,19 273938,25 8,19% 8,85% 
3 Gi 135633,04 158613,55 16,94% 137159,65 158709,25 15,71% 16,33% 
1,5 Gi 66935,72 89296,65 33,41% 67833,33 89819,05 32,41% 32,91% 
750 Mi 33022,76 54798,25 65,94% 33380,69 55908,1 67,49% 66,71% 
375 Mi 16996,51 38673,1 127,54% 17219,58 39888,05 131,64% 129,59% 
187,5 Mi 8710,74 30274,3 247,55% 8823,99 31615,45 258,29% 252,92% 
94 Mi 4638,82 26146,45 463,64% 4699,72 27530,3 485,79% 474,72% 
47 Mi 2695,51 24162,95 796,41% 2732,31 25589,9 836,57% 816,49% 
23 Mi 1502,96 22960,7 1427,70% 1522,89 24399,8 1502,20% 1464,95% 
 
Dai risultati ottenuti in queste prime due sessioni di test si possono notare due fattori: 
1. l’overhead del framework MuSkel# risulta essere sempre maggiore 
dell’overhead del framework originale; 
2. sia il tempo di completamento sequenziale (Tseq) che il tempo di 
completamento con un singolo worker (T1) del framework MuSkel# sono 
sempre inferiori ai relativi tempi ottenuti con il framework originale. 
Quest’ultimo fattore fa supporre che la differenza nell’overead dipenda dal metodo di 
comunicazione utilizzato in MuSkel# che utilizza una codifica XML rispetto ad una 
codifica binaria, come nel framework originale. 
Ovviamente, al diminuire del numero di iterazioni, diminuisce anche il tempo di 
computazione mentre i tempi di comunicazione rimangono costanti, il che genera un 
overhead crescente.  
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Ad esempio, il test 23 milioni di iterazioni effettuato con MuSkel# su piattaforma Linux 
ha un Tseq pari a 1,5 s ed un Tcom medio di circa 20 s, se l’overhead dipendesse solo 
dal Tcom il T1 dovrebbe essere di circa 21,5 s con un overhead superiore al 1400%. 
In teoria, aumentando il grado di parallelizzazione uguale o superiore a 14, questo 
overhead verrebbe totalmente nascosto ma, come vedremo nei risultati delle 
successive sessioni di test, il sistema smette di scalare sotto una certa grana e non 
rende possibile la sovrapposizione dei tempi di comunicazione con i tempi di 
computazione distribuiti sui vari worker remoti. 
Quest’ultima sessione di test ci ha permesso calcolare la grana dei test, il rapporto tra 
il tempo di comunicazione ed il tempo di elaborazione, ricavando una relazione tra 
essa ed il numero di iterazioni di ogni test. 
TABELLA 16 - CALCOLO GRANA PER MUSKEL 
 
MuSkel - Linux MuSkel - Windows Grana  
media 
 
T(1) Tcom Twork Grana T(1) Tcom Twork Grana 
12 Gi 576554,70 16007,52 560547,18 35,02 571972,00 16110,27 555861,73 34,50 34,76 
6 Gi 297937,10 16007,52 281929,58 17,61 294608,10 16110,27 278497,83 17,29 17,45 
3 Gi 158006,60 16007,52 141999,08 8,87 156858,50 16110,27 140748,23 8,74 8,80 
1,5 Gi 87873,40 16007,52 71865,88 4,49 87348,25 16110,27 71237,98 4,42 4,46 
750 Mi 52900,85 16007,52 36893,33 2,30 52696,50 16110,27 36586,23 2,27 2,29 
375 Mi 35543,55 16007,52 19536,03 1,22 35416,65 16110,27 19306,38 1,20 1,21 
187,5 Mi 26675,55 16007,52 10668,03 0,67 26691,40 16110,27 10581,13 0,66 0,66 
94 Mi 22269,40 16007,52 6261,88 0,39 22319,25 16110,27 6208,98 0,39 0,39 
47 Mi 20161,45 16007,52 4153,93 0,26 20232,90 16110,27 4122,63 0,26 0,26 
23 Mi 18909,25 16007,52 2901,73 0,18 18992,00 16110,27 2881,73 0,18 0,18 
 
TABELLA 17 - CALCOLO GRANA PER MUSKEL# 
 
MuSkel# - Linux MuSkel# - Windows Grana 
media 
 
T(1) Tcom Twork Grana T(1) Tcom Twork Grana 
12 Gi 554354,55 21192,61 533161,94 25,16 551252,05 19861,19 531390,86 26,76 25,96 
6 Gi 274934,80 21192,61 253742,19 11,97 273938,25 19861,19 254077,06 12,79 12,38 
3 Gi 158613,55 21192,61 137420,94 6,48 158709,25 19861,19 138848,06 6,99 6,74 
1,5 Gi 89296,65 21192,61 68104,04 3,21 89819,05 19861,19 69957,86 3,52 3,37 
750 Mi 54798,25 21192,61 33605,64 1,59 55908,10 19861,19 36046,91 1,81 1,70 
375 Mi 38673,10 21192,61 17480,49 0,82 39888,05 19861,19 20026,86 1,01 0,92 
187,5 Mi 30274,30 21192,61 9081,69 0,43 31615,45 19861,19 11754,26 0,59 0,51 
94 Mi 26146,45 21192,61 4953,84 0,23 27530,30 19861,19 7669,11 0,39 0,31 
47 Mi 24162,95 21192,61 2970,34 0,14 25589,90 19861,19 5728,71 0,29 0,21 
23 Mi 22960,70 21192,61 1768,09 0,08 24399,80 19861,19 4538,61 0,23 0,16 
 
Essendo il nuovo framework più efficiente nel calcolo e meno efficiente nella 
comunicazione era facilmente prevedibile che, a parità di numero di iterazioni, la grana 
è minore per il framework MuSkel#.  
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Scalabilità ed efficienza 
Nelle precedenti sessioni di test abbiamo comparato il comportamento dei due 
framework senza parallelizzare l’elaborazione su più worker, per ottenere tutti i 
parametri necessari a verificare la scalabilità dei framework. 
Per controllare il grado di scalabilità dei framework abbiamo effettuato delle sessioni di 
test, aumentando ad ogni sessione il grado di parallelismo inserendo tra i worker attivi 
la macchina più efficiente. Ad ogni sessione abbiamo effettuato le rilevazioni sia per il 
framework originale che per il framework MuSkel# in ambedue gli ambienti. 
I seguenti grafici rappresentano il rapporto tra lo speedup (T1 diviso Tn) ed il grado di 
parallelismo (rappresentato dal numero di worker). 
FIGURA 17 - SPEEDUP MUSKEL SU LINUX 
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FIGURA 18 - SPEEDUP MUSKEL SU WINDOWS 
 
Il comportamento del framework originale non cambia al variare della piattaforma e 
riesce a rimanere aderente all’efficienza ideale fino a problemi di grana superiore a 4. 
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FIGURA 19 - SPEEDUP MUSKEL# SU LINUX 
 
Dalle rilevazionieffettuate nei test su piattaforma Linux, il framework MuSkel# mostra 
un comportamento simile al framework originale, riuscendo a mantenere un’accettabile 
aderenza all’efficienza ideale per problemi di grana superiore a 3. 
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FIGURA 20 - SPEEDUP MUSKEL# SU WINDOWS 
 
Anche nel caso del framework C# il comportamento non risente del cambio di 
piattaforma e riesce a rimanere aderente all’efficienza ideale fino a problemi di grana 
superiore a 3. 
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Nel seguente grafico abbiamo messo a confronto il comportamento dei due framework 
sulle due piattaforme, prendendo in esame solo le rilevazioni con grana 
immediatamente sopra e sotto la grana per la quale i framework smettono di scalare. 
FIGURA 21 - CONFRONTO PRESTAZIONI 
 
Nel complesso queste sessioni di test ci hanno mostrato due differenze tra i due 
framework: 
 il Tcom in MuSkel# è mediamente superiore a quello in MuSkel del 30%; 
 il Tseq in MuSkel# è mediamente inferiore a quello in MuSkel del 6%. 
Pur con queste differenze, come si può facilmente notare dalla Figura 21, le rilevazioni 
di quest’ulima sessione di test mostrano un comportamento pressoché identico dei 
due framework. 
Dimostrando che il radicale cambio di ambiente non ha avuto alcuna ripercussione. 
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Conclusioni 
Lo scopo di questa tesi era fornire una valutazione degli effetti di un radicale 
cambiamento di ambiente su un framework a skeleton già esistente, per effettuare 
questa valutazione abbiamo scelto il framework MuSkel, scritto in linguaggio Java, e lo 
abbiamo reimplementato utilizzando il linguaggio C#, facendo attenzione a non variare 
la semantica del framework, ottenendo il framework MuSkel#. 
Durante la fase di porting è risultato necessario variare il sistema di trasporto delle 
informazioni sostituendo il sistema RMI di Java con il sistema dei Remoting di C#, 
questa necessità è nata perché RMI è un protocollo proprietario che non è stato 
reimplementato all’interno delle librerie standard del C#.  
Dovendo procedere a questa sostituzione, abbiamo sfruttato una caratteristica dei 
Remoting che permette di implementare la trasmissione delle informazioni attraverso 
channel http, codificando la serializzazione delle informazioni tramite SOAP. 
Questa caratteristica ha permesso di aggiungere al framework la possibilità di 
interagire con software esterni attraverso un’interfaccia tramite Web Service. 
Terminata la riscrittura di tutte le infrastrutture necessarie al framework per poter 
rendere disponibile, allo sviluppatore, un formalismo per la programmazione parallela 
basata su skeleton, abbiamo effettuato una serie di sessioni di test per valutare quali 
fossero stati gli effetti della riscrittura sulle prestazioni del framework. 
Il framework MuSkel, grazie al modello data-flow, riesce a bilanciare spontaneamente 
il carico sui worker disponibili e non presenta vincoli riguardo l’architettura hardware o 
particolari necessità riguarlo la connettività di rete, forti di queste premesse abbiamo 
utilizzato un parco macchine fortemente eterogeneo, interconnesso tramite una 
normale rete aziendale, nell’esecuzione dei test per controllare che il nuovo framework 
mantenesse questa caratteristica del framework originale. 
Essendo stato scritto in Java, un’altra caratteristica importante del framework originale, 
era l’indipendenza dalla piattaforma di esecuzione, per cui abbiamo effettuato le 
sessioni di test sia su ambiente windows che su ambiente linux per verificare che 
anche questa caratteristica del framework fosse mantenuta. 
I test sperimentali hanno evidenziato un aumento dei tempi di comunicazione nel 
framework scritto in linguaggio C# rispetto al framework originale; tale differenza era 
prevedibile ed è causata dalla sostituzione del sistema di trasporto delle informazioni. 
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Passando dal sistema RMI, che usa una codifica binaria della serializzazione dei dati, 
al sistema dei Remoting ed utilizzando una codifica della serializzazione basata  su 
XML, le dimensioni dei dati da trasferire aumentano e, di conseguenza, i tempi di 
comunicazione si sono dilatati. 
Pur con questo aumento dei tempi di comunicazione i tempi di completamento sono 
rimasti pressoché inalterati grazie ad un aumento dell’efficienza di elaborazione dei 
task dell’implementazione del CLR (Common Language Runtime) rispetto alla JVM 
(Java Virtual Machine). 
Queste due differenze hanno comportato una riduzione del tempo di calcolo Twork ed 
un aumento del tempo di comunicazione Tcom, i cui effetti si sono riflessi sulle 
rilevazione perché la grana di un problema sul framework originale risultava essere di 
circa un 25-30% superiore alla grana dello stesso problema sul framework MuSkel#.  
Confrontando le curve di speedup2, sia in ambiente windows che in ambiente Linux, si 
può notare come il comportamento dei due framework risulti invariato. 
Questo risultato conferma che il radicale cambio di ambiente e l’aggiunta della 
possibilità di interazione tramite Web Service, non hanno causato effetti degenerativi 
riguardo le prestazioni sul framework, che ha mantenuto quasi inalterata la scalabilità, 
garantendo un’efficienza superiore al 90% per problemi di grana superiore a 3 e con 
un grado di parallelismo pari o inferiore a 20.  
Per migliorare il framework MuSkel# si potrebbe riportare tutto il lavoro fatto sul 
framework originale per introdurre la possibilità di aggiungere nuovi skeleton 
algoritmici implementandone il grafo macro-data-flow. 
Un ulteriore miglioramento delle prestazioni di MuSkel# si otterrebbe sfruttando le 
architetture multicore dei nuovi processori, permettendo che sugli host remoti possano 
esistere più di una istanzia di worker e che, di conseguenza, il valutatore possa 
istanziare più di un thread di controllo associato all’host. 
 
  
                                                
2
 vedi Figura 21 - Confronto prestazioni a pag. 56 
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Nelle seguenti appendici mostreremo :  
Appendice A - WSDL Remote Worker 
Il documento XMl che rappresenta il descrittore WSDL dell’interfaccia tramite 
Web Service fornita da MuSkel#  
Appendice B - Codice libreria MuSkel# 
il codice sorgente di tutte le classi che compongono il framework MuSkel# 
Appendice C - Classi Test 





Appendice A - WSDL Remote Worker 
Il WSDL è stato ottenuto tramite un browser, richiedendo l’URL del channel al quale 
era associata l’istanza di MuSkel#, passando il parametro wsdl senza valore (es.: 
http://localhost:8585/MuSkelWorker?wsdl). 
Questo codice XML può essere utilizzato per creare uno stub a partire dal WSDL. 
Ad esempio, con la libreria SoapPY, si potrebbe creare uno stub python che 
permettendo allo sviluppatore di integrare MuSkel# con un proprio sistema scritto in 
python. 



























    elementFormDefault='unqualified' attributeFormDefault='unqualified'> 
   <import 
namespace='http://schemas.microsoft.com/clr/nsassem/System.Net/System%2C%20Version%3D
2.0.0.0%2C%20Culture%3Dneutral%2C%20PublicKeyToken%3Db77a5c561934e089'/> 
   <element name='Compute' type='ns0:Compute'/> 
   <complexType name='Compute'/> 
   <element name='Task' type='ns0:Task'/> 
   <complexType name='Task'> 
    <all> 
      <element name='value' type='xsd:anyType'/> 
      <element name='programNumber' type='xsd:int'/> 
      <element name='id' type='xsd:int'/> 
      <element name='info' type='ns0:TaskInfo'/> 
      <element name='isResult' type='xsd:boolean'/> 
      <element name='lastOne' type='xsd:boolean'/> 
    </all> 
   </complexType> 
   <element name='TaskInfo' type='ns0:TaskInfo'/> 
   <complexType name='TaskInfo'> 
    <all> 
      <element name='host' type='ns4:IPHostEntry'/> 
      <element name='name' type='xsd:string'/> 
      <element name='millis' type='xsd:long'/> 
    </all> 
   </complexType> 
  </schema> 
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    elementFormDefault='unqualified' attributeFormDefault='unqualified'> 
   <import 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel/MuSkel%2C%20Version%3D1.0.
0.0%2C%20Culture%3Dneutral%2C%20PublicKeyToken%3Dnull'/> 
   <complexType name='ArrayOfUnsignedByte'> 
     <complexContent> 
       <restriction base='soapenc:Array'> 
         <attribute ref='soapenc:arrayType' wsdl:arrayType ='xsd:unsignedByte[]'/> 
       </restriction> 
     </complexContent> 
   </complexType> 
   <complexType name='ArrayOfAnyType'> 
     <complexContent> 
       <restriction base='soapenc:Array'> 
         <attribute ref='soapenc:arrayType' wsdl:arrayType ='xsd:anyType[]'/> 
       </restriction> 
     </complexContent> 
   </complexType> 
  </schema> 




    elementFormDefault='unqualified' attributeFormDefault='unqualified'> 
   <import 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel/MuSkel%2C%20Version%3D1.0.
0.0%2C%20Culture%3Dneutral%2C%20PublicKeyToken%3Dnull'/> 
   <complexType name='ArrayOfUnsignedByte'> 
     <complexContent> 
       <restriction base='soapenc:Array'> 
         <attribute ref='soapenc:arrayType' wsdl:arrayType ='xsd:unsignedByte[]'/> 
       </restriction> 
     </complexContent> 
   </complexType> 
   <complexType name='ArrayOfAnyType'> 
     <complexContent> 
       <restriction base='soapenc:Array'> 
         <attribute ref='soapenc:arrayType' wsdl:arrayType ='xsd:anyType[]'/> 
       </restriction> 
     </complexContent> 
   </complexType> 
  </schema> 
 </types> 
 
 <message name='RemoteWorker.setProgramInput'> 
  <part name='pgm' type='ns0:Compute'/> 
 </message> 
 <message name='RemoteWorker.setProgramOutput'> 
  <part name='return' type='xsd:int'/> 
 </message> 
 
 <message name='RemoteWorker.requestExecutionInput'> 
  <part name='task' type='ns0:Task'/> 
 </message> 
 <message name='RemoteWorker.requestExecutionOutput'> 
  <part name='return' type='xsd:int'/> 
 </message> 
 
 <message name='RemoteWorker.waitInput'> 
  <part name='handle' type='xsd:int'/> 
 </message> 
 <message name='RemoteWorker.waitOutput'> 
  <part name='return' type='xsd:anyType'/> 
 </message> 
 
 <message name='RemoteWorker.executeInput'> 
  <part name='task' type='ns0:Task'/> 
 </message> 
 <message name='RemoteWorker.executeOutput'> 




 <message name='RemoteWorker.pingInput'> 
 </message> 
 <message name='RemoteWorker.pingOutput'> 
 </message> 
 
 <message name='RemoteWorker.ping1Input'> 
  <part name='o' type='ns1:ArrayOfUnsignedByte'/> 
 </message> 
 <message name='RemoteWorker.ping1Output'> 
  <part name='return' type='ns1:ArrayOfUnsignedByte'/> 
 </message> 
 
 <message name='RemoteWorker.ping2Input'> 
  <part name='o' type='ns1:ArrayOfAnyType'/> 
 </message> 
 <message name='RemoteWorker.ping2Output'> 
  <part name='return' type='ns1:ArrayOfAnyType'/> 
 </message> 
 
 <message name='RemoteWorker.terminateInput'> 
 </message> 
 <message name='RemoteWorker.terminateOutput'> 
 </message> 
 
 <message name='RemoteWorker.getLoadInput'> 
 </message> 
 <message name='RemoteWorker.getLoadOutput'> 
  <part name='return' type='xsd:string'/> 
 </message> 
 
 <portType name='RemoteWorkerPortType'> 
  <operation name='setProgram' parameterOrder='pgm'> 
   <input name='setProgramRequest' message='tns:RemoteWorker.setProgramInput'/> 
   <output name='setProgramResponse' message='tns:RemoteWorker.setProgramOutput'/> 
  </operation> 
  <operation name='requestExecution' parameterOrder='task'> 
   <input name='requestExecutionRequest' 
message='tns:RemoteWorker.requestExecutionInput'/> 
   <output name='requestExecutionResponse' 
message='tns:RemoteWorker.requestExecutionOutput'/> 
  </operation> 
  <operation name='wait' parameterOrder='handle'> 
   <input name='waitRequest' message='tns:RemoteWorker.waitInput'/> 
   <output name='waitResponse' message='tns:RemoteWorker.waitOutput'/> 
  </operation> 
  <operation name='execute' parameterOrder='task'> 
   <input name='executeRequest' message='tns:RemoteWorker.executeInput'/> 
   <output name='executeResponse' message='tns:RemoteWorker.executeOutput'/> 
  </operation> 
  <operation name='ping'> 
   <input name='pingRequest' message='tns:RemoteWorker.pingInput'/> 
   <output name='pingResponse' message='tns:RemoteWorker.pingOutput'/> 
  </operation> 
  <operation name='ping' parameterOrder='o'> 
   <input name='ping1Request' message='tns:RemoteWorker.ping1Input'/> 
   <output name='ping1Response' message='tns:RemoteWorker.ping1Output'/> 
  </operation> 
  <operation name='ping' parameterOrder='o'> 
   <input name='ping2Request' message='tns:RemoteWorker.ping2Input'/> 
   <output name='ping2Response' message='tns:RemoteWorker.ping2Output'/> 
  </operation> 
  <operation name='terminate'> 
   <input name='terminateRequest' message='tns:RemoteWorker.terminateInput'/> 
   <output name='terminateResponse' message='tns:RemoteWorker.terminateOutput'/> 
  </operation> 
  <operation name='getLoad'> 
   <input name='getLoadRequest' message='tns:RemoteWorker.getLoadInput'/> 
   <output name='getLoadResponse' message='tns:RemoteWorker.getLoadOutput'/> 
  </operation> 
 </portType> 
 
 <binding name='RemoteWorkerBinding' type='tns:RemoteWorkerPortType'> 
  <soap:binding style='rpc' transport='http://schemas.xmlsoap.org/soap/http'/> 
  <suds:class type='ns0:RemoteWorker' extends='ns0:Worker' 
rootType='MarshalByRefObject'> 
  </suds:class> 
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  <suds:class type='ns0:Compute' rootType='ISerializable'> 
  </suds:class> 
  <suds:class type='ns0:Task' rootType='ISerializable'> 
  </suds:class> 
  <suds:class type='ns0:TaskInfo' rootType='ISerializable'> 
  </suds:class> 
  <operation name='setProgram'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel#setPr
ogram'/> 
   <suds:method attributes='public override'/> 
   <input name='setProgramRequest'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </input> 
   <output name='setProgramResponse'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </output> 
  </operation> 
  <operation name='requestExecution'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel#reque
stExecution'/> 
   <suds:method attributes='public override'/> 
   <input name='requestExecutionRequest'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </input> 
   <output name='requestExecutionResponse'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </output> 
  </operation> 
  <operation name='wait'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel#wait'
/> 
   <suds:method attributes='public override'/> 
   <input name='waitRequest'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </input> 
   <output name='waitResponse'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </output> 
  </operation> 
  <operation name='execute'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel#execu
te'/> 
   <suds:method attributes='public override'/> 
   <input name='executeRequest'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </input> 
   <output name='executeResponse'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </output> 
  </operation> 
  <operation name='ping'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel#ping'
/> 
   <suds:method attributes='public override'/> 
   <input name='pingRequest'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </input> 
   <output name='pingResponse'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </output> 
  </operation> 
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  <operation name='ping'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel#ping'
/> 
   <suds:method attributes='public override'/> 
   <input name='ping1Request'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </input> 
   <output name='ping1Response'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </output> 
  </operation> 
  <operation name='ping'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel#ping'
/> 
   <suds:method attributes='public override'/> 
   <input name='ping2Request'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </input> 
   <output name='ping2Response'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </output> 
  </operation> 
  <operation name='terminate'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel#termi
nate'/> 
   <suds:method attributes='public override'/> 
   <input name='terminateRequest'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </input> 
   <output name='terminateResponse'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </output> 
  </operation> 
  <operation name='getLoad'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel#getLo
ad'/> 
   <suds:method attributes='public override'/> 
   <input name='getLoadRequest'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </input> 
   <output name='getLoadResponse'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.RemoteWorker/MuSkel'/> 
   </output> 
  </operation> 
 </binding> 
 
 <message name='Worker.setProgramInput'> 
  <part name='program' type='ns0:Compute'/> 
 </message> 
 <message name='Worker.setProgramOutput'> 
  <part name='return' type='xsd:int'/> 
 </message> 
 
 <message name='Worker.requestExecutionInput'> 
  <part name='task' type='ns0:Task'/> 
 </message> 
 <message name='Worker.requestExecutionOutput'> 
  <part name='return' type='xsd:int'/> 
 </message> 
 
 <message name='Worker.waitInput'> 
  <part name='handle' type='xsd:int'/> 
 </message> 
 <message name='Worker.waitOutput'> 
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  <part name='return' type='xsd:anyType'/> 
 </message> 
 
 <message name='Worker.executeInput'> 
  <part name='task' type='ns0:Task'/> 
 </message> 
 <message name='Worker.executeOutput'> 
  <part name='return' type='xsd:anyType'/> 
 </message> 
 
 <message name='Worker.getLoadInput'> 
 </message> 
 <message name='Worker.getLoadOutput'> 
  <part name='return' type='xsd:string'/> 
 </message> 
 
 <message name='Worker.pingInput'> 
 </message> 
 <message name='Worker.pingOutput'> 
 </message> 
 
 <message name='Worker.ping1Input'> 
  <part name='o' type='ns3:ArrayOfUnsignedByte'/> 
 </message> 
 <message name='Worker.ping1Output'> 
  <part name='return' type='ns3:ArrayOfUnsignedByte'/> 
 </message> 
 
 <message name='Worker.ping2Input'> 
  <part name='o' type='ns3:ArrayOfAnyType'/> 
 </message> 
 <message name='Worker.ping2Output'> 
  <part name='return' type='ns3:ArrayOfAnyType'/> 
 </message> 
 
 <message name='Worker.terminateInput'> 
 </message> 
 <message name='Worker.terminateOutput'> 
 </message> 
 
 <portType name='WorkerPortType'> 
  <operation name='setProgram' parameterOrder='program'> 
   <input name='setProgramRequest' message='tns:Worker.setProgramInput'/> 
   <output name='setProgramResponse' message='tns:Worker.setProgramOutput'/> 
  </operation> 
  <operation name='requestExecution' parameterOrder='task'> 
   <input name='requestExecutionRequest' message='tns:Worker.requestExecutionInput'/> 
   <output name='requestExecutionResponse' message='tns:Worker.requestExecutionOutput'/> 
  </operation> 
  <operation name='wait' parameterOrder='handle'> 
   <input name='waitRequest' message='tns:Worker.waitInput'/> 
   <output name='waitResponse' message='tns:Worker.waitOutput'/> 
  </operation> 
  <operation name='execute' parameterOrder='task'> 
   <input name='executeRequest' message='tns:Worker.executeInput'/> 
   <output name='executeResponse' message='tns:Worker.executeOutput'/> 
  </operation> 
  <operation name='getLoad'> 
   <input name='getLoadRequest' message='tns:Worker.getLoadInput'/> 
   <output name='getLoadResponse' message='tns:Worker.getLoadOutput'/> 
  </operation> 
  <operation name='ping'> 
   <input name='pingRequest' message='tns:Worker.pingInput'/> 
   <output name='pingResponse' message='tns:Worker.pingOutput'/> 
  </operation> 
  <operation name='ping' parameterOrder='o'> 
   <input name='ping1Request' message='tns:Worker.ping1Input'/> 
   <output name='ping1Response' message='tns:Worker.ping1Output'/> 
  </operation> 
  <operation name='ping' parameterOrder='o'> 
   <input name='ping2Request' message='tns:Worker.ping2Input'/> 
   <output name='ping2Response' message='tns:Worker.ping2Output'/> 
  </operation> 
  <operation name='terminate'> 
   <input name='terminateRequest' message='tns:Worker.terminateInput'/> 
   <output name='terminateResponse' message='tns:Worker.terminateOutput'/> 
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  </operation> 
 </portType> 
 
 <binding name='WorkerBinding' type='tns:WorkerPortType'> 
  <soap:binding style='rpc' transport='http://schemas.xmlsoap.org/soap/http'/> 
  <suds:class type='ns0:Worker' rootType='MarshalByRefObject'> 
  </suds:class> 
  <operation name='setProgram'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel#setProgram'
/> 
   <suds:method attributes='public virtual'/> 
   <input name='setProgramRequest'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </input> 
   <output name='setProgramResponse'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </output> 
  </operation> 
  <operation name='requestExecution'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel#requestExec
ution'/> 
   <suds:method attributes='public virtual'/> 
   <input name='requestExecutionRequest'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </input> 
   <output name='requestExecutionResponse'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </output> 
  </operation> 
  <operation name='wait'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel#wait'/> 
   <suds:method attributes='public virtual'/> 
   <input name='waitRequest'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </input> 
   <output name='waitResponse'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </output> 
  </operation> 
  <operation name='execute'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel#execute'/> 
   <suds:method attributes='public virtual'/> 
   <input name='executeRequest'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </input> 
   <output name='executeResponse'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </output> 
  </operation> 
  <operation name='getLoad'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel#getLoad'/> 
   <suds:method attributes='public virtual'/> 
   <input name='getLoadRequest'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </input> 
   <output name='getLoadResponse'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </output> 
  </operation> 
  <operation name='ping'> 
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   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel#ping'/> 
   <suds:method attributes='public virtual'/> 
   <input name='pingRequest'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </input> 
   <output name='pingResponse'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </output> 
  </operation> 
  <operation name='ping'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel#ping'/> 
   <suds:method attributes='public virtual'/> 
   <input name='ping1Request'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </input> 
   <output name='ping1Response'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </output> 
  </operation> 
  <operation name='ping'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel#ping'/> 
   <suds:method attributes='public virtual'/> 
   <input name='ping2Request'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </input> 
   <output name='ping2Response'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </output> 
  </operation> 
  <operation name='terminate'> 
   <soap:operation 
soapAction='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel#terminate'/
> 
   <suds:method attributes='public virtual'/> 
   <input name='terminateRequest'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </input> 
   <output name='terminateResponse'> 
    <soap:body use='encoded' encodingStyle='http://schemas.xmlsoap.org/soap/encoding/' 
namespace='http://schemas.microsoft.com/clr/nsassem/MuSkel.Worker/MuSkel'/> 
   </output> 
  </operation> 
 </binding> 
 
 <service name='RemoteWorkerService'> 
  <port name='RemoteWorkerPort' binding='tns:RemoteWorkerBinding'> 
   <soap:address location='http://localhost:8585/MuSkelWorker'/> 
  </port> 
  <port name='WorkerPort' binding='tns:WorkerBinding'> 
   <soap:address location='http://localhost:8585/MuSkelWorker'/> 





Appendice B - Codice libreria MuSkel# 
Di seguito riportiamo il codice sorgente delle classi e delle interfacce che compongono 
il framework MuSkel#. 
Il codice sorgente è stato commentato utilizzando tag XML che possono essere 









    /// <summary> 
    /// This is the general purpose application manger. Currently, it  
    /// implements the same functionalities of the DynEval manager. <br/> 
    /// It uses the concept of performance contract (class Contract) and it  
    /// also provides a facility to read the input stream tasks from a 
    /// proper file in the filesystem, and to write the output stream results  
    /// to a proper file of the output system. <br/> 
    /// As any other manager, it has methods to start the evaluation of the  
    /// program and to set up a log file, holding all the statistics 
    /// concerning the program evaluation. <br/> 
    /// Using this manager, RemoteWorkers are automatically discovered on the  
    /// local are network or on the network portion that: 
    /// <ul> 
    /// <li> can be reached by the multicast messages with TTL set to an high  
    /// value (see the DiscoveryThread), and</li> 
    /// <li> can be reached through the HTTP protocol (i.e. they are not  
    /// blocked by firewall policies when interacting using HTTP)</li> 
    /// </ul> 
    /// At the moment being, the only Contract that can be passed to this  
    /// application manager is the one specifying the parallelism degree of  
    /// the program execution. We are currently working to support the  
    /// ServiceTime contract, that is a way to specify that the computation,  
    /// rather than being simply (!) executed by a fixed number of processing  
    /// elements, guarantees that a best effort is performed to  
    /// accomplish a given service time in delivering the results on the  
    /// output stream.  
    /// </summary> 
    public class ApplicationManager 
    { 
        // this is the peformance contract to be satisified  
        // by the application manager 
        Contract contract = null; 
        // the program to be computed  
        Compute program = null; 
        // this is the logfile name 
        TextWriter logfile = Console.Out; 
        // this is actually taking care of the parallel evaluation  
        // of the program 
        DynEval dyneval = null; 
 
        /// <summary> 
        /// create an application manager with a given contract 
        /// </summary> 
        /// <param name="pgm">the program to be computed</param> 
        /// <param name="c">the contract to be satisfied</param> 
        public ApplicationManager(Compute pgm, ParDegree c) 
        { 
            program = pgm; 
            contract = c; 
        } 
 
        /// <summary> 
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        /// constructor used to create a manager. The performance contract  
        /// will be supplied later by using a setContract() call.<br/> 
        /// The kind of manager instantiated is currently a DynEval manager. 
        /// </summary> 
        /// <param name="pgm">the program to be computed using the application  
        /// manager.</param> 
        public ApplicationManager(Compute pgm) : this(pgm, null) { } 
 
        /// <summary> 
        /// sets the performance contract for the application manager. 
        /// </summary> 
        /// <param name="c">the contract that the user is asking to  
        /// satisfy</param> 
        public void setContract(Contract c) 
        { 
            contract = c; 
        } 
 
        /// <summary> 
        /// sets the log file to be used to log computation 
        /// </summary> 
        /// <param name="lf">the name of the log file</param> 
        public void setLog(String lf) 
        { 
            try 
            { 
                logfile = new StreamWriter(lf, true); 
            } 
            catch (FileNotFoundException e) 
            { 
                Console.WriteLine(e.StackTrace); 
            } 
        } 
 
        /// <summary> 
        /// add a task to the pool of tasks to be computed  
        /// by the parallel program 
        /// </summary> 
        /// <param name="t">the data representing the input task </param> 
        public void addTask(Task t) 
        { 
            if (dyneval == null) 
            {   // chek if the evaluator has already been initialized 
                int pardeg = ((ParDegree)contract).getParDegree(); 
                dyneval = new DynEval(pardeg, program, logfile); 
            } 
            dyneval.addTask(t); 
            return; 
        } 
 
        /// <summary> 
        /// tell the application manager that there will be  
        /// no more tasks to be computed  
        /// in such a way termination can be handled correctly. 
        /// </summary> 
        public void noMoreTasks() 
        { 
            if (dyneval == null) 
            {   // chek if the evaluator has already been initialized 
                int pardeg = ((ParDegree)contract).getParDegree();   
                dyneval = new DynEval(pardeg, program, logfile); 
            } 
            dyneval.noMoreTasks(); 
            return; 
        } 
 
        /// <summary> 
        /// gets a result out of the result pool.<br/> 
        /// In case there are no results to fetch, a null is returned 
        /// </summary> 
        /// <returns>the result fetched from the result pool or null  
        /// if the result pool is empty</returns> 
        public Object getResult() 
        { 
            Object ret = null; 
            Result res = (Result)(dyneval.getResult()); 
            if (res != null) 
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            { 
               // only in case we actually fetch e result, we return the  
               // result value 
                ret = res.Value; 
            } 
            return ret; 
        } 
 
        /// <summary> 
        /// this is used to gather statistic information concerning how and 
        /// who computed the result, besides the result itself. 
        /// </summary> 
        /// <returns> 
        /// the Result result, that is an object that has a getValue() 
        /// returning the result itself and a getInfo() returning 
        /// the TaskInfo object, with the name of the worker that computed  
        /// the task and the time spent (on the ControlThread, that is on 
        /// the local machine, to complete the task. This time comprises the  
        /// communication time of the RMI call actually computing the 
        /// result. 
        /// </returns> 
        public Result getResultFull() 
        { 
            Result res = (Result)(dyneval.getResult()); 
            return res; 
        } 
 
        /// <summary> 
        /// this method is called to evaluate the program in parallel. <br/> 
        /// The evaluation of the program terminates before the control is  
        /// actually returned to the method caller. <br/> 
        /// Once this method is terminated, the results of the computation are  
        /// accessible issuing proper getResult method invocations. <br/>  
        /// In case you are interested in simply collecting the computation  
        /// results in a file, you should use the evalToFile instead. 
        /// </summary> 
        public void eval() 
        { 
            dyneval.eval(); 
            // when this terminates we are ok 
        } 
 
        /// <summary> 
        /// this is used to set up the input task stream.  
        /// Input task stream is read from a file 
        /// </summary> 
        /// <param name="fn">the name of the file where the tasks 
        /// are to be taken from</param> 
        public void inputStream(String fn) 
        { 
            Stream input = null;      // read parameter sets from here 
            try 
            { 
                input = File.Open(fn, FileMode.Open); 
            } 
            catch (FileNotFoundException e) 
            { 
                Console.WriteLine("Cannot find input task file"); 
                Console.WriteLine(e.GetType().ToString()); 
                Console.WriteLine(e.Message); 
                Console.WriteLine(e.StackTrace); 
                return; 
            } 
            catch (Exception e) 
            { 
             Console.WriteLine("Problems when trying to read input task file"); 
                Console.WriteLine(e.GetType().ToString()); 
                Console.WriteLine(e.Message); 
                Console.WriteLine(e.StackTrace); 
                return; 
            } 
            this.inputStream(input); 
        } 
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        /// <summary> 
        /// this is used to set up the input task stream. 
        /// </summary> 
        /// <param name="input">the stream where the tasks are to be taken from</param> 
        public void inputStream(Stream input) 
        { 
            BinaryFormatter bFormatter = new BinaryFormatter(); 
            Object paramSet = null; 
            // prepare input tasks (that is the input parameter set pool) 
            int taskId = 0; 
            try 
            { 
                while (input.Position < input.Length) 
                { 
                    paramSet = bFormatter.Deserialize(input); 
                    addTask(new Task(paramSet, taskId++));  // each task has its own id 
                } 
                input.Close(); 
            } 
            catch (Exception e) 
            { 
                Console.WriteLine("Error while reading input stream for deserialize:"); 
                Console.WriteLine(e.GetType().ToString()); 
                Console.WriteLine(e.Message); 
                Console.WriteLine(e.StackTrace); 
                return; 
            } 
            // no more input tasks 
            noMoreTasks(); 
        } 
 
        /// <summary> 
        /// this method starts the evaluation of the parallel skeleton program and 
        /// eventually, transfers to an output file all results computed.  
        /// </summary> 
        /// <param name="fn">the name of the file that will host the computation 
        /// results</param> 
        public void evalToFile(String fn) 
        { 
            Stream output = null; 
            BinaryFormatter bFormatter = new BinaryFormatter(); 
            try 
            { 
                // open file 
                output = File.Open(fn, FileMode.Create); 
                // execute the program 
                eval(); 
                // then write the results to a file 
                Object currentResult = getResult(); 
                while (currentResult != null) 
                { 
                    // while there are more results, store them to disk ... 
                    bFormatter.Serialize(output, currentResult); 
                    currentResult = getResult(); 
                } 
                output.Close(); 
            } 
            catch (Exception e) 
            { 
                Console.WriteLine("Problems when trying to eval to file " + fn); 
                Console.WriteLine(e.GetType().ToString()); 
                Console.WriteLine(e.Message); 
                Console.WriteLine(e.StackTrace); 
                return; 
            } 
        } 











    /// <summary> 
    /// This abstract class allow developer implements a condition 
    /// for while and if skeleton 
    /// </summary> 
    [Serializable] 
    public abstract class Condition:ISerializable 
    { 
        /// <summary> 
        /// Abstract method to override when extend Condition class 
        /// </summary> 
        /// <param name="task">Task to inspect for condition evaluation</param> 
        /// <returns>The inspection result</returns> 
        public abstract bool apply(Object task); 
 
        /// <summary> 
        /// Condition clone method 
        /// </summary> 
        /// <returns>A clone of original Condition object</returns> 
        public Condition clone() 
        { 
            return 
Serializer<Condition>.Deserialize(Serializer<Condition>.SerializeToStream(this)); 
        } 
 
        /// <summary> 
        /// Create a string representation of Condition class 
        /// </summary> 
        /// <returns>A string representation of Condition class</returns> 
        public abstract String represent(); 
 
        #region ISerializable Members 
 
        /// <summary> 
        /// Used for implement serialization 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public abstract void GetObjectData(SerializationInfo info,  
                                           StreamingContext context); 
 
        #endregion 











    /// <summary> 
    /// This is the interface that has to be implemented by the sequential portions of  
    /// code used in the program computation. Each sequential skeleton is an object  
    /// that implements this interface. <br/> 
    /// We explicitly choosed not to use 1.5 features, at the moment. Therefore the  
    /// generic function takes Objects and computes Objects.  
    /// <br/> 
    /// The typical usage is the following:  
    /// <ul> 
    /// <li> suppose you have to compute in parallel f(x1)...f(xn) out of x1 ... xn</li> 
    /// <li> suppose f takes as input an InputTask task and produces and  
    /// OutputResult result</li> 
    /// <li> then you'll use a code such as:<br/> 
    /// <code> 
    /// public class myF extends Compute { 
    ///    public Object compute(Object task) { 
    ///      OutputResult res = f((InputTask) task); 
    ///      return(res); 
    ///    } 
    /// } 
    /// </code></li> 
    /// <li>every time you need to use the f function to compute a pipeline stage,  
    /// a farm worker, etc.</li> 
    /// </ul> 
    /// </summary> 
    [Serializable] 
    public abstract class Compute:ISerializable 
    { 
        /// <summary> 
        /// Abstract method to override when extend Compute class 
        /// </summary> 
        /// <param name="task">Task to compute</param> 
        /// <returns>The computation result</returns> 
        public abstract Object compute(Object task); 
 
        /// <summary> 
        /// Compute clone method 
        /// </summary> 
        /// <returns>A clone of original Compute object</returns> 
        public Compute clone() 
        { 
            return Serializer<Compute>.Deserialize( 
                             Serializer<Compute>.SerializeToStream(this)); 
        } 
 
        /// <summary> 
        /// Create a string representation of compute class 
        /// </summary> 
        /// <returns>A string representation of compute class</returns> 
        public abstract String represent(); 
 
        #region ISerializable Members 
 
        /// <summary> 
        /// Used for implement serialization 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public abstract void GetObjectData(SerializationInfo info,  
                                           StreamingContext context); 
 
        #endregion 












    /// <summary> 
    /// this class contains MuSkel# configuration parameters 
    /// </summary> 
    public class Config 
    { 
        /// <summary> Multicast Ip Addres represented with String</summary> 
        public static readonly String multicastIP = "224.10.10.10"; 
        /// <summary> Multicast Ip Addres represented with IPAddress</summary> 
        public static readonly IPAddress multicastIPA = 
IPAddress.Parse(Config.multicastIP); 
        /// <summary> Multicast TTL </summary> 
        public static readonly Int32 multicastTTL = 10; 
        /// <summary> Multicast Timeout </summary> 
        public static readonly Int32 multicastTimeout = 5000; 
        /// <summary> Multicast Port </summary> 
        public static readonly Int32 multicastPort = 4567; 
        /// <summary> Discovery message </summary> 
        public static readonly String DISCOVERYMESSAGE = "DISCOmsg muskel# 1.0 :-) "; 
        /// <summary> MuSkel port used for registration </summary> 
        public static readonly Int32 muskelWorkerPort = 8585; 
        /// <summary> MuSkel worker name used for registration </summary> 
        public static readonly String muskelWorkerName = "MuSkelWorker"; 
         





    /// <summary> 
    /// this interface is used to model the performance contract aksed to the muskel 
runtime. 
    /// This is an interface as multiple contracts can be issued to the muskel run time. 
    /// </summary> 
    public interface Contract 
    { 














    /// <summary> 
    /// A control thread takes complete care of a remote machine. That is,  
    /// each time a remote node is used to compute 
    /// a parallel program, a control thread is forked that: 
    /// <ul> 
    /// <li> creates (lookups) a reference to the remote Worker object</li> 
    /// <li> initializes the remote object passing the programs that possibly  
    /// will be computed on the remote node</li> 
    /// <li> enters the main loop where:</li> 
    /// <ul> 
    /// <li> it takes a task from the task pool, devlivers it to the remote object  
    /// to be computes, waits for the result 
    /// coming back and eventually stores the result in the proper place</li> 
    /// <li> in case the connection with the remote node is lost, the task is placed 
    /// back to the task pool and the manager is 
    /// signaled that a worker died, in such a way it can be replaced.</li> 
    /// </ul> 
    /// </ul> 
    /// </summary> 
    public class ControlThread:thread 
    { 
        private const bool debug = false; 
        /// the name of the remote machine to be controlled 
        String remoteHost = null; 
        // this is the Pool where tasks are taken from 
        Pool taskPool = null; 
        // This is the pool where results are put into 
        ResultPool resultPool = null; 
        // hosts the programs to be computed (Compute interface) 
        ArrayList programs = null; 
        // this is to keep track of the number of tasks computed at the remote worker 
        int nTasks = 0; 
        // this is to identify the worker 
        int workerNo = 0; 
        // the total number of ControlThreads 
        int nPe = 0; 
        // the total number of tasks to be computed 
        int m = 0; 
        // the amount of millis to wait when the task pool is empty  
        // but will be full again 
        const int WAITIME = 5; 
        // this is to access the discovery service  
        StandardEval se = null; 
        WorkerManager wm = null; 
        // the log file 
        TextWriter logFile = null; 
 
        /// <summary> 
        /// Constructor 
        /// </summary> 
        /// <param name="no">the worker number</param> 
        /// <param name="n">the total number of control threads</param> 
        /// <param name="m">the total number of tasks to be computed</param> 
        /// <param name="tp">the task pool</param> 
        /// <param name="rp">the result pool</param> 
        /// <param name="hn">the host name</param> 
        /// <param name="programs">the Compute list</param> 
        /// <param name="log">the log file</param> 
        /// <param name="wm">the work manager</param> 
        public ControlThread(int no, int n, int m, Pool tp, ResultPool rp, String hn, 
                             Compute[] programs, TextWriter log,WorkerManager wm) 
        { 
            this.programs = new ArrayList(); 
            for (int i = 0; i < programs.Length; i++) 
                this.programs.Add(programs[i]); 
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            this.workerNo = no; 
            this.nPe = n; 
            this.m = m; 
            this.remoteHost = hn; 
            this.taskPool = tp; 
            this.resultPool = rp; 
            this.nTasks = 0; 
            this.logFile = log; 
            this.wm = wm; 
        } 
 
        /// <summary> 
        /// the thread body: lookup the remote worker, then start a loop: fetch a 
        /// task, deliver it and wait for the result to come back 
        /// </summary> 
        public override void run() 
        { 
            Worker worker = (Worker)Activator.GetObject( 
                    typeof(Worker), 
                    "http://" + remoteHost + ":" + Config.muskelWorkerPort + "/" +  
                    Config.muskelWorkerName); 
            if (worker == null) 
            { 
                Console.WriteLine("Cannot find worker on " + remoteHost); 
                Environment.Exit(0); 
            } 
            for (int i = 0; i < programs.Count; i++) 
                try 
                { 
                    worker.setProgram((Compute)programs[i]); 
                } 
                catch (Exception e) 
                { 
                    Console.WriteLine(e.StackTrace); 
                } 
            if (debug)  
                Console.WriteLine("Control thread " + remoteHost +  
                                  " starting main loop ..."); 
            while (taskPool.anyMore())  
            { 
                if (debug)  
                    Console.WriteLine("Control thread " + remoteHost +  
                                      " got a task ..."); 
                Task task = (Task)taskPool.getItem(); 
                if (task != null) 
                { 
                    nTasks++; 
                    Object result = null; 
                    long elapsed = 0L; 
                    try { 
                        if(debug)  
                            Console.WriteLine("Control thread "+remoteHost+ 
                                              " calling remote execute"); 
                        long t0 = Environment.TickCount; 
                        result = worker.execute(task); 
                        long t1 = Environment.TickCount; 
                        elapsed = (t1 > t0 ? t1 - t0 : long.MaxValue - t0 + t1); 
                        if (debug)  
                            Console.WriteLine("Control thread " + remoteHost +  
                                              " called remote execute"); 
                    } 
                    catch (Exception e) 
                    { 
                        Console.WriteLine(e.StackTrace); 
                        // the remote worker failed to compute the task.  
                        // Corrective action: reinsert the task in the pool  
                        // and stop the thread 
                        // There is no attempt to re-gain the worker in the queue ... 
                        // reinsert the task in the pool  
                        taskPool.addItem(task); 
                        // then terminate the thread 
                        // need to signal the wm that something happened 
                        wm.died(); 
                        logFile.WriteLine("Worker on host: "+remoteHost+ 
                                          " died after computing "+nTasks+" tasks."); 
                        return; 
                    } 
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                    if (debug)  
                        Console.WriteLine("Control thread " + remoteHost +  
                                          " adding result"); 
                    TaskInfo ti = new TaskInfo(remoteHost,null,elapsed); 
                    Result rres = new Result(result,task.Id); 
                    resultPool.addItem(rres); 
                    if (task.lastOne) 
                    { // should terminate activities in the pool 
                        taskPool.noMore(); 
                    } 
                    else 
                    { // wait some milliseconds to avoid active wait  
                        try 
                        { 
                            Thread.Sleep(WAITIME); 
                        } 
                        catch (Exception e) 
                        { 
                            Console.WriteLine(e.StackTrace); 
                        } 
                    } 
                } 
            } 
            String line = null; 
            try 
            { 
                line = worker.getLoad(); 
            } 
            catch (Exception e) 
            { 
                Console.WriteLine(e.StackTrace); 
            } 
            // notify the worker manager that we are terminating ... 
            wm.terminated(); 
            // that's all folks 
            logFile.WriteLine("Worker no. " + workerNo +  
                              " on machine " + remoteHost +  
                              " computed " + nTasks +  
                              " tasks Load was " + line); 
        } 














    /// <summary> 
    /// This class is used to maintain a list of available (discovered, actually)  
    ///  processing resources, that is processing elements in the portion of network 
    /// accessible via multicast messages that currently run a muskel RemoteWorker  
    /// object. <br /> 
    /// The class uses a DiscoveryThread thread to actually perform remote processing  
    /// elements discovery. <br /> 
    /// The list of workers maintained by this class is a simple ArrayList. New workers  
    /// requested by the Eval thread are provided from the start position. <br /> 
    /// New workers discovered are added at the end. <br />  
    /// A list of already given worker (to the Eval thread) is also maintained. <br /> 
    /// In case a number nw of processing elements is requested, which is not currently  
    /// available, the calling thread is actually blocked (wait()) and it is eventually  
    /// unblocked by the DiscoveryThread communicating that a new resource is available. 
    /// </summary> 
    public class DiscoveryService { 
         
        // this is the ArrayList hosting the hosts discovered but not yes used  
        ArrayList discoveredWorkers = null; 
         
        // this is the ArrayList hosting the hosts dicovered and already used 
        ArrayList givenWorkers = null; 
         
        // this is the log file handle 
        TextWriter logFile; 
         
        ///<summary> 
        ///Constructor, initializes the ArrayLists and starts the discovery thread  
        ///</summary> 
        ///<param name="log">the log file writer</param> 
        public DiscoveryService(TextWriter log) { 
            Console.WriteLine("--> Discovery service creation"); 
            logFile = log; 
            discoveredWorkers = new ArrayList(); 
            givenWorkers = new ArrayList(); 
            DiscoveryThread dt = new DiscoveryThread(this); 
            dt.setDaemon(true); 
            dt.Start(); 
            return; 
        } 
         
        /// <summary> 
        /// used from the StandardEval thread to get a fresh host to run a worker  
        /// </summary> 
        /// <returns>the name of the fresh host discovered</returns> 
        [MethodImpl(MethodImplOptions.Synchronized)] 
        public String getNewWorker() { 
            while(discoveredWorkers.Count==0) { 
                try { 
                    Monitor.Wait(this); 
                } catch (ThreadInterruptedException e) { 
                    logFile.WriteLine(e.StackTrace); 
                } 
            } 
            String worker = (String) discoveredWorkers[0]; 
            discoveredWorkers.RemoveAt(0); 
            givenWorkers.Add(worker); 
            logFile.WriteLine("getNewWorker returns " + worker); 
            return worker; 
        } 
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        /// <summary> 
        /// used from within the Standard eval to get a set of workers  
        /// </summary> 
        /// <param name="nw">the number of workers reuquired</param> 
        /// <returns>the ArrayList with the worker (this actually can be smaller than 
        /// the requested size in case there are not enough workers)</returns> 
        [MethodImpl(MethodImplOptions.Synchronized)] 
        public String[] getNWorkers(int nw) { 
            while(discoveredWorkers.Count < nw) { 
                try { 
                    Monitor.Wait(this); 
                } 
                catch (ThreadInterruptedException e) 
                { 
                    logFile.WriteLine(e.StackTrace); 
                } 
            } 
            String [] v = new String [nw]; 
            for(int i=0; i<nw; i++) { 
                v[i] = (String)discoveredWorkers[0]; discoveredWorkers.RemoveAt(0); 
                givenWorkers.Add(v[i]); 
            } 
            logFile.WriteLine("getNWorkers returned a ArrayList with " +  
                              nw + " workers"); 
            return v; 
        } 
         
        /// <summary> 
        /// used by the DiscoveryThread to place the name of a fresh host discovered  
        /// in the discvored hosts ArrayList. 
        /// Checks for presence of that host in both the fresh and the given ArrayList  
        /// before adding as the Discovery thread does not hold the state of already  
        /// discovered hosts.   
        /// </summary> 
        /// <param name="w">the name of the host to be added</param> 
        [MethodImpl(MethodImplOptions.Synchronized)] 
        public void addWorker(String w) 
        { 
            if(!(discoveredWorkers.Contains(w) || givenWorkers.Contains(w))) { 
                discoveredWorkers.Add(w); 
                logFile.WriteLine("addWorker added "+w); 
                Monitor.PulseAll(this); 
            } 
            return; 
        }  
















    /// <summary> 
    /// The discovery Thread always looks for new workers. Every time a worker is  
    /// discovered, its name is issued to the Discovery Service that provides storing  
    /// it properly in the data structure holding all the available processing  
    /// resources.  
    /// </summary> 
    public class DiscoveryThread:thread{ 
         
        // the service used to keep track of the workers found  
        DiscoveryService service = null; 
 
        private int polling_delay = 5000; 
        /// <summary> 
        /// the milleseconds between two discovery cycle 
        /// </summary> 
        public int PollingDelay {  
            get {  
                  return polling_delay;  
            }  
            set {  
                  if (value > 0)  
                      polling_delay = value;  
                  else  
                      polling_delay = 5000;  
            }  
        } 
        private int receiving_delay = 10000; 
        /// <summary> 
        /// the milliseconds delay between send discovery packet and start receiving  
        /// packet 
        /// </summary> 
        public int ReceingDelay {  
            get {  
                  return receiving_delay;  
            }  
            set {  
                  if (value > 0)  
                      receiving_delay = value;  
                  else  
                      receiving_delay = 10000;  
            }  
        } 
 
        /// <summary> 
        /// Constructor 
        /// </summary> 
        /// <param name="s">the discovery service to be used to store the (possibly new)  
        /// workers found</param> 
        /// <param name="p">the milleseconds between two discovery cycle</param> 
        /// <param name="r">the milliseconds delay between send discovery packet and  
        /// start receiving packet</param> 
        public DiscoveryThread(DiscoveryService s,int p,int r) { 
            service = s; 
            if (p > 0) 
                polling_delay = p; 
            else 
                polling_delay = 5000; 
            if (r > 0) 
                receiving_delay = r; 
            else 
                receiving_delay = 10000; 
        } 
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        /// <summary> 
        /// Constructor simplified , set polling delay to 5 sec and receiving  
        /// delay to 10 sec 
        /// </summary> 
        /// <param name="s">the discovery service to be used to store the (possibly new)  
        /// workers found</param> 
        public DiscoveryThread(DiscoveryService s) : this(s, 5000, 10000) { } 
 
        /// <summary> 
        /// This is to find workers with the discovery mechanism instead. 
        /// Assumes that the fastest responders will be the best ones and therefore  
        /// put them in front of the list.<br /> 
        /// The TTL of the multicast socket used to send discovery messages is  
        /// currently set to a very large value, in order to be able to reach  
        /// the larger number of nodes possible. <br /> 
        /// Take into account that usually firewalls of autonomous systems will  
        /// filter out the discovery messages, being directed to an ephimeral  
        /// port outside the ports that are usually "open" in most frameworks. 
        /// </summary> 
        public override void run() 
        { 
 
            try 
            { 
                MulticastSocket ms = new MulticastSocket(Config.multicastIP,  
                                                         Config.multicastPort,  
                                                         Config.multicastTTL); 
                String pck; 
                ms.Join(); 
                while (true) 
                { 
                    Console.WriteLine("New discovery cycle"); 
                    ms.Send(Config.DISCOVERYMESSAGE); 
                    Thread.Sleep(receiving_delay); 
                    while (true) 
                    { 
                        pck = ms.Receive(Config.multicastTimeout); 
                        if (pck == null) 
                            break; 
                        else if (pck != Config.DISCOVERYMESSAGE) 
                        { 
                            try 
                            { 
                                IPAddress.Parse(pck); 
                                Console.WriteLine("New presence message received"); 
                                Console.WriteLine("Discovered new host: " + pck); 
                                service.addWorker(pck); 
                            } 
                            catch (Exception e) 
                            { 
                                Console.WriteLine("Invalid presence message received:" +  
                                                  pck); 
                                Console.WriteLine(e.GetType().ToString()); 
                                Console.WriteLine(e.Message); 
                                Console.WriteLine(e.StackTrace); 
                            } 
                        } 
                    } 
                    Thread.Sleep(polling_delay); 
                } 
            } 
            catch (Exception e) 
            { 
                Console.WriteLine(e.StackTrace); 
            } 
        } 











    /// <summary> 
    /// This abstract class allow developer implements a divide rule for  
    /// DivideAndConquer and Map skeleton 
    /// </summary> 
    [Serializable] 
    public abstract class Divide:ISerializable 
    { 
        /// <summary> 
        /// Abstract method to override when extend Divide class 
        /// </summary> 
        /// <param name="task">Task to divide</param> 
        /// <returns>The divided Task</returns> 
        public abstract Object[] divide(Object task); 
 
        /// <summary> 
        /// Divide clone method 
        /// </summary> 
        /// <returns>A clone of original Divide object</returns> 
        public Divide clone() 
        { 
            return Serializer<Divide>.Deserialize( 
                       Serializer<Divide>.SerializeToStream(this)); 
        } 
 
        /// <summary> 
        /// Create a string representation of Condition class 
        /// </summary> 
        /// <returns>A string representation of Condition class</returns> 
        public abstract String represent(); 
 
        #region ISerializable Members 
 
        /// <summary> 
        /// Used for implement serialization 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public abstract void GetObjectData(SerializationInfo info, 
                                           StreamingContext context); 
 
        #endregion 










    /// <summary> 
    /// This skeleton represent the DivideAndConquer pattern 
    /// </summary> 
    [Serializable] 
    public class DivideAndConquer : Compute 
    { 
        private Condition guard; 
        private Divide dividerule; 
        private Recomp recomprule; 
        private Compute worker; 
 
        /// <summary> 
        /// The Worker skeleton worker, this is only needed to compiler into MDF  
        /// </summary> 
        public Compute Worker 
        { 
            get { return worker; } 
        } 
 
        /// <summary> 
        /// The Condition, this is only needed to compiler into MDF  
        /// </summary> 
        public Condition Guard 
        { 
            get { return guard; } 
        } 
 
        /// <summary> 
        /// The divide rule, this is only needed to compiler into MDF  
        /// </summary> 
        public Divide DivideRule 
        { 
            get { return dividerule; } 
        } 
 
        /// <summary> 
        /// The recomposition rule, this is only needed to compiler into MDF  
        /// </summary> 
        public Recomp RecompRule 
        { 
            get { return recomprule; } 
        } 
 
        /// <summary> 
        /// creates a new DivideAndConquer skeleton. 
        /// </summary> 
        /// <param name="worker">the skeleton used to implement the DivideAndConquer  
        /// pattern</param> 
        public DivideAndConquer(Condition guard,Divide dividerule,Compute worker, 
                                Recomp recomprule) 
        { 
            this.guard = guard; 
            this.dividerule = dividerule; 
            this.worker = worker; 
            this.recomprule = recomprule; 




        /// <summary> 
        /// Overrided compute method for DivideAndConquer skeleton, it use its worker  
        /// compute method. 
        /// Evaluate guard condition, if result was positive compute task with worker,  
        /// otherwise divide task with divide rule, recompute each task obtained by  
        /// divide rule and recompose results with recomposition rule 
        /// </summary> 
        /// <param name="task">Task to compute</param> 
        /// <returns>The computation result</returns> 
        public override Object compute(Object task) 
        { 
            if (guard.apply(task)) 
            { 
                return worker.compute(task); 
            } 
            else 
            { 
                Object[] tmp = dividerule.divide(task); 
                for (int i = 0; i < tmp.Length; i++) 
                { 
                    tmp[i] = this.compute(tmp[i]); 
                } 
                return recomprule.recompose(tmp); 
            } 
        } 
 
        /// <summary> 
        /// Create an DivideAndConquer string representation  
        /// </summary> 
        /// <returns>The DivideAndConquer string representation with worker compute  
        /// string representation</returns> 
        public override String represent() 
        { 
            String res = " DivideAndConquer "; 
            if (dividerule == null) res += "NULL"; else res += dividerule.represent(); 
            if (guard == null) res += "NULL"; else res += guard.represent(); 
            if (worker == null) res += "NULL"; else res += worker.represent(); 
            if (recomprule == null) res += "NULL"; else res += recomprule.represent(); 
            return res; 
        } 
 
        /// <summary> 
        /// Constructor for deserialize a DivideAndConquer 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public DivideAndConquer(SerializationInfo info, StreamingContext context) 
        { 
            this.dividerule = (Divide)info.GetValue("dividerule", typeof(Divide)); 
            this.guard = (Condition)info.GetValue("guard", typeof(Condition)); 
            this.recomprule = (Recomp)info.GetValue("recomprule", typeof(Recomp)); 
            this.worker = (Compute)info.GetValue("worker", typeof(Compute)); 
        } 
 
        /// <summary> 
        /// A DivideAndConquer serialization 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public override void GetObjectData(SerializationInfo info,  
                                           StreamingContext context) 
        { 
            info.AddValue("dividerule", this.dividerule); 
            info.AddValue("guard", this.guard); 
            info.AddValue("recomprule", this.recomprule); 
            info.AddValue("worker", this.worker); 
        } 














    /// <summary> 
    /// This is the standard evaluator/application manager, Lithium like, with  
    /// autoScheduling.<br/> 
    /// The manager tries to ensure a constant parallelism degree during the  
    /// computation. Each one  
    /// of the machines recruited is assigned to a ControlThread (@see ControlThread).  
    /// The ControlThread is in charge of ensuring that autoscheduling takes place at  
    /// the remote worker, in that he initally sends a task to (supposedly idle) remote  
    /// worker, then waits for the result (this corresponds to issuing a  
    /// remoteO.compute(task) call, actually) and as soon as the result is back, it  
    /// starts sending a new task to be computed, if any(more).<br/> 
    /// The manager instantiates a WorkerManager. This, in turn, takes care of notifying  
    /// the DynEval manager in case a new resource has to be recruited, as well as in  
    /// case the computation actually terminates. <br/> 
    /// Major significant events are logged to the log file passed in the constructor  
    /// parameters. 
    /// </summary> 
    public class DynEval:Eval 
    { 
         
        /// <summary> The names of the machines to be used </summary> 
        public String[] machines = null; 
        /// <summary> The number of available machines actually to be used</summary> 
        int nw = 0; 
        /// <summary> The task pool </summary> 
        Pool tasks = new Pool(); 
        /// <summary> The result pool </summary>  
        ResultPool results = new ResultPool(); 
        /// <summary> The program list </summary>  
        Compute[] programs = null; 
        /// <summary>the service used to discover the workers</summary> 
        DiscoveryService ds = null; 
        /// <summary> The log file </summary> 
        TextWriter logFile = null; 
 
        /// <summary> 
        /// Standard constructor 
        /// </summary> 
        /// <param name="nw">the number of workers to be used</param> 
        /// <param name="pgms">the array of programs to be used with tasks</param> 
        /// <param name="log">the log text writer</param> 
        public DynEval(int nw, Compute[] pgms, TextWriter log) 
        { 
            this.logFile = log; 
            this.nw = nw; 
            this.ds = new DiscoveryService(log); // create the discovery service 
            do 
            { 
                this.machines = ds.getNWorkers(nw); 
            } while (machines == null); 
            this.nw = machines.Length; 
            this.logFile.WriteLine("DynEval starting evaluation with " + this.nw +  
                                   " workers"); 
            this.programs = pgms; 
        } 
        /// <summary> 
        /// Simplified constructor 
        /// </summary> 
        /// <param name="nw">the number of workers to be used</param> 
        /// <param name="pgm">the program to be used with tasks</param> 
        /// <param name="log">the log text writer</param> 
        public DynEval(int nw, Compute pgm, TextWriter log) :  




        /// <summary> 
        /// Simplified constructor with log on standard error 
        /// </summary> 
        /// <param name="nw">the number of workers to be used</param> 
        /// <param name="pgms">the array of programs to be used with tasks</param> 
        public DynEval(int nw, Compute[] pgms) : this(nw, pgms, Console.Error) { } 
 
        /// <summary> 
        /// Simplified constructor with log on standard error 
        /// </summary> 
        /// <param name="nw">the number of workers to be used</param> 
        /// <param name="pgm">the program to be executed</param> 
        public DynEval(int nw, Compute pgm) :  
               this(nw, new Compute[1] { pgm }, Console.Error) { } 
        /// <summary> 
        /// add a task to the pool 
        /// </summary> 
        /// <param name="t">the task to be added</param> 
        public void addTask(Task t) { 
            tasks.addItem((Object) t); 
        } 
        /// <summary> 
        /// tells the pool there are no more tasks to compute 
        /// </summary> 
        public void noMoreTasks() { 
            tasks.markLastTask(); 
        } 
        /// <summary> 
        /// gets a result from the pool. Must be asked *after* the termination  
        /// of the eval. 
        /// </summary> 
        /// <returns>the result, null if there are no more results to fetch</returns> 
        public Object getResult() { 
            return results.getItem(); 
        } 
        /// <summary> 
        /// starts parallel evaluation of the tasks in the pool 
        /// </summary> 
        public void eval() { 
            WorkerManager wm = new WorkerManager(logFile,nw); 
            // TODO adjust raising an exception ... 
            if (machines == null) 
                return; 
            thread[] tid = new thread[nw]; 
            for (int i = 0; i < nw; i++) { 
                tid[i] = new ControlThread(i, nw, tasks.size(), tasks, results,  
                                           machines[i], programs, logFile, wm); 
                tid[i].setDaemon(true); 
                tid[i].Start(); 
                Console.WriteLine("eval SELFSCHED created"); 
            } 
            // wait for termination or for a fault 
            int t_id = nw; 
            bool go = true; 
            while (go) 
            { 
                int wm_event = wm.waitEvent(); 
                switch (wm_event) 
                { 
                    case WorkerManager.TERMINATED: 
                        go = false; 
                        break; 
                    case WorkerManager.ADDNEWONE: 
                        String neW = ds.getNewWorker(); 
                        thread td = new ControlThread(t_id++, nw, tasks.size(), tasks,  
                                                      results, neW, programs, logFile,  
                                                      wm); 
                        td.setDaemon(true); 
                        td.Start(); 
                        wm.created(); 
                        logFile.WriteLine("faulty worker replaced by DynEval. " + 
                                          "New worker placed at " + neW); 
                        break; 
                } 
            } 
            logFile.WriteLine("StandardEval terminated"); 
        } 
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        /// <summary> 
        /// This is used to set the actual parallelism degree after a discovery phase 
        /// </summary> 
        /// <param name="nw">the pretended parallelism degree</param> 
        /// <returns> 
        /// the actual parallelism degree (can be set to a lower value if 
        /// not enough processors are available) 
        /// </returns> 
        public int setParallelismDegree(int nw) { 
            if (nw > this.nw) { 
                Console.WriteLine("Attemtp to use more machines than available"); 
            } else { 
                this.nw = nw; 
            } 
            return this.nw; 
        } 











    /// <summary> 
    /// This is the standard manager interface. Each kind of manager in muskel should  
    /// implement this interface.  
    /// <br/> 
    /// The basic methods provided by the Eval interface concern: 
    /// <ul> 
    /// <li> input task management: addTask inserts a new task in the pool of tasks to  
    /// be computed using this manager,  
    /// and noMoreTask tells the manager that no more tasks will be added to the  
    /// pool</li> 
    /// <li> output result management: getResult returns a result computed by the  
    /// program</li> 
    /// <li> and control management: the eval method actually starts execution of the  
    /// program an terminates when program execution is 
    /// actually terminated and setParallelismDegree actually provides the manager the  
    /// performance contract in the form of a required  
    /// number of processing elements to be used for program execution.</li> 
    /// </ul> 
    /// </summary> 
 
    public interface Eval 
    { 
        /// <summary> 
        /// Adds a task to be computed 
        /// <param name="t">The task to be computed </param> 
        /// </summary> 
        void addTask(Task t); 
 
        /// <summary> 
        /// Tells the pool there are no more tasks to compute 
        /// </summary> 
        void noMoreTasks(); 
 
        /// <summary> 
        /// Gets a result from the pool. Must be asked <b>after</b> the termination of  
        /// the eval. 
        /// <returns>The result, null if there are no more results to fetch</returns> 
        /// </summary> 
        Object getResult(); 
 
        /// <summary> 
        /// Starts parallel evaluation of the tasks in the pool 
        /// </summary> 
        void eval(); 
 
        /// <summary> 
        /// This is used to set the actual parallelism degree after a discovery phase 
        /// <param name="nw">The pretended parallelism degree </param> 
        /// <returns>the actual parallelism degree (can be set to a lower value if not  
        /// enough processors are available)</returns> 
        /// </summary> 
        int setParallelismDegree(int nw); 










    /// <summary> 
    /// This is the "emabarassingly parallel" skeleton. Each task supplied to the  
    /// Farm is actually computed independently of the other tasks by invoking the  
    /// compute method of the inner skeleton (alias the worker). 
    /// </summary> 
    [Serializable] 
    public class Farm : Compute 
    { 
        private Compute worker; 
        /// <summary> 
        /// The Farm skeleton worker, this is only needed to compiler into MDF  
        /// </summary> 
        public Compute Worker 
        { 
            get { return worker; } 
        } 
        /// <summary> 
        /// creates a new Farm skeleton. 
        /// </summary> 
        /// <param name="worker">the skeleton used to implement the Farm workers,  
        /// i.e. it is the skeleton modelling the computation that has to be  
        /// independently performed on each one of the tasks submitted to the  
        /// Farm.</param> 
        public Farm(Compute worker) 
        { 
            this.worker = worker; 
        } 
        /// <summary> 
        /// Overrided compute method for Farm skeleton, it use its worker compute method 
        /// </summary> 
        /// <param name="task">Task to compute</param> 
        /// <returns>The computation result</returns> 
        public override Object compute(Object task) 
        { 
            return worker.compute(task); 
        } 
        /// <summary> 
        /// Create a farm string representation  
        /// </summary> 
        /// <returns>The farm string representation with worker compute string  
        /// representation</returns> 
        public override String represent() 
        { 
            if (worker == null) return "FARM(NULL)"; 
            return "FARM(" + worker.represent() + ")"; 
        } 
        /// <summary> 
        /// Constructor for deserialize a Farm 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public Farm(SerializationInfo info, StreamingContext context) 
        { 
            this.worker = (Compute)info.GetValue("worker", typeof(Compute)); 
        } 
        /// <summary> 
        /// A farm serialization 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public override void GetObjectData(SerializationInfo info,  
                                           StreamingContext context) 
        { 
            info.AddValue("worker", this.worker); 
        } 










    /// <summary> 
    /// This skeleton represent the If then else pattern 
    /// </summary> 
    [Serializable] 
    public class If : Compute 
    { 
        private Condition guard; 
        private Compute then_worker; 
        private Compute else_worker; 
 
        /// <summary> 
        /// The Then skeleton worker, this is only needed to compiler into MDF  
        /// </summary> 
        public Compute ThenWorker 
        { 
            get { return then_worker; } 
        } 
 
        /// <summary> 
        /// The Else skeleton worker, this is only needed to compiler into MDF  
        /// </summary> 
        public Compute ElseWorker 
        { 
            get { return else_worker; } 
        } 
 
        /// <summary> 
        /// The Condition, this is only needed to compiler into MDF  
        /// </summary> 
        public Condition Guard 
        { 
            get { return guard; } 
        } 
 
 
        /// <summary> 
        /// creates a new IF skeleton. 
        /// </summary> 
        /// <param name="worker">the skeleton used to implement the If Then Else  
        /// pattern</param> 
        public If(Condition guard,Compute then_worker,Compute else_worker) 
        { 
            this.guard = guard; 
            this.then_worker = then_worker; 
            this.else_worker = else_worker; 
        } 
 
        /// <summary> 
        /// Overrided compute method for If skeleton, it use its workers compute method 
        /// </summary> 
        /// <param name="task">Task to compute</param> 
        /// <returns>The computation result</returns> 
        public override Object compute(Object task) 
        { 
            if (guard.apply(task)) 
                return then_worker.compute(task); 
            else 
                return else_worker.compute(task); 




        /// <summary> 
        /// Create an if string representation  
        /// </summary> 
        /// <returns>The While string representation with workers compute string  
        /// representation</returns> 
        public override String represent() 
        { 
            String res="IF ("+guard.represent()+") THEN {"; 
            if (then_worker == null) res+="NULL"; else res+= then_worker.represent(); 
            res+= "} ELSE {"; 
            if (else_worker == null) res+="NULL"; else res+= else_worker.represent(); 
            return res+"}"; 
        } 
 
        /// <summary> 
        /// Constructor for deserialize a If 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public If(SerializationInfo info, StreamingContext context) 
        { 
            this.guard = (Condition)info.GetValue("guard", typeof(Condition)); 
            this.then_worker = (Compute)info.GetValue("then_worker", typeof(Compute)); 
            this.else_worker = (Compute)info.GetValue("else_worker", typeof(Compute)); 
        } 
 
        /// <summary> 
        /// An If serialization 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public override void GetObjectData(SerializationInfo info,  
                                           StreamingContext context) 
        { 
            info.AddValue("guard", this.guard); 
            info.AddValue("then_worker", this.then_worker); 
            info.AddValue("else_worker", this.else_worker); 
        } 
 










    /// <summary> 
    /// This skeleton represent the Loop pattern 
    /// </summary> 
    [Serializable] 
    public class Loop : Compute 
    { 
        private int repetitions; 
        private Compute worker; 
 
        /// <summary> 
        /// The Worker skeleton worker, this is only needed to compiler into MDF  
        /// </summary> 
        public Compute Worker 
        { 
            get { return worker; } 
        } 
 
 
        /// <summary> 
        /// The repetitions number, this is only needed to compiler into MDF  
        /// </summary> 
        public int Repetitions 
        { 
            get { return repetitions; } 
        } 
 
 
        /// <summary> 
        /// creates a new Loop skeleton. 
        /// </summary> 
        /// <param name="worker">the skeleton used to implement the Loop pattern</param> 
        public Loop(Compute worker,int repetitions) 
        { 
            this.repetitions = repetitions; 
            this.worker = worker; 
        } 
 
        /// <summary> 
        /// Overrided compute method for Loop skeleton, it use its worker compute method 
        /// </summary> 
        /// <param name="task">Task to compute</param> 
        /// <returns>The computation result</returns> 
        public override Object compute(Object task) 
        { 
            Object tmp=task; 
            for(int i=0;i<repetitions;i++) 
                tmp= worker.compute(tmp); 
            return tmp; 
        } 
 
        /// <summary> 
        /// Create an Loop string representation  
        /// </summary> 
        /// <returns>The Loop string representation with worker compute string  
        /// representation</returns> 
        public override String represent() 
        { 
            String res="LOOP "+repetitions+" TIMES {"; 
            if (worker == null) res+="NULL"; else res+= worker.represent(); 
            return res+"}"; 




        /// <summary> 
        /// Constructor for deserialize a Loop 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public Loop(SerializationInfo info, StreamingContext context) 
        { 
            this.repetitions = (int)info.GetValue("repetitions", typeof(int)); 
            this.worker = (Compute)info.GetValue("worker", typeof(Compute)); 
        } 
 
        /// <summary> 
        /// A Loop serialization 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public override void GetObjectData(SerializationInfo info,  
                                           StreamingContext context) 
        { 
            info.AddValue("repetitions", this.repetitions); 
            info.AddValue("worker", this.worker); 
        } 
 










    /// <summary> 
    /// This skeleton represent the map pattern 
    /// </summary> 
    [Serializable] 
    public class Map : Compute 
    { 
        private Divide dividerule; 
        private Recomp recomprule; 
        private Compute worker; 
 
        /// <summary> 
        /// The Worker skeleton worker, this is only needed to compiler into MDF  
        /// </summary> 
        public Compute Worker 
        { 
            get { return worker; } 
        } 
 
        /// <summary> 
        /// The divide rule, this is only needed to compiler into MDF  
        /// </summary> 
        public Divide DivideRule 
        { 
            get { return dividerule; } 
        } 
 
        /// <summary> 
        /// The recomposition rule, this is only needed to compiler into MDF  
        /// </summary> 
        public Recomp RecompRule 
        { 
            get { return recomprule; } 
        } 
 
        /// <summary> 
        /// creates a new map skeleton. 
        /// </summary> 
        /// <param name="worker">the skeleton used to implement the map pattern</param> 
        public Map(Divide dividerule,Compute worker,Recomp recomprule) 
        { 
            this.dividerule = dividerule; 
            this.worker = worker; 
            this.recomprule = recomprule; 
        } 
 
        /// <summary> 
        /// Overrided compute method for map skeleton, it use its worker compute method. 
        /// Divide task with divide rule, recompute each task obtained by divide rule  
        /// and recompose results with recomposition rule 
        /// </summary> 
        /// <param name="task">Task to compute</param> 
        /// <returns>The computation result</returns> 
        public override Object compute(Object task) 
        { 
            Object[] tmp = dividerule.divide(task); 
            for (int i = 0; i < tmp.Length; i++) 
            { 
                tmp[i] = worker.compute(tmp[i]); 
            } 
            return recomprule.recompose(tmp); 




        /// <summary> 
        /// Create an map string representation  
        /// </summary> 
        /// <returns>The map string representation with worker compute string  
        /// representation</returns> 
        public override String represent() 
        { 
            String res = " Map "; 
            if (dividerule == null) res += "NULL"; else res += dividerule.represent(); 
            if (worker == null) res += "NULL"; else res += worker.represent(); 
            if (recomprule == null) res += "NULL"; else res += recomprule.represent(); 
            return res; 
        } 
 
        /// <summary> 
        /// Constructor for deserialize a map 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public Map(SerializationInfo info, StreamingContext context) 
        { 
            this.dividerule = (Divide)info.GetValue("dividerule", typeof(Divide)); 
            this.recomprule = (Recomp)info.GetValue("recomprule", typeof(Recomp)); 
            this.worker = (Compute)info.GetValue("worker", typeof(Compute)); 
        } 
 
        /// <summary> 
        /// A map serialization 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public override void GetObjectData(SerializationInfo info,  
                                           StreamingContext context) 
        { 
            info.AddValue("dividerule", this.dividerule); 
            info.AddValue("recomprule", this.recomprule); 
            info.AddValue("worker", this.worker); 
        } 
 












    ///<summary> 
    /// This is a contract that can be issued to a manager, specifying  
    /// the amount of processing elements that have to be used to implement  
    /// the manager controlled computation.  
    ///</summary> 
    public class ParDegree : Contract 
    { 
 
        //this is the actual parallelism degree wanted for this contract  
        private int pardegree = 1; 
 
        ///<summary> 
        ///Constructor:sets up the initial value of the contract 
        ///</summary> 
        ///<param name="nw">the paralleism degree to be sustained by this  
        /// contract</param> 
        public ParDegree(int nw) 
        { 
            pardegree = nw; 
        } 
 
        ///<summary> 
        ///allows the current implementation of the contract to be inspected 
        ///</summary> 
        ///<returns>the current parallelism degree</returns> 
        public int getParDegree() 
        { 
            return pardegree; 
        } 
 
        ///<summary> 
        /// sets the parallelism degree. Used to change the value 
        ///</summary> 
        ///<param name="nw">the paralleism degree to be sustained by this  
        public void setParDegree(int nw) 
        { 
            pardegree = nw; 
        } 










    /// <summary> 
    /// This is the pipeline skeleton class. The muskel pipeline is a two stage  
    /// pipeline. 
    /// Multiple stage pipelines can be defined nesting two stage pipelines. That is,  
    /// provided that <code>StageX</code> are all skeletons (i.e. they implement the  
    /// Compute interface) the following code represents a three stage pipeline: 
    /// <code> 
    /// Pipeline p1 = new Pipeline(Stage1, Stage2); 
    /// Pipeline pipeline = new Pipeline(p1, Stage3); 
    /// </code> 
    /// When pipeline's compute method was called, it will call the p1's compute method  
    /// and it's result will be used to call Stage3 compute method. 
    /// This is for the sake of simplicity. There is no problem in implementing an  
    /// n-stage pipeline, using a List of stages instead of a fixed set of variables  
    /// hosting the stages. 
    /// </summary> 
    [Serializable] 
    public class Pipeline : Compute 
    { 
 
        private Compute stage1; 
        /// <summary> 
        /// Pipeline first stage worker,this is only needed to compiler into MDF  
        /// </summary> 
        public Compute Stage1 
        { 
            get { return stage1; } 
        } 
        private Compute stage2; 
        /// <summary> 
        /// Pipeline second stage worker,this is only needed to compiler into MDF  
        /// </summary> 
        public Compute Stage2 
        { 
            get { return stage2; } 
        } 
 
        /// <summary> 
        /// Pipeline constructor 
        /// </summary> 
        /// <param name="stage1">The skeleton representing the computation to be  
        /// performed at the first stage</param> 
        /// <param name="stage2">The skeleton representing the computation to be  
        /// performed at the second stage</param> 
        public Pipeline(Compute stage1, Compute stage2) 
        { 
            this.stage1 = stage1; 
            this.stage2 = stage2; 
        } 
 
        /// <summary> 
        /// Overrided compute method for Pipeline skeleton, it use first stage compute  
        /// method result to call second stage compute method  
        /// </summary> 
        /// <param name="task">computable data for first stage</param> 
        /// <returns>second stage computation result</returns> 
        public override Object compute(Object task) 
        { 
            Object middleStageData = stage1.compute(task); 
            Object result = stage2.compute(middleStageData); 
            return result; 




        /// <summary> 
        /// Create a pipeline string representation  
        /// </summary> 
        /// <returns>The farm string representation with workers compute string  
        /// representation</returns> 
        public override string represent() 
        { 
            String res = "PIPELINE("; 
            if (stage1 == null) 
                res += "NULL,"; 
            else 
                res += stage1.represent() + ","; 
            if (stage2 == null) 
                res += "NULL)"; 
            else 
                res += stage2.represent() + ")"; 
            return res; 
 
        } 
 
        /// <summary> 
        /// Constructor for deserialize a pipeline 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public Pipeline(SerializationInfo info, StreamingContext context) 
        { 
            this.stage1 = (Compute)info.GetValue("stage1", typeof(Compute)); 
            this.stage2 = (Compute)info.GetValue("stage2", typeof(Compute)); 
        } 
 
        /// <summary> 
        /// A pipeline serialization 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public override void GetObjectData(SerializationInfo info,  
                                           StreamingContext context) 
        { 
            info.AddValue("stage1", this.stage1); 
            info.AddValue("stage2", this.stage2); 
        } 












    /// <summary> 
    /// This is the class used to host tasks to be computed as well as already computed  
    /// results.<br /> 
    /// Provides methods to store objects (typically Tasks or Results) in the pool, as  
    /// well as methods for controlling whether there are more objects to be fetched  
    /// from the pool. <br /> 
    /// Actually, if no objects are present in the pool and a get object is called, a  
    /// null pointer is returned rather than blocking the caller thread. That is, it is  
    /// up to the calling thread (the user/programmer) to take care of non existing  
    /// object in the pool.  
    /// </summary> 
    public class Pool 
    { 
        /// <summary> 
        /// An arraylist used to store elements 
        /// </summary> 
        public ArrayList v = null; 
 
        // A flag used to answer to "are there any more tasks?" questions 
        bool wouldAnyMore = true; 
 
        /// <summary> 
        /// Constructor 
        /// </summary> 
        public Pool() 
        { 
            v = new ArrayList(); 
        } 
        /// <summary> 
        /// Adds an item to the pool 
        /// </summary> 
        /// <param name="t">the item to be added</param> 
        [MethodImpl(MethodImplOptions.Synchronized)] 
        public void addItem(Object t) 
        { 
            v.Add(t); 
            return; 
        } 
        /// <summary> 
        /// Removes an item from the pool. Because addItems adds to the end and  
        /// remove gets the very first item this actually implements a FIFO queue.  
        /// In case the pool is empty, a null is returned 
        /// </summary> 
        /// <returns>the item removed, or null if there are no item to be  
        /// removed</returns> 
        [MethodImpl(MethodImplOptions.Synchronized)] 
        public Object getItem() 
        { 
            if (v.Count <= 0) 
                return null; 
            else 
            { 
                Object res = v[0]; 
                v.RemoveAt(0); 
                return res; 
            } 
        } 
        /// <summary> 
        /// In case false is answered there will be no more items in this pool 
        /// </summary> 
        /// <returns>true if there will be items eventually there, false  
        /// otherwise</returns> 
        [MethodImpl(MethodImplOptions.Synchronized)] 
        public bool anyMore() 
        { 
            return wouldAnyMore; 
        } 
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        /// <summary> 
        /// Used to stop tell the pool that no more items will be added to the pool 
        /// </summary> 
        [MethodImpl(MethodImplOptions.Synchronized)] 
        public void noMore() 
        { 
            wouldAnyMore = false; 
            return; 
        } 
 
        /// <summary> 
        /// Used to set the lastOne mark in the last task added to the pool. Need to be  
        /// a Task ArrayList, of course. 
        /// </summary> 
        [MethodImpl(MethodImplOptions.Synchronized)] 
        public void markLastTask() 
        { 
            ((Task)v[v.Count - 1]).lastOne = true; 
        } 
 
        /// <summary> 
        /// Used to know the (initial) size of the pool 
        /// </summary> 
        /// <returns>the amount of the items currently in the pool</returns> 
        [MethodImpl(MethodImplOptions.Synchronized)] 
        public int size() 
        { 
            return v.Count; 
        } 












    /// <summary> 
    /// This is the thread run by the RMI RemoteWorker server to answer the request for  
    /// presence issued by other StandardEval components.<br /> 
    /// It listens to a Multicast group and answers with the name of the machine where  
    /// it is running. The asking thread can therefore manage a new worker at that  
    /// machine. 
    /// </summary> 
    public class PresenceThread:thread 
    { 
        private int polling_delay = 1000; 
        /// <summary> 
        /// Polling delay property, represent time between two presence cycle 
        /// </summary> 
        public int PollingDelay {  
            get { return polling_delay; }  
            set { if (value > 0) polling_delay = value; else polling_delay = 1000; } } 
 
        /// <summary> 
        /// implement the presence cycle 
        /// </summary> 
        public override void run() 
        { 
            try 
            { 
                MulticastSocket ms = new MulticastSocket(Config.multicastIP,  
                                                         Config.multicastPort,  
                                                         Config.multicastTTL); 
                String pck; 
                ms.Join(); 
                while (true) 
                { 
                    while (true) 
                    { 
                        pck = ms.Receive(Config.multicastTimeout); 
                        if (pck == null) 
                        { 
                            break; 
                        } 
                        else if (pck == Config.DISCOVERYMESSAGE) 
                        { 
                            Console.WriteLine("New discovery message received"); 
                            IPAddress myIPAddress =  
                                Dns.GetHostAddresses(Dns.GetHostName())[0]; 
                            String myIP = myIPAddress.ToString(); 
                            ms.Send(myIP); 
                        } 
                    } 
                    Thread.Sleep(polling_delay); 
                } 
            } 
            catch (Exception e) 
            { 
                Console.WriteLine(e.StackTrace); 
            } 
 
        } 











    /// <summary> 
    /// This abstract class allow developer implements a recomposition rule for  
    /// DivideAndConquer and Map skeleton 
    /// </summary> 
    [Serializable] 
    public abstract class Recomp : ISerializable 
    { 
        /// <summary> 
        /// Abstract method to override when extend Recomp class 
        /// </summary> 
        /// <param name="task">Task list to recompose</param> 
        /// <returns>The recomposed Task</returns> 
        public abstract Object recompose(Object[] task); 
 
        /// <summary> 
        /// Recomp clone method 
        /// </summary> 
        /// <returns>A clone of original Recomp object</returns> 
        public Recomp clone() 
        { 
            return Serializer<Recomp>.Deserialize( 
                       Serializer<Recomp>.SerializeToStream(this)); 
        } 
 
        /// <summary> 
        /// Create a string representation of Condition class 
        /// </summary> 
        /// <returns>A string representation of Condition class</returns> 
        public abstract String represent(); 
 
        #region ISerializable Members 
 
        /// <summary> 
        /// Used for implement serialization 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public abstract void GetObjectData(SerializationInfo info,  
                                           StreamingContext context); 
 
        #endregion 





















    /// <summary> 
    /// This is the implementation of the remote worker based on C# HTTP remoting  
    /// system. Implements the methods of the interface Worker.<br/> 
    /// There actually both methods to require synchronous evaluation of tasks  
    /// (i.e. RPC like) and to require asynchronous evaluation of tasks.  
    /// Using asynchronous evaluation, an handle is immediately handled to the calling  
    /// ControlThread that can be eventually used to test task computation completion.  
    /// (This part has not yet accurately debugged, however) <br/> 
    /// There are also methods to set up programs to be computed (TODO: they get the  
    /// index from the local state, I must modify in order to get number of the program  
    /// from the parmeters, otherwise it only works with synchronous remote program  
    /// delivering) and to fetch execution trace parameters.  
    /// </summary> 
    public class RemoteWorker:Worker 
    { 
 
        /// <summary>just for debugging purposes ...</summary>  
        public static readonly String version = "muSkel# 1.0"; 
         
        // used to output an activity indicator every dx tasks executed  
        int mn = 0; 
        int dx = 10; 
        private void evolution() { 
            mn++; 
            if (mn % dx == 0) { 
                Console.Write("."); 
            } 
        } 
 
        ArrayList programs=new ArrayList(); 
 
        /// <summary> 
        /// This sets the program to be executed. The programs are stored into an  
        /// ArrayList, in such a way that multiple programs can be executed at the  
        /// meanwhile, just using the proper list entry. 
        /// </summary> 
        /// <see cref="Worker.setProgram"/> 
        /// <param name="pgm">Computable element to add</param> 
        /// <returns>index of added entry</returns> 
        [MethodImpl(MethodImplOptions.Synchronized)] 
        override public int setProgram(Compute pgm){ 
            int next_index=programs.Count; 
            programs.Add(pgm); 
            return next_index; 
        } 
        /// <summary> 
        /// the task to be computed asynchronously are assigned to a thread. Thread 
        /// id is stored into a vector. The index of the Vector is returned as the 
        /// handle. 
        /// </summary> 




        /// <summary> 
        /// Request execution for a task 
        /// </summary> 
        /// <param name="task">the task to be computed</param> 
        /// <returns>handle of execution thread</returns> 
        [MethodImpl(MethodImplOptions.Synchronized)] 
        override public int requestExecution(Task task) { 
            int handle = task.ProgramNumber; 
            thread tid = new RemoteWorkerThread((Compute) programs[handle], task.Value); 
            tid.Start(); 
            handle=aTasks.Count; 
            aTasks.Add(tid); 
            return handle; 
        } 
        /// <summary> 
        /// wait for the completion of a thread 
        /// </summary> 
        /// <param name="handle">the handle of the task returned by the  
        /// requestExecution</param> 
        /// <returns>the result of the task</returns> 
        override public Object wait(int handle) 
        { 
            RemoteWorkerThread tid = (RemoteWorkerThread) aTasks[handle]; 
            try { 
                tid.Join(); 
            } catch (Exception e) { 
                Console.WriteLine(e.StackTrace); 
            } 
            aTasks.RemoveAt(handle); 
            evolution(); 
            return tid.getResult(); 
        } 
 
        /// <summary> 
        /// This is to compute synchronously a task. Computation happens in the  
        /// current thread, at the moment, although there is no problem in using a  
        /// RemoteWorkerThread too ... 
        /// </summary> 
        /// <param name="task">the task to be computed</param> 
        /// <returns>the result computed out of the task</returns> 
        override public Object execute(Task task) 
        { 
            int handle = task.ProgramNumber; 
            Compute program = (Compute) programs[handle]; 
            Object result = program.compute(task.Value); 
            // System.out.println("Got "+task.getValue()+" computed "+result); 
            evolution(); 
            return result; 
        } 
 
        /// <summary> 
        /// used to test liveness and to measure RTT 
        /// </summary> 
        override public void ping() 
        { 
            Console.WriteLine("ping"); 
            return; 
        } 
 
        /// <summary> 
        /// used to test liveness and to measure RTT 
        /// </summary> 
        /// <param name="o">A dummy data packet</param> 
        /// <returns>the received dummy data packet</returns> 
        override public byte[] ping(byte[] o) 
        { 
            Console.WriteLine("ping[]"); 
            return o; 
        } 
         
        /// <summary> 
        /// implement termination  
        /// </summary> 
        override public void terminate() 
        { 
        } 
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        /// <summary> 
        /// Calculate machine uptime 
        /// </summary> 
        /// <returns>a string representing uptime</returns> 
        private String uptime() 
        { 
            TimeSpan ts = TimeSpan.FromMilliseconds(Environment.TickCount); 
            return "Uptime: " + ts.Days + " days " + ts.Hours + " hours, " +  
                   ts.Minutes + " minutes and " + ts.Seconds + " seconds."; 
        } 
 
        /// <summary> 
        /// Calculate cpu load 
        /// </summary> 
        /// <returns>a string representing cpu load</returns> 
        private String cpuload() 
        { 
            String res = ""; 
            try 
            { 
                String platform = Environment.OSVersion.Platform.ToString(); 
                if (platform.StartsWith("Win32")) 
                { 
                    ManagementClass mc = new ManagementClass("Win32_Processor"); 
                    ManagementObjectCollection procs = mc.GetInstances(); 
                    foreach (ManagementObject mo in procs) 
                    { 
                        string DeviceID = ""; 
                        string Usage = ""; 
                        foreach (PropertyData pd in mo.Properties) 
                        { 
                            if (pd.Name == "DeviceID") 
                                DeviceID = pd.Value.ToString(); 
 
                            if (pd.Name == "LoadPercentage") 
                                Usage = pd.Value.ToString(); 
 
                        } 
                        res += "\n" + platform + " " + DeviceID + " LOAD: " +  
                                      Usage + "%"; 
                    } 
                } 
                else if (platform.StartsWith("Unix")) 
                { 
                    StreamReader proc_uptime = File.OpenText("/proc/loadavg"); 
                    String uptime = proc_uptime.ReadLine(); 
                    proc_uptime.Close(); 
                    res = "\nUNIX LOAD AVG: " +  
                             uptime.Split(' ').GetValue(0).ToString(); 
                } 
                else 
                { 
                    res = "\nCPU LOAD NOT IMPLEMENTED ON " + platform + " PLATFORM"; 
                } 
            } 
            catch (Exception e) 
            { 
                res = "Error during cpu load retrive"; 
                Console.WriteLine(e.GetType().ToString()); 
                Console.WriteLine(e.Message); 
                Console.WriteLine(e.StackTrace); 
            } 
            return res; 
        } 
        /// <summary> 
        /// just for statistic purposes: collect the uptime  
        /// </summary> 
        /// <returns>A string representing uptime and cpu load</returns> 
        override public String getLoad() 
        { 
            return uptime() + cpuload(); 




        /// <summary> 
        /// Retrieve localhost information 
        /// </summary> 
        /// <returns>A string with localhost information</returns> 
        public static String localhostInfo() 
        { 
            String res ="===========================================================\n"; 
            res += "Machine name        : " + Environment.MachineName+"\n"; 
            res += "User login name     : " + Environment.UserName.ToString() + "\n"; 
            res += "Operative system    : " + Environment.OSVersion.ToString() + "\n"; 
            res += "CLR                 : " + Environment.Version.ToString() + "\n"; 
            res += "Processor(s) number : " + Environment.ProcessorCount + "\n"; 
            res += "Processor(s) info   :\n"; 
            res += "  +-------------------------------------------------------------\n"; 
            String platform = Environment.OSVersion.Platform.ToString(); 
            try 
            { 
                if (platform.StartsWith("Win32")) 
                { 
                    ManagementClass mc = new ManagementClass("Win32_Processor"); 
                    ManagementObjectCollection procs = mc.GetInstances(); 
                    foreach (ManagementObject mo in procs) 
                    { 
                        foreach (PropertyData pd in mo.Properties) 
                        { 
                            Object value = pd.Value; 
                            if (value != null) 
                                res += String.Format("  | {0,-25}:{1}\n",pd.Name,value); 
                        } 
                        res += "  +-------------------------------------------------\n"; 
                    } 
                } 
                else if (platform.StartsWith("Unix")) 
                { 
                    StreamReader proc_cpuinfo = File.OpenText("/proc/cpuinfo"); 
                    String line = proc_cpuinfo.ReadLine(); 
                    while (line != null) 
                    { 
                        res += "  | " + line + "\n"; 
                        line = proc_cpuinfo.ReadLine(); 
                    } 
                    proc_cpuinfo.Close(); 
                    res += "  +-----------------------------------------------------\n"; 
                } 
                else 
                { 
                    res += "  | CPU INFO NOT IMPLEMENTED ON " +  
                                platform + " PLATFORM\n"; 
                    res += "  +-----------------------------------------------------\n"; 
                } 
            } 
            catch (Exception e) 
            { 
                res += "Error during cpu info\n"; 
                res += e.GetType().ToString(); 
                res += e.Message; 
                res += e.StackTrace; 
            } 
            res += "================================================================\n"; 
            return res; 
        } 
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        /// <summary> 
        /// Launch a remote worker 
        /// </summary> 
        public static void run() 
        { 
            Console.WriteLine(localhostInfo()); 
            if (Environment.Version.Major < 2) 
            { 
                Console.WriteLine("Run Remote worker on CLR 2.X or higher!"); 
            } 
            else 
            { 
                try 
                { 
                    //select channel to communicate 
                    HttpChannel chan = new HttpChannel(Config.muskelWorkerPort); 
                    ChannelServices.RegisterChannel(chan, false);    //register channel 
                    //register remote object 
                    RemotingConfiguration.RegisterWellKnownServiceType( 
                        Type.GetType("MuSkel.RemoteWorker"), 
                        Config.muskelWorkerName, 
                        WellKnownObjectMode.Singleton); 
                        //WellKnownObjectMode.SingleCall); 
                    //inform console 
                    Console.WriteLine("Server Activated"); 
                    PresenceThread pt = new PresenceThread(); 
                    pt.Start(); 
                    Console.WriteLine("Presence thread started ..."); 
                } 
                catch (Exception e) 
                { 
                    Console.WriteLine("An error occurred during RemoteWorker creation"); 
                    Console.WriteLine(e.Message + "\n" + e.StackTrace); 
                } 
            } 
        } 









    /// <summary> 
    /// This class represent the implementation of Remote control thread to manage  
    /// asynchronous communication between evaluator and remote worker 
    /// </summary> 
    class RemoteWorkerThread:thread 
    { 
        // this is the task to be computed 
        Task task = null; 
        // this is the result computed. Here because it is accessed via the  
        // inspector method getResult() 
        Object result = null; 
        // this is the program that has to be used to compute the task 
        Compute program = null; 
 
        /// <summary> 
        /// the constructor: stores parameters ready for the start 
        /// </summary> 
        /// <param name="pgm">the program to be used to compute the task</param> 
        /// <param name="inTask">the input task</param> 
        public RemoteWorkerThread(Compute pgm, Object inTask) 
        { 
            program = pgm; 
            task = (Task)inTask; 
        } 
        /// <summary> 
        /// actually computes the task 
        /// </summary> 
        public override void run() 
        { 
            result = program.compute(task); 
        } 
        /// <summary> 
        /// inspector method to be used right after thread completion to  
        ///retrieve the result 
        /// </summary> 
        /// <returns>the result computed by this task</returns> 
        public Object getResult() 
        { 
            return result; 
        } 










    /// <summary> 
    /// This is the class used to represent results. A result has the same features of  
    /// a task to be computed: it is an object and it has a task identifier mark. <br/> 
    /// In addition, it has a TaskInfo summarising the features of its execution ...  
    /// </summary> 
    [Serializable] 
    public class Result:ISerializable 
    { 
        #region Properties 
 
        private TaskInfo info; 
        /// <summary> 
        /// Information about the features of its execution 
        /// </summary> 
        public TaskInfo Info 
        { 
            get { return this.info; } 
        } 
 
        private int ide; 
        public int Ide 
        { 
            get { return this.ide; } 
        } 
 
        private Object value; 
        /// <summary> 
        /// The result value 
        /// </summary> 
        public Object Value 
        { 
            get { return this.value; } 
        } 
 
        #endregion 
 
        #region Constructors 
 
        /// <summary> 
        /// Result constructor used when additional information is not available 
        /// </summary> 
        /// <param name="value">The result</param> 
        /// <param name="ide">??? TODO: Chiedere al Prof. Danelutto</param> 
        public Result(Object value, int ide) 
        { 
            this.value = value; 
            this.ide = ide; 
            this.info = null; 
        } 
 
        /// <summary> 
        /// Result constructor used when additional information is available 
        /// </summary> 
        /// <param name="value">The result</param> 
        /// <param name="ide">??? TODO: Chiedere al Prof. Danelutto</param> 
        /// <param name="info">Information about the features of its execution</param> 
        public Result(Object value, int ide, TaskInfo info) 
        { 
            this.value = value; 
            this.ide = ide; 
            this.info = info; 
        } 
 




        #region Serialization 
        /// <summary> 
        /// Constructor for deserialize a Result 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public Result(SerializationInfo info, StreamingContext context) 
        { 
            this.value = info.GetValue("value", typeof(Object)); 
            this.ide = (Int32)info.GetValue("ide", typeof(Int32)); 
            this.info = (TaskInfo)info.GetValue("info",typeof(TaskInfo)); 
        } 
        /// <summary> 
        /// A Result serialization 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public void GetObjectData(SerializationInfo info, StreamingContext context) 
        { 
            info.AddValue("value", this.value); 
            info.AddValue("ide", this.ide); 
            info.AddValue("info", this.info); 
        } 
 
        #endregion 











    /// <summary> 
    /// This class is used to host the results. Each result is a Result object and  
    /// therefore it is stored in the Queue element 
    /// corresponding to its task identifier (this is an integer, actually).<br /> 
    /// In case we want to fetch a result, then, we simply get the first one available.  
    /// We still assume there that results are fectched when the  
    /// whole computation is finished and therefore we do not assume that there are  
    /// "empty" slots in the result pool. As a consequence, we only  
    /// return the element of the Queue with the smaller task identifier, cancelling it  
    /// from the Queue itself. <br /> 
    /// All the other methods are inherited from the Pool class. 
    /// </summary> 
    public class ResultPool : Pool 
    { 
        int toFetch = 0; 
        /// <summary> 
        /// Get market result and remove it from queue 
        /// </summary> 
        /// <returns>the result</returns> 
        [MethodImpl(MethodImplOptions.Synchronized)] 
        public Object getResult() 
        { 
            Object ret = null; 
            for (int i = 0; i < (base.v).Count; i++) 
            { 
                Result res = (Result)(base.v[i]); 
                if (res.Ide == toFetch) 
                { 
                    base.v.RemoveAt(i); 
                    ret = res.Value; 
                } 
            } 
            toFetch++; // next time we'll fetch another result 
            return (ret); 
        } 














    /// <summary> 
    /// This is the ControlThread used when a RoundRobin scheduling policy is to  
    /// implemented to schedule tasks to the available 
    /// RemoteWorkers. <br /> 
    /// It is used by the StandardEval manager. The StandardEval manager actually  
    /// implements a RoundRobin scheduling strategy  
    /// or a static round robin (ntask / nworkers tasks statically assigned to each  
    /// worker) or a self sheduling strategy depending 
    /// on one of the parameters passed to the constructor.  
    /// </summary> 
    public class RRControlThread:thread 
    { 
 
        private const bool debug = true; //false; 
        // the name of the remote machine to be controlled 
        String remoteHost = null; 
        // this is the Pool where tasks are taken from 
        Pool taskPool = null; 
        // This is the pool where results are put into 
        ResultPool resultPool = null; 
        // hosts the programs to be computed (Compute interface) 
        ArrayList programs = null; 
        // this is to keep track of the number of tasks computed at the remote worker 
        int nTasks = 0; 
        // this is to identify the worker 
        int workerNo = 0; 
        // the total number of ControlThreads 
        int nPe = 0; 
        // the total number of tasks to be computed 
        int m = 0; 
        // the amount of millis to wait when the task pool is empty but  
        // will be full again 
        const int WAITIME = 5; 
        // in this case, being a (simil)RR, we need the number of tasks to be computed  
        // that  is the amount of times we've to go in the taskPool, fetch a task,  
        // compute it and deliver the result to the result pool. 
        int myTaskNo = 0; 
 
        // the log file 
        TextWriter logFile = null; 
 
        /// <summary> 
        /// Constructor 
        /// </summary> 
        /// <param name="no">the worker number</param> 
        /// <param name="n">the total number of control threads</param> 
        /// <param name="m">the total number of tasks to be computed</param> 
        /// <param name="tp">the task pool</param> 
        /// <param name="rp">the result pool</param> 
        /// <param name="hn">the host name</param> 
        /// <param name="programs">the Compute list</param> 
        /// <param name="log">the log file</param> 
        public RRControlThread(int no, int n, int m, Pool tp, ResultPool rp, String hn,  
                               Compute[] programs, TextWriter log) 
        { 
            this.programs = new ArrayList(); 
            for (int i = 0; i < programs.Length; i++) 
                this.programs.Add(programs[i]); 
            workerNo = no; 
            nPe = n; 
            this.m = m; 
            remoteHost = hn; 
            taskPool = tp; 
            resultPool = rp; 
            nTasks = 0; 
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            logFile = log; 
            if (no == (n - 1)) 
            { 
                myTaskNo = m - ((m / n) * (n - 1)); 
            } 
            else 
            { 
                myTaskNo = m / n; 
            } 
            if (debug) Console.WriteLine("RR Control thread " + remoteHost +  
                                         " going to compute " + myTaskNo + " tasks"); 
            return; 
        } 
 
        /// <summary> 
        /// the thread body: lookup the remote worker, then start a loop: fetch a 
        /// task, deliver it and wait for the result to come back 
        /// </summary> 
        public override void run() 
        { 
            Worker worker = (Worker)Activator.GetObject( 
                    typeof(Worker), 
                    "http://" + remoteHost + ":" + Config.muskelWorkerPort + "/" +  
                    Config.muskelWorkerName); 
            if (worker == null) 
            { 
                Console.WriteLine("Cannot find worker on " + remoteHost); 
                Environment.Exit(0); 
            } 
            for (int i = 0; i < programs.Count; i++) 
                try 
                { 
                    worker.setProgram((Compute)programs[i]); 
                } 
                catch (Exception e) 
                { 
                    Console.WriteLine(e.GetType().ToString()); 
                    Console.WriteLine(e.Message); 
                    Console.WriteLine(e.StackTrace); 
                } 
            if (debug)  
                Console.WriteLine("Control thread " + remoteHost +  
                                  " starting main loop ..."); 
            for (int i = 0; i < myTaskNo; i++) 
            { 
                if (debug)  
                    Console.WriteLine("Control thread " + remoteHost +  
                                      " got a task ..."); 
                Task task = (Task)taskPool.getItem(); 
                if (task != null) 
                { 
                    nTasks++; 
                    Object result = null; 
                    try 
                    { 
                        if (debug)  
                            Console.WriteLine("Control thread " + remoteHost +  
                                              " calling remote execute"); 
                        result = worker.execute(task); 
                        if (debug)  
                            Console.WriteLine("Control thread " + remoteHost +  
                                              " called remote execute"); 
                    } 
                    catch (Exception e) 
                    { 
                        Console.WriteLine(e.StackTrace); 
                    } 
                    if (debug)  
                        Console.WriteLine("Control thread " + remoteHost +  
                                          " adding result"); 
                    resultPool.addItem(result); 
                } 
            } 
            String line = null; 
            try 
            { 
                line = worker.getLoad(); 
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            } 
            catch (Exception e) 
            { 
                Console.WriteLine(e.StackTrace); 
            } 
            logFile.WriteLine("Worker no. " + workerNo + " on machine " + remoteHost +  
                              " computed " + nTasks + " tasks Load was " + line); 
        } 











    /// <summary> 
    /// The skeleton tree 
    /// </summary> 
    public class SkeletonTree 
    { 
        /// <summary> 
        /// the tree is stored into an Hash Table,  
        /// the key is the skeleton index,  
        /// the value is the skeleton itself 
        /// </summary> 
        Hashtable tree = null; 
 
        int index = 0; 
 
        /// <summary> 
        /// Constructor: create hashtable 
        /// </summary> 
        SkeletonTree() 
        { 
            tree = new Hashtable(); 
            index = 0; 
        } 
 
        // builds the skeleton tree out of the user code  
        /// <summary> 
        /// Completamente da scrivere 
        /// </summary> 
        /// <param name="main"></param> 
        /// <returns></returns> 
        public int buildTree(Compute main) 
        { 
            if (main is Farm) 
            { 
             // in this case just add the worker, then add a node with the farm skeleton 
            } 
            return 0; 
        } 














    /// <summary> 
    /// This is the standard application manager, Lithium like, with  
    /// autoScheduling.<br/> 
    /// The scehduling strategy can actually be defined by using the schedule parameter  
    /// in the constructor. Standard Lithium-like 
    /// strategy is SELFSCHED. 
    /// </summary> 
    public class StandardEval:Eval 
    { 
         
        /// <summary> Used to tell the Eval use SELF scheduling </summary> 
        public const int SELFSCHED = 11; 
        /// <summary> Used to tell the Eval use RR scheduling </summary> 
        public const int RRSCHED = 22; 
        /// <summary> Used to tell the Eval use STATIC-RR scheduling </summary> 
        public const int STATICSCHED = 33; 
        /// <summary> DEFALUT scheduling for Eval will be SELF scheduling</summary> 
        public const int DEFAULTSCHED = SELFSCHED; 
 
        /// <summary> The names of the machines to be used </summary> 
        public String[] machines = null; 
        /// <summary> The number of available machines actually to be used </summary> 
        int nw = 0; 
        /// <summary> The task pool </summary> 
        Pool tasks = new Pool(); 
        /// <summary> The result pool </summary>  
        ResultPool results = new ResultPool(); 
        /// <summary> The program list </summary>  
        Compute[] programs = null; 
        /// <summary> The evaluator schedule policy </summary> 
        int sched = DEFAULTSCHED; 
        /// <summary> The log file </summary> 
        TextWriter logFile = null; 
 
        /// <summary> 
        /// Standard constructor 
        /// </summary> 
        /// <param name="mach">array of machine names that can be used for  
        /// execution of tasks</param> 
        /// <param name="pgms">array of programs to be used with tasks</param> 
        /// <param name="sched">the scheduling policy</param> 
        /// <param name="log">the log text writer</param> 
        public StandardEval(String[] mach, Compute[] pgms, int sched, TextWriter log) 
        { 
            machines = mach; 
            if (mach == null) // necessary as can be called from the shortcut 
                              // constructor 
                nw = 0; 
            else 
                nw = mach.Length; 
            programs = pgms; 
            this.sched = sched; 
            logFile = log; 
        } 
        /// <summary> 
        /// Simplified constructor 
        /// </summary> 
        /// <param name="mach">array of machine names that can be used for  
        /// execution of tasks</param> 
        /// <param name="pgm">the program (the only one) to be computed</param> 
        /// <param name="sched">the scheduling policy</param> 
        /// <param name="log">the log text writer</param> 
        public StandardEval(String[] mach, Compute pgm, int sched, TextWriter log) :  
               this(mach, new Compute[1] { pgm }, sched, log) { } 
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        /// <summary> 
        /// This is used to build an evaluator when the machine list is discovered 
        /// </summary> 
        /// <param name="pgms">the program(s) to be executed</param> 
        /// <param name="sched">the scheduling policy</param> 
        /// <param name="log">the log text writer</param> 
        public StandardEval(Compute[] pgms, int sched, TextWriter log) :  
               this(null, pgms, sched, log) { }        
        /// <summary> 
        /// This is used to build an evaluator when the machine list is discovered 
        /// </summary> 
        /// <param name="pgm">the program (the only one) to be computed</param> 
        /// <param name="sched">the scheduling policy</param> 
        /// <param name="log">the log text writer</param> 
        public StandardEval(Compute pgm, int sched, TextWriter log) :  
               this(null, pgm, sched, log) { } 
        /// <summary> 
        /// This is used to build an evaluator when the machine list is discovered 
        /// </summary> 
        /// <param name="pgms">the program(s) to be executed</param> 
        /// <param name="log">the log text writer</param> 
        public StandardEval(Compute[] pgms, TextWriter log) :  
               this(null, pgms, DEFAULTSCHED, log) { } 
        /// <summary> 
        /// This is used to build an evaluator when the machine list is discovered 
        /// </summary> 
        /// <param name="pgm">the program (the only one) to be computed</param> 
        /// <param name="log">the log text writer</param> 
        public StandardEval(Compute pgm, TextWriter log) :  
               this(null, pgm, DEFAULTSCHED, log) { } 
        /// <summary> 
        /// This is used to build an evaluator when the machine list is discovered 
        /// </summary> 
        /// <param name="pgms">the program(s) to be executed</param> 
        public StandardEval(Compute[] pgms) :  
               this(null, pgms, DEFAULTSCHED, Console.Error) { } 
        /// <summary> 
        /// This is used to build an evaluator when the machine list is discovered 
        /// </summary> 
        /// <param name="pgm">the program (the only one) to be computed</param> 
        public StandardEval(Compute pgm) :  
               this(null, pgm, DEFAULTSCHED, Console.Error) { } 
        /// <summary> 
        /// add a task to the pool 
        /// </summary> 
        /// <param name="t">the task to be added</param> 
        public void addTask(Task t) { 
            tasks.addItem((Object) t); 
        } 
        /// <summary> 
        /// tells the pool there are no more tasks to compute 
        /// </summary> 
        public void noMoreTasks() { 
            tasks.markLastTask(); 
        } 
        /// <summary> 
        /// gets a result from the pool. Must be asked *after* the  
        /// termination of the eval. 
        /// </summary> 
        /// <returns>the result, null if there are no more results to fetch</returns> 
        public Object getResult() { 
            return results.getItem(); 
        } 
        /// <summary> 
        /// starts parallel evaluation of the tasks in the pool 
        /// </summary> 
        public void eval() { 
            WorkerManager wm = new WorkerManager(logFile,nw); 
            // TODO adjust raising an exception ... 
            if (machines == null) 
                return; 







            for (int i = 0; i < nw; i++) { 
                switch (sched) 
                { 
                    case SELFSCHED: 
                        tid[i] = new ControlThread(i, nw, tasks.size(), tasks, results, 
                                                   machines[i], programs, logFile, wm); 
                        Console.WriteLine("eval SELFSCHED created"); 
                        break; 
                    case RRSCHED: 
                        tid[i] = new RRControlThread(i, nw, tasks.size(), tasks,  
                                                     results, machines[i], programs,  
                                                     logFile); 
                        Console.WriteLine("eval SELFSCHED created"); 
                        break; 
                    case STATICSCHED: 
                        tid[i] = new StaticRRControlThread(i, nw, tasks.size(), tasks,  
                                                           results, machines[i],  
                                                           programs, logFile); 
                        Console.WriteLine("eval SELFSCHED created"); 
                        break; 
                    default: 
                        break; 
                } 
                tid[i].Start(); 
            } 
            if (sched == RRSCHED || sched == STATICSCHED) { 
                for(int i=0; i<nw; i++) 
                    try { 
                        tid[i].Join(); 
                    } catch (Exception e) { 
                        Console.WriteLine(e.StackTrace); 
                    } 
            } else {  
                for(int i=0; i<nw; i++) 
                    try { 
                        tid[i].Join(); 
                    } catch (Exception e) { 
                        Console.WriteLine(e.StackTrace); 
                    } 
                 
                logFile.WriteLine("StandardEval terminated"); 
            } 
        } 
        /// <summary> 
        /// this is to find workers with the discovery mechanism instead. Substitutes  
        /// the current machine list. Assumes that the fastest responders will be the  
        /// best ones and therefore put them in front of the list.          
        /// </summary> 
        /// <returns>the number of worker found, i.e. the size of the current machine  
        /// list</returns> 
        public int findAvailableWorkers() { 
            ArrayList machinesV = new ArrayList(); 
            try { 
                const int MAXTRY = 5; 
                const int receiving_delay = 500; 
                const int polling_delay = 500; 
                MulticastSocket ms = new MulticastSocket(Config.multicastIP, 
                                                         Config.multicastPort, 
                                                         Config.multicastTTL); 
                String pck; 
                ms.Join(); 
                for (int i = 0; i < MAXTRY; i++) 
                { 
                    Console.WriteLine("New discovery cycle"); 
                    ms.Send(Config.DISCOVERYMESSAGE); 
                    Thread.Sleep(receiving_delay); 
                    while (true) 
                    { 
                        pck = ms.Receive(Config.multicastTimeout); 
                        if (pck == null) 
                            break; 
                        else if (pck != Config.DISCOVERYMESSAGE) 
                        { 
                            try 
                            { 
                                IPAddress.Parse(pck); 
                                Console.WriteLine("New presence message received"); 
128 
                                if (machinesV.Contains(pck)) 
                                { 
                                    Console.WriteLine("Discovered host: " + pck +  
                                                      " (already in the machine list)"); 
                                } 
                                else 
                                { 
                                    machinesV.Add(pck); 
                                    Console.WriteLine("Discovered new host: " + pck); 
                                } 
 
                            } 
                            catch (Exception e) { 
                                Console.WriteLine("Invalid presence message received:" +  
                                                  pck); 
                                Console.WriteLine(e.GetType().ToString()); 
                                Console.WriteLine(e.Message); 
                                Console.WriteLine(e.StackTrace); 
                            } 
                        } 
                    } 
                    Thread.Sleep(polling_delay); 
                } 
                ms.Close(); 
                // eventually build the machine vector and return the number of 
                // machines found 
                machines = new String[machinesV.Count]; 
                for (int i = 0; i < machinesV.Count; i++) { 
                    machines[i] = (String) machinesV[i]; 
                } 
                nw = machinesV.Count; // adjust the available parallelism degree 
            } catch (IOException e) { 
                Console.WriteLine(e.StackTrace); 
            } 
            return machinesV.Count; 
        } 
        /// <summary> 
        /// This is used to set the actual parallelism degree after a discovery phase 
        /// </summary> 
        /// <param name="nw">the pretended parallelism degree</param> 
        /// <returns> 
        /// the actual parallelism degree (can be set to a lower value if 
        /// not enough processors are available) 
        /// </returns> 
        public int setParallelismDegree(int nw) { 
            if (nw > this.nw) { 
                Console.WriteLine("Attemtp to use more machines than available"); 
            } else { 
                this.nw = nw; 
            } 
            return this.nw; 
        } 














    /// <summary> 
    /// This is the control thread used by the StandardEval manager to implement a sort  
    /// of BLOCK scheduling strategy. The number of tasks is 
    /// divided in advance between the workers. Then each worker (each control thread,  
    /// actually, manages to compute the assigned set of tasks) 
    /// </summary> 
    public class StaticRRControlThread:thread 
    { 
 
        private const bool debug = true; //false; 
        // the name of the remote machine to be controlled 
        String remoteHost = null; 
        // this is the Pool where tasks are taken from 
        Pool taskPool = null; 
        // This is the pool where results are put into 
        ResultPool resultPool = null; 
        // hosts the programs to be computed (Compute interface) 
        ArrayList programs = null; 
        // this is to keep track of the number of tasks computed at the remote worker 
        int nTasks = 0; 
        // this is to identify the worker 
        int workerNo = 0; 
        // the total number of ControlThreads 
        int nPe = 0; 
        // the total number of tasks to be computed 
        int m = 0; 
        // the amount of millis to wait when the task pool is empty but will be full  
        // again 
        const int WAITIME = 5; 
        // in this case, being a (simil)RR, we need the number of tasks to be computed  
        // that  is the amount of times we've to go in the taskPool, fetch a task,  
        // compute it and deliver the result to the result pool. 
        int myTaskNo = 0; 
        // this is to get tasks statically 
        ArrayList myTasks = null; 
        // the log file 
        TextWriter logFile = null; 
 
        /// <summary> 
        /// Constructor 
        /// </summary> 
        /// <param name="no">the worker number</param> 
        /// <param name="n">the total number of control threads</param> 
        /// <param name="m">the total number of tasks to be computed</param> 
        /// <param name="tp">the task pool</param> 
        /// <param name="rp">the result pool</param> 
        /// <param name="hn">the host name</param> 
        /// <param name="programs">the Compute list</param> 
        /// <param name="log">the log file</param> 
        public StaticRRControlThread(int no, int n, int m, Pool tp, ResultPool rp,  
                                     String hn, Compute[] programs, TextWriter log) 
        { 
            this.programs = new ArrayList(); 
            for (int i = 0; i < programs.Length; i++) 
                this.programs.Add(programs[i]); 
            workerNo = no; 
            nPe = n; 
            this.m = m; 
            remoteHost = hn; 
            taskPool = tp; 
            resultPool = rp; 
            nTasks = 0; 




            if (no == (n - 1)) 
            { 
                myTaskNo = m - ((m / n) * (n - 1)); 
            } 
            else 
            { 
                myTaskNo = m / n; 
            } 
            if (debug)  
                Console.WriteLine("RR Control thread " + remoteHost +  
                                  " going to compute " + myTaskNo + " tasks"); 
            myTasks = new ArrayList(); 
            for (int i = 0; i < myTaskNo; i++) 
                myTasks.Add(taskPool.getItem()); 
            return; 
        } 
 
        /// <summary> 
        /// the thread body: lookup the remote worker, then start a loop: fetch a 
        /// task, deliver it and wait for the result to come back 
        /// </summary> 
        public override void run() 
        { 
            Worker worker = (Worker)Activator.GetObject( 
                    typeof(Worker), 
                    "http://" + remoteHost + ":" + Config.muskelWorkerPort + "/" +  
                    Config.muskelWorkerName); 
            if (worker == null) 
            { 
                Console.WriteLine("Cannot find worker on " + remoteHost); 
                Environment.Exit(0); 
            } 
            for (int i = 0; i < programs.Count; i++) 
                try 
                { 
                    worker.setProgram((Compute)programs[i]); 
                } 
                catch (Exception e) 
                { 
                    Console.WriteLine(e.StackTrace); 
                } 
            if (debug)  
                Console.WriteLine("Control thread " + remoteHost +  
                                  " starting main loop ..."); 
            for (int i = 0; i < myTaskNo; i++) 
            { 
                if (debug)  
                    Console.WriteLine("Control thread " + remoteHost +  
                                      " got a task ..."); 
                Task task = (Task)myTasks[0]; 
                myTasks.RemoveAt(0); 
                if (task != null) 
                { 
                    nTasks++; 
                    Object result = null; 
                    try 
                    { 
                        if (debug)  
                            Console.WriteLine("Control thread " + remoteHost +  
                                              " calling remote execute"); 
                        result = worker.execute(task); 
                        if (debug)  
                            Console.WriteLine("Control thread " + remoteHost +  
                                              " called remote execute"); 
                    } 
                    catch (Exception e) 
                    { 
                        Console.WriteLine(e.StackTrace); 
                    } 
                    if (debug)  
                        Console.WriteLine("Control thread " + remoteHost +  
                                          " adding result"); 
                    resultPool.addItem(result); 
                } 




            String line = null; 
            try 
            { 
                line = worker.getLoad(); 
            } 
            catch (Exception e) 
            { 
                Console.WriteLine(e.StackTrace); 
            } 
            logFile.WriteLine("Worker no. " + workerNo + " on machine " + remoteHost +  
                              " computed " + nTasks + " tasks Load was " + line); 
        } 








    /// <summary> 
    /// This is the task object. Each input data set that has to be processed is  
    /// represented as a task. <br/> 
    /// Tasks contain Object to be processed as well as info data that is used to gather  
    /// execution information concerning the workers/machines that computed this task as  
    /// well as the times involved in the task computation. 
    /// </summary> 
    [Serializable] 
    public class Task:ISerializable 
    { 
        #region Properties 
 
        private Object value; 
        /// <summary> 
        /// Data to be computed 
        /// </summary> 
        public Object Value 
        { 
            get { return this.value; } 
        } 
 
        private int programNumber; 
        /// <summary> 
        /// Used at the remote worker to understand which program has to be used to  
        /// compute this task, among all the programs stored at the remote worker. 
        /// </summary> 
        public int ProgramNumber 
        { 
            get { return this.programNumber; } 
        } 
 
        private int id; 
        /// <summary> 
        /// task identifier 
        /// </summary> 
        public int Id 
        { 
            get { return this.id; } 
        } 
 
        private TaskInfo info = null; 
        /// <summary> 
        /// informations concerning the task execution 
        /// </summary> 
        public TaskInfo Info 
        { 
            get { return this.info; } 
            set { this.info = value; } 




        private bool isResult = false; 
        /// <summary> 
        /// used to understand whether the task is a result 
        /// <ul> 
        /// <li><b>true</b> in case of final result</li> 
        /// <li><b>false</b> otherwise</li> 
        /// </ul> 
        /// </summary> 
        public bool IsResult 
        { 
            get { return this.isResult; } 
        } 
        /// <summary> 
        /// Set is result flag 
        /// </summary> 
        public void setResult() 
        { 
            this.isResult = true; 
        } 
 
        /// <summary> 
        /// Public flag used to mark task like the LAST 
        /// </summary> 
        public bool lastOne = false; 
 
        #endregion 
 
        #region Constructors 
 
        /// <summary> 
        /// Creates a task to be processed. The object represents the actual input data.  
        /// <br/> 
        /// No set task methods provided: a task is created and never modified.  
        /// Possibly a new task is generated out of the current one. 
        /// </summary> 
        /// <param name="task">The value to be assigned to the task</param> 
        /// <param name="taskId">The task identifier</param> 
        /// <param name="programNumber">The handle to identify the program to be used to  
        /// execute the task</param> 
        public Task(Object task, int taskId, int programNumber) 
        { 
            this.value = task; 
            this.id = taskId; 
            this.programNumber = programNumber; 
            this.isResult = false; 
        } 
 
        /// <summary> 
        /// Creates a task to be processed. The object represents the actual input data.  
        /// <br/> 
        /// No set task methods provided: a task is created and never modified.  
        /// Possibly a new task is generated out of the current one. 
        /// </summary> 
        /// <param name="task">The value to be assigned to the task</param> 
        /// <param name="taskId">The task identifier</param> 
        /// <remarks>Use this contructor set program number to zero</remarks> 
        public Task(Object task, int taskId) 
        { 
            this.value = task; 
            this.id = taskId; 
            this.programNumber = 0; 
            this.isResult = false; 
        } 
 
        #endregion 
         
        #region Serialization 
        /// <summary> 
        /// Constructor for deserialize a Task 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public Task(SerializationInfo info, StreamingContext context) 
        { 
            this.value = info.GetValue("value", typeof(Object)); 
            this.id = (Int32)info.GetValue("id", typeof(Int32)); 
            this.programNumber = (Int32)info.GetValue("programNumber", typeof(Int32)); 
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            this.isResult = (Boolean)info.GetValue("isResult", typeof(Boolean)); 
            this.info = (TaskInfo)info.GetValue("info",typeof(TaskInfo)); 
        } 
 
        /// <summary> 
        /// A Task serialization 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public void GetObjectData(SerializationInfo info, StreamingContext context) 
        { 
            info.AddValue("value", this.value); 
            info.AddValue("id", this.id); 
            info.AddValue("programNumber", this.programNumber); 
            info.AddValue("isResult", this.isResult); 
            info.AddValue("info", this.info); 
        } 
        #endregion 
 









    /// <summary> 
    /// Information about task execution 
    /// </summary> 
    [Serializable] 
    public class TaskInfo:ISerializable 
    { 
        #region Properties 
 
        private IPHostEntry host = null; 
        /// <summary> 
        /// INET information about remote worker host  
        /// </summary> 
        public IPHostEntry Host 
        { 
            get { return this.host; } 
            set { this.host = value; } 
        } 
 
        private String name = ""; 
        /// <summary> 
        /// The remote worker name 
        /// </summary> 
        public String Name 
        { 
            get { return this.name; } 
            set { this.name = value; } 
        } 
 
        private long millis = 0; 
        /// <summary> 
        /// remote worker millisecond 
        /// </summary> 
        public long Millis 
        { 
            get { return millis; } 
            set { millis = value; } 
        } 
 
        #endregion 
 
        #region Constructor 
        /// <summary> 
        /// Task information constructor 
        /// </summary> 
        /// <param name="name">Remote worker name</param> 
        /// <param name="host">Remote worker host INET information</param> 
        /// <param name="millis">Remote worker millisecond</param> 
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        public TaskInfo(String name, IPHostEntry host, long millis) 
        { 
            this.name=name; 
            this.host=host; 
            this.millis=millis; 
        } 
 
        #endregion 
 
        #region Serialization 
        /// <summary> 
        /// Constructor for deserialize a TaskInfo 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public TaskInfo(SerializationInfo info, StreamingContext context) 
        { 
            this.name = (String)info.GetValue("name",typeof(String)); 
            this.host = (IPHostEntry)info.GetValue("host", typeof(IPHostEntry)); 
            this.millis = (long)info.GetValue("millis", typeof(long)); 
        } 
        /// <summary> 
        /// A TaskInfo serialization 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public void GetObjectData(SerializationInfo info, StreamingContext context) 
        { 
            info.AddValue("name", this.name); 
            info.AddValue("host", this.host); 
            info.AddValue("millis", this.millis); 
        } 
        #endregion 










    /// <summary> 
    /// An abstract thread class extendable 
    /// </summary> 
    public abstract class thread 
    { 
        /// <summary> 
        /// Abstract method to be implemented 
        /// </summary> 
        public abstract void run(); 
 
        Thread _thread = null; 
        /// <summary> 
        /// Start run method in a thread for asynchronous execution 
        /// </summary> 
        public void Start() 
        { 
            if (_thread!=null) 
                this.Stop(); 
            else 
                this._thread = new Thread(new ThreadStart(this.run)); 
            this._thread.Start(); 
        } 
 
        /// <summary> 
        /// Stop asynchronous execution 
        /// </summary> 
        public void Stop() 
        { 
            if (this.IsAlive()) 
            { 
                this._thread.Abort(); 
            } 
        } 
 
        /// <summary> 
        /// Is this thread alive? 
        /// </summary> 
        /// <returns>alive thread state</returns> 
        public bool IsAlive() 
        { 
            return (this._thread != null && this._thread.IsAlive); 
        } 
 
        /// <summary> 
        /// Wait for asynchronous execution end 
        /// </summary> 
        public void Join()  
        { 
            if (this.IsAlive()) 
            { 
                this._thread.Join(); 
            } 
        } 
 
        /// <summary> 
        /// Set thread daemon flag 
        /// </summary> 
        /// <param name="value">a boolean value</param> 
        public void setDaemon(bool value) 
        { 
            if (this._thread != null) 
                this._thread.IsBackground = value; 
        } 










    /// <summary> 
    /// This skeleton represent the While pattern 
    /// </summary> 
    [Serializable] 
    public class While : Compute 
    { 
        private Condition guard; 
        private Compute worker; 
 
        /// <summary> 
        /// The Worker skeleton worker, this is only needed to compiler into MDF  
        /// </summary> 
        public Compute Worker 
        { 
            get { return worker; } 
        } 
 
 
        /// <summary> 
        /// The Condition, this is only needed to compiler into MDF  
        /// </summary> 
        public Condition Guard 
        { 
            get { return guard; } 
        } 
 
 
        /// <summary> 
        /// creates a new While skeleton. 
        /// </summary> 
        /// <param name="worker">the skeleton used to implement the While  
        /// pattern</param> 
        public While(Condition guard,Compute worker) 
        { 
            this.guard = guard; 
            this.worker = worker; 
        } 
 
        /// <summary> 
        /// Overrided compute method for While skeleton, it use its worker compute  
        /// method 
        /// </summary> 
        /// <param name="task">Task to compute</param> 
        /// <returns>The computation result</returns> 
        public override Object compute(Object task) 
        { 
            Object tmp=task; 
            while (guard.apply(task)) 
                tmp= worker.compute(tmp); 
            return tmp; 
        } 
 
        /// <summary> 
        /// Create an While string representation  
        /// </summary> 
        /// <returns>The While string representation with worker compute string  
        /// representation</returns> 
        public override String represent() 
        { 
            String res="WHILE ("+guard.represent()+") {"; 
            if (worker == null) res+="NULL"; else res+= worker.represent(); 
            return res+"}"; 




        /// <summary> 
        /// Constructor for deserialize a While 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public While(SerializationInfo info, StreamingContext context) 
        { 
            this.guard = (Condition)info.GetValue("guard", typeof(Condition)); 
            this.worker = (Compute)info.GetValue("worker", typeof(Compute)); 
        } 
 
        /// <summary> 
        /// A While serialization 
        /// </summary> 
        /// <param name="info">the serialization information container</param> 
        /// <param name="context">the serialization stream context</param> 
        public override void GetObjectData(SerializationInfo info,  
                                           StreamingContext context) 
        { 
            info.AddValue("guard", this.guard); 
            info.AddValue("worker", this.worker); 
        } 
 













    /// <summary> 
    /// This is the interface of the remote worker object: it provides methods to: 
    /// <ul> 
    ///     <li>set up the program code to be executed at the worker</li> 
    ///     <li>require the execution of a task</li> 
    ///     <li>gather the result of the execution of a task</li> 
    ///     <li>require the synchronous execution of a task</li> 
    /// </ul> 
    /// multiple programs can be stored at the worker site. This enables to compute 
    /// tasks either belonging to different programs or to different parts of the 
    /// same program. <br /> 
    /// An asynchrounous mechanism is provided to enable control threads to issue 
    /// more than a single task, or to allow them to do other stuff before actually 
    /// requiring the result of the computation. A task evaluation request simply 
    /// returns an handle. invoking a wait on that handle allows to wait for result 
    /// completion. 
    /// </summary> 
    [Serializable] 
    public abstract class Worker : MarshalByRefObject 
    { 
 
        /// <summary> 
        /// stores the program to be computed (i.e. the code that has to be used  
        /// to process each one of the tasks that are going to be sent to the worker) 
        /// </summary> 
        /// <param name="program">the program to be computed at the remote  
        /// worker</param> 
        /// <returns>the handle (index) of the program (used to store multiple programs  
        /// at the same site)</returns> 
        public abstract int setProgram(Compute program); 
 
        /// <summary> 
        /// send a task for execution 
        /// </summary> 
        /// <param name="task">the task to be computed</param> 
        /// <returns>the handle for the task (to be used to wait for task  
        /// completion)</returns> 
        public abstract int requestExecution(Task task); 
 
        /// <summary> 
        /// waits for the termination of the execution of a given task 
        /// </summary> 
        /// <param name="handle">the handle of the task whose results we want to wait  
        /// for</param> 
        /// <returns>the result computed by the task</returns> 
        public abstract Object wait(int handle); 
 
        /// <summary> 
        /// this is acutally a synchronous task execution request 
        /// </summary> 
        /// <param name="task">the task to be computed right now (we'll wait for the  
        /// task result)</param> 
        /// <returns>the result of the task computed</returns> 
        public abstract Object execute(Task task); 
 
        /// <summary> 
        /// this is to view the remote worker load. It actually works only on Linux 
        /// machines as it uses the uptime command to gather info 
        /// </summary> 
        /// <returns>the string returned by the uptime command on the remote  
        /// machine</returns> 




        /// <summary> 
        /// this is currently used to test liveness and to measure RTT 
        /// </summary> 
        public abstract void ping(); 
 
        /// <summary> 
        /// this is currently used to test liveness and to measure RTT with a simple  
        /// data packet 
        /// </summary> 
        /// <param name="o">the data packet</param> 
        /// <returns>the result of a computation with received data packet</returns> 
        public abstract byte[] ping(byte[] o); 
 
 
        /// <summary> 
        /// this is used to terminate remote workers 
        /// </summary> 
        public abstract void terminate(); 













    /// <summary> 
    /// this interface is used to model the performance contract aksed to the muskel  
    /// runtime. 
    /// This is an interface as multiple contracts can be issued to the muskel run time. 
    /// </summary> 
public class WorkerManager { 
     
    //the total number of workers to be maintained 
    int totalW = 0; 
    // the current number of workers 
    int nw = 0; 
    // the number of workers correctly terminated 
    int terminatedW = 0; 
     
     
    // the log file 
    TextWriter logFile = null; 
     
    /// <summary> 
    /// Constant value used to indicate terminated state 
    /// </summary> 
    public const int TERMINATED = 11; 
    /// <summary> 
    /// Constant value used to indicate new element add needing state 
    /// </summary> 
    public const int ADDNEWONE = 22; 
     
 
    /// <summary> 
    /// Constructor 
    /// </summary> 
    /// <param name="log">the log file handle</param> 
    /// <param name="nw">the number of intial/requested workers</param> 
    public WorkerManager(TextWriter log, int nw) 
    { 
        this.totalW = nw; 
        this.nw     = nw; 
        terminatedW = 0; 
        logFile     = log; 




    /// <summary> 
    /// Used by control thread to signal a faulty worker 
    /// </summary> 
    [MethodImpl(MethodImplOptions.Synchronized)] 
    public void died() { 
        nw--; 
        Monitor.PulseAll(this); // notify() is enough: only the DynEval may wait 
        return; 
    } 
     
    /// <summary> 
    /// Used by control thread to signal that a worker terminated the operations  
    /// regularly 
    /// </summary> 
    [MethodImpl(MethodImplOptions.Synchronized)] 
    public void terminated() { 
        terminatedW++; 
        nw--; 
        Monitor.PulseAll(this); // notify() is enough: only the DynEval may wait 
        return; 
    } 
     
    /// <summary> 
    /// used by the DynEval to chek termination or need for adding a fresh worker 
    /// </summary> 
    /// <returns>WorkerManager.TERMINATED in case of termination,  
    /// WorkerManager.ADDNEWONE in case of fault</returns> 
    [MethodImpl(MethodImplOptions.Synchronized)] 
    public int waitEvent() { 
        while((nw+terminatedW) == totalW && nw!=0) { 
            try { 
                Monitor.Wait(this);  
            } catch (ThreadInterruptedException e) { 
                logFile.WriteLine(e.StackTrace); 
            } 
        } 
        if(nw == 0)  
            return TERMINATED; 
        else  
            return ADDNEWONE; 
    } 
     
    /// <summary> 
    /// Used by dynEval to notify a new worker added to the pool 
    /// </summary> 
    [MethodImpl(MethodImplOptions.Synchronized)] 
    public void created() { 
        nw++; 
        // does not notify, called by DynEval only ... 
        return; 
    } 













    /// <summary> 
    /// Objects in this calss are used to host the name of the machine were a remote  
    /// worker is running and 
    /// the thread id of the controlling thread. 
    /// </summary> 
    public class WorkerThreadId 
    { 
        /// <summary>the host name</summary> 
        public String hostName = null; 
        /// <summary>the Thread id</summary> 
        public thread tid; 
 
        /// <summary> 
        /// Base constructor 
        /// </summary> 
        /// <param name="s">the hostname</param> 
        /// <param name="t">the thread</param> 
        public WorkerThreadId(String s, thread t) 
        { 
            hostName = s; 
            tid = t; 
            return; 
        } 












    /// <summary> 
    /// CopierThread take a source stream and copy all contents in an output stream 
    /// </summary> 
    public class CopierThread:thread 
    { 
        private TextReader input; 
        private TextWriter output; 
 
        #region Constructors 
        /// <summary> 
        /// Create a new instance of CopierThread 
        /// </summary> 
        /// <param name="input">a generic stream used how source</param> 
        /// <param name="output">a generic stream used how destination</param> 
        public CopierThread(Stream input, Stream output) 
        { 
            this.input = new StreamReader(new BufferedStream(input)); 
            this.output = new StreamWriter(output); 
        } 
 
        /// <summary> 
        /// Create a new instance of CopierThread 
        /// </summary> 
        /// <param name="input">a generic stream used how source</param> 
        /// <param name="output">a TextWriter used how destination</param> 
        public CopierThread(Stream input, TextWriter output) 
        { 
            this.input = new StreamReader(new BufferedStream(input)); 
            this.output = output; 
        } 
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        /// <summary> 
        /// Create a new instance of CopierThread 
        /// </summary> 
        /// <param name="input">a TextReader used how source</param> 
        /// <param name="output">a generic stream used how destination</param> 
        public CopierThread(TextReader input, Stream output) 
        { 
            this.input = input; 
            this.output = new StreamWriter(output); 
        } 
 
        /// <summary> 
        /// Create a new instance of CopierThread 
        /// </summary> 
        /// <param name="input">a TextReader used how source</param> 
        /// <param name="output">a TextWriter used how destination</param> 
        public CopierThread(TextReader input, TextWriter output) 
        { 
            this.input = input; 
            this.output = output; 
        } 
        #endregion 
 
        /// <summary> 
        /// Callback used by thread to execute stream copy 
        /// </summary> 
        public override void run() 
        { 
            String line = null; 
            do 
            { 
                try 
                { 
                    line = input.ReadLine(); 
                    if (line != null && line.Equals(".")) 
                        break; // per trattare la terminazione come nel SMTP 
                    output.WriteLine(line); 
                } 
                catch (IOException e) 
                { 
                    Console.WriteLine(e.StackTrace); 
                } 
            } while (line != null); 
            Console.WriteLine("CopierThread: did it"); 
        } 









    /// <summary> 
    /// A generic computation 
    /// </summary> 
    public class GeniricCompute 
    { 





    /// <summary> 
    /// Get pid class 
    /// </summary> 
    public class GetPid 
    { 















    /// <summary> 
    /// Class for implementing host scanning 
    /// </summary> 
    public class HostScanner 
    { 
        // he number of bits in the address corresponding to the network address  
        int netbits = 24; 
 
        // the network address 
        IPAddress net = null; 
 
        /// <summary> 
        /// Host scanner constructor 
        /// </summary> 
        /// <param name="ia">Network mask used in host search </param> 
        /// <param name="netbits">Netbits fixed in Network mask</param> 
        public HostScanner(IPAddress ia, int netbits) 
        { 
            if (netbits > 32) netbits = 32; 
            else if (netbits < 0) netbits = 0; 
            this.netbits = netbits; 
            this.net = ia; 
        } 
 
        /// <summary> 
        /// Host scanner constructor with netbits fixed to 24 bit 
        /// </summary> 
        /// <param name="ia">Network mask used in host search </param> 
        public HostScanner(IPAddress ia) 
        { 
            this.net = ia; 
        } 
 
        /// <summary> 
        /// Transform a byte array into a Long value 
        /// ex: 
        ///     [0x01,0x02,0x04,0x08] => 0x01020408 
        /// </summary> 
        /// <param name="a">byte array</param> 
        /// <returns>a long represented in byte array "a"</returns> 
        public long toLong(byte[] a) 
        { 
            long res = 0; 
            for (int i = 0; i < a.Length; i++) 
            { 
                res = res * 0x100 + a[i]; 
            } 
            return res; 




        /// <summary> 
        /// Transform a Long value into an IP v4 address 
        /// example: 
        ///     0x7F000001 => 127.0.0.1 
        /// </summary> 
        /// <param name="addr">Long value</param> 
        /// <returns>IP v4 address</returns> 
        public IPAddress toIA(long addr) 
        { 
            long q = addr / 0x100, r = addr % 0x100; 
            String tmp = "" + r; 
            for (int i = 0; i < 3 || q > 0; i++) 
            { 
                r = q % 0x100; 
                q = q / 0x100; 
                tmp = r + "." + tmp; 
            } 
            return IPAddress.Parse(tmp); 
        } 
        /// <summary> 
        /// Host scanning starting method 
        /// </summary> 
        public void doit() 
        { 
            long fullmask = 0xffffffff; 
            long lbmask = 0x000000ff; 
            long netmask = (fullmask << (32 - netbits)) & fullmask; 
            long start_host = toLong(net.GetAddressBytes()) & netmask; 
            long end_host = start_host | (fullmask ^ netmask); 
            if (netbits < 32) 
            { 
                start_host++; 
                if (netbits < 32) 
                    end_host--; 
            } 
            Console.WriteLine("Scanning from {0,-15:S} to {1,-15:S} netmask {2,8:X} = "+ 
                             "{3,-15:S}", toIA(start_host).ToString(),  
                              toIA(end_host).ToString(), netmask,  
                              toIA(netmask).ToString()); 
            Thread pinger; 
            Int32 pinger_thread_id = 0; 
            for (long curr = start_host; curr <= end_host; curr++) 
            { 
                if ((curr & lbmask) == 0xff) continue; 
                if ((curr & lbmask) == 0x00) continue; 
                pinger_thread_id++; 
                pinger = new Thread( 
                             new ThreadStart(( 
                                 new HostScannerConnector(toIA(curr), 22)).tryConnect)); 
                new HostScannerConnectorTimer(30000, pinger, pinger_thread_id); 
                //Console.WriteLine("Start {0:D}", pinger_thread_id); 
                pinger.Start(); 
                if ((pinger_thread_id % 10) == 0) pinger.Join(); 
            } 
        } 
    } 
    /// <summary> 
    /// A class implementing a timer to implement connection timeout 
    /// </summary> 
    class HostScannerConnectorTimer 
    { 
        private Int32 id; 
        private Int32 ms; 
        private Thread t; 
        /// <summary> 
        /// Timer constructor 
        /// </summary> 
        /// <param name="ms">millisecond to wait</param> 
        /// <param name="t">thread to abort</param> 
        /// <param name="id">request id used for debug</param> 
        public HostScannerConnectorTimer(Int32 ms,Thread t,Int32 id) 
        { 
            this.id = id; 
            this.ms = ms; 
            this.t = t; 
            (new Thread(new ThreadStart(this.interrupt))).Start(); 
        } 
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        /// <summary> 
        /// The interruptor method. 
        /// Wait ms millisecond before call thread interrupt method 
        /// </summary> 
        public void interrupt() 
        { 
            Thread.Sleep(this.ms); 
            if (t.IsAlive) 
            { 
                t.Abort(); 
                Console.WriteLine("Abort " + id); 
                t.Join(); 
                Console.WriteLine("Aborted " + id); 
            } 
            else 
            { 
                Console.WriteLine("Already stopped " + id); 
            } 
        } 
    } 
 
    /// <summary> 
    /// Connector class 
    /// </summary> 
    class HostScannerConnector 
    { 
        private IPAddress ip; 
        private Int32 port; 
        /// <summary> 
        /// Constructor 
        /// </summary> 
        /// <param name="ip">IP address to connect</param> 
        /// <param name="port">port</param> 
        public HostScannerConnector(IPAddress ip, Int32 port){ 
            this.ip = ip; 
            this.port = port; 
        } 
 
        /// <summary> 
        /// Connection method 
        /// </summary> 
        public void tryConnect() 
        { 
            Console.WriteLine("CONNECTION TRY TO " + ip.ToString() + ":" + port ); 
            try 
            { 
                TcpClient tcpclnt = new TcpClient(); 
                tcpclnt.Connect(this.ip, this.port); 
                tcpclnt.Close(); 
                Console.WriteLine("CONNECTION TO " + ip.ToString() + ":"+port+ 
                                  " SUCCESS"); 
            } 
            catch (Exception e) 
            { 
                Console.WriteLine("CONNECTION TO " + ip.ToString() + ":" + port +  
                                  " FAIL cause "+e.Message); 
            } 
        } 








namespace MuSkel.util { 
    /// <summary> 
    /// utility class to measure RTT 
    /// </summary> 
    public class Misura { 
        /// <summary> 
        /// static method to measure RTT ton an host with a defined packet size 
        /// </summary> 
        /// <param name="host">destination host ip</param> 
        /// <param name="sizeOfPacket">packet size in bytes</param> 
        public static void measureRTT(String host, int sizeOfPacket) { 
            Worker worker = (Worker)Activator.GetObject( 
                            typeof(RemoteWorker), 
                            "http://" + host + ":" + Config.muskelWorkerPort + "/" +  
                            Config.muskelWorkerName); 
            if (worker == null) 
                Console.WriteLine("cannot locate server"); 
            else 
                try { 
                    worker.ping(); 
                    long t0, t1, diff; 
                    Console.WriteLine("Worker found"); 
                    byte[] task = new byte[sizeOfPacket]; 
                    for (int i = 0; i < sizeOfPacket; i++) { task[i] = 0; } 
                    Console.WriteLine("Task ok"); 
                    long average = 0; 
                    long n = 10; 
                    for (int i = 0; i < n; i++) { 
                        t0 = Environment.TickCount; 
                        try { 
                            byte[] result = worker.ping(task); 
                        } 
                        catch (Exception e) 
                        { 
                            Console.WriteLine(e.StackTrace); 
                        } 
                        t1 = Environment.TickCount; 
                        diff = t1 - t0; 
                        Console.WriteLine("try " + i + " " + (diff)); 
                        average += diff; 
                    } 
                    Console.WriteLine("Average (single)" + (average / n)); 
                    average = 0; 
                    n = 100; 
                    t0 = Environment.TickCount; 
                    for (int i = 0; i < n; i++) { 
                        try { 
                            byte[] result = worker.ping(task); 
                        } 
                        catch (Exception e) 
                        { 
                            Console.WriteLine(e.StackTrace); 
                        } 
                    } 
                    t1 = Environment.TickCount; 
                    diff = t1 - t0; 
                    average = (diff * 100L) / n; 
                    Console.WriteLine("Alltogheter (*100!) " + (average)); 
                } 
                catch (Exception e) 
                { 
                    Console.WriteLine("Worker not found"); 
                    Console.WriteLine(e.GetType().ToString()); 
                    Console.WriteLine(e.Message); 
                    Console.WriteLine(e.StackTrace); 
                } 
        } 















    /// <summary> 
    /// Implement a beacon on a multicast channel 
    /// </summary> 
    public class MulticastBeacon:thread 
    { 
        /// <summary> 
        /// Execute a multicast beacon 
        /// </summary> 
        public override void run() 
        { 
            Socket s = new Socket(AddressFamily.InterNetwork, SocketType.Dgram, 
                                  ProtocolType.Udp); 
            IPEndPoint ipep = new IPEndPoint(IPAddress.Any, Config.multicastPort); 
            s.Bind(ipep); 
            IPAddress ip = IPAddress.Parse(Config.multicastIP); 
 
            s.SetSocketOption(SocketOptionLevel.IP, 
                SocketOptionName.AddMembership, 
                    new MulticastOption(ip, IPAddress.Any)); 
            try 
            { 
                while (true) 
                { 
                    byte[] b = new byte[100 * 1024]; 
                    s.Receive(b); 
                    List<String> request = Serializer<List<String>>.Deserialize(b); 
                    if (request.Count > 0 && request[0].Equals("MuSkel IP list")) 
                    { 
                        request.RemoveAt(0); 
                        foreach (String msg in request) 
                            Console.WriteLine(msg); 
                    } 
                    else 
                    { 
                        foreach (String msg in request) 
                            Console.WriteLine(msg); 
                    } 
                } 
            } 
            catch (Exception e) 
            { 
                Console.WriteLine(e.StackTrace); 
            } 
        } 














    /// <summary> 
    /// Multicast socket 
    /// </summary> 
    public class MulticastSocket 
    { 
 
        const int MIN_PORT = 1024;  // min port value 
        const int MAX_PORT = 65535; // max port value 
        Socket sock;                // Multicast socket 
        IPAddress mcIP;             // Multicast addr 
        int mcPort;                 // Multicast port 
        bool joined;                // True if bind was called 
 
        EndPoint lastReceivePoint;  // Last received packet sender 
        /// <summary> 
        /// Last received packet sender 
        /// </summary> 
        public EndPoint LastReceivePoint 
        { 
            get { return lastReceivePoint; } 
        } 
 
 
        /// <summary> 
        /// Base constructor 
        /// </summary> 
        /// <param name="mcastGroup">multicast group IP address to join</param> 
        /// <param name="mcPort">multicast group port to join</param> 
        /// <param name="ttl">packet ttl: 
        /// 0 - LAN 
        /// 1 - Single Router Hop 
        /// 2 - Two Router Hops...</param> 
        public MulticastSocket(string mcastGroup, int mcPort, int ttl) 
        { 
            // Validate the input multicast IP address 
            try 
            { 
                mcIP = IPAddress.Parse(mcastGroup); 
            } 
            catch (Exception) 
            { 
                throw new Exception("Invalid IP Address specified."); 
            } 
            if ((mcPort < MIN_PORT) || (mcPort > MAX_PORT)) 
            { 
                throw new Exception("Invalid Port specified.\n" + 
                                    "Port must be between " + MIN_PORT +  
                                    " and " + MAX_PORT); 
            } 
            else 
            { 
                this.mcPort = mcPort; 
            } 
 
            // Create the Socket 
            sock = new Socket(AddressFamily.InterNetwork, 
                              SocketType.Dgram, 
                              ProtocolType.Udp); 
            // Set the Time to Live                           
            sock.SetSocketOption(SocketOptionLevel.IP, 
                                 SocketOptionName.MulticastTimeToLive, 
                                 ttl); 
            joined = false; 
        } 
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        /// <summary> 
        /// Simplified constructor. Packet will have TTL = 0 (LAN) 
        /// </summary> 
        /// <param name="mcastGroup">multicast group IP address to join</param> 
        /// <param name="mcPort">multicast group port to join</param> 
        public MulticastSocket(string mcastGroup, int mcPort) :  
            this(mcastGroup, mcPort, 0) { } 
 
        /// <summary> 
        /// Default constructor. 
        /// Socket will join multicast group using Config.multicastIP as IP address,  
        /// Config.multicastPort as port and 0 as TTL 
        /// </summary> 
        public MulticastSocket() : this(Config.multicastIP, Config.multicastPort) { } 
 
        /// <summary> 
        /// Close multicast socket. If socket was joined for receiving will drop 
        /// membership before close 
        /// </summary> 
        public void Close() 
        { 
            if (joined) 
                // Drop membership 
                sock.SetSocketOption(SocketOptionLevel.IP, 
                                     SocketOptionName.DropMembership, 
                                     new MulticastOption(mcIP, IPAddress.Any)); 
            // Close the socket 
            sock.Close(); 
        } 
 
        /// <summary> 
        /// Send a message on a multicast group 
        /// </summary> 
        /// <param name="msg">message will be sent</param> 
        public void Send(string msg) 
        { 
            // Create an IP endpoint class instance 
            IPEndPoint ipep = new IPEndPoint(mcIP, mcPort); 
            System.Text.ASCIIEncoding encode = new System.Text.ASCIIEncoding(); 
            byte[] inputToBeSent = encode.GetBytes(msg); 
            // Send the data packet 
            sock.SendTo(inputToBeSent, 0, inputToBeSent.Length, 
                            SocketFlags.None, ipep); 
        } 
 
        /// <summary> 
        /// Join to multicast group, binding socket 
        /// </summary> 
        public void Join() 
        { 
            // Set the reuse address option 
            sock.SetSocketOption(SocketOptionLevel.Socket, 
                                 SocketOptionName.ReuseAddress, 1); 
            // Create an IPEndPoint and bind to it 
            IPEndPoint ipep = new IPEndPoint(IPAddress.Any, mcPort); 
            sock.Bind(ipep); 
            // Add membership in the multicast group 
            sock.SetSocketOption(SocketOptionLevel.IP, 
                                 SocketOptionName.AddMembership, 
                                 new MulticastOption(mcIP, IPAddress.Any)); 
            joined = true; 
        } 
 
        /// <summary> 
        /// Receive a packet from a multicast group without timeout 
        /// </summary> 
        /// <returns>the received packet</returns> 
        public String Receive() 
        { 
            return Receive(0); 
        } 
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        /// <summary> 
        /// Receive a packet from a multicast group with timeout 
        /// </summary> 
        /// <param name="timeout">receive timeout in millisecond, if 0 timeout was  
        /// disabled</param> 
        /// <returns>the received packet</returns> 
        public String Receive(int timeout) 
        { 
            try 
            { 
                IPEndPoint receivePoint = new IPEndPoint(IPAddress.Any, 0); 
                int MAX_LEN = 1024;   // Max receive buffer size 
                // Set receive timeout 
                sock.ReceiveTimeout = timeout; 
                // Create the EndPoint class 
                receivePoint = new IPEndPoint(IPAddress.Any, 0); 
                lastReceivePoint = (EndPoint)receivePoint; 
                byte[] recData = new byte[MAX_LEN]; 
 
                // Receive the multicast packets 
                int length = sock.ReceiveFrom(recData, 0, MAX_LEN, 
                                              SocketFlags.None, 
                                              ref lastReceivePoint); 
 
                // Format and output the received data packet 
                System.Text.ASCIIEncoding encode = new System.Text.ASCIIEncoding(); 
                return encode.GetString(recData, 0, length); 
            } 
            catch (SocketException e) 
            { 
                //Timeout 
                return null; 
            } 
        } 












    /// <summary> 
    /// Remote execution thread 
    /// </summary> 
    public class RemoteNodeControl:thread 
    { 
        String host; 
        String executable; 
        String user = "muskel"; 
        String password = "muskel"; 
        TextWriter log=Console.Out; 
 
        /// <summary> 
        /// Base constructor 
        /// </summary> 
        /// <param name="host">Remote host </param> 
        /// <param name="executable">Path of redistributable executable</param> 
        /// <param name="log">Thread execution log</param> 
        public RemoteNodeControl(String host, String executable,TextWriter log) 
        { 
            this.host = host; 
            this.executable = executable; 
            this.log = log; 
        } 
 
        /// <summary> 
        /// Remote node management method, send current executable on remote host,  
        /// launch it and redirect execution output on log 
        /// </summary> 
        public override void run() 
        { 
            Scp scp = new Scp(host, user, password); 
            scp.Connect(); 
            scp.Put(executable, "muskel_executable.exe"); 
            scp.Close(); 
            SshStream ssh = new SshStream(host, user, password); 
            ssh.Prompt = "$"; 
            ssh.RemoveTerminalEmulationCharacters = true; 
            Thread.Sleep(5000); 
            ssh.Write("cli ./muskel_executable.exe"); 
            Thread.Sleep(5000); 
            String s = ssh.ReadResponse(); 
            String[] rows=s.Split('\n'); 
            for (int i=0;i<rows.Length;i++)  
                log.WriteLine("{0}:{1}",host,rows[i]); 
            try 
            { 
                while (true) 
                { 
                    Thread.Sleep(500); 
                    s = ssh.ReadResponse(); 
                    if (s == null) break; 
                    rows = s.Split('\n'); 
                    for (int i = 0; i < rows.Length; i++) 
                        log.WriteLine("{0}:{1}", host, rows[i]); 
                } 
            }catch(Exception e){ 
                log.WriteLine("{0}:{1}", host, e.StackTrace); 
            } 
            ssh.Close(); 
        } 












    /// <summary> 
    /// Remote execution manager 
    /// </summary> 
    public class RemoteNodeLauncher 
    { 
        /// <summary> 
        /// Remote execution distribution management method 
        /// </summary> 
        /// <param name="hosts">Remote host list</param> 
        /// <param name="executable">Path of redistributable executable</param> 
        /// <param name="log">Remote execution log</param> 
        public static void run(ArrayList hosts, String executable,TextWriter log) 
        { 
            int nw=hosts.Count; 
            thread[] controlthreads = new thread[nw]; 
            for(int i=0;i<nw;i++){ 
                controlthreads[i] = new RemoteNodeControl((String)hosts[i], executable,  
                                                          log); 
                controlthreads[i].Start(); 
            } 
            for (int i = 0; i < nw; i++) 
            { 
                try 
                { 
                    controlthreads[i].Join(); 
                } 
                catch (ThreadInterruptedException e) 
                { 
                    log.WriteLine("Interrupted while waiting for "+ 
                                  "RemoteWorkerThread completion"); 
                    log.WriteLine(e.StackTrace); 
                } 
            } 
        } 















    /// <summary> 
    /// Util class to perform generic serialization process 
    /// </summary> 
    /// <typeparam name="SerializableType">Serializable class type</typeparam> 
    public abstract class Serializer<SerializableType> 
    { 
        #region Serialize methods 
 
        /// <summary> 
        /// To stream serialize method 
        /// </summary> 
        /// <param name="obj">Serializable object</param> 
        /// <returns>Stream contains the serialized representation of the  
        /// instance</returns> 
        public static Stream SerializeToStream(SerializableType obj) 
        { 
            try 
            { 
                MemoryStream memStream = new MemoryStream(); 
                IFormatter formatter = new BinaryFormatter(); 
                formatter.Serialize(memStream, obj); 
                memStream.Seek(0, SeekOrigin.Begin); 
                return memStream; 
            } 
            catch (Exception e) 
            { 
                throw new SerializerException("To stream serialization exception : \n" +  
                                              e.Message + "\n" + e.StackTrace); 
            } 
        } 
 
        /// <summary> 
        /// To byte[] serialize method 
        /// </summary> 
        /// <param name="obj">Serializable object</param> 
        /// <returns>byte[] contains the serialized representation of the  
        /// instance</returns> 
        public static byte[] SerializeToByteArray(SerializableType obj) 
        { 
            try 
            { 
                MemoryStream memStream = new MemoryStream(); 
                IFormatter formatter = new BinaryFormatter(); 
                formatter.Serialize(memStream, obj); 
                memStream.Seek(0, SeekOrigin.Begin); 
                int stream_length = (int)memStream.Length; 
                byte[] serialize_buffer = new byte[stream_length]; 
                memStream.Read(serialize_buffer, 0, stream_length); 
                return serialize_buffer; 
            } 
            catch (SerializerException se) 
            { 
                throw se; 
            } 
            catch (Exception e) 
            { 
                throw new SerializerException("To byte[] serialization exception : \n" +  
                                              e.Message + "\n" + e.StackTrace); 
            } 




        /// <summary> 
        /// To char[] serialize method 
        /// </summary> 
        /// <param name="obj">Serializable object</param> 
        /// <returns>char[] contains the serialized representation of the  
        /// instance</returns> 
        public static char[] SerializeToCharArray(SerializableType obj) 
        { 
            try 
            { 
                byte[] serialize_buffer = SerializeToByteArray(obj); 
                char[] convert_buffer = new char[serialize_buffer.Length]; 
                for (int i = 0; i < serialize_buffer.Length; i++) 
                { 
                    convert_buffer[i] = (char)serialize_buffer[i]; 
                } 
                return convert_buffer; 
            } 
            catch (SerializerException se) 
            { 
                throw se; 
            } 
            catch (Exception e) 
            { 
                throw new SerializerException("To char[] serialization exception : \n" +  
                                              e.Message + "\n" + e.StackTrace); 
            } 
        } 
 
        /// <summary> 
        /// To string serialize method 
        /// </summary> 
        /// <param name="obj">Serializable object</param> 
        /// <returns>String contains the serialized representation of the  
        /// instance</returns> 
        public static String SerializeToString(SerializableType obj) 
        { 
            try 
            { 
                char[] serialize_buffer = SerializeToCharArray(obj); 
                return new String(serialize_buffer); 
            } 
            catch (SerializerException se) 
            { 
                throw se; 
            } 
            catch (Exception e) 
            { 
                throw new SerializerException("To string serialization exception : \n" +  
                                              e.Message + "\n" + e.StackTrace); 
            } 
        } 
 
        /// <summary> 
        /// To file serialize method 
        /// </summary> 
        /// <param name="obj">Serializable object</param> 
        /// <param name="filename">The file where save the object serialization</param> 
        public static void SerializeToFile(SerializableType obj, String filename) 
        { 
            try 
            { 
                Stream stream = new FileStream(filename, FileMode.Open,  
                                               FileAccess.Write, FileShare.None); 
                IFormatter formatter = new BinaryFormatter(); 
                formatter.Serialize(stream, obj); 
                stream.Close(); 
            } 
            catch (Exception e) 
            { 
                throw new SerializerException("To file serialization exception : \n" +  
                                              e.Message + "\n" + e.StackTrace); 
            } 
        } 
         
        #endregion 
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        #region Deserialize methods 
 
        /// <summary> 
        /// From stream deserialize method  
        /// </summary> 
        /// <param name="serialized">Stream contains the serialized representation to  
        /// overwrite the instance properties</param> 
        /// <returns>Deserialized object</returns> 
        public static SerializableType Deserialize(Stream serialized) 
        { 
            try 
            { 
                IFormatter formatter = new BinaryFormatter(); 
                serialized.Seek(0, SeekOrigin.Begin); 
                SerializableType res =  
                    (SerializableType)formatter.Deserialize(serialized); 
                return res; 
            } 
            catch (Exception e) 
            { 
               throw new SerializerException("To stream deserialization exception : \n"+ 
                                             e.Message + "\n" + e.StackTrace); 
            } 
        } 
 
        /// <summary> 
        /// From byte[] deserialize method  
        /// </summary> 
        /// <param name="serialized">byte[] contains the serialized representation to  
        /// overwrite the instance properties</param> 
        /// <returns>Deserialized object</returns> 
        public static SerializableType Deserialize(byte[] serialized) 
        { 
            try 
            { 
                MemoryStream memStream = new MemoryStream(); 
                memStream.Write(serialized, 0, serialized.Length); 
                memStream.Seek(0, SeekOrigin.Begin); 
                return Deserialize(memStream); 
            } 
            catch (SerializerException se) 
            { 
                throw se; 
            } 
            catch (Exception e) 
            { 
               throw new SerializerException("To byte[] deserialization exception : \n"+ 
                                             e.Message + "\n" + e.StackTrace); 
            } 
        } 
        /// <summary> 
        /// From char[] deserialize method  
        /// </summary> 
        /// <param name="serialized">char[] contains the serialized representation to  
        /// overwrite the instance properties</param> 
        /// <returns>Deserialized object</returns> 
        public static SerializableType Deserialize(char[] serialized) 
        { 
            try 
            { 
                byte[] deserialize_buffer = new byte[serialized.Length]; 
                for (int i = 0; i < serialized.Length; i++) 
                { 
                    deserialize_buffer[i] = (byte)serialized[i]; 
                } 
                return Deserialize(deserialize_buffer); 
            } 
            catch (SerializerException se) 
            { 
                throw se; 
            } 
            catch (Exception e) 
            { 
               throw new SerializerException("To char[] deserialization exception : \n"+ 
                                             e.Message + "\n" + e.StackTrace); 
            } 
        } 
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        /// <summary> 
        /// From String deserialize method  
        /// </summary> 
        /// <param name="serialized">String contains the serialized representation to  
        /// overwrite the instance properties</param> 
        /// <returns>Deserialized object</returns> 
        public static SerializableType Deserialize(String serialized) 
        { 
            try 
            { 
                char[] deserialize_buffer = serialized.ToCharArray(); 
                return Deserialize(deserialize_buffer); 
            } 
            catch (SerializerException se) 
            { 
                throw se; 
            } 
            catch (Exception e) 
            { 
               throw new SerializerException("To string deserialization exception : \n"+ 
                                             e.Message + "\n" + e.StackTrace); 
            } 
        } 
        /// <summary> 
        /// From File deserialize method  
        /// </summary> 
        /// <param name="filename">file contains the serialized representation to  
        /// overwrite the instance properties</param> 
        /// <returns>Deserialized object</returns> 
        public static SerializableType DeserializeFromFile(String filename) 
        { 
            try 
            { 
                Stream serialized = new FileStream(filename, FileMode.Open,  
                                                   FileAccess.Read, FileShare.None); 
                IFormatter formatter = new BinaryFormatter(); 
                SerializableType res= 
                    (SerializableType)formatter.Deserialize(serialized); 
                serialized.Close(); 
                return res; 
            } 
            catch (Exception e) 
            { 
               throw new SerializerException("From file deserialization exception : \n"+ 
                                             e.Message + "\n" + e.StackTrace); 
            } 
        } 
        #endregion 











    /// <summary> 
    /// Specialized exception for serializer error management 
    /// </summary> 
    class SerializerException:Exception 
    { 
        /// <summary> 
        /// Generic constructor 
        /// </summary> 
        public SerializerException(){} 
 
        /// <summary> 
        /// Specialized constructor for store a message associated 
        /// </summary> 
        /// <param name="message">associated error message</param> 
        public SerializerException(String message):base(message){} 
 











    /// <summary> 
    /// a State object used for async socket management 
    /// </summary> 
    public class StateObject 
    { 
        /// <summary>Client socket</summary> 
        public Socket workSocket = null; 
        /// <summary>Size of receive buffer</summary> 
        public const int BufferSize = 1024; 
        /// <summary>Receive buffer</summary> 
        public byte[] buffer = new byte[BufferSize]; 
        /// <summary>Received data string</summary> 
        public StringBuilder sb = new StringBuilder(); 




























    class Program 
    { 
        static void SeqTest(int minIter, int maxIter, int taskNum, int taskSize, 
                            int variance, string logNo, int seed) 
        { 
            try 
            { 
                String logFileName = "Resulter.log.SEQ." + logNo; 
                TextWriter logFile = new StreamWriter(logFileName); 
                Compute main = new Fsbil(); 
                ArrayList taskpool = new ArrayList(taskNum); 
                Console.WriteLine("Preparing tasks ..."); 
                long decreaseFactor = (minIter - maxIter) / taskNum; 
                long curr_iter = minIter; 
                Random gen = new Random(seed); 
                ArrayList x = new ArrayList(taskSize); 
                for (int i = 0; i < taskSize; i++) 
                    x.Add(gen.NextDouble()); // fill the ArrayList 
                for (int i = 0; i < taskNum; i++) 
                { 
                    // set up the number of iterations  
                    int diff = ((int)(gen.NextDouble() * (2 * variance) - variance)); 
                    long itern = (curr_iter + diff); 
                    itern = (itern < 0 ? itern = 1 : itern); 
                    x[1] = Convert.ToDouble(itern); // set up iteration number 
                    taskpool.Add(x.Clone()); 
                    curr_iter -= decreaseFactor; 
                } 
                Console.WriteLine("Computing tasks ..."); 
                // adesso posso far partire la valutazione sequenziale, ma prima 
                // prendo il tempo ... 
                long t0 = Environment.TickCount; 
                for (int i = 0; i < taskNum; i++) 
                { 
                    taskpool[i] = (ArrayList)main.compute(taskpool[i]); 
                    if (i % 10 == 0) Console.Write("."); 
                } 
                Console.WriteLine(); 
                long t1 = Environment.TickCount; 
                for (int i = 0; i < taskNum; i++) 
                { 
                    ArrayList v = (ArrayList)taskpool[i]; 
                    double v1 = Convert.ToDouble(v[0]); 
                    logFile.WriteLine("Task " + i + " = " + v1); 
                } 
                Console.WriteLine("Gathering statistics ..."); 
                long elapsed = (t1 > t0 ? t1 - t0 : long.MaxValue - t0 + t1); 
                logFile.WriteLine("Terminated " + minIter + " " + maxIter + " SEQ "  
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                    + taskNum + " " + taskSize + " " + variance 
                    + " " + logNo + " " + seed + " msecs = " + elapsed); 
                logFile.Flush(); 
                logFile.Close(); 
            } 
            catch (Exception e) 
            { 
                Console.WriteLine(e.GetType().FullName); 
                Console.WriteLine(e.StackTrace); 
            } 
            Console.WriteLine("Terminated"); 
        } 
 
 
        static void LocalResult(int minIter, int maxIter, int taskNum, int taskSize,  
                                int variance, string logNo, int seed) 
        { 
            try 
            { 
                Compute main = new Fsbil(); 
                Console.WriteLine("Using only local machines ... "); 
                Console.WriteLine("Setting log file ..."); 
                // setup log file 
                String logFileName = "Resulter.log.LOCAL." + logNo; 
                TextWriter logFile = new StreamWriter(logFileName); 
                StandardEval eval = new StandardEval(new string[]{"localhost"},  
                                                     new Compute[]{main},  
                                                     StandardEval.SELFSCHED, logFile); 
                Console.WriteLine("Preparing tasks ..."); 
                GenerateStream gs = new GenerateStream(eval, minIter, maxIter, variance,  
                                                       taskNum, taskSize, seed); 
                gs.generateTasks(); 
                Console.WriteLine("Computing tasks ..."); 
                // adesso posso far partire la valutazione parallela, ma prima 
                // prendo il tempo ... 
                long t0 = Environment.TickCount; 
                eval.eval(); 
                long t1 = Environment.TickCount; 
                Console.WriteLine("\nGathering statistics ..."); 
                long elapsed = (t1 > t0 ? t1 - t0 : long.MaxValue - t0 + t1); 
                Object r = eval.getResult(); 
                int nn = 0; 
                Console.WriteLine(r.GetType().FullName); 
                while (r != null) 
                { 
                    Result mr = (Result)r; 
                    ArrayList v = (ArrayList)mr.Value; 
                    double v1 = Convert.ToDouble(v[0]); 
                    logFile.WriteLine("Task " + (nn++) + " = " + v1); 
                    r = eval.getResult(); 
                } 
                logFile.WriteLine("Terminated " + minIter + " " + maxIter + " LOCAL "  
                    + taskNum + " " + taskSize + " " + variance 
                    + " " + logNo + " " + seed + " msecs = " + elapsed); 
                logFile.Flush(); 
                logFile.Close(); 
            } 
            catch (Exception e) 
            { 
                Console.WriteLine(e.GetType().FullName); 
                Console.WriteLine(e.StackTrace); 
            } 
            Console.WriteLine("Terminated"); 





        static void DynResult(int minIter, int maxIter, int workerNum, int taskNum,  
                              int taskSize, int variance, string logNo, int seed) 
        { 
            try 
            { 
                Console.WriteLine("Parameter fetching ..."); 
                Compute main = new Fsbil(); 
                Console.WriteLine("Using " + workerNum + " machines ..."); 
                Console.WriteLine("Setting log file ..."); 
                // setup log file 
                String logFileName = "Resulter.log." + workerNum + ".PE." + logNo; 
                TextWriter logFile = new StreamWriter(logFileName); 
                DynEval eval = new DynEval(workerNum, main, logFile); 
                Console.WriteLine("Preparing tasks ..."); 
                GenerateStream gs = new GenerateStream(eval, minIter, maxIter, variance,  
                                                       taskNum, taskSize, seed); 
                gs.generateTasks(); 
                Console.WriteLine("Computing tasks ..."); 
                // adesso posso far partire la valutazione parallela, ma prima 
                // prendo il tempo ... 
                long t0 = Environment.TickCount; 
                eval.eval(); 
                long t1 = Environment.TickCount; 
                Console.WriteLine("Gathering statistics ..."); 
                long elapsed = (t1 > t0 ? t1 - t0 : long.MaxValue - t0 + t1); 
                Object r = eval.getResult(); 
                int nn = 0; 
                Console.WriteLine(r.GetType().FullName); 
                while (r != null) 
                { 
                    Result mr = (Result)r; 
                    ArrayList v = (ArrayList)mr.Value; 
                    double v1 = Convert.ToDouble(v[0]); 
                    logFile.WriteLine("Task " + (nn++) + " = " + v1); 
                    r = eval.getResult(); 
                } 
                logFile.WriteLine("Terminated " + minIter + " " + maxIter + " " 
                        + workerNum + " " + taskNum + " " + taskSize + " " + variance 
                        + " " + logNo + " " + seed + " msecs = " + elapsed); 
                logFile.Flush(); 
                logFile.Close(); 
            } 
            catch (Exception e) 
            { 
                Console.WriteLine(e.GetType().FullName); 
                Console.WriteLine(e.StackTrace); 
            } 
            Console.WriteLine("Terminated"); 
        } 
 
        static void Usage() 
        { 
            Console.WriteLine("Usage is:"); 
            Console.WriteLine("     Test WorkerNode"); 
            Console.WriteLine("     Test MainNode minIter maxIter parDegree taskNum "+ 
                              "taskSize variance logNo seed"); 
            Console.WriteLine("     Test LocalTest minIter maxIter taskNum taskSize "+ 
                              "variance logNo seed"); 
        } 
 
        static void Main(string[] args) 
        { 
            if (args.Length == 0) 
            { 
                Usage(); 
            } 
            else 
            { 
                int test_repetition = 5; 
                int minIter; 
                int maxIter; 
                int parDegree; 
                int taskNum; 
                int taskSize; 
                int variance; 
                string logNo; 
                int seed; 
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                if (args[0] == "WorkerNode") 
                { 
                    RemoteWorker.run(); 
                } 
                else if (args[0] == "LocalTest" && args.Length == 8) 
                { 
                    Console.WriteLine("Fetch parameters..."); 
                    minIter = int.Parse(args[1]); 
                    maxIter = int.Parse(args[2]); 
                    taskNum = int.Parse(args[3]); 
                    taskSize = int.Parse(args[4]); 
                    variance = int.Parse(args[5]); 
                    logNo = args[6]; 
                    seed = int.Parse(args[7]); 
                    RemoteWorker.run(); 
                    for (int t = 0; t < test_repetition; t++) 
                    { 
                       LocalResult(minIter, maxIter, taskNum, taskSize, variance, logNo+ 
                                   "." + t, seed); 
                       SeqTest(minIter, maxIter, taskNum, taskSize, variance, logNo +  
                               "." + t, seed); 
                    } 
                } 
                else if (args[0] == "MainNode" && args.Length == 9) 
                { 
                    minIter = int.Parse(args[1]); 
                    maxIter = int.Parse(args[2]); 
                    parDegree = int.Parse(args[3]); 
                    taskNum = int.Parse(args[4]); 
                    taskSize = int.Parse(args[5]); 
                    variance = int.Parse(args[6]); 
                    logNo = args[7]; 
                    seed = int.Parse(args[8]); 
                    for (int t = 0; t < test_repetition; t++) 
                    { 
                        DynResult(minIter, maxIter, parDegree, taskNum, taskSize,  
                                  variance, logNo + "." + t, seed); 
                    } 
                } 
                else 
                { 
                    Usage(); 
                } 
 
            } 
            Console.WriteLine("\n<<- Press any key ->>"); 
            Console.ReadKey(); 
            Environment.Exit(0); 
        } 









namespace Test { 
    public class GenerateStream { 
        // the number of tasks to be generated 
        int taskNo = 0; 
        // the size of the tasks  
        int taskSize = 0; 
        // the decreasing factor: this is used to shorten the gap in  
        // the number of iterations  
        long decreaseFactor = 0; 
        // variance: this is used to generate tasks that are x percent away from  
        //the number of iterations  
        int var = 0; 
        // starting value of iterations  
        long starting = 0L; 
        // ending value of iterations  
        long ending = 0L; 
        // the standard eval hosting the task pool to be used 
        Eval eval = null; 
        // the seed 
        int seed = 0; 
        /// <summary> 
        /// standard constructor 
        /// </summary> 
        /// <param name="ev">the standard eval hosting the task Pool where the tasks  
        /// have to be added</param> 
        /// <param name="i">the start value for iterations</param> 
        /// <param name="e">the end value for iterations</param> 
        /// <param name="v">the variance (percent) of each iteration</param> 
        /// <param name="m">the number of tasks</param> 
        /// <param name="ts">the size of the single task</param> 
        /// <param name="see">the seed to initialize the generator, in such a way that  
        /// the test can be repeated</param> 
        public GenerateStream(Eval ev, long i, long e, int v, int m, int ts, int see) { 
            // initializations from parameter 
            starting = i; 
            ending = e; 
            var = v; 
            taskNo = m; 
            taskSize = ts; 
            eval = ev; 
            seed = see; 
            // compute the rest of the inits 
            decreaseFactor = (starting - ending) / taskNo; 
        } 
        /// <summary> 
        /// generates a stream of descending tasks in the task pool 
        /// </summary> 
        public void generateTasks() { 
            Random gen = new Random(seed); 
            ArrayList x = new ArrayList(taskSize); 
            for (int i = 0; i < taskSize; i++) 
                x.Add(gen.NextDouble()); // fill the ArrayList 
            for (int i = 0; i < taskNo; i++) { 
                // set up the number of iterations  
                int diff = ((int)(gen.NextDouble() * (2 * var) - var)); 
                long itern = (starting + diff); 
                itern = (itern < 0 ? itern = 1 : itern); 
                // System.out.println("Generated task with "+itern+" iterations."); 
                x[1]=Convert.ToDouble(itern); // set up iteration number 
                // task ok, add it to the task pool 
                Task t = new Task(x.Clone(), i, 0); 
                eval.addTask(t); 
                starting -= decreaseFactor; 
            } 
            // job done stop stream 
            eval.noMoreTasks(); 
        } 











    [Serializable] 
    class Fsbil : Compute 
    { 
 
        /// <summary> 
        /// iterate a random number of iteration euqal to task[1] and calculate 
        /// task[0]=sin(task[0]) 
        /// </summary> 
        /// <param name="task">a Vector of Float with at least 2 item</param> 
        /// <returns>a  Vector of Float with at least 2 item</returns> 
        public override Object compute(Object task) 
        { 
            ArrayList l = (ArrayList)task; 
            long nIter = Convert.ToInt64(l[1]); 
            double x = Convert.ToDouble(l[0]); 
            for (long i = 0; i < nIter; i++) 
                x = Math.Sin(x); 
            l[0]=x; 
            return l; 
        } 
 
        public override string represent() 
        { 
            return "Fsbil(task)"; 
        } 
 
        public override void GetObjectData(SerializationInfo info, StreamingContext 
context) {} 
 
        public Fsbil(SerializationInfo info, StreamingContext context) { } 
 
        public Fsbil() { } 
 
    } 
} 
 
