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Abstract 
The design of efficient routes for vehicles visiting a significant number of destinations is a critical factor for the competitiveness 
of many companies. The design of such routes is known as the vehicle routing problem. Indeed, efficient vehicle routing is one of 
the most studied problems in the areas of logistics and combinatorial optimization. The present study presents a memetic 
algorithm that evolves using a mechanism inspired by virus mutations. Additionally, the algorithm uses Taboo Search as an 
intensification mechanism. 
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1. Introduction  
The vehicle routing problem integrates the bin packing problem and the travelling salesman problem. The bin 
packing problem assigns destinations to each of the vehicles and the traveling salesman problem designs the routes 
for each vehicle [1].  
Since vehicle routing is NP-Difficult, route designs are made using approximation algorithms called 
metaheuristics. The metaheuristic algorithms allow to find quality solutions in acceptable computing times. For NP-
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Difficult problems, it is not feasible to determine if such solutions are optimal, except for some cases in which the 
value of the objective function of the solution found coincides with a lower/upper level. Some of the algorithms used 
in the literature to solve instances of the vehicle routing problem with limited capacity are: simulated annealing; 
taboo search [2]; ant colony [3] and genetic algorithms [4]. 
Memetic Algorithms have been successfully used to solve problems characterized as NP-Difficult. Memetic 
Algorithms. In [5], The authors combine algorithms inspired by principles of evolution, with other methods such as: 
Taboo Search and Simulated Annealing; such integration produces more versatile and efficient algorithms. For more 
information about Genetic Algorithms, the reader can consult [6]. 
The problem of vehicle routing studied in this study is the following: given a group of destinations to which 
goods must be delivered using a certain number of vehicles with limited capacity; designing the routes of the 
different vehicles minimizing the total distance traveled, ensuring that their capacity is not exceeded and visiting 
each destination only once. 
2. Memetic Algorithm 
Given the NP-difficult nature of the vehicle routing problem, approximation algorithms (metaheuristics) are 
required to find quality solutions in acceptable computing times. The metaheuristic algorithm presented in this 
section is a Memetic Algorithm, MEMVRP, which integrates an evolutionary algorithm inspired by the viral 
mutation with the principles of the Taboo Search presented in [7]. The following sections describe each of the 
components of MEMVRP. 
 
2.1. Initial solution 
 
The starting point of most heuristic algorithms is the generation of an initial solution. The algorithms in charge of 
generating the initial solutions are called constructor algorithms. The constructor algorithm used in this study, 
Mconst, assigns each target only once and, in a random way, among the different vehicles. For example, a possible 
initial solution is to assign the destinations 8, 7, 6, 4, 3 to vehicle 1 and the destinations 5, 2, 11, 10, 9 to the second 
vehicle to be visited in those sequences. It is important to remember that each route begins and ends at the base 
(i=1). The distance traveled by the first vehicle is 19(d1,8) + 34(d8,7) + 18(d7,6) + 33(d6,4) + 37(d4,3) +17(d3,1) = 
168 km and the distance traveled by the second vehicle is 212 km, for a target value of 168+212 = 380 km. Note that 
each vehicle carries an initial load of 10 tons [8]. 
 
2.2. Representation of the solution 
 
The solution obtained in section 2.1 is achieved by assigning the value of 1 to the variables x1.8, x8.7, x7.6, x6.4, 
x4.3, x3.1, x1.5, x5.2, x2.11, x11.10, x1.1, x10.9, x9.1 and 0 to all the others. Given the practical limitations of 
mathematical formulation, it is important to use a representation that facilitates the process of finding quality 
solutions using heuristic algorithms.  In fact, each solution can be represented using a set of vectors So ={[s1, si,,… 
sj, s1]1, [s1, sn. ,…, sm, s1]2, …, [s1, so,,…, sp, s1]K}, where each vector represents a path that starts and ends at 
the base (s1).  The solution obtained by Mconst can be represented as So = {[1, 8, 7, 6, 4, 3, 1]1 [1,5, 2, 11, 10, 9, 1 
]2}. Considering that all paths start and end at the base, the representation can be simplified to obtain S0 = {[8, 7, 6, 
4, 3]1[5, 2, 11, 10, 9]2}.     
 
2.3. Local search 
 
The local search explores different solutions starting from a known solution. To obtain new solutions, the local 
search uses different mechanisms to alter the current solution. The mechanisms applied in this study are called Eopt 
and Iopt. These mechanisms alter existing routes by exchanging destinations (Eopt) or by removing and inserting 
destinations (Iopt). An example of the Eopt mechanism is to exchange destinations 5 and 3 in So to obtain the 
solution S1 = {[8, 7, 6, 4, 5]1 [3, 2, 11, 10, 9]2} with a target value of 357 km. It is important to note that the 
solution obtained is not viable, since the initial load of vehicle 1 is 12 tons [9]. Figure 2b illustrates S1. Often non-
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viable solutions are accepted at the initial stage of the search. In general terms, non-viable solutions can guide the 
search towards viable solutions of better quality. An example of the Iopt mechanism is to remove destination 8 from 
the first route and insert it at the end of the second route to obtain S2 = {[7, 6, 4, 5]1 [3, 2, 11, 10, 9, 8]2}. Figure 1b 
illustrates S1. Non-viable solutions are often accepted in the initial phase of the search. 
 The new solution is feasible and has a target function of 362 km (Figure 1c). The Eopt and Iopt mechanisms are 
not limited to exchanging destinations between different routes, but can also be applied to a single route. For 
example, exchanging destinations 6 and 7 on route 1 generates the solution S3 = {[6, 7, 4, 5]1 [3, 2, 11, 10, 9, 8]2} 

















c. Iopt mechanism                                              d. Eopt mechanism 
Fig. 1. Initial solution and search mechanisms 
 
 In general terms the local search can be described as follows [10][11]: 
a. Generate an S0 starter solution using Mconst. 
b. Apply the Eopt and Iopt mechanisms to S0. The set of solutions obtained in this process is called the 
solution neighborhood (V) and each exchange generated by the Eopt and Iopt mechanisms is called a 
move. 
c. Select the best V solution (S*). 
 
i. If S* is better than S0, convert S* to S0 and repeat steps a, b and c. The execution of steps a, b and c 
is called iteration. 
ii. if S* is not better than S0, finish the algorithm. When this happens, the search is said to have 
reached a local optimum. 
 
2.4. Taboo search 
 
Taboo Search [12] is one of the most widely used metaheuristic algorithms in combinatorial optimization. Taboo 
Search uses a number of mechanisms to allow the search to escape from the optimal locations and continue towards 
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better solutions. Taboo Search uses two types of memory: short-term memory and long-term memory. Short term 
memory (Taboo list) allows the search to proceed without repeating previously explored solutions.  
The Taboo Search can be summarized in the following steps: 
 
a. Generate an S0 starter solution using Mconst 
b. Smejor = S0 
c. Apply Eopt and Iopt a S0 thoroughly 
d. If a taboo move improves Smejor, remove the move from the Taboo list 
e. Generate V considering only non-taboo moves 
f.     Penalizing non-viable solutions  
g. Select the best V solution (S*) 
h. If S* is better than Smejor, Smejor = S* 
i.     So = S*. Note that the search does not stop if the quality of S* is lower than So 
j.     Repeat steps c until a predetermined number of iterations is not reached without exceeding Smejor 
k. Finish the algorithm.  
 
2.5. Memetic Algorithm 
 
The greatest strength of the Taboo Search is the concentration on exploring promising areas of the solution space 
(intensification). On the other hand, the greatest weakness is the exploration of new regions of the solution space 
(diversification). On the other hand, algorithms inspired by evolutionary theories such as Genetic Algorithms [13] 
have efficient diversification mechanisms. The greatest limitation of Genetic Algorithms in vehicle routing is in the 
reproductive mechanism. Genetic Algorithms combine two solutions (parents) to generate a third one (child). Most 
of the solutions obtained by this method generate routes that visit the same destinations more than once. These routes 
are not viable and must be repaired before applying the Taboo Search.  Figure 3 is an example of a typical case. The 
first two rows. P1 and P2, contain the parents' information. The third row, RA, is a random number between 0 and 1. 
The mechanism for obtaining P3 is to select the RA-based targets. If RA > 0.5, the destination of P1 is selected, 
otherwise the destination of P2 is selected. 
The resulting routes, P3, visit destinations 5, 6 and 7 twice and do not include destinations 2, 8 and 10.    
Solutions like this are not part of the solution space. To avoid these difficulties, MEMVRP uses a mechanism 
inspired by the evolutionary processes of viruses, Mvirus, which generates multiple mutations to an existing 
solution. The mutations are based on multiple Eopts applied sequentially and chosen at random. This mechanism 
keeps the number of destinations associated with each vehicle constant and ensures that each destination is visited 
only once. Table 1 exemplifies the process for obtaining P1* from P1. Note that the solution obtained is not viable 
since the initial load of vehicle 2 is 11 tons, but it is part of the solution space.  
Table 1. Mvirus Mechanism 
 
 Vehicle 1 Vehicle 2 
P1 7 3 7 2 10 5 11 2 6 11 
P1’ 7 3 11 2 10 5 11 2 6 9 
P1’’ 10 3 10 2 10 4 7 2 6 9 
P1* 11 4 10 2 10 5 5 2 6 9 
 
     MEMVRP can be summarized in the following steps [12]: 
 
a. Create the initial population of solutions, MPob, using Mconst. 
b. Apply TSmem to each solution in MPob. 
c. Select the best solution and save it as Mbest. 
d. Apply Mvirus and TSmem to each of the solutions in MPob. 
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e. Select the lowest quality solution in MPob and replace it with Mbest. 
f.    Select the lowest quality remaining solutions in MPob and: 
g. Remove them from MPob. 
h. Create new solutions using Mconst. 
i.    Apply TSmem to each of the new solutions 
j.    Add the new solutions to MPob.  
k. Select the best solution in MPob and compare it with Mbest. If it is of better quality, replace Mbest. 
l.    Repeat steps d through g until the desired number of generations is completed. Each repetition creates a 
new generation of solutions.  
 
Step f replaces the mutation mechanisms used in Genetic Algorithms. The application of Taboo Search makes 
these mechanisms ineffective. The mechanism used in f is based on the one proposed in Mendes, et AL. 2005. 
3. Results 
MEMVRP was evaluated using a recognized set of instances for vehicle routing called "Augerat set A". This set 
is one of the most used to evaluate algorithms for vehicle routing and has the advantage that its optimal solutions are 
known. It is important to mention that obtaining such solutions requires thousands of hours of computational time on 
advanced equipment. The Memetic Algorithm was coded in Visual C++ 2010 Express Edition. In the evaluation of 
the algorithm a computer was used with Intel Core i5 2.4 GHz processor with 8 GB of memory and Windows 7 64 
bits [14].   
MEMVRP parameters were tuned based on an experiment design that considered three levels for each of the 
parameters. Three replicates were made and the combination that generated the best results was chosen. Three 
replicates were made to find the best combination:  
 
a. Population: populations of 5, 10 and 15 solutions were considered. The best results were found for the 
level of 10 solutions. It seems that considering fewer solutions generates a convergence around low 
quality solutions. More solutions do not generate quality improvements and increase computational time 
appreciably. 
b. Generations: 3 levels were considered, 20, 30 and 40 generations. The best solutions were found with 40 
generations. A lower number of generations is insufficient for the algorithm to arrive at quality solutions. 
A higher number increases the computational time significantly without improving the quality of the 
solution. 
c. Replacements. Three levels 0, 2 and 4 replacements were considered.  The best responses were found for 
the level that replaces the 2 lowest quality solutions in each generation with new solutions. 
d. Stay on the Taboo list: four levels were considered, 0.15*(number of destinations), 0.30*(number of 
destinations) and 0.45*(number of destinations). The best results were found for values of 0.30*(number 
of destinations). Apparently, very low values allow the generation of cycles, while higher values affect 
the intensification process.  
e. Penalty: three levels were considered.1.0/ (number of destinations), 1.5/ (number of destinations) and 
2.0/ (number of destinations). The increase in the factor for penalizing inefficient solutions is 1.5/ 
(number of destinations) per iteration. Lower values generate non-viable solutions, while higher values 
restrict the solution space, affecting the quality of the final solution. 
f.    Completion criteria: 10*(number of destinations), 15*(number of destinations) and 20*(number of 
destinations) levels were considered. Levels above 10*(number of destinations) did not improve the 
quality of the solutions. Lower values end the intensification process very soon, generating solutions of 
inferior quality. 
 
When comparing MEMVRP with the Taboo Search presented in [15], TS, it can be seen that MEMVRP 
performed better. Indeed, MEMVRP obtained the optimal solution for all instances evaluated while TS failed in 
problems A-n60-k9 and A-n61-k9.  Additionally, when comparing the number of times that each algorithm was able 
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to find the optimal solution in 10 attempts, it can be seen that MEMVRP equals or exceeds TS in all cases except for 
A-n39-k6. It is also possible to observe the deterioration in the quality of the solutions obtained by TS for problems 
with 60 or more destinations. On the other hand, MEMVRP maintains a much more stable performance, finding the 
optimal solution in 99.5% of the attempts. Finally, it is important to mention that MEMVRP is robust with respect to 
the values of the different parameters, which facilitates its implementation. 
  
4. Conclusions  
This paper presents a Memetic Algorithm called MEMVRP to solve the problem of vehicle routing with limited 
capacity. ME-MVRP uses a mechanism inspired by virus mutation to create new generations of solutions. 
Additionally, MEMVRP makes use of Taboo Search to improve each of the new generation solutions. The 
performance of MEMVRP is superior to the Taboo Search presented in [16].  
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