Abstract. Based on AMESim simulation platform, the pressure-time curve of constant deceleration braking system is obtained in this paper firstly, by simulating three typical faults of brake, the spring stiffness decrease, the brake shoe friction coefficient decrease and brake leaking. Then pressure data on the curve for each time are seen as a variable and the curve is chosen as the fault sample, analysed by the method of Principal Component Analysis (PCA). Last, principal components or sum of variance contribution rates more than 95% are selected as sample eigenvalues and Support Vector Machine (SVM) is used for fault diagnosis. Diagnosis results show that all testing faults can be identified accurately, which indicates SVM model has an extremely excellent ability to identify faults. To further verify the performance of SVM for fault identification, BP neural network is established to compare. The result shows that SVM model is more accurate than BP neural network in fault recognition.
Preface
As the key equipment in the production process, connection between the mine ground and underground, the mine hoist undertakes the important task to lift coal or ore, down materials and elevate personnel or equipment 1 . Braking system of the hoist is the final barrier to ensure safe operation. Its braking performance directly affects safety and reliability of hoist. Thus, fault diagnosis of the brake has become a hot spot of research.
According to uncertain problems in the fault diagnosis of hoist, the literature 2 proposes a fault diagnosis method based on ontology and Bayesian network. The literature 3 extracts feature vectors by wavelet packet of 3 layers and reconstruction method, takes results of neural network recognition as independent evidence, and judges based on evidence theory of synthesis. The literature 4 presents a multi-class classification algorithm based on ordering binary tree SVM for fault diagnosis. Also, there are other methods for fault diagnosis like SVM 5 , the genetic algorithm to optimize the BP neural network 6 , SOM neural network method 7 , particle swarm optimization 8 and so on. Effective results of fault diagnosis can be gotten by adapting methods mentioned above on some certain conditions, but in those methods, there are still some problems that parameters can't be accurately gotten, or can't represent the general characteristics of the braking system 9 . For example, online monitoring of the friction coefficient still has no mature feasible solution 10 ; the signal linearity and zero drift problem of brake pressure sensors are difficult to solve because of its long-term load. In order to overcome deficiencies of methods mentioned above, this paper presents a brand-new method which extracts principal components from pressure-time curve of the brake system as characteristic parameters and uses the method SVM for fault diagnosis.
Principal Component Analysis
Principal Component Analysis (PCA) adapts the thought of dimension reduction which converts multiple index to a few comprehensive index. PCA is a statistical procedure that uses an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables called principal components, keeping the total variance of variables constant during the transformation. This transformation is defined in such a way that the first principal component has the largest variance, the second principal component corresponding to the second largest variance, and so on. The way of saving lower order principal component and ignoring the higher can maintain the main features of data, which can achieve the purpose of dimension reduction. The flowchart of principal component analysis is shown in Figure 1 . 
Support Vector Machine

Introduction of Support Vector Machine
Support Vector Machine (SVM), a machine learning algorithm, is developed on the basis of the statistical theory. The main idea of SVM is to establish a classification hyperplane, maximizing two types of intervals. SVM is the approximate realization of the structural risk minimization principle.
When linear classification, the classification face, �w • x� � b � �, is defined on the place farthest away from two groups of samples. Then the solving optimal hyperplane problem can be transformed into its dual problem by using the Lagrangian optimization technique, or
�1�
Where �x � , y � � is the sample needed to classify; I is the number of samples; α � � � �� � 1,�, � , I� is Lagrange multiplier.
Equation (1) is the quadratic function optimization subject to an inequality. Suppose its optimum solution is X ��� (sensor data), the optimal W * and classification threshold b * could be found. The optimal classification function, Equation (2), can be found.
When nonlinear classification, linearly inseparable samples in lower dimensional space are usually mapped to the linearly separable space of higher dimension, where the optimal hyperplane is constructed. The way of constructing the optimal hyperplane in the higher dimensional space is similar to linearly separable SVM, that is, dot product in the higher dimensional space is replaced by kernel function K�x � , x � � subject to Mercer. Finally, the optimal classification function is the Equation 
Support Vector Machine Multiclass Classification
Support Vector Machine is originally designed for binary classification problems, but when processing multiclass classification problems, the SVM multiclass classifier is needed to construct. There are two common ways to construct the SVM multiclass classifier, direct method and the indirect. Direct method is to directly modify the object function, combining parameter solution of multiple classification faces into an optimization problem, by solving the optimization problem, "one time" to realize classification. Because of the high computational complexity, the high difficulty to realize, direct method is only suitable for simple problems. Indirect method is mainly to realize construction of multiple classifiers by combining multiple binary classifiers. The common ways of indirect method are "one versus one (1-V-1)", "one versus rest (1-V-R)" and Hierarchical Support Vector Machine (H-SVM).
"1-V-1" Multiclass Classification
One SVM classifier is needed to be designed between any two groups of samples, so k(k-1)/2 classifiers are needed for k-class samples. After classifying an unknown sample x by (k-1)/2 classifiers, which category the unknown sample x belongs to is defined by which the largest number of votes in k-class samples.
"1-V-R" Multiclass Classification
Classifying a type of samples into one class, the rest into one another class, k SVM classifiers can be constructed to k-class samples. The unknown sample belongs to the EITCE 2017 class which has the maximum classification function value.
Hierarchical Support Vector Machine
H-SVM is the method that firstly all categories are divided into two subclasses, and then the subclass is further divided into two secondary subclasses, and so on, until a separate category so far.
Fault Simulation and Diagnosis
In the working process of mine hoist, the performance of its brake inevitably degenerates gradually until the brake fails, because of its brake springs, brake cylinders, pistons and rings working under the long-term high load condition. In this paper, we will simulate and diagnose three typical faults of brake, the spring stiffness decrease, the brake shoe friction coefficient decrease and brake leaking. The flowchart of fault simulation and diagnosis is shown in Figure 3 . 
Simulating Samples of Faults
Taking the matching constant deceleration braking system JKMD4.5X4 of mine hoist E141A as the research object, a fault simulation model of the system is built based on AMESim simulation platform 10 . Only considering the overloaded working condition, simulation time is set to 10s, including 1-2s for energy accumulator charging, 2-5s for brake releasing, 5-8s for constant deceleration braking, and 8-10s for system pressure relief; besides, the sampling frequency is set to 100HZ. Pressure data from 5-8.2s are collected as a group of fault data; besides, each type of faults is simulated by 30 groups of data. The pressure-time curve of the brake system is gotten by simulating three typical faults, as is shown respectively in the Figure 4 , Figure 5 and Figure 6 . 
Extracting Sample Eigenvalues of Fault Samples
From 30 groups of data, 25 groups are selected randomly for training samples, the remaining 5 groups for test samples. Thus, for three typical faults, there are 75 groups of 320-dimensional (acquisition time of 3.2s, sampling frequency of 100HZ) training data and 15 groups of 320-dimensional test data. Data are seen as a variable in each dimension, which means each group of data can be viewed as the sample consisting of 320 variables, then analysed by the method of PCA. Besides, principal components or sum of variance contribution rates more than 95% are selected as sample eigenvalues. In this paper, the first five principal components are selected as eigenvalues. After normalization processing, eigenvalues and fault types from part of training samples and test samples are shown respectively in the Table 1 and Table  2 . 
Construction of the SVM classifier and testing results
In this paper, the toolbox called "libsvm" is used for SVM fault diagnosis, which is developed by the C.J Lin, the professor of National Taiwan University. Because the type of kernel function and model parameters have a great impact on model performance, RBF kernel function, most widely used in SVM, is chosen in this paper, using cross-validation method for seeking the optimum parameter c (penalty factor) and parameter g (variance of RBF kernel function) , then training model by the optimum parameter. After completing the training, the data are inputted for test and then the test result is gotten as is shown in the Figure 7 . As can be seen from the Figure 7 , all testing faults can be identified accurately, the mean square error of 0, which indicates SVM model has an extremely excellent ability to identify the fault.
To further verify the performance of SVM for fault identification, BP neural network is established to compare 11 . The result of BP neural network diagnosis is shown in the Figure 8 . As can be seen from the Figure 8 , the diagnosed fault of 1-5 samples is the friction coefficient decrease, 6-10 samples for the spring stiffness decrease, 11-15 samples for brake leaking, which indicates diagnosed faults are consistent with testing faults. The BP neural network diagnosis also can identify the fault, but its mean square error of 0.0025. That is, SVM model is more accurate than BP neural network in fault recognition.
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Conclusion
Based on AMESim simulation platform, the pressure-time curve of constant deceleration braking system is obtained in this paper firstly, by simulating three typical faults of brake, the spring stiffness decrease, the brake shoe friction coefficient decrease and brake leaking. Then pressure data on the curve for each time are seen as a variable and the curve is chosen as the fault sample, analysed by the method of Principal Component Analysis (PCA). Last, principal components or sum of variance contribution rates select more than 95% are selected as sample eigenvalues and Support Vector Machine (SVM) is used for fault diagnosis. Diagnosis results show that all testing faults can be identified accurately, which indicates SVM model has an extremely excellent ability to identify the fault. To further verify the performance of SVM for fault identification, BP neural network is established to compare. The result shows that SVM model is more accurate than BP neural network in fault recognition.
