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1 Introduzione
1.1 Particelle e campi
La meccanica quantistica non-relativistica da` un quadro unificato e logica-
mente consistente di fenomeni numerosi della fisica atomica e molecolare. Ci
sono, tuttavia, due ragioni perche´ la descrizione di fenomeni fisici basata sulla
meccanica quantistica non-relativistica e` incompleta. Primo, la meccanica
quantistica non-relativistica non fa delle predizioni riguardanti il comporta-
mento dinamico di particelle che muovano con velocita` relativistiche. Questo
difetto viene curato dalla teoria relativistica degli elettroni, sviluppata da
Dirac. Secondo, la meccanica quantistica non-relativistica e`, essenzialmente,
la teoria di una particella singola, nella quale la densita` della probabilita` di
trovare una certa particella integrata su tutto lo spazio e` uguale a uno sem-
pre. Non si puo` descrivere tali fenomeni quali il decadimento beta, quando
un elettrone ed un antineutrino nascono mentre un neutrone diventa un pro-
tone. Non si puo` descrivere un processo piu` semplice come un atomo eccitato
che torna allo stato fondamentale, emettendo un fotone singolo in assenza di
un campo esterno. Questo insieme di problemi occupa la parte centrale della
teoria quantistica dei campi.
Il concetto di un campo e` stato originalmente introdotto nella fisica clas-
sica per descrivere l’interazione tra due corpi separati da una distanza finita.
In fisica classica il campo elettrico ~E(~x, t), per esempio, e` una funzione a tre
componenti definita in ogni punto di spazio-tempo, e l’interazione tra due
corpi caricati, 1 e 2, deve essere vista come l’interazione del corpo 2 con il
campo elettrico creato dal corpo 1.
L’idea principale della teoria quantistica e` l’associazione delle particelle
con i campi come, per esempio, il campo elettromagnetico. Piu` precisamente,
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le eccittazioni quantistici di un campo appaiono come particelle di una massa
e di uno spin definiti.
Le richieste imposte dalla teoria quantistica dei campi, essendo combinate
con altri principi generali tali quali l’invarianza di Lorentz, e l’interpretazione
probabilistica degli stati quantistici, restringe severamente la classe di par-
ticelle che possono esistere nella natura. In particolare, possiamo citare due
regole derivabili dalla teoria relativistica dei campi quantistici:
a) Per ogni particella caricata esiste un’antiparticella con la carica opposta
e con la stessa massa e la stessa vita media.
b) Le particelle che appaiono nella natura devono soddisfare il teorema che
dice che le particelle con uno spin semi-intero devono ubbidire alla statis-
tica di Fermi-Dirac, mentre le particelle con uno spin intero rispettano la
statistica di Bose-Einstein.
Prima di studiare i campi quantizzati, studieremo alcuni elementi della
teoria classica dei campi, essenziali per la comprensione dei campi quantistici.
1.2 Sistemi meccanici discreti e continui
Consideriamo una collezione di N particelle di massa m, connesse tramite
molle uguali con il coefficiente d’elasticita` k, allineate in una dimensione.
Chiamando ηi lo spostamento della i-sima particella dalla sua posizione
d’equilibrio, scriviamo la Lagrangiana L come segue:
L =
1
2
N∑
i
[mη˙2i − k(ηi+1 − ηi)2]
=
N∑
i
a
1
2
[
m
a
η˙2i − ka
(
ηi+1 − ηi
a
)2]
=
N∑
i
aLi, (1)
dove a e` la distanza di separazione tra le posizioni d’equilibrio di due particelle
vicine e Li e` la densita` Lagrangiana lineare. Come al solito il “punto” denota
la derivata rispetto al tempo.
Possiamo passare da questo sistema meccanico discreto ad un sistema
meccanico continuo, quando il numero di gradi di liberta` diventa infinito in
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tal modo che la distanza di separazione diventi infinitesimale:
a→ dx, m
a
→ µ,
ηi+1 − ηi
a
→ ∂η
∂x
, ka→ Y, (2)
dove µ e` la densita` di massa lineare, Y e` il modulo di Young. Ora abbiamo
L =
∫
Ldx, (3)
laddove
L = 1
2
[
µη˙2 − Y
(
∂η
∂x
)2]
. (4)
Notiamo, che la Lagrangiana e` diventata una funzione dei parametri continui
x e t.
Formulando il principio variazionale nel caso continuo, consideriamo
δ
∫ t2
t1
Ldt = δ
∫ t2
t1
dt
∫
dxL
(
η, η˙,
∂η
∂x
)
. (5)
La variazione di η si assume di sparire a t1 e t2 ed anche alle estremita`
dell’integrazione spaziale. L’integrale variazionale diventa
δ
∫
Ldt =
∫
dt
∫
dx
{
∂L
∂η
δη +
∂L
∂
(
∂η
∂x
)δ(∂η
∂x
)
+
∂L
∂
(
∂η
∂t
)δ(∂η
∂t
)}
=
∫
dt
∫
dx
{
∂L
∂η
δη − ∂
∂x
(
∂L
∂
(
∂η
∂x
)) δη − ∂
∂t
(
∂L
∂
(
∂η
∂t
)) δη} , (6)
dove le integrazioni per parti sono giustificate poiche´ δη deve sparire ai punti
estremi degli intervalli temporali e spaziali. Se l’equazione (6) deve sparire
per ogni variazione arbitraria soddisfacente a queste condizioni, dobbiamo
avere
∂
∂x
(
∂L
∂
(
∂η
∂x
))+ ∂
∂t
(
∂L
∂
(
∂η
∂t
))− ∂L
∂η
= 0. (7)
Questo e` nient’altro che l’equazione di Euler-Lagrange, che per la nostra
densita` Lagrangiana (4) diventa
Y
∂2η
∂x2
− µ∂
2η
∂t2
= 0. (8)
3
Questo e` l’equazione d’onda per la propagazione di una perturbazione con la
velocita`
√
Y/µ.
Possiamo anche introdurre la densita` Hamiltoniana come
H = η˙ ∂L
∂η˙
− L = 1
2
µη˙2 +
1
2
Y
(
∂η
∂x
)2
. (9)
∂L
∂η˙
si chiama impulso canonicamente coniugato a η, e viene spesso denotato
come pi. I due termini nell’equazione (9) possono essere identificati con le
densita` d’energia cinetica e potenziale.
Riscriviamo ora l’equazione d’onda (8) come
∂2η
∂x2
− 1
c2
∂2η
∂t2
= 0, (10)
dove c e` la velocita` di propagazione dell’onda. Introduciamo un cambiamento
delle coordinate x e t
x′ =
x+ vt√
1− v2
c2
,
t′ =
t+ vx
c2√
1− v2
c2
. (11)
Questo cambiamento descrive la transizione da un sistema di riferimento
inerziale ad un altro sistema di riferimento inerziale che si muove con la ve-
locita` v rispetto al primo sistema nella cinematica della relativita` ristretta
(la trasformazione di Lorentz). E` facile verificare che l’equazione (10) e` in-
variante rispetto alle trasformazioni di Lorentz (11). Davvero,
∂η
∂x
=
∂η
∂x′
∂x′
∂x
+
∂η
∂t′
∂t′
∂x
=
1√
1− v2
c2
∂η
∂x′
+
v
c2
√
1− v2
c2
∂η
∂t′
,
∂2η
∂x2
=
1
1− v2
c2
∂2η
∂x′2
+
v2
c4(1− v2
c2
)
∂2η
∂t′2
+ 2
v
c2(1− v2
c2
)
∂2η
∂x′∂t′
, (12)
∂η
∂t
=
v√
1− v2
c2
∂η
∂x′
+
1√
1− v2
c2
∂η
∂t′
,
∂2η
∂t2
=
v2
1− v2
c2
∂2η
∂x′2
+
1
(1− v2
c2
)
∂2η
∂t′2
+ 2
v
(1− v2
c2
)
∂2η
∂x′∂t′
. (13)
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Sostituendo le espressioni (12) e (13) all’equazione (10) otteniamo
∂2η
∂x′2
− 1
c2
∂2η
∂t′2
= 0, (14)
come aspettavamo. E` facile verificare anche che l’equazione (10) non e` in-
variante rispetto alle trasformazioni non-relativistiche di Galilei:
x′ = x+ vt, t′ = t. (15)
Notiamo anche che l’equazione
∂2η
∂x2
− 1
c2
∂2η
∂t2
+ f(η) = 0, (16)
dove f(η) e` una funzione arbitraria del campo η, che non dipende dalle sue
derivate spaziali e temporali e` anche invariante rispetto alle trasformazioni
di Lorentz (11).
1.3 Campi scalari classici
1.3.1 Notazioni covarianti
Gli argomenti della sottosezione precedente possono essere generalizzate per
tre dimensioni spaziali. Consideriamo un campo scalare reale definito in
ogni punto spazio-temporale, ~x, t. La densita` Lagrangiana dipende ora da
φ, ∂φ
∂xk
(k = 1, 2, 3), e ∂φ
∂t
. L’equazione di Euler-Lagrange e`
3∑
k=1
∂
∂xk
∂L
∂
(
∂φ
∂xk
) + ∂
∂t
∂L
∂
(
∂φ
∂t
) − ∂L
∂φ
= 0. (17)
Per riscrivere l’equazione (17) in una forma relativisticamente covariante,
introduciamo una notazione, basata sui quadrivettori:
bµ = (b1, b2, b3, b4) = (~b, ib0), (18)
dove b1, b2, e b3 sono reali e b4 = ib0 e` puramente imaginario. Il vettore di
coordinate xµ viene dato da
xµ = (x1, x2, x3, x4) = (~x, ict). (19)
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Sotto le trasformazioni di Lorentz (che includono sia i “boost” di tipo, rap-
presentato dall’equazione (11) che le rotazioni spaziali), abbiamo
xµ′ = aµνxν , (20)
dove
aµνaµλ = δνλ, (a
−1)µν = aνµ. (21)
Quindi,
xµ = (a
−1)µνx′ν = aνµx
′
ν . (22)
Un quadrivettore trasforma nello stesso modo di xµ sotto le trasformazioni
di Lorentz. A causa dell’equazione (22), abbiamo
∂
∂x′µ
=
∂xν
∂x′µ
∂
∂xν
= aµν
∂
∂xν
; (23)
allora il gradiente ∂
∂xµ
e` un quadrivettore.
Il prodotto scalare b · c e` definito tramite
b · c = bµcν =
3∑
j=1
bjcj + b4c4 = ~b · ~c− b0c0. (24)
Esso non cambia sotto l’azione delle trasformazioni di Lorentz, poiche´
b′ · c′ + aµνbνaµλcλ = δνλbνcλ = b · c. (25)
L’equazione (17) puo` essere riscritto come
∂
∂xµ
 ∂L
∂
(
∂φ
∂xµ
)
− ∂L
∂φ
= 0. (26)
Si vede che l’equazione di campo derivabile dalla densita` lagrangiana L e` co-
variante (cioe` l’equazione ha la stessa forma in tutti i sistemi di riferimento
Lorentziani) se questa densita` e` scelta di essere come densita` relativistica-
mente scalare.
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1.3.2 Campo scalare neutro
Sia φ(x) un campo scalare che, secondo la definizione, trasforma come
φ′(x′) = φ(x), (27)
sotto le trasformazioni di Lorentz, dove φ′ e` la forma funzionale del campo
nel sistema con “primo”. Ora L dipende dalle coordinate spazio-temporali
solo via la dipendenza dal campo e delle sue prime derivate. Questo significa
che ∂φ
∂xµ
e` il solo quadrivettore che abbiamo. Quando esso appaia in L deve
essere contratto con se stesso. Di piu`, se vogliamo avere una equazione
d’onda lineare, L dovrebbe essere una funzione quadratica di φ e di ∂φ
∂xµ
. Un
candidato possibile che soddisfa queste richieste e`
L = −1
2
(
∂φ
∂xµ
∂φ
∂xµ
+ µ2φ2
)
. (28)
Dall’equazione di Euler-Lagrange (17), otteniamo
−1
2
∂
∂xµ
(
2
∂φ
∂xµ
)
+ µ2φ = 0, (29)
o
φ− µ2φ = 0, (30)
dove
 = ∇2 − 1
c2
∂2
∂t2
. (31)
L’equazione (30) si chiama equazione di Klein-Gordon e l’operatore  si
chiama d’Alembertiana. Questa equazione era considerata negli anni venti
come un candidato per l’analogo relativistico dell’equazione non-relativisitica
di Schro¨dinger per una particella non-relativistica quantistica. La similitu-
dine di (30) alla relazione relativistica tra l’energia e l’impulso di una parti-
cella libera di massa m,
E2 − |~p|2c2 = m2c4, (32)
diventa apparente se noi consideriamo le sostituzioni euristiche
E → i~ ∂
∂t
, pk → −i~ ∂
∂xk
. (33)
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Il parametro µ ha la dimensionalita` della lunghezza inversa, e, usando l’equazione
(33) possiamo fare l’identificazione
µ =
mc
~
. (34)
Numericamente 1
µ
e` 1.41 × 10−13cm per una particella con la massa
140Mev/c2 (corrispondente alla massa di un pione con carica elettrica). Ri-
cordiamo che 1 ev e` l’energia guadagnata (o persa) da un elettrone, quando
esso viene mosso tra due punti nel vuoto dove la differenza tra i potenziali
elettrostatici e` di 1 volt. La massa equivalente a 1 ev e` 1.783× 10−33g.
1.3.3 Potenziale di Yukawa
L’interazione di φ con una sorgente puo` essere incorporata nel formalismo
Lagrangiano addendo
Lint = −φρ (35)
a (28), laddove ρ e` una densita` della sorgente. L’equazione di campo ora
diventa
φ− µ2φ = ρ. (36)
Consideriamo una soluzione statica (cioe` indipendente dal tempo) dell’equazione
(36) dove la sorgente e` puntiforme. Abbiamo
(∇2 − µ2)φ = Gδ3(~x), (37)
dove G, la costante numerica che caratterizza la forza dell’accoppiamento
del campo alla sorgente, e` analoga alla costante e nell’elettrodinamica. Ri-
solviamo questa equazione usando il metodo della trasformata di Fourier.
Definiamo
φ(~x) =
1
(2pi)3/2
∫
d3kei
~k·~xφ˜(~k),
φ˜(~k) =
1
(2pi)3/2
∫
d3xe−i
~k·~xφ˜(~x). (38)
Moltiplicando entrambi i membri dell’equazione (37) per e−i~k·~x/(2pi)3/2 e in-
tegrando con d3x, dopo aver fatto due volte l’integrazione per parti (e as-
sumendo che φ e ∇φ vanno verso lo zero abbastanza rapidamente quando
|~x| → ∞), otteniamo
−(|~k|2 + µ2)φ˜(~k) = G
(2pi)3/2
. (39)
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Quindi, l’equazione differenziale (37) e` stata convertita nell’equazione alge-
brica che puo` essere risolta:
φ˜(~k) = − G
(2pi)3/2
1
|~k|2 + µ2 , (40)
φ(~x) = − G
(2pi)3
∫
d3k
ei
~k·~x
|~k|2 + µ2
= − G
(2pi)3
(2pi)
∫ ∞
0
|~k|2d|~k|
∫ 1
−1
d(cos θ)
ei|~k|r cos θ
|~k|2 + µ2 , (41)
dove r = |~x| e θ e` l’angolo tra i vettori ~x e ~k. Integriamo (41):
φ(~x) = − G
(2pi)2
∫ ∞
0
|~k|2d|~k|
∫ 1
−1
d(cos θ)
ei|~k|r cos θ
|~k|2 + µ2
= − G
(2pi)2i
∫ ∞
0
|~k|d|~k|e
i|~k|r − e−i|~k|r
r(|~k|2 + µ2)
= − G
(2pi)2i
∫ ∞
−∞
|~k|d|~k|| e
i|~k|r
r(|~k|2 + µ2)
= − G
(2pi)2i
(2pii)
(
|~k|(|
~k| − iµ)ei|~k|r
r(|~k|2 + µ2)
)
|~k|=iµ
. (42)
Calcolando l’ultimo integrale abbiamo usato il teorema dei residui. Final-
mente
φ(~x) = − G
4pi
e−µr
r
. (43)
Yukawa ha suggerito che un nucleone fosse una sorgente del campo di forza,
chiamato campo mesonico, come un oggetto caricato elettricamente e` una
sorgente di un campo elettromagnetico. Supponiamo che un campo mesonico
statico intorno ad un nucleone soddisfi l’equazione (43). L’intensita` a del
campo mesonico nel punto ~x2 grazie alla presenza du un nucleone nel punto
~x1 e` data da
φ(~x2) = − G
4pi
e−µ|~x2−~x1|
|~x2 − ~x1| . (44)
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La Hamiltoniana d’interazione e`
Hint =
∫
Hintd3x =
∫
φρd3x. (45)
L’energia di interazione tra due nucleoni e`
H
(1,2)
int = −
G2
4pi
e−µ|~x2−~x1|
|~x2 − ~x1| . (46)
Al contrario al caso Coulombiano, questa interazione e` attrattiva ed e` a corto
raggio, essa va verso zero molto rapidamente per
|~x2 − ~x1|  1
µ
. (47)
1.3.4 Campo scalare complesso
Consideriamo due campi scalari reali con le masse identiche. Possiamo
costruire i campi complessi
φ =
φ1 + iφ2√
2
, φ∗ =
φ1 − iφ2√
2
; (48)
φ1 =
φ+ φ∗√
2
, φ2 =
φ− φ∗
i
√
2
. (49)
La densita` Lagrangiana per un campo libero puo` essere scritta sia in termini
dei campi reali che in termini dei campi complessi:
L = −1
2
(
∂φ1
∂xµ
∂φ1
∂xµ
+ µ2φ21
)
− 1
2
(
∂φ2
∂xµ
∂φ2
∂xµ
+ µ2φ22
)
= −
(
∂φ∗
∂xµ
∂φ
∂xµ
+ µ2φ∗φ
)
. (50)
Le equazioni del campo per φ e φ∗ possono essere ottenute mediante il prin-
cipio variazionale, trattando φ e φ∗ come due campi indipendenti:
∂
∂xµ
∂L
∂
(
∂φ
∂xµ
) − ∂L
∂φ
= 0⇒ φ∗ − µ2φ∗ = 0,
∂
∂xµ
∂L
∂
(
∂φ∗
∂xµ
) − ∂L
∂φ∗
= 0⇒ φ− µ2φ = 0. (51)
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Quale e` l’interpretazione fisica di un campo complesso? Si puo` dimostrare
che se φ e` una soluzione dell’equazione di Klein-Gordon nella presenza di un
campo elettromagnetico e della carica e, allora φ∗ e` una soluzione dell’equazione
di Klein-Gordon in presenza dello stesso campo ma con la carica −e.
Davvero, sappiamo che considerando un equazione del moto per una par-
ticella con una carica elettrica e in presenza del potenziale elettrostatico A0
dobbiamo aggiungere all’energia E il termine eA0. Ricordando la sostituzione
(33), possiamo dire che
E → E + eA0 ⇒ ∂
∂t
→ ∂
∂t
− ieA0
~
. (52)
Facendo quest’ultima sostituzione nell’equazione di Klein-Gordon per φ (51),
otteniamo:
φ− e
2A20
~2
φ− 2ieA0
~
∂φ
∂t
− ie
~
∂A0
∂t
φ− µ2φ = 0. (53)
Facendo la coniugazione complessa dell’equazione (53) otteniamo
φ∗ − e
2A20
~2
φ∗ +
2ieA0
~
∂φ∗
∂t
+
ie
~
∂A0
∂t
φ∗ − µ2φ∗ = 0, (54)
cioe` la stessa equazione, dove e e` stata sostituita da −e.
Per chiarire ulteriormente la connessione tra la complessita` di un campo
scalare e la sua carica elettrica, consideriamo la trasformazione
φ′ = eiλφ, φ∗
′
= e−iλφ∗, (55)
che lascia invariante la Lagrangiana del campo libero (50). Consideriamo il
caso della λ infinitamente piccola:
δφ = iλφ, δφ∗ = −iλφ∗. (56)
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La variazione di L indotta dalla trasformazione (56) e`
δL =
∂L
∂φ
δφ+
∂L
∂
(
∂φ
∂xµ
)δ( ∂φ
∂xµ
)+
 ∂L
∂φ∗
δφ∗ +
∂L
∂
(
∂φ∗
∂xµ
)δ(∂φ∗
∂xµ
)
=
∂L
∂φ
− ∂
∂xµ
 ∂L
∂
(
∂φ
∂xµ
)
 δφ+
 ∂L
∂φ∗
− ∂
∂xµ
 ∂L
∂
(
∂φ∗
∂xµ
)
 δφ∗
+
∂
∂xµ
 ∂L
∂
(
∂φ
∂xµ
)δφ+ ∂L
∂
(
∂φ∗
∂xµ
)δφ∗

= −iλ ∂
∂xµ
(
∂φ∗
∂xµ
φ− ∂φ
∂xµ
φ∗
)
, (57)
dove abbiamo usato le equazioni di Euler-Lagrange. La variazione δL deve
essere uguale a zero. Allora abbiamo ottenuto un risultato importante:
∂sµ
∂xµ
= 0, (58)
dove
sµ = i
(
∂φ∗
∂xµ
φ− ∂φ
∂xµ
φ∗
)
. (59)
Questo significa che esiste una corrente quadrivettoriale conservata (cioe`,
una densita` quadrivettoriale che soddisfa l’equazione di continuita` (58), as-
sociata con un campo complesso φ. Sotto la sostituzione φ  φ∗, sµ cam-
bia il suo segno. Questo suggerisce che sµ deve essere interpretato come
la densita` carica-corrente e che φ sia una particella con la carica e, men-
tre φ∗ e` una particella con la carica −e. Comunque, non c’e` niente nel
formalismo che ci obblighi di legare sµ con la densita` carica-corrente, che
appare nell’elettrodinamica. Infatti, il formalismo e` in accordo con qualsiasi
grandezza interna conservata, associata ad un campo complesso.
La connessione tra l’invarianza rispetto a una certa trasformazione e la
conservazione di una grandezza associata e` ben nota in fisica classica e quan-
tistica; per esempio, la connessione tra l’invarianza rotazionale (isotropia
dello spazio) e la conservazione del momento angolare. Questa connessione
costituisce, in forma molto generale, il contenuto del famoso teorema di
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Noether. Qui abbiamo visto che la conservazione di una grandezza non-
geometrica, anche puo` essere formulata in termini dell’invarianza rispetto
ad una trasformazione (55), che viene chiamata trasformazione di gauge di
primo tipo.
Concludendo questa sottosezione, notiamo che i campi scalari reali e com-
plessi erano introdotti nella fisica delle particelle per descrivere pi-mesoni o
pioni, responsabili per le interazioni forti tra nucleoni. Nel Modello Standard
l’unico campo scalare e` il campo scalare di Higgs e l’interazione di Yukawa
descrive l’interazione tra questo campo e i quark.
1.4 Campi di Maxwell classici
1.4.1 Equazioni di Maxwell
Usiamo le unita` di Heavyside-Lorentz, nelle quali le equazioni di Maxwell
hanno la forma:
~∇ · ~E = ρ,
~∇× ~B − 1
c
∂ ~E
∂t
=
~j
c
; (60)
~∇ · ~B = 0,
~∇× ~E + 1
c
∂ ~B
∂t
= 0. (61)
Le equazioni di Maxwell possono essere scritte piu` concisamente se intro-
duciamo un campo tensoriale antisimmetrico Fµν e il quadrivettore carica-
corrente jµ come segue:
Fµν =

0 B3 −B2 −iE1
−B3 0 B1 −iE1
B2 −B1 0 −iE3
iE1 iE2 iE3 0
 , (62)
jµ = (~j, icρ). (63)
L’equazione (60) diventa ora
∂Fµν
∂xν
=
jµ
c
. (64)
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A causa dell’antisimmetria di Fµν , abbiamo l’equazione di continuita` per la
densita` carica-corrente. Per mostrare questo basta prendere la divergenza
dell’equazione (64):
∂
∂xµ
∂Fµν
∂xν
=
1
2
(
∂
∂xµ
∂Fµν
∂xν
− ∂
∂xµ
∂Fνµ
∂xν
)
=
1
2
(
∂
∂xµ
∂Fµν
∂xν
− ∂
∂xν
∂Fµν
∂xµ
)
= 0.
(65)
Quindi
∂jµ
∂xµ
= 0. (66)
In altre parole, la teoria di Maxwell e` costruita in tal modo che la con-
servazione di carica-corrente e` garantita automaticamente appena Fµν e` in-
trodotta.
Introduciamo anche il vettore potenziale via
∂Aν
∂xµ
− ∂Aµ
∂xµ
= Fµν . (67)
La seconda coppia delle equazioni di Maxwell (61) puo` essere riscritta come
tλµ,ν + tµν,λ + tνλ,µ = 0, (68)
dove
tλµ,ν =
∂Fλµ
∂xν
=
∂
∂xν
(
∂Aµ
∂xλ
− ∂Aλ
∂xµ
)
. (69)
1.4.2 Lagrangiana e Hamiltoniana
L’unica densita` scalare vera che puo` essere costruita dal campo tensoriale e`
FµνFµν = 2(| ~B|2 − | ~E|2). (70)
Possiamo provare la densita` Lagrangiana
L = −1
4
FµνFµν +
jµAµ
c
. (71)
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Trattando ogni componente del campo Aµ come un campo indipendente,
otteniamo
∂
∂xν
∂L
∂
(
∂Aµ
∂xν
) = −1
4
∂
∂xν
 ∂∂ (∂Aµ
∂xν
) [(∂Aσ
∂xλ
− ∂Aλ
∂xσ
)(
∂Aσ
∂xλ
− ∂Aλ
∂xσ
)]
= −1
4
∂
∂xν
 ∂
∂
(
∂Aµ
∂xν
) (2∂Aσ
∂xλ
∂Aσ
∂xλ
− 2∂Aσ
∂xλ
∂Aλ
∂xσ
)
= −1
4
∂
∂xν
(
4
∂Aµ
∂xν
− 4∂Aν
∂xµ
)
= − ∂
∂xν
Fνµ, (72)
e
∂L
∂Aµ
=
jµ
c
. (73)
Quindi, l’equazione di Euler-Lagrange per ogni componente del campo Aµ
da` l’equazione di Maxwell (64).
La densita` Hamiltoniana Hem per un campo di Maxwell libero puo` essere
valutata da Lem = −14FµνFµν come segue:
Hem = ∂Lem
∂
(
∂Aµ
∂x4
) ∂Aµ
∂x4
− Lem
= −F4µ
(
F4µ +
∂A4
∂xµ
)
+
1
2
(| ~B|2 − | ~E|2)
=
1
2
((| ~B|2 + | ~E|2)− i ~E · ~∇A4. (74)
Nel caso del campo libero l’ultimo addendo dell’equazione (74) sparisce dopo
l’integrazione per parti, poiche´ ~∇· ~E = ρ = 0, e ~E e A4 decrescono abbastanza
rapidamente all’infinita`. In questo modo otteniamo un’espressione ben nota
Hem =
∫
Hemd3x = 1
2
∫
((| ~B|2 + | ~E|2)d3x. (75)
Rigorosamente parlando, la densita` Lagrangiana (71) non e` adatta per il
formalismo Hamiltoniano della teoria di Maxwell, poiche´ l’impulso canon-
icamente coniugato a A4 sparisce identicamente grazie al fatto che questa
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densita` non contiene ∂A4
∂x4
. Comunque, abbiamo ottenuto un’espressione ra-
gionevole, tacitamente evitando considerare la componente A4 alla pari con
le altre componenti.
1.4.3 Trasformazioni di gauge
Torniamo alla forma covariante delle equazioni di Maxwell (64) che possono
essere scritte come
Aµ − ∂
∂xµ
(
∂Aν
∂xν
)
= −jµ
c
. (76)
Supponiamo che (
∂Aν
∂xν
)
6= 0. (77)
Possiamo ridefinire Aµ senza cambiare Fµν come segue:
Anewµ = A
old
µ +
∂χ
∂xµ
, (78)
dove
χ = −∂A
old
µ
∂xµ
. (79)
Allora
∂Anewµ
∂xµ
=
∂Aoldµ
∂xµ
+χ = 0. (80)
Accettiamo il punto di vista che Fµν siano le sole grandezze che abbiano un
significato fisico; il potenziale Aµ e` introdotto per semplificare calcoli. Allora
possiamo lavorare con un’equazione piu` semplice:
Aµ = −jµ
c
, (81)
laddove Aµ soddisfa
∂Aµ
∂xµ
= 0. (82)
L’equazione (82) e` nota come la condizione di Lorentz.
Persino se usiamo la condizione (82), il potenziale Aµ non e` ancora unico.
Siamo liberi di fare un altro cambiamento:
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Aµ → A′µ +
∂Λ
∂xµ
, (83)
dove Λ soddisfa l’equazione di d’Alemebert omogenea:
Λ = 0. (84)
2 Teoria quantistica del campo elettromag-
netico
Cominceremo la presentazione della teoria dei campi quantistici dalla quan-
tizzazione del campo elettromagnetico. Storicamente, il campo elettromag-
netico ero il primo campo sia classico che quantistico introdotto in fisica.
Quasi in tutti gli esperimenti moderni, gli effetti elettromagnetici sono pre-
senti (anche quando studiamo altri tipi di interazioni fondamentali). Poi,
studiando la teoria del campo elettromagnetico quantistico, incontriamo gia`
tutti i principi e i problemi generali della teoria dei campi, quali l’invarianza
relativistica, l’invarianza di gauge, le divergenze ultraviolette e la procedura
di rinormalizzazione e cos`ı via. Ricordiamo che la scoperta dell’invarianza
delle equazioni di Maxwell rispetto alle trasformazioni di Lorentz aveva avuto
un impatto decisivo sulla formulazione della relativita` ristretta.
Inoltre, gia` alla fine del ottocento e` stato riconosciuto che il compor-
tamento di un campo elettromagnetico libero assomiglia il comportamento
dinamico di una collezione di oscillatori armonici. Prescrivendo ad ogni oscil-
latore della radiazione un’energia media uguale a kT , dove k e` la costante di
Boltzmann e T e` la temperatura assoluta, Lord Rayleigh a J.H. Jeans hanno
scritto un’espressione per la distribuzione dell’energia del campo di radi-
azione come una funzione della frequenza ω in una situazione ideale quando
il campo e` chiuso tra le pareti perfettamente assorbenti. La loro espressione
era in un buon accordo con le osservazioni per valori bassi della frequenza e
i valori alti della temperatura, ma dimostrava un disaccordo notevole per le
frequenze alte. M. Planck ha ipotizzato che l’energia di ogni oscillatore non
possa essere arbitraria, ma dovrebbe essere un multiplo intero di ~ω, dove ~
era una nuova costante fondamentale. Poi, A. Einstein, spiegando l’effetto
fotoelettrico, ha proposto che un onda elettromagnetica dovesse essere con-
siderata come una collezione di particelle senza massa, ognuna delle quali
aveva l’energia ~ω. Piu` tardi questa particella e` stata chiamata “fotone”.
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Poi P.A.M. Dirac ha proposto che le variabili canoniche dell’oscillatore della
radiazione dovessero essere trattate come x e p di un oscillatore armonico
nella meccanica quantistica non-relativistica. Quindi, cominciamo studiare
la teoria del campo elettromagnetico quantizzato.
2.1 Campo di radiazione classico
2.1.1 Condizione di trasversalita`
Consideriamo il campo elettromagnetico libero, cioe` senza sorgenti con jµ =
0. In questo caso possiamo considerare una trasformazione di gauge che
elimina la quarta componente di Aµ:
~A→ ~A′ = ~A+ ~∇Λ,
A0 → A′0 = A0 +
1
c
∂Λ
∂t
, (85)
dove
−1
c
∂Λ
∂t
= A0. (86)
Come risultato, la condizione di Lorentz si trasforma nella condizione di
trasversalita`:
~∇ · ~A = 0. (87)
Le tre equazioni principali con le quali lavoriamo sono
~B = ~∇× ~A, ~E = −1
c
∂ ~A
∂t
, (88)
~∇2 ~A− 1
c2
∂2 ~A
∂t2
= 0, (89)
laddove ~A soddisfa la condizione di trasversalita` (87).
2.1.2 Decomposizione di Fourier e oscillatori di radiazione
Assumiamo le condizioni periodiche di bordo per ~A dentro una scatola cubica
con il lato L = (V )1/3. Abbiamo
~A(~x, t)|t=0 = 1√
V
∑
~k
∑
α=1,2
(c~k,α(0)~u~k,α(~x) + c
∗
~k,α
(0)~u∗~k,α(~x), (90)
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dove
~u~k,α(~x) = ~
(α)ei
~k·~x (91)
e ~(α), chiamato vettore di polarizzazione lineare, e` un vettore unitario reale.
Dato ~k, scegliamo ~(1) e ~(2) in tal modo che (~(1),~(2), ~k/|~k|) formino un
insieme di tre vettori unitari mutuamente ortogonali, ordinati secondo la
regola della mano destra. In questo caso la trasversalita` e` garantita. Le
componenti di Fourier soddisfano le uguaglianze:
1
V
∫
d3x~u~k,α · ~u∗~k′,α′ = δkk′δαα′ ,
1
V
∫
d3x
{
~u~k,α · ~u~k′,α′
~u∗~k,α · ~u∗~k′,α′
}
= δk −k′~(α)(~k) · ~(α′)(−~k), (92)
dove
kx, ky, kz =
2pin
L
, n = ±1,±2, . . . (93)
a causa delle condizioni periodiche.
Per ottenere ~A(~x, t) per t 6= 0, sostituiamo c~k,α(0) e c∗~k,α(0) con
c~k,α(t) = c~k,α(0)e
−iωt, c∗~k,α(t) = c
∗
~k,α
(0)eiωt, (94)
dove ω = |~k|c. Allora
~A(~x, t) =
1√
V
∑
~k
∑
α=1,2
(c~k,α(t)~u~k,α(~x) + c
∗
~k,α
(t)~u∗~k,α(~x))
=
1√
V
∑
~k
∑
α=1,2
(c~k,α(0)~
(α)eik·x + c∗~k,α(0)~
(α)e−ik·x), (95)
dove
k · x = ~k · ~x− ωt = ~k · ~x− |~k|ct. (96)
L’Hamiltoniana e`
H =
1
2
∫
d3x(| ~B|2 + | ~E|2)
=
1
2
∫
d3x
|~∇× ~A|2 + ∣∣∣∣∣1c
(
∂ ~A
∂t
)∣∣∣∣∣
2

=
∑
~k
∑
α
2
(ω
c
)2
c∗~k,αc~k,α, (97)
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e
c¨~k,α = −ω2c~k,α. (98)
Qui abbiamo usato la formula per il prodotto vettoriale
(~a×~b)i = εijkajbk, (99)
dove εijk e` il simbolo antisimmetrico di Levi-Civita e l’ortogonalita` di ~k e
~(α). L’espressione (97) assomiglia a quella per l’energia di una collezione di
oscillatori armonici indipendenti. Davvero, definiamo
Q~k,α =
1
c
(c~k,α + c
∗
~k,α
), P~k,α = −
iω
c
(c~k,α − c∗~k,α). (100)
Allora
H =
∑
~k
∑
α
2
(ω
c
)2 [c(ωQ~k,α − iP~k,α)
2ω
]
×
[
c(ωQ~k,α + iP~k,α)
2ω
]
=
∑
~k
∑
α
1
2
(P 2~k,α + ω
2Q2~k,α). (101)
Ora, P~k,α e Q~k,α sono le variabili canoniche e il campo di radiazione puo` essere
trattato come una collezione di oscillatori armonici indipendenti, caratteriz-
zati da ~k e α.
2.2 Operatori di creazione, di annichilazione e di nu-
mero di occupazione
Postuliamo che P e Q degli oscillatori della radiazione non sono numeri
semplici, ma invece sono operatori, che soddisfano le relazioni seguenti:
[Q~k,α, P~k′,α′ ] = i~δ~k~k′δα, α
′, (102)
[Q~k,α, Q~k′,α′ ] = 0,
[P~k,α, P~k′,α′ ] = 0. (103)
Introduciamo gli operatori
a~k,α =
1√
2~ω
(ωQ~k,α + iP~k,α),
a+~k,α =
1√
2~ω
(ωQ~k,α − iP~k,α). (104)
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I loro commutatori sono
[a~k,α, a
+
~k′,α′
] = − i
2~
[Q~k,α, P~k′,α′ ] +
i
2~
[P~k,α, Q~k′,α′ ] = δ~k~k′δαα′ , (105)
[a~k,α, a~k′,α′ ] = [a
+
~k,α
, a+~k′,α′ ] = 0. (106)
Introduciamo anche un operatore Hermitiano
N~k,α = a
+
~k,α
a~k,α. (107)
E` facile controllare che
[a~k,α, N~k′,α′ ] = δ~k~k′δαα′a~k,α, (108)
[a+~k,α, N~k′,α′ ] = −δ~k~k′δαα′a
+
~k,α
. (109)
Consideriamo un autovettore normalizzato dell’operatore N tale che
N |n〉 = n|n〉. (110)
Allora
Na+|n〉 = (a+N + a+)|n〉 = (n+ 1)a+|n〉. (111)
Questa equazione puo` essere vista come una nuova equazione per autovalori,
laddove l’autovettore a+|n〉 ha l’autovalore n+ 1. Analogamente
Na|n〉 = (n− 1)a|n〉. (112)
Poi
a+|n〉 = c+|n+ 1〉, (113)
a|n〉 = c|n〉. (114)
|c+|2 = |c+|2〈n+ 1|n+ 1〉 = 〈a+n|a+n〉
= 〈n|aa+|n〉 = 〈n|N + 1|n〉 = n+ 1; (115)
|c−|2 = 〈an|an〉 = 〈n|a+a|n〉 = n. (116)
Quindi,
a+|n〉 = √n+ 1|n+ 1〉, (117)
a|n〉 = √n|n− 1〉, (118)
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n = 〈n|N |n〉 = 〈n|a+a|n〉 ≥ 0, (119)
poiche´ la norma di a|n〉 deve essere definita positivamente. Questo fatto
ci dice immediatamente che il numero n deve essere intero. Altrimenti,
l’autovalore n potrebbe diminuire indefinitamente mentre applichiamo suc-
cessivamente l’operatore a, e n potrebbe prendere valori negativi in contrad-
dizione con (119). Dall’altro lato, se n e` un numero positivo intero, allora
applicando l’operatore a arriviamo a
a|n〉 = √n|n− 1〉, . . . , a|2〉 =
√
2|1〉,
a|1〉 = |0〉, a|0〉 = 0. (120)
Quindi, n = 0 e` il piu` basso possibile autovalore dell’operatore N .
La rappresentazione esplicita matriciale di a, a+ e N puo` essere scritta
come segue:
a =

0 1 0 0 · · ·
0 0
√
2 0 · · ·
0 0 0
√
3 · · ·
· · · · · · · · · · · · · · ·
 , (121)
a+ =

0 0 0 0 · · ·
1 0 0 · · ·
0
√
2 0 0 · · ·
· · · · · · · · · · · · · · ·
 , (122)
N =

0 0 0 0 · · ·
0 1 0 0 · · ·
0 0 2 0 · · ·
· · · · · · · · · · · · · · ·
 . (123)
Loro agiscono sulla colonna
|n〉 =

0
0
· · ·
1
0
 , (124)
dove solo l’(n+ 1)-esima entrata e` diversa da zero.
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2.2.1 Stati di fotoni
Interpretiamo un autovettore di N~k,α come uno stato quantistico con un
numero definito di fotoni nello stato (~k, α). Per rappresentare la situazione
quando ci sono tanti fotoni con diversi valori di (~k, α), consideriamo il prodotto
diretto di autovettori
|n~k1,α1 , . . .〉 = |n~k1,α1〉 · · · |n~kl,αl〉 · · · . (125)
Il numero n~k,α si chiama numero di occupazione per lo stato (
~k, α). Lo stato
|0〉 = |0~k1,α1〉 · · · |0~kl,αl〉 · · · (126)
viene trasformato al vettore zero sotto l’azione di un operatore a~k,α per ogni
(~k, α). Questo stato si chiama lo stato di vuoto. Uno stato con un fotone
singolo con i parametri (~k, α) e` rappresentato da
a+~k,α|0〉. (127)
Uno stato con due fotoni e` rappresentato dall’autovettore normalizzato
1√
2
a+~k,αa
+
~k,α
|0〉 (128)
quando entrambe le particelle occupano lo stesso stato e
a+~k,αa
+
~k′,α′
|0〉 (129)
quando questi stati sono diversi. Piu` generalmente,
|n~k1,α1 , . . .〉 =
∏
~ki,αi
(a+~ki,αi
)
n~ki,αi√
n~ki,αi !
|0〉. (130)
a+~ki,αi
|n~k1,α1 , . . . , n~ki,αi , . . .〉 =
√
n~ki,αi + 1|n~k1,α1 , . . . , n~ki,αi + 1, . . .〉. (131)
Allora, a+~ki,αi
crea un fotone nello stato (~ki, αi), lasciando gli altri numeri di
occupazione senza cambiamenti. Per questa ragione a+~ki,αi
si chiama operatore
di creazione. Analogamente, a~ki,αi puo` essere interpretato come operatore di
distruzione o annichilazione.
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Ogni sistema di fotoni, che possiamo costruire e` simmetrico rispetto ad
uno interscambio di ogni coppia di indici. Per esempio, lo stato di due fotoni
(129) e` ovviamente simmetrico rispetto allo scambio (~k, α)↔ (~k′, α′) :
a+~k,αa
+
~k′,α′
|0〉 = a+~k′,α′a
+
~k,α
|0〉 (132)
a causa della regola di commutazione. Quindi, vettori di stato che otteniamo
applicando operatori di creazione allo stato di vuoto obbediscono automati-
camente la statistica di Bose-Einstein.
2.2.2 Operatori fermionici
Nella natura esistono particelle che non obbediscono la statistica di Bose-
Einstein, ma invece obbediscono la statistica di Fermi-Dirac, cioe` obbedis-
cono il principio di esclusione di Pauli - due particelle identiche non possono
occupare lo stesso stato quantistico. Nel 1928 P. Jordan e E. Wigner hanno
proposto un formalismo, laddove operatori di creazione e annichilazione b+r e
br soddisfano le relazioni di anticommutazione:
{br, b+r′} = δrr′ , {br, br′} = {b+r , b+r′} = 0. (133)
dove le parentesi graffe sono definite come
{A,B} = AB +BA. (134)
Lo stato con una particella e`
b+r |0〉, (135)
ma, poiche´
b+r b
+
r |0〉 =
1
2
{b+r , b+r }|0〉 = 0 (136)
secondo (133), non possiamo mettere due particelle nello stesso stato. Questo
e` esattamente cio` di cui abbiamo bisogno per far gli elettroni rispettare il
principio di esclusione di Pauli. Tuttavia, se r 6= r′, possiamo costruire uno
stato di due particelle
b+r b
+
r′|0〉 = −b+r′b+r |0〉. (137)
Notiamo che questo stato e` necessariamente antisimmetrico rispetto allo
scambio r ↔ r′, in accordo con la statistica di Fermi-Dirac. Definiamo
l’operatore di numero di occupazione:
Nr = b
+
r br. (138)
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Allora,
Nr|0〉 = 0, (139)
Nrb
+
r |0〉 = b+r |0〉. (140)
La rappresentazione esplicita matriciale di br, b
+
r e Nr e`
br =
(
0 1
0 0
)
, b+r =
(
0 0
1 0
)
, Nr =
(
0 0
0 1
)
. (141)
Loro agiscono sulle colonne
|0〉 =
(
1
0
)
e |1〉 =
(
0
1
)
. (142)
E` importante notare che b e b+ non possono essere scritti come combi-
nazioni lineari di operatori P e Q, che soddisfano le relazioni (102), (103).
Questo significa che non esiste un campo classico misurabile, che corrisponde
al campo fermionico quantistico.
2.3 Campo di radiazione quantizzato
2.3.1 Fotoni come eccittazioni del campo di radiazione
I componenti dell’espansione di Fourier del campo di radiazione classico de-
vono essere sostituiti dagli operatori di creazione e di annichilazione:
~A(~x, t) =
1√
V
∑
~k
∑
α
c
√
~
2ω
[a~k,α(t)~
(α)ei
~k·~x + a+~k,α(t)~
(α)e−i
~k·~x]. (143)
L’operatore Hamiltoniano del campo di radiazione quantizzato e`
H =
1
2
∫
( ~B · ~B + ~E · ~E)d3x
=
1
2
∑
~k
∑
α
~ω(a+~k,αa~kα + a~k,αa
+
~kα
)
=
∑
~k
∑
α
(
N~k,α +
1
2
)
~ω, (144)
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dove ω = |~k|c. Poiche´ la scala dell’energia assoluta e` arbitraria, possiamo
usare la scala dove l’energia di vuoto e` uguale a zero:
H|0〉 = 0. (145)
Questo e` equivalente alla sottrazione di
∑∑
~ω/2 dall’equazione (144) in
tal modo che (144) viene sostituito da
H =
∑
~k
∑
α
N~k,α~ω. (146)
L’operatore Hamiltoniano che agisce su uno stato con molti fotoni da`
H|n~k1,α1 , . . .〉 =
∑
i
n~ki,αi~ωi|n~k1,α1 , . . .〉. (147)
L’impulso totale del campo di radiazione e` dato nell’elettrodinamica classica
dall’integrale spaziale del vettore di Poynting ( ~E × ~B)/c. Quindi,
~P =
1
c
∫
( ~E × ~B)d3x =
∑
~k
∑
α
~~k
(
N~k,α +
1
2
)
. (148)
Il contributo di 1/2 puo` essere omesso perche´ quando sommiamo su ~k, l’espressione
~~k si cancella con −~~k. Quindi,
~P =
∑
~k
∑
α
~~kN~k,α. (149)
Agendo su uno stato con un fotone singolo l’Hamiltoniana e l’impulso danno
Ha+~k,α|0〉 = ~ωa
+
~k,α
|0〉, ~Pa+~k,α|0〉 = ~~ka
+
~k,α
|0〉. (150)
Vediamo che ~ω = ~|~k|c e ~~k sono l’energia e l’impulso del fotone. La massa
del fotone viene data da
(mass)2 =
1
c4
(E2 − |~P |2c2) = 1
c4
((~ω)2 − (~|~k|c)2) = 0. (151)
Lo stato di un fotone e` caratterizzato non solo dal suo impulso ma anche
dal vettore di polarizzazione ~(α). Poiche´ ~(α) si trasforma come un vettore
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questo ci stimola di associarlo con una unita del momento angolare. Si dice
che il fotone ha un momento angolare di spin uguale ad 1.
Si puo` mostrare che gli stati con un valore di spin fisso sono gli stati con
la polarizzazione circolare, dove il vettore ~A, e quindi, anche i vettori ~E e ~B
non oscillano lungo certi direzioni ma ruotano intorno la direzione ~k con una
ampiezza fissa.
Concludendo, dobbiamo notare che ~x e t che appaiono nella definizione
dell’operatore quantistico del campo ~A(~x, t) non sono variabili quantistiche,
ma semplicemente parametri dai quali dipendono operatori di campi quan-
tistici.
2.3.2 Fluttuazioni e relazioni di incertezza
Possiamo discutere ora le peculiarita` connesse con la natura quantistica del
campo di radiazione. Primo, notiamo che ne´ il numero di occupazione indi-
viduale N~k,α ne´ il numero di occupazione totale
N =
∑
~k
∑
α
N~k,α (152)
commutano con ~A, ~E e ~B. Nella meccanica quantistica le osservabili che non
commutano non possono essere simultaneamente determinate con un grado
di precisione arbitrario. In questo caso, se il numero di fotoni e` approssi-
mativamente fissato, devono essere incertezze nelle intensita` dei campi. Tale
comportamento appaia persino nello stato di vuoto. Ricordiamo, che sotto
una “incertezza” intendiamo la radice quadrata dalla differenza tra il valore
di aspettazione del quadrato dell’operatore allo studio e il quadrato del valore
di aspettazione dell’operatore stesso, cioe`
∆q =
√
〈q2〉 − 〈q〉2. (153)
Consideriamo, per esempio, il campo elettrico ~E = −1
c
∂ ~A
∂t
. Nonostante il fatto
che il valore di aspettazione nel vuoto 〈 ~E〉 sparisca ( perche´ a~k,α|0〉 = 0), il
quadrato medio delle fluttuazioni del campo elettrico e` infinito:
〈0| ~E · ~E|0〉 − |〈0| ~E|0〉|2 = 〈0| ~E · ~E|0〉 =∞. (154)
Questo conferma la nostra asserzione che se il numero di occupazione e` fissato
(zero in questo caso), allora la forza del campo e` completamente indefinita.
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Dall’altro lato, poiche` quello che noi misuriamo e` una forza del campo presa
in medio su una certa regione dello spazio, sarebbe piu` realistico considerare
un medio di un operatore intorno ad un certo punto:
E¯ =
1
∆V
∫
∆V
~Ed3x. (155)
Si puo` mostrare che
〈0|E¯ · E¯|0〉 ∼ ~c
(∆l)4
, (156)
dove ∆l e` la dimensione lineare del volume ∆V .
Un altra traccia particolare del campo di radiazione quantizzato e` che
le componenti di ~E e di ~B non necessariamente commutano. Per esempio,
abbiamo
[Ex(~x, t), By(~x′, t)] = ic~
∂
∂z
δ3(~x− ~x′). (157)
Quindi, non possiamo determinare simultaneamente ~E e ~B nello stesso punto
dello spazio con una precisione arbitraria. Tuttavia, e` possibile mostrare che
[Ex(~x, t), By(~x′, t′)] = 0 per (~x− ~x′)2 − 1
c2
(t− t′)2 > 0. (158)
Questo significa che non c’e` interferenza tra misurazioni effettuate in due
punti dello spazio-tempo separati da un intervallo di tipo spazio. Questo
fatto e` in accordo con il principio di causalita` della teoria della relativita`
ristretta.
2.3.3 Validita` della descrizione classica
Nella meccanica quantistica non-relativistica la descrizione classica e` veri-
tiera quando la non-commutativita` di variabili dinamiche non e` importante.
Analogamente, nella teoria quantistica di radiazione, se possiamo ignorare
il secondo membro dell’uguaglianza [a, a+] = 1, torniamo alla descrizione
classica. Poiche´ gli l’elementi diversi da zero degli operatori a e a+ sono
dell’ordine di
√
n, i numeri di occupazione devono essere grandi per giustifi-
care la validita` della descrizione classica.
Confrontiamo le fluttuazioni quantistiche del vuoto dell’operatore del
campo quadrato, e il valore del campo quadrato classico dell’onda elettro-
magnetica con la lunghezza d’onda λ. Nel vuoto abbiamo le fluttuazioni
28
quantistiche caratterizzate da
〈0| ~E · ~E|0〉 =∼ ~c
λ4
, (159)
dove il medio e` stato calcolato su un volume λ3.
Intanto, secondo l’elettrodinamica classica, il medio temporale di ~E2 puo`
essere uguagliato alla densita` dell’energia dell’onda elettromagnetica. Quindi
( ~E)2medio ∼
n¯~c
λ
, (160)
dove n¯ sta per il numero di fotoni per unita` di volume. Per la validita` della
descrizione classica, gli effetti puramente quantistici come (159) devono essere
trascurabili in confronto a (160):
n¯ 1
λ3
. (161)
In altre parole, la descrizione di fenomeni fisici basata sull’elettrodinamica
classica e` affidabile quando il numero di fotoni per volume λ3 e` molto piu`
grande di 1.
Nel suo libro “Advanced Quantum Mechanics” J.J. Sakurai da` un esempio
seguente. La stazione di Chicago, che lavorava con la lunghezza d’onda circa
3 metri con la potenza 135.000 Watt, dava alla distanza di 8 chilometri il nu-
mero di fotoni per λ3 di volume uguale circa 1017. Dunque, l’approssimazione
classica era estremamente precisa.
Lo sviluppo storico della meccanica quantistica era guidato dall’analogia
tra l’elettrone e il fotone, poiche´ gli entrambi esibivano la famosa dualita`
particella - onda. Questa similitudine potrebbe essere in qualche modo fuor-
viante. Il limite classico della teoria quantistica della radiazione viene rag-
giunto quando il numero di fotoni diventa cos`ı grande che si puo` considerarlo
come una grandezza continua. Lo sviluppo spazio-temporale dell’onda elet-
tromagnetica classica approssima il comportamento di trilioni di fotoni. Al
contrario, il limite classico della meccanica di onde di Schro¨dinger e` la mec-
canica di una particella puntiforme con una massa che ubbidisce l’equazione
del moto di Newton. Quindi, non e` una coincidenza che all’inizio solo la
natura ondulatoria della luce e la natura corpuscolare dell’elettrone erano
evidenti.
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2.4 Quantizzazione del campo scalare neutro
2.4.1 Operatori di creazione e di annichilazione e Hamiltoniana
Consideriamo un campo scalare neutro quantizzato. Esso puo` essere rappre-
sentato come
φ(~x, t) =
1
(2pi)3/2
∫
d3k√
2k0
(a~ke
i~k·~x−ik0t + a+~k e
−i~k·~x+ik0t), (162)
dove
k0 =
√
~k2 +m2, (163)
le unita` fondamentali sono fissate come ~ = 1, c = 1, e gli operatori di
creazione e di annichilazione hanno i commutatori
[a~k, a
+
~k′
] = δ(~k − ~k′),
[a~k, a~k′ ] = [a
+
~k
, a+~k′ ] = 0. (164)
La densita` Hamiltoniana ha la forma
H = φ˙
2
2
+
(~∇φ)2
2
+
m2φ2
2
. (165)
Calcoliamo questa densita` esplicitamente.
φ˙ =
−i
(2pi)3/2
∫
d3k
√
k0
2
(a~ke
i~k·~x−ik0t − a+~k e
−i~k·~x+ik0t), (166)
~∇φ = i
(2pi)3/2
∫
d3k√
2k0
~k(a~ke
i~k·~x−ik0t − a+~k e
−i~k·~x+ik0t). (167)
Ora, usando la formula
1
(2pi)3
∫
d3xei~q·~x = δ(~q), (168)
otteniamo∫
φ˙2d3x =
∫
d3k
k0
2
(a+~k a~k + a~ka
+
~k
− e−2ik0ta~ka−~k − e2ik0ta+~k a
+
−~k), (169)∫
(~∇φ)2d3x =
∫
d3k
~k2
2k0
(a+~k a~k + a~ka
+
~k
+ e−2ik0ta~ka−~k + e
2ik0ta+~k a
+
−~k), (170)
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m2
∫
φ2d3x = m2
∫
d3k
1
2k0
(a+~k a~k+a~ka
+
~k
+e−2ik0ta~ka−~k+e
2ik0ta+~k a
+
−~k). (171)
Quindi, usando le espressioni (169)–(171) e la relazione (163), possiamo cal-
colare l’Hamiltoniana
H =
∫
d3xH
=
1
2
∫
d3
2k0
[(e−2ik0ta~ka−~k + e
2ik0ta+~k a
+
−~k)(−k
2
0 +
~k2 +m2)
+(a+~k a~k + a~ka
+
~k
)(k20 +
~k2 +m2)]
=
1
2
∫
d3kk0(a
+
~k
a~k + a~ka
+
~k
), (172)
che ha una corretta forma oscillatoria.
2.4.2 Funzione di Pauli-Jordan
Calcoliamo il commutatore del campo scalare neutro con se stesso in due
punti diversi. Questo oggetto si chiama anche “funzione di Pauli-Jordan”.
∆(~x− ~x′, t− t′) = [φ(~x, t), φ(~x′, t′)]. (173)
Usando la rappresentazione del campo scalare (162) e le relazioni di commu-
tazione (164), otteniamo
∆(~x−~x′, t− t′) = 1
(2pi)3
∫
d3k
2k0
(ei
~k·(~x−~x′)+ik0(t′−t)−e−i~k·(~x−~x′)−ik0(t′−t)). (174)
Consideriamo il caso quando l’intervallo tra i punti x e x′ e` di tipo spazio. Us-
ando l’invarianza della funzione di Pauli-Jordan rispetto alle trasformazioni
di Lorentz, possiamo scegliere un sistema di riferimento tale che t = t′ e,
quindi,
∆(~x− ~x′, 0) = 1
(2pi)3
∫
d3k
2k0
(ei
~k·(~x−~x′) − e−i~k·(~x−~x′))
=
2i
(2pi)3
∫
d3k
2k0
sin~k · (~x− ~x′) = 0 (175)
perche` l’integrando dell’espressione (175) e` dispari rispetto all’inversione ~k →
−~k. Questo fatto e` in corrispondenza con il principio di causalita`: gli op-
eratori dei campi bosonici separati da un intervallo di tipo spazio devono
commutare.
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Consideriamo ora il caso di un intervallo di tipo tempo. Usando una
trasformazione di Lorentz (boost) possiamo trovarci nel sistema di riferimento
dove ~x = ~x′ e
∆(0, t− t′) = 1
(2pi)3
∫
d3k
2k0
(eik0(t
′−t) − e−ik0(t′−t))
=
2i
(2pi)3
∫
d3k
2k0
sin k0(t− t′) 6= 0, (176)
visto che in questo caso l’integrando e` pari rispetto a ~k → −~k.
2.5 Emissione ed assorbimento di fotoni da atomi
2.5.1 Elementi di matrici per emissione ed assorbimento
L’Hamiltoniana dell’interazione tra gli elettroni atomici e il campo della ra-
diazione puo` essere ottenuto dalla prescrizione standard
~p→ ~p− e
~A
c
,
dove ~A ora significa il campo quantizzato della radiazione. Abbiamo
Hint =
∑
i
[
− e
2mc
(~pi · ~A(~xi, t) + ~A(~xi, t) · ~pi)
+
e2
2mc2
~A(~xi, t) · ~A(~xi, t)
]
, (177)
dove la somma viene calcolata su tutti gli elettroni atomici, che partecipano
all’interazione. Poiche´ il momento magnetico dello spin interagisce con il
campo magnetico, c’e` anche un’interazione addizionale:
Hspinint = −
∑
i
e~
2mc
~σi · [~∇× ~A(~x, t)]~x=~xi . (178)
L’elemento di matrice di transizione per A→ B, dove A e B possono essere
diversi stati atomici puo` essere calcolato prendendo l’elemento di matrice di
HI tra A e B. Tuttavia, l’Hamiltoniana dell’interazione (177)-(178) agisce
anche sugli stati fotonici. In un processo tipico della teoria quantistica della
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radiazione il vettore di stato e` un prodotto diretto del vettore di uno stato
atomico ed un vettore di uno stato fotonico.
Consideriamo, per primo, l’assorbimento di un fotone, caratterizzato da
~k, α. Se ci sono n~k,α fotoni nello stato iniziale, allora ci sono n~k,α − 1 fo-
toni nello stato finale. Nonostante che ci siano gli entrambi operatori a~k,α
e a+~k,α nel campo
~A, solo l’operatore di distruzione da` un contributo al pro-
cesso dell’assorbimento calcolato all’ordine piu` basso perturbativo. Il termine
quadratico ~A · ~A non da` un contributo in questo ordine, poiche´ esso cambia
il numero di fotoni o per 0 o per ±2. Allora, ignorando l’interazione dell
momento magnetico dello spin, abbiamo
〈B;n~k,α − 1|Hint|A;n~k,α〉
= − e
mc
〈B;n~k,α − 1|
∑
i
c
√
~
2ωV
a~k,α(0)e
i~k·~xi−iωt~pi~(α)|A;n~k,α〉
− e
m
√
n~k,α~
2ωV
∑
i
〈B|ei~k·~xi~pi · ~(α)|A〉e−iωt, (179)
dove abbiamo usato (143) e (118).
Nel caso del processo dell’emissione, e` l’operatore di creazione che da` un
contributo diverso da zero, poiche´ il numero di occupazione di fotoni e` stato
aumentato di 1. Abbiamo
〈B;n~k,α + 1|Hint|A;n~k,α〉
= − e
m
√
(n~k,α + 1)~
2ωV
∑
i
〈B|e−i~k·~xi~pi · ~(α)|A〉eiωt, (180)
dove abbiamo usato la formula (117).
L’elemento di matrice per l’emissione non e` zero, anche quando non ci
sono dei fotoni nello stato iniziale (n~k,α = 0). Questo corrisponde all’emissione
di un fotone da un atomo eccitato isolato, un fenomeno noto come l’emissione
spontanea. Notiamo che nel trattamento della teoria dei campi quantistici,
l’emissione spontanea e quella indotta vengono descritte dalla stessa formula
(180).
In una transizione tipica atomica nella regione ottica, la lunghezza d’onda
del fotone emesso e` molto piu` grande della dimensionalita` lineare dell’atomo.
Questo significa che possiamo sostituire e−i~k·~x dal 1. Inoltre, anche l’interazione
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del momento magnetico dello spin con il campo magnetico e trascurabile per
la stessa ragione. L’approssimazione, dove solo il termine ~p ·~(α) viene preso
in considerazione, si chiama l’approssimazione di dipolo elettrico.
2.5.2 Teoria delle perturbazioni dipendenti dal tempo
Una funzione d’onda atomica puo` essere espansa come
ψ =
∑
k
ck(t)uk(t)(~x)e
− iRkt~ , (181)
dove uk(~x) e` l’autofunzione di energia con il valore dell’energia Ek cha sod-
disfa
H0uk(~x) = Ekuk(~x) (182)
nell’assenza di una perturbazione dipendente dal tempo. L’equazione di
Schro¨dinger dipendente dal tempo nella presenza di un termine dipendente
dal tempo HI(t) e`
(H0 +HI)ψ = i~
∂ψ
∂t
= i~
∑
k
(c˙kuke
−iEkt/~ − i(Ek/~)ckuke−iEkt/~). (183)
Nel nostro caso l’Hamiltoniana non-perturbata H0 contiene non solo la parte
cinetica, ma anche l’interazione di Coulomb tra gli elettroni e il nucleo. Il
termine HI(t) e` responsabile per l’interazione di elettroni con il campo creato
da loro stessi. Usando (182), abbiamo∑
k
HIckuke
−iEkt/~ = i~
∑
l
c˙lule
−iElt/~. (184)
Moltiplicando questa equazione per u∗me
iEmt/~ and integrandola sullo spazio,
otteniamo l’equazione differenziale
c˙m =
∑
k
1
i~
〈m|HI(t)|k〉e
i(Em−Ek)t
~ ck(t). (185)
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2.6 Auto-energia di un elettrone legato e lo sposta-
mento di Lamb
2.6.1 Problema di auto-energia
L’esistenza dell’elettrone implica l’esistenza di un campo elettromagnetico
che lo accompagna. Classicamente il campo elettromagnetico creato da un
elettrone puo` agire sull’elettrone stesso. Nella teoria quantistica della radi-
azione c’e` un effetto analogo che puo` essere visualizzato come un processo a
due passi:
a) l’elettrone emette un fotone (virtuale); e
b) il fotone viene successivamente assorbito dallo stesso elettrone.
L’energia dell’interazione tra l’elettrone ed il suo campo elettromagnetico
si chiama “auto-energia” dell’elettrone. L’auto-energia forma una parte in-
separabile dell’energia a riposo osservabile dell’elettrone perche´ non c’e` un
modo di spegnere l’interazione elettromagnetica. Vedremo che i meccanismi
dinamici che producono l’auto-energia (inosservabile) hanno effetti osserv-
abili sugli livelli energetici di stati atomici.
Questo problema appaia persino in elettrostatica classica. Supponiamo di
considerare un modello dell’elettrone con una distribuzione della carica ρ. Sia
φ il potenziale elettrostatico, creato dall’elettrone. L’energia dell’interazione
e` data da
Eint =
1
2
∫
ρφd3x. (186)
Se l’elettrone fosse una particella puntiforme di carica e localizzata all’origine,
avremmo avuto ρ = eδ(3)(~x) e φ = e
4pir
. Quindi, Eint sarebbe infinita. Se
l’auto-energia viene calcolata usando la meccanica quantistica , essa e` ancora
infinita, ma la divergenza e` molto piu` debole.
2.6.2 Spostamenti di livelli atomici
Discutiamo ora l’auto-energia di un elettrone atomico legato, quando il campo
trasversale elettromagnetico e` quantizzato, ma l’elettrone viene trattato non-
relativisticamente. Consideriamo uno stato atomicoA. L’auto-energia dell’elettrone
legato si manifesta come lo spostamento dell’energia dello stato A grazie alla
sua interazione con il campo di radiazione quantizzato. Supponiamo che
l’atomo assorba un fotone precedentemente emesso e torni allo stato A. Gli
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elementi di matrici descriventi l’emissione e l’assorbimento sono
H
(emis)
IA = H
′
IAe
iωt (187)
per A→ I + γ e
H
(ass)
IA = H
′
AIe
−iωt (188)
per I + γ → A, dove gli elementi delle matrici indipendenti dal tempo H ′IA
e H ′AI sono dati da
H ′IA = (H
′
AI)
∗ = −c
√
~
2ωV
e
mc
〈I|~p · ~(α)|A〉 (189)
se l’approssimazione di dipolo sia assunta.
Per ottenere le ampiezze cI e cA dipendenti dal tempo dobbiamo risolvere
il sistema di equazioni differenziali:
i~c˙I =
∑
fotoni
H
(emis)
IA cAe
i(EI−EA)t/~, (190)
i~c˙A =
∑
fotoni
H
(ass)
AI cIe
i(EA−EI)t/~. (191)
Poiche´ l’operatore del campo quantizzato ~A ha un elemento di matrice tra lo
stato di vuoto e lo stato con un fotone di qualsiasi impulso e polarizzazione,
la somma
∑
fotoni viene calcolata per tutti i possibili impulsi di fotoni, persino
quelli per i quali l’energia del fotone non e` uguale a EI − EA.
Vogliamo ottenere l’espressione per lo spostamento dell’energia dello stato
A. Proviamo a farlo scegliendo un ansatz
cA = exp[−i∆EAt/~]. (192)
Ora, la funzione d’onda si comporta come
ψ ∼ uA(~x) exp[−i(EA + ∆EA)t/~]. (193)
Inserendo (192) nell’equazione (190) ed integrandola, abbiamo
cI =
∑
fotoni
H ′IA
i~
∫ t
0
exp[iωt′] exp
[
−i∆EAt
′
~
]
exp
[
i(EI − EA)t′
~
]
dt′
=
∑
fotoni
H ′IA(exp[i(EI − EA −∆EA + ~ω)t/~]− 1)
EA + ∆EA − EI − ~ω . (194)
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Per ottenere lo spostamento dell’energia dello stato A, sostituiamo (192) e
(194) nell’equazione (191) e dividiamola per exp[−i∆EAt/~]:
∆EA =
∑
fotoni
∑
I
|H ′IA|2(1− exp[i(EA + ∆EA − EI − ~ω)t/~])
EA + ∆EA − EI − ~ω . (195)
Poiche´ calcoliamo ∆EA fino al secondo ordine in e, e` legittimo di omettere
∆EA nel secondo membro dell’equazione (195). Quindi,
∆EA =
∑
fotoni
∑
I
|H ′IA|2(1− exp[i(EA − EI − ~ω)t/~])
EA − EI − ~ω . (196)
L’intervallo temporale, durante il quale la perturbazione agisce, puo` an-
dare verso l’infinita`. L’espressione oscilla quando t → ∞. Questo non e`
strano poiche´ abbiamo ottenuto (196) dall’integralo∫ t
0
eixt
′
dt′ (197)
che e`, ovviamente, mal definito. Tale integrale puo` essere fatto convergente
tramite l’addizione di una parte piccola immaginaria a x. In questo modo
otteniamo:
lim
t→∞
1− eixt
x
= − lim
→0+
i
∫ ∞
0
ei(x+i)t
′
dt′ = lim
→0+
1
x+ i
= lim
→0+
[
x
x2 + 2
− i
x2 + 2
]
= P 1
x
− ipiδ(x). (198)
Applicando questa formula all’equazione (196) arriviamo all’espressione per
lo spostamento dell’energia ∆EA che ha entrambe la parte reale e la parte
immaginaria:
Re(∆EA) =
∑
fotoni
∑
I
|H ′AI |2
EA − EI − ~ω , (199)
Im(∆EA) = −ipi
∑
fotoni
∑
I
|H ′AI |2δ(EA − EI − ~ω). (200)
La somma nell’equazione (199) include i fotoni con tutti gli impulsi e le po-
larizzazioni possibili, e la somma sugli stati atomici
∑
I e` anche non-limitata.
Questo significa che l’emissione e l’assorbimento di fotoni nell’equazione (199)
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non soddisfano la legge della conservazione dell’energia e sono diversi dagli
simili processi con i fotoni reali. Qui si parlano di fotoni “virtuali”. Possiamo
immaginare che un atomo fisico si trova una parte del tempo in uno stato
dissociato “atomo + fotone virtuale”. E` l’energia dell’interazione, associata
con l’emissione e l’assorbimento di fotoni virtuali che da` la parte reale dello
spostamento dell’energia.
In contrasto con la somma (199), la somma nell’equazione (200) viene cal-
colata solo sui fotoni che soddisfano la legge della conservazione dell’energia
EI = EA + ~ω. In altre parole, i fotoni che appaiono nella (200) sono “reali”
in differenza a quelli “virtuali” che appaiono nella (199). Lo spostamento
dell’energia acquisisce una parte immaginaria solo quando un decadimento
dello stato A con l’emissione spontanea di un fotone e` possibile. Notiamo
che
−2
~
Im(∆EA) =
∑
fotoni
∑
I
2pi
~
|H ′IA|2δ(EA − EI − ~ω). (201)
Il secondo membro di questa espressione e` l’espressione per la probabilita`
di transizione per l’emissione spontanea. Questa e` uguale alla vita media
inversa dello stato A:
−2
~
Im(∆EA) =
1
τA
=
ΓA
~
. (202)
Tornando all’equazione (193) vediamo che la funzione d’onda completa e`
data da
ψ ∼ uA(~x) exp
[
−i(EA +Re[∆EA])t
~
− ΓAt
2~
]
. (203)
La probabilita` di trovare lo stato non-stabile A decresce come
|ψ|2 ∼ e−ΓAt~ . (204)
Ricapitolando, la parte reale dello spostamento dell’energia e` quello che
normalmente viene chiamata lo spostamento dell’energia, mentre la parte
immaginaria caratterizza la larghezza del decadimento di uno stato instabile.
Ora, ci concentriamo sulla parte reale di ∆EA. Inserendo la forma es-
plicita (189) nell’equazione (199), abbiamo
∆EA =
~
V
∑
I
∫
d3kV
(2pi)3
1
2ω
∑
α
|(~p · ~ε(α))IA|2
EA − EI − ~ω . (205)
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La somma sulle polarizzazioni e l’integrazione angolare danno∫
dΩ
∑
α
|(~p · ~ε(α))IA|2 = 8pi
3
|(~pIA)|2. (206)
Siamo rimasti solo con l’integrazione dell’energia:
∆EA =
2
3pi
(
e2
4pi~c
)(
1
mc
)2∑
i
∫
Eγ|(~p)IA|2dEγ
EA − EI − Eγ , (207)
dove Eγ = ~ω = ~|~k|c. Questa integrazione viene fatta su tutti i possibili
valori di Eγ da zero all’infinito. Pero`, l’integrale si diverge linearmente.
Possiamo dire che non dovremmo prendere sul serio i contributi dai fotoni
virtuali con le energie alte, poiche´ l’approssimazione non-relativistica smette
di essere valida per Eγ ≥ mc2. Allora, sostituiamo∫ ∞
0
dEγ →
∫ Emaxγ
0
dEγ, (208)
dove Emaxγ si chiama il cutoff o il valore di taglio. Purtroppo, lo spostamento
dell’energia, calcolato in questo modo, dipende sensitivamente dal parametro
arbitrario del valore di taglio.
2.6.3 Rinormalizzazione della massa
Consideriamo ora l’auto-energia dell’elettrone libero. Le funzioni d’onda
degli stati A e I sono rappresentate da ei~p·~x/~/
√
V e ei
~p′·~x/~/
√
V , rispetti-
vamente. L’elemento di matrice delle perturbazioni, indipendente dal tempo
H ′IA nell’equazione (199) viene dato da
H ′IA = −c
√
~
2ω
e
mc
1
V 3/2
∫
e−i
~p′·~x/~e−i
~k·~x(~p · ~ε(α))ei~p·~x/~d3x
= −
√
~
2ω
e
m
1
V 1/2
~p · ~ε(α)δ~p′,~p−~~k. (209)
Il denominatore d’energia e`
EA − EI − ~ω = ~p
2
2m
− (~p− ~
~k)2
2m
− ~ω ≈ −~ω (210)
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nelle regioni dell’energia dove l’elettrone puo` essere trattato non-relativisticamente.
Agendo come prima otteniamo l’auto-energia dell’elettrone libero:
∆Efree = −
(
e2
4pi~c
)
2~p2
3pi(mc)2
∫ Emaxγ
0
dEγ = C~p
2, (211)
C = −
(
e2
4pi~c
)
2
3pi
Emaxγ
(mc)2
. (212)
Notiamo che l’espressione (211) diverge linearmente quando Emaxγ →∞.
Questa energia addizionale per l’elettrone libero e` proporzionale a ~p2.
Poiche´ non potremmo mai spegnere l’interazione elettromagnetica, questa
energia addizionale non puo` essere separata dall’energia cinetica normale
~p2
2m
. Infatti, l’energia cinetica osservabile e` la somma dell’energia cinetica
nel mondo ipotetico, laddove l’interazione elettromagnetica e` assente, e C~p2,
che abbiamo calcolato. Intanto, se l’elettrone viene considerato come una
particella non-relativistica, la massa dell’elettrone e` data dalla relazione
∂E
∂~p2
=
1
2m
, (213)
doveE e` l’energia di una particella libera. La massamobs osservabile dell’elettrone
e` connessa a C tramite
~p2
2mobs
=
~p2
2mbare
+ C~p2 ≈ ~p
2
2mbare(1− 2mbareC) , (214)
dovembare sta per la massa dell’elettrone che avremmo misurato se l’interazione
elettromagnetica fosse assente. L’effetto puro e` sono il cambiamento della
definizione della massa dell’elettrone:
mbare → mobs ≈
[
1 +
(
1
137
)
4
3pi
Emaxγ
mc2
]
mbare. (215)
La massa, che osserviamo in un laboratorio, non e` mbare ma mobs che si
chiama anche la massa rinormalizzata.
Quando risolviamo l’equazione di Schro¨dinger per calcolare i livelli dell’energia
di un atomo, l’energia cinetica che usiamo e` ~p
2
2mobs
, la quale gia` include il ter-
mine di correzione C~p2. Stimando gli spostamenti dell’energia osservabile,
dobbiamo sottrarre quella parte dell’energia, che gia` e` stata presa in consid-
erazione grazie al fatto che avevamo usato ~p
2
2mobs
invece di ~p
2
2mbare
calcolando i
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livelli dell’energia indisturbate. Questa e` l’idea della rinormalizzazione della
massa, proposta da H.A. Kramers. Quantitativamente, lo spostamento os-
servabile dell’energia ∆EobiA viene data da
∆EobsA = ∆EA − 〈A|
~p2
2mobs
− ~p
2
2mbare
|A〉
= ∆EA − C〈A|~p2|A〉. (216)
In altre parole, quello che e` osservabile e` la differenza tra l’auto-energia
dell’elettrone legato e l’auto-energia dell’elettrone libero.
2.6.4 Trattamento di Bethe dello spostamento di Lamb
H.A. Bethe ha applicato l’idea di Kramers sulla rinormalizzazione della massa
per calcolare lo spostamento dell’energia nell’atomo di idrogeno. Dalle equazioni
(207) e (216), otteniamo
∆EobsA =
(
e2
4pi~c
)
2
3pi(mc)2
∫ Emaxγ
0
(∑
I
Eγ|(~pIA|2
EA − EI − Eγ + (~p
2)AA
)
dEγ
=
(
e2
4pi~c
)
2
3pi(mc)2
∫ Emaxγ
0
∑
I
|(~pIA|2(EA − EI)
EA − EI − Eγ dEγ
=
(
e2
4pi~c
)
2
3pi(mc)2
∑
I
|(~pIA|2(EI − EA) ln
Emaxγ
|EI − EA|
=
(
e2
4pi~c
)
2
3pi(mc)2
ln
(
Emaxγ
〈|EI − EA|〉average
)∑
I
|(~pIA|2(EI − EA), (217)
laddove abbiamo usato
(~p2)AA =
∑
I
|(~pIA|2 (218)
ed abbiamo assunto che Emaxγ sia molto piu` grande della differenza EI −EA.
La nostra espressione ancora diverge quando Emaxγ →∞, ma la divergenza e`
logaritmica invece di essere lineare. La sommatoria su I viene semplificata
grazie al fatto che∑
I
|(~pIA|2(EA − EI) = 1
2
~2
∫
|ψA|2∇2V d3x, (219)
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che puo` essere dimostrato in tre tappe. Primo, notiamo che per l’Hamiltoniana
non-perturbata della forma
H0 =
~p2
2m
+ V (~x), (220)
abbiamo
~pH0 −H0~p = −i~~∇V. (221)
Secondo, prendiamo un elemento di matrice dell’equazione (221) tra gli stati
I e A:
pIAEA − EIpIA = −i~(~∇V )IA. (222)
Terzo, moltiplichiamo questa espressione per pAI e sommiamo rispetto a I,
notando che l’espressione risultante deve essere reale:∑
I
|(~p)IA|2(EA − EI) = −
∑
I
i~~pAI · (~∇V )IA
=
∑
I
i~(~∇V )AI · ~pIA
= −
(
i~
2
)
[~p, ~∇V ]AA
= −
(
~2
2
)
(~∇2V )AA, (223)
che da` (219). Per l’atomo di idrogeno abbiamo
~∇2V = e2δ(3)(~x). (224)
Ricordiamo che la funzione d’onda di un atomo di idrogeno sparisce all’origine
eccetto gli stati s. Quindi, l’integrale che appaia nell’equazione (219) e`∫
|ψA|2~∇2V d3x = e2|ψA(0)|2 =
{ (
e2
pin3a30
)
per stato s
0 altrimenti
, (225)
dove n e` il numero quantistico principale e a0 =
4pi~2
me2
e` il raggio di Bohr
dell’atomo di idrogeno.
Lo spostamento dell’energia osservabile diventa ora
∆EobsA =
8
3pi
(
e2
4pi~
)3(
e2
8pia0
)
1
n3
ln
(
Emaxγ
〈EI − EA〉
)
, (226)
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per gli stati s. Per gli stati con il numero orbitale l diverso da zero, non ci
sono spostamenti.
Nel 1947 Lamb e Rutherford hanno misurato lo spostamento di Lamb per
la differenza tra livelli dell’energia tra gli stati 2s e 2p1/2 e hanno trovato il
valore 1060 MHz. Bethe ha stimato la energia media di eccitazione 〈EI−EA〉
di essere 17,8 volte piu` grande dell’energia di Ridberg ed ha preso Emaxγ di
essere uguale mc2. Il risultato era 1040 MHz in un accordo notevole con
l’esperimento.
Successivi calcoli relativistici hanno dato un risultato convergente per lo
spostamento di Lamb. Il valore teorico 1057±0, 2 MHz viene confrontato con
quello sperimentale 1057± 0, 1 MHz. In ogni caso, il successo semiquantita-
tivo del trattamento di Bethe indica che lo spostamento di Lamb e` un effetto
non-relativistico. Piu` importante e` il fatto che questo trattamento mostri che
possiamo estrarre dei numeri sensati che possono essere confrontati con i dati
sperimentali nonostante la presenza delle divergenze nella teoria quantistica
dei campi.
3 Campi quantistici dello spin 12
3.1 L’equazione di Dirac
3.1.1 Derivazione dell’equazione di Dirac
Nella meccanica quantistica non-relativistica per prendere nella consider-
azione l’interazione magnetica dello spin dell’elettrone con il campo mag-
netico si aggiunge il termine
H(spin) = −
(
e~
2mc
)
~σ · ~B. (227)
Questa procedura sembra di essere artificiale, se trattiamo come fondamen-
tale l’introduzione dell’interazione elettromagnetica via la sostituzione
pµ → pµ − eAµ
c
. (228)
Esiste, tuttavia una procedura piu` naturale dell’introduzione dell’interazione
tra lo spin e il campo magnetico. Di solito partiamo dal termine dell’energia
cinetica nella forma
HKE =
~p2
2m
. (229)
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Tuttavia, per una particella con lo spin 1/2 possiamo ugualmente usare
l’espressione
HKE =
(~σ · ~p)(~σ · ~p)
2m
. (230)
Questa forma coincide con quella precedente (229) quando un potenziale
vettoriale e` assente. Ricordiamo che la formula
(~σ · ~A)(~σ · ~B) = ~a · ~B + i~σ · ( ~A× ~B) (231)
e` valida anche quando ~A e ~B sono operatori.
La differenza appaia quando facciamo la sostituzione (228). L’espressione
(230) ora diventa
1
2m
~σ ·
(
~p− e
~A
c
)
~σ ·
(
~p− e
~A
c
)
=
1
2m
(
~p− e
~A
c
)2
+
i
2m
~σ ·
[(
~p− e
~A
c
)
×
(
~p− e
~A
c
)]
=
1
2m
(
~p− e
~A
c
)2
− e~
2mc
~σ · ~B, (232)
dove abbiamo usato la formula
~p× ~A = −i~(~∇× ~A)− ~A× ~p. (233)
Nella formula (233) l’operatore ~p si assume di agire su tutto cio` che si trova
a destra; l’operatore ~∇ invece agisce solo su ~A. Notiamo che il momento
magnetico dello spin, generato in questo modo ha un corretto rapporto giro-
magnetico g = 2.
Ricordiamo che g e` una costante di proporzionalita` dimensionale, che
lega il momento magnetico di una particella µ ed il numero quantistico,
connesso con il momento angolare corrispondente e con un’unita` quantistica
fondamentale, quale e` il magnetone di Bohr: µB =
e~
2mec
.
Il fattore g per il momento orbitale magnetico e` uguale a 1 e per il mo-
mento magnetico dello spin e` uguale a 2.
Il nostro scopo e` la derivazione di un’equazione d’onda relativistica per
una particella con lo spin 1/2. Usando lo stesso metodo, che abbiamo usato
per incorporare lo spin dell’elettrone nella teoria non-relativistica, possiamo
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incorporarlo nella meccanica quantistica relativistica, partendo dall’espressione
classica (
E2
c2
)
− ~p2 = (mc)2 (234)
e costruendo il suo analogo quantistico(
Eop
c
− ~σ · ~p
)(
Eop
c
+ ~σ · ~p
)
= (mc)2, (235)
laddove
Eop = i~
∂
∂t
= i~
∂
∂x0
, (236)
e ~p = −i~~∇ come prima.
Questo ci permette di scrivere un’equazione di secondo ordine(
i~
∂
∂x0
+ ~σ · i~~∇
)(
i~
∂
∂x0
− ~σ · i~~∇
)
φ = (mc)2φ, (237)
per un elettrone libero, dove φ e` una funzione con due componenti.
Vogliamo ottenere un’equazione d’onda di primo ordine rispetto alla derivata
temporale. La covarianza relativistica suggerisce che tale equazione dovrebbe
essere lineare anche rispetto a ~∇. Un’analogia con la teoria di Maxwell
potrebbe essere utile. L’equazione di d’Alembert per il potenziale vettori-
ale libero Aµ = 0 e` un’equazione di secondo ordine, mentre l’equazione
di Maxwell (∂Fµν/∂xµ = 0) e` un’equazione di primo ordine. Notiamo che
Fµν , ottenuto tramite la differenziazione di Aµ, ha piu` componenti di Aµ.
Questo aumento del numero di componenti e` il prezzo che dobbiamo pagare
se vogliamo lavorare con un’equazione di primo ordine.
Essendo motivati da questa analogia, possiamo definire due funzioni d’onda
con due componenti φR e φL:
φR =
1
mc
(
i~
∂
∂x0
− i~~σ · ~∇
)
φ, φL = φ. (238)
Il numero totale delle componenti e` arrivato a 4. Gli apici R e L provengono
dal fatto che quando m → 0, φR e φL rispettivamente descrivono destrorso
e sinistrorso (lo spin e` parallelo alla direzione dell’impulso) e sinistrorso (lo
spin e` antiparallelo alla direzione dell’impulso) stati della particella con lo
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spin 1/2. L’equazione di secondo ordine (237) e` equivalente alla coppia di
equazioni di primo ordine
[i~~σ · ~∇− i~(∂/∂x0)]φL = −mcφR,
[−i~~σ · ~∇− i~(∂/∂x0)]φR = −mcφL. (239)
Questa coppia e` equivalente all’equazione d’onda di Dirac. Per riscriverla
nella forma di Dirac, prendiamo la somma e la differenza delle equazioni
(239). Abbiamo
−i~(~σ · ~∇)(φR − φL)− i~(∂/∂x0)(φL + φR) = −mc(φL + φR),
i~(~σ · ~∇)(φR + φL)− i~(∂/∂x0)(φL − φR) = −mc(φR − φL), (240)
o, denotando la somma e la differenza di φR e di pL come ψA e ψB, abbiamo( −i~(∂/∂x0) −i~(~σ · ~∇)
i~(~σ · ~∇) i~(∂/∂x0)
)(
ψA
ψB
)
= −mc
(
ψA
ψB
)
. (241)
Definendo una funzione d’onda con quattro componenti
ψ =
(
ψA
ψB
)
=
(
φR + φL
φR − φL
)
, (242)
possiamo riscrivere l’equazione (241) piu` concisamente come(
~γ · ~∇+ γ4 ∂
∂(ix0)
)
ψ +
mc
~
ψ = 0, (243)
o (
γµ
∂
∂xµ
+
mc
~
)
ψ = 0, (244)
laddove γµ con µ = 1, 2, 3, 4 sono matrici 4× 4 date da
γk =
(
0 −iσk
iσk 0
)
, γ4 =
(
I 0
0 −I
)
. (245)
L’equazione (244) e` la famosa equazione di Dirac. Vogliamo sottolineare
che l’equazione (243) e` quattro equazioni che legano quattro componenti
rappresentate da una colonna
ψ =

ψ1
ψ2
ψ3
ψ4
 . (246)
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Questo oggetto si chiama bispinore o spinore di Dirac.
Il fatto che ψ ha quattro componenti non c’entra con la natura quadridi-
mensionale dello spazio-tempo; infatti, ψ non trasforma come un quadrivet-
tore sotto una trasformazione di Lorentz.
Le matrici γµ si chiamano matrici gamma di Dirac. Loro soddisfano le
seguenti relazioni di anticommutazione:
{γµ, γν} = γµγν + γνγµ = 2δµν . (247)
Inoltre loro sono Hermitiane:
γ+µ = γµ (248)
ed hanno la traccia uguale a zero.
3.1.2 Rappresentazioni delle matrici di Dirac
Supponiamo di avere un’equazione(
γ′µ
∂
∂xµ
+
mc
~
)
ψ = 0, (249)
laddove la sola proprieta` richiesta per γ′µ e` che loro soddisfino le relazioni
{γ′µ, γ′ν} = 2δµν . (250)
La nostra asserzione e` che questa equazione sia equivalente all’equazione di
Dirac (243), dove le matrici gamma hanno la forma (245). Diversi insiemi di
matrici gamma si chiamano diverse rappresentazioni.
Possiamo usare il teorema nota come il teorema fondamentale di Pauli:
Dati due insiemi di matrici 4× 4 che soddisfano
{γ′µ, γ′ν} = 2δµν e {γµ, γν} = 2δµν (251)
esiste una matrice 4× 4 non-degenerata tale che
SγµS
−1 = γ′µ. (252)
Questa matrice e` unica a meno di una costante moltiplicativa. Assumendo
la validita` del teorema di Pauli, possiamo riscrivere (249) come(
SγµS
−1 ∂
∂xµ
+
mc
~
)
SS−1ψ′ = 0. (253)
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Moltiplicando questa equazione da sinistra per S−1, otteniamo(
γµ
∂
∂xµ
+
mc
~
)
S−1ψ′ = 0. (254)
Questo e` l’equazione di Dirac originale con S−1ψ′ come una soluzione. In
altre parole, (249) e` equivalente a (243), e le funzioni d’onda sono connesse
tramite
ψ′ = Sψ. (255)
Ci sono tre rappresentazioni delle matrici di Dirac usate di solito:
a) La rappresentazione standard di Dirac-Pauli (vedi Eq. (245));
b) La rappresentazione di Weyl, dove non solo γk ma anche γ4 ha gli elementi
diagonali uguali a zero;
c) La rappresentazione di Majorana dove γk sono puramente reali e γ4 e`
puramente immaginaria.
3.1.3 Componenti grandi e piccole
Nella presenza di un campo elettromagnetico, l’equazione di Dirac ha la
forma (
∂
∂xµ
− ie
~c
Aµ
)
γµψ +
mc
~
ψ = 0. (256)
Assumendo che Aµ non dipenda dal tempo, scriviamo
ψ(~x, t) = ψ(~x, 0)e−iEt/~, (257)
che, ovviamente significa che ψ e` una autofunzione di i~ ∂
∂t
con un autovalore
E. Le equazioni per ψA e ψB ora hanno la forma[
~σ ·
(
~p− e
~A
c
)]
ψB =
1
c
(E − eA0 −mc2)ψA,
−
[
~σ ·
(
~p− e
~A
c
)]
ψA = −1
c
(E − eA0 +mc2)ψB. (258)
Usando la seconda equazione, possiamo escludere ψB dalla prima equazione
ed ottenere [
~σ ·
(
~p− e
~A
c
)][
c2
E − eA0 +mc2
][
~σ ·
(
~p− e
~A
c
)]
ψA
= (E − eA0 −mc2)ψA. (259)
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Assumiamo ora che
E ≈ mc2, |eA0|  mc2. (260)
Definendo
ENR = E −mc2, (261)
possiamo fare la seguente espansione
c2
E − eA0 +mc2 =
1
2m
[
1− E
NR − eA0
2mc2
+ · · ·
]
. (262)
Questa espansione pue` essere trattata come espansione in (v/c)2 poiche´ ENR−
eA0 e` approssimativamente uguale a mv
2/2. Tenendo solo il termine princi-
pale in (262), otteniamo
1
2m
~σ ·
(
~p− e
~A
c
)
~σ ·
(
~p− e
~A
c
)
ψA = (E
NR − eA0)ψA, (263)
che diventa  1
2m
(
~p− e
~A
c
)2
− e~
2mc
~σ · ~B + eA0
ψA = ENRψA. (264)
Allora, nell’ordine zero in (v/c)2, ψA e` nient’altro che la funzione con due
componenti di Pauli nella meccanica quantistica non-relativistica, moltipli-
cata per e−imc
2t/~. Usando la seconda espressione nell’equazione (258), vedi-
amo che ψB e` minore di ψA con il fattore che e` vicino a v/c, a patto che (260)
sia valida. Per questa ragione, ψA e ψB si chiamano la componente grande e
la componente piccola dell’equazione di Dirac.
3.1.4 Onde piane
Cerchiamo soluzioni dell’equazione di Dirac per particelle libere di tipo di
onde piane. Sostituendo
ψ =
(
ψA
ψB
)
=
(
uA(~p)
uB(~p)
)
exp
(
i~p · ~x
~
− iEt
~
)
(265)
nell’equazione (258) con Aµ = 0, otteniamo
uA(~p) =
c
E −mc2 (~σ · ~p)uB(~p), uB(~p) =
c
E +mc2
(~σ · ~p)uA(~p). (266)
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Per E =
√|~p|2c2 +m2c4 > 0 possiamo provare, a meno di costanti di nor-
malizzazione, (
1
0
)
e
(
0
1
)
per uA(~p).
Possiamo facilmente trovare uB(~p) usando la seconda equazione (266) e
ricordando che
~σ · ~p =
(
p3 p1 − ip2
p1 + ip2 −p3
)
. (267)
In questo modo otteniamo due indipendenti soluzioni per E > 0.
u1(~p) = N

1
0
p3c/(E +mc
2)
(p1 + ip2)c/(E +mc
2)
 e u2(~p) = N

0
1
(p1 − ip2)c/(E +mc2)
−p3c/(E +mc2)
 ,
(268)
dove N e` la costante di normalizzazione.
Per E = −√|~p|2c2 +m2c4 < 0, possiamo cominciare con uB scelto come(
1
0
)
e
(
0
1
)
.
Allora, dalla prima equazione (266) otteniamo
u3(~p) = N

−p3c/(|E|+mc2)
−(p1 + ip2)c/(|E|+mc2)
1
0
 e u4(~p) = N

−(p1 − ip2)c/(|E|+mc2)
p3c/(|E|+mc2)
0
1
 .
(269)
E` facile vedere che per un ~p dato, gli spinori ur(~p) dati da (268) e (269) con
r = 1, 2, 3, 4 sono ortogonali:
ur(~p)ur
′
(~p) = 0 per r 6= r′. (270)
Useremo la normalizzazione
N =
√
(|E|+mc2)/2mc2. (271)
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Ricapitolando, diremo che le soluzioni normalizzate di tipo di onde piane per
un ~p dato sono
ψ =
√
mc2
EV
u1 o 2(~p) exp
(
i~p · ~x
~
− iEt
~
)
, (272)
per E > 0, e
ψ =
√
mc2
|E|V u
3 o 4(~p) exp
(
i~p · ~x
~
+
i|E|t
~
)
, (273)
per E < 0.
Con questa normalizzazione abbiamo∫
V
ψ+ψd3x = 1. (274)
3.2 Covarianza relativistica dell’equazione di Dirac
3.2.1 Trasformazioni di Lorentz
Che cosa significa la covarianza relativistica dell’equazione di Dirac rispetto
alle trasformazioni di Lorentz? Questo significa che esiste una prescrizione
esatta che connette ψ(x) e ψ′(x′), cioe` due funzioni d’onda che descrivono la
stessa situazione fisica in due diversi sistemi di riferimento. Usando questa
prescrizione dovremmo essere capaci di dimostrare che l’equazione di tipo
dell’equazione di Dirac nel secondo sistema di riferimento e` equivalente all’equazione
di Dirac. Quindi, dobbiamo avere
γµ
∂
∂x′µ
ψ′(x′) +
mc
~
ψ′(x′) = 0. (275)
Come sono connesse ψ(x) e ψ′(x)? Possiamo assumere che
ψ′(x′) = Sψ(x), (276)
dove S e` una matrice 4 × 4 che dipende solo dalla natura della trasformata
di Lorentz aµν . Riscriviamo (275), usando
∂
∂x′µ
= aµν
∂
∂xν
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come segue
γµaµν
∂
∂xν
Sψ +
mc
~
Sψ = 0 (277)
o, moltiplicandola per S−1 dalla sinistra, abbiamo
S−1γµSaµν
∂
∂xν
ψ +
mc
~
ψ = 0. (278)
E` l’equazione (278) equivalente all’equazione di Dirac? La risposta a questa
questione e` affermativa a patto che possiamo trovare una trasformazione S
che soddisfa
S−1γµSaµν = γν , (279)
o, moltiplicando per aλν e sommando su ν, otteniamo
S−1γλS = γνaλν , (280)
dove abbiamo usato l’uguaglianza aµνaλν = δµλ. Il problema della dimostrazione
della covarianza relativistica dell’equazione di Dirac e` ora ridotta alla costruzione
si un S che soddisfi l’equazione (280).
Consideriamo prima una rotazione spaziale per un angolo ω nel piano
1− 2. In questo caso si puo` mostrare che
Srot = cos
ω
2
+ γ1γ2 sin
ω
2
,
S−1rot = cos
ω
2
− γ1γ2 sin ω
2
. (281)
Infatti, il controllo diretto mostra che(
cos
ω
2
− γ1γ2 sin ω
2
)
γλ
(
cos
ω
2
+ γ1γ2 sin
ω
2
)
= γνaλν . (282)
Analogamente, al boost nel piano 1 − 4 per un angolo iperbolico χ cor-
risponde la matrice
Sboost = cosh
χ
2
+ iγ1γ4 sinh
χ
2
. (283)
Generalmente, la trasformazione S e` data da
Srot = cos
ω
2
+ iσij sin
ω
2
(284)
52
per una rotazione intorno all’asse k (il triplo ijk e` ciclico) per un angolo ω, e
Sboost = cosh
χ
2
− σk4 sinh χ
2
(285)
per un boost lungo l’asse k, dove abbiamo introdotto nuove matrici 4× 4:
σµν =
1
2i
[γµ, γν ] = −iγµγν , µ 6= ν. (286)
E` importante notare che per entrambe le rotazioni ed i boost abbiamo
S−1 = γ4S+γ4, S+ = γ4S−1γ4, (287)
poiche` γ4 commuta con σij ma anticommuta con σk4.
Introduciamo anche lo spinore aggiunto ψ¯:
ψ¯ = ψ+γ4, (288)
che e` diverso dallo spinore Hermitamente coniugato ψ+. Esplicitamente, se
ψ =

ψ1
ψ2
ψ3
ψ4
 , (289)
allora
ψ+ = (ψ∗1, ψ
∗
2, ψ
∗
3, ψ
∗
4),
ψ¯ = (ψ∗1, ψ
∗
2,−ψ∗3,−ψ∗4). (290)
3.2.2 Inversione spaziale
Consideriamo ora un altro tipo di trasformazione - l’inversione spaziale che
viene spesso chiamata anche l’operazione di parita`, ed e` rappresentata da
~x′ = −~x, t′ = t. (291)
Secondo la teoria di Maxwell il quadripotenziale si trasforma sotto l’azione
dell’inversione spaziale come
~A′(~x′, t′) = − ~A(~x, t), A′4(~x′, t′) = A4(~x, t). (292)
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Per dimostrare questo, notiamo che se l’equazione per la forza di Lorentz
m
d
dt
(
~v√
1− (v/c)2
)
= e[ ~E + (~v/c)× ~B] (293)
deve conservare la stessa forma per un sistema spazialmente inversa, i campi
elettromagnetici devono essere trasformati come ~E ′ = − ~E, ~B′ = ~B poiche`
~v′ = −~v. Intanto, ~E e ~B sono legati a ~A e A0 = iA4 tramite
~E = −~∇A0 − 1
c
∂ ~A
∂t
, ~B = ~∇× ~A. (294)
Quindi, dobbiamo avere (292).
Se l’equazione di Dirac deve avere la stessa forma per il sistema con
l’inversione spaziale, abbiamo(
∂
∂x′µ
− ie
~
A′µ
)
γµψ
′ +
mc
~
ψ′ = 0, (295)
o, equivalentemente,[
−
(
∂
∂xk
− ie
~c
Ak
)
γk +
(
∂
∂x4
− ie
~c
A4
)
γ4
]
ψ′ +
mc
~
ψ′ = 0. (296)
Proviamo come prima
ψ′(~x′, t′) = SPψ(~x, t), (297)
dove SP e` una matrice 4× 4 indipendente dalle coordinate spazio-temporali.
Moltiplicando (296) per S−1P da sinistra, vediamo che (295) e` equivalente
all’equazione di Dirac se esiste SP tale che
S−1P γkSP = −γk, S−1P γ4SP = γ4. (298)
Poiche` γ4 commuta con γ4 ed anticommuta con γk, e` ragionevole scegliere
SP = γ4. (299)
3.2.3 Covarianti bilineari
Possiamo discutere ora densita` bilineari di forma ψ¯Γψ, dove Γ e` un prodotto
di matrici gamma. Notiamo prima che a causa della relazione (287) la re-
lazione ψ′(x′) = Sψ(x) implica che
ψ¯′(x′) = ψ+(x)S+γ4 = ψ+(x)γ4γ4S+γ4 = ψ¯(x)S−1, (300)
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dove S significa i boost e le rotazioni spaziali. Questa relazione e` valida anche
per SP . Usando (300) vediamo immediatamente che ψ¯ψ e` invariante
ψ¯′(x′)ψ′(x′) = ψ¯(x)ψ(x) (301)
rispetto alle rotazioni spaziali, i boost e l’inversione spaziale.
Per studiare la proprieta` della trasformazioni di ψ¯γµψ, usiamo la formula
(280). Abbiamo
ψ¯′(x′)γµψ′(x′) = ψ¯(x)S−1γµSψ(x) = aµνψ¯(x)γνψ(x) (302)
rispetto le azioni delle rotazioni e dei boot. Applicando l’inversione spaziale,
otteniamo
ψ¯′
{
γk
γ4
}
ψ′ = ψ¯S−1P
{
γk
γ4
}
SPψ
′ =
{ −ψ¯γkψ
¯ψγ4ψ
}
. (303)
Quindi, ψ¯γµψ e` una densita` quadrivettoriale i cui componenti spaziali cam-
biano il segno sotto l’azione dell’inversione spaziale. Usando la tecnica simile
possiamo trovare che ψ¯σµνψ = −iψ¯γµγνψ con µ 6= ν e` una densita` tensoriale
di secondo rango.
Definiamo ora una nuova matrice
γ5 = γ1γ2γ3γ4. (304)
Questa matrice anticommuta con tuttle le matrici γµ, µ = 1, 2, 3, 4:
{γ5, γµ} = 0, µ 6= 5. (305)
Inoltre
γ25 = 1 (306)
e la sua forma esplicita e` nella rappresentazione standard di Dirac-Pauli e`
γ5 =
(
0 −I
−I 0
)
. (307)
Usando (305) vediamo che
S−1rotγ5Srot = γ5, S
−1
boostγ5Sboost = γ5, (308)
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poiche´ γ5 commuta con σµν , ma
S−1P γ5SP = −γ5 (309)
poiche´ γ5 anticommuta con γ4. Quindi, ψ¯γ5ψ viene trasformata esattamente
come la densita` scalare ψ¯ψ sotto l’azione delle trasformazioni di Lorentz
ortocrone (cioe` le rotazioni spaziali e i boost), ma cambia il suo segno sotto
l’azione dell’inversione spaziale. Tale grandezza si chiama pseudoscalare.
Finalmente, usando gli argomenti simili, possiamo vedere che ψ¯γ5γµψ si
trasforma come ψ¯γµψ rispetto alle trasformazioni di Lorentz ortocrone, ma
nel modo opposto rispetto all’inversione spaziale. Tale grandezza si chiama
vettore assiale o pseudovettore.
3.3 Quantizzazione del campo di Dirac
3.3.1 Quantizzazione secondaria
Guidati dal successo della teoria quantistica della radiazione, siamo tentati
a seguire, tanto quanto questo sia possibile la procedura che abbiamo usato
per i fotoni. Primo, costruiamo una teoria classica per il campo di Dirac,
usando il formalismo Lagrangiano e poi quantizziamo le eccitazioni dinamiche
del campo di Dirac sostituendo i coefficienti di Fourier con gli operatori di
creazione e distruzione.
Scegliamo la densita` Lagrangiana per il campo libero come
L = −c~γµ(∂/∂xµ)ψ −mc2ψ¯ψ
= −c~ψ¯α(γµ)αβ(∂/∂xµ)ψβ −mc2δαβψ¯αψβ, (310)
che e` uno scalare invariante rispetto alle trasformazioni di Lorentz. Nella
formulazione Lagrangiana ognuna di quattro componenti di ψ e di ψ¯ deve es-
sere trattata come come un campo indipendente. Variando ψ¯α (che e` definita
come (ψ+)γ(γ4)γα) otteniamo l’equazione di Dirac (243).
L’impulso pi canonicamente coniugato a ψ e`
piβ =
∂L
∂(∂ψβ/∂t)
= i~ψ¯α(γ4)αβ = i~ψ+β . (311)
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La densita` Hamiltoniana e`, quindi,
H = cpiβ ∂ψβ
∂x0
− L
c~
(
iψ+
∂ψ
∂x0
− iψ¯γ4 ∂ψ
∂x0
+ ψ¯γk
∂ψ
∂xk
)
+mc2ψ¯ψ
= ψ+(−i~c~α · ~∇+ βmc2)ψ, (312)
dove
αk = iγ4γk =
(
0 σk
σk 0
)
, β = γ4. (313)
Allora, l’Hamiltoniana totale del campo libero di Dirac e`
H =
∫
ψ+(−i~c~α · ~∇+ βmc2)ψd3x. (314)
Il campo di Dirac diventa un campo quantizzato se sostituiamo i coeffi-
cienti di Fourier nell’espansione di onde piane con gli operatori br~p. Abbiamo
ψ(~x, t) =
1√
V
∑
~p
4∑
r=1
√
mc4
|E| b
r
~pu
rei~p·~x/~, (315)
dove ur sono soluzioni di tipo di onde piane dell’equazione di Dirac e ψ e` ora
un operatore che agisce su vettori di stato nello spazio di numeri di occu-
pazione. Interpretiamo br~p e b
r+
~p rispettivamente come operatori di distruzione
e creazione per lo stato (~p, r). Uno stato con un elettrone singolo viene rap-
presentato via br+~p (0)|0〉. Il principio di esclusione di Pauli viene garantito se
usiamo relazioni di anticommutazione di Jordan-Wigner
{br~p, br+~p′ } = δrr′δ~p~p′,
{br~p, br~p′} = 0,
{br+~p , br+~p′ } = 0, (316)
dalle quali segue che gli autovalori dell’operatore del numero di particelle
N r~p = b
r+
~p b
r
~p (317)
e` zero o uno.
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Assumiamo che l’Hamiltoniana del campo di Dirac quantistico ha la
medesima forma dell’espressione classica (314). Allora, abbiamo
H =
1
V
∫ ∑
~p
∑
~p′
4∑
r=1
4∑
r′=1
(√
mc2
|E| b
r+
~p u
r+(~p)e−i~p·~x/~
)
×(−i~c~α · ~∇+ βmc2)×
(√
mc2
|E ′| b
r′
~p′u
r′(~p′)ei~p·~x/~
)
d3x
=
∑
~p
∑
~p′
4∑
r=1
4∑
r′=1
δ~p~p′
mc2E ′√|EE ′|br+~p br′~p′ur+(~p)ur′(~p′)
=
∑
p
∑
r=1,2
|E|br+~p br~p −
∑
p
∑
r=3,4
|E|br+~p br~p, (318)
grazie alle relazioni di ortogonalita` (270) e della normalizzazione (271) e
anche alla relazione
E ′ = ±
√
|~p′|2c2 +m2c4 per r′ =
{
1, 2,
3, 4.
(319)
I nostri operatori di creazione e di annichilazione dipendono dal tempo e la
loro dipendenza dal tempo puo` essere trovata dalle equazioni di Heisenberg:
b˙r~p =
i
~
[H, br~p] = ∓
i
~
br~p|E| per r =
{
1, 2,
3, 4,
b˙r+~p =
i
~
[H, br+~p ] = ±
i
~
br+~p |E| per r =
{
1, 2,
3, 4.
(320)
Allora abbiamo
br~p(t) = b
r
~p(0)e
∓i|E|t/~ per r =
{
1, 2,
3, 4,
(321)
ed una relazione simile per br+~p (t).
Si puo` dimostrare che l’operatore di carica e`
Q = e
∫
ψ+ψd3x = e
∑
~p
4∑
r=1
br+~p b
r
~p (322)
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e l’operatore dell’impulso e`
~P =
∑
~p
4∑
r=1
~pbr+~p b
r
~p. (323)
3.3.2 Operatori di positroni e spinori di positroni
L’apparizione di stati con l’energia negativa non sembra di essere naturale.
Sarebbe molto meglio avere l’energia sempre positiva, mentre la carica totale
potrebbe essere sia positiva che negativa.
Avendo questo obiettivo nella mente, definiamo nuovi oggetti bs~p, d
s
~p, u
s(~p)
e vs(~p) tali che
bs~p = b
r
~p (r = s) per r = 1, 2,
ds+~p = ∓br−~p
{
s = 1 per r = 4,
s+ 2 per r = 3;
(324)
e
us(~p) = ur(~p (r = s) per r = 1, 2,
vs(~p = ∓ur(−~p)
{
s = 1 per r = 4,
s+ 2 per r = 3.
(325)
La motivazione per questo ridefinizione degli operatori di creazione e di
annichilazione proviene dal fatto che l’annichilazione di un elettrone con
un’energia negativa, con l’impulso −~p e con lo spin in giu` appaia come la
creazione di un positrone con l’impulso +~p e lo spin diretto in su. Vedremo
tra poco che gli operatori d e d+ possono essere interpretati come gli oper-
atori di annichilazione e di creazione per un positrone. Notiamo che d e d+
soddisfano le stesse relazioni di anticommutazione di b e b+:
{ds~p, ds
′+
~p′ } = δss′δ~p~p′ ,
{ds~p, ds
′
~p′} = {ds+~p , ds
′+
~p′ } = 0. (326)
Abbiamo anche
{bs~p, ds
′
~p′} = {bs~p, ds
′+
~p′ = {bs+~p , ds
′+
~p′ } = {bs+~p , ds
′
~p′} = 0. (327)
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Le espansioni per ψ e ψ¯ hanno ora la forma
ψ(~x, t) =
1√
V
∑
~p
∑
s=1,2
√
mc2
E
(
bs~pu
s(~p) exp
[
i~p · ~x
~
− iEt
~
]
+ds+~p v
s(~p) exp
[
−i~p · ~x
~
+
iEt
~
])
, (328)
ψ¯(~x, t) =
1√
V
∑
~p
∑
s=1,2
√
mc2
E
(
ds~pv¯
s(~p) exp
[
i~p · ~x
~
− iEt
~
]
+bs+~p u¯
s(~p) exp
[
−i~p · ~x
~
+
iEt
~
])
, (329)
laddove, cominciando da questa formula in poi consideriamo solo i valori
positivi di E.
Tornando all’operatore Hamiltoniana e della carica totale possiamo riscri-
vere (318) e (322) come segue:
H =
∑
~p
∑
s
E(bs+~p b
s
~p − ds−~pds+−~p)
=
∑
~p
∑
s
E(bs+~p b
s
~p + d
s+
~p d
s
~p − 1), (330)
e
Q = e(bs+~p b
s
~p + d
s
−~pd
s+
−~p)
= e
∑
~p
∑
s
(bs+~p b
s
~p − ds+~p ds~p + 1). (331)
Dalle equazioni (330) e (331) vediamo che se interpretiamo ds+~p d
s
~p come un op-
eratore del numero di occupazione per i positroni con l’energia positiva, otte-
niamo un risultato soddisfacente: uno stato con positrone extra ha un’energia
extra ed una carica positiva extra. Allora, prendiamo
N e
−,s
~p = b
s+
~p b
s
~p, N
e+,s
~p = d
s+
~p d
s
~p. (332)
Per lo stato di vuoto, richiediamo
bs~p|0〉 = 0, ds~p|0〉 = 0. (333)
60
Applicando H allo stato di vuoto, otteniamo
−
∑
~p
∑
p
E = −∞.
Possiamo ridefinire la scala dell’energia in tal modo che H essendo applicato
a |0〉 dia zero. Abbiamo
H =
∑
~p
∑
p
E(N e
−,s
~p +N
e+,s
~p ), (334)
i cui autovalori sono positivamente semidefiniti. Similmente abbiamo
Q = |e|
∑
~p
∑
p
(N e
−,s
~p −N e
+,s
~p ). (335)
Vogliamo sottolineare che per ottenere questi risultati soddisfacenti abbi-
amo dovuto usare le relazioni di anticommutazione. Il campo di Dirac deve
essere quantizzato secondo la statistica di Fermi-Dirac. Abbiamo dimostrato
un caso speciale di un teorema molto generale, che afferma che i campi con
lo spin semi-intero devono essere quantizzati secondo la statistica di Fermi-
Dirac, mentre i campi con uno spin intero devono essere quantizzati secondo
la statistica di Bose-Einstein. Questo teorema, che connette la statistica e lo
spin, e` stata dimostrata nel 1940 da W. Pauli.
Consideriamo brevemente le relazioni di anticommutazione tra ψ, ψ+ e ψ¯.
Primo, e` ovvio che
{ψα(x), ψβ(x′)} = {ψ+α (x), ψ+β(x′)} = {ψ¯α(x), ψ¯β(x′)} = 0. (336)
Per ψ(x) e ψ+(x′) abbiamo le relazioni di anticommutazione simultanee
{ψα(~x, t), ψ+β (~x′, t)} = δαβδ(3)(~x− ~x′), (337)
che implica anche che
{ψα(~x, t), ψ¯β(~x′, t)} = (γ4)αβδ(3)(~x− ~x′). (338)
Riguardo le relazioni di anticommutazione per i valori di coordinate temporali
diversi, diremo che {ψα(x), ψ¯β(x′)} e` una funzione del quadrivettore (x− x′)
che sparisce quando x e x′ sono separati da un intervallo di tipo spazio.
A causa delle relazioni di anticommutazione, e` chiaro che ψ(x) e ψ¯(x′) non
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commutano quando x−x′ e` di tipo spazio. Questo non deve disturbarci poiche´
ψ e ψ¯, non avendo degli analoghi classici , non sono misurabili. Dall’altro
lato, per la densita` carica-corrente
jµ(x) = ieψ¯γµψ, (339)
che e` misurabile, otteniamo
[jµ(x), jν(x
′)] = 0 se (x− x′)2 > 0. (340)
Quindi, misurazioni di cariche o correnti effettuate in punti spazio-temporali,
separati da un intervallo di tipo spazio, non possono avere un’influenza una
sull’altra, in accordo con il principio di causalita`.
3.3.3 Coniugazione di carica
Dobbiamo chiederci se la teoria basata sull’equazione di Dirac con il segno
di eAµ invertito (
∂
∂xµ
+
ie
~c
Aµ
)
γµψ
C +
mc
~
ψC = 0 (341)
sia equivalente alla teoria basata sull’equazione di Dirac nella presenza del
campo elettromagnetico. Assumiamo che esista una certa prescrizione che
connette ψC e ψ. Essendo motivati dalla nostra esperienza con la teoria di
Klein-Gordon, proviamo
ψC = SCψ
∗. (342)
Dobbiamo dimostrare ora che l’equazione[(
∂
∂xk
+
ie
~c
Ak
)
γk +
(
∂
∂x4
+
ie
~c
A4
)
γ4
]
SCψ
∗ +
mc
~
SCψ
∗ = 0 (343)
e` equivalente all’equazione di Dirac originale. Prendendo la coniugazione
complessa dell’equazione (343), abbiamo[(
∂
∂xk
− ie
~c
Ak
)
γ∗k +
(
− ∂
∂x4
+
ie
~c
A4
)
γ∗4
]
S∗Cψ +
mc
~
S∗Cψ = 0. (344)
Moltiplicando (344) per (S∗C)
−1 da sinistra e confrontando il risultato con
l’equazione originale, vediamo che loro sono equivalenti se esiste SC tale che[(
∂
∂xk
+
ie
~c
Ak
)
+
(
∂
∂x4
+
ie
~c
A4
)
γ4
]
SCψ
∗ +
mc
~
SCψ
∗ = 0 (345)
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(S∗C)−1γkS
∗
C = γk,
(S∗C)−1γ4S
∗
C = −γ4. (346)
Nella rappresentazione standard γ4 e γ2 sono puramente reali mentre γ1 e γ3
sono puramente immaginari. E` facile vedere che in questa rappresentazione
SC = γ2 = S
∗
C = (S
∗
C)
−1 (347)
funzionano:
γ2

−γ1
γ2
−γ3
 γ2 =

γ1
γ2
γ3

γ2γ4γ2 = −γ4. (348)
E` importante notare che SC = γ2 sia vero solo nella rappresentazione
standard delle matrici gamma. Infatti le forme particolari di SC dipendono
dalla rappresentazione. Per esempio, nella rappresentazione di Majorana,
laddove γ4 e` puramente immaginaria e γk sono puramente reali, ψ
C = ψ∗.
La situazione e` diversa dal caso dell’inversione spaziale, dove SP = γ4 e` vera
in ogni rappresentazione.
Un fatto strano e` che la carica totale
Q = e
∫
ψ¯γ4ψd
3x = e
∫
ψ+ψd4x,
non cambia il segno quando facciamo la sostituzione ψ ↔ ψC . Questo e` in
contrasto con il caso del campo scalare complesso dove la sostizione φ↔ φ∗
inverte il segno della carica.
Per una formulazione soddisfacente della coniugazione della carica e` es-
senziale usare la quantizzazione secondo Fermi-Dirac. In questo caso sotto
la coniugazione della carica si intendono le transizioni
bs~p ↔ ds~p, bs+~p ↔ ds+~p . (349)
3.3.4 L’equazione di Majorana e spinori di Majorana
Ettore Majorana ha notato che l’equazione
γµ
∂
∂xµ
ψ +
mc
~
ψC = 0 (350)
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era anche invariante rispetto alle trasformazioni di Lorentz. Questa equazione
si chiama l’equazione di Majorana e il parametro m in (350) si chiama massa
di Majorana. Nel caso quando
ψC = ψ, (351)
abbiamo uno spinore di Majorana.
Notiamo che se fosse scoperto un doppio decadimento beta senza neutrini
(gli esperimenti sono in corso, ma non e` stato scoperto) questo significherebbe
che neutrino ed antineutrino rappresentano la stessa particella, che potrebbe
essere un esempio di uno spinore di Majorana.
Dimostriamo ora che l’equazione di Majorana (350) e` invariante rispetto
alle trasformazioni di Lorentz di tipo (281) e (283). Ovviamente il termine
γµ
∂
∂xµ
ψ nell’equazione di Majorana si trasforma come un termine analogo
nell’equazione di Dirac. Vorremmo vedere che cosa succede con il termine,
proporzionale a ψC = γ2ψ
∗. Quando lo spinore ψ viene sottomesso all’azione
della trasformazione S, lo spinore ψC si trasforma come
ψC = γ2ψ
∗ → γ2S∗ψ∗. (352)
Quindi, se
S−1γ2S∗ = γ2, (353)
allora l’equazione di Majorana e` invariante rispetto alle trasformazioni di
Lorentz. Dobbiamo considerare quattro casi: una rotazione nel piano 1-3;
una rotazione nel piano 1-2 o nel piano 2-3; un boost nel piano 1-4 o nel
piano 3-4; un boost nel piano 2-4.
Nel primo caso
S = cos
ω
2
+ γ1γ3 sin
ω
2
. (354)
In questo caso S∗ = S e γ2S = Sγ2. Quindi, l’equazione (353) e` soddisfatta.
Nel secondo caso
S = cos
ω
2
+ γ1γ3sin
ω
2
. (355)
Allora, S∗ = S−1 e γ2S−1 = Sγ2 e (353 e` soddisfatta.
Nel terzo caso
S = cosh
χ
2
+ iγ1γ4 sinh
χ
2
. (356)
Allora, S∗ = S e γ2S = Sγ2 e l’equazione (353) e` soddisfatta.
Ultimamente
S = cosh
χ
2
+ iγ2γ4 sinh
χ
2
. (357)
Allora, S∗ = S−1 e γ2S−1 = Sγ2 e (353) e` soddisfatta.
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3.3.5 Interazioni elettromagnetica e di Yukawa
La densita` Lagrangiana dell’interazione di elettroni e di positroni con il
campo elettromagnetico e`
Lint = ieψ¯γµψAµ, (358)
mentre l’Hamiltoniana e`
Hint = −ieψ¯γµψAµ. (359)
Questa Hamiltoniana descrive quattro processi possibili: la diffusione di
un elettrone o di un positrone o la nascita` o annichilazione di una coppia
elettrone-positrone.
L’interazione tra mesoni e nucleoni proposto da H. Yukawa ha la forma
Hint = Gψ¯ψφ, (360)
o, alternativamente,
Hint = iGψ¯γ5ψφ. (361)
In quest’ultimo caso il campo φ e` uno pseudoscalare. Nella teoria odierna
l’interazione di Yukawa appaia tra i quarks e il bosone di Higgs.
3.4 Interazioni deboli, non-conservazione di parita`, neu-
trini con due componenti
3.4.1 Parita`
E` noto che uno stato con l’impulso ~p si trasforma in uno stato con l’impulso
−~p sotto l’azione dell’inversione spaziale. Il momento angolare orbitale non
cambia sotto l’azione dell’inversione spaziale poiche` esso e` dato da ~x × ~p.
Inoltre anche lo spin non cambia la direzione sotto la trasformazione della
parita`, poiche` l’inversione spaziale commuta con una rotazione infinitesimale.
Come risultato l’interazione con il memento magnetico e~
2mc
~σ · ~B e` invariante
rispetto alla trasformazione di parita`.
3.4.2 Decadimento di hyperon
Esaminiamo ora come possiamo descrivere un processo con non-conservazione
di parita` usando il linguaggio della teoria dei campi quantistici. Come un
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esempio particolarmente semplice consideriamo il decadimento di un hyperon
Λ:
Λ→ p+ pi−. (362)
L’Hamiltoniana responsabile per questo processo e`
Hint = φ+pi ψ¯p(g + g′γ5)ψΛ +Hc, (363)
dove ψΛ puo` annichilare hyperoni Λ o creare anti-hyperoni Λ, ψ¯p puo` an-
nichilare anti-protoni e creare protoni e φ+pi puo` creare pi
− ed annichilare
pi+. Abbiamo aggiunto Hc, cioe` coniugato Hermitiano perche` altrimenti
l’Hamiltoniana non sarebbe Hermitiana. Esplicitamente
Hc = ψ¯Λ(g
∗ − g∗′γ5)ψpφpi. (364)
Possiamo vedere che l’interazione (363) non e` invariante rispetto all’inversione
spaziale a meno che g = 0 o g′ = 0. Poiche` ψp, ψΛ e φpi si trasformano come
ψp → ηpγ4ψp(−~x, t), ψΛ → ηΛγ4ψΛ(−~x, t), φpi → ηpiφpi(−~x, t), (365)
l’Hamiltoniana (363) cambia sotto l’azione dell’inversione spaziale come segue:
Hint(~x, t)→ η∗pη∗ηpiηΛφ+pi (−~x, t)ψ¯p(−~x, t)(g − g′γ5)ψΛ(−~x, t) +Hc.(366)
Supponiamo che g′ = 0, allora Hint si trasforma come una densita` scalare a
patto che abbiamo scelto i fattori di fase in (365) in tal modo che η∗pη
∗
piηΛ = 1.
Similmente per g = 0, Hint anche si trasforma come uno scalare a patto che
abbiamo scelto η∗pη
∗
piηΛ = −1. Tuttavia, se entrambe g e g′ sono diverse da
zero, Hint non puo` trasformarsi come scalare indipendentemente dalla scelta
dei fattori di fase. Questo significa che l’interazione (363) non e` invariante
rispetto all’inversione spaziale.
Si puo` mostrare che l’accoppiamento scalare (il termine g) fa nascere un
sistema di tipo s1/2pi
−p, mentre l’accoppiamento pseudoscalare (termine g′) fa
nascere un sistema p1/2pi
−p. Se entrambe g e g′ son diverse da zero, ambedue
gli stati sono permessi; in altre parole lo stesso stato iniziale si trasforma
negli stati finali delle parita` opposte.
Prima del 1956, ognuno pensava che fosse illegale scrivere interazioni che
non conservassero parita` come quello della formula (363). Negli anni 1954-
1956, vari gruppi sperimentali studiavano proprieta` dei mesoni chiamati τ+
e θ+ che decadevano tramite l’interazione debole come
τ+ → 2pi+ + pi−, θ+ → pi+pi0. (367)
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E` stato evidente che τ+ e θ+ hanno la stessa massa e la stessa vita media, e
sarebbe naturale supporre che esse rappresentino diversi modi di decadimento
della stessa particella (che ora si chiama K+). Tuttavia, usando argomenti
basati sulla conservazione della parita` e del momento angolare, Dalitz ha
mostrato che le distribuzioni sperimentali dell’energie a degli angoli di pioni
negli decadimenti di τ+ suggerivano che τ+ e θ+ non potessero avere la stessa
parita`. Visto che in quegli tempi tutti credessero nella conservazione della
parita`, questo e` stato considerato come “enigma τ −θ”. Nel 1956 Lee e Yang
hanno studiato la conservazione della parita` nelle interazioni deboli e sonno
arrivati alla conclusione che nel reame di queste interazioni la conservazione
della parita` era un’ipotesi estrapolata e non sostenuta dai dati sperimentali.
3.4.3 Teoria di Fermi del decadimento beta
La teoria delle interazioni deboli e` stata nata dal lavoro di Fermi, chi nel
1932 ha scritto l’Hamiltoniana che spiegava il decadimento beta:
n→ p+ e− + ν¯. (368)
Fermi ha assunto che le derivate degli operatori dei campi non entrino nell’Hamiltoniana.
Con questa ipotesi l’interazione piu` generale, invariante rispetto alle trasfor-
mazioni di Lorentz (le rotazioni e i boost) ha la forma
Hint =
∑
i
(ψ¯pΓiψn)[ψ¯eΓi(Ci + C
′
iγ5)ψν ] +Hc, (369)
dove
Γi = 1, γλσλσ, iγ5γλ, γ5. (370)
E` evidente che la conservazione della parita` richiede
C ′i = 0 per tutti i
o
Ci = 0 per tutti i.
Se nessuna di queste due possibilita` non e` realizzata, allora l’interazione (369)
non e` invariante rispetto all’inversione spaziale. Dopo un quarto di secolo e`
stato chiaro che la corretta Hamiltoniana fenomenologica e`
Hint = CV (ψ¯pγλψn)[ψ¯eγλ(1 + γ5)ψν ]
+CA(ψ¯pγ5γλψn)[ψ¯eiγ5γλ(1 + γ5)ψν ] +Hc. (371)
con CA/CV ≈ −1, 2. Concentriamoci ora sul significato fisico di (1 + γ5)ψν .
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3.4.4 Neutrino a due componenti
Torniamo all’equazione (240). Quando la massa del fermione e` zero, le due
equazioni sono completamente disaccoppiate:(
i~σ · ~∇− i ∂
∂x0
)
φL = 0,
(
−i~σ · ~∇− i ∂
∂x0
)
φR = 0. (372)
Postuliamo ora che solo la prima delle equazioni (372) ha a che fare con la
realta` fisica. In questo caso la soluzione per φL della particella libera soddisfa
~σ · ~p = −E/c, (373)
dove il valore di E puo` essere sia positivo che negativo. Questo significa che
l’elicita` di un neutrino con energia positiva e` negativa, mentre l’elicita` di un
neutrino con energia negativa e` positiva. Quindi, l’elicita` di un anti-neutrino
con l’energia positiva e` negativa.
Dobbiamo sottolineare che l’asserzione che neutrino (anti-neutrino) sia
sempre sinistrorso (destrorso) ha senso solo se la sua massa e` rigorosamente
uguale a zero. Altrimenti, possiamo eseguire una trasformazione di Lorentz
(boost) che trasforma una particella sinistrorsa in una particella destrorsa.
Nella rappresentazione di Weyl dell’equazione di Dirac abbiamo
ψ =
(
φP
φL
)
, (374)
e
γ5 =
( −I 0
0 I
)
. (375)
E` evidente anche che (1 + γ5)ψν sceglie φ
L:
(1 + γ5)ψ = 2
(
0
φL
)
. (376)
Supponiamo di chiedere che solo (1 + γ5)ψν e ψ¯ν(1 − γ5) = [(1 + γ5)ψν ]+γ4
appaiono nell’interazione responsabile per il decadimento beta. A causa
dell’equazione (376) questa richiesta implica che solo φL e φL+ appaiano,
e, quindi, i neutrini (anti-neutrini) emessi nei decadimenti beta sono nec-
essariamente sinistrorsi (destrorsi). Possiamo arguire che l’apparizione solo
di φL esista grazie al fatto che questo sia legata o (a) alla proprieta` interna
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della particella stessa o (b) questo sia legato al fatto che l’Hamiltoniana
dell’interazione non conserva la parita`. Se la massa del neutrino e` zero,
questi due punti di vista sono indistinguibili. La teoria dei neutrini basata
su φL 6= 0, φR = 0 si chiama teoria dei neutrini a due componenti.
3.4.5 Teorema CPT
E.P. Wigner ha introdotto l’operazione dell’inversione del tempo. Questa op-
erazione cambia il segno degli entrambi: dell’impulso e dello spin. L’operatore
corrispondente, che agisce sugli operatori quantistici o sullo stato quantistico,
non e` unitario ma e` anti-unitario. Gli operatori anti-unitari conservano la
norma dei vettori, ma sostituiscono un prodotto scalare con un prodotto
scalare complesso coniugato, che significa che gli stati iniziali e finali cam-
biano ruoli.
Consideriamo ora il prodotto della coniugazione della carica C, dell’inversione
spaziale P e dell’inversione temporale T . L’invarianza rispetto al prodotto
CPT puo` essere trattata come conseguenza dell’uso delle Hamiltoniane Her-
mitiane. La maggioranza delle interazioni e` invariante anche rispetto alla cos`ı
detta parita` combinata CP , tuttavia e` facile di scrivere un’Hamiltoniana Her-
mitiana non-invariante rispetto CP (e tali interazioni esistano nella Natura).
In una formulazione assiomatica della teoria dei campi quantistici si dimostra
che non e` possibile violare il teorema CPT senza cambiamenti drastici nella
struttura della teoria.
4 Simmetrie, gruppi, rappresentazioni
4.1 Simmetrie
Simmetrie svolgono un ruolo molto importante nella fisica moderna, so-
pratutto nella teoria dei campi quantistici e nella fisica delle particelle el-
ementari. Che cosa e` la simmetria? La simmetria e` una proprieta` di un
sistema che ci dice, che cambiando alcune caratteristiche del sistema allo
studio in un certo modo, lasciamo senza cambiamenti alcune altre caratter-
istiche fondamentali del sistema. Per esempio, ruotando un quadrato in-
torno al suo centro per pi/2, cambiamo la disposizione dei suoi vertici, ma il
quadrato “nuovo” appaia di essere congruente con il quadrato “vecchio”. Il
metodo matematico rigoroso dello studio di simmetria e` legato alla teoria dei
gruppi. Questa teoria e` stata fondata da E. Galois con lo scopo dell’analisi
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delle equazioni algebriche di alti gradi. L’introduzione dei gruppi in fisica
e` diventato importante con il lavoro di E. Noether, che aveva scoperto che
l’invarianza di un sistema fisico rispetto ad un certo gruppo di trasformazioni
implicava l’esistenza di alcune grandezze conservate nel tempo. Lo sviluppo
della relativita` ristretta ha attirato l’attenzione ai gruppi di Lorentz e di
Poincare´, mentre nella fisica moderna di campi e particelle si usano anche dei
gruppi di simmetria interna, non legata alla trasformazioni spazio-temporali.
4.2 Gruppi astratti
Gruppo e` un insieme G, laddove e` definita un’operazione che mette in una
corrispondenza univoca ad ogni paio di elementi g1 e g2 un certo elemento
dello stesso insieme. L’operazione di gruppo viene chiamata spesso moltipli-
cazione e viene presentata come
g = g1g2. (377)
L’elemento g si chiama prodotto degli elementi g1 e g2. L’operazione di
gruppo deve avere le seguenti proprieta`:
1. L’associativita`:
∀g1, g2, g3 ∈ G (g1g2)g3 = g1(g2g3). (378)
2. Nel gruppo G esiste l’unico elemento neutro e, tale che ∀g ∈ G:
ge = eg = g. (379)
3.Per ogni elemento g del gruppo G esiste uno e solo uno elemento, chiamato
inverso a g e denotato come g−1 tale che
g−1g = gg−1 = e. (380)
Se il prodotto nel gruppo G e` commutativo, cioe`
∀g1, g2 ∈ G g1g2 = g2g1, (381)
il gruppo si chiama abeliano o commutativo. Un esempio semplice di un
gruppo abeliano e` l’insieme dei numeri reali R, dove il ruolo della moltipli-
cazione del gruppo svolge l’addizione. Lo zero e` l’elemento neutro del gruppo
e il numero inverso di x e` −x.
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Un sottogruppo K del gruppo e` un sottoinsieme di G, che e` chiuso rispetto
alle operazioni del gruppo G, cioe`
∀g1, g2 ∈ K g1g2 ∈ K, g−1 ∈ K. (382)
Per esempio, l’insieme Z dei numeri interi e` un sottogruppo del gruppo R.
Ogni gruppo G possiede due sottogruppi triviali - tutto il gruppo, e il sot-
togruppo che contiene solo l’elemento neutro.
Un sottogruppo K del gruppo G si chiama sottogruppo invariante o di-
visore normale se per ogni elemento g ∈ G, l’insieme gkg−1, dove k corre per
tutto il sottogruppo K, coincide con K, cioe`
∀g ∈ G gKg−1 = K. (383)
Il gruppo G si chiama semplice se esso non ha sottogruppi invarianti. Il
gruppo G si chiama semisemplice se esso non contiene sottogruppi invarianti
abeliani.
4.3 Gruppi di Lie
I gruppi infiniti possono essere divisi in due classi - discreti e continui. Un
esempio di un gruppo discreto e` Z. In un gruppo continuo esiste una strut-
tura aggiunta - la topologia, che determina la stessa nozione di continuita`.
Questo ci permette di parameterizzare gli elementi del gruppo tramite punti
di un certo spazio topologico. L’operazioni del gruppo debbono essere trasfor-
mazioni continue nello spazio dei parametri. Se per un gruppo dato uno
spazio finito-dimensionale puo` servire come lo spazio dei parametri – questo
gruppo si chiama gruppo di Lie. Piu` precisamente, un gruppo continuo G si
chiama gruppo di Lie n-parametrico, se un intorno di un suo elemento qual-
siasi puo` essere messo in corrispondenza biunivoca e continua con un intorno
aperto dello spazio euclideo Rn.
Il gruppo abeliano delle rotazioni del piano SO(2) o U(1) e` un gruppo di
Lie, il cui parametro e` l’angolo di rotazione ϕ ≤ 2pi. Gli elementi del gruppo
SO(2) possono essere parameterizzati mediante i punti dell’intervallo [0, 2pi]
con i punti estremi identificati:
rotazione per l′angolo ϕ↔ il numero ϕ ∈ [0, 2pi]. (384)
Un’altra parameterizzazione degli elementi di U(1) appaia quando conside-
riamo una circonferenza del raggio unitario sul piano complesso C:
rotazione per l′angolo ϕ↔ il numero z = eiϕ ∈ C. (385)
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Nella fisica delle particelle il gruppo U(1) e` un gruppo abeliano delle
trasformazioni di gauge legate alla conservazione di cariche addittive.
Un altra classe di gruppi di Lie sono i gruppi delle trasformazioni lineari
nondegenerate degli spazi lineari finito-dimensionali, che corrispondono ai
gruppi delle matrici quadrate con determinanti diversi da zero, e l’operazione
di gruppo e` la moltiplicazione di matrici. I nomi di questi gruppi riflettono
le proprieta` di loro elementi. Se non ci sono dei vincoli sulla forma delle
trasformazioni esse si chiamano L (lineari) e G (generali). Le trasformazioni
unitarie vengono chiamate U , ortogonali – O. Se le matrici hanno il determi-
nante uguale ad uno, al nome del gruppo si aggiunge la lettera S (speciale).
Tra le parentesi dopo il nome del gruppo si scrive la dimensionalita` (il nu-
mero delle righe) delle matrici, che costituiscono il gruppo. Per esempio, il
gruppo SU(N) consiste delle matrici unitarie della dimensionalita` N ×N , i
cui determinati sono uguali a 1.
Il gruppo SL(2,C) e` il gruppo di Lie delle matrici complessi 2× 2 con il
determinante uguale a 1.
Un ruolo importante nella fisica teorica viene svolto dal gruppo SU(2).
Una matrice complessa 2 × 2 viene parameterizzata da 8 numeri reali. La
condizione dell’unitarieta` impone 4 vincoli su questi numeri e il fatto che il
determinante delle matrici e` uguale a 1 impone ancore un vincolo. Quindi,
un elemento arbitrario del gruppo SU(2) viene parameterizzato da 3 numeri
reali, cioe` la dimensionalita` del gruppo SU(2) e` uguale a 3. Analogamente
si puo` dimostrare che la dimensionalita` di SU(N) e` uguale a N2 − 1.
Un elemento g del gruppo SU(2) puo` essere scritto come
g = exp(i
3∑
k=1
τkαk) = cosα +
i sinα
α
3∑
k=1
τkαk, (386)
dove τk sono le matrici di Pauli, αk sono numeri reali tali che α =
√
α21 + α
2
2 + α
2
3 ≤
pi. Notiamo che, come nel caso del gruppo U(1), la regione del cambiamento
dei parametri e` chiusa e limitata nello spazio euclideo. Questo significa che
i gruppi U(1) e SU(2) (e SU(N) anche per un N arbitrario) sono compatti.
Come esempi di gruppi non-compatti consideriamo il gruppo T degli
spostamenti nello spazio-tempo e il gruppo di Lorentz. L’elemento aT del
gruppo T viene definito come uno spostamento parallelo dei punti dello
spazio-tempo M tramite il vettore a ∈M :
(aTx)µ = xµ + aµ. (387)
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Il prodotto di due elementi aT e bT del gruppo T e`
aT bT = (a+ b)T . (388)
L’elemento inverso a aT e` (−a)T . Ovviamente, il gruppo Y e` abeliano. La
non-compatezza del gruppo T e` la conseguenza diretta della illimitatezza
dello spazio-tempo M .
Un elemento arbitrario del gruppo di Lorentz puo` essere rappresentato
come una sovrapposizione di una rotazione spaziale R e di un boost B, che
porta un sistema dallo stato di quiete allo stato del moto uniforme rettilineo
con la velocita` ~v:
Λ = B(~v)R. (389)
Le rotazioni spaziali costituiscono un sottogruppo compatto del gruppo
di Lorentz – il gruppo SO(3). La non-compatezza del gruppo di Lorentz e`
legata al fatto che la grandezza dell’angolo iperbolico che paremeterizza il
boost B(~v), puo` essere cambiata nei limiti infiniti −∞ < χ < +∞.
Il gruppo di Poincare´ – il gruppo principale della fisica relativistica – e`
una unificazione dei gruppi T e L nel senso che ogni suo elemento puo` essere
rappresentato nella forma
p = aTΛ, (390)
dove il prodotto degli elementi p1, p2 ∈ P viene dato dalla formula
p1p2 = (a1TΛ1)(a2TΛ2) = (a1 + Λ1a2)T (Λ1Λ2). (391)
E` facile controllare che il gruppo degli spostamenti T e` un sottogruppo in-
variante abeliano del gruppo di Poincare´ P . Quindi, quest’ultimo non e`
semisemplice.
4.4 Rappresentazioni di gruppi di Lie
In fisica ci interessano realizzazioni concrete di un dato gruppo astratto. La
rappresentazione lineare del gruppo G e` un’applicazione lineare e continua da
questo gruppo ad un gruppo di operatori lineari in un certo spazio vettoriale
L. Dunque, se g ∈ G e` un elemento arbitrario del gruppo e A(g) e` l’operatore
corrispondente in L, allora
∀g1, g2 ∈ G A(g1g2) = A(g1)A(g2) (392)
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e
∀g ∈ G A(g−1) = A−1(g). (393)
La dimensionalita` dello spazio L si chiama la dimensionalita` della rappresen-
tazione.
Per una rappresentazione della dimensionalita` N si possono sostituire gli
operatori con le matrici corrispondenti.
Una rappresentazione A del gruppo G si chiama esatta se a diversi ele-
menti g1 e g2 del gruppo G corrispondono diversi operatori A(g1) e A(g2),
cioe` se tra l’insieme degli elementi del gruppo e l’insieme degli operatori, che
costituiscono la rappresentazione e` stata stabilita una corrispondenza biuni-
voca. Una rappresentazione esatta riproduce completamente la struttura del
gruppo di Lie.
Una rappresentazione A del gruppo G nello spazio L si chiama riducibile,
se nello spazio L esiste uno sottospazio proprio (cioe` diverso da {~0} e L) L1,
invariante rispetto all’azione di tutti gli operatori della rappresentazione:
A(g)L1 ∈ L1 ∀g ∈ G. (394)
Nel caso opposto la rappresentazione si chiama irriducibile. Nella fisica
delle particelle si studiano di solito le rappresentazioni unitari, i cui elementi
sono operatori unitari che conservano la norma di vettori di stato. Si puo`
dimostrare che qualsiasi rappresentazione unitaria riducibile si scompone in
una somma di rappresentazioni irriducibili. Quindi, possiamo limitarci dallo
studio delle rappresentazioni irriducibili.
Consideriamo alcuni esempi. Per ogni gruppo abeliano tutti le rappre-
sentazioni irriducibili sono unidimensionali. In particolare, per il gruppo R
le rappresentazioni unitari irriducibili hanno la forma
A(x) = eipx ∀x ∈ R, (395)
dove p e` un numero reale, che fissa la scelta della rappresentazione.
Per i gruppi SL(N), SU(N), SO(N) e simili, il gruppo delle matrici, il
cui nome coincide con il nome del gruppo astratto, realizza una sua rapp-
resentazione esatta irriducibile. Spesso queste rappresentazioni si chiamano
fondamentali.
Un ruolo importante nella teoria dei gruppi viene svolto dalla nozione
della rappresentazione aggiunta. Ogni gruppo di Lie n-parametrico ha una
rappresentazione della dimensionalita` n, la cui forma e` completamente deter-
minata dalla struttura locale del gruppo. Notiamo che per i gruppi compatti
semplici la rappresentazione aggiunta e` sempre irriducibile.
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4.5 Generatori ed algebre di Lie
Dalla definizione del gruppo di Lie segue che questo gruppo possiede local-
mente la struttura dello spazio euclideo. L’elemento del gruppo di Lie e` non
solo una funzione continua di parametri, ma e` anche una funzione infinita-
mente differenziabile e, persino, analitica. Consideriamo un intorno piccolo
dell’elemento neutro. Possiamo decidere che a questo elemento corrispon-
dono i valori dei parametri uguali a zero. Allora, un elemento arbitrario g,
appartenente a questo intorno puo` essere rappresentato (a meno di termini
del secondo ordine) come
g(a1, . . . , an) = e+ i
n∑
k=1
Xkak, (396)
dove le grandezze
Xk =
1
i
∂g
∂ak
∣∣∣∣
a1=···=an=0
(397)
si chiamano generatori del gruppo di Lie. L’introduzione dell’unita immagi-
naria nella formula (397) garantisce la Hermiticita` dei generatori.
Si puo` dimostrare che le leggi della moltiplicazione del gruppo implicano
le seguenti relazioni per i generatori:
[Xl, Xj] = i
n∑
k=1
CkljXk, (398)
dove l’ultimo delle relazioni si chiama identita` di Jacobi. I numeri Cklj si
chiamano costanti di struttura del gruppo di Lie. Si dice che i generatori del
gruppo di Lie costituiscono una base dell’algebra di Lie.
L’insieme A si chiama algebra di Lie, se esso e` uno spazio lineare ed
e` chiuso rispetto all’operazione della commutazione degli elementi. Si puo`
dimostrare che l’insieme delle costanti di struttura, cioe` dei numeri con le
proprieta`
Cklj = −Ckjl, (399)
n∑
l=1
(C likC
m
lj + C
l
jiC
m
lk + C
l
kjC
m
li ) = 0, (400)
la prima delle quali segue dalla formula (398) mentre la seconda puo` essere
dedotta dall’identita` di Jacobi (399), determinano completamente la strut-
tura dell’algebra di Lie e, quindi, anche la struttura locale del gruppo di
Lie.
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Nel caso di un gruppo abeliano, tutte le costanti di struttura sono uguali a
zero. In particolare, i generatori del gruppo delle traslazioni T costituiscono
il quadri-vettore dell’impulso Pµ e
[Pµ, Pν ] = 0.
L’algebra di Lie del gruppo SU(2) viene definita tramite le relazioni di
commutazione
[Ii, Ij] = i
4∑
k=1
εijkIk, (401)
dove ε e` il tensore totalmente antisimemtrico. I generatori Ik possono rappre-
sentare gli operatori delle componenti del momento orbitale, dello spin, dello
spin isotopico e cos`ı via. Il gruppo SO(3) ha l’algebra di Lie che coincide
con l’algebra di Lie del gruppo SU(2).
Si puo` introdurre la nozione della rappresentazione lineare per le algebre
di Lie. Notiamo che quando la rappresentazione del gruppo di Lie e` unitario,
allora a forza delle formule (396) e (397) gli elementi dell’algebra di Lie sono
operatori Hermitiani. In particolare, per il gruppo SU(2 = i generatori della
rappresentazione fondamentale son le matrici 2× 2:
(Ik)
fond =
1
2
τk, (402)
i generatori della rappresentazione aggiunta sono le matrici 3× 3:
(Ik)
ad
lj = iεljk. (403)
La rappresentazione aggiunta dell’algebra di Lie della dimensionalita` n e`
la rappresentazione mediante le matrici n×n, i cui generatori sono le costanti
di struttura
(Xadk )
l
m = iC
l
mk. (404)
Notiamo che qualsiasi elemento di un gruppo di Lie compatto semisem-
plice puo` essere rappresentato nella forma normale
g(a1, . . . , an) = exp
(
i
n∑
k=1
Xkak
)
. (405)
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4.6 Gruppo di Poincare´, teorema di Noether, tensore
energia-impulso, momento angolare e spin
Il gruppo di Poincare` ha un ruolo molto importante in tutta la fisica rel-
ativistica, perche` esso e` legato alle simmetrie spazio-temporali. Scriviamo
le relazioni di commutazione che definiscono l’algebra di Lie del gruppo di
Poincare´ . Il numero totale dei generatori del gruppo e` uguale a 10; quattro
di loro, gli operatori delle componenti del quadriimpulso Pµ sono connessi
con il sottogruppo T , mentre gli altri, le componenti del momento angolare
Mµν sono connessi con il gruppo di Lorentz. Si puo` dimostrare che
[Pµ, Pν ] = 0,
[Pµ,Mνλ] = i(gµλPν − gµνPλ),
[Mµν ,Mλρ] = i(gµνMνρ − gνλMµρ + gνρMµλ − gµρMνλ). (406)
Il legame tra gli generatori del gruppo di Poincare´ e le grandezze fisiche,
che viene riflesso anche nei nomi degli generatori segue dal teorema di Noether.
Questo teorema nella forma generale puo` essere formulato come segue: Sia
una trasformazione continua delle entrambe, le coordinate spazio-temporali
e le funzioni dei campi, che dipende da s parametri ωk(k = 1, 2, . . . , s):
xν → x′ν = fν(x;ω), (407)
ua(x)→ u′a(x′) = Ua(ub(x);ω) (408)
e che lascia l’azione A invariante
δA = 0.
Allora esistono s invariati dinamici (cioe` grandezze che non dipendono dal
tempo) che possono essere rappresentati nella forma degli integrali spaziali
Ck =
∫
d3xθ0(k)(x) (409)
delle componenti temporali di quadrivettore
θν(k) =
∂L
∂ua;ν
(ua;µX
µ
k −Ψa;k)−XνkL(x), (410)
e
Xµk =
∂fµ(x;ω)
∂ωk
∣∣∣∣
ω=0
, Ψa;k =
∂Ua
∂ωk
∣∣∣∣
ω=0
. (411)
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Le traslazioni spazio-temporali
x′ν = xν + ων ,
u′a(x
′) = ua(x), (412)
danno
Xνk = δ
ν
k , Ψa;k = 0. (413)
Quindi, il tensore energia impulso e`
T µν(x) =
∂L
∂ua;µ
ua;ν(x)− gνµL(x) (414)
e l’impulso e`
P ν =
∫
d3xT ν0(t, ~x). (415)
Consideriamo ora gli invariati dinamici corrispondenti alle trasformazioni
di Lorentz. Nella forma infinitesimale loro hanno la forma
x′ν = xν + x
µδLµν , (416)
dove δLµν sono i parametri infinitesimali delle trasformazione. Grazie all’antisimmetria
delle grandezze δLµν possiamo scegliere sei di loro come parametri indipen-
denti:
δω(µν) = δLµν , rmdove µ < ν. (417)
Questi parametri sono gli angoli di rotazioni nei piani xµxν . Quindi l’indice
(k) dalle formule (409)–(411) viene rappresentato dal doppio indice (µν).
Rappresentando la variazione δx nella forma
δxν = X
k
ν δωk =
∑
ρ<σ
X(ρσ)ν δω(ρσ), (418)
otteniamo, usando le formule (416) e (417),
δxν = x
µδLνµ =
∑
ρ<σ
(xσδρν − xρδσν )δω(ρσ), (419)
cioe`
X(ρσ)ν = (x
σδρν − xρδσν ). (420)
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La variazione infinitesimale del campo viene rappresentata come
δua(x) =
∑
b,ρ<σ
Ab(ρσ)a ub(x)δω(ρσ). (421)
Ovviamente, per il campo scalare A = 0 mentre per il campo vettoriale
Aν(ρσ)µ = δ
ρ
µg
νσ − δσµgνρ, ρ < σ,
Ψ(ρσ)ν = A
ν(ρσ)
µ = u
σ(x)δρν − uρ(x)δσν . (422)
Per un campo generale otteniamo la seguente espressione per il tensore del
momento angolare:
M τ(ρσ) =
∂L
∂uν;τ
(u;ρν x
σ−u;σν xρ)+L(xρgστ −xσgρτ )−
∂L
∂uν;τ
Aµ(ρσ)ν uµ(x). (423)
Confrontando i primi due termini dell’espressione (423) con l’espressione
(414) per il tensore energia impulso, vediamo che essi possono essere rap-
presentati come
M
τ(ρσ)
0 = x
σT ρτ − xρT στ . (424)
Questa relazione corrisponde alla connessione tra i tensori energia impulso e
di momento angolare nella meccanica di una particella puntiforme. Quindi,
dobbiamo identificare M
τ(ρσ)
0 con il momento orbitale del campo. Nel caso del
campo scalare tutto il momento angolare coincide con il momento orbitale.
Per altri campi il termine
Sτ(ρσ = − ∂L
∂uν;τ
Aµ(ρσ)ν uµ(x) (425)
e` diverso da zero e costituisce lo spin. Usando le corrispondenti espressioni e
facendo la quantizzazione successiva si mostra che lo spin del campo vettoriale
e` uguale a 1, che lo spin del campo spinoriale e` uguale a 1/2 ecc.
Diamo anche la formula esplicita del coefficiente A
β(ρν)
α per gli spinori:
Aβ(ρν)α =
1
2
(γργν)
β
α. (426)
Il coefficiente A
β(ρν)
α ha questa forma semplice se le matrici γ soddisfano
l’uguaglianza γµγν + γνγµ = 2gµν e gµν = diag(1,−1,−1,−1).
Nella prossima sottosezione parliamo delle simmetrie interne.
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4.7 Simmetrie interne, i gruppi U(1), SU(2), SU(3) e
SU(N)
Le simmetrie interne sono le simmetrie tali che le trasformazioni di simmetria
lasciano intatte le coordinate spazio-temporali, cie` Ψ 6= 0 mentre X = 0.
In questo caso la dimostrazione del teorema di Noether ha una forma
abbastanza semplice. Davvero, consideriamo una Lagrangiana che dipende
da campi arbitrari φa. Poiche´ L non cambia quando facciamo le variazioni
infinitesimali, appartenenti al gruppo corrispondente, abbiamo
0 = δL = ∂L
∂φa
δφa +
∂L
∂(∂µ∂a)
δ(∂µφa)
=
∂L
∂φa
δφa +
∂L
∂(∂µ∂a)
∂µ(δφa). (427)
Il fatto che le variazioni δφa non dipendono dalle coordinate spazio-temporale
ci ha permesso di scambiare l’ordine nell’ultimo addendo. Ora, usando le
equazioni di Eupero-Lagrange, possiamo combinare i due termini, ottenendo
0 = ∂µ
(
∂
∂(∂µφa)
δφa
)
. (428)
Se definiamo
Jµ ≡ ∂
∂(∂µφa)
δφa, (429)
l’equazione (427) ci dice che abbiamo trovato una corrente conservata.
Abbiamo gia` discusso la simmetria legata alle rotazioni di fase di campi
complessi. Tale simmetria e` responsabile per la conservazione della carica
(elettrica) ed e` una simmetria rispetto il gruppo U(1). Possiamo immag-
inare queste trasformazioni come rotazioni lungo una circonferenza S1 in
uno spazio interno che non ha niente a che fare con il nostro spazio-tempo
quadridimensionale.
La prossima simmetria interna era la cosiddetta simmetria isotopica,
basata sul gruppo SU(2). Prima di tutto ricordiamo che l’algebra di Lie
del gruppo SU(2) coincide con l’algebra di Lie del gruppo delle rotazioni
spaziali SO(3) e gli spinori possono essere trattati come gli elementi della
rappresentazione fondamentale del gruppo SU(2) ( e questa interpretazione
e` pi`ı coerente rispetto alla nozione di rappresentazioni a due valori).
Poi il formalismo dello spin isotopico e` stato introdotto da Heisenberg
per descrivere l’indipendenza delle forze nucleari dalla carica elettrica. La
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corrispondente simmetria e` la simmetria rispetto alle rotazioni nello spazio
complesso bidimensionale internato, appartenenti al gruppo SU(2). Il pro-
tone ed il neutrone vengono trattate come gli elementi della rappresentazione
fondamentale di questo gruppo, cioe` rappresentazione che e` caratterizzata
dallo spin isotopico I = 1/2. Il protone e il neutrone costituiscono hanno la
terza componente dell’isospin uguale a +1/2 e −1/2. I generatori del gruppo
SU(2) in questa rappresentazione sono rappresentate dalle matrici di Pauli,
divisi per due. Il triplo di pioni puo` essere trattato come la rappresentazione
aggiunta tridimensionale del gruppo (questa rappresentazione coincide con la
rappresentazione fondamentale del gruppo SO(3). Generalmente, la carica
elettrica in questa rappresentazione e` legata allo isospin via la formula
Q = I3 +
Y
2
= I3 +
B + S
2
, (430)
dove Q e` la carica elettrica, Y e` l’ipercalorica, B e` la carica barionica ed S e`
la stranezza. La formula (430) e` valida anche per i quark e il gruppo SU(2)
come un gruppo di simmetria interna entrato anche nella teoria moderna
delle interazioni elettrodeboli (insieme al gruppo U(1)).
Il prossimo gruppo della simmetria interna e` il gruppo SU(3). All’inizio
degli anni sessanta e` stato notato da M. Gell-Mann e Y. Neeman che al-
cuni insiemi di adroni possono essere visti come rappresentazioni del gruppo
SU(3). Questa simmetria e` stata chiamata la simmetria unitaria e la sua
scoperta ha stimolato la creazione della teoria di quark. Diamo le espressioni
espliciti dei generatori di questo gruppo nella rappresentazione fondamentale
Lα =
1
2
λα,
dove λα si chiamano le matrici di Gell-Mann e hanno la forma:
λ1 =
 0 1 01 0 0
0 0 0
 λ4 =
 0 0 10 0 0
1 0 0
 λ7 =
 0 0 00 0 −i
0 i 0

λ2 =
 0 −i 0i 0 0
0 0 0
 λ5 =
 0 0 −i0 0 0
i 0 0
 λ8 = 1√
3
 1 0 00 1 0
0 0 −2

λ3 =
 1 0 00 −1 0
0 0 0
 λ6 =
 0 0 00 0 1
0 1 0
 . (431)
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Originalmente il gruppo SU(3) e` stato usato per la classificazione degli
adroni e introduzione di 3 quark (up, down, strange). Nella teoria moderna
delle interazioni forti, che si chiama “cromodinamica quantistica” il gruppo
SU(3) e` il gruppo della simmetria esatta, il cui numero quantistico e` il “col-
ore”. Tutti i quark possono avere uno di tre colori ed appartengono alla rap-
presentazione fondamentale del gruppo SU(3). I gluoni, le particelle senza
massa, che svolgono il ruolo dei portatori dell’interazione, analogo a quello
dei fotoni nell’elettrodinamica, appartengono alla rappresentazione aggiunta
del gruppo SU(3) e, quindi, hanno gli otto stati diversi.
Ora descriviamo, senza dare dimostrazioni, la procedura di costruzione
di rappresentazioni irriducibili dei gruppi SU(N), ed, in particolare, dei
gruppi SU(2) e SU(3). Consideriamo una rappresentazione fondamentale del
gruppo SU(N) che ha la dimensionalita` N . Possiamo prendere il prodotto
diretto di n spazi di dimensionalita` N . Il prodotto diretto delle rappresen-
tazioni fondamentali sara` una rappresentazione riducibile. Dobbiamo scom-
porla in una somma di rappresentazioni irriducibili.
Consideriamo un tensore xi1...in che si trasforma come il prodotto di vet-
tori xi1 · · ·xin . Esso puo` essere scomposto in una somma di tensori, apparte-
nenti a diverse classi di simmetria rispetto alle permutazioni degli indici
i1, . . . , in. Dobbiamo usare la seguente prescrizione:
a) Prendiamo n1 indici e facciamo la simmetrizzazione rispetto ad essi. Sim-
bolicamente questa operazione viene disegnata come
·· n1 caselle vengono riempite dagli indici scelti.
b) Prendiamo n2 ≤ n1 indice dai quelli rimasti e simmetrizziamo rispetto a
loro
·· n2 caselle vengono riempite dagli indici scelti.
c) Ripetiamo questa operazione finche non usiamo tutti gli indici e dopo dis-
egniamo la seguente tavola che si chiama “schema di Young”
dove la prima riga contiene n1 casella, la seconda riga contiene n2 caselle e
cosi via.
Gli insiemi di numeri interi {n1, . . . , nk} rappresentano tutte le possibili
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partizioni del numero n in una somma di interi:
n = n1 + · · ·nk, n1 ≥ n2 ≥ · · · ≥ nk.
d) Antisimettrizziamo gli indici in ogni colonna.
Ogni schema di Young caratterizza una certa classe di simmetria. Il nu-
mero delle classi di simmetria e` uguale al numero di partizioni del numero n.
Il teorema centrale dice che
a) I tensori, appartenenti ad una certe classe di simmetria, costituiscono uno
spazio invariate irriducibile. Corrispondentemente, la rappresentazione del
gruppo, indotto dalla rappresentazione fondamentale in questo spazio, e` ir-
riducibile.
b) Usando le classi di simmetria e gli schemi di Young, otteniamo tutte le
rappresentazioni possibili del gruppo SU(N).
Poich`l’indice del tensore puo` avere solo N valori, una colonna di uno
schema di Young non puo` contenere piu` di N caselle. La colonna
··
,
che contiene N caselle descrive il tensore di rango 0 e corrisponde alla rap-
presentazione unidimensionale banale del gruppo. Tale colonna puo` essere
omessa se essa costituisce una parte di uno schema con un numero di colonne
superiore di 1.
Per calcolare la dimensionalita` di una rappresentazione irriducibile del
gruppo SU(N), usando il suo schema di Young, possiamo usare le seguente
regole: in ogni riga, il numero in una casella successiva deve essere maggiore
o uguale al numero che si trova nella casella precedente; in ogni colonna il
numero che si trova in una casella inferiore deve essere maggiore del numero
che si trova nella casella superiore. Vedremo come queste regole funzionino
nei casi dei gruppi SU(2) e SU(3).
Le rappresentazioni irriducibili del gruppo SU(2) vengono caratterizzate
dagli schemi di Young, che contengono una riga sola. Consideriamo una riga
con n caselle. Possiamo riempire le caselle con i numeri 1 e 2 mettendo
tutti i numeri due a destra rispetto ai numeri 1. Esistono n + 1 modi di
riempire le caselle che rispettavano le regole formulate prima. Quindi, la
rappresentazione del gruppo SU(2) presentata con lo schema di Young con
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n caselle ha la dimensionalita` n+ 1 e, quindi, esistono la rappresentazioni di
tutte le dimensionalita` intere.
Le rappresentazioni irriducibili del gruppo SU(3) possono avere una o
due righe
k1 k2 ·· km i1 i2 ·· in
l1 l2 ·· lm e la vengono caratterizzate da due numeri: m ed n.
Si puo` dimostrare che la dimensionalita` di una rappresentazione del gruppo
SU(3) e`
Dim(m,n) =
1
2
(n+ 1)(m+ 1)(m+ n+ 2). (432)
Rappresentazioni (m,n) e (n.m) hanno la stessa dimensionalita` e si chiamano
coniugati:
¯(m,n) = (n,m). (433)
La rappresentazione fondamentale del gruppo SU(3) e` rappresentata dallo
schema di Young
ed i suoi vettori di base sono:
1 2 e 3 .
La rappresentazione coniugata alla fondamentale e`
ed i suoi vettori di base sono
1
2
1
3 e
2
3 .
La rappresentazione aggiunta e`
e i suoi vettori di base sono
1 1
2
1 1
3
1 2
2
1 2
3
1 3
3
1 3
2
2 2
3
2 3
3
Consideriamo anche la procedura della costruzione del prodotto diretto di
due rappresentazioni e della sua decomposizione in una somma diretta delle
rappresentazioni irriducibili (la serie di Clebsch - Gordan). Supponiamo di
avere due rappresentazioni irriducibili del gruppo SU(N) con i corrispon-
denti schemi di Young. Possiamo attaccare le caselle del secondo schema di
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Young a quelle del primo schema di Young, formando tutti gli ammissibili
schemi di Young, corrispondenti alle rappresentazioni irriducibili, rispettando
le seguente regole:
a) il nuovo schema di Young deve avere una struttura ammissibile, descritta
sopra;
b) ogni casella del secondo schema di Young non puo` essere attaccata alla
riga del primo schema di Young, superiore alla sua riga nel secondo schema
di Young;
c) due caselle del secondo schema di Young che si trovano nella stessa riga,
non devono trovarsi una sotto l’altra nel nuovo schema di Young unificato,
d) due caselle del secondo schema di Young, che si trovano nella stessa
colonna, non possono trovarsi nella stessa riga nello schema di Young nuovo.
Diamo alcuni esempi della decomposizione del diretto prodotto di due rapp-
resentazioni irriducibili nella somma delle rappresentazioni irriducibili per il
gruppo SU(3):
⊗ = ⊕
⊗ = ⊕
⊗ = ⊕
⊗
= ⊕ ⊕
⊕ ⊕ ⊕
Usando la formula (432) e` facile controllare che nelle uguaglianze disegnate
sopra i prodotti delle dimensionalita` nei primi membri sono uguali alle somme
delle dimensionalita` dei secondi membri.
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5 Matrice di diffusione, prodotti cronologici
e campi vettoriali
5.1 Matrice di diffusione
In assenza dell’interazione un sistema di campi quantistici viene descritta con
analogo dell’equazione di Schro¨dinger per lo stato quantistico
i
∂Ψ(t)
∂t
= H0Ψ(t). (434)
L’integrazione formale ci da`
Ψ(t) = e−iH0tΦ, (435)
dove Φ caratterizza lo stato iniziale del sistema. Nel caso dell’interazione
l’espressione (435) non soddisfa l’equazione
i
∂Ψ(t)
∂t
= (H0 +H1)Ψ(t). (436)
Possiamo generalizzare (435), assumendo che Φ dipenda dal tempo:
Ψ(t) = e−iH0tΦ(t). (437)
Sostituendo (437) all’equazione (436), otteniamo
i
∂Φ(t)
∂t
= eiH0tH1e
−iH0tΦ(t). (438)
Si puo´ vedere che l’operatore
H(t) = eiH0tH1e
−iH0t (439)
e` l’Hamiltoniana dell’interazione dove gli operatori dei campi liberi nella rap-
presentazione di Schro¨dinger sono sostituiti da quelli nella rappresentazione
di Heisenberg, mentre la nuova ampiezza dello stato quantistico Φ(t) soddisfa
la nuova equazione di Schro¨dinger
i
∂Φ(t)
∂t
= H(t)Φ(t). (440)
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Tale rappresentazione si chiama rappresentazione di interazione o rappresen-
tazione di Dirac.
Ci limitiamo ai processi dove le particelle interagenti all’inizio e alla fine
sono cos`ı lontane che possiamo trattarle come libere. Denotando l’ampiezza
dello stato iniziale come Φ(−∞ e l’ampiezza dello stato finale come Φ)(∞),
scriviamo la relazione
Φ(∞) = SΦ(−∞), (441)
dove l’operatore S si chiama l’operatore di diffusione o la matrice di diffu-
sione.
Torniamo ora all’equazione di Schro¨dinger nella rappresentazione di inter-
azione e costruiamo la sua soluzione come un’espansione rispetto alle potenze
dell’Hamiltoniana dell’interazione H(t). Possiamo scrivere
Φ(t) = S(t, t0)Φ(t0), (442)
dove
S(t, t0) = 1− i
∫ t
t0
H(t′)dt′ + (−i)2
∫ t
t0
H(t′)dt′
∫ t
t0
H(t′)dt′
∫ t′
t0
H(t′′)dt′′ + · · ·
+(−i)n
∫ t
i0
H(t1)dt1
∫ t1
t0
H(t2)dt2 . . .
∫ tn−1
t0
H(tn)dt
n + . . . (443)
Si puo` riordinare questa espressione in un modo utile. Consideriamo il terzo
temine dell’espansione. Cambiando le variabili dell’integrazione t′ ↔ t′′ e
l’ordine dell’integrazione, otteniamo∫ t
t0
H(t′)dt′
∫ t′
t0
H(t′′)dt′′ =
∫ t
t0
dt′
∫ t
t′
dt′′H(t′′)H(t′). (444)
Rappresentando l’espressione iniziale come una semi-somma dell’espressione
iniziale e di quella trasformata, troviamo∫ t
t0
H(t′)dt′
∫ t′
t0
H(t′′)dt′′ =
1
2
∫ t
t0
dt′
{∫ t′
t0
dt′′H(t′)H(t′′) +
∫ t
t′
dt′′H(t′′)H(t′)
}
.
(445)
L’espressione che sta tra le parentesi graffe puo` essere scritta in una forma
piu` compatta
{· · · } =
∫ t
t0
dt′′T{H(t′)H(t′′)}, (446)
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dove il nuovo simbolo
T{H(t′)H(t′′)} ≡
{
H(t′)H(t′′) t′ > t′′
H(t′′)H(t′) t′′ > t′
(447)
si chiama “prodotto cronologico”. Il termine generale dell’ordine n puo` essere
trasformato come
(−i)n
n!
∫ t
t0
dt1 . . .
∫ t
t0
dtnT{H(t1)H(t2) . . . H(tn)}, (448)
dove
T{H(t1)H(t2) . . . H(tn)} = H(tαH(tβ . . . H(tσ)H(tρ),
tα ≥ tβ ≥ . . . ≥ tσ ≥ tρ. (449)
Rappresentando ogni contributo nel secondo membro dell’equazione (288)
con l’aiuto del simbolo del prodotto cronologico e portando questo simbolo
fuori del segno di integrazione, arriviamo a
S(t1, t0) = T
{
1 +
1
i
∫ t1
t0
H(t)dt+ · · ·+ 1
inn!
[∫ t1
t0
H(t)dt
]n
+ · · ·
}
= T
{
exp
[
1
i
∫ t1
t0
H(t)dt
]}
= T
{
exp
[
1
i
∫ t1
t0
dt
∫
d3xH(t, ~x)
]}
,(450)
che si chiama “esponente cronologica”.
Generalmente, definiamo il prodotto cronologico di n operatori del campo
u1(x1), u2(x2), . . . , un(xn) come il prodotto di questi operatori nell’ordine,
corrispondente a non-crescita degli argomenti temporali da sinistra a destra,
dove e` necessario prendere in considerazione anche il segno generale, che
cambia quando permutiamo gli operatori di Fermi-Dirac. Notiamo, che la
successione temporale di due punti xi e xj non e` una nozione che rispetta
l’invariata relativistica, nel case quando sono separati dall’intervallo di tipo
spazio (xi ∼ xj). Quindi, la definizione data sopra e` Lorentz-invariante solo
per gli operatori che (anti) commutano fuori del cono di luce:
ui(xi)uj(xj) = ηuj(xj)ui(xi), xi ∼ xj, η = ±1. (451)
Tali operatori si chiamano operatori locali.
Tornando alla matrice di diffusione (286), vediamo che per ottenere questa
matrice da S(t1, t0) dobbiamo mandare t1 a +∞ e t0 a −∞. Ricordando che
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per i modelli, dove la Lagrangiana dell’interazione non include delle derivate
dei campi, l’Hamiltoniana coincide con la Lagrangiana con il segno opposto
e, quindi,
H(t) = −L(t) = −
∫
Ld~x,
S = S(∞,−∞) = T exp(i
∫
dxL(x)). (452)
Notiamo che l’espressione (452) e` valida anche quando la Lagrangiana dell’interazione
contiene derivate di campi. In questo caso e` possibile derivare la matrice S
nella forma (452), partendo da alcune richieste generali tali quali la causalita`,
unitarieta`, l’invarianza relativistica ed il principio di corrispondenza.
5.1.1 Teoremi di Wick
Introduciamo la nozione del prodotto normalmente ordinato di operatori. Il
prodotto normalmente ordinato e` tale prodotto dove tutti gli operatori di
creazione sono disposti a sinistra rispetto agli operatori di annichilazione.
Per esempio
: u1(x)u2(y) := u
+
1 (x)u
+
2 (y)+u
+
1 (x)u
−
2 (y)+u
+
2 (y)u
−
1 (x)+u
−
1 (x)u
−
2 (y), (453)
dove u+ e` la parte dell’operatore u che contiene gli operatori di creazione
e u− e` la parte dell’operatore u che contiene gli operatori di annichilazione.
Nel caso di fermioni e` necessario aggiungere il segno − cambiando l’ordine
degli operatori. Qualsiasi prodotto di operatori normalmente ordinato ha un
medio rispetto al vuoto, uguale a zero.
Introduciamo ora la nozione del accoppiamento normale.
A(x)B(y) =: A(x)B(y) : +A(x)B(y)︸ ︷︷ ︸ . (454)
Poiche` il medio sul vuoto del prodotto normale e` sempre uguale a zero, pos-
siamo definire l’accoppiamento normale come il medio sul vuoto del prodotto
standard:
A(x)B(y)︸ ︷︷ ︸ = 〈A(x)B(y)〉0. (455)
Consideriamo ora un campo scalare reale. Introducendo la notazione
φ−(x)φ+(y)− φ+(x)φ−(y) = −iD−(x− y), (456)
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otteniamo
φ(x)φ(y) =: φ(x)φ(y) : −iD−(x− y). (457)
Allora,
φ(x)φ(y)︸ ︷︷ ︸ = −iD−(x− y). (458)
Introduciamo ora la nozione dell’accoppiamento cronologico di due oper-
atori di campi. Consideriamo il prodotto cronologico per due operatori
T (u1(x)u2(y)) =
{
u1(x)u2(y), x
0 > y0,
ηu2(y)u1(x), y
0 > x0.
(459)
Questa equazione puo` essere riscritta come
T (u1(x)u2(y)) =
 : u1(x)u2(y) : +u1(x)u2(y)︸ ︷︷ ︸, x
0 > y0,
: u1(x)u2(y) : +η u2(y)u1(x)︸ ︷︷ ︸, y0 > x0. (460)
Ora possiamo definire l’accoppiamento cronologico come
T (u1(x)u2(y)) =: u1(x)u2(y) : +
︷ ︸︸ ︷
u1(x)u2(y), (461)
dove ︷ ︸︸ ︷
u1(x)u2(y) =
 u1(x)u2(y)︸ ︷︷ ︸, x
0 > y0,
η u2(y)u1(x)︸ ︷︷ ︸, y0 > x0. (462)
E` ovvio anche che
〈T (u1(x)u2(y))〉0 =
︷ ︸︸ ︷
u1(x)u2(y) . (463)
Per esempio, per il campo scalare
i
︷ ︸︸ ︷
φ(x)φ(y) = i〈T (φ(x)φ(y))〉0
= θ(x0 − y0)D−(x− y)− θ(y0 − x0)D+(x− y), (464)
dove
D+(x− y) = −D−(y − x). (465)
I calcoli degli elementi della matrice di diffusione richiedono operazioni
con i prodotti cronologici di Lagrangiane. Il prodotto normale con una o
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piu` accoppiamenti cronologiche significa un prodotto normale che una o piu`
coppie di operatori sotto il segno del prodotto cronologico vengono sostituite
dai loro accoppiamenti cronologici, che rappresentano funzioni generalizzate
(distribuzioni). Il secondo teorema di Wick dice che un prodotto cronologico
di n operatori e` uguale alla somma di tutti loro prodotti normali con tutti
gli accoppiamenti cronologici possibili.
Graficamente questo significa che dobbiamo disegnare tutti i diagrammi
di Feynman possibili e integrare nello spazio degli impulsi vari prodotti degli
accoppiamenti cronologici, che rappresentano delle funzioni di Green parti-
colari.
5.2 Funzione di Green di un campo scalare
Dimostriamo che l’accoppiamento cronologico di operatori di un campo scalare
viene espresso tramite una funzione di Green. La funzione di Green G del
campo scalare viene definita come una soluzione dell’equazione disomogenea
di Klein-Gordon:
(−m2)G(x) = −δ(x), (466)
dove d’Alemebrtiana  e` definita come
 = 4− ∂20 . (467)
Usando la trasformazione di Fourier otteniamo per G la seguente espressione
formale:
G(x) =
1
(2pi)4
∫
e−ikx
m2 − k2dk. (468)
Questa espressione e` indeterminata, finche` non siano prescritte le regole di
passaggio intorno ai poli k2 = m2. Questa indeterminatezza riflette il fatto
che la soluzione generale dell’equazione (466) e` la somma di una soluzione par-
ticolare dell’equazione disomogenea e della soluzione generale dell’equazione
omogenea che e` la somma di d+ e D− con coefficienti arbitrari. Una pre-
scrizione delle regole di passaggio intorno ai poli k2 = m2 o la fissazione delle
condizioni del bordo per G determina questi coefficienti.
La funzione di Green causale o il propagatore di Feynman puo` essere
definita come
Dc(x) =
1
(2pi)4i
∫
e−ikx
m2 − k2 − iεd
4k. (469)
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Tale definizione significa che l’integrando nella formula (469), considerato
come una funzione di k0 ha due poli k0 =
√
~k2 +m2−iδ e k0 = −
√
~k2 +m2+
iδ, dove δ e` un numero positivo molto piccolo. Se x0 > 0, allora calcolando
l’integrale rispetto a k0 e usando la tecnica della teoria delle funzioni della
variabile complessa, dobbiamo chiudere il contorno nel semipiano inferiore del
piano complesso. L’integrale sara` data dal residuo del polok0 =
√
~k2 +m2.
Se x0 < 0, il contorno viene chiuso nel semipiano superiore e l’integrale sara`
uguale al residuo del polo k0 = −
√
~k2 +m2 + iδ. Come risultato, abbiamo
Dc(x) = θ(x0)
∫
d3k
(2pi)3
ei
~k·~x−i
√
~k2+m2x0
2
√
~k2 +m2
+ θ(−x0)
∫
d3k
(2pi)3
ei
~k·~x+i
√
~k2+m2x0
2
√
~k2 +m2
.
(470)
Usando la definizione del campo scalare (162) e le relazioni di commu-
tazione (164) si puo` controllare direttamente che
〈T (φ(x)φ(y))〉0 = Dc(x). (471)
Nella prossima sottosezione parleremo di funzioni di Green di campi vet-
toriali massivi.
5.3 Campi vettoriali massivi
La cinematica delle interazioni deboli ci dice che un campo mediatore di
queste interazioni dovrebbe essere vettoriale. Il fatto che queste interazioni
sono a corta distanza implica la presenza della massa.
Consideriamo una Lagrangiana del campo vettoriale
L = −1
2
Uµ;νU
µ;ν +
m2
2
UµU
µ (472)
In questo caso tutte le grandezze dinamiche sono le somme covarianti delle
espressioni corrispondenti per un campo da una componente. Tuttavia,
poiche` il membro, connesso con la componente U0 entra in tali somme con il
segno “meno”, il suo contributo nell’energia e` negativo. Per risolvere questa
difficolta` possiamo imporre una condizione aggiunta invariante
∂Uµ(x)
∂xµ
= 0. (473)
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Questa condizione diminuisce il numero delle componenti del campo in-
dipendenti dalle quattro alle tre e garantisce la positivita` dell’energia. Le
tre componenti rimaste corrispondono ai tre valori (1, 0,−1) della proiezione
dello spin su una asse scelta. La condizione aggiunta e` equivalente all’esclusione
della particella con lo spin 0. La condizione (473) e` compatibile con le
equazioni del moto. Inoltre, modificando la Lagrangiana come
L = −1
4
HµνH
µν +
m2
2
UνU
ν , (474)
dove
Hµν = ∂µUν − ∂νUµ
essa segue dalle equazioni del moto:
∂νH
µν −m2Uµ = (−m2)Uµ + ∂µ∂νUν = 0. (475)
Queste equazioni si chiamano equazioni di Proca. Differenziandole rispetto
a xµ, dopo alcune trasformazioni semplici, arriviamo a (473).
Dopo la quantizzazione, scegliendo in un modo opportuno gli operatori
di creazione e di annichilazione, otteniamo la seguente espressione per il
quadriimpulso
P ν =
∫
d~kkν [b+a (
~k)b−a (~k)], a = 1, 2, 3, (476)
che e` positivamente definita.
Ora, vogliamo trovare il propagatore per il campo vettoriale massivo.
L’equazione per funzioni di Green puo` essere rappresentata come
[(∂α∂α +m
2)gµν − ∂µ∂ν ]Dνλ(x) = δµλδ(x). (477)
Facendo la trasformata di Fourier, otteniamo
[−(k2 −m2)gµν + kµkν ]Dνλ(k) = δµλ . (478)
Cercando il propagatore Dνλ(k) nella forma
Dνλ(k) = Agνλ +Bkµkλ, (479)
troviamo
−(k2 −m2)A = 1,
A+Bm2 = 0. (480)
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Quindi,
Dνλ(k) =
−gνλ + kνkλm2
k2 −m2 . (481)
Notiamo che quando il valore della variabile dell’impulso k cresce la fun-
zione causale, che spesso viene chiamata “propagatore” del campo vettoriale
cresce molto piu` velocemente rispetto al propagatore del campo scalare (469)
e rispetto al comportamento del propagatore del campo elettromagnetico che
nel formalismo covariante puo` essere rappresentato come
Dνλ(k) =
−gνλ + kνkλk2
k2
. (482)
Questo significa che le divergenze ultraviolette nella teoria del campo vet-
toriale massivo sono molto piu` forti che nei casi del campo scalare e del campo
elettromagnetico. Questo non lascia opportunita` di realizzare il programma
di rinormalizzazione. Quest’ultimo consiste nell’applicazione dell’algoritmo
dell’eliminazione delle divergenze ultraviolette tramite rinormalizzazione di
un certo numero finito di parametri fisici, i cui valori vengono presi dai dati
sperimentali. Inoltre, questo comportamento del propagatore del campo vet-
toriale minaccia anche l’unitarieta` della teoria e, quindi, la conservazione
della probabilita` totale. Tutto questo ci spinge verso l’idea di necessita` di
avere un campo vettoriale che si comporta come una campo massivo, ma ad
un certo livello fondamentale rappresenta un campo senza massa.
6 Campi di Yang-Mills e meccanismo di Higgs
6.1 Campo elettromagnetico come un campo di gauge
Abbiamo visto che per un campo scalare complesso l’invarianza della La-
grangiana rispetto ai cambiamenti di fase globali implica la conservazione
della carica elettrica. Lo stesso effetto si vede anche per gli spinori. Con-
sideriamo ora il campo scalare u(x) e facciamo un cambiamento di fase,
dipendente dalle coordinate spazio-temporali
u(x)→ u′(x) = eiα(x)u(x), u∗(x)→ u∗′(x) = e−iα(x)u∗(x). (483)
Tale trasformazione si chiama “trasformazione di fase locale”. Ora la La-
grangiana del campo scalare non sara` invariante rispetto a queste trasfor-
mazioni perche` appaino i termini additivi, contenenti gradienti della fase
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α(x). Si puo` ricostruire l’invarianza introducendo un campo vettoriale Aµ ,
che si trasforma simultaneamente con (483) secondo la legge:
Aν(x)→ A′ν(x) = Aν(x) + ∂νf(x). (484)
Facendo questo, dobbiamo sostituire tutte le derivate ∂νu, ∂νu
∗ nella La-
grangiana con le cosiddette derivate covarianti
Dν(A)u = (∂ν − ieAν(x))u(x),
Dν(A)u
∗ = (∂ν + ieAν(x))u∗(x). (485)
Se la condizione
α(x) = ef(x) (486)
e` soddisfatta, allora la simultanea applicazione delle trasformazioni (483) e
(484) fa s`ı che la derivate covarianti (485) cambiano la fase analogamente ai
campi stessi:
Dν(A)u(x) = (∂ν − ieAν(x))u(x),
D∗ν(A)u
∗(x) = (∂ν + ieAν(x))u∗(x). (487)
Inoltre, dobbiamo introdurre la Lagrangiana del campo libero Aµ che deve
essere invariante rispetto alle trasformazioni (484). Dobbiamo sceglierla nella
forma
L0(A) = −1
4
HµνH
µν , (488)
dove
Hµν = ∂µAν − ∂νAµ. (489)
Il campo Aµ ha la massa uguale a zero. La constante e puo` essere identificata
con la carica elettrica e il campo A con il campo elettromagnetico. Il campo
A introdotto in questo modo svolge ruolo di un campo di compensazione e
si chiama campo di gauge.
Dunque, abbiamo visto che il campo elettromagnetico garantisce l’invarianza
della Lagrangiana completa rispetto alle trasformazioni locali di fase, che
generalizzano le trasformazioni globali di fase che implicano la conservazione
della carica elettrica. In questo modo stabiliamo legami tra le proprieta`
spazio-temporali dei campi e le simmetrie interne.
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6.2 Campo di Yang-Mills
Consideriamo un moltipletto diN campi scalari φ(x) = {φ1(x), φ2(x), · · · , φN(x)},
appartenente alla rappresentazione fondamentale del gruppo SU(N). Costru-
iamo una Lagrangiana invariante rispetto alle trasformazioni U ∈ SU(N):
φ(x) → Uφ(x). Poiche´ φ+ → φ+U+ e U+U = 1, abbiamo φ+φ → φ+φ e
∂φ+∂φ→ ∂φ+∂φ. Quindi, la Lagrangiana
L = ∂φ+∂φ− V (φ+φ) (490)
e` invariate rispetto all’azione del gruppo SU(N). Ora, partendo dall’analogia
con l’elettrodinamica, proviamo di introdurre la dipendenza delle matrici U
dalle coordinate spaziotemporali x. Ovviamente, φ+φ sono ancora invariante,
ma il termine cinetico non lo e`:
∂µφ→ ∂µ(Uφ) = U∂µφ+ (∂µU)φ = U [∂µφ+ (U+∂µU)φ]. (491)
Per eliminare il termine indesiderato (U+∂µU)φ , generalizziamo la derivata
∂µ introducendo la derivata covariante Dµ ed il campo di gauge Aµ, tali che
Dµφ(x) = ∂µφ(x)− iAµ(x)φ(x). (492)
Vogliamo trovare una trasformazione del campo di gauge Aµ(x)→ A′µ(x) che
garantisca che
Dµφ→ Dµ(Uφ) = UDµφ. (493)
Questo significa che
∂µ(Uφ)− iA′µUφ = U∂µφ+ (∂µU)φ− iA′µUφ
= U(Dµφ) = U∂µφ− iUAµφ. (494)
Dall’equazione (494) segue che
A′µ = UAµU
+ − i(∂µU)U+ = UAµU+ + iU(∂µU+). (495)
Il campo Aµ si chiama campo di gauge nonabeliano o campo di Yang-
Mills. La trasformazione (495) si chiama trasformazione di gauge nonabeliana.
Scrivendo
U = eiθa·Ta , (496)
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dove Ta sono i generatori del gruppo SU(N) nella rappresentazione fon-
damentale, mentre θa sono le funzioni di gauge, possiamo considerare una
trasformazione infinitesimale
U = 1 + iθaTa. (497)
Sostituendo l’espressione (497) all’equazione (495), otteniamo
A′µ = Aµ + iθa[Ta, Aµ] + Ta∂µθa. (498)
Poi, quando consideriamo il campo di gauge Aµ che entra nella derivata co-
variante che agisce sui campi appartenenti alla rappresentazione fondamen-
tale del gruppo SU(N), e` chiaro che questo campo deve essere rappresentabile
nella forma
Aµ = A
a
µTa. (499)
Sostituendo l’espressione (499) all’equazione (498), otteniamo
Aµa → Aµa − fabcθbAµc + ∂µθa, (500)
dove fabc sono le costanti di struttura del gruppo SU(N):
[T a, T b] = ifabcT c.
Come e` ben noto le costanti di struttura del gruppo sono anche i genera-
tori della sua rappresentazione aggiunta. Quindi, quando θa non dipendono
dalle coordinate spaziotemporali, le componenti del campo di gauge trasfor-
mano come elementi della rappresentazione aggiunta. Anche se abbiamo
cominciato la considerazione dalla rappresentazione fondamentale del gruppo
SU(N), le stessi ragionamenti possono essere ripetuti partendo per campi di
matteria appartenenti a qualsiasi rappresentazione irriducibile di un gruppo
di Lie compatto. La forma delle trasformazioni di gauge locali per i campi
di gauge (500) e` sempre valida.
Ora dobbiamo introdurre una parte cinetica per la Lagrangiana di campi
di gauge. Sfruttando l’analogia con il campo elettromagnetico e` naturale
cominciare dall’espressione
∂µA
a
ν − ∂νAaµ. (501)
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Questa espressione trasforma come
∂µA
′
ν − ∂νA′µ
= U(∂µAν − ∂νAµ)U+
+(∂µU)AνU
+ + UAν(∂µU
+)− (∂νU)AµU+ − UAµ(∂νU+)
−i(∂νU(∂µU+) + i(∂µU)(∂νU+). (502)
Per eliminare i termini indesiderabili, proviamo di considerare un altro
tensore del secondo rango antisimmetrico rispetto agli indici spazio temporali:
[Aµ, Aν ]. (503)
Questa espressione trasforma come
[A′µ, A
′
ν ] = U [Aµ, Aν ]U
+
−iUAµU+(∂µU)U+ + i(∂νU)AµU+ − i(∂µU)AνU+ + iUAνU+(∂µU)U+
−(∂µU)U+(∂νU)U+ + (∂νU)U+(∂µU)U+. (504)
Usando l’uguaglianza
U+(∂µU) = −(∂µU+)U, (505)
possiamo riscrivere la trasformazione (504) come
[A′µ, A
′
ν ] = U [Aµ, Aν ]U
+
+iUAµ(∂µU
+) + i(∂νU)AµU
+ − i(∂µU)AνU+ − iUAν(∂µU+)
+(∂µU)(∂νU
+)− (∂νU)(∂µU+). (506)
Confrontando le espressioni (502) e (506), arriviamo alla conclusione che
l’espressione
Fµν ≡ ∂µAν − ∂νAµ + i[Aν , Aµ] (507)
trasforma come
F ′µν = UFµνU
+. (508)
A differenza del caso del campo elettromagnetico, il tensore Fµν non e` in-
variante, ma e` covariante rispetto alle trasformazioni di gauge. Possiamo
rappresentare il tensore Fµν come
Fµν = F
a
µνT
a, (509)
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dove
F aµν = ∂µA
a
ν − ∂νAaµ + fabcAbµAcν . (510)
Ora possiamo scrivere la Lagrangiana del campo Yang-Mills libero, in-
variante rispetto alle trasformazioni di gauge:
L = − 1
2g2
trFµνF
µν . (511)
Normalizzando i generatori T a come
trT aT b =
1
2
, (512)
arriviamo a
L = − 1
4g2
F aµνF
aµν . (513)
La Lagrangiana (513) inoltre il termine (∂µA
a
ν − ∂νAaµ)2 contiene un termine
cubico fabcAbµAcν(∂µA
a
ν − ∂νAaµ) e un termine quartico (fabcAbµAcν)2. Come
nell’elettromagnetismo il termine quadratico descrive la propagazione di un
campo vettoriale senza massa. I termini cubico e quartico descrivono l’auto-
interazione del campo di Yang-Mills.
La constante g si chiama la constante di accoppiamento di Yang-Mills.
Possiamo riscrive il termine cinetico per nella forma che coincide con quella
per il campo elettromagnetico, facendo un cambiamento di scala A → gA.
Dopo questo cambiamento, i termini cubico e quartico sono proporzionali a
g e g2 rispettivamente. La derivata covariante in (492) diventa
Dµφ = ∂µφ− igAµφ, (514)
mostrando che la costante g misura anche l’accoppiamento del bosone di
Yang-Mills alla matteria.
6.3 Rottura di simmetria spontanea
La rottura di simmetria spontanea e` la situazione quando la Lagrangiana o
l’Hamiltoniana possiede una certa simmetria, ma lo stato fisico del sistema
(quantistico o classico) non rispetta questa simmetria. Questa situazione
appaia quando il piu` basso (nel senso di energia) stato di un sistema non
corrisponde al minimum assoluto dell’energia e non e` stabile.
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Consideriamo un campo scalare classico con il potenziale
V (ϕ) =
1
2
m2ϕ2.
Il suo stato con ϕ = 0 ha l’energia piu` bassa possibile ed e` stabile.
Il potenziale
V (ϕ) = −µ
2
2
ϕ2 +
h2
4
ϕ4 (515)
ha due stati dell’equilibrio statico
ϕ = ±ϕ0, ϕ0 = µ
h
. (516)
Entrambi questi stati hanno l’energia
V (±ϕ0) = V0 = − µ
4
4h2
, (517)
quindi, il sistema ha un vuoto doppiamente degenerato.
Ora scegliamo uno di questi stati, per esempio +ϕ0 e usando lo sposta-
mento per una costante, introduciamo una nuova funzione di campo:
ϕ(x)→ u(x) = ϕ(x)− ϕ0. (518)
Quindi,
V (ϕ) = V (ϕ0 + u) = V0 + µ
2u2 + µhu3 +
h2
4
u4. (519)
Il secondo membro positivo nella parte destra dell’equazione (519) corrisponde
alla massa m = µ
√
2, mentre i termini contenenti u3 e u4 corrispondono
all’interazione del campo con se stesso.
Consideriamo ora un moltipletto ~ϕ(ϕ1, . . . , ϕA) e il potenziale
V (ϕ) = −µ
2
2
(~ϕ~ϕ) +
h2
4
(~ϕ~ϕ)2, ~ϕ~ϕ =
∑
a
ϕ2a. (520)
Questo potenziale e` simmetrico rispetto alle rotazioni dello spazio interno. Il
valore minimo dell’energia potenziale si raggiunge quando
~ϕ~ϕ = ϕ20 =
µ2
h2
. (521)
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Facciamo uno spostamento del campo per un vettore
~ϕ0 = (ϕ0, 0, . . . , 0), ϕ0 = +
µ
h
. (522)
Supponendo che
~ϕ(x) = ϕ0 + ~u(x), (523)
otteniamo
V (~ϕ0 + ~u(x)) + V0 + µ
2u21 + µhua(~u~u) +
h2
4
(~u~u)2, (524)
che non contiene i termini quadratici in u2, . . . , un ma contiene un termine
massivo per u1.
Quindi, come il risultato della rottura spontanea di simmetria, espressa
nello spostamento (523), la componente spostata acquisisce una massa m =
µ
√
2, mentre le altre componenti corrispondono ai gradi di liberta` senza
massa (m2 = · · · = mn = 0). L’ultimo fatto - l’apparizione di gradi di liberta`
senza massa come una conseguenza inevitabile della rottura spontanea senza
massa e` noto nella teoria dei campi quantistici come il teorema di Goldstone
e le particelle senza massa si chiamano “bosoni di Goldstone” o “bosoni di
Nambu-Goldstone”..
6.3.1 Teorema di Goldstone
Ricordiamo che esiste una carica conservata Q, associata cotogni simmetria
continua. Tale carica commuta con l’Hamiltoniana del sistema allo studio:
[H,Q] = 0. (525)
Il vuoto del sistema e` caratterizzato dalla proprieta`
H|0〉 = 0. (526)
Normalmente, il vuoto e` invariante rispetto alla simmetria, cioe`
Q|0〉 = 0. (527)
Tuttavia, quando la simmetria e` rotta spontaneamente
Q|0〉 6= 0. (528)
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Calcoliamo l’energia di questo stato:
HQ|0〉 = [H,Q]|0〉 = 0. (529)
Quindi, abbiamo trovato un altro astato con la stessa energia.
Nella teoria dei campi quantistici, abbiamo i correnti locali, cioe`
Q =
∫
dxJ0(~x, t). (530)
Consideriamo lo stato
|s〉 =
∫
dxe−i
~k·~xJ0(~x, t)|0〉, (531)
che ha l’impulso ~k. Davvero, agendo sullo stato |s〉 con l’operatore P i e e
usando P i|0〉 = 0, abbiamo
P i|s〉 =
∫
dxe−i
~k·~x[P i, J0(~x, t)]|0〉
= −i
∫
dxe−i
~k·~x∂iJ0(~x, t)|0〉 = ki|s〉, (532)
dove abbiamo integrato per parti. Ora, mandiamo l’impulso ~k verso lo zero.
Lo stato (532) va verso lo stato Q|0〉, che ha l’energia, uguale a zero. Allora,
l’impulso e l’energia spariscono simultaneamente e questo significa che lo
stato |s〉 descrive una particella senza massa.
6.4 Campi di Yang-Mills massivi e l’effetto di Higgs
Vogliamo sottolineare che la rottura spontanea di simmetria e` la rottura di
simmetria di una soluzione e non di Lagrangiana di un sistema allo studio. La
Lagrangiana non cambia quando facciamo uno spostamento del campo per
una costante. Questo fatto permette introdurre una massa per un campo
non-Abeliano di gauge, senza rompere la simmetria di gauge della sua La-
grangiana. Tale campo massivo non puo` essere libero. Esso deve interagire
con un campo scalare che serve come uno strumento della rottura di simme-
tria.
Consideriamo un moltipletto di campi scalari che interagiscono con un
campo di Yang-Mills. Supponiamo che questo moltipletto appartenga ad
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una rappresentazione irriducibile di un certo gruppo compatto, per esempio,
del gruppo SU(N), e che la dimensionalita` di questa rappresentazione non
supera quella della rappresentazione aggiunta (N2 − 1). La Lagrangiana di
tale modello puo` avere la forma
−1
2
trFµνF
µν + (Dµφ)
+(Dµφ)− λ
4
(φ+φ− v2)2, (533)
dove la derivata covariante e` data dalla formula (??).
Questa Lagrangiana e` invariate rispetto alle trasformazioni di gauge φ→
Uφ dei campi scalari, accompagnati dalle trasformazioni di campi di gauge
(495). Possiamo scegliere tale matrice U di trasformazione di gauge, che
trasforma il moltipletto dei campi scalare in una colonna, dove solo l’ultima
componente e` diversa da zero ed e` reale ed e` uguale a
(Uφ)N = v +
χ√
2
. (534)
In questo modo eliminiamo tutti (N − 1) campi scalari (bosoni di Nambu-
Goldstone). Il campo scalare reale χ rimasto, ha il termine di massa, che pos-
siamo calcolare sostituendo l’espressione (534) nel termine dell’auto-interazione
del campo scalare λ
4
(φ+φ− v2)2:
λ
4
(φ+φ− v2)2 = mχ
2
2
+ · · · , m =
√
λv. (535)
La particella che corrisponde al campo χ si chiama “bosone di Higgs”. Il
termini cinetico per il campo χ proviene dal (Dµφ)
+(Dµφ) ed ha la forma
standard
1
2
∂µχ∂
µχ.
Il termine −1
2
trFµνF
µν che descrive il campo di Yang-Mills libero non cambia
sotto l’azione della trasformazione di gauge U . L’effetto piu` interessante si
rivela nel termine (Dµφ)
+(Dµφ). Davvero, qui appare il termine
1
2
MabA
a
µA
µb, Mab = 2v
2(T+a Tb)NN . (536)
La matrice di masse Mab ha alcuni autovalori reali positivi, che danno i
quadrati di masse di campi vettoriali. Dalle considerazioni fisiche si puo`
capire che il numero dei campi vettoriali di Yang-Mills cha hanno acquisito
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la massa e` uguale al numero dei bosoni di Nambu-Goldstone, eliminati dalla
trasformazione di gauge (534). Questo segue dal fatto che il numero generale
di gradi di liberta` fisici deve essere conservato e no dipende dalla scelta di
gauge.
Per esempio, se consideriamo un campo di gauge Abeliano ed un campo
scalare complesso, la rottura spontanea di simmetria crea un bosone di Higgs
ed un bosone di Nambu-Goldstone. Poi la trasformazione di gauge elimina
il borsone di Nambu-Goldstone e rende il campo di gauge massivo.
Consideriamo anche un campo di Yang-Mills che si trasforma secondo la
rappresentazione aggiunta del gruppo SO(3) e il moltipletto di campi scalari
appartiene alla stessa rappresentazione. La rottura spontanea di simmetria
produce un bosone di Higgs e due bosoni di Nambu-Goldstone. La trasfor-
mazione di gauge elimina questi bosoni di Nambu-Goldstone e da` massa a
due campi vettoriali, mentre il terzo rimane senza massa.
Nel Modello Standard, nel settore delle interazioni elettrodeboli, ci sono
quattro campi vettoriali e un dupletto di campi scalari complessi. La rottura
spontanea di simmetria produce un bosone di Higgs e 3 bosoni di Nambu-
Goldstone. Questi bosoni di Nambu-Goldstone, sparendo danno massa a tre
bosoni vettoriali (W+,W− e Z), mentre il quarto campo vettoriale (elettro-
magnetico) rimane senza massa.
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