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 The purpose of this project is to develop a text analytical tool in R that can help student job 
seekers match their resumes against jobs by a mutual similarity scoring to standard occupations as 
defined by the BLS O*NET database. Part of the terms of job evaluation for job seekers is to 
discover their educational preparation for a particular desirable job. The tool scores the resume 
against a group of jobs and presents the user with the top-scoring jobs to select a target. The 
resulting top target job table is scored against the occupations. A cosine similarity score is 
computed between the top job/occupation scores and the resume/occupation. The ranked jobs are 
then presented to the user as best matched to their resume. Users can interact with this tool on a 
website that relied on R Shiny. The website contains an occupation database and requires users to 
upload their resumes and a list of jobs as inputs. The outputs include detailed information about 
the top 15 jobs and the bottom five jobs. The project expands on existing preliminary work done 
in Python. The data preprocessing part includes making all text lower cases, removing 
punctuations, special characters, numbers, English common stop words, extra white spaces, and 
stemming. It uses the term frequency-inverse document frequency (TF-IDF) algorithm and cosine 
similarity to measure the similarity among the resume, jobs, and occupations. The final results 
meet sponsors’ expectations and show significant differences between previous work done in 
Python. Using n-grams, sliding windows, and named-entity extraction are possible methods to 
improve the tool’s performance. I will conduct further research this summer to enhance the 
accuracy. All project files store in a GitHub repository. 




Abbreviations and Definitions 
R:  R is a programming language and free software environment.  
TF-IDF: TF-IDF refers to the term frequency-inverse document frequency. TF-IDF is commonly 
used to reflect the importance of a word in a document in a collection or corpus. 
Cosine Similarity: Cosine similarity is commonly used to evaluate the similarity between two 
texts’ term vectors.  





 NYU CAES and MASY wish to develop additional tools for student job seekers to match 
their resumes against jobs by a mutual similarity scoring to a standard occupation defined by the 
BLS O*NET database. 
Company Name  
 New York University (NYU) School of Professional Studies and the Management and 
Systems program (MASY) is the sponsor company. NYU is a private research university based in 
7 East 12Th Street, New York City, NY. The MASY degree is based on a unique curriculum that 
provides students with experiential learning opportunities to develop strong management and 
leadership skills and gain a comprehensive knowledge of current information technologies. 
Sponsor Information 
 Dr. Hui Soo Chae is the Executive Director of the Center for Academic Excellence and 
Support (CAES) at NYU SPS. 










For graduate students in the United States, finding a job is an inevitable and important task. 
For universities, regardless of other factors, whichever one can better help students find jobs will 
attract more students to attend. When it comes to finding a job, students often struggle with the 
fact that the skills they learn in school differ somewhat from the needs of various companies in the 
market. For example, NYU MASY students typically graduate with strong database-related 
knowledge, but to get a data analyst job, they may also need to have relevant industry knowledge 
and competency in data visualization. Submitting the same resume to dozens of companies every 
day is one of the common tactics used by students to find jobs, but each company has different 
requirements for candidates. Theoretically, the better the match between a person’s resume and 
the job requirements, the more likely they will be invited for an interview. To make their resumes 
more relevant to the job requirements, students need to spend more time customizing their 
resumes. But this would conflict with the strategy they commonly employ above. So students need 
a tool to help them achieve a balance between the two strategies. Our project will develop a text 
analysis tool that will help students identify jobs with the highest similarity and lowerest similarity 
to their resumes from various jobs. Based on analysis results, students can adopt different strategies 
to submit their resumes. We expect that this project will not only help students find jobs faster but 






Importance of the project 
According to IBIS World’s report, the university industry’s revenue is expected to increase 
at an annualized rate of 1.1% to $580.7 billion over the five years to 2021, including a forecast 
increase of 0.3% in 2021 alone (Le, 2021). As for the profit margin, it is expected to average 11.1% 
from 2016 to 2021. 
 In the next five years, since the job market is expected to strengthen, higher education 
demand may slow down. In addition, colleges and universities are expected to endure increased 
competition from the massive open online course offering platforms like Academy of Mine, 
Udemy, and so on, which could pull students away from traditional universities by providing low-
cost education. Besides, the number of students graduating from high schools directly correlates 
with the growth of the number of college freshmen. The high school retention rate is expected to 
decrease in 2021, posing a potential threat to the industry marginally (Le, 2021). Therefore, how 
to attract freshmen to maintain revenue is a vital issue for industry operators. Also, this urgent 
industry issue justifies the need for this project (Occupation Analyzer). Developing tools to help 
students find jobs could be a selling point for NYU. 
 From students’ perspectives, this project will help them find the right job faster, thus 
enabling them to have better career development. And they will be grateful to the university that 








Alternate Solutions Evaluated 
 There are several alternative solutions for NYU MASY to help students find desired jobs 
easier. However, developing a text analytical tool is the most cost-effective choice for various 
stakeholders. 
 The first alternative option could be to cooperate with companies that provide similar 
web-based text analytical tools. 
 Pros: 
• Tools are available immediately. 
• Don’t require human resources and budgets for future maintenance. 
Cons: 
• Can’t customize the user interface, input files, and output files. 
• It might have data security problems. 
• NYU can’t get access to the source codes and algorithms they used. The codes 
and algorithms might have flaws. 
• It will cost more money than developing the tool by NYU itself. 
 The next alternative option could be to hire career coaches to guide students in job 
searching, writing resumes, and preparing for interviews. 
 Pros : 
• Career coaches can provide individualized guidance based on each student’s past 
experience and specialties. 





• Career coaches don’t have enough time to guide each student and provide detailed 
guidance on each question if time is limited. 
• Compared to the Occupation Analyzer project costs, this one requires much more 
money to support this solution. 



















Solution Evaluation Criteria 
 Cost 
• Compare to other options, what’s the cost level of this choice. 
• Cost should be evaluated from money, time, human resources perspectives. 
 Efficiency 
• Compare to other options, what’s the efficiency level of this choice. 
• Efficiency should be evaluated from how many students can use this option at 
the same time. 
 Quality 
• Compare to other options, what’s the quality level of this choice. 
• Quality should be evaluated from how easier NYU can evaluate the option’s 
quality and prediction about how this option could help students find jobs. 
 Continuous improvement 
• Compare to other options, what’s the continuous improvement level of this 
choice. 
• Continuous improvement should be evaluated from how NYU can improve this 














Occupation Analyzer 2 1 2 1 6 
Use other companies' 
text analytical tools 
2 1 2 3 8 
Career coaches 3 3 1 2 9 
Table 1Selction Rationale 
Each criterion will be scored from one to three. One means this option performs the best 
compare to other options. Three means option performs the worst compare to other options. Thus, 
the option that obtains the lowerest scores should be the first choice for NYU. 
The result indicates that the occupation analyst gets the lowerest scores, which means it is 
the first choice for NYU. For the cost, occupation analyzer requires human resources and time 
costs, but the money cost is low. Other tools don’t require human resources and time costs, but the 
money cost is high. Hiring coaches need support from all perspectives. For efficiency, both 
occupation analyzer and other tools can be used by an unlimited number of students as long as the 
server supports, but each only can guide one student simultaneously. For quality, both occupation 
analyzer and other tools can give students similarity scores between resumes and jobs, but coaches 
can provide more detailed guidance. For continuous improvement, the occupation analyzer has 
unlimited potential since NYU owns the source code and has many talents to improve this tool. 
Other companies will not upgrade their tools based on NYU’s requirements and will not share the 











Approach and Methodology 
 This project follows the 4-step project life cycle to meet sponsors’ requirements. 
 Initiation: 
1. Discussed with clients and identify the project objectives, deliverables, risks, 
constraints, and priorities. 
2. Based on clients’ requirements, deadlines, and available resources, I developed a 
project proposal for clients to sign off.  
3. Clients reviewed and signed the project proposal. 
Planning: 
1. Researched relevant papers and algorithms. 
2. I generated the work breakdown schedule, risk management plan, change 
management plan, project sponsor acceptance document, and sponsor agreement 
based on the proposal. 
3. Clients reviewed and signed the project sponsor acceptance document and sponsor 
agreement. 
Execution: 
1. Followed the work breakdown schedule to complete each week’s tasks. 
2. Held weekly Zoom meetings with clients to report project progress and adjust 
weekly tasks based on clients’ feedback. 
3. Wrote monthly status reports for clients to track the project. 




1. Organized and uploaded all relevant files to the GitHub repository. 
2. Generated project completion acceptance document. 
3. I was prepared for the project final report and presentation. 





Project Objectives and Metrics 
Goal of the project 
 Matching resumes against jobs are important for students to find jobs. Many NYU students 
have difficulties efficiently matching their resume against desired jobs. To solve this problem, 
NYU MASY wants to create a computer-based tool that matches a resume to jobs via discovering 
the mutual similarity between resume and jobs mediated by standard occupation descriptions. A 
similar tool based on Python was developed before. Thus, this project aims to develop the previous 
















Project Deliverables and Metrics 
Project Objective 1  
Compile a functional specification document that describes the tool’s functions and use 
cases. 
Metric: 
Deliver the document on Feb 12 with clients’ satisfaction. 
Project Objective 2  
Compile a database of occupation descriptions. 
Metric:  
1. Occupation descriptions should be the same as the descriptions in the BLS O*NET 
database. 
2. The occupation database should be delivered on May 5. 
Project Objective 3.1   
Develop a text analytics tool in R that accepts the text of a person’s resume and scores the 
resume against a list of jobs (to be input by the user) by a TF-IDF text similarity scoring 
algorithm. 
Metric: 
1. The results obtained by this tool should be the same as those obtained by the 
previous Python tool. 
2. Deliver the functionality on May 5 with clients’ satisfaction. 
Project Objective 3.2 
Present user with the top 25 (user input) jobs and allows the user to select their desired set 




1. The results obtained by this tool should be the same as those obtained by the previous 
Python tool. 
2. Deliver the functionality on May 5 with clients’ satisfaction. 
Project Objective 3.3 
Develop the text analytics tool in R that accepts the text of a person’s resume and scores 
the resume against occupation by a TF-IDF text similarity scoring algorithm. A TF-IDF 
text similarity score also scores the target set of identified jobs against O*NET occupations. 
The jobs are then ranked by the result of a cosine similarity analysis of the resume vector 
and the job vectors against the occupations. 
Metric: 
1. The results obtained by this tool should be the same as those obtained by the previous 
Python tool and Python algorithms. 
2. Deliver the tool on May 5 with clients’ satisfaction. 
Project Objective 4 
Develop an interactive website using R Shiny to present the user with the smart scoring of 
the target jobs to the resume via occupation-matching. 
Metric: 
1. Deliver the website on May 5 with clients’ satisfaction. 
Project Objective 5 
Create and populate a GitHub repository to store all project files. 
Metric: 















Score        
(1,2 or 3) 
Impact 
Score     
(1,2 or 3) 
1 I can’t complete the project on time. 2 3 
2 I can’t complete the project with high quality. 2 2 
3 The project requires an extra budget. 2 1 
4 Clients abandon the project. 1 3 
5 The tool is not user-friendly enough. 3 1 
Table 2Potential Risks 




















Unlikely      4 
2. 
Possible 3   2  1 
3. 
Expected  5     
Table 3Risk Matrix 










I can’t complete the 
project on time. 
 2  3 
 Explain to the client in advance why 
the project will not be completed on 
time and seek understanding. Ask 
others for help in completing projects 
on time. 
2 
I complete the project 
with medium or low 
quality.  2  2 
  
3 
Shiny App. io may 
require an extra budget 
for the server.  2  1 
  
4 
Clients abandon the 
project.  1  3 
  
5 
 Users are not 100% 
satisfied with the 
interface.  3  1 
  






 While working on the project, the team encountered some issues. All of the issues the team 
faced are minor issues that do not have a major impact on the project. All issues were solved 
immediately once indicated so that the project was able to finish on time with high quality. Here 
is all type of issues project team faced in the duration of the project. 
 The first issue the team faced was coding errors. When coding for the occupation analyzer, 
countless errors occurred every day. The best helper to solve these errors is Google, and most of 
the useful answers come from the Stackoverflow Forum. 
 The second issue the team faced was clients’ dissatisfaction with the user interface and 
output results. Most parts of the project were completed two weeks ahead of schedule. Thus, the 
team held several Zoom meetings to discuss with clients how to beautify the user interface and 
output results. After further modification, clients were satisfied with the project. 
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Project Chronology and Critique 















January 18, 2021 January 18, 2021 














Analysis & Cost-Benefit 
Analysis  
 
March 3, 2021 March 3, 2021 
3 1.1.5 
Create Work Break Down 
Schedule 
March 3, 2021 March 3, 2021 




March 17, 2021 March 17, 2021 
3 1.1.8. 
Project Sponsor Reviews 
Project Charter 






March 25, 2021 March 25, 2021 










Develop Project Sponsor 
Agreement 
March 10, 2021 March 10, 2021 
3 1.2.3 
Submit Project Sponsor 
Agreement 




March 10, 2021 March 10, 2021 
2 1.3 Execution April 16, 2021 April 16, 2021 
2 1.3.1 
Verify Functional 














Write TF-IDF Similarity 
Code in R 




Conduct Unit Test and 
Peer Review for TF-IDF 
Similarity Code 
 
March 12, 2021 March 12, 2021 
3 1.3.5 
Deliverable 2: Performs 
the TF-IDF similarity 
scores of resume and jobs, 
resume and occupations, 
and jobs and occupations 
March 19, 2021 March 19, 2021 
3 1.3.6 
Write Cosine Similarity 
Scores Code 
March 25, 2021 March 25, 2021 
3 1.3.7 
Conduct Unit Test and 
Peer Review for Cosine 
Similarity Scores Code  
March 26, 2021 March 26, 2021 
3 1.3.8 
Deliverable 3:  Performs 
the Cosine Similarity 
Scores between resume 
vector and jobs’ vectors 
April 2, 2021 April 2, 2021 
3 1.3.9 
Develop a Shiny App 
Interface  
 




Deliverable 4:  The Shiny 
App with Function to 
Accept the Resume and 
Job Files 
April 9, 2021 April 9, 2021 
3 1.3.11 
Create an Accessible 
GitHub Repository for 
Recording All the Project 
Files and Supporting 
Documentation  
 
April 13, 2021 April 13, 2021 
3 1.3.12 
Deliverable 5: A GitHub 
Repository with All 
Relevant Documents  
April 16, 2021 April 16, 2021 








April 14, 2021 April 14, 2021 
2 1.5 Closeout May 5, 2021 May 5, 2021 
3 1.5.1 Draft Final Project Report April 20, 2021 April 20, 2021 
3 1.5.2 
Final meeting with the 
client to go over the 
lessons learned  




Compile Project Sponsor 
Acceptance – Project 
Completion Signoff 
 
April 28, 2021 April 28, 2021 
3 1.5.4 Gain Formal Acceptance April 28, 2021 April 28, 2021 
3 1.5.5 Present the project May 5, 2021 May 5, 2021 
3 1.5.6 
Submit Final Project 
Report with Final 
Deliverables in GitHub 
Repository 
May 5, 2021 May 5, 2021 
Table 5Project Chronology 
 The literature review part could be improved. The current literature review focuses on 
technical papers about conducting natural language processing and improving the result accuracy. 
The literature review part should also include some papers about the importance of the tool and 





The whole project was able to deliver as planned with expected quality and in time, and 
this could not have been done without contribution and help from all team members and sponsors.  
During the whole project implementation, team members have learned how to manage the 
scope, design the project roadmap,  write the work breakdown schedule, mitigate risks, manage 
change requests, communicate with clients,  and evaluate the project progress.  
Besides, team members have acquired text mining and web development skills in R. In the 
text mining part, we mastered the TF-IDF and cosine similarity algorithms and how to do data 
preprocessing for natural language processing projects. We also mastered R packages like tm, 
SnowballC, and Shiny. 
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Conclusion and Summary 
This project utilized R to develop a text analytic tool that can help students match their 
resumes against a group of jobs and return fifteen jobs with the highest similarity scores and five 
jobs with the lowest similarity scores. An interactive website using R Shiny was developed for 
student use. This project was based on previous work that Felix Hui did in Python. The final work 
reproduced similar results in R and further improved the original algorithms to increase result 
accuracy. Clients were satisfied with the result. 
All the team members sincerely hope this tool can be further improved in the future and 
help all NYU students find desired jobs faster and easier. 





Limitations, Recommendations and Scope for Future Work 
Even this project was able to deliver as expected. There are still some limitations within 
this project, and some of the limitations may be improved in future similar projects in NYU MASY. 
In the data preprocessing part, n-grams, named-entity extraction (NER), and the sliding 
window approach might be considered. Currently, the project used unigram as input for the 
document term matrix, but using bigram or trigram might improve accuracy. NER aims to 
overcome a common problem in separating words by only using whitespace characters between 
the words. For example, “the Microsoft Corporation” has three tokens. “The” is a stop word and 
should be removed, and “Microsoft Corporation” should be treated as one token. Using NER, we 
can identify a set or a group of words that have a single meaning and combine them into a single 
token. This technique most commonly applies to the names of people or organizations. While NER 
usually relies on built-in word lists or capitalization of entity tokens, there are other words that 
consist of one or more word forms. For example, “computer science” is a phrase that frequently 
occurs together and has a single meaning. To identify these phrases, we can use the sliding window 
approach. 
Besides, the user interface of the occupation analyzer can be more user-friendly, and the 





This literature review was organized by introduction of Term Frequency and Inverse 
Document Frequency (TF-IDF), data preprocessing of text mining, and cosine similarity. 
TF-IDF stands for Term Frequency and Inverse Document Frequency. TF is used to measure that 
how many times a term is present in a document (Qaiser & Ali, 2018). The inverse document 
frequency assigns a lower weight to frequent words and assigns a greater weight for the infrequent 
words (Gong, 2019). The greater or higher occurrence of a word in documents will give higher 
term frequency, and the less occurrence of a word in documents will yield higher importance (IDF) 
for that keyword searched in a particular document. TF-IDF is the multiplication of term frequency 
(TF) and inverse document frequency (IDF) (Silge & Robinson, 2020). 
To conduct Term Frequency and Inverse Document Frequency in text mining, necessary 
data preprocessing steps, including removing stop words, stemming, named-entity extraction 
(NER), and n-grams should be done to increase the result accuracy (Vijayarani et al., 2015).  The 
motive that stop-words should be removed from a text is to make the text look heavier and less 
important for analysts (Vijayarani et al., 2015). Removing stop words reduces the dimensionality 
of term space. Stop words are words such as “the”, “of”, “and”, etc. and usually do not contain any 
meaningful information for identifying document topics or similarities. Stemming is used to 
identify the root/stem of a word. This method aims to remove various suffixes, reduce the number 
of words, have accurately matching stems, and save time and memory space (Qaiser & Ali, 2018). 
NER aims to overcome a common problem in separating words by only using whitespace 
characters between the words. For example, “the Microsoft Corporation” has three tokens. “The” 
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is a stop word and should be removed, and “Microsoft Corporation” should really be treated as 
one token. N-grams aims to collect word compounds in the document (Silge & Robinson, 2020). 
For example, “computer science”, “beauty pageant”, or “student athlete compensation” are all 
phrases that frequently occur together and have a single meaning. 
Cosine similarity is a measure of similarity between two vectors of an inner product space 
that measures the cosine of the angle between them (Gomaa & Fahmy, 2013). Lahitani, 
Permanasari, and Setiawan (2016) implements the TF-IDF method and cosine similarity approach 
to measure the similarity level from the Indonesian essay assessment. Huang (2008) compares and 
analyzes the effectiveness of Euclidean Distance, Cosine Similarity, Jaccard Coefficient, Pearson 
Correlation Coefficient, and Averaged Kullback-Leibler Divergence in partitional clustering for 
text document datasets. The result shows that Pearson Correlation Coefficient and Averaged 
Kullback-Leibler Divergence outperform other measures. 
Conclusion 
Previous research shows that TF-IDF is ideal for finding important words among 
documents and comparing documents’ similarities. But, there is no research about conducting TF-
IDF analysis among resume, job, and occupation files. 
The existing researches around text mining indicate that removing stop words, stemming, 
named-entity extraction (NER), and n-grams should be done in the resume file, job file, and 
occupation file before calculating their TF-IDF similarity scores. 
As for the method of calculating similarity scores, Pearson Correlation Coefficient and 
Averaged Kullback-Leibler Divergence outperforms Cosine Similarity in Huang’s (2019) 
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