Abstract -A new algorithm for estimating the fundamental frequency of power system signals is presented. The proposed algorithm consists of two stages: orthogonal decomposition and a complex Prony analysis. First, the input signal is decomposed into two orthogonal components using cosine and sine filters, and a variable window is adapted to enhance the performance of eliminating harmonics. Then a complex Prony analysis that is proposed in this paper is used to estimate the fundamental frequency by approximating the cosine-filtered and sine-filtered signals simultaneously. To evaluate the performance of the algorithm, amplitude modulation and harmonic tests were performed using simulated test signals. The performance of the algorithm was also assessed for dynamic conditions on a singlemachine power system. The Electromagnetic Transients Program was used to generate voltage signals for a load increase and single phase-to-ground faults. The performance evaluation showed that the proposed algorithm accurately estimated the fundamental frequency of power system signals in the presence of amplitude modulation and harmonics.
Introduction
When measuring, controlling, or protecting power systems, accurate estimation of the fundamental frequency of their signals is important. In particular, a real-time accurate estimate of the fundamental frequency is a prerequisite for electrical parameter measurements. This is because various numerical algorithms for electrical parameter measurements are sensitive to frequency variations. Typical examples are algorithms based on discrete Fourier transform (DFT) or least-mean-square (LMS) methods.
Several methods for frequency estimation have been reported in the technical literature [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . Zero-crossingbased techniques are the most widely used methods for frequency estimation [1, 2] . However, they are incapable of making fast estimates using polluted signals, and their performance is sensitive to switching-type transients. The Kalman filter has also been used to estimate power system frequencies [3, 4] , but it is sensitive to the initial conditions and its performance is not robust with respect to variations in the internal parameters of the model. A three-phase, phase-locked loop (PLL) provides fast and robust frequency estimates for balanced three-phase systems and has been widely used for frequency estimation [5] [6] [7] . However, its performance is prone to error in unbalanced conditions. A variety of approaches, including adaptive neural networks (ANN) [8, 9] , least square techniques [10] [11] [12] , Newton-type algorithms [13] , Prony estimation [14] , DFTs [15] [16] [17] , and the maximum likelihood method [18, 19] have also been used to estimate the frequency of power system signals.
This paper presents a new algorithm for frequency estimation that is based on complex Prony analysis. Simulated tests confirm the efficiency and validity of the proposed algorithm for estimating the fundamental frequency, regardless of the amplitude modulation and harmonics. This paper is divided into four parts, including the introduction. Sections 2 and 3 describe the formulation and the simulation results of the proposed algorithm, respectively, and our conclusions are given in Section 4.
Frequency Estimation
Assuming that a continuous-time signal, x(t), has a sinusoidal waveform with a amplitude, frequency, and phase of A, f, and θ, respectively,
this can be discretized as
where 0 f is the nominal fundamental frequency, 0 N is the number of samples per cycle at 0 f , and t Δ is the sampling period. †
Orthogonal Decomposition
The discrete-time signal, [ ] x n , can be decomposed into real and imaginary components, each orthogonal in phase, using cosine and sine filters. Their coefficients are
When the actual fundamental frequency is equal to the nominal fundamental frequency, the cosine and sine filters can eliminate the harmonics from input signals perfectly. However, when the actual fundamental frequency deviates from the nominal fundamental frequency, the ability of the two filters to eliminate the harmonics is reduced. The variable window technique [20] is used to overcome this drawback. The orthogonal decomposition involves adjusting the data window as close to one cycle of the input signal as possible. Since the sampling period is fixed, the cosine and sine filters must have a filtering fundamental frequency that corresponds to an integer multiple value of the sampling period. Therefore, depending on the estimated fundamental frequency, the variable window is adjusted to the nearest possible integer window, 
where 
where
Therefore, the orthogonal decomposition can be expressed in the complex form as
Complex Prony Analysis
In order to estimate the fundamental frequency by approximating the real and imaginary components of the orthogonal decomposition simultaneously, a complex Prony analysis is proposed in this paper.
According to the Prony estimation reported in [14] , the real component of the orthogonal decomposition can be approximated as Since the real and imaginary components of orthogonal decomposition have the same phase, R θ , as shown in (7) and (8), the imaginary component can be approximated as Substituting (10) and (11) into (9) yields
The purpose of a complex Prony analysis is to find the values of k α , k β and k z that satisfy (12) . By using (10) and (11), the three successive samples of (12) can be written in matrix form:
[2]
where k z are necessarily the solutions of a second-order Eq. with unknown coefficients k e , and thus satisfy
The application of the coefficients k e to (13) forms
Some minor calculations give the following Eq.:
e x e x x e z e z z e x e x x e z e z z α β α β (14) into (16) 
Consequently, the coefficients k e are obtained from
Once the coefficients k e are known, the two solutions of (14) are 
The estimated fundamental frequency is given by
Performance Evaluation

Simulated Data
The simulation results presented in this section were all processed using Matlab. The sampling frequency was set to 7680 Hz or 128 samples per cycle in 60-Hz systems. The simulated data were pre-conditioned using a second-order Butterworth low-pass filter with a cutoff frequency of 600 Hz in order to reject high-frequency components and prevent aliasing errors. As mentioned in Section 2.1, the orthogonal decomposition used the variable window technique to enhance the ability of eliminating the harmonics.
In the simulations, the variable window was updated after the estimated fundamental frequencies from one cycle were averaged.
In order to evaluate the performance of the algorithm, the results were compared to those obtained from the adaptive algorithm of Moore [16] , which is one of the most useful techniques for estimating the fundamental frequency in power systems. Although complex Prony analysis theoretically requires three samples for Eq. (18), we obtained stable responses from single-cycle samples in the simulations. For comparison, the adaptive algorithm also used single-cycle samples to perform the gain compensation for calculating the best estimate of the fundamental frequency. As a result, the two algorithms used the same amount of samples.
Performance During Test Conditions
Amplitude modulation and harmonic tests were performed using simulated test signals. Three types of signals were considered: the ramp-up change given in (22), the ramp-down change given in (23), and the sinusoidal change given in (24):
where W is the number of samples per second.
1) Amplitude Modulation
For the amplitude modulation test, the signal described by Eq. (25) was provided as an input to both the proposed and adaptive algorithms, Figs. 1 and 2 show the time responses of the two algorithms to ramp-up and sinusoidal changes in the signal, respectively. When the actual fundamental frequency was close to the nominal fundamental frequency, the simulation results confirmed the good response of the two algorithms. However, when the actual fundamental frequency deviated from the nominal fundamental frequency, the adaptive algorithm produced some errors due to the amplitude modulation.
2) Harmonics
To investigate the influence of the harmonics, the following signal was considered: 
Figs. 3 and 4 reveal the ability of the proposed algorithm clearly. Although the adaptive algorithm produced considerable errors due to the harmonics as well as the amplitude modulation, the time responses of the proposed algorithm were almost identical to those in the amplitude modulation test.
To evaluate the accuracy of the algorithms, the estimation error is calculated using the following equation: where the reference frequency is 132-sample delayed from the actual frequency, considering the delay time of the lowpass filter and the estimation algorithm. Table I summarizes the average values of estimation errors after one and a half cycles following the transient occurrence. Compared to the adaptive algorithm, which had an average estimation error between 0.0010 and 0.0048 %, the proposed algorithm estimated the frequency more accurately with an average estimation error between 0.0005 and 0.0028 %.
Performance in Power System Conditions
Dynamic conditions were investigated by using the Electromagnetic Transients Program (EMTP) to simulate the simple system shown in Fig. 5 , consisting of a 200-MVA generator connected to a load, which was initially set to 100 MVA. Two kinds of dynamic conditions were considered: a load increase and single phase-to-ground faults. The zero crossing of a-phase voltage signal was chosen as reference angle.
1) Load Increase
The load switch shown in Fig. 5 was closed at time t = 1.00 s, thus loading the generator with an additional 20 MVA. This caused the amplitude of the generator terminal voltage to decrease instantaneously from 11.54kV to 10.87 kV, as shown in Fig. 6 . The voltage waveform was processed by the two algorithms, and the estimated frequencies are depicted in Fig. 7 together with the actual frequency, which corresponds to the generator rotor speed obtained from the EMTP simulation.
The instantaneous change in the terminal voltage was responsible for a -0.75-Hz spike at 1.02 s in the estimated frequencies of the two algorithms. There is, of course, no corresponding instantaneous change in the rotor position and so the actual frequency did not vary in the same manner. Ignoring this effect, Fig. 7 clearly shows that the estimated frequencies of the two algorithms closely followed the actual frequency with an estimation delay of approximately 0.03 s. However, when magnifying the results shown in Fig. 7 , it was found that the proposed algorithm delivered better results than the adaptive algorithm. Although the adaptive algorithm produced some oscillations due to the amplitude modulation of the terminal voltage, the proposed algorithm closely followed the actual frequency.
2) Single Phase-to-Ground Fault
The fault switch in Fig. 5 was closed at time t = 1.00 s and then opened at t = 1.10 s, creating an 'a' phase-toground 90° fault with a duration of 0.10 s. As shown in Fig.  8 , the a-g 90° fault caused the amplitude of the generator terminal voltage to decrease instantaneously from 11.54 kV to 7.69 kV. This instantaneous decrease in the terminal voltage caused -3.61-Hz and -3.23-Hz spikes at 1.02 s in the estimated frequencies of the adaptive and proposed algorithms, respectively. After removing the fault at 1.10 s, the generator terminal voltage increased up to 12.18 kV and then settled to its initial value. Due to the instantaneous increase in the terminal voltage at 1.10 s, the estimated frequencies of the adaptive and proposed algorithms had 2.01-Hz and 2.56-Hz spikes at 1.13 s, respectively.
Similarly to a-g 90° fault, the fault switch was closed at time t = 1.00 s and then opened at t = 1.10 s, creating an ag 0° fault. As shown in Fig. 10 , the instantaneous decrease in the terminal voltage caused -3.30-Hz and -2.82-Hz spikes at 1.02 s in the estimated frequencies of the adaptive and proposed algorithms, respectively. After removing the fault at 1.10 s, the estimated frequencies of the adaptive and proposed algorithms had 1.85-Hz and 2.55-Hz spikes at 1.13 s, respectively.
Except for the spikes during the a-g faults, the estimated frequencies of the two algorithms closely followed the ac- tual frequency. However, when magnifying the simulation results of Fig. 9 and Fig. 10 , it was found that the estimated frequency of the proposed algorithm settled to the actual frequency after the fault inception and the fault elimination faster by approximately 0.01 s than that of the adaptive algorithm.
Conclusion
This paper describes a new algorithm for estimating the fundamental frequency of power system signals. The proposed algorithm consisted of orthogonal decomposition and a complex Prony analysis. The input signal was decomposed into two orthogonal components by using cosine and sine filters, and then a complex Prony analysis was used to estimate the fundamental frequency by approximating the cosine-filtered and sine-filtered signals in a complex exponential form.
To assess the performance of the algorithm, the results were compared to the adaptive algorithm using simulated test signals. The test results confirmed that the proposed algorithm could track the fundamental frequency accurately, even in the presence of amplitude modulation and harmonics.
Dynamic conditions in a single-machine power system were also investigated using the EMTP program. For an increase in load, the adaptive algorithm produced some oscillations due to the amplitude modulation of the terminal voltage; however the proposed algorithm closely followed the actual frequency. In case of single phase-toground faults, the estimated frequency of the proposed algorithm settled to the actual frequency faster than that of the adaptive algorithm. Therefore, the proposed algorithm is considered useful for estimating the fundamental frequency of power system signals. 
