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In [1, 2], we constructed a holographic description of walking technicolour theories using both
a hard- and a soft-wall model. Here, we show that the dilaton field becomes phenomenologically
irrelevant for the spectrum of spin-one resonances once a term is included in the Lagrangian that
mixes the Goldstone bosons and the longitudinal components of the axial vector mesons. We show
how this mixing affects our previous results and we make predictions about how this description of
technicolour can be tested.
PACS numbers: 12.60.Nz, 11.25.Tq, 12.40.-y, 12.40.Yx, 11.15.Tk
I. INTRODUCTION
Since walking, i.e., quasi-conformal technicolour [3]
theories were identified, which are consistent with avail-
able data [4, 5], they have been in the centre of intensive
study. Theories of this type, do not only break the elec-
troweak symmetry naturally, but in addition, they can
lead to possible new extra phase transitions [6] and pro-
vide several dark matter candidates that avoid experi-
mental constraints [7].
Generally speaking, it is a very difficult task to carry
out computations in strongly interacting theories like
technicolour, due to the failure of the perturbative expan-
sion. Already the identification of candidates for walking
technicolour theories presupposes knowledge about the
conformal window of strongly interacting theories [5, 8].
For this reason, different approaches have to be imple-
mented. They include effective theories, lattice stud-
ies and holography. The first exploration of some of
the aforementioned technicolour models on the lattice [9]
confirm that they do not show running behaviour. Also
effective theories have been constructed for a selection
of models [10, 11], to make predictions for collider phe-
nomenology for the LHC.
Although effective theories can provide a useful tool
in the study of strongly coupled theories, they usually
suffer from a large number of unknown parameters that
can be fixed only when compared against experimental
results. From this point of view, holographic descrip-
tions of quasi-conformal theories might be able to pro-
vide more stringent constraints than the “usual” four di-
mensional effective theory. Holographic descriptions of
QCD [12, 13, 14, 15] turned out to be in good agreement
with the experimental results. Therefore, if one accepts
holography [16] as a legitimate tool to probe strongly
coupled theories, it is expected that, since by definition
walking technicolour theories [17] are quasi-conformal (in
a range of energy), holography should describe them bet-
ter than theories of the QCD type [which are far from
being (quasi)-conformal] [1, 18]. Extra-dimensional holo-
graphic frameworks have also been employed to construct
technicolour-like models [19].
In [1, 2], we studied a holographic implementation of
walking technicolour theories. Our motivation was to
constrain the parameters of the effective Lagrangian and
make predictions for the mass spectrum of the theories.
This was done by implementing two different setups for
holography, i.e., the hard- [12, 20] and the soft-wall [13]
models. In the hard-wall model, we assumed the tech-
nicolour theory under investigation to be conformal be-
tween two energy scales, namely, an infrared one, which
coincides with the electroweak scale, and an ultraviolet
scale beyond which the coupling runs again. The soft-
wall model has a smooth cut off. There, the IR scale is
set by the inverse slope of a dilaton background. This
prescription can produce the proper scaling of the spec-
trum in QCD [13].
In [1], we examined the constraints arising for a gen-
eral walking technicolour theory, where the vector mesons
do not couple directly to the condensate. In this particu-
lar setup, using the aforementioned holographic prescrip-
tion, we were able to find a relation between the mass of
the axial and the vector mesons, as well as their decay
constants. In this case, the mass of the axial was al-
ways larger than that of the vector mesons, which was
bounded from below. In [2], we generalised our inves-
tigation, by allowing terms in our effective theory that
could couple the vector mesons to the chiral conden-
sate. This was done by including terms admitted by the
global symmetry, and then promoting the global symme-
try to a local one, using a Stu¨ckelberg completion [21].
In this case, there is one additional free parameter, the
one parametrising the coupling of the vector mesons to
the condensate. In the generalised picture, the mass hi-
erarchy between vector and axial vector mesons can be
inverted, although the lower bound for the axial mass
persists. From this treatment we left out a current term
because it does not affect the equations of motion in the
bulk for the vector and axial mesons. As it turns out,
however, it does alter the decay constants. As we shall ar-
gue in this paper, the existence of this term allows for the
possibility of mixing between the Goldstone bosons and
2the longitudinal component of the axial vectors, leading
to the change in the decay constant of the axial vectors.
(In fact, theoretically speaking, the decay constant can
even be zero, due to deconstructive interference between
the Goldstone bosons and the axial vectors.) We shall
show that in the presence of said current term, there is
no need for a dilaton field, and effectively, we can omit
the dilaton. The presence of the current term enlarges
the parameter space even after we have removed the dila-
ton. It turns out that the lowest bound on the mass of
the lighter (axial)-vector meson remains even after the in-
clusion of the aforementioned mixing, and it is a robust
prediction of our model.
Our paper is organised as follows: In section II, we
review our notation and our formalism and we present
all the relevant terms for the effective theory that we
use. In section III, we show how the mixing between the
Goldstone bosons and the longitudinal component of the
axial vector arises, and how it affects our analysis. In
section IV, we compare various holographic setups. In
section V, we summarise our results.
II. FRAMEWORK
Regard chiral symmetry breaking from a global flavour
symmetry group G to H. For technicolour with Nf tech-
niquarks in non-(pseudo)real representations of the tech-
nicolour gauge group, we would have G = SU(Nf)L ×
SU(Nf)R and H = SU(Nf)V . In the case of real [pseu-
doreal] representations, there are enhanced breaking pat-
terns, G = SU(2Nf) and H = SO(2Nf ) [H = Sp(2Nf)],
always assuming the breaking to the diagonal subgroup.
Define the fermion bilinear (with contraction of the
spin indices), M = ǫαβQ
α ⊗Qβ, where
Q = (UL, DL, . . . ,−iσ2U∗R,−iσ2D∗R, . . . )T . (1)
Here, UL/R, DL/R are the left-/right-handed fermion
fields. [For non-(pseudo)real representations the compo-
nents ofM involving left- and right-fields simultaneously
are technicolour non-singlets and are discarded.] The chi-
ral condensate be proportional to the matrix E. The Sa
with ESaE = −SaT span H. The remaining generators
Xa of G are the generators for the pion field. The spin-
one degrees of freedom Aµ = A
a
µT
a span the entire G.
With these fields we formulate the Lagrangian L. The
part depending on Aaµ reads,
L = − 1
4g2
5
F aµνF
a
κλg
µκgνλ + 12A
a
µm
abAbνg
µν +AaµJ
a
ν g
µν ,
where F aµν stands for the field tensor F
a
µνT
a = Fµν =
∂µAν − ∂νAµ− i[Aµ, Aν ]. mab = mba and Jaµ depend on
M in such a way that L is invariant under simultaneous
global transformations, U ∈ G, Aµ → UAµU † and M →
UMUT . Hence, the allowed expressions are,
1
2A
a
µm
abAbνg
µν = [r1 tr(AµAνMM
†) + (2)
+r2 tr(AµMA
T
νM
†) +
+s tr(AµAν)tr(MM
†)/(2Nf )]gµν ,
Jaµ = ir3tr{T a[M(∂µM)† − (∂µM)M †]}. (3)
In holography in the bulk, the flavour symmetry is
treated as a local symmetry. Hence, the action is
to be invariant under local inhomogeneous transforma-
tions of the spin-one fields, AaµT
a = Aµ → U [Aµ −
iU †(∂µU)]U †, accompanied by local homogeneous trans-
formations of M . They do not leave invariant the mass
(2) and the current term (3), unless they combine into
∼ tr[(DµM)(DνM)†]gµν , whereDµM := ∂µM−iAµM−
iMATµ . In general, the invariance under inhomogeneous
transformations can be ascertained by introducing non-
Abelian Stu¨ckelberg degrees of freedom Φ = e−iθ
aTa ,
which live in a copy G′ of the symmetry group G, where
Φ → UΦ. Replacing all spin-one fields according to
Aµ 7→ AΦµ = Aµ− iΦ(∂µΦ)† and all partial derivatives by
the covariant derivative,
∂µM 7→ DφµM = ∂µM +Φ(∂µΦ)M +M [Φ(∂µΦ)]T , (4)
ensures the gauge invariance Eqs. (2) and (3), as AΦµ →
UAΦµU
† and DΦµM → U(DΦµM)UT . {This corresponds
to the introduction of the field N in Ref. [11]. (See also
Appendix A of [2].)} The original symmetry content is re-
stored after Φ takes a constant vacuum expectation value.
As Φ only appears in combination with derivatives, the
expectation value does not contribute.
In the transition from a global to a local symmetry, also
initially present global anomalies have to be accounted
for. According to the reasoning employed in the deriva-
tion of the ’t Hooft anomaly matching conditions, anoma-
lies in bottom-up holography can be cancelled by intro-
ducing an appropriate number of additional fermions,
which are sufficiently weakly interacting as not to affect
the dynamics of the system.
Another way to avoid, e.g., the SU(Nf)
2U(1) anoma-
lies [SU(Nf) can be the left- or right subgroups and
U(1) the technibaryon number, which is gauged in set
ups in which the elementary fermions transform under
(pseudo)real representations of the (colour/technicolour)
gauge group] is to gauge merely the SU(Nf)L×SU(Nf)R
subgroup of G and not the full SU(2Nf), which also con-
tains the U(1). The SU(Nf )L × SU(Nf)R subgroup is
designated anyhow by the coupling to the electroweak
interactions.
Taking stock, the part of the five-dimensional action
in unitary gauge, which is relevant for the subsequent
computations is given by,
S :=
∫
d5x
√
g(L+ LM ), (5)
3and
LM := tr[(∂µM)(∂νM)†]gµν −m25tr(MM †). (6)
The metric g be anti de Sitter, ds2 = z−2(−dz2 + dx2).
The fifth coordinate z is interpreted as inverse energy
scale. Matching in the ultraviolet fixes the coupling g5
to [12]
g25 = 12π
2/dR, (7)
where dR stands for the dimension of the technicolour
gauge group with respect to which the fermions trans-
form.
The soft-wall model [13] contains an additional dilaton
field φ,
Ss :=
∫
d5x
√
ge−φ(L+ LM ). (8)
For φ = cz2, c = constant, the mass spectrum of the spin-
one resonances features a linear spacing in the squared
masses.
The condensate M0 of M obeys the differential equa-
tion,
(z3e+cz
2
∂zz
−3e−cz
2
∂z − z−2m25)M0 = 0. (9)
For c2z2 ≪ m25, i.e., in the ultraviolet, the ansatz
M0 ∼ zd leads to the characteristic equation for the di-
mension d, m25 = d(d − 4). In the quasi-conformal case
d = 2 and this implies m25 = −4. Eq. (9) is solved by
g5M0 = Cz
2e+cz
2
. Hence, the condensate M0 grows ex-
ponentially with z. This is indicative of an instability,
which, ultimately, must be caught by higher-order terms
in the equation of motion [13], originating from potential
terms for the spin-zero fields in the Lagrangian, which
have not been incorporated here. As the solution is thus
adequate for small z, we set
g5M0 7→ Cz2. (10)
This can be seen as a practical way of regularising said
instability. In fact, there are nonlinear terms which can
alter Eq. (9) such that Eq. (10) is an exact solution. For
the interpretation of the preceding step as O(cz2) ap-
proximation, the propagation of the error was assessed
in [2].
After a Fourier transformation to four-dimensional mo-
mentum (q) space the equation of motion for Aa⊥, the
transverse part of the spin-one field, reads
[(ze+cz
2
∂zz
−1e−cz
2
∂z+q
2)δab−g25z−2mab]Ab⊥ = 0. (11)
By diagonalising in flavour space, we find
[(ze+cz
2
∂zz
−1e−cz
2
∂z+ q
2)− g25z−2M20λ2W ]W = 0. (12)
Here and in what follows,W represents the vector V and
the axial vector A eigensolution, respectively.
λ2V = r1 − r2 + s and λ2A = r1 + r2 + s (13)
stand for the eigenvalues of mab/M20 . For the ultraviolet
boundary conditions and withM0 from Eq. (10), Eq. (12)
is solved by
W ∼ z2e−(cW−c)z2/2M(1− M2W4cW , 2, cWz
2), (14)
where c2W := c
2 + C2λ2W . The normalisation condition∫ ∞
0
dz
z
e−cz
2W2 = 1, (15)
can only be satisfied for M2W = 4ncW , n ∈ N, i.e., when
the series for the Kummer function M(a, b, x) truncates
into a polynomial. For n = 1, the normalised solution
reads,
W =
√
2cWz2e−(cW−c)z
2/2. (16)
For a short while, let us continue for the special case
r3 = 0. There the decay constants can be extracted
according to,
g5FW = ∂2zW(0) = 2
√
2cW =M2W/
√
2. (17)
For determining the pion decay constant fπ we have
to solve,
[ze+cz
2
∂zz
−1e−cz
2
∂z − g25z−2M20λ2A]P = 0. (18)
Taking M0 from (10) and for the boundary conditions
∂zP(zm) = 0 and P(0) = 1, this equation is solved by,
P = e−(cA−c)z2/2. This leads to the pion decay constant
g25f
2
π = − lim
ǫ→0
∂zP(ǫ)/ǫ ∂zP(0)=0= −∂2zP(0) = cA − c.(19)
III. THE EFFECT OF THE r3 TERM
While the r3 term does not have an impact on the
above equations of motion, as it vanishes when evaluated
on the expectation value of M , it changes the coupling
of the pion and axial vector fields to the electroweak sec-
tor and hence the physical values of the decay constants.
Let us first work out explicitly how the couplings are
modified in four dimensional effective theory. For sim-
plicity we use an effective Lagrangian that describes the
SU(2)L × SU(2)R → SU(2)V chiral symmetry breaking
pattern rather than the potentially enhanced pattern in
other settings like the SU(4)→ SO(4) breaking pattern
of Minimal Walking Technicolour (MWT). The used La-
grangian is obtained from those involving more fields due
to an enlarged symmetry by removing fields that would
not enter the derivation.
Following [11], we use the hidden local symmetry ap-
proach, where the composite vector fields are introduced
as gauge fields of a copy SU(2)′L × SU(2)′R of the chi-
ral symmetry group. The nonlinear sigma fields which
connect this copy to the actual chiral group read
NL = exp ( 2iπ˜
a
LT
a/f) , NR = exp ( 2iπ˜
a
RT
a/f) (20)
4and the linear sigma field that contains the (pseudo)
scalar degrees of freedom is written as
M =
1√
2
(v +H − 2iπ˜aT a) . (21)
Here, H is the composite Higgs, the normalisation of the
SU(2) generators is Tr
[
T aT b
]
= δab and the pion fields
π˜A = π˜L + π˜R , π˜V = π˜L − π˜R (22)
will be eaten by the composite vector bosons when NL/R
receive their vacuum expectation values.
The relevant terms in the Lagrangian which affect the
quadratic vector sector are
L = f
2
4
Tr[(DµNL)
†(DµNL) + (DµNR)†(DµNR)]
+
1
2
Tr[(∂µM)
†(∂µM)]
+r2Tr[(DµNL)
†NLM(DµNR)N
†
RM
†]
−r3
2
Tr{(DµNL)†NL[M(∂µM)† − (∂µM)M †]
+(DµNR)N
†
R[M
†(∂µM)− (∂µM)†M ]}, (23)
where the covariant derivatives read
DµNL = ∂µNL − i g˜ AaLµ T a NL
DµNR = ∂µNR + i g˜ NR A
a
Rµ T
a (24)
with the composite vectors
Aµ =
1√
2
(ALµ −ARµ) , Vµ = 1√
2
(ALµ +ARµ) .
(25)
We excluded the r1 and s terms discussed above, since
their effect on the quadratic Lagrangian can be absorbed
into the above terms. The vector and axial masses in
terms of the parameters of the Lagrangian are
M2A =
g˜2
4
(
f2 + r2v
2
)
, M2V =
g˜2
4
(
f2 − r2v2
)
. (26)
We shall derive the decay constants by studying the
mixing of the pions. The vector-pion mixing term reads
LV−π = −g˜
(
Aµ
V µ
)T
Cmix
 ∂µπ˜∂µπ˜A
∂µπ˜V
 , (27)
where
Cmix =
(
− r3v√
2
f2+r2v
2
2
√
2f
0
0 0 f
2−r2v2
2
√
2f
)
. (28)
It can be used to identify the pions πA/V that are eaten by
the composite vectors. We see that these are not exactly
the pions π˜A/V, but there is some mixing between the
pion π˜ and the axial vector because of the r3 term:(
MAπA
MVπV
)
= g˜ Cmix
 π˜π˜A
π˜V
 =
 √2M2Ag˜f π˜A − g˜r3v√2 π˜√
2M2
V
g˜f π˜V
 .
(29)
By inserting this back to the Lagrangian, the pion kinetic
term becomes
Lπ = 1
2
[
(∂µπA)
2
+(∂µπV)
2
+
(
1− g˜
2r23v
2
2M2A
)
(∂µπ˜)
2
]
.
Hence, the normalisation of the physical pion must be
adjusted to compensate for the part eaten by the axial
vector. Taking this into account, we have ππA
πV
 =

√
1− g˜2r23v2
2M2
A
0 0
− g˜r3v√
2MA
√
2MA
g˜f 0
0 0
√
2MV
g˜f

 π˜π˜A
π˜V

≡ Cπ
 π˜π˜A
π˜V
 . (30)
Then the decay constants are related to the vacuum
expectation values v, f by the matrix Cπ, FπFA
FV
 = Cπ
 vf
f
 =
 v
√
1−χr3√
2MA
g˜ (1−χ)√
2MV
g˜
 , (31)
where χ = r3g˜
2v2/(2M2A). As mentioned above, the
change of the decay constants originates from a change of
the coupling of the involved fields to the electroweak sec-
tor, which mediates the corresponding decays. These cir-
cumstances are the same for the five-dimensional setup.
There, the condensates are functions of the fifth coordi-
nate z. We can extract,
f2π
f2π |r3=0
=
F 2π
F 2π |r3=0
= 1− χr3, (32)
FA
FA|r3=0
=
FA
FA|r3=0
= 1− χ, (33)
FV
FV |r3=0
=
FV
FV|r3=0
= 1. (34)
Consequently, the r3 term leads to the following modifi-
cations of Eqs. (17, 19),
√
2g5FA =
√
2∂2zA(0)(1 − χ) =
= 4cA(1− χ) =
= M2A(1− χ), (35)
and
g25f
2
π = −∂2zP(0)(1− χr3) = (cA − c)(1− χr3). (36)
Due to χr3 > 0 and c > 0 as well as M
2
A = 4cA this last
relation implies directly M2A ≥ 4g25f2π.
IV. BENCHMARKS
The physical parameters of the model are the masses
and decay constants of the lightest vector and axial vec-
tor resonances. For technicolour models, the pion decay
constant is fixed by the value of the electroweak scale.
5In standard holography [1, 12, 20], the vector reso-
nances do not couple to the condensate and only one
parameter remains undetermined, which in [1], we chose
to be the mass of the lightest vector resonance. In partic-
ular, the vector resonance had to be always lighter than
its axial vector partner.
In the generalised approach [2] without r3-term, which
does not affect the fifth-dimensional analysis directly, the
three additional parameters in the Lagrangian can be
summarised into one, i.e., the coupling strength of the
vector resonances to the condensate. On the side of the
physical parameters, two degrees of freedom remain un-
determined, i.e., one more than in the non-generalised
approach. The vector resonance can now also be heavier
than its axial vector partner. In [2], we chose a bench-
mark scenario in which we saturated the first Weinberg
sum rule by the first pair of resonances. While this is
not a necessary requirement, it is still a completely le-
gal point in parameter space and allowed us to compare
to findings in non-extradimensional settings [11], which
used the same assumption.
Taking also into account the r3-term, as was done in
the present investigation, at the level of the physical pa-
rameters, there remains, the relation (17) between the
vector mass and decay constant. Hence, after the holo-
graphic analysis, there are three free physical parameters.
This leads to an, in general, non-zero contribution to the
oblique S-parameter from the first pair of resonances. In
the soft-wall setting without r3-term this contribution
and the contributions from every pair of resonances was
exactly equal to zero [2]. Interestingly, without extra-
dimensions at tree-level the S-parameter is also directly
linked to the r3-term. Especially, the contribution is zero
without the latter. To the contrary, in the hard-wall set-
ting the contribution to S from the first pair of resonances
is, in general, nonzero. In order to have concrete bench-
mark scenarios in the presence of the r3-term, addition-
ally to saturating the first Weinberg sum rule by the first
pair of resonances, we, thus, propose to investigate sce-
narios with fixed contributions from the first pair of reso-
nances to the S-parameter. In the non-extradimensional
setup [11], e.g., it was set to the one-loop perturbative
value Spert = N
g
f dR/(12π). Setting it to zero removes
the effect from the r3-term altogether. Hence, using S as
parameter allows for a smooth interpolation between the
different setups. Employing the second Weinberg sum
rule for this purpose is less useful because in quasicon-
formal theories its right-hand side is modified by ultravi-
olet contributions to the spectral functions and involves a
parameter that is not exactly known quantitatively [22].
Here, we had set out to construct a model that for qua-
siconformal theories can produce the linear trajectories
for the resonance masses, without the need of having a
dilaton. In the dilaton-free case, the discussion from the
previous paragraph remains essentially unaltered, despite
the fact that the number of unphysical parameters is re-
duced by one by imposing c = 0. At the level of the
physical parameters, for c = 0, we find from the above
final results,
√
2g5FV = 4CλV =M2V , (37)
√
2g5FA = 4CλA(1− χ) =M2A(1− χ), (38)
4g25f
2
π = 4CλA(1− χr3) =M2A(1− χr3). (39)
The relation (37) remains unaffected. Imposing a value
for S,
F 2V
M4V
− F
2
A
M4A
=
S
4π
, (40)
permits us to solve for S = Spertχ(2 − χ)/Ng, where
use has been made of Eq. (7) and Ng = N
g
f /2 is the
number of electroweakly gauged techniquark generations.
This leaves r3 free to give M
2
A any value above 4g
2
5f
2
π
(χr3 ≥ 0), as long as χ (and hence also S) is not equal
to zero. At the same time, this relation also implies a
maximum value for S ≤ Spert/Ng. Thus S from the first
pair of resonances has always to be smaller than Spert per
gauged generation to be consistent with the holographic
description.
V. RESULTS
That for quasiconformal theories the dilaton is not
needed to have a constant spacing of the eigenvalues for
the squared masses of the (axial-)vector resonances has
already been shown in [2]. There, however, omission of
the dilaton still led to a constrained phenomenology. To
the contrary, taking into account the r3 term allows us
to remove the dilaton without any impact on the phe-
nomenology. In order to see this, look at the above fi-
nal results, where c has been set to zero, i.e., Eqs. (37),
(38) and (39). λV appears exclusively in the the ex-
pressions for FV and MV . C could be absorbed in a
redefinition of λV and hence, in this setup, the vectorial
and axial sectors are completely decoupled. Further, in
this setup, FV and M2V always have the fixed ratio (37),√
2g5FV =M
2
V, where from Eq. (7), g
2
5 = 12π
2/dR. (We
could not find any parity invariant terms of order four
which would change it.) In the hard-wall model the ratio
is g5FV = 1.1328M2V [1] and in a purely four-dimensional
approach one has g˜FV = 2M2V . For given FV and MV
this leads consistently to g5 < g˜.
A redefinition of C in the relations (38) and (39) [and
a subsequent redefinition of λV in Eq. (37)] can absorb
the factor of λA. The new C, χ and r3 are independent
except for the condition χr3 ≥ 0. Therefore, FA andMA
are decoupled. For χ = 1, FA may even vanish. The
condition χr3 ≥ 0 implies M2A ≥ 4g25f2π , but otherwise
MA is decoupled from fπ. (What this means in numbers
for the technicolour models listed in [5] is shown in Table
I.) Consequently, the omission of the dilaton does not
6Nc representation dR Nf N
g
f G → H M
min
a,soft (F
min
a )
1/2
2 fundamental 2 7 6 SU(7)× SU(7)→ SU(7) 2.2 0.66
2 fundamental 2 7 2 SU(7)× SU(7)→ SU(7) 3.8 1.15
2 adjoint 3 2 2 SU(4)→ SO(4) 3.1 1.04
3 fundamental 3 11 2 SU(11) × SU(11)→ SU(11) 3.1 1.04
3 2-index-symmetric 6 2 2 SU(2)× SU(2)→ SU(2) 2.2 0.87
3 adjoint 8 2 2 SU(4)→ SO(4) 1.9 0.81
4 fundamental 4 15 2 SU(15) × SU(15)→ SU(15) 2.7 0.97
4 2-index-symmetric 10 2 2 SU(2)× SU(2)→ SU(2) 1.7 0.77
4 2-index-antisymmetric 6 8 2 SU(16)→ SO(16) 2.2 0.87
4 adjoint 15 2 2 SU(4)→ SO(4) 1.4 0.69
5 fundamental 5 19 2 SU(19) × SU(19)→ SU(19) 2.4 0.91
5 2-index-antisymmetric 10 6 2 SU(6)× SU(6)→ SU(6) 1.7 0.77
6 fundamental 6 23 2 SU(23) × SU(23)→ SU(23) 2.2 0.87
TeV TeV
TABLE I: Various walking technicolour models from Tab. III in [5]. Minimal (axial) vector meson mass Mmina/ρ,soft (Especially,
r3 = 0.) and square root of the minimal (axial) vector decay constant (F
min
a/ρ )
1/2 for various walking technicolour models
characterised by the representation of the technicolour gauge group under which the techniquarks transform and the number
of (electroweakly gauged) techniflavours Nf (N
g
f ).
exclude any points from the space of physical parameters
FW and MW .
In standard bottom-up holography [1, 12], the vector
states do not couple toM0 and in the soft-wall model the
parameter space is constrained by,
√
2g5FW =M2W and M
2
A =M
2
V + 4g
2
5f
2
π , (41)
which after fixing fπ to its physical value leaves, say, M
2
V
to parametrise the rest of the physical quantities.
In generalised bottom-up holography, even after re-
moving the dilaton, only FV and M2V remain linked and
for M2A lingers a lower bound of 4g
2
5f
2
π due to the com-
mon equation in the axial sector. This corresponds to
two additional degrees of freedom.
In a purely four-dimensional treatment, the matching
condition (7) of the coupling constant g5 in the ultraviolet
is absent which decouples FV and M2V . Also the lower
bound on M2A is absent.
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