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GLOBAL RIGIDITY OF HIGHER RANK ABELIAN
ANOSOV ALGEBRAIC ACTIONS
FEDERICO RODRIGUEZ HERTZ AND ZHIREN WANG
Abstract. We show that all C∞ Anosov Zr-actions on tori and
nilmanifolds without rank-one factor actions are, up to C∞ conju-
gacy, actions by automorphisms.
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2 F. RODRIGUEZ HERTZ AND Z. WANG
1. Introduction
1.1. Main result. Consider a Zr-action α on a torus, a nilmanifold or
an infranilmanold M by C∞ diffeomorphisms. The action by n ∈ Zr
is written as αn. Following results of Franks [Fra69] and Manning
[Man74] and using the commutativity of the action, one can check
easily that α is topologically conjugate to an action ρ : Zr y M by
affine automorphisms. The action ρ is called the linearization of α.
Recall a compact nilmanifold is the quotient of a simply connected
nilpotent Lie groupG by a cocompact discrete subgroup Γ (see [Mal51]),
and a compact infranilmanifold is a manifold that is finitely covered
by a compact nilmanifold. A linear automorphism of G/Γ is a
homeomorphism that is the projection of some Γ-preserving automor-
phism of G. An affine automorphism of G/Γ is a homeomorphism
f : G/Γ 7→ G/Γ such that f(gx) = f0(g)f(x) for all g ∈ G, x ∈ M ,
where f0 is an automorphism of G. Equivalently, an affine automor-
phism of G/Γ is the composition of a linear automorphism of G/Γ and a
left translation. An affine automorphism of a compact infranilmanifold
is a homeomorphism that lifts to an affine nilmanifold automorphism
on a finite cover. We prove in this paper:
Theorem 1.1. Suppose α : Zr y M is a C∞ action on a compact
infranilmanifold M where r ≥ 2, and let ρ be its linearization. Assume
that there exists n0 such that α
n0 is an Anosov diffeomorphism, and
that ρ has no rank-one factor. Then α is conjugate to ρ by a C∞
diffeomorphism.
A rank-one factor is the projection of ρ to a quotient infranilmanifold,
which is, up to finite index, generated by a single ρn. For details, see
§2.5.
Even in the case of tori, the theorem is new.
A priori, it may happen that M is equipped with an exotic smooth
structure ω instead of the standard structure ω0 inherited from the
covering Lie group G. α is smooth with respect to ω, and ρ is smooth
with respect to ω0. In this case, the smooth conjugacy in the theorem
should be understood as a diffeomorphism between (M,ω) and (M,ω0).
This in particular shows (M,ω) is actually a standard infranilmanifold
and yields a contradiction. Therefore, the theorem implies:
Corollary 1.2. Exotic infranilmanifolds admit no Anosov Zr-action
without rank-one factor.
1.2. Background of the problem. For a Zr-action by diffeomor-
phisms on a compact manifold, there is a sharp contrast between the
r ≥ 2 case and the r = 1 case. The simplest example for a Z-action by
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a single Anosov diffeomorphism is a hyperbolic toral automorphism A.
In this case, one can modify A near a fixed point to get a new diffeo-
morphism f of the torus which is close to A in the C∞-topology, but
cannot be conjugate to A by a diffeomorphism because the eigenvalues
of its derivatives differ from those of A.
On the other hand, higher rank abelian Anosov actions enjoy more
rigidity in this aspect. An action is said to be C∞-locally rigid if all C1-
perturbations are C∞-conjugate to the original action. Local rigidity
was first proved for Cartan actions on tori by Katok and Lewis [KL91],
and later extended to some quite general classes of actions in the works
of Katok and Spatzier [KS94,KS97] and Einsiedler and Fisher [EF07].
Such phenomena motivated the following global rigidity conjecture by
Katok and Spatzier (see [Gor07]):
Conjecture 1.3. When r ≥ 2, all “irreducible” Anosov genuine Zr-
actions on compact manifolds are C∞-conjugate to actions on tori,
nilmanifolds or infranilmanifolds by affine automorphisms.
Some progresses have been made towards the conjecture in the works
of Kalinin-Spatzier [KS07b] and Kalinin-Sadovskaya [KS06, KS07a].
However, these results depend on strong conformality assumptions on
the restriction of the action to coarse Lyapunov foliations, as well as
other algebraic conditions which force the manifold to be a torus. And
the conjecture is widely open.
Attention has been focused on the following natural weaker form of
Conjecture 1.3:
Conjecture 1.4. When r ≥ 2, all “irreducible”1 Anosov genuine Zr-
actions on compact infranilmanifolds are C∞-conjugate to actions by
affine automorphisms.
Such global rigidity results have been obtained in two special cases,
with different extra assumptions that are fairly disjoint to each other.
In [RH07], the first author proved that Conjecture 1.4 holds for a
class of actions on tori, which in particular includes Cartan actions,
i.e. Zr-actions on Tr+1. The restrictions posed in [RH07] require the
rank r grows linearly in terms of the dimension of the torus.
In [FKS11,FKS13], Fisher, Kalinin and Spatzier established Conjec-
ture 1.4 under the additional assumption that all Weyl chambers of
ρ contains at least one Anosov element of α. Another technical hy-
pothesis, total non-symplecticity, was made in [FKS11] and was later
dropped in [FKS13]. They also raised the question of whether there are
1As [FKS13] and Theorem 1.1 shows, it turns out that irreducibility is not a
crucial issue here.
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Anosov genuine Zr-actions on exotic tori for r ≥ 2, based on examples
constructed by Farrel and Jones [FJ78] in the r = 1 case, and observed
that the existence of such actions would contradict Conjecture 1.4.
Theorem 1.1 confirms Conjecture 1.4, without assuming irreducibil-
ity. This leads to a negative answer, Corollary 1.2, to the question
about actions on exotic tori,
It was remarked in [FKS13] that, since there exist non-Anosov diffeo-
morphisms that are Ho¨lder conjugate to Anosov toral automorphisms
(constructed by Gogolev in [Gog10]), a priori, generic elements in α
might not be Anosov. We will rule out this possibility, and hence ver-
ify that the hypothesis of [FKS13] always holds. The proof of the fact
that generic elements are Anosov will borrow ideas from both [RH07]
and [FKS13], while following a new scheme.
1.3. Organization of paper. Our strategy is to show that if a Weyl
chamber of the linearized action ρ contains an Anosov element, then
any adjacent Weyl chamber also contains Anosov elements. This will
show that there are Anosov elements in all the Weyl chambers, al-
lowing to apply Fisher, Kalinin and Spatzier’s theorem and establish
Conjecture 1.4.
In contrast to methods adopted in previous literatures (for example,
[MQ01], [FKS13]) when establishing smooth rigidity on nilmanifolds,
our approach directly deals with individual coarse Lyapunov foliations
on the nilmanifold, instead of going through an induction on the step
of nilpotency which starts with the underlying torus factor of the nil-
manifold.
In Section 2, we state preliminary facts regarding actions on nilman-
ifolds and the coarse Lyapunov foliation for the linearized action ρ.
The meaning of the assumption that ρ has no rank-one factor will be
explained.
When moving from an Anosov element αn0 from a Weyl chamber to a
new element αn in a neighboring chamber, one crosses a Weyl chamber
wall that corresponds to a coarse Lyapunov subgroup V , which in turn
gives rise to a subfoliation that is contracted by the old element but
expanded by the new one under the linear action. With respect to the
automorphism ρn0 , the group G can be decomposed into three parts:
the strong stable subgroup Gss, V and the unstable subgroup Gu. In
Section 3, we locally parametrize the Franks-Manning conjugacy H ,
and project it into V in the GssV Gu decomposition to get a coordinate
function. Then we verify that this coordinate function is smooth along
the stable foliation Wsα of α
n0 by solving a non-linear cohomological
equation inside the Lie algebra of V .
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In Section 4, it is shown that level sets of the coordinate function
within αn0-stable leaves forms a subfoliation which is contracted by αn.
In order to show that this new subfoliation has smooth leaves, we check
that the differential of this function alongWsα does not degenerate. This
is achieved by applying Pesin theory to an α-invariant measure ν that
is supported on the points where this condition is not satisfied. More
precisely, we will rely on facts from [LY85] on the almost everywhere
Lipschitz continuity of the strongly stable foliation inside the stable
leaves, to show that the degeneracy of the differential would cause the
restriction of H to the stable leaves to have a zero Jacobian, which
will be proved to be impossible. Eventually, the existence of the new
subfoliation will allow us to employ the quasi-Anosov criterion of Man˜e´
[Man˜77] to show that αn is also Anosov. The final lines of the proof
are included in Section 5.
The proof of the smoothness of hV in Section 3 relies on a result stat-
ing that if all partial derivatives of a Ho¨lder function along a Ho¨lder fo-
liation with smooth leaves belong to the distribution space over Ho¨lder
functions, then the function is smooth along the foliation. This is a
strengthening of a theorem of Rauch and Taylor [RT05] and the proof
is included in Appendix A.
Acknowledgments. Federico Rodriguez Hertz was supported by NSF
grant DMS-1201326. Zhiren Wang was supported by NSF grant DMS-
1201453 and an AMS-Simons travel grant.
2. Preliminaries
2.1. General settings. In this paper α will be a C∞-action by Zr on
a compact nilmanifold (or more generally, a compact infranilmanifold)
M , that is, a group morphism α : n 7→ αn from Zr to the group
Diff∞(M) of C∞ diffeomorphisms of M .
We will always assume that there exists at least one n0 for which α
n0
is Anosov, and that the linearization action ρ : Zr y M , which will be
defined below in §2.2, has no non-trivial rank-1 factor (see Definition
2.8).
Throughout the paper except in §1.2, it will be assumed that the dif-
ferential structure of M is the one coming from the standard structure
of the covering nilpotent Lie group G. Let N denote the dimension
dimM = dimG.
Recall that a diffeomorphism f on a Riemannian manifold M is
Anosov if there is a continuous splitting of the tangent bundle TM =
Esf ⊕ E
u
f such that Df preserves the splitting and for some C, λ > 0
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and every k ≥ 0,
‖Dfk(v)‖ ≤ Ce−λk‖v‖, ∀v ∈ Esf ;
‖Df−k(v)‖ ≤ Ce−λk‖v‖, ∀v ∈ Euf .
In this case M is everywhere foliated by the unstable foliation Wuf ,
as well as by the stable foliation Wsf , which are respectively tangent
to Euf and E
s
f . The leaves of W
u
f and W
s
f are given by
Wuf (x) ={y ∈ Y | lim
n→∞
dist
(
f−n(x), f−n(y)
)
= 0};
Wsf (x) ={y ∈ Y | lim
n→∞
dist
(
fn(x), fn(y)
)
= 0},
(2.1)
and are locally immersed C∞ submanifolds. But in general these foli-
ations are not smooth in the sense that the distribution Euf (resp. E
s
f)
does not necessarily vary in a C∞ way along the transversal direction
to Wuf (resp. to W
s
f).
We will write in the rest of the paper Euα, E
s
α, W
u
α and W
s
α respec-
tively for Euαn0 , E
s
αn0 , W
u
αn0 and W
s
αn0 .
As α is a commutative action, it is easy to check from (2.1) that the
foliations Wsα and W
u
α are invariant under α
n for all n ∈ Zr.
2.2. Franks-Manning conjugacy. As αn0 is an Anosov diffeomor-
phism of a compact nilmanifold M = G/Γ, by the classical works of
Franks [Fra69] and Manning [Man74], αn0 is conjugate to an Anosov
affine automorphism by a bi-Ho¨lder homeomorphism H : M 7→ M
which is homotopic to identity. By [Wal70] any diffeomorphism of M
commuting with an affine automorphism is an affine automorphism,
and thus H conjugates the entire action α to an action ρ : Zr yM by
affine automorphisms. To be precise,
αn = H−1 ◦ ρn ◦H, ∀n ∈ Zr. (2.2)
By [FKS11, Prop. 2.4], the image µ := H−1∗ (Leb) of the Lebesgue
measure on TN is the unique α-invariant absolutely continuous measure
on TN . Moreover, its density function is positive and C∞.
In fact, for each n ∈ Zr, αn induces an action on the fundamental
group Γ. Every automorphism of Γ naturally extends to a Γ-preserving
automorphism of G, and hence induces an linear automorphism of the
nilmanifold M = G/Γ. Hence α induces an action on M by linear
automorphisms. which is exactly the linear part of ρn.
By abusing notation, we will denote by ρ as well the linear part
of the lift of the action ρ to G. That is, for all g ∈ G, x ∈ M ,
ρn(gx) = (ρng)(ρnx)
In addition, the differential of ρn at the identity gives a Zr-action
on the Lie algebra g of G. Abusing notation again, we use ρ to call
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this action as well. In particular, we have the relation exp(ρnv) =
ρn exp v, ∀v ∈ g.
As G is simply connected and nilpotent, the exponential map exp is
a diffeomorphism between g and G, with inverse log : G 7→ g.
2.3. Coarse Lyapunov decomposition. We now introduce the Lya-
punov decomposition of the Lie algebra.
Definition 2.1. Given a Zr-action ρ on G by automorphisms and a
linear functional χ ∈ (Rr)∗. The Lyapunov subspace corresponding
to χ is
vχ = {v ∈ g\{0} : lim
|n|→∞
log
∣∣ρnv∣∣− χ(n)
|n|
= 0, ∀n ∈ Zr} ∪ {0}.
χ is called the Lyapunov exponent of vχ.
Lemma 2.2. vχ is indeed a vector subspace of g. There are only finitely
many non-trivial vχ’s and
g =
⊕
χ
vχ (2.3)
Proof. Fix a basis e1, · · · , er of Z
r. Then g ⊗R C is the direct sum of
generalized eigenspaces ker(ρe1 − λI)dim g. Since ρ is a commutative
action, each of these generalized eigenspaces are invariant under every
ρei . Hence each generalized eigenspaces splits into the direct sum of
smaller generalized eigenspaces of ρe2 , which are again invariant un-
der all the ρei ’s. Keeping doing this, one can eventually decompose
the entire vector space g⊗R C as the direct sum of finitely many sub-
spaces
⊕
j Wj , each of which is a common generalized eigenspace of
ρe1 , · · · , ρer . On every Wj , the commuting matrices ρ
e1 , · · · , ρer can
be upper triangularized together, and each ρei has only one eigenvalue
ζij. Actually ρ
ei |Wj can be written as ζijAij where Aij is an upper
triangular matrix whose diagonal entries are equal to 1. It follows that
for all n =
∑r
i=1 niei in Z
r, Wj is also a generalized eigenspace of ρ
n
with a unique eigenvalue ζnj =
∏r
i=1 ζ
ni
ij . And ρ
n|Wj = ζ
n
j A
n
j where
Anj =
∏r
i=1A
ni
ij . One can easily check n 7→ ζ
n
j and n 7→ A
n
j are group
morphisms from Zr, respectively to C× and to End(Wj).
Furthermore, entries of Anj are polynomial in n. Hence, for any
non-zero v ∈ Wj,
ρnv
ζnj
has polynomial entries as n varies. Therefore a
non-zero vector v ∈ g (or g ⊗R C) satisfies the asymptotic formula in
Definition 2.1 if and only if it lies in the direct sum of the g ∩ Wj ’s
such that the linear map n 7→ log |ζnj | is equal to χ. This direct sum is
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exact vχ. Moreover, g =
⊕
j(g ∩Wj) =
⊕
χ v
χ, and thus the number
of non-trivial vχ’s is finite. 
Lemma 2.3. For all Lyapunov subspaces vχ1 and vχ2, the relation
[vχ1, vχ2 ] ⊂ vχ1+χ2 holds.
In particular, if the Lyapunov exponent χ1 + χ2 is absent in the
Lyapunov decomposition, then vχ1 and vχ2 commute.
Proof. Suppose v ∈ vχ1 , w ∈ vχ2 , we wish to show that [v, w] ∈ vχ1+χ2.
By decomposing into components if necessary , we can assume v1 and
v2 are respectively in common generalized eigenspaces W1 and W2 con-
structed as in the proof of Lemma 2.2, with respective eigenvalues ζn1
and ζn2 . Then
ρn[v, w]
ζn1 ζ
n
2
=
[
ρnv, ρnw
]
ζn1 ζ
n
2
=
[
ρnv
ζn1
,
ρnw
ζn2
]
(2.4)
has polynomial entries in term of n. But |ζnj | = e
χj(n) for j = 1, 2. Thus
the vector [v, w], if it doesn’t vanish, satisfies lim|n|→∞
log
∣∣ρn[v,w]∣∣−χ(n)
|n|
=
0 with χ = χ1 + χ2. This completes the proof. 
Definition 2.4. For a Lyapunov exponent χ that is present in the Lya-
punov decomposition, the corresponding coarse Lyapunov subspace
is
v[χ] =
⊕
χ′=cχ,c>0
vχ
′
.
So a coarse Lyapunov subspace is a direct sum of all Lyapunov sub-
spaces whose exponents are positively proportional in (Rr)∗. When two
vectors belong to different coarse Lyapunov subspaces, one can find an
n such that ρin expands one of the vectors but contracts the other as
i → ∞. However vectors from the same coarse Lyapunov subspace
cannot be distinguished in this way.
This gives the coarse Lyapunov decomposition
g =
⊕
v[χ] (2.5)
Both the Lyapunov decomposition (2.2) and the coarse Lyapunov
decomposition (2.5) are ρ-invariant.
One consequence Lemma 2.3 is that, as the Lyapunov exponents
in each coarse Lyapunov subspace v[χ] are positively proportional to
each other and hence closed under addition, v[χ] is a Lie subalgebra.
Therefore we have:
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Definition 2.5. To each coarse Lyapunov subspace v[χ] is associated
a closed connected subgroup V [χ] = exp v[χ] ⊂ G, which will be called a
coarse Lyapunov subgroup.
Fixing n ∈ Zr, the direct sum of the vχ’s with χ(n) < 0 (resp.
> 0) is the stable (resp. neutral, unstable) Lie subalgebra of ρn and
is denoted by gsρn (resp. g
u
ρn). The corresponding Lie subgroups are
denoted respectively by Gsρn and G
u
ρn .
Each coarse Lyapunov subspace v[χ] gives rise to theWeyl chamber
wall kerχ ⊂ Rr, which is a hyperplane that divides Rr into the positive
(resp. negative) Lyapunov half space
L[χ],+ = {w ∈ Rr|χ(w) > 0} (resp. L[χ],− = {w ∈ Rr|χ(w) < 0}).
(2.6)
Remark 2.6. The definitions of kerχ, L[χ],+ and L[χ],− clearly do not
depend on the choice of χ representing [χ], and two different coarse
Lyapunov subspaces v[χ] and v[χ
′] give rise to the same Weyl chamber
wall if and only if the exponents χ and χ′ are negatively proportional,
in which case L[χ],+ = L[χ
′],− and L[χ],− = L[χ
′],+.
Definition 2.7. The connected components of Rr\
⋃
[χ] kerχ are called
Weyl chambers of ρ.
By construction, Weyl chambers are the minimal non-trivial inter-
sections of different Lyapunov half spaces.
2.4. Correspondence between foliations. As earlier, α is a Zr-
action on M , with Anosov element αn0 and linearization ρ. For sim-
plicity, let gs, gu, Gs and Gu denote respectively gsρn0 , g
u
ρn0 , G
s
ρn0 and
Guρn0 . It is easy to check that for x ∈ M , G
sx, Gux are just the stable
and unstable foliations Wsρ(x) and W
u
ρ (x) for the affine automorphism
ρn0 . Since α and ρ are conjugate by H , we have:
H(Wsα(x)) = G
sH(x), H(Wuα(x)) = G
uH(x). (2.7)
In particular, for  ∈ {s, u}, Gx is a manifold with dimension
dimWα and thus dim g
 = dimWα = dimE

α . It follows that dim g
s+
dim gu = N = dim g. Since gs and gu have trivial intersection by con-
struction, g = gs ⊕ gu. In other words, ρn0 is a hyperbolic automor-
phism, or equivalently, for all Lyapunov exponent χ for ρ, χ(n0) 6= 0.
This implies there is no trivial exponent in the Lyapunov decompo-
sition (2.3) and justifies Definition 2.7.
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2.5. Rank assumption and ergodicity of generic elements. We
will assume ρ : Zr y M has no rank-one factor in the sense below
following previous literatures, e.g. [KK01,KKS02].
Let M = G/Γ be a nilmanifold. Suppose there is a surjective mor-
phism π : G 7→ G˘ to a nontrivial nilpotent Lie group G˘ of lower dimen-
sion, such that Γ is projected to another cocompact discrete subgroup
Γ˘ ⊂ G˘. In this case π defines a projection, which is still denoted by π,
from M to M˘ = G˘/Γ˘. We say the new nilmanifold M˘ is an algebraic
factor of M .
Furthermore, suppose ρ is a Zr-action on M by affine automor-
phisms. If the linear part of ρ, which is an action by group auto-
morphisms of G and is denoted also by ρ, preserves the kernel of the
projection π, then ρ descends to an action on M˘ by automorphisms,
which is a factor action of ρ.
Definition 2.8. A Zr-action ρ on a nilmanifold M by automorphisms
is said to have a rank-one factor if ρ admits a factor action ρ˘ on a
nontrivial algebraic factor M˘ of M , and for some finite-index subgroup
Λ ⊂ Zr, the linearization {(ρ˘)n : n ∈ Λ} consists of a cyclic group of
affine automorphisms.
A k-step nilmanifold M = G/Γ arises as principal bundles. The
center G′ = [G,G] is a (k−1)-step nilpotent normal subgroup of G, and
both M ′ = G′/(G′ ∩ Γ) and M0 = (G/G
′)/
(
Γ/(G′ ∩ Γ)
)
are compact.
M is a bundle over M0 with M
′ fibres. M ′ is a (k−1)-step nilmanifold.
M0 is a torus as G/G
′ is abelian, and is naturally an algebraic factor
of M , called the maximal torus factor of M . Since G′ is proper in G,
dimM0 > 0 as long as dimM > 0.
Since automorphisms of G preserve the center subgroup G′, any ac-
tion ρ by automorphisms projects to M0.
By [Sta99], having no non-trivial factor is actually equivalent to the
assumption in [FKS13] that there is a Z2-subaction whose all non-trivial
elements act ergodically. In fact, we have:
Lemma 2.9. Let ρ : Zr y M be an action by nilmanifold automor-
phisms. Then the following are equivalent:
(1) ρ has no rank-one factor;
(2) There is a subgroup Σ ⊂ Zr such that Σ ∼= Z2 and ρn is an
ergodic toral automorphism for all n ∈ Σ\{0}.
(3) There are finitely many subgroups A1, · · · , Ak ⊂ Z
r, all of rank
at most r − 2, whose union contains every n ∈ Zr that fails to
act ergodically by ρ;
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Proof. Case of tori. We first prove the lemma assuming M is a torus
TN .
The equivalence between (1) and (2) was proved by Starkov in [Sta99].
In that paper, this equivalence was stated for actions by linear auto-
morphisms of TN . But it is not hard to check that if ρ is an action by
affine toral automorphisms, then, after relabeling a new point as the
origin of TN if necessary, the restriction of ρ to a finite-index subgroup
Λ of Zr consists of linear automorphisms. This fact allows to easily
pass from the linear case to the case of general affine actions.
(2)⇒(3): As all the ρn’s, regarded as elements of GL(N,Z), are
commuting matrices, there is a basis in CN that upper-triangularizes
them simultaneously. Denote by ζni the i-th diagonal entry of ρ
n in
this basis. Then ζni : Z
r 7→ C× is a group morphism.
It is well known that a toral automorphism is not ergodic if and only
if at least one eigenvalue is a root of unity. Now fix 1 ≤ i ≤ N and look
at Ai := {n ∈ Z
r : ζni is a root of unity}, then Ai is a subgroup of Z
r
and it suffices to show that rank(Ai) ≤ r− 2. Suppose otherwise, then
any rank-2 subgroup of Zr has a non-trivial intersection with Ai, hence
contains non-zero elements that acts non-ergodically under ρ, which
contradicts (2).
(3)⇒(2): let Ui ⊂ R
r be the subspace spanned by Ai, then since
dimUi = rankAi ≤ r − 2, Yi := {P ∈ Gr(2, r) : dim(P ∩ Ui) > 0} is
a proper subvariety in the Grassmannian Gr(2, r) of two dimensional
planes in Rr. As rational subspaces form a dense subset of Gr(2, r),
a generically positioned rational plane P does not belong to any of
the Yi’s. Note Σ := P ∩ Z
r is isomorphic to Z2 by rationality, and
Σ ∩ Ai ⊂ P ∩ Ui = {0}. Hence Σ satisfies the requirements in (2).
General nilmanifolds. As we already treated the case of tori, it
suffices to show each of the assertions (1)-(3) for a nilmanifold M is
equivalent to the corresponding claim for the induced action on the
maximal torus factor M0 of M .
For (2) and (3), this directly follows from Parry’s theorem [Par69]
that an automorphism on M is ergodic if and only if it induces an
ergodic automorphism of M0. So we only need to show the action
ρ : Zr y M has a rank-one factor if and only if the induced action on
M0 does. The “if” part is obvious since factors ofM0, together with the
induced actions on them, descends from M through M0. Assume now
ρ has a rank-one factor, or equivalently, for some surjective morphism
G 7→ G/L where L is a closed normal proper subgroup of G and is
invariant under the lifting of the action ρ to G, Γ/(L∩Γ) is discrete in
G/L and the induced action on the nilmanifold Y = (G/L)/
(
Γ/(L∩Γ)
)
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is cyclic up to finite index. Consider the maximal torus factor Y0 of Y ,
which is of positive dimension. It is the quotient of the Lie group
(G/L)/[G/L,G/L] =(G/L)/
(
G′/(G′ ∩ L)
)
= G/G′L
=(G/G′)/
(
L/(G′ ∩ L)
) (2.8)
by the natural projection of Γ in it, where G′ = [G,G]. Thus Y0 is
an algebraic factor of M0 = (G/G
′)/
(
Γ/(G′ ∩ Γ)
)
. Since the lifted
action of ρ on G preserves G′, L, and Γ, ρ factors onto an action on Y0
throughM0. This action, which also descends from that on Y , must be
cyclic up to finite index. In other words, ρ : Zr y M0 has a rank-one
factor. 
The proof of the implication (3)⇒(2) may be restated as:
Corollary 2.10. If ρ has no rank-one factor, then in the Grassman-
nian Gr(2, r) of 2-dimensional subspaces in Rr, there is an open dense
subset Ω such that for any rational subspace P ∈ Ω and any non-zero
element n ∈ P ∩ Zr, ρn is ergodic.
From now on we will adopt notations developed in Sec-
tion 2 and work under the following assumptions unless
otherwise remarked:
• M is a compact nilmanifold, with standard
differential structure;
• αn0 is an Anosov diffeomorphism;
• The linearization ρ : Zr y M of α has
no rank-one factor.
3. Smooth conjugacy in certain coarse Lyapunov
subspaces
Since the Franks-Manning conjugacy H is Ho¨lder continuous homo-
topic to identity, there is a Ho¨lder continuous function h :M 7→ G such
that H(x) = h(x)x for all x ∈ M . The conjugacy map H is C∞ if the
map h : M 7→ G is C∞. While it is hard to show h is C∞ at once we
will make a group decomposition of G into coarse Lyapunov subgroups
V ’s, and study the V -component hV of h in the decomposition. It will
be shown that for certain Lyapunov subgroup V , the restrictions of hV
to stable manifolds of αn0 are C∞.
3.1. The strong stable – weak stable – unstable decomposition.
We have already remarked that χ(n0) does not vanish for any Lyapunov
exponent χ, that is, n0 lies in non of the Weyl chamber walls, and thus
it is in the interior of one Weyl chamber C0.
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From now on, we fix a Weyl chamber C that is adjacent to C0, and
let χ be a Lyapunov exponent from the Lyapunov decomposition such
that kerχ be the Weyl chamber wall between C and C0. Denote by v
the coarse Lyapunov subspace v[χ], and let V = V [χ] = exp v.
Note that −n0 is in the opposite Weyl chamber −C0 and α
−n0 is also
Anosov. Therefore, without loss of generality, we may assume V ⊂ Gs
or equivalently C0 ⊂ L
[χ],−. This is because otherwise V ⊂ Gu is stable
under −n0, and we can always study −n0 and −C0 instead.
We define the strong stable subspace of ρn0 by gss =
⊕
v[χ
′] 6=v
v[χ
′]⊂gs
v[χ
′],
which is the complement of v in gs in the coarse Lyapunov decomposi-
tion.
Lemma 3.1. (1) gss is a Lie subalgebra;
(2) v⊕ gu is a Lie subalgebra;
(3) [v, gss] ⊂ gss;
Proof. Take an element z from the open cone inside kerχ that touches
both C0 and C. Then χ(z) = 0. Furthermore, for another coarse
Lyapunov subspace v[χ
′] where χ′ is not negatively proportional to χ,
kerχ′ does not coincide with kerχ by Remark 2.6; so z and C0 are on
the same side of kerχ′ and in particular χ′(z) and χ′(n0) has the same
sign.
For every v[χ
′] ⊂ gss, because χ′(n0) and χ(n0) are both negative, χ
′
is not negatively proportional to χ. Hence χ′(z) is negative as χ′(n0)
is.
For v[χ
′] ⊂ gu, it is possible that χ′ is negatively proportional to χ.
As χ′(n0) > 0, it follows χ
′(z) > 0 unless v[χ
′] = v[−χ].
Therefore,
gss = ⊕χ′(z)<0v
χ′, gu = v[−χ] ⊕
⊕
χ′(z)>0
vχ
′
, (3.1)
where v[−χ] may be trivial.
Notice that v ⊕ v[−χ] =
⊕
χ′(z)=0 v
χ′. In consequence, v ⊕ gu =⊕
χ′(z)≥0 v
χ′ .
Together with Lemma 2.3, these formulae imply the lemma. 
The strong stable subgroup with respect to ρn0 is Gss = exp gss.
Since gss ⊕ v ⊕ gu = gs ⊕ gu = g and all the components are Lie
subalgebras, G uniquely splits as the product Gss · V ·Gu.
Lemma 3.2. Suppose H, K are connected close subgroups of a nilpo-
tent Lie group G and h, k ⊂ g are the corresponding Lie algebras. If
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h ⊕ k = g then the multiplication map (a, b) 7→ ab is a C∞ diffeomor-
phism from H ×K to G.
Proof. The smoothness and injectivity of the map are easy to see. For
surjectivity, see [Mal78]. It remains to confirm that the inverse of the
multiplication map is also smooth. This is equivalent to that the differ-
ential of the multiplication map is non-degenerate everywhere. Making
use of group translation, one only needs to look at the differential at
the identity (e, e), which is the isomorphism (da, db) 7→ da+db between
h⊕ k and g. 
Corollary 3.3. (1) The multiplication map (a, b, c) 7→ abc from Gss×
V ×Gu to G is a C∞ diffeomorphism;
(2) (a, b) 7→ ab is a C∞ diffeomorphism from Gss × V to Gs.
This follows immediately from the lemma.
Definition 3.4. Given an element g ∈ G, its unique GssV Gu decom-
position will be written as gssgV gu, and gs = gssgV will stand for the
Gs part.
Corollary 3.5. For any given b ∈ G, the restriction of the map a 7→
(ab)u to G
u is a C∞ diffeomorphism from Gu to itself.
Proof. The map a 7→ (ab)u is smooth by Corollary 3.3. Note the equa-
tion ab = (ab)s(ab)u also writes (ab)
−1
s a = (ab)ub
−1. Hence if a ∈ U
then a =
(
(ab)ub
−1
)
u
, which gives a smooth inverse of the original map.
This proves the corollary. 
Corollary 3.6. (1) (ab)V = aV (aub)V .
(2) If a ∈ Gs, then (ab)V = aV bV .
Proof. (1) is proved by the following computation:
ab =assaV aub = assaV (aub)ss(aub)V (aub)u
=assaV (aub)ssa
−1
V · aV (aub)V · (aub)u
Note that aV (aub)V ∈ V and assaV (aub)ssa
−1
V ∈ G
ss, using the fact that
V normalizes Gss, a consequence to Lemma 3.1.(2).
(2) is an immediate consequence to (1). 
h(x) splits uniquely as hss(x)hV (x)hU(x) by Corollary 3.3. Write
hs = hss · hV . The functions hs, hss, hV and hU are also Ho¨lder contin-
uous.
We will show that hV is smooth along W
s
α. The first step of doing
this is to deduce an equation that characterizes hV .
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3.2. The cohomological equation. Given n ∈ Zr, the choice of
which will be fixed later, we have that αn is homotopic to ρn. Thus the
map ρ−n ◦ αn is homotopic to identity and can be written as Q1(x)x
for some C∞ function Q1 :M 7→ G.
By the construction of h, for any x ∈M = G/Γ,
h(x)x =H(x) = ρ−nH(αnx)
=ρ−n
(
h(αnx) · (αnx)
)
=
(
ρ−nh(αnx)
)
·
(
ρ−n(αnx)
)
=
(
ρ−nh(αnx)
)
Q1(x) · x.
(3.2)
Lemma 3.7. There exists a C∞ map Q :M 7→ G, such that
h = (ρ−nh ◦ αn) ·Q. (3.3)
Proof. We show the following claim first:
If a continuous map f : M 7→ G satisfies f(x)x = x for all x ∈ M ,
then there exists γ0 ∈ Γ ∩ Center(G) such that f(x) = γ0 for all x
Lift f from G/Γ to G and regard it as a continuous function on G
with f(g) = f(gγ) for all γ ∈ Γ. Then for all g ∈ G, f(g)gΓ = gΓ,
or equivalently, g−1f(g)g ∈ Γ. Since Γ is discrete and g−1f(g)g is
continuous, the value must be a constant γ0 ∈ Γ. Hence f(g) = gγ0g
−1.
However, because f(g) = f(gγ) for all g ∈ G, γ ∈ Γ, the element γ0 has
to commute with all γ ∈ Γ. As Γ is a Zariski-dense subgroup in G, this
forces γ0 to be in the center of G. Hence for all g, f(g) = gγ0g
−1 = γ0.
By multiplying both sides by
(
h(x)
)−1
in (3.2), we see that
h−1 · (ρ−nh ◦ αn) ·Q1 = γ0
for some such γ0. It suffices to take Q = Q1 · γ
−1
0 , which is C
∞. 
Using Corollary 3.6, the cohomological equation (3.3) can be pro-
jected to the subgroup V :
hV = (ρ
−nhV ◦ α
n) ·
(
(ρ−nhu ◦ α
n) ·Q
)
V
. (3.4)
Note that the smooth function Q depends on n. We now make a
choice of n that will work better later.
Lemma 3.8. For all η > 0, there exists n ∈ Zr such that:
(1) n belongs to a subgroup Σ ∼= Z2 of Zr such that ρm is an ergodic
nilmanifold automorphism for all m ∈ Σ\{0},
(2) For all vχ
′
⊂ v, χ′(n) > 0;
(3) For all vχ
′
⊂ gs, χ′(n) ≤ η|n|;
(4) log ‖Dαn|Esα(x)‖ ≤ η|n| for all x ∈M .
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Proof. We first construct an n that satisfies conditions (1)-(3).
Let χ+ denote the largest element in norm from [χ]. Since all Lya-
punov exponents in v[χ] are positively proportional, each of them writes
χ′ = aχ+ for some 0 < a ≤ 1 that depends on χ
′.
If n is chosen from L[χ],+ such that the angle between n and kerχ is
sufficiently small, then χ+(n)
|n|
is positive and bounded by η. Then
0 < χ′(n) ≤ η|n|, ∀vχ
′
⊂ v[χ]. (3.5)
Recall kerχ is one of the Weyl chamber walls that bounds C0 as
well as −C0. As the collection of rational subspaces is dense in the
Grassmannian, we can fix a generic two dimensional subspace P ⊂ Zr,
in the sense that P is in the open dense subset Ω in Corollary 2.10, such
that P intersects the interior of C0 as well as the interior of the open
cone in kerχ that touches C0. Notice that P also intersects the interior
of −C0 and that of kerχ ∩ ∂(−C0). Let Σ = P ∩ Z
r, then Σ ∼= Z2 is
a lattice in P and ρm is ergodic for all m ∈ Σ\{0}. n will be chosen
from Σ so that (1) is satisfied.
We start from C0, cross the wall kerχ and get n. More precisely,
we pick n ∈ Σ such that it lies in the adjacent Weyl chamber C that
shares the wall kerχ with C0, and that the angle between n and kerχ is
sufficiently small. Then n ∈ L[χ],+ since C0 ⊂ L
[χ],−, and thus condition
(2) is verified.
On the other hand, when the angle is small enough, because no Weyl
chamber wall other than kerχ separates n0 from n, by Remark 2.6, for
any Lyapunov exponent χ′, as long as χ′ is not in [χ] or [−χ], χ′(n) has
the same sign as χ′(n0). Since g
s = v ⊕ gss and v[−χ] ⊂ gu, to verify
condition (3) we only need that χ′(n) ≤ η|n| for every χ′ ∈ [χ], which
follows from (3.5).
Next, we make (4) satisfied by replacing n with a positive multiple
of itself if necessary. Notice that doing this will not affect conditions
(1)-(3).
Let us assume both the Franks-Manning conjugacy H and H−1 are
γ-Ho¨lder with 0 < γ < 1. Then thanks to condition (3), by apply-
ing the following Lemma 3.9 to the conjugacy H between the maps
αn and ρn, along the foliations Wsα and Eρ, we find k ∈ N such that
log ‖Dαkn|Esα(x)‖ <
2η
γ
|kn| for all x. So if we have worked with γη
2
< η
in place of η from the beginning, we would obtain n satisfying condi-
tions (1)-(3) and some k ∈ N such that log ‖Dαkn|Esα(x)‖ < η|kn| for
all x ∈M . It suffices to choose kn instead of n. 
We shall prove now two Lemmas relating the contraction and expan-
sion rates of two Ho¨lder conjugate diffeomorphisms. The first Lemma
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(that we need in the proof of the previous Lemma 3.8) deals with the
non-expanding case, the second one needed in the future deals with the
contracting case.
Lemma 3.9. Suppose two diffeomorphisms f0, f1 : M 7→ M of a
smooth manifold M are conjugated to each other by a γ-Ho¨lder home-
omorphism φ, where 0 < γ < 1, φ ◦ f0 = f1 ◦ φ. Suppose in addition
that, Fi is an fi-invariant continuous foliation with smooth leaves for
i = 0, 1, and φ sends F0 to F1. Let Fi(x) ⊂ TxM be the distributions
consisting of tangent spaces to Fi. Assume log ‖Df1|F1‖ is uniformly
bounded by some β ≥ 0 at all points, then for all ǫ > 0 there exists
k ∈ N such that log ‖Dfk0 |F0‖ ≤ (
β
γ
+ ǫ)k.
Proof. Suppose x, y are two nearby points in the same F0-leaf and
k ∈ N, then φ(x) and φ(y) are in the same F1-leaf. Hence
dist(f−k0 x, f
−k
0 y) ≥
1
C
dist
(
φ(f−k0 x), φ(f
−k
0 y)
) 1
γ
≥
1
C
dist
(
f−k1 φ(x), f
−k
1 φ(y)
) 1
γ .
(3.6)
Since log ‖Df1|F1‖ ≤ β, dist
(
f−k1 φ(x), f
−k
1 φ(y)
)
cannot decay to 0 at a
rate faster thanO(e−(β+
γǫ
2
)k). It follows from (3.6) that dist(f−k0 x, f
−k
0 y)
decays, if at all, at a rate slower than O(e−
1
γ
(β+ γǫ
2
)k). Therefore with
respect to any ergodic f -invariant measure probability ν, all Lyapunov
exponents of f restricted to the invariant distribution F tangent to F0,
are bounded from above by 1
γ
(β + γǫ
2
) = β
γ
+ ǫ
2
.
Therefore, for all ergodic ν and for ν-a.e. x,
limk→∞
1
k
log ‖Dfk0 |F0(x)‖ ≤
β
γ
+
ǫ
2
. (3.7)
Let ak(x) = log ‖Df
k
0 |F0(x)‖ − (
β
γ
+ ǫ)k, then limk→∞
1
k
ak(x) ≤ −
ǫ
2
for ν-a.e. x. By Fatou’s Lemma, limk 7→∞
1
k
∫
akdν ≤ −
ǫ
2
< 0.
Moreover, one can easily check that for all x and for all k, l ∈ N,
ak+l(x) ≤ ak(f
ln
1 x) + al(x)
and
ak(x) ≤ ak(f
ln
1 x) + al(x) + bl(f
k
1 .x)
where bl(x) = log ‖Df
−ln
1 (f
ln
1 .x)‖ + ǫl.
By applying [RH07, Prop. 3.4] to the sequence of continuous func-
tions ak(x), one concludes that there is a k such that ak(x) < 0 for all
x ∈M . That is log ‖Dfk0 |F (x)‖ < (
β
γ
+ ǫ)k, which is the content of the
lemma. 
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The proof of the next Lemma is essentially the same as the previous
one so we omit its proof.
Lemma 3.10. Suppose two diffeomorphisms f0, f1 : M 7→ M of a
smooth manifold M are conjugated to each other by a homeomorphism
φ, φ◦f0 = f1◦φ such that its inverse φ
−1 is γ-Ho¨lder where 0 < γ < 1.
Suppose in addition that, Fi is an fi-invariant continuous foliation
with smooth leaves for i = 0, 1, and φ sends F0 to F1. Let Fi(x) ⊂
TxM be the distributions consisting of tangent spaces to Fi. Assume
log ‖Df1|F1‖ is uniformly bounded by some β < 0 at all points, then for
all ǫ > 0 there exists k ∈ N such that log ‖Dfk0 |F0‖ ≤ (βγ + ǫ)k.
3.3. Smoothness of parameters. Using the cohomological equation
(3.4), it will be shown that hV is smooth along the W
s
α leaves, with
Ho¨lder continuous partial derivatives of all orders. The parameters in
the equation involve hu and the smooth function Q. We verify first hu
has the same smoothness as desired for hV .
Denote by ∂kWsαφ the vector consisting of all partial derivatives up
to order k of a function, or a distribution φ on M , along the foliation
Wsα. This definition makes sense because of the following regularity
properties of Wsα:
For any point x ∈ M , there is a local chart map Γ : Ω1 × Ω2 7→ Ω
where Ω1, Ω2 and Ω are respectively open neighborhoods of 0 in R
dimWuα
and RdimW
s
α and x in M . For any ω1 ∈ Ω1, the image under Γ of
{ω1} × Ω2 is the connected component of the intersection of Ω with
Wsα
(
Γ(ω1, 0)). Moreover, the pushforward of the Euclidean volume
on Ω1 × Ω2 is absolutely continuous with respect to the Riemannian
volume on Ω ⊂M , with Ho¨lder continuous density function J(ω1, ω2).
In addition, J is also C∞ along theWsα leaves and partial derivatives of
all orders of both Γ and J along Ω2 directions are Ho¨lder continuous.
For details and references, see [dlL01, Theorem 2].
Definition 3.11. Let C∞,Ho¨lderWsα be the space of Ho¨lder continuous func-
tions φ such that ∂kWsαφ are Ho¨lder continuous functions for all k.
We first indicate what condition locally characterizes Wsα. For any
given point x ∈M , take a sufficiently small open neighborhood Ω ⊂ M .
We may assume thatH(Ω) is a convex metric ball in the nilmanifoldM .
Then by (2.7), H−1
(
B(Gs).H(x)
)
describes the connected component
Ωsx of x inside W
s
α(x) ∩ Ω, where B(G
s) is a small open neighborhood
of the identity in Gs.
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As M is a compact quotient of G, there exists δ > 0 and a unique
C∞ function p : {(x, y) ∈ M × M : dist(x, y) ≤ δ} 7→ G such that
y = p(x, y)x and p(x, x) = e.
Take y ∈ Bδ(x), then H(x) = h(x)x and
H(y) = h(y)y = h(y)p(x, y)x = Hx(y)H(x), (3.8)
with
Hx(y) := h(y)p(x, y)h(x)
−1. (3.9)
Remark 3.12. As Hx is defined on the compact subset {(x, y) ∈M ×
M : dist(x, y) ≤ δ}, it follows from the smoothness of p and the Ho¨lder
continuity of h that (x, y) 7→ Hx(y) is Ho¨lder continuous in the pair
(x, y).
Note that since both p(x, ·) and h are continuous and Ω is of small
size, Hx(y) is close to identity. So we see that if Ω is sufficiently small,
then y ∈ Ωsx if and only if Hx(y) ∈ G
s.
Recall g = gsgu for g ∈ G and notice that p(x, y)h(x)
−1 splits as(
h(x)p(x, y)−1
)−1
u
(
h(x)p(x, y)−1
)−1
s
. Thus
Hx(y) = hs(y)hu(y)
(
h(x)p(x, y)−1
)−1
u
(
h(x)p(x, y)−1
)−1
s
. (3.10)
It is easy to see that Hx(y) ∈ G
s if and only if the Gu part in the
middle, hu(y)
(
h(x)p(x, y)−1
)−1
u
, is identity. This gives
Lemma 3.13. The stable leaf Wsα(x) through a point x is locally char-
acterized by
hu(y) =
(
h(x)p(x, y)−1
)
u
.
Corollary 3.14. hu ∈ C
∞,Ho¨lder
Wsα
.
Proof. We fix x ∈ M and look at nearby points y. We know p(x, y)
is C∞, and h(x) is constant in y along Wsα(x). Furthermore, the map
a 7→ au is smooth by Lemma 3.3. So by Lemma 3.13, hu is C
∞ along
Wsα(x).
It remains to check that the partial derivatives alongWsα vary Ho¨lder
continuously. To see this, fix a tiny open neighborhood Ω. Actually,
we can assume Ω contains a smaller open set Ω0 such that H(Ω0) =
Bǫ(G
s)Bǫ(G
u).H(x0) for some point x0, where Bǫ(G
s), Bǫ(G
u) are ǫ-
balls around identity in Gs and Gu. This guarantees that for every
y ∈ Ω0, one can project y alongW
s
α to a point x = x(y) in the unstable
leaf H−1
(
Bǫ(G
u)H(x0)
)
⊂ Wuα(x0). The holonomy map y 7→ x is
Ho¨lder continuous asWsα is a Ho¨lder foliation, and thus so is y 7→ h(x).
By Lemma 3.13, partial derivatives of hu(y) alongW
s
α depend smoothly
on the pair
(
x, h(x)
)
, and therefore are Ho¨lder continuous in y. 
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3.4. Solving the linearized equation. Let h˜V = log hV . Then the
equation (3.4) rewrites as
exp h˜V = exp(ρ
−nh˜V ◦ α
n) expΨ, (3.11)
where Ψ denotes the function log
(
(ρ−nhu ◦ α
n) · Q
)
V
. Both h˜V and
Ψ take values on the coarse Lyapunov subspace v. Because Q is C∞
and the smooth action αn preserves the foliationWsα, Ψ ∈ C
∞,Ho¨lder
Wsα
by
Corollary 3.14.
The Baker-Campbell-Hausdorff formula asserts
h˜V =ρ
−nh˜V ◦ α
n +Ψ+
1
2
[ρ−nh˜V ◦ α
n,Ψ]
+
1
12
[
ρ−nh˜V ◦ α
n, [ρ−nh˜V ◦ α
n,Ψ]
]
−
1
12
[
Ψ, [ρ−nh˜V ◦ α
n,Ψ]
]
+ · · ·
(3.12)
where there are only finitely many terms, because we are working in
a nilpotent Lie algebra and the number of brackets in each term is
strictly less than the step of nilpotency.
Prior to solving this non-linear equation, we focus on its linearized
form. Instead of working with v and its expanding isomorphism ρn, we
will take general vector spaces.
Proposition 3.15. Suppose L is a vector space and β : L 7→ L is a
linear isomorphism such that ‖β−i‖ is uniformly bounded for all i ≥ 0.
Let n be as in Lemma 3.8. If two functions f, ψ :M 7→ L, with f being
Ho¨lder continuous and ψ ∈ C∞,Ho¨lderWsα , satisfy
f = β−1f ◦ αn + ψ, (3.13)
then the solution f is also in C∞,Ho¨lderWsα .
As in [FKS13, §7], we rely on the following matrix coefficient decay
estimate by Gorodnik-Spatzier:
Theorem 3.16. [GS] Suppose Σ ⊂ Zr is isomorphic to Z2 and ρm is
ergodic for every m ∈ Σ\{0}. Then for all θ > 0 there are constants τ
and C depending on α, Σ and θ such that ∀m ∈ Σ\{0} and θ-Ho¨lder
functions f, g ∈ Cθ(M),∣∣∣∣〈f ◦ αm, g〉L2(µ) −
∫
fdµ
∫
gdµ
∣∣∣∣ ≤ C‖f‖Cθ‖g‖Cθe−τθ|m|.
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Here µ is the unique α-invariant absolutely continuous measure (see
§2.2). And the Ho¨lder norm ‖ · ‖Cθ is given by
‖f‖Cθ = ‖f‖L∞ + sup
x,y∈TN
|f(x)− f(y)|
dist(x, y)θ
. (3.14)
Lemma 3.17. In the setting of Proposition 3.15, if in addition
∫
fdµ =
0, then
f =
∞∑
i=0
β−iψ ◦ αin
in the sense of distributions.
Proof. Iterating (3.13) gives
f =
i∑
j=0
β−iψ ◦ αin + β−if ◦ αin. (3.15)
It suffices to show that for all φ ∈ C∞(TN), limi→∞〈β
−if◦αin, φ〉L2(TN ) =
0. As µ has positive C∞ density function, one may replace L2(TN) with
L2(µ) while proving this.
Since µ is α-invariant and h has zero average against µ,∫
TN
β−if ◦ αindµ = β−i
(∫
fdµ
)
= 0. (3.16)
Thus we may assume
∫
φdµ = 0.
Assume f is γ-Ho¨lder, then by Lemma 3.16,∣∣〈β−if ◦ αin, φ〉L2(µ)∣∣ ≤ ‖β−i‖ · C‖f‖Cγ‖φ‖Cγe−τγi|n|. (3.17)
As ‖β−i‖ is uniformly bounded by hypothesis, (3.17) decays to 0 as i
grows, which completes the proof. 
Let (Cθ)∗(M) denote the dual space of the space Cθ(M) of the θ-
Ho¨lder continuous functions on M .
Lemma 3.18. If f , ψ are as in Proposition 3.15 and
∫
fdµ = 0, then
for all k ∈ N and all θ > 0, ∂kWsαf ∈ (C
θ)∗.
Proof. By Lemma 3.17, we only need to show
∞∑
i=0
〈∂kWsα(β
−iψ ◦ αin), φ〉 ≤ C‖φ‖Cθ . (3.18)
Note ψ is C∞ and thus ∂kWsα(β
−iψ◦αin) is a function, so each term in
(3.18) is actually given by integration in terms of the Lebesgue measure.
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Fix a compactly supported positive C∞ bump function δ on g sup-
ported on a neighborhood around 0. For small values of ǫ > 0, define
on G a function
δǫ(x) =
δ( log x
ǫ
)
Iǫ
,
where Iǫ is chosen such that
∫
G
δǫ(g)dg = 1. Let φǫ be the convolution
δǫ ⋆φ. Like in [FKS13, Eq. (11)], it is easy to check the smoothification
φǫ is C
∞ and is well-behaved on all levels of regularity:
‖φ− φǫ‖L∞ ≤ a0ǫ
θ‖φ‖Cθ ; (3.19)
‖φǫ‖Ck ≤ ckǫ
−N−k‖φ‖L∞ (3.20)
for some constants a0 and ck and N = dimM .
By Lemma 3.16 and (3.20) and the construction of distributional
derivatives, for some constant a1 > 0,∣∣〈∂kWsα(ψ ◦ αin), φǫ〉
∣∣ = ∣∣〈ψ ◦ αin, ∂kWsαφǫ〉
∣∣
≤a2
∣∣〈ψ ◦ αin, ∂kWsαφǫ〉L2(µ)
∣∣
≤a1a2‖ψ‖Cθ‖∂
k
Wsα
φǫ‖Cθe
−τθi|n|
≤a1a2‖ψ‖Cθ‖φǫ‖Ck+1e
−τθi|n|
≤a1a2ck+1‖ψ‖Cθ‖φ‖L∞ǫ
−N−k−1e−τθi|n|
≤C1ǫ
−N−k−1e−τθi|n|‖φ‖Cθ ,
(3.21)
where a2 is the supremum of the density function of the absolutely
continuous measure µ. The constant C1 = a1a2ck‖ψ‖Cθ depends on k,
θ, n and ψ, but is independent of φ.
On the other hand, by (3.19)∣∣〈∂kWsα(ψ ◦ αin), φ− φǫ〉
∣∣
≤
∥∥∂kWsα(ψ ◦ αin)
∥∥
L∞
‖φ− φǫ‖L∞
≤a0
∥∥∂kWsαψ
∥∥
L∞
∥∥∂kWsααin
∥∥
L∞
ǫθ‖φ‖Cθ .
(3.22)
By [FKS13, Lemma 3.6],∥∥∂kWsααin
∥∥
L∞
≤a3‖Dα
n|Eα‖
ikiT
∥∥∂kWsααn
∥∥T
L∞
≤a3e
ηik|n|iT
∥∥∂kWsααn
∥∥T
L∞
≤a3a4e
2ηik|n|
∥∥∂kWsααn
∥∥T
L∞
,
(3.23)
where constants a3 and T depend only on k and dimW
s
α, and a4 =
a4(η, T ). The second inequality is based on the choice of n from Lemma
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3.8. Combining (3.22), (3.23), we get∣∣〈∂kWsα(ψ ◦ αin), φ− φǫ〉
∣∣ ≤ a4C2ǫθe2ηik|n|‖φ‖Cθ , (3.24)
where the constant C2 = a0a3
∥∥∥∂kWsαψ
∥∥∥
L∞
∥∥∥∂kWsααn
∥∥∥T
L∞
depends only on
k, n, α and ψ, and a4 depends on k, α and η.
Pick ǫ = e
−
(
τ+2ηk
)
θi|n|
N+k+1−θ , then ǫ−N−k−1e−τθi|n| and ǫθe−2ηik|n| are both
equal to e
(
−τθ+2η(N+k+1)k
)
θi|n|
N+k+1+θ . One may fix a sufficiently small η, again
in a way that depends only on k, n, the subgroup Σ in Lemma 3.8
and the action α, so that τθ − 2η(N + k + 1)k < 0. Then a4 is also
determined by k, n and α.
Denote a5 =
(
−τθ+2η(N+k+1)k
)
θ|n|
N+k+1+θ
, then a5 > 0 and is independent of
i and φ. Hence merging (3.21) and (3.24) gives∣∣〈(ψ ◦ αin)k,W , φ〉∣∣ ≤ (C1 + a4C2)e−a5i‖φ‖Cθ , ∀i ∈ N. (3.25)
By assumption, ‖β−i‖ is uniformly bounded by some constant a6.
Therefore (3.25) implies the right hand side of (3.18) is bounded by
∞∑
i=0
a6(C1 + a4C2)e
−a5i‖φ‖Cθ =
a6(C1 + a4C2)
1− e−a5
‖φ‖Cθ
and this completes the proof. 
Proof of Proposition 3.15. When
∫
fdµ = 0, Lemma 3.18 applies and
we know partial derivatives of all orders of f along Wsα are in (C
θ)∗
for all θ > 0. In this case, all these derivatives are actually Ho¨lder
continuous functions and hence f ∈ C∞,Ho¨lderWsα . This is an application
of Theorem A.1, which is an extension of a theorem of Rauch and
Taylor [RT05].
The general case reduces easily to the situation above. Actually, set
f¯ =
∫
fdµ and f1 = f − f¯ . As f¯ ∈ L is a constant, it suffices to prove
f1 ∈ C
∞,Ho¨lder
Wsα
. f1 has zero average against µ. Moreover, it satisfies the
equation
f1 = β
−1f1 ◦ α + (ψ − f¯ + β
−1f¯ ◦ αn).
ψ−f¯+β−1f¯ ◦αn differs from ψ by a constant and is thus in C∞,Ho¨lderWsα .
Given the zero average case, f1 is in C
∞,Ho¨lder
Wsα
. 
3.5. Establishing smoothness. We now complete the main task of
this section by proving:
Proposition 3.19. hV ∈ C
∞,Ho¨lder
Wsα
.
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This is equivalent to that h˜V = log hV is in C
∞,Ho¨lder
Wsα
. The later
claim will be proved by decomposing h˜V into components of different
nilpotent steps.
As a Lie subalgebra of g, v is nilpotent. Take the lower central series
v = v1 ⊃ v2 ⊃ · · · ⊃ vl+1 = {0}
where [vi, vj] ⊂ vi+j for all i, j and each vi is an ideal of v. The
projection πi from v into the quotient Lie algebra v/vi is a Lie algebra
morphism, i.e., [πiA, πiB] = πi[A,B]. Write h˜i = πi ◦ h˜, ψi = πi ◦ ψ.
Remark that since ρ acts by automorphisms, all the vi’s are ρ-
invariant. The induced action on v/vi will again be called ρ.
Lemma 3.20. For i = 1, · · · , l + 1, h˜i ∈ C
∞,Ho¨lder
Wsα
.
Proof. The proof is by induction on i. When i = 1, the claim is obvious
as h˜0 maps to the trivial space v/v.
Assume i ≥ 2 and the lemma holds for all j ≤ i. Projecting equation
(3.12) into v/vi, we get
h˜i = ρ
−nh˜i ◦ α
n +Ψi +
1
2
[ρ−nh˜i ◦ α
n,Ψi] + · · · (3.26)
Fix a subspace z ⊂ v/vi, such that z ⊕ (vi−1/vi) = v. Split h˜i as
h˜z + h˜
⊥
z accordingly.
Observe that z is not a Lie subalgebra, but the natural projection
from z into v/vi−1 is a linear isomorphism. Therefore, by the inductive
hypothesis on h˜i−1, h˜z is in C
∞,Ho¨lder
Wsα
. Since ρn is linear and αn preserves
smoothly the foliationWsα, we know ρ
−nh˜z◦α
n ∈ C∞,Ho¨lderWsα . Recall that
Ψ is also in C∞,Ho¨lderWsα .
Each higher order term in (3.26) can be decomposed into a finite sum
of repeated Lie bracket monomials of the form [, [· · · , [,]] · · · ],
where each  is one of ρ−nh˜z ◦ α
n, ρ−nh˜⊥z ◦ α
n, and Ψi. Because
ρ−nh˜⊥z ◦ α
n is from vi−1/vi, all Lie brackets involving it are in vi and
thus vanish modulo vi. Therefore, the bracket terms form a polynomial
in ρ−nh˜z ◦ α
n and Ψi, which is a C
∞,Ho¨lder
Wsα
function as both ρ−nh˜z ◦ α
n
and Ψi = πi ◦Ψ are.
For this reason, (3.26) can be written as a linear equation
h˜i = ρ
−nh˜i ◦ α
n + Ψ˜i, (3.27)
where Ψ˜i = Ψi + [bracket terms] belongs to C
∞,Ho¨lder
Wsα
. Because of the
choice of n in Lemma 3.8, the Lyapunov exponent of ρn in v is posi-
tive and it follows that ‖ρ−in|v‖ is uniformly bounded for i ≥ 0. This
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boundedness is inherited when ρ−in is projected to v/vi. Hence Propo-
sition 3.15 applies to this case, implying h˜i ∈ C
∞,Ho¨lder
Wsα
. 
Proof of Proposition 3.19. h˜V ∈ C
∞,Ho¨lder
Wsα
by setting i = l + 1 in the
previous lemma. And hV = exp h˜V is in the same class, as exp is
smooth. 
4. Construction of new Anosov elements
In this section, we explore the geometric meaning of Proposition
3.19. The smoothness of hV alongW
s
α will guarantee the existence of a
continuous subfoliation insideWsα with smooth leaves, which consists of
the preimages under the conjugacy H of the orbits of the Lie subgroup
Gss. And in most cases2, this will be the stable foliation of a new
Anosov element which lies in the Weyl chamber C that neighbors C0
along kerχ.
4.1. Local description of the strong stable foliation. We want
to describe locally the topological submanifold
Wssα (x) := H
−1(Gss.H(x)). (4.1)
Like in §3.3, we fix a sufficiently small neighborhood Ω around x. By
repeating the reasoning in §3.3, especially (3.8), we see that a point
y ∈ Ω belongs to the connected component Ωssx of W
ss
α (x) ∩ Ω, if and
only if Hx(y) ∈ G
ss, where Hx was defined in (3.9). We emphasize that
Hx is only locally defined near x.
As Gss ⊂ Gs,Wssα (x) ⊂ W
s
α(x). For this reason, we restrict to points
y from Ωsx, the connected neighborhood of W
s
α ∩ Ω.
Under this assumption, Hx(y) ∈ G
s. Thus Gss contains Hx(y) =(
Hx(y)
)
ss
(
Hx(y)
)
V
if and only if
(
Hx(y)
)
V
is identity. Therefore, we
obtain the following lemma.
Lemma 4.1. Inside a stable leaf Wsα(x), the strong stable leaf W
ss
α (x)
is locally characterized near x by the equation(
Hx(y)
)
V
= e.
When y is in the connected neighborhood Ωsx ⊂ W
s
α(x) around x, we
know from §3.3 that hu(y)
(
h(x)p(x, y)−1
)−1
u
= e, and it follows from
(3.10) that,
Hx(y) = hs(y)
(
h(x)p(x, y)−1
)−1
s
. (4.2)
2In the non-generic case where there is a non-trivial coarse Lyapunov subspace
v[−χ] whose Lyapunov exponents are negatively proportional to that of v, the new
stable foliation corresponds to Gss · V [−χ], also a Lie subgroup, instead.
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Proposition 4.2. (1) The map y 7→
(
Hx(y)
)
V
is C∞ in sufficiently
small neighborhoods of x in Wsα(x);
(2) The partial derivatives ∂kWsα |y=x
(
Hx(y)
)
V
are Ho¨lder continuous
for all k.
Proof. (1) By Corollary 3.6 (2) and (4.2),
(
Hx(y)
)
V
= hV (y)
((
h(x)p(x, y)−1
)−1
s
)
V
. (4.3)
Notice that the function h(x)p(x, y)−1 is C∞ in y, hence by Lemma
3.3, y 7→
((
h(x)p(x, y)−1
)−1
s
)
V
is smooth. Using (3.8), Proposition
3.19 immediately implies (1).
(2) By (4.3), partial derivatives ∂kWsα
(
Hx(y)
)
V
are polynomial com-
binations of:
• Partial derivatives ∂kWsαhV (y), which are Ho¨lder continuous in y by
Proposition 3.19 and independent of x; and
• Partial derivatives of the C∞ function y 7→
((
h(x)p(x, y)−1
)−1
s
)
V
alongWsα, which are smooth in y and depends Ho¨lder continuously
on x (following the same argument from the proof of Corollary
3.14).
Therefore, when one sets y = x, these derivatives of
(
Hx(y)
)
V
have
Ho¨lder continuous dependence on x. 
Combining Lemma 4.1 and Proposition 4.2 yields the following cri-
terion:
Corollary 4.3. Wssα has C
∞ leaf at x if
(
Hx(y)
)
V
is regular in y at
y = x, that is, the map DWsα |y=x
(
Hx(y)
)
V
: Esα(x) 7→ v has rank equal
to dim v.
Let A be the set of points x ∈ M at which
(
Hx(y)
)
V
is singular at
x, i.e. not regular at x.
Lemma 4.4. A is closed and invariant under the Zr-action α.
Proof. We know that DWsα |y=x
(
Hx(y)
)
V
depends continuously on x.
Furthermore, being singular, or equivalently the linear mapDWsα |y=x
(
Hx(y)
)
V
being degenerate, is a closed condition. It follows that A is closed. We
now check the α-invariance.
Fix m ∈ Zr. Consider two points x and αmx, as well as y and
αmy, respectively in sufficiently small neighborhoods of x and αmx
in their Wsα-leaves. Using the conjugacy relation ρ ◦ H = H ◦ α, we
relate Hx(y) to Hαmx(α
my). Recall the of definition Hx(y) in (3.8),
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H(y) = Hx(y)H(x)
Hαmx(α
my)H(αmx) =H(αmy) = ρmH(y)
=ρm
(
Hx(y)H(x)
)
=
(
ρmHx(y)
)(
ρmH(x)
)
=
(
ρmHx(y)
)
H(αmx).
(4.4)
Since m is fixed and both Hx(y) and Hαmx(α
my) are sufficiently close
to identity, we see the group elements Hαmx(α
my), ρmHx(y) ∈ G are
equal, and in particular, as the GssV Gu-decomposition is ρ-invariant,(
Hαmx(α
my)
)
V
= ρm
(
Hx(y)
)
V
. (4.5)
Since Wsα is α-invariant, it follows that
DWsα|y=αmx
(
Hαmx(y)
)
V
=
ρm|v
(
DWsα|y=x
(
Hx(y)
)
V
) (
Dαmxα
−m
)
|Esα.
(4.6)
Where ρm|v is the restriction of the induced action by ρ on g to the
invariant Lie subalgebra v. In consequence, if DWsα |y=x
(
Hx(y)
)
V
is not
of full rank, then neither is DWsα |y=αmx
(
Hαmx(y)
)
V
. This means A is
α-invariant. 
4.2. Coarse Lyapunov decomposition over an invariant mea-
sure. We hope to prove the set A is empty.
Proposition 4.5. For every x ∈ X,
(
Hx(y)
)
V
is regular at x. In
consequence, Wssα is a continuous foliation of M with C
∞ leaves.
Assume, for contradiction, that the proposition fails, then A is a non-
empty α-invariant closed subset of M , and hence supports an ergodic
α-invariant measure ν (observe that ν may be an atomic measure, i.e.
supported on a finite orbit).
In this case, Oseledets’ multiplicative ergodic theorem can be adapted
to the Zr-action α (see [KS06, Prop. 2.1] and [KS07b]). In consequence,
there are finitely many linear functionals ξ ∈ (Rr)∗, an α-invariant sub-
set A′ ⊂ A with ν(A′) = 1 and an α-invariant measurable splitting
TxM =
⊕
Eξν(x) (4.7)
over A′ such that, for all n ∈ Zr and v ∈ Eξν ,
lim
k→±∞
log |(Dαkn)v|
k
= ξ(n). (4.8)
Moreover, by modifying A′ if necessary, we have:
28 F. RODRIGUEZ HERTZ AND Z. WANG
Lemma 4.6. In the Oseledets decomposition above, it can be required
that for all x ∈ A′ and n ∈ Zr, there are unique submanifolds Wsαn,ν(x)
and Wuαn,ν(x) respectively tangent to the stable and unstable distribu-
tions
Esαn,ν :=
⊕
ξ(n)<0
Eξν , E
u
αn,ν :=
⊕
ξ(n)>0
Eξν ,
In addition, a neighborhood of x in Wsαn,ν(x) is given by the set of
points y satisfying dist(x, y) < ǫ for some ǫ = ǫ(x), and
lim sup
k→∞
log dist(αknx, αkny) ≤ max
{ξ:ξ(n)<0}
ξ(n).
Proof. This is Pesin’s strong stable manifold theorem. See for instance
[RH07, Theorem 3.2] and [Rue79]. 
Lemma 4.7. For any fixed n ∈ Zr, if ν is a hyperbolic measure for n,
i.e. ξ(n) 6= 0 for all Lyapunov functionals ξ in (4.7), then for  = s, u,
(1) dimEαn,ν = dimE

ρn = dim g

ρn;
(2) H
(
Wαn,ν(x)
)
=Wρn
(
H(x)
)
= Gρn .H(x).
Proof. Knowing that H is a bi-Ho¨lder conjugacy between the actions
ρ and α, the statements follow directly from [RH07, Prop. 3.1 & Cor.
3.3]. 
Coarse Lyapunov distributions are defined in a similar way to Defi-
nition 2.4:
Definition 4.8. E[ξ]ν =
⊕
ξ′=cξ,c>0
Eξ
′
ν .
Lemma 4.9. The coarse Lyapunov subspaces in Definitions 2.4 and 4.8
are in one-to-one correspondence to each other. A pair of corresponding
coarse Lyapunov subspaces have the same dimension and proportional
coarse Lyapunov exponents.
Proof. Because αn0 is Anosov, ξ(n0) 6= 0 for all Lyapunov functionals
ξ with respect to ν. In particular, the ξ’s are all non-trivial. The same
is true for all Lyapunov functionals χ in the linear decomposition 2.3.
One can find a finite set ∆ of n ∈ Zr which represents all Weyl
chambers with respect to the coarse Lyapunov decompositions in both
Definitions 2.4 and 4.8.
Then the coarse Lyapunov subspaces E
[ξ]
ν and v[χ] are respectively
minimal non-trivial intersections between distinct stable subspaces Esαn,ν
and Esρn as n varies within ∆. Note as n ∈ ∆ are chosen from the inte-
rior of Weyl chambers, the measure ν is hyperbolic with respect to αn.
It follows from Lemma 4.7 that E
[ξ]
ν and v[χ] are bijectively associated
to each other.
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In particular, E
[ξ]
ν is stable (resp. unstable) with respect to αn if
and only if v[χ] is stable (reps. unstable) with respect to ρn. In other
words, ξ(n) > 0 if and only if χ(n) > 0 for all n ∈ Zr, which forces the
functionals ξ and χ to be positively proportional to each other. The
dimensions are equal thanks to Lemma 4.7. 
Hence whenever Lyapunov functionals χ′ and ξ′ are respectively from
a pair of corresponding coarse Lyapunov subspaces E
[ξ]
ν and v[χ], χ′ =
cξ′ for some c > 0. We can choose κ > 1 such that κ−1 < c < κ for all
such pairs.
Since αn0 is Anosov we get that for  = s, u, Eαn0 ,ν = E

α which we
shall denote also with Eν .
Given the decomposition gs = gss⊕ v, we now have a corresponding
decomposition
Esν = E
ss
ν ⊕E
V
ν (4.9)
at ν-almost every x. Here, EVν = E
[ξ]
ν is the coarse Lyapunov subspace
associated to v = v[χ] by Lemma 4.9. The subspace Essν is the direct
sum of all the coarse Lyapunov subspaces E
[ξ′]
ν where ξ′(n0) < 0 but ξ
′
is not proportional to ξ.
It follows from the proof of Lemma 3.1 that there is z ∈ Rr that
satisfies χ(z) = 0 and (3.1). Therefore, there exists λ > 0 such that for
all η > 0, one may slightly perturb z to get m ∈ Rr such that
χ′(m) ∈ (−η|m|, 0) if vχ
′
⊂ v;
χ′(m) < −λ|m| if vχ
′
⊂ gss;
χ′(m) > 0 if vχ
′
⊂ gu.
(4.10)
As Qr is dense in Rr, without loss of generality, one may assume m
belongs to Zr. m is an element in the Weyl chamber C0, that makes a
very small angle with kerχ.
As remarked in §2.1, Wsα and W
u
α are invariant under α
m. Using
(2.7) and (4.10), Lemma 3.10 implies thatWsα andW
u
α are respectively
the stable and unstable foliations of αm. So αm is Anosov.
By Lemma 4.9, the Lyapunov exponents of αm with respect to
Euν , E
V
ν and E
ss
ν are respectively in the intervals (0,∞), (−κη|m|, 0),
(−∞,−κ−1λ|m|). Given the values of λ and κ, by picking a suffi-
ciently small η, these intervals can be made disjoint from each other
and −κ
−1λ|m|
−κη|m|
can be made arbitrarily large.
For  ∈ {ss, V, u}, set N = dimEν , which are equal to dimG
ss,
dimV and dimGss respectively and let λ− and λ

+ denote respectively
the smallest and largest Lyapunov exponent of αm in the Eν direction.
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Furthermore, let χV− be the smallest Lyapunov exponents of ρ
m with
respect to v. Then for all κ′ > 1, by (4.10), m can be chosen in such a
way that
λss− ≤ λ
ss
+ < λ
V
− ≤ λ
V
+ < 0 < λ
u
− ≤ λ
u
+, (4.11)
and
λss+ < κ
′χV− < 0. (4.12)
4.3. Smoothness of strong stable leaves. In this part, we complete
the proof of Proposition 4.5.
Thanks to Pesin theory, at ν-almost every x, the stable manifold
Wsα(x) can be locally foliated in a way that corresponds to the foliation
of W sρ by G
ss-orbits. We now describe this foliation, following the
formulation of F. Ledrappier and L. S. Young.
Let ν ′ be an arbitrary αm-ergodic component of αm. Set
ǫ0 =
min{
χV−
κ′
− λss+ , λ
V
− − λ
ss
+ ,−λ
V
+, λ
u
−}
1000
(4.13)
Lemma 4.10. (Lyapunov charts) Let A′ be as in Lemma 4.6 and m
be as in (4.10). For all 0 < ǫ < ǫ0, one can choose an α
m-invariant
subset A′′ ⊂ A′ with ν ′(A′′) = 1 such that the following conditions are
satisfied. For all 0 < ǫ < ǫ0, there exist a constant c > 0, a measurable
function l : A′ 7→ (1,∞) and an embedding Φx : BRN (l(x)
−1) 7→ M
such that:
(1) log
l(αmx)
l(x)
∈ (−ǫ, ǫ);
(2) Φx0 = x, and D0Φx sends the splitting R
Nss ⊕ RN
V
⊕ RN
u
to
Essν ⊕ E
V
ν ⊕E
u
ν ;
(3) Set fx = Φ
−1
αmx ◦ α
m ◦ Φx and f
−1
x = Φ
−1
α−mx ◦ α
−m ◦ Φx whenever
the expression makes sense, then for  = u, V, ss and all non-zero
vector v ∈ RN

,
log
|(D0fx)v|
|v|
∈ (λ− − ǫ, λ

+ + ǫ);
(4) Both fx −D0fx and f
−1
x −D0f
−1
x are ǫ-Lipschitz ;
(5) For z, z ∈ BRN
(
l(x)−1
)
, c <
|z − z′|
dist(Φxz,Φxz′)
< l(x).
(6) All x ∈ A′′ are ν ′-generic under αm in terms of Birkhoff ergodic
average: limT→∞
1
T
∑T−1
k=0 δαkmx = ν
′ in weak∗ topology.
These charts are given on a ν ′-full measure set A′′ in [LY85, §8.1]. As
ν ′(A′′) = 1, it is always possible to modify A′′ so that Birkhoff Ergodic
Theorem holds for αm at every x ∈ A′′.
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Lemma 4.11. [LY85, Lemma 8.2.3 & 8.2.5] There exists τ ∈ (0, 1
2
)
such that, for all x ∈ A′′, for all y ∈ Wsα(x) ∩ Φx
(
BRN (τl(x)
−1)
)
there
is a map gx,y : BRNV
(
l(x)−1
)
7→ RN
ss
such that:
(1) Φ−1x y ∈ graph(gx,y);
(2) ‖Dgx,y‖ ≤
1
3
;
(3) Let fkx = fα(k−1)mx ◦ · · · fx where fx is defined as in Lemma 4.10.
Then for all z ∈ graph(gx,y),
limk→∞
1
k
log
∣∣fkx z − fkxΦ−1x y∣∣ ≤ λss+ + ǫ.
The lemma describes the strong stable subfoliation inside the stable
manifolds. It should be emphasized that this is very different from the
strong stable foliation that one gets from Pesin’s strong stable manifold
theorem, which is defined on a set of generic points. The foliation of
RN
s
, which is identified with the Wsα-leaf at a generic point x, by
graphs of gx,y, defines strong stable manifolds at every nearby point
y inside Wsα(x), while y itself may not be generic in the Oseledets’
sense or in the support of ν. For this reason the next Lemma is not
a straightforward consequence interplay of the conjugacy and coarse
Lyapunov directions.
Lemma 4.12. The function (Hx)V ◦Φx is constant along the graph of
gx,y for all y ∈ BRNs
(
l(x)−1
)
.
Proof. Endow the group V with the Euclidean metric of v, which we
identify with V by exponential map. We deduce from (4.5) that
dist
(
ρkm
(
Hx(Φxz)
)
V
, ρkm
(
Hx(y)
)
V
)
=dist
((
Hαkmx(α
kmΦxz)
)
V
,
(
Hαkmx(α
kmy
)
V
)
=dist
((
Hαkmx(Φαkmxf
k
xz)
)
V
,
(
Hαkmx(Φαkmxf
k
xΦ
−1
x y)
)
V
)
.
(4.14)
Choose l0 such that ν
′({x ∈ A′′ : l(x) < l0}) > 0. Thanks to part
(6) of Lemma 4.10, there is an infinite sequence S of positive integers
k such that l(αkmx) < l0.
When k is from S and tends to∞, Φαkmx is uniformly Lipschitz. The
distance between Φαkmxf
k
x z and Φαkmxf
k
xΦ
−1
x y decays exponentially at
rate eλ
ss
+ +ǫ or faster by Lemma 4.11.
By Remark 3.12, (Hx)V is Ho¨lder continuous, where the Ho¨lder ex-
ponent and coefficient are uniform in x. We can choose m from the
beginning such that the coefficient κ′ in (4.12) and (4.13) is greater
than the Ho¨lder exponent of (Hx)V for all x. Then as k →∞ in S, the
distance between
(
Hαkmx(Φαkmxf
k
x z)
)
V
and
(
Hαkmx(Φαkmxf
k
xΦ
−1
x y)
)
V
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decays at an exponential rate of e
λss+ +ǫ
κ′ or faster, which is in particular
faster than eχ
V
−−ǫ by the choice of ǫ0 in (4.13).
Recall (Hx)V takes value in V and χ
V
− is the smallest Lyapunov
exponent of ρm along v. Hence if
(
Hx(Φxz)
)
V
and
(
Hx(y)
)
V
are not
equal then the left-hand side in (4.14) decays to 0 at a rate that is slower
than eχ
V
−−ǫ. This yields a contradiction, and shows that
(
Hx(Φxz)
)
V
assumes the constant value
(
Hx(y)
)
V
along the graph of gx,y. 
The chart maps Φx may be further optimized to straighten the graphs
of gx,y.
Lemma 4.13. [LY85, §8.3] For all x ∈ A′′, there exists a bi-Lipschitz
homeomorphism πx between W
s
α(x) ∩ Φx
(
BRN (τl(x)
−1)
)
and a subset
of RN
s
, such that the following are true:
(1) πx(0) = 0;
(2) for all y, the image of graph(gx,y) is the intersection of Image(πx)
with a hyperplane parallel to RN
ss
.
Corollary 4.14. For all x ∈ A′′, there exists an open neighborhood
Bx of x in W
s
α(x) and a bi-Lipschitz homeomorphism Px from an open
neighborhood of 0 ∈ RN
s
to Bx, that sends 0 to x and satisfies that
(Hx)V ◦ Px is constant along hyperplanes parallel to R
Nss.
Proof. It suffices to take Bx = W
s
α(x) ∩ Φx
(
BRN (τl(x)
−1)
)
, and Px =
Φx ◦ π
−1
x . The claim follows from Lemma 4.12. 
We now show two statements that contradict each other.
Lemma 4.15. Assume A is non-empty and let ν, A′′ be as above.
For every x ∈ A′′, there exists a decreasing sequence of bounded open
neighborhoods Bk,x ⊂ W
s
α(x) of x such that
lim
k→∞
VolWsρ(x)
(
H(Bk,x)
)
VolWsα(x)(Bk,x)
= 0,
where the numerator and denominator are respectively volume forms of
the induced Riemmannian metrics on Wsρ(x) and W
s
α(x).
Proof. Fix x and δ0 > 0 such that BRNss (δ0) × BRNV (δ0) ⊂ P
−1
x Bx.
Choose Bk,x ∈ Bx by
Bk,x = Px
(
BRNss (δ0)× BRNV (δk)
)
where δk < δ0 and decays towards 0 as k →∞.
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As Px is bi-Lipschitz, it suffices to show that
lim
k→∞
Vol
Wsρ
(
H(x)
)((H ◦ Px).(BRNss (δ0)× BRNv (δk))
)
VolRNs
(
BRNss (δ0)×BRNV (δk)
) = 0,
The denominator is of orderO(δN
V
k ). Identify the stable leafW
s
ρ
(
H(x)
)
with Gs by the correspondence H(y) 7→ Hx(y), which is a local diffeo-
morphism. Hence our task is reduced to proving:
VolGs
(
(Hx◦Px).
(
BRNss (δ0)×BRNv (δk)
))
= o(δN
V
k ) as k →∞, (4.15)
with VolGs being the Haar measure on the nilpotent Lie group G
s.
Use Corollary 3.3 to decompose Gs as Gss · V . Recall that V nor-
malizes Gss by Lemma 3.1; moreover, since it happens in a nilpotent
Lie group, this normalization is unimodular, and thus
dVolGs = dVolGss · dVolV .
As δk < δ0, the G
ss-projection of the image set in (4.15) is contained
in a fixed bounded subset of Gss. So it suffices to show that
VolV
((
(Hx)V ◦ Px
)
.
(
BRNss (δ0)×BRNv (δk)
))
= o(δN
V
k ), (4.16)
By Corollary 4.12, BRNss (δ0) × BRNv (δk) and BRNss (δk) × BRNv (δk)
have the same image under (Hx)V ◦Px, since the value depends only on
the second coordinate. Furthermore, because Px is Lipschitz continu-
ous, Px
(
BRNss (δk)× BRNv (δk)
)
is contained in the ball BWsα(x)(x, Cδk)
for some constant C = C(x).
Therefore, it is now enough to verify
VolV
(
(Hx)V
(
BWsα(x)(x, δ)
))
= o(δN
V
) as δ → 0, (4.17)
where BWsα(x)(x, δ) is the ball of radius δ surrounding x in its W
s
α leaf.
This follows from our hypothesis that at x ∈ A′′ ⊂ A, the differential
DWsα|y=x
(
Hx(y)
)
V
: Esα(x) 7→ v has rank less than N
V = dim v. 
Lemma 4.16. For every x ∈ M , there exists a positive continuous
function Jx such that
H∗dVolWsα(x) = JxdVolWsρ(H(x)).
Proof. Since the measure µ is absolutely continuos, we have that for al-
most every x, the Radon-Nykodim derivative of its conditional measure
along the stable foliation is:
dµsx
dVolWsα(x)
(y) = rx(y) :=
∏
k≥0
Jsαm(αkm(y))
Jsαm(αkm(x))
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for y ∈ Wsα(x), (remember that the conditional measure is only well
determined up to multiplication by a constant depending on x) see for
instance [PS82]. Here Jsαm(y) is the Jacobian of αm along the stable
bundle.
Let us take for simplicity some small neighborhood chart B in such
a way that the stable foliation locally trivializes in this neighborhood
and restrict all measures to this neighborhood chart so that conditional
measures become finite measures.
Observe that x→ rx is a Ho¨lder continuous function, moreover there
is a constant c > 0 such that rx ≥ c for every y. This follows from
the fact that the stable Jacobian is a Ho¨lder continuous function plus
uniform contraction along the stable manifold, from which we get that
the product is uniformly convergent, and that rx(y) is equal to
1
ry(x)
and hence bounded away from zero and infinity. Therefore we get that
the measurable mapping x→ µsx coincides with a continuous mapping
x→ µ¯sx := rxdVolWsα(x).
Since H sends µ to Lebesgue measure Leb, it sends µsx to Leb
s
H(x) for
almost every x, i.e.
H∗µ
s
x = Leb
s
H(x) = dVolWsρ(H(x)). (4.18)
The right hand side of equation (4.18) is a continuous mapping x→
dVolWsρ(H(x)) from B to finite measures on H(B). The left hand side
is a priory only measurable, but since H∗ is a continuous operator on
finite measures and µsx coincides with µ¯
s
x a.e. we get that
H∗µ¯
s
x = dVolWsρ(H(x)).
Hence defining
Jx(z) =
1
rx(H−1(z))
we get that
H∗dVolWsα(x) = H∗
(
1
rx
µ¯sx
)
= JxH∗µ¯
s
x = JxdVolWsρ(H(x)),
for every x. This is because both sides are continuous and coincide on
a full measure subset. The proof is hence completed. 
Proof of Proposition 4.5. Lemma 4.16 is obviously incompatible with
Lemma 4.15. So the only possibility is that the main hypothesis we
made, that A is non-empty, fails and Lemma 4.15 does not apply.
We immediately deduce the Proposition 4.5 from this and Corollary
4.3. 
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4.4. Crossing the Weyl chamber wall. We now construct new
Anosov elements in the adjacent Weyl chamber. As always, we are
assuming αn0 is Anosov and C0 is the Weyl chamber containing n0.
Proposition 4.17. For any Weyl chamber C adjacent to C0, for all
elements n ∈ C, αn is Anosov.
We verify the Anosov property using the following criterion by R.
Man˜e´.
Theorem 4.18. [Man˜77] A diffeomorphism f of a smooth manifold M
is Anosov if and only if the dimensions of stable manifolds at all peri-
odic points are the same and f is quasi-Anosov, that is, {|Df iv|}∞i=−∞
is unbounded for all non-zero v ∈ TM .
Proof of Proposition 4.17. Let χ be a Lyapunov exponent such that
the wall between C0 and C is a cone in kerχ. Since α
n is Anosov
if and only if α−n is, as before we may assume χ(n0) < 0 without
loss of generality. Let v = v[χ]. There may be Lyapunov exponents
negatively proportional to χ in the Lyapunov decomposition, in which
case there is a non-trivial coarse Lyapunov subspace v[−χ]. We write
always v′ = V [−χ] even when it is trivial. The corresponding coarse
Lyapunov subgroups are V ⊂ Gs and V ′ ⊂ Gu.
We have been working with the Gss ·V ·Gu introduced in §3.1. Sym-
metrically, by taking α−n0 instead of αn0 , there is a strong unstable-
weak unstable splitting of gu into guu⊕ v′. And G can be decomposed
as Guu ·V ′ ·Gs. For a ∈ G, let aV be its V component in the G
ss ·V ·Gu
decomposition, and aV ′ be its V
′ component in the Guu ·V ′ ·Gs decom-
position.
By Proposition 4.5, there are continuous strong stable and strong
unstable foliations Wssα ⊂ W
s
α and W
uu
α ⊂ W
u
α of M into smooth
leaves. (When v′ is trivial, Wuuα coincide with W
u
α.)
We now check αn is quasi-Anosov. For any x ∈M and any non-zero
v ∈ TxM . v splits as v = vs + vu in TxM = E
s
α(x) ⊕ E
u
α(x). Since α
n
preserves the splitting Esα⊕E
u
α, it suffices to show that one of vs and vu
become unbounded under {Dαin}∞i=−∞. Without loss of generality, we
assume vs 6= 0. The v
u 6= 0 case can be solved in a symmetric manner.
Case 1. Suppose first vs is in E
ss
α , the distribution tangent to the
subfoliation Wssα . Recall by definition (4.1), H sends W
ss
α into the
strong stable foliation Wssρ of M with respect to the affine action ρ,
which consists of orbits of Gss.
For any Lyapunov subspace vχ
′
⊂ gss, kerχ′ is different from kerχ.
Since kerχ is the only Weyl chamber wall separating C and C0, χ
′(n) <
0. As the tangent space Essρ of W
ss
ρ is identified with g
ss, we see that
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all Lyapunov exponents of the algebraic action ρ : Zr y G along Wssρ
are negative.
Lemma 3.10, applied to the conjugacy H between αn and ρn, implies
that there exists k ∈ N such that ‖Dαkn1|Essα ‖ < 1, thus ‖(Dα
−ikn)vs‖ →
∞ as i→∞.
Case 2. Suppose instead vs /∈ E
ss
α . By Lemma 4.1 and the ev-
erywhere regularity of DWsα|y=x
(
Hx(y)
)
V
, this means the vector w =(
DWsα |y=x
(
Hx(y)
)
V
)
vs is non-zero. By (4.6),
ρ−in|v
(
DWsα|y=αinx
(
Hαinx(y)
)
V
) (
(Dxα
in)|Esα
)
vs = w. (4.19)
Because kerχ separates C from C0 and χ(n0) < 0, χ(n) is posi-
tive. Thus ‖ρ−in|v‖ decays exponentially fast as i→∞. On the other
hand, DWsα |y=αinx
(
Hαinx(y)
)
V
has bounded norm as DWsα |y=x
(
Hx(y)
)
V
is continuous on the compact manifold M by Proposition 4.2. There-
fore, in order for (4.19) to hold, the size of the vector (Dxα
in)vs =(
(Dxα
in)|Esα
)
vs must grow exponentially as i→∞.
Therefore in both cases, (Dxα
in)vs is unbounded as i ranges over Z.
This shows αn is quasi-Anosov.
On the other hand, because αn is continuously conjugate to the
algebraic action ρn, stable manifolds of αn at all points must have the
same dimension as gs. By Theorem 4.18, αn is Anosov. 
5. Conclusion of the proof
Proof of Theorem 1.1. By lifting α, ρ and H from an infranilmanifold
to a finite cover if necessary [Man74, Remark 2], it can be assumed
that M is a nilmanifold.
Standard nilmanifolds. Suppose M is a compact infranilmanifold
equipped with the standard smooth structure. Given the fact that at
least one αn0 is Anosov, Proposition 4.17 allows us to start from the
initial Weyl chamber C0 containing n0, cross Weyl chamber walls and
finally reach all Weyl chambers. So we know that for any element n in
the interior of any Weyl chamber, αn is Anosov.
Applying Fisher-Kalinin-Spatzier’s theorem [FKS13, Theorem 1.3],
one concludes that the conjugacyH is a diffeomorphism. We emphasize
that the proof actually works for all possible Ho¨lder conjugacies, from
the homotopy class of identity, between α and its linearization ρ, rather
than a particular Franks-Manning conjugacy.
Exotic nilmanifolds. Now we treat the case where M has an exotic
differential structure ω.
In this case there is a Franks-Manning conjugacy H : M 7→ M
that interwines α with its linearization ρ. α is smooth with respect
GLOBAL RIGIDITY OF HIGHER RANK ANOSOV ALGEBRAIC ACTIONS 37
to ω, while ρ, consisting of affine automorphisms, is smooth with
respect to the standard differential structure ω0. We wish to show
H : (M,ω) 7→ (M,ω0) is C
∞, which in particular implies (M,ω) is a
standard structured nilmanifold, and the exotic case actually does not
happen.
When dimM ≥ 5. It was proved by Davis in the appendix of [FKS13]
thatM is finitely covered by a nilmanifoldM1 with standard differential
structure. By Lemma 5.1 below, we can reduce to the standard case
above by lifting to a finite cover M2 of M1,
It remains to treat the case of dimM ≤ 5. This actually cannot
happen in dimensions 2 and 3 [Rad25,Moi52].
Assume M is 4-dimensional3. Observe the diagonal Zr-actions α×α
and ρ× ρ on M ×M are topologically conjugate by H ×H . It is easy
to verify: αn0×αn0 is Anosov, ρ×ρ has no rank-one factor, and H×H
is a Ho¨lder conjugacy homotopic to identity.
Because M ×M is an infranilmanifold of dimension 8 ≥ 5, H × H
is a diffeomorphism, which can happen only if H is a diffeomorphism
itself. The proof is complete. 
Lemma 5.1. If M1 7→ M is a finite covering map, then there is a
compact nilmanifold M2 that finitely covers M1 and hence M such that
any homeomorphism f : M 7→ M lifts to a homeomorphism f˜ : M2 7→
M2.
Proof. M andM1 are quotients of the same simply connected nilpotent
Lie group G, respectively by lattices Γ = π1(M) and Γ1 = π1(M1) ⊂
π1(M). f induces an automorphism f∗ on the fundamental group Γ.
As M1 7→ M is a finite cover, the index I of Γ1 in Γ is finite. Then
f∗(Γ) has index I in Γ. As Γ is finitely generated, it has only finitely
many subgroups of given index I. Hence Γ2 =
⋂
f f∗(Γ1), where the
summation is taken over all homeomorphisms, has finite index in Γ and
is invariant under all the f∗’s. It follows that any f can be lifted to the
compact nilmanifold M2 = G/Γ2. 
Appendix A. A regularity theorem along Ho¨lder
foliations
Let M be a compact Riemannian manifold with a continuous fo-
liation F with smooth leaves. Write points in RdimM as (x, y) ∈
RdimM−dimF ×RdimF . Suppose there are Ho¨lder continuous local chart
maps Γ from open sets O ⊂ RdimM to M , such that Γ sends subspaces
parallel to the y-hyperplane to leaves of F by C∞ local immersions,
3In fact, this forces M to be a torus.
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and pushes the Lebesgue measure on RdimM to an absolutely continu-
ous measure JdVol on Γ(O). Moreover, assume that J is also C∞ along
the F leaves, and that all partial derivatives of Γ and J of arbitrary
orders along the y direction are Ho¨lder continuous on O.
Theorem A.1. SupposeM and F are as above. If a Ho¨lder continuous
function φ on M satisfies that for all θ > 0, all partial derivatives of φ
along F of all orders belong to (Cθ)∗, then all these partial derivatives
are Ho¨lder continuous.
This theorem is motivated by [RT05, Theorem 1.1].
Let B be the closed unit ball in Rm. Given α ∈ [0, 1) let us denote
with Cα0 (B × T
l) the closure of the C∞ functions of compact support
inside the interior of the unit ball times Tl w.r.t. the Cα-norm ‖φ‖Cα
given in (3.14). When the space B × Tl is understood we shall denote
it directly with Cα0 . Denote points in B×T
l by (x, y). Take α ∈ [0, 1).
Given φ ∈ Cα0 , k ∈ N and γ ∈ [0, 1), we say that φ has k-th derivative in
the y direction belonging to (Cγ)∗ if for any multiindex r = (r1, . . . rl)
with |r| = k we have that
∂ryφ ∈ (C
γ)∗
in the sense that, there is a constant C = C(γ, r) such that for any
u ∈ C∞c (R
m × Tl), we have that∣∣∣∣
∫
Rm×Tl
φ∂ryudxdy
∣∣∣∣ ≤ C‖u‖Cγ .
Here |r| = r1 + r2 + · · ·+ rl, and ∂
r
y = ∂
r1
y1
· · ·∂rlyl .
Proposition A.2. Let α ∈ (0, 1) and let φ ∈ Cα0 . Let us assume that
there is γ ∈ [0, 1) such that partial derivatives of all orders in the y
direction of φ belong to (Cγ)∗. Then for some β ∈ (0, α) and for any
multiindex r = (r1, . . . rl) we have that
∂ryφ ∈ C
β
0 .
That is, if φ is Ho¨lder and has weak derivatives of all orders in the y
direction, then it has Ho¨lder continuous derivatives in the y direction.
Theorem A.1 is an almost immediate corollary to Proposition A.2.
Proof of implication Proposition A.2⇒Theorem A.1. By hypothesis on
the foliation F and making partition of unity, we may assume M =
Rm × Rl, F is the foliation into Rl hyperplanes in y direction, and
φ is compactly supported. We can even assume φ is supported on
B × (−1
4
, 1
4
)l. This new case follows from Proposition A.2. by identify
(−1
4
, 1
4
)l with an open subset of Tl. 
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We now aim to prove Proposition A.2. Consider φ as in Proposition
A.2. Let us write
φ(x, y) =
∑
n∈Zl
φn(x)e
2πin·y
where
φn(x) =
∫
Tl
φ(x, y)e−2πin·ydy.
We have that for any n ∈ Zl,
‖φn‖Cα(Rm) ≤ ‖φ‖Cα(Rm×Tl). (A.1)
On the other hand, since φ has partial derivatives of all orders in the
y direction in the weak Cγ-sense, for any r there is a constant C0(r)
such that for any u ∈ C∞c (B × T
l),∣∣∣∣
∫
B×Tl
φ∂ryudxdy
∣∣∣∣ ≤ C0(r)‖u‖Cγ0 (B×Tl). (A.2)
In the sequel we shall use several standard embeddings of Sobolev’s
spaces and interpolation. Given s ∈ R and 1 ≤ p < ∞ let Hs,p =
Hs,p(Rm) be the Sobolev space of order s over Lp, i.e. Hs,p(Rm) is the
closure of C∞c (R
m) w.r.t. the norm
‖u‖s,p =
∥∥∥((1 + |ξ|2)s/2|uˆ|)∨∥∥∥
Lp
.
Here uˆ stands for the Fourier transform and u∨ is the inverse transform.
The following can be found in any book on Sobolev spaces (see for
instance [RS96,Tri78]).
Lemma A.3. Let s, t ∈ R, for 1 < p < ∞, let p∗ be such that 1 =
1
p
+ 1
p∗
.
(1) If s < t then
Hs,p ⊂ H t,p
and the embedding is continuous.
(2)
(Hs,p)∗ = H−s,p
∗
.
(3) If 1
q
= 1
p
− s−t
m
then
Hs,p(Rm) ⊂ H t,q(Rm)
where the embedding is continuous.
(4) If α ∈ (0, 1), r ∈ N and s−r−α
m
= 1
p
then
Hs,p(Rm) ⊂ Cr,α(Rm)
and the embedding is continuous.
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(5) For any α ∈ (0, 1) and for any p ≥ 1, and for any s < α,
Cα(Rm) ∩ Lp(Rm) ⊂ Hs,p(Rm)
and the embedding is continuous.
(6) If s1, s2 ∈ R, 1 < p1, p2 < ∞, θ ∈ [0, 1] and t = θs1 + (1 − θ)s2,
1
p
= θ
p1
+ 1−θ
p2
then there is a constant C = C(s1, s2, θ, p1, p2) such
that
|u|t,p ≤ C|u|
θ
s1,p1|u|
1−θ
s2,p2.
Lemma A.4. For all multiindex r, there is a constant C(r) such that,
for any n ∈ Zl, with |nr| 6= 0,
‖φn‖(Cγ)∗ ≤
C(r)|n|
|nr|
. (A.3)
Here and below, |z| =
∑l
i=1 |zi| and z
r = zr11 z
r2
2 · · · z
rl
l for all z ∈ C
l.
Proof. Take w ∈ C∞c (B).∣∣∣∣
∫
B
φn(x)w(x)dx
∣∣∣∣
=
∣∣∣∣
∫
B×Tl
φ(x, y) · e2πin·yw(x)dxdy
∣∣∣∣
=
∣∣∣∣(2πin)−r
∫
B×Tl
φ(x, y)∂ry
(
e2πin·yw(x)
)
dxdy
∣∣∣∣
By (A.2),∣∣∣∣
∫
B
φn(x)w(x)dx
∣∣∣∣ ≤ 1(2π)|r||nr| ·
∥∥e2πin·yw(x)∥∥
Cγ
≤
C0(r)
(2π)|r||nr|
·
∥∥e2πin·y∥∥
Cγ
‖w‖Cγ
≤
C0(r)
(2π)|r||nr|
·
∥∥e2πin·y∥∥
C1
‖w‖Cγ
=
2π|n|C0(r)
(2π)|r||nr|
· ‖w‖Cγ ,
which is the lemma. 
Lemma A.5. There exist β > 0 and θ > 0 such that for any multiindex
r, there is a constant C(r, β) such that for any n ∈ Zl, with |nr| 6= 0,
‖φn‖Cβ ≤
C(r, β)|n|θ
|nr|θ
. (A.4)
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Proof. Fix a sufficiently large p∗ such that m
p∗
< α
4
.
Take s and p, such that s−γ
m
= 1
p
and 1 = 1
p
+ 1
p∗
. By Lemma A.3, we
have a continuous embeddings (Cγ)∗ ⊂ (Hs,p)∗ = H−s,p
∗
. Therefore by
Lemma A.4, there is C1(r) such that
‖φn‖H−s,p∗ ≤
C1(r)|n|
|nr|
. (A.5)
On the other hand, φn is clearly bounded by ‖φ‖L∞ ≤ ‖φ‖Cα. Hence
‖φn‖Lp∗ ≤ a1‖φ‖Cα where a1 depends only on the volume of the unit
ball B. Combining this with (A.1), we know by Lemma A.5.(5) that
there is a constant C2 that depends only on the dimension, such that
‖φn‖H
α
2 ,p
∗ ≤ C2‖φ‖Cα. (A.6)
Choose θ ∈ (0, 1) such that θ·(−s)+(1−θ)· α
2
= α
4
. The interpolation
formula Lemma A.3.(6) allows to merge (A.5) and (A.6) into:
‖φn‖H
α
4 ,p
∗ ≤ C1(r)
θC1−θ2 ‖φ‖
1−θ
Cα
(
|n|
|nr|
)θ
. (A.7)
Take β > 0 such that
α
4
−β
m
= 1
p∗
, which is possible thanks to the choice
of p∗. (A.7) establishes the lemma since H
α
4
,p∗ continuously embeds
into Cβ . 
Corollary A.6. For any T > 0 there is C(T ) > 0 such that
‖φn‖Cβ ≤
C(T )
|n|T
for any 0 6= n ∈ Zl.
Proof. Given n 6= 0, there is 1 ≤ i ≤ l such that |ni| ≥
|n|
l
. Choose r
by letting ri = ⌈
T+1
θ
⌉ and rj = 0 if j 6= i. Then the corollary directly
follows from Lemma A.5. 
Proof of Proposition A.2. Let A > 0 and r be a multiindex with |r| =
r, define
φr,A(x, y) =
∑
n∈Zl,|n|≤A
(2πi)rnrφn(x)e
2πin·y.
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Then there are constants C1(r), C2(r) such that
|φr,A(x, y)− φr,A(z, y)|
≤C1(r)
∑
n∈Zl,|n|≤A
|n|r|φn(x)− φn(z)|
≤C1(r)
∑
n∈Zl,|n|≤A
|n|r‖φn‖Cβ0
dist(x, z)β
≤C1(r)C(r + 2l + 1)

 ∑
n∈Zl,|n|≤A
1
|n|2l+1

dist(x, z)β
≤C2(r) dist(x, z)
β ,
where C(r + 2l + 1) is that from Corollary A.6.
This same computation gives that
lim
A→∞
φr,A = ∂
r
yφ
in Cβ-topology. Which implies that ∂ryφ is C
β. 
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