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3CHAPTER I
Introduction
Let E be an elliptic curve dened over Q, and for each square-free rational
integer d, let Ed denote the the quadratic twist of E by d (in brief, the d-twist). The
question concerning the rank rk(Ed(Q)) of the Mordell-Weil group Ed(Q) (the rank
of Ed over Q) can be traced back to the ancient Greek congruent number problem
for which the involved elliptic curve is nowadays called the congruent curve dened
by
y
2 = x
3   x:
A square free integer d is a congruent number if and only if the d-twist of the
congruent curve has positive rank over Q (see [Kob84]). Based on various results
in the past decades on quadratic twists of the congruent curve, it is known that
modulo 8, prime numbers congruent to 5 or 7 are a congruent numbers, while those
congruent to 3 are not ([Tun83], [Mon90], [Elk94], [ElkWeb]).
In addition to the congruent curve, previous works also provide examples of
elliptic curves for which the p-twists always have positive rank over Q for all prime
number p contained in certain congruent classes modulo an integer (see [Mon90],
[Bir69], [Bir70], and [Hee52]). As for the quadratic twists by composite numbers,
[Ono97] gives a family of elliptic curves so that for each curve E in this family there
is an associated innite set S of prime numbers with density 1
3 for which if d =
Q
pj
is a square free integer where pj 2 S, then Ed has rank 0 over Q. In particular Ep
has rank 0 for every p 2 S. Also, it is proved in [M-M94 ] that for each E with
rank 0 and conductor N, then there exists innitely many square-free integers d
congruent to 1 modulo 4N such that Ed has rank 0 over Q. Evidences show that for
a given E usually the ranks of Ed over Q are rather small (see [CKRS], [ElkWeb]).
However, it is also believed that the rank is not always small and sometimes it could
become arbitrary large as d varies. Goldfeld's conjecture [Gol79], saying that for
a given E, the average rank over Q of all its quadratic twists is 1
2, seems explains
this philosophy. Recently there have been a number of investigations regarding the
distribution of ranks of elliptic curves in various families (see [GouM91], [SteT95],
[OS98], [RubS01], [RubS02] ).
Conjecture. ([Ono97]) If E=Q is an elliptic curve, then there are innitely
many primes p for which Ep has rank 0 over Q, and there are innitely many primes
l for which El has positive rank over Q.
The main aim of this thesis is to verify this conjecture for a large family of
elliptic curves by giving an algorithm to nd the suitable primes. For the technical
reason, we need to assume that the subgroup of 2-torsion points, E[2], is contained
56 I. INTRODUCTION
in E(Q), or equivalently, the dening equation of E can be written as
y
2 = x(x   a)(x   b); a;b;2 Z; 0 < a < b; and (a;b) square free: (1)
From now on, let E be dened by (1). Then the integers a;b are unique, and we let
m(E) denote the number of prime divisors of ab(b a). For a square-free integer d,
the dening equation of d-twist Ed of E can be written as
y
2 = x(x   da)(x   db): (2)
Our main result is the following:
Main Theorem I. Suppose E has semi-stable reduction at each odd prime and
E[2]  E(Q). Then there exist two constants "0, "1 of values 1 or  1 together with
two sets S0, S1 of primes, each of density at least (1
2)m(E)+1, dened by computable
congruent relations, such that
(i) E"0p has rank 0 over Q for every p 2 S0 and
(ii) if p is an element in S1 so that the Parity Conjecture holds for E"1p=Q,
then E"1p has rank 1 over Q.
The elliptic curve E has semi-stable reduction at every odd prime if and only
if the greatest common divisor
(a;b) = 1 or 2: (3)
In general, if (a;b) = 2lN, with l = 0 or 1 and N odd, then the quadratic twist EN
has semi-stable reduction at every odd prime, and we have m(EN) = m(E) m(N),
where m(N) is the number of prime divisiors of N. Thus, the following is just
another version of the main theorem:
Main Theorem II. Suppose E=Q is an elliptic curve with E[2]  E(Q). Let
N be the unique positive integer N so that the quadratic twist EN has semi-stable
reduction at every odd prime. Then there exist two constants "0, "1 of values 1 or
 1 together with two sets S0, S1 of primes, each of density at least (1
2)m(E) m(N)+1,
dened by computable congruent relations, such that
(i) E"0pN has rank 0 over Q for every p 2 S0 and
(ii) if p is an element in S1 so that the Parity Conjecture holds for E"1pN=Q,
then E"1pN has rank 1 over Q.
Next, we shall explain our method. To do so, let us rst recall the denition of
the 2m-Selmer group. For a number eld K and a positive integer m, the 2m-Selmer
group Sel2m(E=K) is dened as the kernel of the composition
jK : H
1(K;E[2
m])  ! H
1(K;E)
loc  !
M
v
H
1(Kv;E); (4)
where the rst arrow is induced from the natural map E[2m] ,! E(  K) and the
second is the localization map sending the global cohomology group to the direct
sum of local cohomology groups over all places of K. The Kummer's exact sequence
0  ! E[2
m]  ! E(  K)
[2m]
 ! E(  K)  ! 0;I. INTRODUCTION 7
where [2m] denotes the multiplication by 2m on E, induces the exact sequence:
0  ! E(K)=2
mE(K)  ! Sel2m(E=K)  ! X(E=K)[2
m]  ! 0: (5)
Here, as usual, X(E=K) denotes the Tate-Shafarevich group of E over K. Most of
the previous works compute the rank of Ed over Q by computing Sel2m(Ed=Q) for
certain m. Our approach is slightly dierent, we consider L = Q(
p
d) and determine
the rank of Ed over Q by computing the rank of E over L and then using the equality:
rk(E(L)) = rk(E(Q)) + rk(Ed(Q)):
The advantage of doing so is that the Selmer group Sel2(E=L) becomes controllable
if the extension L=Q satises certain condition that can be easily formulated via
local data. We shall describe this condition in the following paragraph.
The local and global Kummer's exact sequence induces the commutative dia-
gram of exact sequences:
0  ! E(Q)=2E(Q)  ! H
1(Q;E[2])
i  ! H
1(Q;E)[2]
# # # loc
0  !
Q
v E(Qv)=2E(Qv)  !
Q
v H
1(Qv;E[2])  !
Q
v H
1(Qv;E)[2]:
Since loc  i = jQ, by the diagram chasing, we get a homomorphism
R : Sel2(E=Q)  ! E(Q)=2E(Q):
Here, for a number eld K, we let E(K) denote the group of adelic points
Q
w E(Kw),
by letting w run through all places of K. For the quadratic extension L=Q, consider
the norm map
NL=Q : E(L)  ! E(Q):
Since 2E(Q) is contained in NL=Q(E(L)), we have a natural map from E(Q)=2E(Q)
to E(Q)=NL=Q(E(L)). Then we consider the composition
R : Sel2(E=Q)
R  ! E(Q)=2E(Q)  ! E(Q)=NL=Q(E(L)): (6)
Let T := T0 [ T1, where T0 is the set consisting of 2, 1 and all odd prime divisors
of ab(b   a), while T1 is consisting of prime divisors of d not contained in T0. Note
that T1 = ; means that d is a divisor of 2ab(b   a), and this holds only for a nite
number, and hence a negligible amount, of d. Therefore, we assume that T1 6= ;.
Denition I.1. For a given elliptic curve E, we say that a quadratic extension
L=Q is independent, if T1 6= ; and the homomorphism R is injective.
The concept of independence turns out very useful. To illustrate its implica-
tions, we need to introduce some notations. Let X(E=K)2;1 be the 2-divisible
subgroup of X(E=K)[21] :=
S1
m=1 X(E=K)[2m] and let X2;0(E=K) denote the
intersection X(E=K)2;1
T
X(E=K)[2]. Let Sel2;0(E=K) denote the pre-image of
X2;0(E=K) under the map Sel2(E=K)  ! X(E=K)[2]. Then (5) induces the exact
sequence of vector spaces over F2, the nite eld of order 2,
0  ! E(K)=2E(K)  ! Sel2;0(E=K)  ! X2;0(E=K)  ! 0: (7)
Note that we have
sK;0 := dimF2 X2;0(E=K) = rkZ2(Hom(X(E=K)2;1;Q2=Z2)): (8)8 I. INTRODUCTION
Also, since dimF2 E(K)=2E(K) = rk(E(K)) + 2, we have
dimF2 Sel2;0(E=K) = rk(E(K)) + 2 + sK;0: (9)
Consider the restriction map
resL=Q : H
1(Q;E[2])  ! H
1(L;E[2])
and write S2(L=Q) for the pre-image of Sel2(E=L)  H
1(L;E[2]). Suppose L=Q is
independent. Then the homomorphism
S2(L=Q)
res  ! Sel2(E=L) (10)
induced from the restriction map is surjective (see Proposition III.1). Denote
S2;0(L=Q) = res
 1(Sel2;0(E=L)):
Since ker(res) = H
1(Gal(L=Q);E[2]) = Hom(Gal(L=Q);E[2]), we have
dimF2(S2;0(L=Q)) = dimF2(Sel2;0(E=L)) + 2: (11)
On the other hand, we have (see Proposition III.2)
Sel2(E=Q) \ S2;0(L=Q) = Sel2;0(E=Q);
and this implies the inclusion
S2;0(L=Q)=Sel2;0(E=Q) ,! S2(L=Q)=Sel2(E=Q):
Denote
tL;0 = dimF2 S2;0(L=Q)=Sel2;0(E=Q) and tL = dimF2 S2(L=Q)=Sel2(E=Q): (12)
Then by equations (9) and (11), we have
tL;0   2 = (rk(E(L))   rk(E(Q))) + (sL;0   sQ;0)  0: (13)
In general, the dimension tL;0 might not be easy to compute. However, in the case
where
tL = 2 or 3; (14)
we can conclude that (see Corollary II.1)
tL;0 = tL: (15)
Thus, if tL = 2, then we know that Ed has rank 0 over Q; if tL = 3 and the Parity
Conjecture holds for Ed, then we can deduce that Ed has rank 1 over Q (see Theorem
III.1).
To compute the dimension tL, consider the commutative diagram:
0  ! Sel2(E=Q)  ! H
1(Q;E[2])
jQ  !
L
v H
1(Qv;E)
k " "
0  ! Sel2(E=Q)  ! S2(L=Q)  !
L
v H
1(Gal(Lv=Qv);E(Lv));
(16)
where both up-arrows are inclusions. According to it, we can interpret tL as the
F2-dimension of the intersection:
Im(jQ) \
M
v
H
1(Gal(Lv=Qv);E(Lv)):I. INTRODUCTION 9
The direct sum is indeed a nite sum, since H
1(Gal(Lv=Qv);E(Lv)) is trivial for
v 62 T (see Lemma II.3). To determine the above intersection, we apply Tate's local
duality theorem (see [Tat57/58], or [Mil86], I.3.4) as well as the Cassels-Tate exact
sequence (see [Tat62] or [Mil86],I.6.13). In our situation, the computation can be
made very explicit. We shall describe the result in the next paragraph.
For a nite set T 0 of place of Q such that T0  T 0, write
T
0(L) = fw j w is a place of L sitting over v; for some v 2 T
0g (17)
and put
ET0(Q) =
Y
v2T0
E(Qv); ET0(L) =
Y
w2T0(L)
E(Lw): (18)
Let NL=Q : ET0(L)  ! ET0(Q) be the norm map, and consider the composition:
RT0 : Sel2(E=Q)
R  ! E(Q)=2E(Q)  ! ET0(Q)=2ET0(Q);
where E(Q)=2E(Q)  ! ET0(Q)2ET0(Q) is the natural projection. Here we should
remind the reader that we are interested in the case where T1 consists of a single
prime number. The following lemma will be proved at the end of Section II.5.
Lemma I.1. Suppose jT1j = 1. Then the extension L=Q is independent if and
only if
Im(RT0) \ (NL=Q(ET0(L))=2ET0(Q)) = f0g: (19)
Furthermore, if (19) holds, then
tL   2 = dimF2 ET0(Q)=2ET0(Q)   dimF2(Im(RT0) + NL=Q(ET0(L))=2ET0(Q)):
Write NL = NL=Q(ET0(L))=2ET0(Q), for simplicity. For the given elliptic curve
E=Q, the space ET0(Q)=2ET0 and the subspace Im(RT0) are xed. Our task is to
investigate the possibility of constructing quadratic extensions L = Q(
p
d) over Q,
with exactly one prime divisor of d not contained in T0, so that inside ET0(Q)=2ET0(Q)
the subspace NL is in the compliment of Im(RT0) and the subspace Im(RT0) + NL
formed by them is of co-dimension 0 or 1. Here we note that the space NL depends
sorely on quadratic residue of d modulo certain multiple of the conductor of E
(under the restrain that jT1j = 1). Hence, if d satises our requirement, then so is
any other with the same quadratic residue. This is why we can give a lower bound
of the density of S0 and S1 in the main theorem.
The rest of the work relies mostly on local computations. We rst consider
the case where d = p (T1 = fpg), a prime number. In this situation, we should
be able to verify the main theorem for every explicitly given curve. However, our
information on the local behavior of E at 2 is inadequate for us to treat a curve
dened by a formally given equation. To overcome the diculty, we replace E by
Eq for a carefully chosen prime number q and apply the above method by taking
d = pq. By doing so, we still get result on Ep. since (Eq)d = Ep. In this situation, q
is contained in T0. Roughly speaking, we use the local information at q to substitute
that at 2. Then we are able to complete the proof of the main theorem.CHAPTER II
Preliminary Results
We keep the notation in the previous chapter so that E=Q is an elliptic curve
with E[2]  E(Q). For each eld F containing Q, let GF denote the Galois group
Gal(  F=F). Let K denote a number eld.
1. The Cassels-Tate Pairing
Recall that sK;0 = dimF2(X2;0(E=K)). Also, denote
sK = dimF2(Sel2(E=K));
sK;0 = dimF2(Sel2;0(E=K));
sK = dimF2(X(E=K)[2]):
:
The Cassels-Tate pairing
 ; : X(E=K)[2
1]  X(E=K)[2
1]  ! Q=Z
is alternating in the sense that  x;x = 0 for each x in X(E=K)[21], and both
its right and left kernels equal X(E=K)2;1 (see [Mil86], I.6.13).
Lemma II.1. We have sK  sK;0 (mod 2).
The lemma is well known. But we shall give a detailed proof after the following
discussion on its application, as we are not able to nd the existing reference. First,
if (14) holds, then tL   tL;0 = 0, or 1 (by (13)). But, (12) and Lemma II.1 imply
that
tL   tL;0 = sL   sL;0   (sQ   sQ;0) = sL   sL;0   (sQ   sQ;0)  0 (mod 2):
Corollary II.1. If tL = 2, or 3, then tL = tL;0.
Another application is on the Parity Conjecture:
The Parity Conjecture for E over K. We have sK  0 (mod 2).
Corollary II.2. If the 2-primary Tate-Shafarevich group X(E=K)[21] is nite,
then the Parity Conjecture holds for E=K.
Proof. (of Lemma II.1) For simplicity, denote X[2m] := X(E=K)[2m], X2 :=
X(E=K)[21], and let Am = 2m 1X[2m].
Then we have
X[2] = A0  A1  A2    A1 = X2;0(E=K):
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It is enough to show that dimF2(Am=Am+1) is even for every m. Consider the map:
jm : X[2
m]
2m 1
 Am  Am=Am+1:
If 2m 1x is in Am+1 for some x 2 X[2m], then
2
m 1x = 2
my , for some y 2 X[2m+1]:
Consequently, (x   2y) 2 X[2m 1]. From this we see that
ker(jm) = X[2
m 1] + 2X[2
m+1]:
For a;b 2 Am=Am+1, let x;y be elements of X[2m] with jm(x) = a and jm(y) =
b, and dene
 a;b m:= x;2
m 1y = 2
m 1x;y  :
This is well-dened, since  X[2m];2mX2 = 0. Suppose  a;b m= 0 for all
b 2 Am=Am+1. Then  2m 1x;y = 0, for all y 2 X[2m]. But, as the annihilator
of X[2m] is 2mX2, we can conclude that x 2 X[2m 1]+2X[2m+1], and hence a = 0.
Therefore, the pairing  ; mis perfect and alternating. Then we complete the
proof by using the following lemma. 
Lemma II.2. Let A be a nite dimensional vector space over F2, and suppose
that there exists an alternating, non-degenerate pairing
  : A  A  !
1
2
Z=Z:
Then the dimension of A over F2 is even.
Proof. Suppose that dimF2(A) = 2n + 1 for some integer n. We want to nd
some non-zero element y in A such that
 (y;x) = 0 , for all x 2 A.
If n = 0, then the non-zero element y in A satises this property by that  (x;x) = 0
for each x 2 A.
Suppose that n > 0. Letfxi 2 A j i = 1;2; ;(2n + 1)g be a basis for A over
F2 and for each i dene
fi(x) :=  (xi;x) , for all x 2 A.
Since   is non-degenerate and bilinear, fi is a non-trivial F2-linear map, and hence
kerfi has dimension (2n) over F2. Note that ker(fi) also determines fi. If kerfi =
kerfj for some i 6= j, then fi = fj, and for y = xi + xj, we have
 (y;x) =  (xi + xj;x) =  (xi;x) +  (xj;x) = 0 8x 2 A:
This contradicts to the non-degeneracy of  . Therefore, for i 6= j, kerfi 6= kerfj
and
dimF2(kerfi \ kerfj) = 2n   1:
We arrange the order x1;:::;x2n+1 so that  (x1;x2) = 1
2. Then A is spanned by
fx1;x2g [ (kerf1 \ kerf2). By induction, there must be a non-zero element y in
(kerf1 \ kerf2) such that
 (y;x) = 0 , for all x 2 (kerf1 \ kerf2).2. THE 2-DIVISION POINTS 13
Since y is in (kerf1 \ kerf2), we have that
 (y;x1) =  (y;x2) = 0;
a contradiction. 
2. The 2-division Points
Suppose K is an extension eld of Q and P = (;) is a point in E(K). Then
the 2-division points of P can be computed as follow (see [CLT05], Lemma 2.3).
First choose (the signs of)
p
,
p
   a and
p
   b so that
 =
p
 
p
   a 
p
   b:
Then the point Q = (x;y), with
x = (
p
 +
p
   a)(
p
 +
p
   b);
y = (
p
 +
p
   a)(
p
 +
p
   b)(
p
   a +
p
   b);
is a 2-division point of P. Choices of the square roots corresponds to choice of the
2-division points.
Let v be a place of K and denote the completion of K at v by Kv. We call a
subset fP1;:::;Pkg of E(Kv) a starter, if there exist points Q1;:::;Qn 2 E(Kv) and
non-negative integers m1;:::;mn so that each 2miQi is contained in the sub-group
< P1;:::;Pk > and the residue classes  Q1;:::;  Qn form a F2-basis of E(Kv)=2E(Kv).
Beginning with a starter, we can nd a F2-basis of E(Kv)=2E(Kv) by repeatedly
applying the above 2-division formula. To nd a starter, we consider all possible
cases as follow. If v is complex, then, because
E(C)=2E(C) = 0; (20)
we choose f0g as a starter. If v is real, then,
E(R)=2E(R) = Z=2Z; (21)
generate by the point (0;0) 2 E[2]. If v is odd, then
E(Kv)=2E(Kv) = Z=2Z  Z=2Z; (22)
and the group E[2] is a starter. If v is even and Kv is a degree kv extension over Q2
with Ov its ring of integers, then via the formal group b E(Ov), we see that E(Kv)
contains a nite index open subgroup that is isomorphic to Ov (see [Sil86], VII.6.3),
and hence
E(Kv) ' Z
kv
2  Z=2Z  Z=2Z:
Therefore,
E(Kv)=2E(Kv) = (Z=2Z)
kv+2: (23)
By a routine computation using the formal group law, we can nd points P1;:::;Pkv
in b E(Ov) independent over Z2. Then the set fP1;:::;Pkvg [ E[2] is a starter. We
omit the details here. Using this algorithm, for each v 2 T0(K), we compute a basis
Bv of E(Kv)=2E(Kv).
Consider the exact sequence
0  ! E(Kv)=2E(Kv)  ! H
1(Kv;E[2])  ! H
1(Kv;E)[2]  ! 0 (24)14 II. PRELIMINARY RESULTS
induced from the Kummer exact sequence. For each point P in E(Kv), let P denote
its image in H
1(Kv;E[2]). Namely,
P() =
QP   QP , for each  2 GKv,
where QP is a 2-division point of P. By (24), we view E(Kv)=2E(Kv) as a subspace
of H
1(Kv;E[2]) and also let P denote the residue class of P in E(Kv)=2E(Kv).
Thus, the aforementioned basis Bv are considered as a subset of H
1(Kv;E[2]). We
denote
B =
[
v2T0(K)
Bv: (25)
For an element ' 2 H
1(Kv;E[2]), let ['] denote its image in H
1(Kv;E)[2]. If
['] is trivial, then ' = P for some P in E(Kv). In this case, we write P', for the
residue class of P modulo 2E(Kv).
Since E[2] is contained in E(K), we have
H
1(Kv;E[2]) = Hom(GKv;E[2]):
For each ' 2 Hom(GKv;E[2]), let K
(')
v be the xed eld of ker'.
Denition II.1. We say that ' is unramied (resp. ramied), if the extension
K
(')
v =Kv is unramied (resp. ramied).
Lemma II.3. Suppose that E has good reduction at the place v not dividing 2
and ' 2 Hom(GKv;E[2]). Then ['] is trivial if and only if ' is unramied.
Proof. It it well known that if E has good reduction at v and Lv=Kv is un-
ramied, then H
1(Gal(Lv=Kv);E(Lv)) is trivial (see [Mil86], I.3.8). Thus, if ' is
unramied, then H
1(Gal(K
(')
v =Kv);E(K
(')
v )) = 0 and so is ['], which is in the image
of the in
ation map H
1(Gal(K
(')
v =Kv);E(K
(')
v ))  ! H
1(Kv;E).
On the other hand, if ['] is trivial and Iv is the inertia subgroup of Gal(K
(')
v =Kv),
then there is a point Q 2 E(K
(')
v ) such that '() = Q   Q for every  2 Iv. This
means the reduction of '() 2 E[2] at v is trivial, as  induces the trivial automor-
phism of  Fv, the algebraic closure of the residue eld Fv. This implies '() = 0, as
v is odd and E has good reduction. Consequently, we should have  2 ker('), and
hence  must be the identity of Gal(K
(')
v =Kv). 
3. The Local Pairing
Recall that the Weil pairing
e2 : E[2]  E[2]  ! f1g
is bi-linear, alternating and non-degenerate. In our situation, it is in fact very easy
to compute. For P 2 E[2], we have e2(P;P) = 1, by the alternating property, and
we have e2(P;Q) =  1 for Q not in the subgroup generated by P, for otherwise we
would have e2(P;Q) = 1 for every Q 2 E[2]. Thus, no matter what E is, we have
the following lemma.3. THE LOCAL PAIRING 15
Lemma II.4. For any two non-trivial elements P1, P2 of E[2], we have
e2(P1;P2) =

1 , if P1 = P2,
 1 ,if P1 6= P2.
Since E[2]  E(Kv), we have H
1(Kv;E[2]) = Hom(GKv;E[2]). Recall that
under the cup product (see [Sht72])
[ : H
1(Kv;E[2])  H
1(Kv;E[2])  ! H
2(Kv;E[2] 
 E[2])
a pair ('1;'2) is sent to the cohomology class represented by the 2 co-cycle '1 ['2
so that for and  and  in GKv,
('1 [ '2)(;) = ( 1)
2'1() 

'2() = '1() 
 '():
Consider the composition
H
2(Kv;E[2] 
 E[2])  ! H
2(Kv;f1g)  ! H
2(Kv;  K

v);
where the rst map is induced from the Weil pairing, while the second is from the
inclusion f1g ,!  K
v, and composite it with the cup product to form
!v : H
1(Kv;E[2])  H
1(Kv;E[2])
[  ! H
2(Kv;E[2] 
 E[2])  ! H
2(Kv;  K

v):
Then !v('1;'2) is represented by the 2 co-cycle
!v('1;'2)(;) = e2('1();'2()); ; 2 GKv:
Now, H
2(Kv;  K
v) = Br(Kv), the Brauer group, and we let
invv : H
2(Kv;  K

v)  ! Q=Z
denote the Hasse invariant. Then the assignment
('1;'2) 7!< '1;'2 >Kv:= invv(!v('1;'2)) 2
1
2
Z=Z  Q=Z
gives the local pairing
< ; >Kv: H
1(Kv;E[2])  H
1(Kv;E[2])  !
1
2
Z=Z  Q=Z:
It is known (see [Mil86], I.3.5) that if P1;P2 2 E(Kv), then
< P1;P2 >Kv= 0;
and since this implies that the pairing < ';P >Kv depends only on the class ['],
we have the induced pairing
(;)Kv : H
1(Kv;E)[2]  E(Kv)=2E(Kv)  ! 1
2Z=Z
(['];P) 7! < ';P >Kv
The paring can be extended to a pairing (;)Kv : H
1(Kv;E)  E(Kv)  ! Q=Z,
which, by the local Tate's duality theorem, is non-degenerated and induces the
duality between H
1(Kv;E) and E(Kv) (op. cit. I.3.4). Therefore, we have the
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Proposition II.1. The pairing
(;)Kv : H
1(Kv;E)[2]  E(Kv)=2E(Kv)  !
1
2
Z=Z
is non-degenerated and induces an isomorphism
H
1(Kv;E)[2]
  ! Hom(E(Kv)=2E(Kv);Q=Z):
Corollary II.3. The pairing < ; >Kv is non-degenerated. Via the pairing,
the annihilator of E(Kv)=2E(Kv) is itself.
Proof. Suppose ' is a non-trivial element of H
1(Kv;E[2]). If ['] 6= 0, then
there is a point P 2 E(Kv) so that < ';P >Kv6= 0; if ['] = 0 and ' = P for some
P 2 E(Kv), then, since P 62 2E(Kv), there is some '0 such that < '0;' >Kv6= 0.
This proves the non-degeneracy.
By (24) and Proposition II.1, we have
dimF2 H
1(Kv;E[2]) = 2dimF2 E(Kv)=2E(Kv):
Therefore, The F2-spaces E(Kv)=2E(Kv) and its annihilator have the same dimen-
sion. Since E(Kv)=2E(Kv) is a subspace of its annihilator, they must be equal. 
The pairing < ; >Kv can be easily computed in the following way. First, for
each  2 K
vn(K
v)2, P 2 E[2], we let
(
p
;P) : Gal(Kv(
p
)=Kv)  ! E[2] (26)
denote the group homomorphism that sends the generator of Gal(Kv(
p
)=Kv) to
the point P, and we view it as an element in H
1(Kv;E[2]) via the in
ation map.
Proposition II.2. For ; 2 K
v and nontrivial A;B 2 E[2], we have
< (
p
;A);(
p
;B) >Kv=

0 if A = B, or  is in NKv(
p
)=Kv(Kv(
p
))
1
2 otherwise,
where NKv(
p
)=Kv is the norm map.
Proof. If A = B, then !v((
p
;A) [(
p
;B))(;) = 1, for all ; 2 GKv (as the
Weil pairing is alternating), and hence represents the trivial class.
Suppose A 6= B. We rst assume that Kv(
p
) 6= Kv(
p
), and, for simplicity,
write f = !v((
p
;A);(
p
;B)). Let  (resp. ) be the generator of the Galois
group Gal(Kv(
p
;
p
)=Kv(
p
)) (resp. Gal(Kv(
p
;
p
)=Kv(
p
))). Then the
Galois group Gal(Kv(
p
;
p
)=Kv) is generated by  and .
Again, because the Weil pairing is alternating, we have
f(;) = 1; for all ; 2 Gal(Kv(
p
;
p
)=Kv(
p
));
and hence the class [f] of f is sent to 0 by the restriction map
H
2(Gal(Kv(
p
;
p
)=Kv);Kv(
p
;
p
)
)  ! H
2(Gal(Kv(
p
;
p
)=Kv(
p
);Kv(
p
;
p
)
):
Then the in
ation-restriction exact sequence tells us that [f] is contained in the
image of the in
ation map
H
2(Gal(Kv(
p
)=Kv);Kv(
p
)
)  ! H
2(Gal(Kv(
p
;
p
)=Kv);Kv(
p
;
p
)
):3. THE LOCAL PAIRING 17
Let [ g] 2 H
2(Gal(Kv(
p
)=Kv);Kv(
p
)) be represented by the unique 2 co-
cycle  g with
 g( ;  ) = ; where <   >= Gal(Kv(
p
)=Kv);
and let g be the pull-back of  g through the projection Gal(Kv(
p
;
p
)=Kv)  !
Gal(Kv(
p
)=Kv). Then we have
g(;) =
y()y()y()
 1f(;);
where y is the 1 co-chain on Gal(Kv(
p
;
p
)=Kv) with
y(id) = y() = 1, and y() = y() =
p
:
Therefore, the class [f] is just the in
ation of [ g]. In particular, the Hasse invariant
of [f] is the same as that of [ g].
Now, the crossed product algebra given by  g is the cyclic algebra of the form
(Kv(
p
)=Kv;;) (see [Rei75], page 259). Therefore, it is in the trivial class if
and only if  is in NKv(
p
)=Kv(Kv(
p
)) (op.cit., Theorem 30.4).
To complete the proof, we need to consider the case where Kv(
p
) = Kv(
p
).
We only need to note that f = !v((
p
;A);(
p
;B)) is the unique 2 co-cycle with
f(;) =  1; where <  >= Gal(Kv(
p
)=Kv);
and the crossed product algebra given by f is the cyclic algebra of the form (op.cit.,
page 259)
(Kv(
p
)=Kv;; 1) = (Kv(
p
)=Kv;;):

Corollary II.4. Let Fv=Kv be a unramied extension of degree 2. Then for
any  , ' 2 H
1(Gal(Fv=Kv);E[2]), we have
<  ;' >Kv= 0:
Proof. Since Fv=Kv is unramied of degree 2, there exists an unit  2 Kv such
that Fv = Kv(
p
) and  is in NFv=Kv(F 
v). 
Lemma II.5. Suppose that Fv=Kv is a nite Galois extension. Then the fol-
lowing diagram is commutative
< ; >Fv: H
1(Fv;E[2])  H
1(Fv;E[2])  ! Q=Z
#cor "res k
< ; >Kv: H
1(Kv;E[2])  H
1(Kv;E[2])  ! Q=Z:
Proof. The lemma is proved by the composition of the diagrams
H
1(Fv;E[2])  H
1(Fv;E[2])
[  ! H
2(Fv;E[2] 
 E[2]) ? ycor 
x ?res 
? ycor
H
1(Kv;E[2])  H
1(Kv;E[2])
[  ! H
2(Kv;E[2] 
 E[2])
(see [CaE56], XII.8 (12)) and
H
2(Fv;E[2] 
 E[2])  ! H
2(Fv;  F 
v)
invv  ! Q=Z
#cor  #cor  k
H
2(Kv;E[2] 
 E[2])  ! H
2(Kv;  F 
v)
invv  ! Q=Z;18 II. PRELIMINARY RESULTS
where the rst square is induced from the Weil pairing and the second is a well-
known property of the Hasse invariants (see [Ser79], XI.2.1). 
Corollary II.5. Suppose Fv=Kv is a quadratic extension. Then, via the local
pairing
(;)Kv : H
1(Kv;E)  E(Kv);
the subgroups H
1(Gal(Fv=Kv);E(Fv))  H
1(Kv;E) and NFv=Kv(E(Fv))  E(Kv)
are the annihilators to each other.
Proof. We have H
1(Gal(Fv=Kv);E(Fv))  H
1(Kv;E)[2]. Let [ ] 2 H
1(Kv;E)[2]
be represented by some   2 H
1(Kv;E[2]). Then [ ] is contained in H
1(Gal(Fv=Kv);E(Fv))
if and only if res( ) is contained in E(Fv)=2E(Fv), or equivalently (Corollary II.3),
< res( );'Q >Fv= 0; 8Q 2 E(Fv):
Lemma II.5 says this is equivalent to that
([ ];P)Kv =<  ;'P >Kv= 0; 8P 2 NFv=Kv(E(Fv));
since cor('Q) = 'P, for P = NFv=Kv(Q). 
4. Computing Sel2(E=K)
As before, let T 0 be a nite set of places of Q such that T0  T 0 and let T 0(K)
denote the set consisting of places of K sitting over T 0. Let K
(2)
T0 =K be the maximal
abelian extension unramied outside T 0(K) such that the Galois group is isomorphic
to (Z=2Z)r for some r, and denote
G
(2)
K;T0 = Gal(K
(2)
T0 =K):
Since E has good reduction outside T0, by Lemma II.3, an element of the 2-
Selmer group
Sel2(E=K)  H
1(K;E[2]) = Hom(GK;E[2])
is unramied outside T0(K). Therefore, it factors through the natural projection
GK  ! G
(2)
K;T0, and hence we can say that
Sel2(E=K)  Hom(G
(2)
K;T0;E[2]): (27)
For the rest of this section, we assume that K is a number eld with odd class
number.
Lemma II.6. Suppose K is a number eld with odd class number. Then
dimF2 Hom(G
(2)
K;T0;E[2]) = dimF2 ET0(K)=2ET0(K):
Proof. The assumption implies that for each non-archimedean place v there is
an element fv 2 K, whose divisor equals an odd multiple of v. Suppose K(
p
)
is a quadratic intermediate extension of K
(2)
T0 =K. Then the valuation of  at every
v 62 T 0(K) is even, and by replacing  with mf2, for some odd m and some f 2 K,
we can assume all such valuations are zero. This means  is contains in O
T0(K), the
group of T 0(K)-units. Thus, we have
dimF2 Hom(G
(2)
K;T0;E[2]) = 2dimF2 O

T0(K)=(O

T0(K))
2 = 2jT
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On the other hand, by (20), (21), (22) and (23), we know that
dimF2 ET0(K)=2ET0(K) = r1 + jK : Qj + 2jT
0
0;0(K)j;
where r1 is the number of real places of K and T 0
0;0 = T 0 nf1g. Then we apply the
Dirichlet theorem to complete the proof. 
As in (26), let (
p
;P) : Gal(K(
p
)=K)  ! E[2] denote the group homomor-
phism that sends the generator of Gal(K(
p
)=K) to the point P. The above proof
also show that if A, B is an F2-basis of E[2] and i, i = 1;:::;jT 0(K)j, is a basis of
O
T0(K) modulo (O
T0(K))2, then
AT0 := f(
p
i;A) j i = 1;:::;jT
0(K)jg
[
f(
p
i;B) j i = 1;:::;jT
0(K)jg
is a basis of Hom(G
(2)
K;T0;E[2]).
For each ' 2 H
1(K;E[2]), let 'v denote its image under the localization map
to H
1(Kv;E[2]). For simplicity, take T 0 = T0. By (27), we know that Sel2(E=K)
is an F2-subspace of Hom(G
(2)
K;T0;E[2]). Since every element ' 2 Hom(G
(2)
K;T0;E[2])
is unramied outside T0(K), by Lemma II.3, the class ['v] is trivial for v 62 T0(K).
Thus, by Corollary II.3, the element ' is contained in Sel2(E=K) if and only if for
each v 2 T0(K), we have (see (25))
< 'v; v >Kv= 0; 8 v 2 Bv; v 2 T0(K):
To compute Sel2(E=K), we rst apply Proposition II.2 to compute the values:
< 'v; v >Kv; 8 ' 2 AT0;  v 2 Bv; v 2 T0(K):
Then we determine the set
f(x')'2AT0 j
X
'2AT0
x'' 2 Sel2(E=K)g
by solving the associated system of linear equations over F2:
X
'2AT0
< 'v; v >Kv x' = 0;  v 2 Bv;v 2 T0(K):
If ' 2 Sel2(E=K), then for each v, we have ' = Pv for some Pv 2 E(Kv) and
hence ' determines a class P'v 2 E(Kv)=2E(Kv). The assignment ' 7! fP'vgv2T0(K)
denes the following root map:
RT0(K) : Sel2(E=K)  ! ET0(K)=2ET0(K);
which coincides the map RT0 in the previous chapter, if K = Q.
Lemma II.7. Suppose K is a number eld with odd class number. Then RT0(K)
is injective.
Proof. If RT0(K)(') = 0, then 'v is the trivial homomorphism, for v 2 T 0(K).
Therefore the xed eld K
('v)
v of ker('v) is just the eld Kv. The Lemma II.3
implies that ' is unramied everywhere. Since the xed eld K(') of ker(') over K
has degree a power of 2 and K has odd class number, K(') is just the eld K. Then
' must be trivial. 20 II. PRELIMINARY RESULTS
5. The Global Duality
We have the commutative diagram:
H
1(K;E[2])  H
1(K;E[2])
!  ! H
2(K;  K)  ! 0
# # #
L
v H
1(Kv;E[2])  H
1(Kv;E[2])
!v  !
L
v H
2(Kv;  K
v)
P
v invv
 ! Q=Z;
where the rst row is also induced from the cup product, the Weil pairing and the
inclusion f1g ,!  K, while both down-arrows are localization map to the direct
sum over all places. That the last square commutes is from the global class eld
theory (see [Tat67], Theorem B). Therefore, for 1, 2 2 H
1(K;E[2]), we have
X

< 1v;2v >Kv= 0: (28)
The assignment ' 7! (['v])v2T0(K) denes the map jT0(K) that ts into the
following exact sequence extending (27)
0  ! Sel2(E=K)  ! Hom(G
(2)
K;T0;E[2])
jT0(K)
 !
Y
v2T0(K)
H
1(Kv;E)[2]: (29)
By Lemma II.3, if ' 2 Hom(G
(2)
K;T0;E[2]), then ['v] = 0, for v 62 T 0(K). We
have the following global duality. For simplicity write A = ET0(K)=2ET0(K), B = Q
v2T0(K) H
1(Kv;E)[2] and (;) =
P
v2T0(K)(;)Kv.
Proposition II.3. Suppose K is a number eld with odd class number. An
element (v)v2T0(K) 2
Q
v2T0(K) H
1(Kv;E)[2] is in the image of jT0(K), if and only if
the sum of local pairings
X
v2T0(K)
(v;P'v)Kv = 0; for all ' 2 Sel2(E=K):
Proof. The groups A and B are dual to each other via (;) (by Proposition
II.1). In particular, we have
dimF2 B = dimF2 A = dimF2 Hom(G
(2)
K;T0;E[2]) (Lemma II.6):
Lemma II.7 says that, via the root map RT0(K), we can view Sel2(E=K) as a sub-
space of A. We need to show that Im(jT0(K)) equals Sel2(E=K)?, the annihilator of
Sel2(E=K). By (28), we see that Im(jT0(K))  Sel2(E=K)?. But, (29) implies that
dimF2 Im(jT0(K)) is the same as that of Sel2(E=K)?. 
Now we prove Lemma I.1.
Proof. (of Lemma I.1) If v 62 T, then L=Q is unramied at v. By Lemma II.3,
we have
H
1(Gal(Lv=Qv);E(Lv)) = 0; for v 62 T: (30)
Then Corollary II.5 says that
E(Qv)=NLv=Qv(E(Lv)) = 0; for v 62 T; (31)5. THE GLOBAL DUALITY 21
as well. Consequently, using the projection E(Q)  ! ET(Q), we can identify
E(Q)=NL=Q(E(L)) with ET(Q)=NL=Q(ET(L)). On the other hand, as T1 is consisting
of some odd place v1 at which L=Q is ramied, we have NLv1=Qv1(E(Lv1)) = 2E(Qv1),
and hence ET(Q)=NL=Q(ET(L)) = ET0(Q)=NL=Q(ET0(L))  E(Qv1)=2E(Qv1).
By Lemma II.7, we know that RT0 is injective and so is RT. Therefore, if (19)
holds, then R is certainly injective. To show the converse holds, we rst note that the
pairing ([ v1];Q)Qv1, for   2 Hom(Gal(L=Q);E[2]) and Q 2 E(Qv1)=2E(Qv1), gives
rise to a duality between Hom(Gal(L=Q);E[2]) and E(Qv1)=2E(Qv1) (see Corollary
II.5). If ' is an element in Sel2(E=Q) such that RT0(') 2 NL=Q(ET0(L))=2ET0(Q),
then, for   2 Hom(Gal(L=Q);E[2]), we have
<  v;'v >Qv= ([ v];P'v)Qv = 0
for v 2 T0 (by Corollary II.5) and v 62 T (by Lemma II.3). This implies
X
v
<  v;'v >Qv=
X
v
([ v];P'v)Qv = ([ v1];P'v1)Qv1:
But, by (28), this sum is zero, and consequently, P'v1 2 NLv1=Qv1(E(Lv1)). Thus, if
R is injective, then we must have ' = 0 and hence (19) holds.
To prove the last statement we take T 0 = T and recall the notation used in
the previous paragraphs. Then we note that since L=Q is unramied outside T,
Lemma II.3 implies that S2(L=Q)  Hom(G
(2)
Q;T;E[2]) and it is indeed the pre-image
of
Q
v2T H
1(Gal(Lv=Qv);E(Lv)) under the map jT in (29). By Proposition II.3, an
element b = (v)v2T 2 B is in the image of jT if and only if it annihilates Sel2(E=Q),
via (;). Also, by Corollary II.5, every class [v] 2 H
1(Qv;E)[2], v 2 T, is contained
in H
1(Gal(Lv=Qv);E(Lv)) if and only if b annihilates NL=Q(ET(L))=2ET(Q)  A.
This shows that S2(L=Q)=Sel2(E=Q) = jT(S2(L=Q))  B is the annihilator of
RT(Sel2(E=Q)) + NL=Q ET(L)=2ET(Q):
In particular, we have
tL = dimF2 A   dimF2 Sel2(E=Q)   dimF2 NL=Q ET(L)=2ET(Q):
Then we complete the proof by noting that dimF2 A = dimF2 ET0(Q)=2ET0(Q) + 2
and NL=Q ET(L)=2ET(Q) = NL=Q ET0(L)=2ET0(Q). CHAPTER III
The Independent Field Extensions
We keep the previous notation and assume that L = Q(
p
d)=Q is an independent
extension. In particular, T1 6= ;. Let   denote the Galois group Gal(L=Q) and write
  = f
;idg.
1. The Norm Map
Recall the norm map
NL=Q : E(L)  ! E(Q):
Since E has good reduction outside T, Lemma II.3 and Lang's theorem together
imply that Y
v62T
E(Qv)  Im(NL=Q);
and hence
E(Q)=NL=Q(E(L)) = ET(Q)=NL=Q(ET(L)): (32)
Lemma III.1. Suppose that L=Q is independent. Then the co-restriction map
Sel2(E=L)  ! Sel2(E=Q)
is the trivial map. In particular, if   2 Sel2(E=L), then 
  =  .
Proof. The second statement follows from the rst, since we have
0 = res(cor( )) =

  +   =

     :
The commutative diagram
ET(L)=2ET(L)  !
L
w2T(L) H
1(Lw;E[2]) ? yNL=Q
? ycor
ET(Q)=2ET(Q)  !
L
v2T H
1(Qv;E[2])
(33)
implies
RT(L) : Sel2(E=L)  ! ET(L)=2ET(L)
# cor  # NL=Q
RT : Sel2(E=Q)  ! ET(Q)=2ET(Q)
From (32), we see that Im(cor) is contained in the kernel of the injection R.

Proposition III.1. Suppose L=Q is independent. Then the restriction map
res : S2(L=Q)  ! Sel2(E=L)
is surjective.
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Proof. For an element   2 Sel2(E=L)  Hom(GL;E[2]), let H = ker( ) and
let K( ) denote the xed eld of H. Lemma III.1 says that if ~ 
 is a lift of 
 to GQ,
then ~ 
H~ 
 1 = H and ~ 
gH~ 
 1 = gH for every g 2 GL. In particular, H is a normal
subgroup of GQ and we have the exact sequence
f1g  ! GL=H  ! GQ=H  ! GQ=GL  ! f1g
with both GL=H and GQ=GL abelian so that GQ=GL commutes with GL=H in the
sense that the lifting of each element of GQ=GL to GQ=H commutes with GL=H.
This together with the fact that GQ=GL =   is cyclic imply that GQ=H is abelian.
Now, K( )=L is an abelian extension with Gal(K( )=L) = GL=H, and   can
be view as an element in Hom(Gal(K( )=L);E[2]). Since   2 Sel2(E=L), Lemma
II.3 implies that K( )=L is unramied at every w 2 T1(L). Consequently, if we
choose a place v 2 T1, then the inertia subgroup Iv of Gal(K( )=Q) has trivial
intersection with Gal(K( )=L). On the other hand, the quadratic extension L=Q is
totally ramied at v, and hence the composition Iv  ! Gal(K( )=Q)  ! Gal(L=Q)
is an isomorphism. Therefore, the group Gal(K( )=Q) is indeed the direct product
of Iv and Gal(K( )=L). Let ~   be the composition
Gal(K
( )=Q)  ! Gal(K
( )=Q)=Iv
  ! Gal(K
( )=L)
 
 ! E[2]:
Then ~   2 Hom(Gal(K( )=Q);E[2]) and res( ~  ) =  . 
2. The Map nL=Q
Suppose   2 Sel2(E=L)  Hom(GL;E[2]) and let K( ) be the xed eld of
ker( ). Then there is an  2 E(K( )) such that
 () =
    (34)
for each  2 GL. Writing P  = (P v)v 2 E(L), we have P  = 2.
Choose a lifting ~ 
 of 
 to GQ and put  = ~ 
 +. Then 2 = NL=Q(2) and the
commutative diagram (33) says if we dene ' 2 Hom(GQ;E[2]) so that
'() :=
   ;
for each  2 GQ, then ' = cor( ), the image of the co-restriction. If   = res( 0)
for some  0 2 S2(L=Q), then ' = cor( ) = 2 0 = 0, and consequently,
 2 E(Q):
The point  depends on the choice of  and ~ 
. A straightforward computation show
that a dierent choice will only cause a dierence by an element in E[2]+NL=Q(E(L)).
This gives rise to a norm map (see (32))
nL=Q : S2(L=Q)  ! E[2]nET(Q)=NL=Q(ET(L)):
If in the above,  0 2 Sel2(E=Q), then  can be chosen so that (34) holds for every
 2 GQ. From this, we deduce that the following lemma:3. THE SELMER GROUPS 25
Lemma III.2. The diagram:
Sel2(E=Q)
R  ! ET(Q)=NL=Q(ET(L))
\ #
S2(L=Q)
nL=Q
 ! E[2]nET(Q)=NL=Q(ET(L))
is commutative.
3. The Selmer Groups
Let K be a number eld. The Kummer exact sequences induce the commutative
diagram of exact sequences:
0  ! E(K)=2n+mE(K)  ! Sel2n+m(E=K)
in+m  ! X(E=K)[2n+m]  ! 0 ? y
? y[2m]
? y2m
0  ! E(K)=2nE(K)  ! Sel2n(E=K)
in  ! X(E=K)[2n]  ! 0;
where the rst down-arrow, induced from the identity map E(K) ! E(K), is sur-
jective and the second is induced from [2m]. Therefore, from the snake lemma, we
have the exact sequence
coker()  ! Sel2n(E=K)=Im([2m])  X(E=K)[2n]=2mX(E=K)[2n+m]:
k
0
This implies the following lemma.
Lemma III.3. Every element   2 Sel2;0(E=K) is 2-divisible in the sense that
for each positive integer m, there is an element  m 2 Sel2m(E=K) so that
[2
m 1]( m) =  :
Lemma III.4. Suppose  0 is an element in S2(L=Q) such that
res( 0) = [2]( 2)
for some  2 2 Sel4(E=L) satisfying cor( 2) = 0. Then nL=Q( 0) = 0.
Proof. Suppose  2 is obtained from H
1(Gal(L0=L);E[4]) for some Galois ex-
tension L0=L and let  be a 1 co-cycle on Gal(L0=L) representing  2. Since  2 2
Sel4(E=L), there is an 2 2 E(L0) so that
() =
2   2;
for every  2 GL. In particular,  := 22 satises (34). The commutative diagram
(similar to (33))
ET(L)=4ET(L)  !
L
w2T(L) H
1(Lw;E[4]) ?
yNL=Q
?
ycor
ET(Q)=4ET(Q)  !
L
v2T H
1(Qv;E[4]);
(35)
implies that if we choose a lifting ~ 
 of 
 to GQ and put 2 = ~ 
2 +2, then the class
'2 := [0] 2 H
1(Q;E[4]) of the 1 co-cycle
0() :=
2   2 2 E[4]; for all  2 GQ;26 III. THE INDEPENDENT FIELD EXTENSIONS
is nothing but cor( 2). Because cor( 2) = 0, there is a point Q 2 E[4] such that
2 2 Q + E(Q). This implies that  := 22 2 E[2] + 2E(Q) and hence, by the
denition, nL=Q( 0) = 0. 
Recall that S2;0(L=Q) is the pre-image of Sel2;0(E=L) under the restriction map.
Proposition III.2. Suppose L=Q is independent. Then we have
Sel2(E=Q) \ S2;0(L=Q) = Sel2;0(E=Q):
Proof. Let  0 2 Sel2(E=Q) \ S2;0(L=Q) and let   =  1 = res( 0). By Lemma
III.3, for each positive m, there is an  m 2 Sel2m(E=L) such that [2]( m) =  m 1.
Write 'm 1 = cor( m) 2 Sel2m(E=Q). Then ' 1 = cor(res( 0)) = 0, and hence
[2m 1]('m 1) = 0. By the exact sequence
H
1(Q;E[2
m 1])  ! H
1(Q;E[2
m])
[2m 1]  ! H
1(Q;E[2])
induced from
0  ! E[2
m 1]  ! E[2
m]
[2m 1]
 ! E[2]  ! 0;
we can assume that each 'm 1 is contained inside Sel2m 1(E=Q). In particular, we
have '0 2 Sel2;0(E=Q). In view of this, we see that to prove the proposition, we are
allowed to replace  k with  k   'k, for k = 0;:::, at the beginning, and by doing
so, we can assume that '1 = 0. Then Lemma III.2 and Lemma III.4 imply that
R( 0) = (P), for some P 2 E[2]. Since L=Q is independent, we must have
 0 2 E(Q)=2E(Q)  Sel2;0(E=Q)  Sel2(E=Q):

4. The First Main Result
In this section, we put the previous results together to establish our rst main
result. Recall that tL = dimF2 S2(L=Q)=Sel2(E=Q) (see (12)).
Theorem III.1. Suppose L = Q(
p
d) is an independent extension over Q. If
tL = 2, then the quadratic twist Ed has trivial rank over Q. If tL = 3 and the Parity
Conjecture holds for Ed over Q, then rk(Ed(Q)) = 1.
Proof. By Corollary II.1, we have tL;0 = tL. Therefore, if tL = 2, then (13)
implies that rk(E(L)) = rk(E(Q)), and hence rk(Ed(Q)) = 0.
The 2-divisible group X(E=L)2;1 equals the direct sum
X(E=L)
+
2;1
M
X(E=L)
 
2;1;
where X(E=L)
+
2;1 (resp. X(E=L)
 
2;1) is the 1 (resp.  1) eigen-space of the action
of   = Gal(L=Q) in the sense that it is the maximal subgroup such that the action
of   is just the multiplication by 1 (resp.  1). Since Ed is the quadratic twist, we
have
X(Ed=L)
1
2;1 = X(E=L)
1
2;1:4. THE FIRST MAIN RESULT 27
Also, from the exact sequence (which is a part of the Hochschild-Serre spectral
sequence, see [CaE56])
H
1( ;E(L))
inf  ! H
1(Q;E)
res  ! H
1(L;E)
   ! H
2( ;E(L))
and the niteness of the groups H
i( ;E(L)), i = 1;2, we see that the 2-divisible
group X(E=L)
+
2;1 = X(E=L) 
2;1 must be obtained from H
1(Q;E). Since the local
cohomology group
L
v H
1( v;E(Lv)) is nite (see Lemma II.3) and X(E=L)
+
2;1 is
2-divisible, we can deduce that the Z2 co-rank of X(E=L)
+
2;1 (that is, the Z2-rank of
Hom(X(E=L)
+
2;1;Q=Z)) is the same as that of X(E=Q)2;1. By the same argument,
we can also say that Z2 co-rank of X(E=L)
 
2;1 is the same as that of X(Ed=Q)2;1.
If tL = 3, then from (13) again, we deduce that either rk(Ed(Q)) = 1 or the
Z2 co-rank of X(Ed=Q)2;1 equals 1 (see (8)). Thus, if the Parity Conjecture for Ed
over Q holds, then we must have rk(Ed(Q)) = 1. CHAPTER IV
The Local Symbols
In this chapter, we shall dene, for each v 2 T0 n f2g, a group homomorphism
v : E(Qv)=2E(Qv)  ! fv;
where
fv ' E(Qv)=NLv=Qv(E(Lv))
for a particular quadratic extension Lv=Qv. Then we dene the local symbol
f'g := v(P'v);
for each ' 2 Sel2(E=Q). Also, we denote
Nv = NLv=Qv(E(Lv)): (36)
1. The Archimedean Place
Suppose v = 1. Then Qv = R and we take Lv = C. Also, since E[2]  E(Qv),
the topological group E(Qv) = E(R) has two components and NC=R(E(C)) is just
the identity component of E(R). Therefore, E(Qv)=NLv=Qv(E(Lv)) ' Z=2Z. Let
v be the composition
E(Qv)=2E(Qv)  ! E(Qv)=NLv=Qv(E(Lv))
  ! F2:
Suppose an element [P] 2 E(Qv)=2E(Qv) is obtained from a point P = (;) 2
E(Qv). Then we have
v([P]) =
(
0 2 F2; if   b;
1 2 F2; otherwise:
(37)
From this, we see that v([P]) = 0 if and only if P 2 2E(Qv). Therefore, we have
the following:
Lemma IV.1. An element ' 2 Sel2(E=Q) has local symbol f'g1 = 0 if and
only if '1 is unramied.
2. The Split Multiplicative Places
The main reference of this as well as next section is [Sil86], section C.14. Sup-
pose v is an odd place at which E has split multiplicative reduction. Then over Qv,
E is isomorphic to the Tate curve with some period Qv 2 Q
v so that
E( Qv) '  Q

v=Q
Z
v (38)
as GQv-modules. For an z 2  Q
v, let Pz 2 E( Qv) denote the point corresponding to
z modulo QZ
v (the Tate's uniformization).
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Let Lv=Qv be the unique unramied quadratic extension. As E[2]  E(Qv), we
have p
Qv 2 Q

v:
In particular, Qv = (
p
Qv)2 2 NLv=Qv(L
v), and hence
NLv=Qv E(Lv) ' NLv=Qv(L

v)=Q
Z
v:
This shows that E(Qv)=NLv=Qv E(Lv) ' Q
v=NLv=Qv(L
v) ' Z=2Z. Also, since
Lv=Qv is unramied, the local unit group Z
v is contained in NLv=Qv(L
v). There-
fore, an z 2 Q
v is contained in NLv=Qv(L
v) if and only if the valuation ordv(z) is
even, or equivalently, the extension Qv(
p
z)=Qv is unramied. Since, by the isomor-
phism (38), Qv(
p
z) is the same as the eld generated by the coordinates of one
(and hence all) of the 2-division points of Pz, we see that Pz 2 E(Qv) is in the
norm NLv=Qv E(Lv) if and only if some of its 2-division points is rational over an
unramied extension of Qv
For a point P = (;) 2 E(Qv), we use the formula in Section II.2 to compute
a 2-division point Q = (x;y) of P. Then we dene v so that for the class [P] 2
E(Qv)=2E(Qv),
v([P]) =
(
0 2 F2; if Qv(x;y)=Qv is unramied;
1 2 F2; otherwise:
(39)
In view of this, we have the following lemma.
Lemma IV.2. Suppose v is an odd place at which E has split multiplicative
reduction. An element ' 2 Sel2(E=Q) has local symbol f'gv = 0 if and only if
'v is unramied. In this case the reduction at v of '([v]) 2 E[2], where [v] is the
Frobenius element at v, is a smooth point on  E, the reduction curve of E.
Proof. To prove the last statement, we note that '([v]) = Pz for some z 2 Z
v.
That the reduction of such point is smooth is well known for Tate's uniformization
(see [Sil86], theorem C.14.1(c)). 
3. The Non-Split Multiplicative Places
Suppose v is an odd place at which E has non-split multiplicative reduction
and let Lv=Qv be the unique unramied quadratic extension. Then Lv = Qv(
p
)
for some non-square local unit  2 Z
v n (Z
v)2 and the quadratic twist E has split
multiplicative reduction at v. Thus, as an abstract group, we have
E(Lv) = E(Lv): (40)
Also, since E is the -twist of E and Lv = Qv(
p
), for the natural action of the
Galois group Gal(Lv=Qv) =: f;idg on E(Lv), we have
E(Qv) = fP 2 E(Lv) j P +
P = 0g; (41)
and
NLv=Qv(E(Lv)) = fP 2 E(Lv) j P =
Q   Q; for some Q 2 E(Lv)g: (42)4. THE POTENTIAL GOOD ADDITIVE PLACES 31
This shows that E(Qv)=NLv=Qv(E(Lv)) = H
1(Gal(Lv=Qv);E(Lv)) which, by Corol-
lary II.5, is the dual group of E(Qv)=NLv=Qv(E(Lv)). Therefore, from the discus-
sion in the previous section, we can deduce that
E(Qv)=NLv=Qv(E(Lv)) ' Z=2Z:
We can explicitly describe the group NLv=Qv(E(Lv)) as follow. Let P = (;) 2
E(Qv). Then P 0 = (;3=2) 2 E(Lv) is the corresponding point under the
identication (40). Here as usual, the dening equation for E is
y
2 = x(x   a)(x   b):
Lemma IV.3. The following conditions are equivalent:
(a) P 2 NLv=Qv(E(Lv)).
(b) P 0 = Pz with z = t=t for some t 2 L
v.
(c) P 0 = Pz with z 2 O
Lv.
(d) The reduction  P 0 is a smooth point on  E
(e) The reduction  P is a smooth point on  E.
Proof. That (a) () (b) is from (42), and (b) () (c) is from (41) as well as
Hilbert's Theorem 90. Also, (c) () (d) is by [Sil86], theorem C.14.1(c)), and (d)
() (e) is obvious. 
Then we dene v so that for the class [P] 2 E(Qv)=2E(Qv),
v([P]) =
(
0 2 F2; if the reduction  P is a smooth point on  E;
1 2 F2; otherwise:
(43)
Lemma IV.4. Suppose v is an odd place at which E has non-split multiplicative
reduction. An element ' 2 Sel2(E=Q) has local symbol f'gv = 0 if and only if 'v is
unramied and the point '([v]) 2 E[2], where [v] is the Frobenius element at v, has
smooth reduction.
Proof. Write P 0
' = Pz 2 E(Lv) for the point corresponding to P'. The local
symbol f'gv = 0 if and only if z can be chosen in O
Lv, or equivalently, the eld
extension Qv(
p
z)=Qv is unramied and [v]p
z
p
z = uQm
v where u is a local unit
and m 2 Z.

4. The Potential Good Additive Places
Suppose v is an odd place at which E has additive reduction so that its v-
twist Ev, for some prime element v, has good reduction. Since, for every u 2
Z
v, Euv = (Ev)u also has good reduction, we see that if Lv=Qv is a ramied
quadratic extension with Lv = Qv(
p
), then E has good reduction. In this case,
the equalities (40), (41), (42) also hold, and hence the group E(Qv)=NLv=Qv(E(Lv))
is dual to the cohomology group H
1(Gal(Lv=Qv);E(Lv)). We claim that in this
case, E(Qv)=NLv=Qv(E(Lv)) ' E[2].32 IV. THE LOCAL SYMBOLS
Since v is odd, the formal group b E(OLv) is divisible by 2, and from the exact
sequence
0  ! b E(OLv)  ! E(Lv)  !  E(Fv)  ! 0
induced from the reduction map, where Fv is the residue eld, we deduce that
H
1(Gal(Lv=Qv);E(Lv)) ' H
1(Gal(Lv=Qv);  E(Fv)):
The Galois group Gal(Lv=Qv) acts trivially on Fv, as Lv=Qv is totally ramied.
Therefore, H
1(Gal(Lv=Qv);  E(Fv)) is isomorphic to E[2] and the claim is proved.
Then we make another claim that E(Qv)=2E(Qv) ' E[2], too. To see this, we
apply the exact sequence ([Sil86], VII, x2)
0  ! b E(Zv)  ! E0(Qv)  !  Ens(Fv)  ! 0;
where  Ens(Fv) ' Fv is the subgroup consisting of non-singular points. It implies
that E0(Qv) is 2-divisible. On the other hand, the Kodaira and N eron's theorem (see
[Sil86],p. 183 Theorem 6.1) implies that E(Qv)=E0(Qv) is a nite group of order at
most 4. Since E[2] is a subset of E(Qv), we have E0(Qv) = 2E(Qv) and the claim
is proved.
The above two claims together imply E(Qv)=2E(Qv) ' E(Qv)=NLv=Qv(E(Lv)),
if Lv=Qv is ramied. Suppose Lv=Qv is the unramied quadratic extension. Then
over Lv, our elliptic curve E also has additive reduction, and an argument similar to
the above one shows that E0(Lv) is two divisible and E(Lv)=2E(Lv) ' E[2]. Then
we also have E(Qv)=NLv=Qv(E(Lv)) = E(Qv)=2E(Qv). We summarize as follow.
Lemma IV.5. If Lv=Qv is a quadratic extension, then
NLv=Qv(E(Lv)) = E0(Qv) = 2E(Qv)
and the composition
E[2]  ! E(Qv)  ! E(Qv)=NLv=Qv(E(Lv))
is an isomorphism.
We let fv = E[2] and dene v so that for the class [P] 2 E(Qv)=2E(Qv),
v([P]) = A 2 E[2]; if the reduction P   A is a smooth point on  E:
Thus, for ' 2 Sel2(E=Q), the local symbol f'gv = 0 if and only if P'v 2 2E(Qv).
Hence, we have the following:
Lemma IV.6. Suppose v is an odd place at which E has potential good additive
reduction. An element ' 2 Sel2(E=Q) has local symbol f'gv = 0 if and only if
'v = 0.
5. The map s
For simplicity, denote
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In the previous sections, we have dened, for each v 2 T00, the groups Nv  E(Qv),
fv ' E(Qv)=Nv and the local symbol f'g. Now, we set
f =
M
v2T00
fv
and dene
s : Sel2(E=Q)  ! f;
by putting s(') = (f'g)v2T00 2 f for each ' 2 Sel2(E=Q).
Lemma IV.1, Lemma IV.2, Lemma IV.4, and Lemma IV.6 together imply the
following:
Lemma IV.7. If ' 2 Sel2(E=Q) with f'gv0 = 0 for some v0 2 T00, then ' is
unramied at v0.
Corollary IV.1. The kernel of s is contained in Hom(Gal(Q(
p
2)=Q);E[2]).
6. The d-Twist of E for d = p or d = pq
In this section, we assume that the integers a and b in the dening equation (1)
have at most one odd common prime factor. Let q denote such prime, if it exists.
We shall consider the d-twist of E with either d = p or d = pq for some p 62 T0.
Note that if q exists, then E has potential good additive reduction at q and we
are in the situation of Section IV.4. In particular, the map that sends each P 2 E[2]
to the local symbol f'Pgq is an isomorphism
E[2] ' E(Qq)=2E(Qq):
Write
Sel2(E=Q)
 = f' 2 Sel2(E=Q) j f'gq = 0g
and
T

00 = T00 n fqg:
If q does not exist, we denote Sel2(E=Q) = Sel2(E=Q) and T 
00 = T00. In either
case, let s denote the composition
Sel2(E=Q)
 s  ! f  ! f
 :=
Y
v2T
00
fv
where the last arrow is the projection.
Assume that s is injective. Then so is s. For each subset   T 
00, set
f :=
Y
v2
fv  f
:
By the Gaussian elimination, we can nd a subset 0  T 
00 so that f0, considered
as a subspace of f, forms a direct summand of the image Im(s). Namely, we have
Im(s
) \ f0 = f0g; and Im(s
) + f0 = f
: (44)
Let L = Q(
p
d). In this case, we have T = T0 [ fpg. Suppose d is chosen so that
0 [ f2g = fv 2 T j L=Q splits at vg: (45)34 IV. THE LOCAL SYMBOLS
For each v 2 T0 n(0 [f2g), we recall the notation in the previous sections and put
Lv = Lv. Then NLv=Qv(E(Lv)) = Nv. For v 2 0 [ f2g, we have NLv=Qv(E(Lv)) =
E(Qv). Thus, the condition (44) actually implies that the equality (19) holds so
that
Im(RT0) + (NL=Q(ET0(L))=2ET0(Q)) = ET0(Q)=2ET0(Q):
By Lemma I.1, the extension L=Q is independent and tL = 2, and Theorem III.1
says that Ed has rank zero over Q. For v 2 T00, x 2 Z, let (x
v) denote the Lengendre
symbol in the sense that if v = 1, then (x
v) = 1 for x > 0 and (x
v) =  1 for x < 0.
Then the condition (45) is equivalent to
d  1 (mod 8);

d
v

= 1; for v 2 0; and

d
v

=  1; for v 2 T

00 n 0: (46)
In the above condition, the value of the symbol ( d
1) determines the sign of d,
and others give congruent conditions for p. Obviously, the density of positive prime
numbers p satisfying these congruent conditions is (1
2)m(E)+1.
Assume that s is injective but not surjective. Then our 0 is non-empty, and
we choose a subset 1  0 so that j1j = j0j   1. An argument similar to the
above shows that if L = Q(
p
d) with d satisfying the condition
d  1 (mod 8);

d
v

= 1; for v 2 1; and

d
v

=  1; for v 2 T

00 n 1; (47)
then L=Q is an independent extension and we have tL = 3. Hence, by Theorem III.1,
if the Parity Conjecture holds for Ed over Q, then then rk(Ed(Q)) = 1. Again, the
condition (47) not only determines the sign of d but also denes a set of congruent
conditions for positive prime numbers of density (1
2)m(E)+1. We summarize the above
discussion as follows.
Proposition IV.1. Suppose s is injective and 0 is chosen so that (44) holds.
Then for d = p or d = pq satisfying the condition (46), the d-twist Ed has zero
rank over Q. Furthermore, if s is not surjective and 1 is a subset of 0 with
cardinality less by one, then for d = p or d = pq satisfying the condition (47),
the d-twist Ed should have rank one over Q unless the Parity Conjecture fails to hold
for Ed over Q. In both cases, the set of prime number p satisfying the corresponding
conditions has density (1
2)m(E)+1.
7. An Example
Let the elliptic curve E=Q given by the Weierstrass equation
E : y
2 = x(x   15)(x   77):
Then
T0 = f1;2;3;5;7;11;31g
E[2] = fO;P0 = (0;0);P15 = (15;0);P77 = (77;0)g:
For nite place v, let pv be the corresponding prime number. For innite place
1, let p1 =  1. The eld Q
(2)
T0 dened in the Section II.4 is generated by
p
pv7. AN EXAMPLE 35
where v 2 T0. Let G
(2)
Q;T0 be the Galois group of Q
(2)
T0 over Q. For v 2 T0 we choose
v 2 G
(2)
Q;T0 such that
v(
p
p) =

 
p
p , if p = pv p
p , if p 6= pv.
Then G
(2)
Q;T0 is generated by fv j v 2 T0g. As in (26), we choose the set
AT0 := f(
p
pv;P0); (
p
pv;P15) j v 2 T0g:
Then
(
p
v;P0)(p) =

P0 , if p = pv
O , if p 6= pv.
In order to compute Sel2(E=Q), we need to nd B in (25). For each v 2 T0, let
Q
(2)
v be the maximal abelian extension of Qv with exponent 2 and G
(2)
v the Galois
group of Q
(2)
v =Qv. If v = 1, then G
(2)
1 is generated by 1. When v is odd, let v
be the non-trivial element in G
(2)
v which xes Qv(
p
v). Then G
(2)
v is generated by v
and v. When v is even, let  1 (resp. 3) be the non-trivila element in G
(2)
2 xed p
2 and
p
3 (resp.
p
2 and
p
 1). Then G
(2)
2 is generated by 2,  1 and 3. Since
Bv is contained in Hom(G
(2)
v ;E[2]), we use the method described in the Section II.2
and list in the following tabel.
Table IV.1 Bv
No. v v
3:1 O P77
3:2 P77 O
5:1 O P77
5:2 P77 P0
7:1 O P15
7:2 P15 P0
11:1 O P15
11:2 P15 P0
31:1 O P0
31:2 P0 P15
Table IV.2 B2
No. 2  1 3
2:1 P0 P15 P77
2:2 O O P15
2:3 P0 P77 O
Now, we use the Proposition II.2 to compute the values of the pairings and list it in
the following table.36 IV. THE LOCAL SYMBOLS
Table IV.3
2:1 2:2 2:3 3:1 3:2 5:1 5:2 7:1 7:2 11:1 11:2 31:1 31:2
(
p
 1;P0) 0 1
2
1
2 0 1
2 0 0 0 1
2 0 1
2 0 0
(
p
 1;P15)
1
2 0 1
2 0 1
2 0 0 0 0 0 0 0 1
2
(
p
2;P0)
1
2
1
2 0 0 1
2 0 1
2 0 0 0 1
2 0 0
(
p
2;P15)
1
2 0 0 0 1
2 0 1
2 0 0 0 0 0 0
(
p
3;P0) 0 1
2
1
2
1
2
1
2 0 1
2 0 1
2 0 0 0 0
(
p
3;P15) 0 0 0 1
2
1
2 0 1
2 0 0 0 0 0 1
2
(
p
5;P0) 0 0 0 0 1
2
1
2 0 0 1
2 0 0 0 0
(
p
5;P15)
1
2 0 1
2 0 1
2
1
2
1
2 0 0 0 0 0 0
(
p
7;P0) 0 1
2
1
2 0 0 0 1
2
1
2
1
2 0 1
2 0 0
(
p
7;P15)
1
2 0 1
2 0 0 0 1
2 0 1
2 0 0 0 0
(
p
11;P0) 0 1
2
1
2 0 1
2 0 0 0 0 1
2
1
2 0 0
(
p
11;P15) 0 0 0 0 1
2 0 0 0 0 0 1
2 0 1
2
(
p
31;P0) 0 1
2
1
2 0 0 0 0 0 1
2 0 0 0 1
2
(
p
31;P15)
1
2 0 1
2 0 0 0 0 0 0 0 0 1
2
1
2
Let
V = f(x')'2AT0 j
X
'2AT0
x'' 2 Sel2(E=Q)g  F
14
2
be the solutions to the system of linear equations over F2
X
'2AT0
< 'v; v >Qv x' = 0;  v 2 Bv;v 2 T0:
A basis for V and the corresponding element in Sel2(E=Q) are listed in following.
Table IV.4
No. 1 2 3 4
(
p
 1;P0) 1 1 1 0
(
p
 1;P15) 0 0 0 0
(
p
2;P0) 1 1 0 0
(
p
2;P15) 0 0 0 0
(
p
3;P0) 0 0 1 1
(
p
3;P15) 0 0 1 1
(
p
5;P0) 1 0 0 0
(
p
5;P15) 1 0 0 0
(
p
7;P0) 0 0 0 0
(
p
7;P15) 0 1 0 0
(
p
11;P0) 0 0 0 0
(
p
11;P15) 0 0 1 0
(
p
31;P0) 0 0 0 1
(
p
31;P15) 0 0 0 0
Table IV.5
No. 1 2 3 4
1 P0 P0 P0 O
2 P0 P0 O O
3 O O P77 P77
5 P77 O O O
7 O P15 O O
11 O O P15 O
31 O O O P07. AN EXAMPLE 37
Now, we need to determine the local symbols for the generators listed above.
For an odd place v in T0, the Frobenius element [v] at v is given by
[v] =
X
p
p;
where p runs through T0 with Legendre symbol
 p
v

=  1. Thus we may use the
Lemma IV.1, IV.2 and IV.4 in the above sections to determine the local symbols.
Table IV.6
No. 1 3 5 7 11 31
1 1 0 1 0 0 0
2 1 0 0 1 0 0
3 1 1 0 0 1 0
4 0 1 0 0 0 1
From the above table, we see that map s is injective but not surjective and Im(s) is
a subspace of f with dimension 4. Thus the set 0 satisfying condition (44) contains
two elements. The above table tell us that the choice of 0 is not unique, but an
arbitrary choice of two elements of T00 might not work. If we choose 0 consisting
of 1 and 31, then the condition (46) tell us that S0 in Main Theorem I consists of
the primes p satisfying
 p
3

=
 p
5

=
 p
7

=
  p
11

=  1   p
31

= 1
p  1 mod 8;
and "0 = 1. When 0 consists of 1 and 3, we may choose that S0 consists of the
primes p satisfying
 p
5

=
 p
7

=
  p
11

=
  p
31

=  1  p
3

= 1
p  1 mod 8;
and "0 = 1. Thus the density of S0 is at least (1
2)m(E)+1.
For the set S1 in Main Theorem I, we choose 1 so that 1 consists of 1. Then
the condition (47) tell us that S1 consists of the primes p satisng
 p
3

=
 p
5

=
 p
7

=
  p
11

=
  p
31

=  1
p  1 mod 8; (48)
and "1 = 1. The Main Theorem I implies that if p is an element in S1 so that the
Parity Conjecture holds for Ep=Q, then Ep has rank 1 over Q. For example, we nd
three primes 17, 1097 and 4457 satisfying the condition (48) and list the curves and
points with innite order in the following.
 p = 17
{ E17 : y2 = x(x   255)(x   1309)
{ (17493;2209116)
 p = 1097
{ E1097 : y2 = x(x   16455)(x   84469)38 IV. THE LOCAL SYMBOLS
{ (19874174293991588311797
70557598472000809 ; 2274823994119540883954733398081412
18741989309475259908083627 )
 p = 4457
{ E4457 : y2 = x(x   66855)(x   343189)
{ (50492119267754085453
146019164977921 ; 27953176195024774075593726564
1764472080507635918719 )CHAPTER V
The Proof of the Main Theorem
In this chapter, we complete the proof of our Main Theorem I. According to
Proposition IV.1, if the local symbols map s is injective but not surjective, then the
theorem is proved. But this condition does not always hold, as shown in the case
of congruent curve. Our strategy is to nd a prime number q 62 T0, so that for the
q-twist Eq, the associated local symbols map,
s
(q) : Sel2(Eq=Q)  ! f
(q);
is injective but not surjective. Then we can complete the proof of the Main Theorem
I, by applying Proposition IV.1 again, taking the pq twist of Eq, which is the same
as Ep. Thus, it is enough for us to prove the following:
Proposition V.1. Let E=Q be an elliptic curve dened by the Weierstrass
equation
y
2 = x(x   a)(x   b);
with a;b 2 Z, 0 < a < b and (a;b) = 1 or 2. Then there exists an odd prime number
q, relatively prime to ab(b a), so that the local symbols map s(q) is injective but not
surjective.
For the rest of this Chapter, we assume that E is dened as in the proposition.
1. The Injectivity of s(q)
By Corollary IV.1, the kernel of s(q) is contained in Hom(Gal(Q(
p
2)=Q);Eq[2]).
On the other hand, since Eq has potential good additive reduction at q, an element
' 2 Sel2(Eq=Q) has local symbol f'gq = 0 if and only if P'q 2 2Eq(Qq) (see Section
IV,4), or equivalently, the extension K(')=Q splits at q. However, the extension
Q(
p
2)=Q only splits at odd primes that are congruent to 1 modulo 8. Therefore,
we have proved the following:
Lemma V.1. If q is a prime number relatively prime to ab(b   a) with
q  3 (mod 8);
then the map s(q) is injective.
2. The Non-surjectivity of s(q)
Let q be congruent to 3 modulo 8 so that by Lemma V.1, the map s(q) is
injective. Write T
(q)
00 = T00 [ fqg and f(q) =
Q
v2T
(q)
00 f
(q)
v .
Suppose that s(q) is surjective and let   Sel2(Eq=Q) denote the pre-image of
f
(q)
q considered as a subspace of f(q). Then by Lemma IV.5, we have  ' Eq[2], and
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hence jj = 4. Lemma IV.7 implies that each element in  is unramied outside
f2;qg, and hence
  Hom(Gal(Q(
p
2;
p
q)=Q);Eq[2]):
Suppose the extension Q(
p
2;
p
q)=Q is inert at a nite place v 2 T00 and let
[v] 2 Gal(Q(
p
2;
p
q)=Q be the Frobenius element. Let K  Q(
p
2;
p
q) be the xed
eld of the decomposition subgroup < [v] > of Gal(Q(
p
2;
p
q)=Q).
Lemma V.2. Let the notation be as above. Then there exists a proper subgroup
D  E[2] such that for each ' 2 , we have '([v]) 2 D.
Proof. Since Eq has multiplicative reduction at v, by Lemma IV.2 and Lemma
IV.4, for each ' 2 , the point '([v]) has smooth reduction at v. Let D be the
subgroup of Eq[2] consisting of points with smooth reduction. Then jDj = 2. 
Since jj = 4 and jDj = 2, there exists a non-trivial element ' 2  such that
'([v]) = O. Hence we have a non-trivial ' 2 \Hom(Gal(K=Q);Eq[2]). Note that
K = Q(
p
2), Q(
p
q) or Q(
p
2q).
Since E has good reduction at q, for the reduction curve  E, we have
j  E(Fq)j = 1 + q   ;
for some integer  of absolute value not greater than 2
p
q. Let  E0=Fq denote the
quadratic twist  E. Then we have
j  E
0(Fq)j = 1 + q + :
Consider the composition
jq : Hom(Gal(K=Q);Eq[2]) ,! H
1(Q;Eq[2])  ! H
1(Q;Eq)  ! H
1(Qq;Eq);
where the rst arrow is the natural embedding, the second is induced from the
inclusion Eq[2]  Eq(  Q) and the last is the localization map.
Lemma V.3. Let the notation be as above. Then the following are true:
(a) If K = Q(
p
2), then jq is injective.
(b) If K = Q(
p
q) and j  E(Fq)j  4 mod 8, then jq is injective.
(c) If K = Q(
p
2q) and j  E0(Fq)j  4 mod 8, then jq is injective.
Proof. For a local eld K of residual characteristic q, the topological group
Eq(K) = A  B where A is a compact q-group and B is a nite discrete group. We
will simply call the Sylow 2-subgroup of B the 2-part of Eq(K).
Suppose K = Q(
p
2). Then the extension K=Q is inert at q. Therefore, Eq=Kq
has additive reduction and the the 2-part of Eq(Kq) is Eq[2] (Lemma IV.5). In par-
ticular, the natural map Eq(Qq)=2Eq(Qq)  ! Eq(Kq)=2Eq(Kq) is an isomorphism.
This implies the injectivity of jq.
Suppose K = Q(
p
q). Then the extension K=Q is totally ramied at q and
Eq=Kq has good reduction and as groups Eq(Kq) and E(Kq) are isomorphic. Thus,
the 2-parts of Eq(Kq), E(Kq) and  E(Fq) are isomorphic. The condition of the lemma
implies that the 2-part of Eq(Kq) equals Eq[2]. Then we also deduce that the natural2. THE NON-SURJECTIVITY OF s
(q) 41
map Eq(Qq)=2Eq(Qq)  ! Eq(Kq)=2Eq(Kq) is an isomorphism and hence the map
jq is injective.
Finally, if K = Q(
p
2q), then the reduction of Eq=Kq equals  E0. A similar
argument also leads to the injectivity of jq. 
Lemma V.4. Let q be a prime number congruent to 3 modulo 8. Then the
map s(q) is not surjective, if there is a prime number l j ab(a   b) satisfying one of
the following conditions:
(a) l  1 (mod 8),
 q
l

=  1.
(b) l  3 (mod 8), q  3 (mod 8),
 q
l

=  1, and j  E(Fq)j  4 (mod 8).
(c) l  3 (mod 8), q  5 (mod 8),
 q
l

=  1, and j  E(Fq)j  0 (mod 8).
(d) l  3 (mod 8),
 q
l

= 1, and j  E(Fq)j  4 (mod 8).
Proof. Suppose that s(q) is surjective. Take v = l and let , K, D and ' be
as in Lemma V.2. Then K=Q splits at v and hence the residue class of l modulo 8
determines K, since K is an intermediate eld of the extension Q(
p
2;
p
q)=Q.
Suppose (a) holds. Then K = Q(
p
2) and Lemma V.3 implies that ' can not
be contained in Sel2(Eq=Q), a contradiction. If either (b) or (c) holds, then K =
Q(
p
2q) and j  E0(Fq)j  4 (mod 8). Then Lemma V.3 also leads to a contradiction.
Again, if (d) holds, then K = Q(
p
q) and Lemma V.3 can be applied to get a
contradiction. 
Write P0 = (0;0);Pa = (a;0);Pb = (b;0) 2 E[2] and let Q0 (resp. Qa, Qb)
denote a 2-division point of P0 (resp. Pa, Pb). From the two division point for-
mula given in Section II.2, we see that Q0 (resp. Qa, Qb) is contained in E(Q),
if and only if the eld Q(
p
 a;
p
 b) (resp. Q(
p
a;
p
a   b), Q(
p
 (a   b);
p
b))
equals Q. Also, the reduction of Q0 (resp. Qa, Qb) at q is in  E(Fq) if and only
if the eld Fq(
p
 a;
p
 b) (resp. Fq(
p
a;
p
a   b), Fq(
p
 (a   b);
p
b)) equals Fq.
Thus, the condition j  E(Fq)j  4 (mod 8) is equivalent to that none of the elds
Fq(
p
 a;
p
 b), Fq(
p
a;
p
a   b) and Fq(
p
 (a   b);
p
b) equals Fq.
Lemma V.5. Except for the cases (a;b) = (1;2) or (2;4), there always exists
odd prime q 62 T0 with q  3 (mod 8), so that the map s(q) is not surjective.
Proof. Unless (a;b) = (1;2) or (2;4), there always exists some odd prime l
dividing ab(b   a). If there is an l with l  1 (mod 8), then we only need to
choose q with
 q
l

=  1 to have the condition (a) of Lemma V.4 hold. Also, if one
of Q0, Qa, Qb is in E(Q), then j  E(Fq)j  0 (mod 8). We only need to nd q so that
q  5 (mod 8) and
 q
l

=  1. Then the condition (c) of Lemma V.4 holds.
It is remained to prove for the case where E(Q) \ E[21] = E[2] and every odd
prime number l j ab(b   a) is congruent to 3 modulo 8. For i = 0, a, b, denote
Ki = Q(Qi). Consider the following three mutual exclusive cases:
(1) There exists some i 2 f0;a;bg so that
p
2 62 Ki(
p
 1) and
p
l 62 Ki(
p
 1)
for some odd prime divisor l of ab(b   a).
(2) The number
p
2 is contained in K0(
p
 1) \ Ka(
p
 1) \ Kb(
p
 1).42 V. THE PROOF OF THE MAIN THEOREM
(3) There exists some Ki(
p
 1) that does not contains
p
2 and every such
Ki(
p
 1) contains
p
l for all odd prime divisor l of ab(b   a).
Suppose (1) holds. Then there exists an element
 2 Gal(Ki(
p
 1;
p
2;
p
l)=Ki(
p
 1))  Gal(Ki(
p
 1;
p
2;
p
l)=Q)
so that the restrictions of  to Q(
p
2) (resp. Q(
p
l)) is a non-trivial automorphism of
the eld. By the density theorem, there is a prime number q so that the Frobenius
element [q] 2 Gal(Ki(
p
 1;
p
2;
p
l)=Q) equals . Then q splits completely over
Ki(
p
 1)=Q and q is inert over Q(
p
2)=Q and Q(
p
l)=Q. Consequently,
 
2
q

=  1
and
 
 1
q

= 1, and hence q  5 (mod 8). Also, as the residue eld of Ki at q equals
Fq, we have j  E(Fq)j  0 (mod 8). Therefore, the condition (c) of Lemma V.4 holds,
since
 q
l

=
 
l
q

=  1.
Suppose (2) holds. Choose an odd divisor l of ab(b   a) and let q be a prime
number so that q  5 (mod 8) and
 q
l

= 1. Since
p
2 is in Ki(
p
 1) for all i, we
have that
p
2 or
p
 2 is in Ki for each i. This implies that the equation x4  4 = 0
has at least an solution in the residue eld of each Ki. Therefore, none of these
residue eld equals Fq, and consequently, j  E(Fq)j  4 (mod 8). We see that the
condition (d) of Lemma V.4 holds.
Suppose the condition (3) holds. Note that Ki = Q(
p
;
p
) where ,  2
fa;b;(a   b)g. Therefore, we must have
fa;b;b   ag = f2
n0;l
n1
1 ;l
n2
2 g; n1 > 0:
Furthermore, we know that n0 must be odd, for otherwise we shall deduce the
contradiction that neither
p
2 nor
p
l1 are contained in Q(
p
 1;
p
2n0;
p
l
n2
2 ). Also,
n1 is odd, since
p
l1 2 Q(
p
 1;
p
l
n1
1 ;
p
l
n2
2 ). Then it follows that l1  l
n1
1 (mod 8)
and if n2 = 0, n0  3, then l1  1 (mod 8), a contradiction. Thus, if n2 = 0, then
either (a;b) = (1;3), or (a;b) = (2;3).
First, let us assume that n2 > 0. We shall show that it is enough to choose q
so that
q  3 (mod 8) and

q
l1

=

q
l2

= 1: (49)
The above condition implies at l!, ! = 1;2, the Frobenius element [l!] in the Ga-
lois group Gal(Q(
p
2;
p
q)=Q) is the just generator, denoted as h, of the group
Gal((Q(
p
2;
p
q)=Q(
p
q)). For each   2 , we have
 (h) =  ([l!]) 2 D! := fP 2 Eq[2] j P has smooth reduction at l!g
(Lemma IV.2 and Lemma IV.4). This and the fact that D1\D2 = 0 imply  (h) = 0,
for every   2 . Consequently, we have   Hom(Gal(Q(
p
q)=Q);Eq[2]). Indeed,
the equality holds, since both groups are of order 4. For simplicity, write
G = Gal(Qq(
p
q)=Qq) = Gal(Q(
p
q)=Q) =< g > :
The 2-parts of the three groups: Eq(Qq(
p
q)), E(Qq(
p
q)) and  E(Fq), can be
identied with each other. Via this identication, we deduce that for an element
  2 Hom(G;Eq[2]), the local class [ v] 2 H
1(G;Eq(Qq(
p
q))) is trivial if and only3. THE EXAMPLES OF THE CONGRUENT CURVE 43
the reduction  (g) (considered as a element of  E(Fq)) is contained in NG(  E(Fq)).
Since G acts trivially on  E(Fq), we have NG(  E(Fq)) = 2  E(Fq). Also, the condition
(49) implies that F
q contains no primitive 4'th root of one, and hence
 E[4] *  E(Fq): (50)
This shows that the natural map
E[2]  !  E[2]  !  E(Fq)=NG(  E(Fq))
is not the trivial map. In particular, there is an element   2  = Hom(G;Eq[2])
such that [ v] 6= 0. This contradicts to the fact that   Sel2(Eq=Q).
At last, we consider the case where (a;b) = (1;3), or (a;b) = (2;3). We shall
show that if q  5 (mod 8), then the map s(q) is not surjective, by showing that
there is no   2 Sel2(Eq=Q) so that the local symbols f g1 6= 0 and f gv = 0, for
v 6= 1.
If such   were to exist, it must be unramied outside 2 and 1. Therefore,
  2 Hom(Gal(Q(
p
 1;
p
2)=Q);Eq[2]). But, since  q is trivial (as Eq has potential
good additive reduction at q), we have   2 Hom(Gal(Q(
p
 1)=Q);Eq[2]). Denote
G = Gal(Q(
p
 1)=Q) =< g >. Then we have  (g) = P0 2 Eq[2] with P0 = (0;0).
However, since g is the Frobenius at 3 and the reduction of P0 at 3 is not a smooth
point on  Eq, we know that either [ ]3 6= 0 or f g3 6= 0, a contradiction.

3. The examples of the Congruent Curve
In this section, we complete the proof of Proposition V.1. We shall deal with
the cases (a;b) = (1;2), (2;4) by direct computation. Doing so, we also get a proof
that primes congruent to 3 modulo 8 are not congruent numbers.
3.1. Consider that (a;b) = (1;2). Then the elliptic curve is the congruent curve:
E : y
2 = x(x   1)(x   2):
Let q = 3 and denote the 3-twist by E3. Then
T
(3)
0 = f1;2;3g and E3[2] = fO;P0;P3;P6g;
where Pi = (i;0) for i = 0, 3 and 6. Let v, v,  1 and 3 be as in the section IV.7.
As in Section II.4, we choose
AT0 := f(
p
pv;P0); (
p
pv;P3) j v 2 T
(3)
0 g:
Since E3 has potential good additive reduction at 3, by the Lemma IV.5, we know
that B3 consists of P0 and P3. By the method described in the Section II.2, we
compute B2, B3 and list them in the following tables.
Table V.1 B3
No. 3 3
P0 P0 P6
P3 P3 P0
Table V.2 B2
No. 2  1 3
2:1 P3 P0 P0
2:2 O P0 P3
2:3 P3 P6 P644 V. THE PROOF OF THE MAIN THEOREM
Now, we use the Proposition II.2 to compute the values of the pairings and list it in
the following table.
Table V.3
2:1 2:2 2:3 P0 P3
(
p
 1;P0) 0 1
2 0 0 1
2
(
p
 1;P3) 0 0 0 1
2 0
(
p
2;P0) 0 1
2
1
2 0 1
2
(
p
2;P3)
1
2 0 1
2
1
2 0
(
p
3;P0)
1
2
1
2
1
2
1
2
1
2
(
p
3;P3) 0 1
2 0 0 1
2
Let
V = f(x')'2AT0 j
X
'2AT0
x'' 2 Sel2(E3=Q)g  F
6
2
be the solutions to the system of linear equations
X
'2AT0
< 'v; v >Qv x' = 0;  v 2 Bv;v 2 T0:
A basis for V and the corresponding element in Sel2(E3=Q) are listed in V:4 and V:5
Table V.4
No. 1 2
(
p
 1;P0) 1 1
(
p
 1;P3) 0 0
(
p
2;P0) 0 0
(
p
2;P3) 1 0
(
p
3;P0) 1 0
(
p
3;P3) 0 1
Table V.5
No. 1 2
1 P0 P0
2 P3 O
3 P0 P3
Now, we need to determine the local symbols for the two generators listed above.
Since E3 has potential good additive reduction at 3, by the tables above we get the
table below.
Table V.6
No. 1 3
1 1 P0
2 1 P3
Thus we get that the local symbols map s(3) is injective but not surjective. Therefore
the Proposition V.1 holds for (a;b) = (1;2) when we take q = 3.
The computation above implies that a prime p congruent 3 modulo 8 is not a
congruent number, and a prime p congruent to 5 modulo 8 is a congruent number by
the Propositon IV.1. Since Sel

2(E3=Q) contains the zero map only and T 
00 consists
of 1, we may put that 0 consists of 1. Thus the condition (46) holds for d = 3p
with 3p congruent to 1 modulo 8. Thus the 3p-twist of E3 has rank 0 for the primes3. THE EXAMPLES OF THE CONGRUENT CURVE 45
p satisfying p congruent to 3 modulo 8. Since the 3p-twist of E3 is equivalent to the
p-twist of E, the primes congruent to 3 modulo 8 are not congruent numbers. We
take 1 to be the empty set. Then the condition (47) holds for d =  3p with ( 3p)
congruent to 1 modulo 8. Since the ( 3p)-twist of E3 is equivalent to the p-twist of
E, the primes congruent to 5 modulo 8 are congruent numbers.
3.2. Consider that (a;b) = (2;4). Then the elliptic curve is given by
E2 : y
2 = x(x   2)(x   4);
which is the 2-twist of the congruent curve E. Let q = 5 and denote the 5-twist by
E10. Then
T
(5)
0 = f1;2;5g and E10[2] = fO;P0;P10;P20g;
where Pi = (i;0) for i = 0, 10 and 20. Let v, v,  1 and 3 be dened as in the
section IV.7. As in Section II.4, we choose that
AT0 := f(
p
pv;P0); (
p
pv;P10) j v 2 T
(5)
0 g:
Similar to the above case, B5 consists of P0 and P10. By the method described in
the Section II.2, we compute B2, B5 and list them in the following tables.
Table V.7 B5
No. 5 5
P0 P0 P20
P10 P10 P10
Table V.8 B2
No. 2  1 3
2:1 P20 O P0
2:2 P10 P20 P10
2:3 O P20 P0
Now, we use the Proposition II.2 to compute the values of the pairings and list it in
the following table.
Table V.9
2:1 2:2 2:3 P0 P3
(
p
 1;P0) 0 0 1
2 0 0
(
p
 1;P10)
1
2
1
2 0 0 0
(
p
2;P0) 0 1
2 0 0 1
2
(
p
2;P10)
1
2 0 1
2
1
2 0
(
p
5;P0)
1
2
1
2 0 1
2
1
2
(
p
5;P10)
1
2 0 0 1
2 0
Let
V = f(x')'2AT0 j
X
'2AT0
x'' 2 Sel2(E10=Q)g  F
6
2
be the solutions to the system of linear equations
X
'2AT0
< 'v; v >Qv x' = 0;  v 2 Bv;v 2 T0:
A basis for V and the corresponding element in Sel2(E10=Q) are listed in the follow-
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Table V.10
No. 1 2
(
p
 1;P0) 1 1
(
p
 1;P10) 0 0
(
p
2;P0) 1 0
(
p
2;P10) 1 1
(
p
5;P0) 1 0
(
p
5;P10) 0 1
Table V.11
No. 1 2
1 P0 P0
2 P20 P10
5 P0 P10
Now, we need to determine the local symbols for the two generators listed above.
Since E10 has potential good additive reduction at 5, by the tables above we get the
table below.
Table V.12
No. 1 5
1 1 P0
2 1 P10
Thus we get that the local symbols map s(5) is injective but not surjective. Therefore
the Proposition V.1 holds for (a;b) = (2;4) when we take q = 5.
The computation above implies that a number 2p with the prime p congruent 5
modulo 8 is not a congruent number, and a number 2p with the prime p congruent
to 3 modulo 8 is a congruent number by the Propositon IV.1. Since Sel

2(E10=Q)
contains the zero map only and T 
00 consists of 1, we may put that 0 consists of
1. Thus the condition (46) holds for d = 5p with 5p congruent to 1 modulo 8. Thus
the 5p-twist of E10 has rank 0 for the primes p satisfying p congruent to 5 modulo
8. Since the 5p-twist of E10 is equivalent to the 2p-twist of E, a number 2p with the
prime p congruent to 5 modulo 8 is not a congruent number. We take 1 to be the
empty set. Then the condition (47) holds for d =  5p with ( 5p) congruent to 1
modulo 8. Since the ( 5p)-twist of E10 is equivalent to the 2p-twist of E, a number
2p with the prime p congruent to 3 modulo 8 is a congruent number.Bibliography
[Bir69] B. J. Birch, Diophantine analysis and modular functions, in Algebraic Geometry (Internat.
Colloq., Tata Inst. Fund. Res., Bombay, 1968), 35-42, Oxford Univ. Press, London, 1969.
[Bir70] -, Elliptic curves and modular functions, In Symposia Mathematica, Vol. IV (INDAM,
Rome, 1968/69), 27-32 Academic Press, London, 1970.
[CaE56] H. Cartan, S. Eilenberg Homological Algebra, Princenton University Press, Princeton,
New Jersey, 1956.
[CLT05] W.-C. Chi, K.F. Lai and K.-S. Tan, Integral points on elliptic curves, Pac. J. Math. 222,
No. 2 (2005), 237-252
[CKRS] J.B. Conrey, J.P. Keating, M.O. Rubinstein, N.C. Snaith On the frequency of vanishing
of quadratic twists of modular L-functions, Number theory for the millennium, I (Urbana, IL,
2000), 301V315, A K Peters, Natick, MA, 2002.
[Elk94] N. Elkies, Heegner point computations, Algorithmic Number Theory (ANTS-1), Lect. Notes
in Comp. Sci. 877, Springer-Verlag, Berlin, 1994, 122-133.
[ElkWeb] -, http://www.math.harvard.edu/ elkies/compnt.html
[Gol79] D. Goldfeld, Conjectures on elliptic curves over quadratic elds, Lecture Notes in Math.
751, Springer-Verlag, 1979, 108-119.
[GouM91] F. Gouv^ ea, B. Mazur, The square-free sieve and the rank of elliptic curves J. Amer.
Math. Soc. 4, 1991, no.1, 1-23.
[Hea94] D.R. Heath-Brown, The size of Selmer groups for the congruent number problem. II Invent.
Math. 118, 1994, no.2, 331-370.
[Hee52] K. Heegner, Diophantische Analysis und Modulfunktionen, Math. Z. 56,1952, 227-253.
[Mil86] J.S. Milne, Arithmetic Duality Theorems, Academic Press, New York, 1986. , 1952, 227-
253.
[M-M94 ] Mai, L. and Murty, R., A note on quadratic twists of an elliptic curve, CRM Proceedings
and Lecture Notes, 4, 1994, 121-124.
[Mon90] Paul Monsky. Mock heegner points and congruent numbers Mathematische Zeitschrift,
1990, 204:45-67.
[Kob84] Neal Koblitz, Introduction to elliptic curves and modular forms, Graudate Texts in Math.
97, Springer, New York, 1984.
[Ono97] K. Ono, Twists of Elliptic Curves, Compositio Mathematica 106, 1997, 349-360.
[OS98] K. Ono, C. Skinner, Non-vanishing of quadratic twists of modular L-functions Invent. Math.
134, 1998, 651-660.
[Rei75] Reiner, I. Maximal Orders, Academic Press, New York, 1975.
[RubS01] K. Rubin, A. Silverberg, Rank frequencies for quadratic twists of elliptic curves Exper.
Math. 10, 2001, no.4, 559-569.
[RubS02] -, Ranks of elliptic curves Bull. Amer. Math Soc. 39. 2002, 455-474.
[Ser79] J.-P. Serre, Local Fields, Spronger-Verlag, New York, 1979.
[Sht72] S. Shatz, Pronite groups, Arithmetic, and Geometry, Annals of Math. Studies 67, Prince-
ton University Press, 1972.
[Sil86] J. H. Silverman, The Arithmetic of Elliptic Curves, Graduate Texts in Math. 106, Springer,
New York, 1986.
[Sil94] -, Advanced Topics in the Arithmetic of Elliptic Curves, Graduate Texts in Math. 151,
Springer, New York, 1994.
4748 BIBLIOGRAPHY
[SteT95] C.L. Stewart, J. Top, On ranks of twists of elliptic curves and power-free values of binary
forms, J. Amer. Math. Soc. 8, 1967, no.4, 943-973.
[Tat57/58] J. Tate, WC-groups over p-adic elds, S eminaire Bourbaki, Expos e 156, 13pp.
[Tat62] J. Tate, Duality theorems in Galois cohomology over number elds, Proc. Intern. Congress
Math. Stockholm, 234-241.
[Tat67] J. Tate, Global class eld theory, in Algebraic Number Theory, J.W.S. Cassels and A.
Fr ohlich, eds., Acdemic Press, 1967, 162-203. Proc. Intern. Congress Math. Stockholm, 234-
241.
[Tun83] J.B. Tunnell. A classical diophantine problem and modular forms of weight 3=2 Inventiones
Mathematicae, 1983, 72:323-334.