Abstract. Software project managers use a variety of informal methods to track the progress of development and refine project schedules. Previous formal techniques have generally assumed a constant implementation pace. This is at odds with the experience and intuition of many project managers. We present a simple model for charting the pace of software development and helping managers understand the changing implementation pace of a project. The model was validated against data collected from the implementation of several large projects.
Introduction
Modern software development practices rely on periodically collected software metrics derived from a code base to provide management with feedback about the project and the process used to develop it [1, 2] . Well-defined and proven code metrics exist for some areas of software development [3] [4] [5] , however the pace of implementation has no such established metrics based on code attributes. Several alternative, non-code-based progress metrics, such as function points [6] and earned value [1, 7] , have been proposed and widely used. We believe it is possible to leverage existing size metrics to directly monitor progress in a code base, but to date such an approach has not been widely employed.
Here we propose implementation progress model based on development artifacts to interpret metrics and bridge the gap between concrete sampled data and expectations or beliefs about the underlaying process. On a small scale, this type of model may act as a predictor to set expectations over the next few data samples. This small-scale prediction helps provide timely feedback to management on the state of a project. Viewing a whole project, a model provides a portrait of the entire implementation process.
Without a formal, code-based implementation model management must rely on evidence other than implementation artifacts when making decisions about a project. In contrast, a formal implementation progress model based on implementation artifacts does not rely on external evidence yet establishes critical parameters and allows objectively evaluation based on inherent artifact attributes. Here we propose an implementation progress model based on implementation artifact metrics that matches our intuitive understanding of implementation progress.
The next section discusses supporting work. Section 3 describes the hypothesis, proposed implementation progress model, and research process. Results from actual projects are presented in Section 4. Finally, conclusions and directions for future study are in Section 5.
Related Work
Schneidewind uses time-series metrics to create a method for evaluating process stability [8] . Schneidewind asserts that metric trends are an indicator of the underlying process and that monitoring the trends can support managing the process. He suggests the shape of time-series data can be used to identify critical moments within a project. To further quantify project trends, an indirect metric based on time-series data is used. He defines a change metric as the difference between consecutive measurements of a primary metric. The model proposed here introduces a growth metric appropriate in the context of measuring project progress.
While discussing project progress, McConnell defines code growth for a project as the total size of project (source code) as a function of project time [2] . Code growth of traditional iterative development contains three distinct phases. In the first phase, architectural development and detailed design generate little code. The second phase provides staged deliveries and includes detailed design, coding, and unit testing. During this phase code growth is very high. Approaching initial delivery, the third phase, code growth slows to a crawl. Typical phase transitions occur at approximately 25% and 85% of the total implementation time for wellmanaged projects [2] . Specific details are not provided about metrics, but source lines of code, or a similar size metric, is assumed.
McConnell encourages the collection of time-series data to provide feedback supporting project management. Specifically, he recommends that collected data be viewed graphically since the shape can be used to diagnose project health. He graphically depicts the typical code growth pattern for a well-managed project, but acknowledges that its details varies to some degree. Our proposed progress model provides an empirical representation of the overall project shape and provides a specific interpretation of the three phases documented by McConnell.
Such informal progress models capture another key attribute of implementation progress. The informal model acknowledges that project speed is not constant throughout a project; projects "ramp up" and "slow down". These phrases refer to project speed and suggest the ability or desire to determine implementation velocity. As envisioned by experienced project managers, this velocity increases at the beginning and decreases near the end [2] . This is possibly an instance of the "S" shape progress or growth curse which is observed not only in projects but also in many other domains. A formal implementation progress model should be informed by this experience and capture the variations in velocity during implementation.
A formal implementation model should serve the same purpose as the informal model. The model must help answers questions about implementation speed and progress of current projects and provide a framework for making predictions about the future of the project. For example, changes in the rate of progress in an otherwise stable environment may indicate the project has transitioned to a new phase. This assumes the rate of progress is dependent on the project state.
Requirements for a Formal Progress Model
The interpretive power of an implementation progress model is important to consider. Interpretation of metric data relies on some understanding of our belief about the underlying process. In general, model parameters should be few in number, directly interpretable, and measured in existing units. These properties give the model parameters the most meaning and thus give the model the most explanatory power.
An implementation progress model should approximate actual project data collected. Figure 1 shows accumulated source lines of code sampled from the implementation phase of one project studied. The data in Figure 1 is very similar to the S-like curve described by McConnell [2] .
This graph demonstrates the important characteristics of typical progress data. Overall progress is not linear with time; the fastest pace occurs during the middle of the project, while the ends are slower paced. The slope of the progress curve indicates the speed of progress.
Formal Implementation Progress Model
The primary goal of software implementation is creation of artifacts which contribute to delivering a working system. Implementation progress can be measured as change in an artifact. Progress over time can be measured as the sum of individual changes. We define implementation progress as the accumulated effort captured in code, which will eventually be delivered to the customer. For environments and development phases that emphasize code as the primary engineering delivery, we feel this is an appropriate definition.
Implementation metrics, traditionally used to measure size, can be employed to measure progress. Here we define a growth metric as the absolute difference between consecutive samples of a size metric, as shown in (1). 
Where ∆ mt is the growth in a metric m at time t. Also useful is the idea of implementation velocity [9] ; the rate at which progress is being made on a project. Evidence suggests implementation velocity begins and ends at zero while being at its highest in the middle. The simplest implementation velocity graph, consistent with experience, consists of three linear segments. Implementation velocity begins at zero. It increases linearly until the maximum sustainable velocity for implementation has been reached. The velocity remains constant until near the end of implementation when it begins to decrease. Then, implementation velocity constantly decreases until it reaches zero. Figure 2 shows the idealized implementation velocity for a project as a function of time. The horizontal, center phase represents the steady, efficient development observed in the middle of the implementation phase. The positive slope at the left represents increasing velocity as implementation "gathers speed". The negative slope at the end of the graph shows the implementation phase decreasing speed as the end approaches.
The idealized graph shown here is symmetric; however, symmetry is not common in practice and is not required by the model presented. The idealized velocity as a function of time (v t ) can be described using three parameters. In (2) the velocity is given as a function of time, where s is the maximum sustained velocity, t p and t q are the times of the phase transitions, and t f is the time at the end of implementation. Time may be measured in any real unit, such as days. Velocity is measured in size of metric change per time unit, such as lines of code per day.
Integration of the idealized velocity for a project produces idealized progress as a function of time (p t ).
The idealized implementation progress curve as a function of time is shown in (3). Progress is measured in accumulated metric growth to date, such as total lines of code changed.
Model Validation
We examined several size metrics as the basis for the growth metric used in our model [10] . Source lines of code (SLOC) is frequently used for estimating resources needed and should be readily available in most development environments [6, [11] [12] [13] . In this study, lines containing only white space and lines consisting of comment characters without any alphabetic characters were not counted. In addition, physical lines containing both code and comments were counted as two lines.
Two variations on the SLOC metric were considered. The simplest form counts the SLOC change (SLOCC) for each file. SLOCC is the absolute difference in SLOC between source files consecutively committed to the project repository; it counts SLOC added or deleted from the previous version. This assumes the correct removal of code artifacts is equivalent in terms of effort as correctly adding to the code base. We realize this may not strictly be the case, but it is difficult to determine what an appropriate weighting factor should be. To avoid introducing a weighting factor for this study, we assume all changes represent equal effort.
The second form measures the number of lines actually changed between submissions by comparing the files. This second measure is sometimes referred to as code churn (CHURN) [14] . CHURN is the count of source lines inserted, deleted, or changed between consecutively committed source files. It is probably a better change metric than SLOCC since CHURN captures more effort.
Alternative Models
Parameterized models provide an approximation of the sampled data for a particular data set. The model curve which most closely fits the data is considered the best; it introduces the least error. Model fit can be measured using the squared residual after subtracting the model curve from the sample data. To allow comparisons between models the average squared residual error (R 2 ) is used. The model with the lowest R 2 for a particular data set provides the closest approximation.
In addition to the proposed implementation progress model, three alternative models were chosen to provide a context for evaluating the fit of the proposed model.
The first model was a linear approximation. The linear model curve is given by (4) . Linear approximation, with only two parameters, represents a practical lower-bound on the number of model parameters and the model with the highest expected R 2 .
The second alternative model chosen was a multiphase, piecewise parabolic approximation. It contains eleven parameters; its model curve is shown in (5). This model was chosen to represent a practical lower-bound on R 2 .
The multiphase model was chosen to provide an highly data-conforming model. The proposed model is a special case of (5).
The third model was a third-degree polynomial approximation, with four parameters as shown in (6) . A third-degree polynomial approximation provides just enough flexibility to model the S-curve observed. It also provides a model of approximately the same number of parameters as the proposed model.
Experimental Data
Seventeen projects from a single company were studied. All projects were developed using the same iterative process. They were six weeks to eighteen months in length and involved one to eight engineers. All projects produced entertainment and education oriented software designed to be marketed to consumers for use with Microsoft R Windows R and on Macintosh R personal computers between 1995 and 2002. In this environment, before the prevalence of the Internet, once this type of consumer product was released to manufacturing, no maintenance changes were possible due to economic considerations. Manufacturing and distribution costs meant the projects had clear delivery dates after which no work was to be done. This is unlike other environments, where software is delivered in near real-time or deployed, and implementation evolves into a continuous cycle of maintenance. The progress model studied is expected to be meaningful when applied to each release of on-going projects, however additional studies will be needed to establish this. We expect results from this homogeneous group of projects will apply to initial development efforts of iteratively developed projects and to projects without maintenance phases.
Model Fitting Results
Evaluations of both metrics for each project were performed. The three alternative models described above and the proposed model were used. A numerical fitting routine was used to find parameter values that minimized R 2 . Figure 3 shows progress measured via accumulated SLOCC and model curves for a project. As expected, the linear model provides a poor fit for the data and the multiphase model fits the data very accurately. Both the polynomial and proposed models provide fits between the linear and multiphase models.
The polynomial model exhibits wild "swings" near the ends. These swings are typical of polynomial curves which tend to favor data points near the center rather than the ends. In this case, the polynomial model suggests a "negative" amount of accumulated work had been accomplished until about day forty of the project. Similarly, it indicates reverse-progress begins to occur around day 220. In almost all cases, these polynomial model swings suggest negative progress occurs at the beginning and end of the project.
The multiphase model includes discontinuities, occurring on day 72 and 138. These discontinuities represent an instantaneous change in speed, which is inconsistent with an intuitive understanding of the process. In general, small changes in a data set may radically change the location and size of the discontinuities, which suggests the model does not accurately represent the implementation process.
The average squared residual error (R 2 ) for each model is given in the legend of Figure 3 . The values agree with a visual assessment of the fit except in the case of the polynomial model. While the lower R 2 for the polynomial model is more desirable, the polynomial fit suffers extensively from undesirable swings near the ends. These swings violate a basic expectation of accumulated progress, that is, it should be monotonically increasing. While the proposed model has a larger R 2 , it is monotonically increasing and behaves as expected. This behavior appears to support in-project predictions better than the polynomial model.
In this project, most of the proposed model R 2 can be seen to occur in the first third of the project. Each of the other three metrics show similar results; this may indicate early efforts are not as efficiently captured by the metrics as later efforts. It could also indicate that during the later part of the project, the pace was unpredictably high (in violation of the implied model). Without additional information about the project, or its context, a determination cannot be made.
Data Analysis
The R 2 for each metric is given in Tables 1 and 2 . Figures 4 and 5 show R 2 relative to the linear model R 2 for each project. To improve viewing, projects are ordered by polynomial model relative R 2 .
In all cases the proposed model reduces R 2 compared with the linear model, as expected, since the proposed model has an additional parameter. In many cases the proposed model substantially reduces R 2 when compared with a linear model. In a few of these cases the reduction in R 2 is almost to the level achieved using the multiphase model. In these conforming cases the proposed model provides a meaningful interpretation of the data.
Consider the proposed model R 2 compared with the linear model R 2 . In cases where the proposed model substantially reduces R 2 , the model gave improved results with the addition of a single parameter. This substantial improvement suggests the data conforms to the model and the results may be relied upon to correctly interpret the data. In the non-conforming cases, where the reduction is less significant, the model may not be appropriate and the results should only be used judiciously. Based on the available projects, we suggest the proposed model may be relied upon when the R 2 is at most half that of the linear model.
Projects may fail to conform to the model for a number of reasons. Almost all projects exhibit "pauses" corresponding with weekends when developers do no work. Some projects also include larger periods when no apparent progress is made during a holiday break. Both of these phenomena can be seen clearly in projects 1a and 15. Using work days instead of calendar days would eliminate a major cause of time-related noise. Several projects include substantial, sudden, and anomalous progress. In all cases where these events were examined closely, the anomaly has proven to be the result of an unfortunate side-effect of the specific data collection procedure used. For example, a renamed file was detected as a combination of a substantial deletion and a subsequent addition. A commitment to collect the needed data during the project could reduce noise by allowing anomalies to be detected and corrected while any additional required information is still available. Tables 3 and 4 show the model parameters for each project and metric, ordered by R 2 relative to linear R 2 . With only seventeen projects and no independent data available, few definite conclusions can be reached, however several items are worth noting.
In about half of all cases, the model indicates t p and t q are essentially the same. In these cases, the model t q −t p is close to zero, suggesting steady progress did not occur; implementation was either accelerating or decelerating. This could indicate development under a tight schedule or a process that could be improved. It is also interesting to note that in these cases the model was able to substantially reduce R 2 while effectively using only two parameters.
In conforming cases where t q −t p is much larger than zero, the model indicates steady, sustained implementation occurred between t p and t q . In these cases, the implementation velocity (s) can be stated with great confidence. Velocity is a surrogate for productivity in the dimension measured by the specific metric. For example, Table 3 shows project six averaged over 360 lines of new code per calendar day between project days 58 and 126.
In the projects studied, implementation velocity (s) varies by more than an order of magnitude. While part of this variation is due to the number of engineers assigned to the project, likely some is due to proficiency. This is consistent with studies showing individual programmer productivity varies by as much as an order of magnitude [15] .
Conclusions
Interpreting implementation progress measurements is difficult. A simple model is needed to provide a framework to help interpret the data. We have developed a piecewise approximation based on a three-phase model of linear implementation velocity. The model corresponds well to our intuition of how project progress occurs. It identifies project phase boundaries as well as the velocity of implementation during each phase. Furthermore, the progress model allows comparisons of project velocity between projects and easily supports estimating. The progress model fits the available sample data better than a linear model. With only one additional parameter, the model produces fits with approximately two-thirds less error than a linear fit. When compared with a polynomial fit, the progress model performs at least as well as a polynomial model which has one additional parameter.
Any model is only as good as the data on which it is based. Errors were discovered in both dimensions of the sample data. Spurious data entries were occasionally introduced due to the check-in process used. Similarly, using project work days, instead of calendar days, could have improved the quality of data in the time dimension.
Future Work
This work provides a sound basis for further study in this area. The progress model presented here only considers non-maintenance implementation. Projects with clear delivery dates, after which continuing development is not planned, fall into this category. Projects in maintenance or under continuous development may not exhibit phases similar to projects with firm end dates and deserve to be investigated, although this would require further work.
The stability of the model suggests it could be used to make predictions. Estimating project parameters such as final size, delivery date, development pace, etc. during implementation should be investigated. Similarly, comparisons of teams or projects based on model parameters could be studied.
Investigation of other metrics as a basis for measuring progress should be undertaken. If a size metric for object-oriented software were developed, investigating its use as a basis for a growth metric would be very valuable. Variations of existing metrics better tuned to capture change should be studied. One example of this type of metric is the sum of cyclomatic complexity of all changed functions, rather than simply the change in cyclomatic complexity of a source artifact.
