Abstract -In underwater sensing applications it is often difficult to train a classifier in advance for all targets that may be seen during testing, due to the large number of targets that may be encountered. We therefore partition the training data into target classes, with each class characteristic of multiple targets that share similar scattering physics. In some cases one may have a priori insight into which targets should constitute a given class, while in other cases this segmentation must be done autonomously based on the scattering data. For the latter case, we constitute the classes using an information-theoretic mapping criterion. Having defined the target classes, the second phase of our identification procedure involves determining those features that enhance the similarity between the targets in a given class. This is achieved by using a GA-based feature selection algorithm, with a Kullback-Leibler (KL) cost function. The classifier employed is appropriate for multi-aspect scattering data and is based on a hidden Markov model (HMM). The performance of the class-based classification algorithm is examined using both measured and computed acoustic scattering data from submerged elastic targets.
I. Introduction
Algorithms for automatic target detection and classification [1] have been under extensive investigation for several decades. In the work reported here, we focus on acoustic sensing of submerged elastic targets, based on multi-aspect backscattered waveforms. In many acoustic-sensing applications there may be several targets of interest that have similar scattering properties. Moreover, there are often too many targets to design a classifier for each, with this issue exacerbated by the fact that, in the training phase, data may not be available from all targets. Therefore, in this paper we focus on class-based classification. Rather than designing a classifier for any individual target, we build classifiers for a set (or class) of targets that are similar acoustically. In this manner we reduce the number of classifiers that need to be designed. Further, using this approach it is possible to correctly associate a target under test with a particular class, even if the target in question was not seen during training (assuming that other targets in the same class were seen while training). In some applications, one may have a priori insight as to how to constitute the class decomposition (e.g. spherical targets of a particular range of geometric and/or material properties). However, in other cases the class decomposition itself is unclear. For the latter case we employ information-theoretic measures to constitute appropriate class definitions.
After the target classes have been formed, one must generate class-dependent statistical models, with such employed in the classifier. The structure of the classifier is dependent on the form of the scattering data. Here we focus on multi-aspect sensing using wideband transient waveforms. Multi-aspect classification is motivated by the fact that it is often difficult to discriminate between targets based on a measurement from a single target-sensor orientation. In particular, the target orientation (as well as the target identity) is usually unknown a priori, and there are often particular (different) orientations at which multiple targets may look nearly identical. This redundancy is mitigated by considering multiple scattered waveforms, from a set of different target-sensor orientations [5] . Multi-aspect identification is also motivated by observations of how mammals track prey, with bats having been studied particularly closely [6] . Therefore, in the remainder of this paper, we assume that a putative target has been detected at a known location. The target identity and orientation (pose) are assumed unknown. In the classification phase the target is viewed from a sequence of orientations, with the sequence of scattered waveforms fused to identify the target (or, more specifically, the target class).
The scattered returns from a given target are, in general, highly non-stationary as a function of target-sensor orientation. However, one can typically divide the set of targetsensor orientations into a set of states, each state a generally contiguous set of targetsensor orientations over which the backscattered waveforms are approximately stationary [5] ; the cumulative set of states represent all possible target-sensor orientations. When an unknown target is viewed from a sequence of orientations, one implicitly samples waveforms from a sequence of target states. Some states may be sampled more than once and others not at all, depending on the target-sensor orientations under consideration. The sequence of sampled states can be modeled approximately as a Markov process. Since the explicit target-sensor orientation is unknown, or "hidden", the statistical characterization reduces to a hidden Markov model, or HMM [4] . Several recent papers have addressed the use of HMMs as multi-aspect target classifiers [5] . That previous work was based on designing an HMM for each target of interest, while here this paradigm is extended to the design of an HMM for each target class.
One of the key issues in HMM design involves definition of an appropriate set of states, with this task important in the context of a class-based classifier. In previous studies the state decomposition was performed in a somewhat ad hoc manner [5] , and this aspect of HMM design is extended here using information-theoretic measures. In particular, we have implemented a mutual-information-based automatic state-parsing algorithm applicable to general multi-aspect target scattering data [10, 30] . This algorithm is based on the basic assumption that the states represent unique scattering characteristics, and therefore the mutual information between different states should ideally be small. These issues are discussed in detail below.
Having defined a given target class, composed of multiple similar targets, it is of interest to define a feature set that emphasizes the similarities in the associated targets. In this manner we emphasize those scattering characteristics that make the multiple targets look similar (constitute a class), while minimizing those characteristics that vitiate such a class designation. In this context, after defining a class, we utilize a genetic algorithm (GA) to search for features that most make the targets in a given class appear similar statistically. The features under consideration include wave-based matching pursuits parameters [24] , as well as higher-order central moments of the time-domain scattered waveforms. The goal of the GA design is to select features that emphasize components of the scattered waveforms that strengthen the cohesion between the multiple targets in a given class. As we discuss further below, for this task the Kullback-Leibler (KL) distance is an attractive measure of information [11] . The performance of such feature selection is demonstrated using measured multi-aspect acoustic scattering data.
The remainder of the paper is organized as follows. In Sec. II we review the HMM and focus on the new automatic state parsing algorithm. We then discuss in Sec. III the structure of the class-based classifier. The use of GAs for optimal feature selection is elucidated in Sec. IV, followed in Sec. V by several examples, using both measured and computed acoustic scattering data. The conclusions from this work are discussed in Sec.
VI.

II. Automatic State Parsing
A. Review of HMM classifier
The scattered signal from a given target is generally a strong function of the targetsensor orientation, with the orientation generally unknown when performing classification.
However, there are generally contiguous angular sectors for which the associated scattered signal is relatively stationary. Each such sector is termed a state, with the union of all states encompassing all possible target-sensor orientations. When sampling the scattered signal from multiple orientations, one implicitly samples a sequence of target states. As demonstrated in [13] , the probability of transitioning from one state to the next can be modeled well as a Markov process, with the Markov state-transition probabilities calculated straightforwardly from geometrical considerations. Since the actual targetsensor orientations are unknown, or "hidden", the algorithm becomes a hidden Markov model.
For each scattered waveform in the sequence of N, we extract a set of features. In addition to characterizing the state-transition probabilities, we quantify the HMM statedependent probability of measuring a particular set of features. Since the states are approximately stationary by definition, such a statistical model can be parameterized. In a discrete HMM, each feature vector is mapped to a code, using the codebook C={c 1 , c 2 , ..., c J } [19] . The state-dependent statistics are therefore quantified as the likelihood of measuring a particular code c j in a given state. Since the features are discretized by the codebook C, this is termed a discrete HMM [20] . After vector quantization, the sequence of N scattered waveforms is mapped into a sequence of N discrete codes {q 1 , q 2 , ...,q N }, where q n ∈C is the code representative of the nth waveform. The likelihood that this sequence of codes is associated with target T i , p(q 1 , q 2 , ...,q N | T i ), is quantified via the HMM [20] .
Quantization of the feature vectors (in terms of codes), while computationally convenient, may yield diminished classification performance, due to the well-known distortion inherent to the quantization process [19] . Therefore, one can also implement a continuous HMM, in which the feature vectors are not quantized. For the continuous HMM the states are characterized by density functions, these quantifying the statedependent likelihood of observing a general feature vector [3] . The state-dependent density functions are often approximated via Gaussian-mixture models [4] . In the results presented below, we consider both discrete and continuous HMMs.
B. State decomposition
As discussed above, each target state is characterized by a generally contiguous set of target-sensor orientations over which the wave physics is approximately stationary, as a function of orientation. Therefore, ideally the different states of a given target should represent distinct physics. In an information-theoretic sense, the mutual information [11] between two different states of a given target (or target class) should be small. In the context of information theory, Shannon's entropy [9] is used as a measure of information content of a given data set. It is shown subsequently that the concept of entropy can be used to achieve a reliable state description for a target class.
To quantify entropy and mutual information we require a statistical density function, here represented in terms of a probability mass function (pmf) [30] . As discussed above, we define a codebook C composed of a finite set of codes, these approximately representing the distribution of features in feature space. The codes are designed using available training data, via a traditional vector-quantization training algorithm [19] . After the codebook is designed, each scattered waveform is decomposed into a set of features (discussed further below), and the associated feature vector is mapped to a member of C (here using a nearest-neighbor mapping based on Euclidean distance). Each scattered waveform from the available training data is mapped into a member of C, from which we can generate the pmf p(c j ). The entropy is defined by Shannon [9] as
Consider a given target, for which we possess the transient backscattered waveforms as a function of target-sensor orientation. We divide the range of all possible target-sensor orientations into two regions, with the union of these two regions constituting all available scattering angles. Each of the two regions is characterized by an associated set of backscattered waveforms. A pmf is defined for each region, as discussed above, from which we calculate the associated sub-region entropies H 1 and H 2 . The codebook probability mass function (pmf) associated with each sub-region is calculated by dividing the codebook histogram of the individual sub-regions by the associated angular range of the target-sensor orientations. The entropy found using all available scattering data (across both regions) is defined as H. We now utilize the parameter cf=(H 1 +H 2 -H)/H, which is defined as the cohesion factor [30] , with this closely related to the mutual information [31] between the two regions. The cohesion factor is low when the two regions are statistically independent.
Recall that, by definition, the states of a given target are defined to be characteristic of different wave physics, and therefore the target states should be weakly correlated, by definition. The state decomposition is therefore implemented as follows. We consider all position segmentation points at which the scattering data can be divided into two contiguous regions (i.e., we choose all possible segmentations of the data into two regions, each characteristic of a contiguous set of target-sensor orientations). For the initial decomposition, we choose that two-region decomposition that minimizes the cohesion factor cf. Denote the two regions as Region 1 and Region 2. The above procedure is now repeated independently on each of the two regions. For example, all possible two-region segmentation points are considered for Region 1, with Region 1 split into two sub-regions Region 1A and Region 1B if the cohesion factor cf is below a prescribed threshold. This tree-like decomposition (see Fig. 1 ) of the scattering data into different regions continues until the factor cf is always above a prescribed threshold. We present an example below, in which this threshold is discussed in further detail.
In addition to stopping the binary splitting when all sub-regions result in cf above a chosen threshold, we can also specify that no angular sector (or state) should be smaller than a specified angular extent, and that the information content or entropy of a state must be above a permissible threshold. In the work reported here, we specify that no state should be smaller than five degrees. The connection between the size of the states and HMM-parameter design is discussed in detail in [5] .
C. Features used for performing state decomposition
For a given target, the first stage of classifier design involves definition of the state decomposition. In order to achieve this, as discussed above features are extracted from the time-domain aspect-dependent scattered waveforms. We discuss feature selection more extensively in Sec. IV, but in the context of defining states we have found that relatively simple features are sufficient. In this context, we therefore consider features derived from positional moments of the transient scattering data. In particular, we normalize the transient waveform, such that it can be viewed as a density function. The central higher order moments yield information on the temporal extent and overall shape of the scattered waveform. For a discrete time-domain signal s(t k ), k=1, 2, …, K, the positional probability density function p(t k ) and central moments m l are calculated as
The three moment-based features we use in the context of the state decomposition are the standard deviation, skewness and curtosis, defined respectively as . We do not use the first moment m 1 (or mean) as a feature, since it changes with a change in the target-sensor distance.
III. Definition of Target Classes
As we discuss when presenting results in Sec. V, in some cases one has a priori insight into which targets should constitute a given class. In other cases the class association is less obvious. In this section we present a procedure for defining target classes. If the target classes are known in advance, this procedure can be skipped, or used to verify a priori insight.
A. Class assignments
Our objective is to create a target-class library, with this performed sequentially as new targets are considered. In particular, each new target is either deemed a member of an existing class, or a new class is spawned. In the context of classification, a classifier is subsequently designed for each target class, with this discussed further below.
The class-designation process proceeds as follows. We first consider an initial and p(c j | s i , T 2 ) are "similar", in an appropriate sense.
There are many ways in which to quantify the similarity of p(c j | s i , T 1 ) and p(c j | s i ,
, where here we utilize the Kullback-Leibler (KL) distance [11] . The KL distance between state s i of targets T 1 and T 2 is defined as
Targets T 1 and T 2 are deemed associated with the same state if KL i <t, for all states s i , using a prescribed threshold t. There is flexibility in the choice of the threshold. The smaller t, the more closely related are the targets in a given class. However, if t is made too small the number of classes proliferates, undermining the utility of class-based classification. We discuss the choice of t further when presenting example results in Sec.
V.
If targets T 1 and T 2 satisfy the constraint KL i <t, for all states s i , they are associated with the same class, identified as class one, or C 1 . The state-dependent pmf for this class is now updated using the training data from both T 1 and T 2 , thereby constituting p(c j | s i , C 1 ).
Note that, by merging the training data from T 1 and T 2 , the density function p(c j | s i , C 1 ) represents the cumulative class statistics, rather than the statistics of either individual target. If targets T 1 and T 2 do not satisfy the constraint KL i <t for all states s i , these targets are used to respectively represent the first targets in two distinct classes. In this case a new state decomposition is performed for target T 2 , using the procedure discussed in Sec. II (since the targets are from distinct classes, their state decompositions are in general different).
Continuing this process, when considering data from target T n , we separately perform comparisons using the state decompositions of corresponding target classes. If the data from target T n is consistent with the model of a given target class, in the sense discussed above, T n is assigned to that class, and the state-dependent statistics of the class are updated. If the data from T n is not assigned to an existing class, a new class is defined (with T n as its first member). This procedure continues for all targets under consideration.
B. Class-dependent statistical model
As indicated above, in some situations one may have a priori insight as to which targets should constitute a particular class. In other cases one can utilize the method discussed in the previous section, to autonomously partition targets into appropriate classes. Once the class designations have been made, one is interested in designing a classbased classifier, designed not for any particular target, but for all targets in a given class.
Assume that a set of targets constitutes a class, and that the multi-aspect backscattered signals are known for each target. We design a hidden Markov model (HMM) classifier characteristic of the class, of interest for processing a sequence of such backscattered waveforms. The HMM is trained using the Baum-Welch algorithm [4] , this a special case of the expectation-maximation (EM) algorithm [31] . Such training has been discussed in several previous HMM-classification papers [2, 7] , where here we extend this previous work to the case of a multi-target class.
We focus on a discrete HMM, and therefore a codebook C is designed [19] , this a discrete approximation to the distribution of feature vectors. As discussed above, a similar procedure can be applied for a continuous HMM. When training the HMM, we update the state decomposition, from the initialization discussed in Sec. IIB, and the state-dependent likelihood of observing a given codebook element (code) is similarly updated. In the context of Baum-Welch training, we consider all available backscatter training sequences, from all targets in the class, and each waveform is parsed into the set of features under consideration (with the feature vector subsequently quantized into a member of C, via vector quantization). The sequence of scattered waveforms is thereby transformed into a sequence of codes. As the Baum-Welch training algorithm updates the HMM parameters, the model becomes reflective of all targets in the class (rather than being characteristic of any one of the targets). For example, the likelihood of observing a given code in a particular HMM state is reflective of the feature distribution across all targets in the class.
The extension of the target-dependent HMM to the class-based case is therefore a relatively straightforward, just entailing use of all scattering data from all targets in the class.
IV. Genetic Algorithm Feature Selection
In target detection and classification, feature selection plays a critical role in ultimate target classification performance [21] . After targets are assigned to a given class, as explained above, we address selection of a feature set that enhances the similarity of the class-dependent targets. In this context, we have employed a genetic algorithm (GA) to select a feature set, for multi-aspect transient scattering data. The features are selected from a wide set of parameters, including wave-based matching pursuits [24] , higher-order positional moments of time-domain scattered waveforms and the target-sensor distance gradient. As discussed further below, the distance gradient is a means by which one can exploit target-shape information. The principal challenge involves design of an appropriate GA cost function.
A. Features under test
Matching pursuits (MP) is a well-known feature-extraction technique [24] , in which a dictionary of parametric waveforms is defined. In the context of acoustic wave scattering, we design an MP dictionary matched to the anticipated scattering physics. In particular, it is matched to transient wave scattering, composed of general wavefronts and resonances [24] . Wavefronts are scattered from local target scattering centers, and have localized temporal support, while resonances capture global properties and are typically characterized by less localized temporal support. Using the parametrization
), and n K γ is a normalization constant. We ignore the phase feature, n φ in all our target analysis.
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B. KL cost function
We have found that the principal challenge in GA-based feature selection centers around the design of the cost function. The algorithm chosen for target classification is the hidden Markov model (HMM) [4] . It is therefore logical to involve the HMM directly to produce a confusion matrix and define the cost function as a function of that matrix.
However, it is computationally intensive to employ the HMM directly in the cost function.
It is also desirable that the cost function be less connected to a particular classifier, and reflect the fundamental information content of the data, as a function of features. This has motivated us to use a cost function based on the Kullback-Leibler (KL) distance [30] . As described below, the KL-based cost function is less computationally expensive than a cost function based directly on the HMM. (6) is performed using the statistics for a single observation, while the HMM represents a more-sophisticated model, it accounting for information across a sequence of scattered waveforms.
We now discuss how the KL matrix computed from (6) is employed to constitute a GA cost function. There are many ways this can be implemented, and here the cost function is defined as the average value in the KL matrix, with the goal that this should be minimized. By minimizing this cost function, we reduce the statistical difference between the targets in the same class. It is worthwhile to discuss the benefits and limitations of the KL cost function. One of its principal attributes is that the KL distance is a fundamental information-theoretic measure, independent of the classifier algorithm (e.g. HMM).
However, this cost function fails to capture important sequential information from aspectdependent scattered responses from targets (as alluded to above).
In the GA, we utilize a 16-dimensional chromosome (eleven matching-pursuits via the aforementioned cost function. We utilize a typical GA implementation [23] , in which for the crossover operation a crossover point is selected for parents using a uniform random function and a pair of children are produced accordingly. The mutation is effected by randomly choosing a single feature out of the entire feature set and the member of population is mutated only for that feature using a uniform random function.
V. Results
Three sets of results are presented. To examine the utility of the algorithm for defining target classes, we consider computed underwater acoustic scattering data from The final set of processing results is based on measured acoustic-scattering data. In particular, we consider wideband acoustic scattering from five submerged elastic shells [5] , each with approximately the same external shape, but different internal structure. The five shells are considered a single class, and the GA is used to select a feature set that makes these targets look most similar (constitute a class). Finally, the ability to classify members of this class is examined by also considering measured data from a separate set of targets, these constituting clutter items. The shell data were measured by NRL, while the data from the clutter items were measured by the US Naval Surface Warfare Center (NSWC) [20] . The utility of the automatic state parsing algorithm is also examined in the context of the measured data from the elastic shells.
A. Target-class simulations
We consider SONAX-computed scattering data from several ellipsoidal shell targets. Below we classify these targets in terms of their mean parameter values, with the target parameters considered for the class-based study generated via a random-number generator (discussed further below classes. This underscores that this threshold plays an important role in the class designations.
In Fig. 2 we plot example scattered waveforms from one of the targets of interest, it having 20 cm length, 11 cm diameter, 1 cm shell thickness and the Young's modulus of Before proceeding to the class-based classification results, we first investigate the state-decomposition scheme introduced in Sec. IIB. In particular, we consider the monostatic scattered fields from the shell target with 20 cm length, 11 cm diameter, 1 cm shell thickness and the Young's modulus of 2x10 11 dynes/cm 2 . In Fig. 3 we present the cohesion factor (cf) at several stages of the tree-like algorithm summarized in Fig. 1 . In we pick the initial splitting point shown in Fig. 3(a) . As shown, we also select a threshold, to be used in later algorithm iterations. The cf is shown in Fig. 3(b) Fig. 3(c) , in which we find the last splitting point below the threshold.
This procedure yields the angular state decomposition shown in Fig. 4 . The threshold was chosen to be 70% of the maximum normalized change of entropy (for all possible splitting angles) for any target under consideration. This fraction remains unchanged for all training and testing targets.
In the class-based classification results presented next we generate monostatic scattered waveforms from multiple targets, using the SONAX FEM model, while varying target parameters. The target parameters were selected randomly, using a Gaussian distribution for each parameter, employing a variance equal to 5% of the mean parameter value. We present results for noisy and noise-free scattering data, with the additive noise colored by the incident pulse. In particular, the colored noise is generated by convolving white Gaussian noise with the incident-pulse shape, here are Rayleigh pulse [27] . Such noise is representative of scattering of the incident wave in a random environment. Since the strength of the scattered fields are a strong function of the target-sensor orientation, the signal-to-noise ratio (SNR) is also a function of aspect. In particular, for the noise level considered, in Fig. 5 we plot the scattering data from Fig. 2 again, now with the additive noise under consideration. Note that for incidence along the target axis the SNR is relatively low, due to the relatively weak target response at this orientation, with the complement true for broadside incidence. This underscores the difficulty of defining an SNR for a realistic target. It is also clear from Fig. 5 that the additive noise is not white.
In Table 1 we tabulate the SNR as a function of the state number, for each of the four classes discussed above. It is important to note that the number of states is in general not the same for all the classes, underscoring the differences in scattering complexity. The SNR is approximated as the average considering multiple scattered waveforms from each state, defined as the signal energy over the noise variance (ten times the base-ten logarithm of this ratio).
In these results we consider the eleven matching-pursuits features discussed in Sec.
IVA (we consider feature selection in examples below), and the discrete HMM employs fifteen codes. In each case we consider a sequence of ten observations, with 5 o angular sampling. In our first set of noise-free results, we train the HMM using scattering data from two targets per class, and the HMM class-based classifier is tested using four distinct targets per class (not seen during training, with the parameters selected randomly as discussed above). This means that the targets under test are assigned to a particular class, despite the fact that none of these targets were seen during train (although statistically related members of the same class were seen during training). The statistical variation of the target parameters is as discussed above. In Table 2 we present results for this case, in the form of a confusion matrix. In Table 3 we present similar results, but now we train on two targets per class, and test on five previously unseen targets from each of the classes.
As expected, the performance degrades as the number of previously unseen targets increases (comparing Tables 2 and 3 ).
In the results presented in Tables 2 and 3 there is some uncertainty as to what a correct classification is. The boundaries of the classes are not rigid. As indicated above, the targets representative of the different classes were generated statistically, and it is possible that a target with parameters in the "tails" of one class distribution could leak into one of the other classes. For example, note that in Table 3 class 4 is deemed confused 14% of the time with class 3, although both classes correspond to relatively long ellipsoids. Nevertheless, these results demonstrate that the HMM provides a useful tool for class-based classification of multi-aspect scattered waveforms, with the unavoidable fuzziness as to the class boundaries.
In Tables 4 and 5 we present results analogous to Tables 2 and 3 , respectively, but now the data is corrupted by additive colored noise. In these examples we use the same class-based HMMs as applied in Tables 2 and 3 , trained on noise-free data (despite the fact that they are tested on noisy data). The SNR values, as a function of class state are tabulated in Table 1 . In these results we have considered five distinct additive noisy waveforms per backscattered waveform. As expected, the performance deteriorates with additive colored noise, but the class-based misclassifications occur primarily between similar classes (in the manner discussed above, when discussing Table 3 ).
B. GA-based feature selection
We consider measured acoustic backscattering data from five submerged elastic targets. The target set includes (1) a cylindrical air-filled shell; (2) a duplicate shell, stiffened with equally spaced ring stiffeners; (3) a duplicate shell, stiffened with unequally spaced ring stiffeners and augmented by resiliently mounted, elastic internal rods; (4) a slightly larger, nearly periodically ribbed shell; and (5) a duplicated of shell 4, with a large number (~1000) of attached internal oscillators. The bandwidth of the measurements is 7-50 KHz, and the scattering data was sampled in 1 0 increments, over 360 0 , in a plane bisecting the axis of the rotationally symmetric targets. These targets have been discussed in [20] . Due to the similarity of these targets we wish to consider them a single class, with the GA employed to select features to buttress this parametrization.
The first step is to extract all sixteen possible features for all aspect angles of the five targets followed by vector quantization (VQ). For GA implementation, all sixteen features are treated as independent random variables with each taking a value between 0 and 1. The GA starts with an initial random population (ten members) where each member of the population is a 16 dimensional vector of random variables. Our objective is to choose the best N f features that make the targets within the same class look most alike.
For each member of the population, the features are ranked according to their values (zero "low" and one "high", as discussed in Sec. IV) and the highest N f features are used to constitute an associated feature vector. Corresponding to each feature vector under consideration, codebook probability mass functions are calculated for each of the targets and the KL matrix (in this example, 5-by-5) is generated using all target pair combinations.
The average of this matrix is used as the fitness value for that member of the population.
Given an initial population and their fitness values, the GA is performed to maximize the fitness of the individuals and the whole group. It is to be noted that the entire feature selection procedure is carried out on noise-free elastic shell data. Having used the GA to define a feature set that enhances the similarity of the five targets constituting the class of interest, we examine class-based classification by also considering a set of separate targets. These latter targets constitute non-targets in the context of the aforementioned class. The data associated with these targets were measured by NSWC, with details of the targets and measurements described in [20] . We consider backscattering data from six false targets: (1) a blunt-bullet-shape filled metallic object (the flat nose is 11.2 cm in diameter, the flat end is 27.3 cm in diameter, and the length is 156.8 cm); (2) a truncated-cone-shape filled plastic object (the small end is 50 cm in diameter, the large end is 98 cm in diameter, and the height of the cone is 47 cm); (3) In these results we utilize the GA-selected features and a single HMM designed for the shell-target class. In these examples we utilize a continuous HMM. As discussed above, the continuous HMM is similar to its discrete counterpart, with the continuous HMM employing a Gaussian-mixture model for the state-dependent statistics [5] , rather than employing vector quantization. For these results we use three Gaussian mixtures per state of the class-based HMM. Since there is a single HMM designed for the shell-target class, we have a binary decision, as to whether a given target under test is or is not a member of this class (as quantified via the HMM). The performance of such a binary test is well quantified via a receiver operating characteristic (ROC) curve.
In Fig. 6 we plot the ROC curves, for a sequence length ten, and 5 o angular sampling. These results are presented as a function of the number of features utilized N f , with the GA selected the best feature set for each N f . We see that as the number of features used increases, the classification performance improves, up to N f =3, at which point the results stabilize for larger N f . We note from Fig. 6 that the classification performance is generally good, despite the fact that the HMM classifier is not designed for any one of the five shell targets, but rather for the union of these targets, these constituting a class. The HMM was trained using data from all of the five shell targets. However, training was performed using sequences that began with even scattering angles, and testing was performed using sequences beginning in odd angles. The false targets were not seen by the classifier prior to testing.
In Fig. 7 we present a similar set of results, with the number of features fixed at N f =5 (selected via the GA), and we vary the number of scattered waveforms in the sequence (using 5 o angular sampling). As expected, the performance of the class-based classifier improves with increasing sequence length.
In 
VI. Conclusions
A comprehensive study has been presented on class-based classification, in the context of acoustic scattering from submerged elastic targets. Classification has been performed based on a sequence of transient scattered waveforms, with the classifier implemented using a hidden Markov model (HMM). Issues that have been addressed include the decomposition of multi-aspect scattering from a target in terms of a set of target states, an autonomous means of designating target classes, and a GA-based scheme for optimal feature selection. Each of these entities has been implemented using fundamental information-theoretic measures. The algorithms have been tested using both measured and computed elastic-scattering data, for both noise-free and noisy scattering data. The additive noise considered was colored by the incident-pulse shape, to reflect clutter induced by a random background. The results of this study appear encouraging, having demonstrated the capability to perform classification on the basis of target classes, rather than requiring a classifier for each individual target. This issue is important because, in practice, one is unlikely to have training data available from all targets that may be encountered, although such data may be available for target classes to be encountered.
All of the data considered in this study was free-field, not taking into account the effects of a possible channel (although the colored noise did attempt to account for a realistic random clutter environment). An important area of future research includes the extension of the work reported here to the case in which the target can reside within a realistic channel. For this problem channel-induced dispersion will be an important issue. and S V . The mutual information is computed using the cohesion factor cf discussed in Sec.
IIB. Tables 4 and 5 , as a function of the target-class state. Table 2 . Confusion matrix for a four-class problem. The data corresponds to a sequence of ten target-sensor orientations, with 5 o angular sampling. The discrete HMM classifiers employ a 15-element codebook (the same codes used for all classes). The HMMs are trained using two targets per class, and tested using four distinct targets per class. Table 3 . As in Table 2 , but now we test on five distinct targets per class. Table 4 . Classification results as in Tables 2 and 3 , now using noisy scattering data (additive colored noise). The state-dependent SNR levels are given in Table 1 . The HMMs are trained using two targets per class, and tested using two distinct targets per class. Table 5 . As in Table 4 , now using four distinct testing targets per class. Table 2  Table 3 Table 4  Table 5 
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