Suppose ϕ : M × R −→ M is a continuous flow on a locally compact metrizable space M and K is an (asymptotically stable) attractor. Let D = ∂A(K) be the boundary of the basin of attraction of K. In the present paper it will be shown how the Conley index of D plays an important role in determining the topological nature of D and allows one to obtain information about the global dynamics of ϕ in M .
1. Introduction 1.1. General setting. Our general setting will be the following: consider a continuous flow ϕ on a locally compact phase space M which is an ANR. Let K be an attractor, whose basin of attraction we shall denote A(K): then it is known that the inclusion i : K → A(K) is a shape equivalence and K has the shape of a finite polyhedron (see [3] , [10] , [12] or [19] ). The clue why results such as this can be obtained is, essentially, that the flow provides a way of collapsing A(K) onto K (this line of reasoning is recorded here in Lemma 2.5). More generally, moving points along their trajectories is a standard technique in the realm of continuous dynamical systems, albeit it has natural dynamical limitations. For example, if we denote D = ∂A(K) the boundary of the region of attraction, it is clear that D constitutes a dynamical barrier which isolates A(K) from M − A(K) and the flow cannot be used any longer to obtain information relating those sets.
However, it is clear that a thorough study of D is a first step towards results enabling the passage from local information near the attractor K to a global description of the flow. This is especially well exemplified by Proposition 3.3, where a Conley index condition on D renders a complete picture of the dynamics in compact phase spaces. Besides, it turns out that in spite of the known complicated dynamics which can take place in D, the same condition is enough to guarantee a nice topological structure on D, namely having polyhedral shape (Theorem 2.6). The relevance of a careful analysis of the boundary of a basin of attraction has been also pointed out in other papers (see, for instance [17] ). Let us remark that the study of sections of flows is a classical subject in the field of dynamical systems and the boundary of the basin of an attractor K can be thought of (at least in certain cases) as a limit of sections of A(K) − K which in backwards time approximate D. Sections enjoy good topological properties, so it is natural to ask when the boundary of A(K) also does.
Since the topology of D is invariant under conjugation, results like the ones presented here could be helpful in matters related to classification of flows, especially bearing in mind that the polyhedral shape of D implies that itsČech homology and cohomology groups are finitely generated. This makes more operational the computational tools provided by algebraic topology.
In order to place our discussion in an appropriate context, some examples are included to make it evident that in a general case the boundary of A(K) can be strongly misbehaved from a topological point of view.
Finally, we would like to thank the referee for his helpful remarks and Rafael Ortega for stimulating conversations.
Preliminary definitions and results.
We shall briefly recall here the relevant definitions and, at the same time, some basic results to be used. Please note that, due to the lack of a universally accepted notation, ours can depart from the one used in the cited references. In particular, let us adopt from the very beginning the shorthand x · t for ϕ(x, t).
For any subset S ⊆ M , its alpha-and omega-limit sets are defined by α(S) = t≤0 S · (−∞, t] and ω(S) = t≥0 S · [t, +∞) respectively; they are always closed and invariant. An important (but easy to prove) fact concerning them is that, if S is a continuum and a limit set is compact, then it is connected.
A compact invariant set K is an (aymptotically stable) attractor if it posseses a neighbourhood U such that K = ω(U ), and in this case its basin of attraction
is an open neighbourhood of K containing U . Another way to characterize attractors (see [2, Theorem 2.13., p. 73 ] for a precise statement) is by the existence of Lyapunov functions. A Lyapunov function for K is a continuous Φ : A(K) −→ [0, +∞) such that (1) Φ| K ≡ 0, (2) Φ is strictly decreasing along trajectories in A(K) − K (explicitly, Φ(x · t) < Φ(x) for any x ∈ A(K) − K and t > 0); finally (3) Φ is uniformly unbounded (this means that for every R ≥ 0 there exists a compact set P R ⊆ A(K) such that Φ(x) ≥ R ∀ x ∈ P R ). We shall explictly state a useful consequence of (3), namely (4) the sets {x ∈ A(K) : Φ(x) ≤ r} are compact for every r ≥ 0. Dual notions are obtained by reversing the flow (repellers and Lyapunov functions for repellers). A good reference for this elementary theory is [2] .
Following Conley we shall deal only with isolated compact invariant sets. These are compact invariant sets K which posess a so-called isolating neighbourhood, that is, a compact neighbourhood N such that K is the maximal invariant set in N , or setting
An isolating block is an isolating neighbourhood which has special topological properties. More precisely, an isolating block N is an isolating neighbourhood such that there are compact sets N i , N o ⊆ ∂N , called the entrance and exit sets, satisfying
for every x ∈ N i there exists ε > 0 such that x · [−ε, 0) ⊆ M − N and for every x ∈ N o there exists δ > 0 such that x · (0, δ] ⊆ M − N ,
These blocks form a neighbourhood basis of K in M (see [5] or [7] ) and consitute an operative means of calculating the homotopical Conley index h(K) of K, which is defined as the homotopy type of the pointed pair (N/N o , [N o ]). Quite a lot of effort is required to prove that this definition is correct or to derive its essential properties, so we refer the reader either to the foundational monography by Conley [6] or the more recent book [9] . Since the homotopy index h(K) is not suitable for calculations, we shall deal here with the cohomological index CH * (K), defined simply as the cohomology graded module
. This module agrees with H * (N, N o ) whenČech theory is used. As for the algebraic topology part, the book [21] is a good reference. Let us note here that whenever cohomology or homology are used, reducedČech theory is intended. This theory agrees with the singular one when the underlying space is an ANR (for information on ANR's, see [13] ). Finally, the essentials of shape theory are contained in [4] or, for more exhaustive information, [8] and [15] .
On the shape of D
We start off by investigating what can be said about the shape of the invariant set D = ∂A(K), the boundary of the basin of attraction of an attractor K. The simplest situation one can imagine is that of K being an attracting equilibrium point in R 2 or in R 3 , but even with such a good picture in mind things can be not easy at all. The following examples show this. Figure 1 below. An attracting point p is shown whose basin of attraction A(p) (the shaded region in the drawing) is homeomorphic to an open disk, however its boundary D = ∂A(p) does not have polyhedral shape. It should be understood that the boundary D consists of fixed points and is self-tangent infinitely many times, so that it cuts out infinitely many holes in R 2 ; therefore it cannot have polyhedral shape because, by Alexander's duality,Ȟ 1 (D) is not finitely generated. Figure 2 ) can happen in R 3 . Again, the attractor consists of one point p (not shown) with A(p) the shaded region, which is homeomorphic to an open 3-cell. However, the boundary D = ∂A(p) does not have polyhedral shape by the same reason as above. Figure 1 . An attracting point p in R 2 (note that A(p) is a disk with infinitely many holes). The inclusion i : K → A(K) is a shape equivalence and, when the phase space is an ANR, K has the shape of a finite polyhedron and so does A(K). Therefore both have a finite number of connected components. This property transfers nicely onto D. Proposition 2.3. Let K ⊆ M be an attractor in the locally compact ANR M and assume the boundary D = ∂A(K) of the basin of attraction of K is compact. Then it has finitely many connected components.
Example 2.1. Consider the case depicted in

Example 2.2. A similar situation (shown in
Proof. Choose a Lyapunov function Φ : A(K) −→ [0, +∞) and consider the sets
It is easy to see that the inclusion i : Σ → U is a homotopy equivalence. Now U is an ANR (because it is open in M , which is an ANR itself), hence so is the compact set Σ (being a retract of an ANR), and therefore it has a finite number of connected components, which we shall call Σ 1 , . . . , Σ n . The proof will be finished if we show that D = α(Σ), since then D = α(Σ) = α(Σ 1 ) ∪ . . . ∪ α(Σ n ) where each α(Σ k ) is connected, hence D has no more than n components. To establish the equality D = α(Σ) only the inclusion D ⊆ α(Σ) needs some argument, because the reverse one follows inmediately from the fact that K is an attractor. So pick a point x ∈ D and a sequence (
The previous examples share the feature that D does not have polyhedral shape because it cuts out infinitely many holes in R 2 or R 3 , but this also means that D is not an isolated set, so in some sense it is unsuitable for dynamical investigation with tools such as Conley's index. However, consider the following example. Figure 3 shows an attracting point p such that the boundary of its basin of attraction is an isolated set but does not have polyhedral shape (hence D being isolated is still not enough to obtain good topological properties). To be precise, let Q be the closure of the basin of attraction of the point p in Example 2.1 and assume it to be embedded in R 2 × {0} ⊆ R 3 . Take its cartesian product by the interval [−1, 1] to obtain a cylinder C = Q × [−1, 1] with infinitely many cylinders removed, corresponding to the holes in Q. Now the boundary D of this cylinder is formed by the cartesian product ∂Q × [−1, 1] together with the upper and lower lids of C, that is, Q × {−1, 1}. Let every point in D be fixed and any other in C approach p so that it is an attractor. Otherwise (that is, outside C), let the flow lines be parallel to the z-axis and move upwards.
The construction explained in the example above works equally well if we start with a compact closure Q of any basin of attraction in R n whose boundary is stationary under the flow and does not have polyhedral shape, so in fact there exist big families of examples which make it clear that for the result in Proposition 2.3 to be improved further conditions on D have to be imposed. In Theorem 2.6 we exemplify this by means of a Conley index condition. We begin with a lemma which recalls the by now classical technique to be used in the proof of the theorem. Lemma 2.5. Let K be a compact invariant set in a locally compact ANR M . Suppose K has an isolating neighbourhood N such that N = N + ∪ N − . Then K has the shape of a finite polyhedron.
Proof. We will just give an outline of the proof because the argument involved is standard. First of all observe that K attracts N + and repells N − . Indeed, for any x ∈ N + the relation x · [0, +∞) ⊆ N implies that ∅ = ω(x) ⊆ N and, since ω(x) is a nonempty invariant set contained in N (which isolates K) the inclusion ω(x) ⊆ K must hold. Now there exists a decreasing sequence of compact neighbourhoods {Q k } k∈N which form a neighbourhood basis of K such that (1) Q 1 is a compact ANR and (2) every inclusion map i k : Q k+1 → Q k is a homotopy equivalence. These are constructed pasting together positively (resp. negatively) invariant neighbourhoods of K in N + (resp. N − ). Property (1) is inherited from the phase space because Q 1 can be chosen so as to be a retract of int (N ) (as in the proof of Proposition 2.3) and for property (2) a homotopy inverse for i k is provided by the flow (see, for example, [20, Lemma 2., p. 523]). All these facts together with a result of West ([22] ) prove that K has the shape of a finite polyhedron. Proof. Let D = D 1 ∪. . .∪D n be the (finitely many by Proposition 2.3) connected components of D, which are themselves isolated compacta. For each 1 ≤ k ≤ n there exists a connected isolating block (N k , N i k , N o k ) for D k such that N k ∩ N = ∅ if k = (since every D k has a neighbourhood basis of connected isolating blocks). Observe that, by the additivity of Conley's index, 0 = CȞ 1 (D) ∼ = n k=1 CȞ 1 (D k ) and so CȞ 1 (D k ) = 0 ∀ 1 ≤ k ≤ n. Now let us prove that every N k − A(K) is positively invariant, and so P = (N 1 ∪ . . . ∪ N n ) − A(K) will do the job. From the exact sequence in reducedČech cohomology For every n ∈ N the set Q n = {x ∈ A(K)
Step 3. N = P ∪ Q is an isolating neighbourhood of D in M such that N = N + ∪ N − . Therefore, by Lemma 2.5, N has the shape of a finite polyhedron.
Proof. It is clear that N + = P and N − = Q, so the equality N = N + ∪ N − follows at once. Hence it will be enough to show that N is indeed a neighbourhood of D. Since 
Remark 2.7. Let us compute the 1-dimensional Conley index for Example 2.4. Pick, for example, a ball B ⊇ C and a small ball B around p so that N = B − int B is an isolating neighbourhood for D. If B and B are reasonably chosen, N will be an isolating block for D whose exit set L consists of the upper hemisphere of ∂B and the whole of ∂B . Thus the quotient (N/L, L/L) has the same homotopy type as a pointed S 1 and CȞ 1 (D) ∼ = Z (it is nonzero, as we expected by Theorem 2.6).
From local to global: The dynamics in M
This section will be devoted to showing how the condition on the Conley index of D which was considered above not only renders shape theoretic results, but in fact allows us to have a global picture of the dynamics in M (see Proposition 3.3) which is especially precise when M is low-dimensional, for example when M = S 3 (Corollary 3.6 and Remark 3.7). The starting point for this analysis is the proof of Theorem 2.6, where one can observe that the key is that D repells points in A(K) − K and attracts points outside A(K) (and this dynamical behaviour is deduced from the hypothesis on the Conley index of D). Therefore it is only natural to believe that A(K) is an attractor in M , and this is the case provided it is compact.
Remark 3.1. Let K be an attractor in a locally compact ANR M . Assume that the hypotheses in Theorem 2.6 hold and, in addition, A(K) is compact. Then A(K) is an attractor in M .
To prove this, let N = A(K) ∪ P , where P is a positively invariant neighbourhood of D in M − A(K) (it was established in Step 1 of Theorem 2.6 that such a neighbourhood exists). It is clear that N is a compact neighbourhood of A(K) and, since it is the union of two positively invariant sets, N is also positively invariant. It only remains to check that N isolates A(K), but this is easy.
Example 3.2. The condition that A(K) be compact, despite its topological nature, has some dynamical content: Consider the flow in the real line depicted in Figure  4 (a), where 0 is an attractor whose region of attraction is the interval A(0) = (−∞, 1) and otherwise points in (1, +∞) approach 1. Here D = ∂A(0) = {1} and CȞ 1 (D) = 0, so we are in the hypotheses of Theorem 2.6 (indeed D has polyhedral shape). Now, it does not make sense to say that A(0) = (−∞, 1] is an attractor in R, since it is not compact. Thus one can compactify the phase space to obtain a flow in S 1 , where the point at infinity is fixed (Figure 4 (b) ). Now it is clear that
is not an attractor.
A reasonable way to ensure that A(K) is compact is to focus our attention on compact phase spaces M , and we will do so in the sequel. On the other hand, we no longer need the hypothesis that M be an ANR (this was used only in the final step of Theorem 2.6). Under these assumptions, the following proposition gives a fairly clear picture of the situation. Proof. By virtue of Remark 3.1, the compact set A(K) is an attractor in M , therefore it has a dual repeller K . We recall here that K = {x ∈ M : ω(x)∩A(K) = ∅}, and it agrees with the set of points in M which are not attracted by A(K) (see [18] for an exposition of these results). Now {K , A(K)} is a Morse decomposition of M ([18, Lemma 3.2. and Proposition 3.4.iv ]) and therefore R(K ) = M − A(K); hence ∂R(K ) = ∂A(K) = ∂A(K) = D. To finish the proof we shall observe that
and this set is compact and invariant) but, on the other hand, α(x) ⊆ K (because x ∈ R(K )). Therefore D ∩ K ⊇ α(x) = ∅, contradicting the fact that D is the boundary of R(K ), which is a neighbourhood of K in M .
The scenario just described (that is, M being the union of a basin of attraction A(K) and a basin of repulsion R(K ) with a common boundary D, these three sets must be disjoint by the same argument as in Proposition 3.3) takes place when CȞ 1 (D) = 0, although in general this is by no means a necessary condition, as shown by the following example.
Example 3.4. The phase space is S 3 , best thought of as R 3 together with the point at infinity. Take the unit ball B with its origin p being an attractor in B (every point in the boundary is fixed) and nip two little horns until they become tangent to each other, as depicted in Figure 5 . Then the basin of attraction A(p) is an open ball and its closure is the horned ball, which has the same homotopy type as a solid torus. Here its complement (in S 3 ) is another torus and the dual repeller of p is the core of this torus, a circumference K . However CȞ 1 (D) = Z (this can be checked either by direct computation or using Proposition 3.5 below).
Therefore the condition CȞ 1 (D) = 0 is sufficient, but not necessary, for the phase space to have a decomposition as the union of the basins of an attractor K, a repeller K and their common boundary D. Still, the Conley index of D plays an important role in this situation: clearly the example above shows that K does not determine K , because for the same K (a singleton) the construction can be easily modified so that K is a bouquet of any (finite) number of circumferences, but it turns out that information about K plus some knowledge of the Conley index of D can determine K up to homology (and vice versa). Proposition 3.5 and its corollary are significant instances of this. Observe that the inclusions K → U 1 → U 2 and K → U 1 are all shape equivalences since U 1 , U 1 are positively invariant neighbourhoods of K and U 1 is a negatively invariant neighbourhood of K . Hence U 1 and U 2 have trivial shape. Now we can proceed to the computations: we have thatȞ N ) by the fact that K → U 1 is a shape equivalence and by Alexander's duality. Since U 2 has trivial shape,
Corollary 3.6. Let K ⊆ S 3 be an attractor with trivial shape and suppose that the boundary D of its basin of attraction satisfies CȞ 1 (D) = 0. Then the dual repeller K of A(K) has a finite number of components, each of which has trivial shape. In particular, if CȞ 2 (D) = 0, then K has trivial shape.
Proof. We begin by checking that the homology groups of every component of K are trivial. By Proposition 3.5 and hypothesis, we haveȞ 1 (K ) ∼ = CȞ 1 (D) = 0. Next, from the exact sequence in Step 1 of the proof of Theorem 2.6 it follows that CȞ 0 (D) = 0; therefore (again by Proposition 3.5),Ȟ 2 (K ) ∼ = CȞ 0 (D) = 0.
Finally, if C is a component of K (of which there are only a finite amount since K is a repeller in an ANR), its homology groups are direct summands of those of K , hence trivial too.
By virtue of [14, Theorem 4.5., p. 181] it only remains to check that C is pointed 1-movable. This we do as follows: first of all, since C has the shape of a finite polyhedron, it is a FANR ([15, Theorem 14., p. 234]). Now for any choice of a basepoint * in C , the pointed space (C , * ) is also a FANR (this is [15, Theorem 19 ., p. 236], due to Hastings and Heller). Finally, every pointed FANR is pointed movable ([15, Theorem 18., p. 235]). Therefore (C , * ) is pointed 1-movable and the result follows.
The last assertion follows again from Proposition 3.5, sinceȞ 0 (K ) ∼ = CȞ 2 (D). Hence if the latter group is trivial, K is connected and has trivial shape. The essential tool in Proposition 3.5 was Alexander's duality theorem. In case the flow is differentiable, there exist isolating blocks which are manifolds and so other forms of duality are available, such as Lefschetz's duality. These also render some results in our context. Let K = K 1 ∪ . . . ∪ K m be the components of K (these are finite in number since K has the shape of a finite polyhedron). Each one is a repeller by itself (this is standard, see [2] ) with its own region of repulsion, and R(K ) = R(K 1 ) ∪ . . . ∪ R(K m ) is the disjoint union of them. Therefore N i , which must intersect every R(K i ), has at least m components. That is, m ≤ rkȞ 0 (N i ), where unreduced homology is used to avoid complications in notation.
Consider the following exact sequence in unreducedČech homology:
. . . →Ȟ 1 (N, N i ) →Ȟ 0 (N i ) →Ȟ 0 (N ) →Ȟ 0 (N, N i ) → 0 which gives rise to the inequality rkȞ 0 (N i ) + rkȞ 0 (N, N i ) ≤ rkȞ 1 (N, N i ) + rkȞ 0 (N ). NowȞ 0 (N, N i ) = 0 (the reason is the same as in Corollary 3.6), the rank ofȞ 0 (N ) is the number of components of N , m ≤ rkȞ 0 (N i ) and (by Lefschetz duality)Ȟ 1 (N, N i ) ∼ =Ȟ n−1 (N, N o ) ∼ = CȞ n−1 (D). Therefore substituting in the inequality we get m ≤ rk CȞ n−1 (D) + #(components of N ). We finish checking that N has the same number of components as D, and this is due to the fact that every component of D is contained in one of N (which is clear) and every component of N cuts D. Indeed, let N * be a component of N and pick x ∈ N * ; then either x · [0, +∞) ⊆ N * or x · (−∞, 0] ⊆ N * , which in either case implies that ∅ = ω(x) ⊆ D ∩ N * or ∅ = α(x) ⊆ D ∩ N * .
If the phase space M is not orientable, then the preceding argument goes through using coefficients in Z 2 .
