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Abstract
The ever-increasing energy requirement incurred by future dense wireless
communication networks has always been a challenging issue. Eliminating the
inter-cell interference (ICI) is considered as a key factor for green communication
whilst adapting to energy demand variations contributes to the stable cost-efficient
operation of the system. This thesis focuses on learning-based energy management
and interference control among base stations (BSs) using convex optimization
methods in multi-cell networks.
The robust distributed coordinated approaches are proposed to solve
aggregate transmit power minimization problem constrained by certain
signal-to-interference-plus-noise-ratio (SINR) outage probabilities in the presence of
imperfect channel state information. The intractable problem is first converted to a
tractable form and then decomposed into independent sub-problems to be solved at
individual BSs. The individual BSs gradually learn the ICI imposed from other BSs
via sub-gradient iterations with a light inter-BS communication overhead.
Then, the problem of maximizing the weighted SINR requirements is
investigated. The original problem is first converted into an equivalent total transmit
power minimization problem for a fixed scale of SINR targets. Then, an upper
confidence bound based algorithm is proposed to optimally and distributively scale
the SINR targets based on per-BS power budget and coordinate ICI among BSs.
Next, a combinatorial multi-armed bandit (CMAB) inspired online learning
algorithm is introduced to minimize the time-averaged energy cost at BSs, powered
by various energy markets and local renewable energy sources. The algorithm
sustains traffic demands by enabling sparse beamforming to schedule dynamic
iv
Abstract
user-to-BS allocation and proactive energy provisioning at BSs to make ahead-of-time
price-aware energy management decisions.
Finally, in order to address the dynamic statistics of renewable energy supply,
an adaptive strategy inspired by CMAB model for energy storage management and
cost-aware coordinated load control is proposed. The proposed strategy makes online
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Last decade has witnessed the evolution of information and communication
technology incurred by the explosive increase in the number of mobile subscribers and
the serving wireless devices. By 2030, the number of wireless devices will rise to 100
billion and result in extremely massive connectivity [13]. Such massive connectivity
requires enormous energy consumption in mobile communications networks and with
current technique, can only be achieved at the expense of incredible greenhouse gas
emissions. Current network operators relying on the fossil-fuel-based electric energy
generation to power their networks, contribute to a significant proportion to the
global carbon footprint, with a share of approximately 2 percent [13]. Vodafone, for
instance, used more than 1 million gallons of diesel per day in 2011 to power their
network [14]. The amount of carbon dioxide (CO2) equivalent emissions of cellular
networks are, respectively, 86 and 170 million tons for 3G and 4G networks [15].
Such amount of emissions are expected to escalate to 345 million tons by 2020 [16],
indicating a steeper rise as compared to the prediction of 235 million tons in the
SMART2020 report in 2008 [17]. In order to support the ever-increasing demand
for high data rate communications with seamless coverage and diverse quality of
service (QoS), the 5G networks are expected to be launched by 2020 and provide
more than 1000 times the system capacity as well as 10 times the energy efficiency
of the 4G networks [18], as shown in Fig. 1.1, which raises numerous challenges
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Chapter 1. Introduction
to be addressed by the research community. Amongst which, the enormous energy
Figure 1.1: 5G technical improvement over 4G.
consumption arose by next generation dense wireless communication networks with
millions more BSs and billions of connected devices, has always been considered as one
of the most challenging issues from both ecological and economic perspectives. It has
been revealed that approximately 30 percent of total operational expenditure (OPEX)
of mobile network operators is energy cost [13], whilst the energy consumption of base
stations (BSs) contributes to more than 70 percent of operators’ total electricity bill
[18]. The energy consumption of a BS consists of the radiated energy, the energy loss
due to efficiency of the non-ideal power amplifiers and static energy dissipated in all
other hardware blocks of the transmit-receive chains, e.g., A/D conversion, filtering
and cooling operations. It is usually assumed in the literature that the transmit
2
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amplifiers operate in the linear region, and the static hardware energy is independent
of the radiated energy [19]. This coupled with the long-standing resource scarcity in
mobile networks caused by the mounting growth of mobile subscribers and energy
demand motivate the research interests in energy-efficient wireless communication
(also known as green communication) in the recent years, where the radiated energy
consumption has become a primary concern in the design and operation of wireless
communication networks.
Figure 1.2: Energy efficient 5G solutions.
Numerous proposals and research projects have been launched around the world
to reduce substantially the total energy consumption for the entire radio access
network through various energy-efficient techniques [14]. As illustrated in Fig. 1.2,
energy efficient techniques can be classified into four main categories: resource
allocation, network planning and deployment, energy harvesting and hardware




• Resource allocation technique increases energy efficiency by allocating the
system radio resources to maximize the amount of information that is reliably
transmitted per Joule of consumed energy.
• Massive multiple-input multiple-output (MIMO) has shown its ability in
reducing the radiated energy and averaging out multi-user interference,
provided that the favorable propagation condition holds. Whereas, the practical
deployment and hardware impairment are considered as major challenges.
• mmWave increases network bandwidth and oﬄoads traffic from the sub-6GHz
cellular frequencies for short range dense communications. However, the
implementation of digital beamforming raises complexity, energy consumption
and cost issues.
• Simultaneous wireless information and power transfer (SWIPT) has been widely
investigated in the literature for sustainable operation of battery limited devices
by exploiting signals transmitted from BSs [4, 19].
• Dense heterogeneous networks (HetNet) reduces the distances between nodes
and UTs, thus provides higher data rates at lower power consumption, provided
that a balance between density level and interference control is achieved.
• Cloud radio access network (C-RAN) that detaches baseband processing units
from conventional BSs and groups them in a pool, not only enables the
potentiality and flexibility of mobile edge computing in the network, but also
provides substantial energy and deployment cost savings.
Due to resource scarcity of cellular networks, small cells has become one of the
research focuses recently and has been considered as a promising method to expand
service coverage and increase network capacity at an attractive cost for future
ultra-dense heterogeneous networks, as shown in Fig. 1.3. Small cells are low-powered
radio access nodes, e.g., microcells, picocells and femtocells, that are ”small” in terms
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of capability and coverage area as compared to macrocells and are easy to deploy and
maintain. They make best use of available spectrum by reusing the same frequencies
many times within a geographical area. Beamforming technique for directional signal
transmission and reception, can further enhance small cell coverage. Recently, the
Figure 1.3: An example of 5G dense heterogeneous network.
orthogonal frequency-division multiple access based systems such as Long Term
Evolution (LTE) are being deployed with a frequency reuse of 1, i.e., operated
under a shared bandwidth. However, the resulting intercell interference (ICI), i.e.,
the signals at the same frequency received by user terminals (UTs) from undesired
transmitters, may lead to significant system performance degradation. Consequently,
interference coordination is a key factor for minimizing energy consumption in green
communications and hence, reducing total energy cost of the network operators.
In recent years, coordinated transmission, where multiple BSs collaborate at either
signal level or beamforming level to serve individual UTs, has been recognized as a
key enabling technique to mitigate ICI and substantially improve system capacity
5
Chapter 1. Introduction
[20]. This scenario, nevertheless, requires all information to be circulated among
BSs, which may be infeasible for practical capacity-constrained fronthaul links.
Consequently, sparse beamforming technique for partial BS cooperation as well as
coordinated transmission in a distributed manner, have attracted the attention of
researchers in recent years [6, 11, 21].
Apart from energy efficiency and interference control for green communications
[22], powering the BSs with renewable energy generated from naturally replenished
environmental resources ranging from sunlight, wind, tides and waves to geothermal
heat [23], has also been regarded as a promising technology for the next generation
green wireless networks from ecological economics perspective. The network operators
relying on the conventional fossil-fuel-based electric grid not only face potential
challenge of drastically increased operational costs due to growing amount of on-grid
energy consumption for future dense networks, but also significantly contribute to
the global footprint [15]. Powering BSs with renewable energy is beneficial in
terms of not only reducing greenhouse gas emissions, but also the potential of
reducing the energy cost of the network/grid operators, since the cost of renewable
energy generation in general is much lower than that of the energy from the
conventional grid [24]. The renewable energy in 2010 contributed only 16.6 per cent
to the total energy generation of Europe Union, whilst by 2040, its contribution is
expected to reach 47.7 percent [25]. However, the renewable energy generation is
naturally uncontrollable and non-dispatchable since it highly depends on location,
time and efficiency of the harvesting devices, e.g., solar panels and wind turbines
[26]. Thus, in some circumstances, it is insufficient to meet the energy demand
of the networks. Realizing these features and providing the opportunity to the
reliable and cost-efficient operation of wireless networks motivate the integration of
the renewable energy with the conventional electric grid to power next generation
wireless networks. The solutions to the wireless channel random dynamism as well
as the intermittent nature of renewable energy supply and significant electricity price
fluctuation, meanwhile, are currently of great interest for the research community
6
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[7, 12, 27, 28].
This thesis investigates energy management and interference control for green
communications in multi-cell interference networks from both ecological and economic
perspectives. From the first perspective, the cross-link coupling effect among a cluster
of BSs, e.g., ICI, is taken into account and the alternatives to the existing coordinated
transmission strategies for further reduction of energy consumption as well as
robustness against the imperfect channel state information (CSI) are examined.
From the second perspective, novel reinforcement learning based algorithms that
adapt to the dynamic nature of wireless networks as well as renewable energy supply
are developed to achieve a reliable and cost-efficient operation of the BSs supplied
by a hybrid grid/renewable energy generators. The scope of research on energy
management strategies carried out in this thesis is shown in Fig. 1.4.
Figure 1.4: Scope of research on energy management in this thesis.
1.2 Contributions of the Thesis
Addressing the problems stated in Section 1.1, this thesis contributes to the
learning-based energy management and interference control among BSs for green
7
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communications in multi-cell networks. The major contributions of this thesis are
summarized as follows.
• Chapter 3 considers the robust optimization problem of minimizing the
aggregate downlink transmit power in a distributed manner in the presence
of imperfect CSI in multicell interference networks. Due to the fact that
worst-case is a rare occurrence in practical network, this problem is constrained
to satisfying a set of signal-to-interference-plus-noise-ratio (SINR) requirements
and providing robustness against the second order statistical and instantaneous
CSI uncertainties at individual UTs with certain SINR outage probabilities.
Taking into account the cross-link coupling effect among a cluster of BSs, the
individual BSs gradually learn the ICI imposed by other BSs via subgradient
iterations with a light inter-BS communication overhead. These contributions
have been published in [29] and [30].
• Chapter 4 investigates the problem of maximizing the weighted SINR
requirements at UTs in a distributed manner in multicell interference networks.
The optimization is constrained to strict individual BS transmit power
limitations in the presence of imperfect CSI in the worst-case scenario. Instead
of solving the optimization problem directly, the original problem is converted
into an equivalent total transmit power minimization problem. An upper
confidence bound based algorithm is proposed for the individual BSs to
distributively learn the optimal achievable percentage coefficient of SINR
targets based on per BS power budget and coordinate ICI across the BSs via
light inter-BS communications. This contribution has been published in [31].
• Chapter 5 introduces a reinforcement learning algorithm inspired by
combinatorial multi-armed bandit (CMAB) model to minimize the
time-averaged energy cost at individual BSs, powered by various energy
markets and local renewable energy sources, over a finite time horizon.
The algorithm sustains traffic demands by enabling sparse beamforming to
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schedule dynamic user-to-BS allocation and proactive energy provisioning at
BSs to make ahead-of-time price-aware energy management decisions. This
contribution has been published in [32].
• To address the dynamic statistics of wireless networks as well as the variability
of renewable energy supply and energy prices that are practically unknown in
advance, an adaptive CMAB-inspired strategy for energy storage management
and cost-aware coordinated load control at the BSs is developed in Chapter
6. The proposed strategy makes online foresighted decisions on the amount of
energy to be stored in storage to minimize the average energy cost over long
time horizon. This contribution has been published in [33].
1.3 Outline of the Thesis
The thesis is organized as follows. Chapter 1 introduces the motivation and
contributions of the thesis. In Chapter 2, mathematical preliminaries such as convex
optimization are introduced, followed by some basic concepts and literature survey of
the state-of-the-art techniques in cooperative transmission, energy management and
reinforcement learning. The major contributions of this thesis are included in Chapter
3,4,5 and 6. More specifically, Chapter 3 investigates the robust distributed ICI
coordination and power minimization problem constrained by certain SINR outage
probabilities via sub-gradient iterative ICI learning among BSs. Then, the problem
of maximizing the weighted SINR requirements is studied in Chapter 4 and an
upper confidence bound inspired learning algorithm is proposed to optimally and
distributively coordinate ICI and scale the SINR targets based on per-BS power
budget. Chapter 5 and 6, on the other hand, address the dynamic environment
statistics and focus on CMAB-inspired adaptive online learning algorithms for
cost-aware energy management of BSs deployed with and without storage units,






This chapter aims to provide a general overview of downlink energy management
in multi-cell interference networks as well as mathematical preliminaries that will
be used in the subsequent chapters. In this chapter, the mathematical preliminaries
such as convex optimization will be firstly introduced, followed by some basic concepts
and literature review of the state-of-the-art robust downlink cooperative transmission
strategies, energy management designs and recent advances in reinforcement learning
in wireless communication networks.
2.2 Mathematical Preliminaries
2.2.1 Convex Optimization
Convex optimization is a subfield of optimization that seeks the minimum
of convex functions over convex sets. One key advantage of convex problems
over non-convex optimization problems is that the convex problems can be solved
efficiently using powerful numerical algorithms even when a closed form does no
exist. Due to the convexity of both objective functions and convex constraints,
a local minimum in a convex optimization problem must be a global minimum,
and there exists a rigorous optimality condition as well as a duality theory to
10
Chapter 2. Background
verify the optimal solution [34]. In addition, convexity provides possibility to
address the difficult non-convex problems using convex approximations that are
more efficient than classical linear ones. The convex optimization has been widely
applied to provide efficient and reliable solutions to large practical engineering
application problems in various disciplines such as automatic control systems, signal
processing, communications and networks. Many communication problems can either
be formulated as or converted into convex optimization problems to greatly facilitate
their analytic and numerical solutions [34].
As illustrated in Fig. 2.1, a set C is convex if for ∀x, y ∈ C, we have
θx+ (1− θ)y ∈ C, ∀θ ∈ [0, 1], (2.1)
which indicates that the line segment between any two point x, y ∈ C lies in C.
Figure 2.1: Some simple convex and non-convex sets.
A function f : Rn → R is convex if dom f is a convex set and for ∀x, y ∈ dom f ,
we have
f(θx+ (1− θ)y) ≤ θf(x) + (1− θ)f(y), ∀θ ∈ [0, 1], (2.2)
which indicates that the line segment between (x, f(x)) and (y, f(y)) always
11
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dominates the function f , as indicated by Fig. 2.2 [8]. If strict inequality holds
in (2.2) for ∀x 6= y, θ ∈ (0, 1), the function f is said to be strictly convex. Moreover,
f is said to be concave if −f is convex, and strictly concave if −f is strictly convex.
Figure 2.2: Example of a convex function [8].




subject to fi(x) ≤ 0, i = 1, · · · ,m,
hi(x) = 0, i = 1, · · · , p,
where x ∈ Rn, f0 : Rn → R, fi : Rn → R and hi : Rn → R, respectively, are
defined as the optimization variable, the objective function, the inequality constraint
functions and the equality constraint functions. The objective is to find an x that
minimizes f0(x) among all x that satisfy the conditions fi(x) ≤ 0, i = 1, · · · ,m and
hi(x) = 0, i = 1, · · · , p. By definition, the functions hi : Rn → R are affine and the
functions f0, · · · , fi : Rn → R are convex, i.e., satisfy
fi(αx+ βy) ≤ αfi(x) + βfi(y) (2.4)
for all x, y ∈ Rn and α, β ∈ R with α + β = 1, α ≥ 0, β ≥ 0.
The problem (2.3) is said to be feasible if there exists at least one feasible point
x ∈ D that satisfies constraints fi(x) ≤ 0, i = 1, · · · ,m and hi(x) = 0, i = 1, · · · , p,
12
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is a convex set. The optimal value p∗ of problem in (2.3) is defined as
p∗ = inf {f0(x) |fi(x) ≤ 0, i = 1, · · · ,m, hi(x) = 0, i = 1, · · · , p}, (2.6)
where p∗ =∞ if the problem is infeasible and p∗ = −∞ if the problem is unbounded
below. In addition, x∗ is said to be an optimal point if x∗ is feasible and f0(x∗) = p∗,
whilst a feasible point x is said to be -suboptimal if f0(x) ≤ p∗ + .
The introduction of slack variables that replace each inequality constraint
with an equality constraint and a nonnegativity constraint, is commonly used
in transformations of convex optimization problems. Introducing a new variable





subject to si ≥ 0, i = 1, · · · ,m,
fi(x) + si = 0, i = 1, · · · ,m,
hi(x) = 0, i = 1, · · · , p.
In general, there is no analytical formula but effective methods for the solution of
the convex optimization problems. With recent development in optimization theory,
e.g., interior-point method, solving convex optimization problem such as semidefinite
programming (SDP) is almost as straightforwardly as solving linear programming.
For instance, the efficient and reliable interior-point methods [35] can be proved
in some practical cases, to solve the convex optimization problem to a specified
accuracy with a number of operations that does not exceed a polynomial of the
problem dimensions. The convex optimization problem in (2.3) ordinarily can be
13
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solved by the interior-point methods in a number of steps ranging between 10 and
100, and each step requires on the order of max {n3, n2m,F} operations, where F is
the cost of evaluating the first and second derivatives of f0, · · · , fm [8]. In practice,
modern solvers for solving convex optimization problems, e.g., the SeDuMi solver
[36], either generate an optimal solution or an indication of infeasibility. Solvers
for non-convex optimization problems, nevertheless, typically fail to converge when
the underlying problem is infeasible, due to either data overflow or the exceeding of
maximum number of iterations [34].
2.2.2 Lagrangian Duality and Karush-Kuhn-Tucker
Condition
Consider problem (2.3) as the primal optimization problem and x as the primal
vector, the Lagrangian duality is to augment the objective function with a weighted
sum of the constraints functions in (2.3) [8]. The Lagrangian function L : Rn×Rm×
Rp → R associated with the problem in (2.3) can be formulated as







with dom L = D×Rm×Rp, where λ ∈ Rm and ν ∈ Rp, respectively, are the lagrange
multiplier vectors associated with the inequality constraints fi(x) ≤ 0, i = 1, · · · ,m
and the equality constraints hi(x) = 0, i = 1, · · · , p [34].
The dual function g : Rm × Rp → R associated with problem (2.3) is defined as







and as a pointwise infimum of a family of affine functions of (λ, ν), it is always concave
[34].
Let us consider the convex primal problem in (2.3), the following
Karush-Kuhn-Tucker (KKT) conditions are not only necessary but also sufficient
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for the points x˜ and (λ˜, µ˜) to be primal and dual optimal, with zero duality gap.
fi(x˜) ≤ 0, i = 1, · · · ,m,
hi(x˜) = 0, i = 1, · · · , p,
λ˜i ≥ 0, i = 1, · · · ,m,







µ˜iOhi(x˜) = 0. (2.10)
2.2.3 Semidefinite Programming
SDP is a relatively new subfield of convex optimization that minimizes a
linear objective function over the intersection of the cone of positive semidefinite
matrices with an affine space, where the affine constraints include both equalities
and inequalities. Many practical problems can be modeled or approximated as SDP
problems and efficiently solved by interior point methods. The SeDuMi solver [36]
introduced in the previous section, is commonly used to solve SDP problems, whilst
the CVX [35] that supports SeDuMi solver, will be adopted to solve the SDP problems
with linear matrix inequality (LMI) constraints in the following chapters. A standard




subject to F (x)  0,
where x ∈ Rn is the optimization variable and LMI constraints, i.e.,
F (x) , F0 +
n∑
i=1
xiFi  0, F0, · · · , Fn ∈ Rm×m (2.12)
is a Hermitian matrix and indicates that F (x) is positive semidefinite, i.e., zTF (x)z ≥
0, ∀z ∈ Rm [37].
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2.2.4 Multi-cell Multi-user Downlink Beamforming
Consider N base stations (BSs) equipped with M antennas jointly design their
beamforming vectors and transmit to their K local single-antenna user terminals
(UTs) over a shared bandwidth. Then, the signal received by the k-th UT in the i-th











hHjikwjmsjm + nik, (2.13)
where sik is the data symbol for UTik, wik ∈ CM×1 denotes the beamforming vector
from BS i to UT k, nik ∼ CN(0, σ2ik) is the additive white Gaussian noise and hijk ∈
CM×1 indicates the channel vector from BSi to UT k in cell j. Without loss of
generality, let E(|sik|2) = 1, then the signal-to-interference-plus-noise-ratio (SINR) at












A typical downlink beamforming design is to find the optimal set of wik that
minimizes the overall transmit power while guaranteeing the SINR requirements γik


















≥ γik, ∀i, k. (2.15)
It can be verified that the SINR constraints in (2.15) are non-convex. In the
sequel, the problem in (2.15) will be transformed to a SDP form with LMI using
the semidefinite relaxation (SDR) technique. The SDR is a powerful and efficient
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approximation technique in the area of signal processing and communications,
and has proved its capability of providing accurate and sometimes near-optimal
approximation [38].


























≥ γik, ∀i, k. (2.16)
Let us define Hiik = hiikh
H
iik and Wik = wikw
H
ik. It is evident that Wik is a






ik) = tr(Wik), (2.17)






















rank(Wik) = 1, ∀i, k.
Note that relaxing the non-convex rank-one constraints of rank(Wik) = 1 in (2.18)
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tr(HjikWjm)− σ2ik ≥ 0,
Wik = W
H
ik  0, ∀i, k.
For general non-convex quadratic problems, solving a relaxed SDP problem does not
always yields the optimal rank-one solutions, it usually leads to conveniently tractable
numerical solutions, i.e., optimal solutions with rank greater than one. In such cases,
the SDR technique can only provide a lower bound on the optimal objective function
and possibly attain an approximate solution to the original problem [39]. If the
optimal solution W∗ik to problem (2.19) is rank-one, the optimal beamformer w
∗
ik is
the eigenvector of W∗ik. Otherwise, the randomization and scaling procedures can be
implemented by the BSs to get the near-optimal beamformers [3, 11, 40]. Note that
with a sufficient number of trials of the randomization procedure, the gap between the
optimal and the suboptimal values can be arbitrarily reduced. For more discussion
on rank-one relaxation, please refer to [41] and the references therein.
2.3 Multi-cell Interference Network and
Cooperative Transmission
Heterogeneous networks that consists of multiple types of transmission points
to support various size of wireless coverage zones, has been regarded as a key
enabling technology to support the ever-increasing mobile data traffic and high
data rate communications with seamless and ubiquitous quality of service (QoS)
for next generation wireless communication networks [42, 43]. Long Term Evolution
(LTE)-Advanced multi-cell multiuser networks suffer from intra-cell interference as a
result of simultaneously transmission to multiple users, as well as intercell interference
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Figure 2.3: A typical example of multi-cell multiuser interference network.
(ICI) among neighboring cells as a consequence of the ever shrinking cell sizes [44],
as illustrated in Fig. 2.3. Without proper interference control mechanisms, the
system performance, especially at cell edge, can be degraded significantly. One
possible solution is to equip BSs and/or UTs with multiple smart antennas and smart
signal processing algorithms [45] to create different radiation patterns, and adopt
beamforming techniques to separate the intended signal (beam) to the individual
UTs as much as possible. Coordination techniques such as semi-static fractional
frequency reuse and dynamic coordinated transmission, are also regarded as effective
ways for interference management [44].
2.3.1 Channel State Information at the Transmitters
Channel state information (CSI) is a set of transmission parameters including
the precoding matrix indicator, rank indicator and channel quality indicator, that
is reported by UTs corresponding to one or more transmission hypothesises [44].
The acquisition of CSI at the transmitters (CSIT) varies for different scenarios,
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Table 2.1: CSI acquisition for different scenarios
Scenarios CSI CSI acquisition at transmitters
TDD Local users’ CSI Exploiting channel reciprocity
CSI of other users in the cluster Overhearing from reverse links
FDD Local users’ CSI Feedback channel
CSI of other users in the cluster Inter BS communications
as summarized in Table 2.1 [44]. In a time division duplex (TDD) scenario, the
individual BSs can not only acquire CSI of its own UTs by directly exploiting the
channel reciprocity (i.e., employ uplink channel estimate for downlink transmission),
but also estimate its crosstalk channels to UTs in other cells within the coordinating
cluster by overhearing from their reverse links. Whereas in a frequency division
duplex (FDD) scenario, the channels are firstly estimated by the local UTs and then
quantized and fed back to the individual BSs through feedback channel. Whilst, the
CSIT acquisition of UTs in other coordinated cells can be accomplished through pilot
sending by the corresponding BS and inter-BS information exchange via fronthaul
link.
The acquisition of accurate knowledge of CSIT, in terms of either the downlink
channel vectors, i.e., instantaneous CSI in slow-fading scenarios, or the downlink
channel covariance matrices, i.e., statistical CSI in fast-fading scenarios, is necessary
to take advantage of multiple antenna techniques and is essential for BSs to
design effective downlink transmission strategies such as power optimization scheme.
Numerous downlink beamforming designs based on the assumption that the CSI
can be perfectly acquired by BSs in real-time, have been studied by the research
community [4, 11, 12, 46, 47].
The practical rapidly changing wireless environment, however, can result in
outdated estimates in both TDD and FDD scenarios and make the provision of perfect
CSI extremely difficult, thus only the imperfect CSI can be acquired at BSs as CSIT
is contaminated with unknown errors [48]. The CSI obtained by channel reciprocity
in the TDD system is free of quantization and feedback compression errors [44],
and the CSIT imperfection in a FDD system might be a consequence of estimation
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and quantization errors, and could be outdated and affected by erroneous feedback
[49]. In the case that the channel estimation is accurate enough while the amount
of feedback bits is limited, the quantization error will be the dominant uncertainties.
On contrary, when the feedback rate is unlimited but the channel estimation is not
accurate or is outdated, the errors will be dominated by estimation errors. Since the
downlink beamforming designs based on perfect CSIT may no longer guarantee the
QoS requirements at UTs, various robust beamforming designs have been introduced
to provide robustness against CSI errors in wireless communication networks.
The CSI imperfections are usually assumed to have certain properties, either
in terms of shapes of uncertainty regions, or statistics. Beamforming designs based
on deterministic model or probabilistic model are two methodologies of particular
interest. The deterministic model assumes that the CSI perturbations are confined
or bounded within an uncertainty region to ensure the worst-case robustness [3, 10,
49–57], e.g., eHwRwew ≤ 1, where Rw  0 specifies the shape and size of the ellipsoid.
However, the worst-case optimization to guarantee certain performance for all
uncertain channels from a specified region may sometimes be conservative in practice.
The probabilistic model (also known as chance-constrained or outage-constrained
approach) is usually adopted for channel estimation errors [9, 55, 58–63], where the
uncertainty region of the CSI errors are modeled to be statistically unbounded
according to some known distributions, e.g., [ew]t ∼ CN(0, σ2t ), and σ2t is the error
variance.
2.3.2 Coordinated Transmission
In the past few years, coordinated transmission, i.e., multiple transmission points
collaboratively serve the individual UTs, has been recognized as a key enabling
technique for future wireless communication networks due to its potential benefits of
advanced intercell interference mitigation techniques to substantially improve system
throughput, in particular for the cell-edge users [64]. The coordinated transmission
can be implemented in both FDD and TDD scenarios [44], and can be utilized for
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different deployment scenarios, e.g., homogeneous macro networks with inter-site
or intra-site collaboration, and heterogeneous networks with low power picocells or
remote radio heads within the macrocell coverage area [65]. As shown in Fig. 2.4,
Figure 2.4: Illustration of levels of collaboration amongst BSs.
there are two levels of collaboration amongst BSs in general: joint transmission
(JT) with cooperation at signal level, and coordinated scheduling/ beamforming
(CS/CB) with coordination at beamforming level [11]. In the JT scenario, multiple
fully cooperative BSs act as networked multiple-input multiple-output (MIMO) and
adaptively form up clusters to simultaneously transmit data to a single UT with
appropriate beamforming weights to improve the received QoS in a time-frequency
resource [20]. The JT can be coherently or non-coherently depending upon whether
the beamforming from multiple BSs is jointly designed to achieve coherent combining
in the wireless channel. This scenario, nevertheless, is more sensitive to the accurate
CSI measurements and requires all UTs’ data and full CSI reference signals to be
circulated among BSs. Sparse beamforming technique for partial cooperation with
adaptive BS cooperation clustering, where only part of BSs participate in the JT
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to individual UTs on the basis of fronthaul link capacity, is considered as a viable
solution to capacity-constrained fronthaul links [6, 47, 66–68]. In contrary, in CS/CB
schemes, the decisions of UT scheduling/beamforming are made in a coordinated
manner among the cooperating BSs for interference avoidance, while the data for a
given UT is only available at and transmitted from one BS. The CS/CB requires
rather small information sharing among cooperating BSs and the individual BS only
coordinates transmission to its intra-cell UTs using local CSI and a strict CS across
cells to alleviate ICI [65]. Although the CS/CB significantly relaxes the fronthaul link
capacity via avoidance of UTs’ data sharing, it still inflicts a considerable signalling
overhead due to its need to full CSI and/or a strict CS to secure the QoS for cell-edge
UTs.
A recent emerging trend for implementation of coordinated transmission schemes
is to physically detach the baseband processing units from conventional BSs and
group them into a centralized cloud computing processor (CP). The functionality
of the CP is to execute all scheduling and baseband signal processing, e.g.,
coordination transmission designs. The remaining remote radio heads that merely
perform radio frequency operations, e.g., high frequency signal generation and power
amplification, are connected to the CP via finite-capacity low-latency fronthaul
links. This promising architecture, known as cloud radio access network (C-RAN),
reduces the operating expense and avoids significantly the capital expenditure
for hardware upgrade and deployment [69, 70]. However, the resulting immense
fronthaul information exchange overhead in such a centralized implementation may
be infeasible for practical capacity-constrained fronthaul links [71]. Accordingly,
coordinated transmission in a distributed manner, e.g., decentralized coordinated
multipoint system and decentralized radio access network, where the individual BSs
independently design beamforming vectors based on locally attained information or
with limited information exchange among BSs, e.g., sharing only the key intercell




2.3.3 Benchmark Cooperative Beamforming Designs
The benchmark downlink centralized non-robust beamforming design for BSs
cooperated at beamforming level has been presented in Section 2.2.4.
In the sequel, a benchmark worst-case robust coordinated beamforming design
proposed in [51] will be introduced. Similar to Section 2.2.4, let us consider N
BSs equipped with M antennas cooperated at beamforming level, transmit to K
single-antenna UTs over a shared bandwidth. The true channel vector hijk from BS
i to UT k in cell j can be modeled as hijk = hˆijk + eijk ∀i, j, k, where CSI errors
are assumed to be bounded within an elliptic uncertainty region, as eHijkRijkeijk ≤ 1,
and Rijk  0 specifies the shape and size of the ellipsoid. A typical downlink robust


















≥ γik, ∀i, k,
eHijkRijkeijk ≤ 1, ∀i, j, k,
(2.20)
Introducing slack variables {pijk}i,j,k ∈ R and defining the rank-one positive
semidefinite matrix Wik = wikw
H




































, ∀i, j 6= i, k,
eHijkRijkeijk ≤ 1, ∀i, j, k,
Wik  0, rank (Wik) = 1, ∀i, k.
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By applying the following lemma,
Lemma 2.3.1. (S-Procedure [8]) The implication eHA1e + 2<(bH1 e) + d1 ≤ 0 ⇒
eHA2e + 2<(bH2 e) + d2 ≤ 0, where Ai ∈ HM×M , bi ∈ CM , di ∈ R and e ∈ CM×1,






and relaxing the non-convex rank-one constraints of rank(Wik) = 1, the problem










µikRiik + Φik Φikhˆiik
(Φikhˆiik)























µijk ≥ 0, ∀i, j 6= i, k,
Wik  0, ∀i, k,
(2.22)









Figure 2.5: A typical smart grid system.
2.4 Energy Trading and Smart Grid
In recent years, the power grid infrastructure has experienced an innovation
from the conventional centralized fossil-fuel-based electric grid topology to the highly
controllable and distributed smart grid [72]. The smart grid is an electrical grid that
includes a variety of operational and energy measures including smart meters, smart
appliances, distributed resources and generation, timely information and control
options as well as energy efficient and demand-side resources [73]. A typical smart
grid system is illustrated in Fig. 2.5, where two-way communication between the
utility and its end-users, as well as the sensing along the transmission lines are the
key features of the smart grid that provide opportunity to move the energy industry
into a new era of reliability, availability, and efficiency. The benefits associated with
the smart grid can be concluded as follows:




• Increased integration of large-scale renewable energy systems and better
integration of end-user-owned energy generation systems
• Reduced operations and management costs for utilities, and ultimately lower
energy costs for end-users
• Better load balancing and peak curtailment via dynamic pricing
• Greater flexibility in network topology and operational strategies for both the
suppliers and the end-users
• Improved security and reliability
With the advancement of smart gird technology, two-way energy and timely
information flows become viable between the distributed loads, e.g, BSs, and the grid.
Energy trading with the grid is gradually becoming a profit making option for both
the suppliers and the end-users, and the sophisticate and flexibility in operational
strategies provide opportunities for enabling more energy-efficient power networks
[74]. As a specific type of distributed loads, BSs in wireless communications networks
can accordingly be implemented with the two-way energy trading with the grid to
more efficiently utilize their locally generated renewable energy such that the energy
cost in a long run can be further reduced [73, 75, 76]. The solutions to the wireless
channel random dynamism, the intermittent nature of renewable energy supply and
the significant electricity price fluctuation in the wireless communications networks
powered by hybrid smart grid and renewable energy, are currently of great interest
for the researchers [7, 26–28, 72, 77–79].
2.5 Reinforcement Learning and Multi-armed
Bandit Problem
Reinforcement learning is a subfield of machine learning that is typically
formulated as a Markov decision process (MDP) comprising of an agent, a set of
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Figure 2.6: A typical frame of a reinforcement learning scenario.
environment and agent states, and a set of actions of the agent, as shown in Fig 2.6.
The algorithm attempts to find a policy that maps the environment to the actions
the agents take in the environment, with the objective of maximizing the long-term
cumulative reward [80]. The reinforcement learning has numerous applications in
many disciplines such as control theory, game theory, optimization, multi-agent
system and telecommunications. Unlike supervised learning that presents the correct
input and output pairs and explicitly corrects the sub-optimal actions, reinforcement
learning focuses on online performance that finds a trade-off between exploration
of the uncharted territory and exploitation of current knowledge. The agent, in
general, is expected not only to take into account the immediate reward, but also
to evaluate the consequences of its actions on the future in order to maximize its
long-term performance [81]. The trade-off between exploration and exploitation in
reinforcement learning has been thoroughly studied through the multi-armed bandit
(MAB) problem and in finite MDP [82].
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2.5.1 Q-learning for Markov Decision Process
Q-learning is one of the most widely used reinforcement learning techniques that
can handle problems with stochastic transitions and rewards, and can eventually
find an optimal action-selection policy for any given finite MDP [80]. As introduced
above, a MDP involves an agent, a set of states S and a set of actions per state
A. The objective of the agent is to maximize its accumulative reward via value
iteration update of weighted sum of the expected values. An action-value function,
i.e., Q-function, Q : S × A → R, is the expected return for a state-action pair for a
given policy [81]. At each time t, the agent selects an action at ∈ A in a specific state
st, observes a reward rt, transits to a new state st+1 based on st and at, and update
the action-value Q-function, as














until a final or terminate state is achieved. Once the optimal action-value function
Q∗ is estimated, the agent can select the optimal actions by using a greedy policy
[81].
2.5.2 Multi-armed Bandit Problem
The MAB problem is formally equivalent to a one-state MDP. MAB problem
is a class of sequential decision making problems and has been extensively studied
in probability theory and machine learning. In practice, MAB has been used to
model the problems of adaptive routing and server selection in networks, and the
click-through probabilities optimization for online advertising. The classical MAB
problem is formulated as a system of J arms (or actions), each having an unknown
probability distribution of the reward with an unknown mean specific to that arm
[83]. The agent iteratively plays one arm per round and observes the associated
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reward. The task is to repeatedly play these arms in multiple rounds such that the
sum of rewards is as close to the reward of always playing the optimal arm as possible
[84]. In each round, the player may lose some reward (also known as regret) due to
the selection of the played arm rather than the best arm. The MAB problem requires
a trade-off between attempting new arms to further increase knowledge, known as
exploration, and selecting the best-possible arm so far based on the knowledge already
acquired, known as exploitation [85].
The MAB algorithm is thereby to iteratively optimize the decisions among a set
of arms, i.e., decide which arm to play, how many times to play each arm and in which
order to play them, in a sequence of rounds so that its accumulated regret over the
time horizon is minimized, or its long-term accumulative reward is maximized. An
algorithm is said to solve the MAB problem if the resulting regret at the n-th round
can match the lower bound of Regretn = O(logn). Several strategies that provide an
approximate solution to the bandit problem are briefly introduced as follows
• Epsilon-greedy strategy: The best-possible arm (based on previous
observations) is always played except for a proportion , when an arm is selected
uniformly at random.
– Epsilon-decreasing strategy: Value of  decreases with time, resulting
in highly explorative behaviour at beginning and increased exploitative
behaviour as learning progresses.
– Adaptive epsilon-greedy strategy based on value differences [82]: Instead
of manual tuning, the value of  is adaptive to the learning progress and
environment variations.
• Pricing strategies: A price, e.g., the sum of the expected reward plus an
estimation of extra future rewards, is established for each arm and the arm
with highest price is always played.
Upper confidence bound (UCB) algorithm, as presented in Algorithm 2.5.1, is
one of the most commonly used algorithms to solve MAB problem that automatically
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Algorithm 2.5.1. Upper Confidence Bound Algorithm
1: Initialize: Play each arm once.
2: Loop





where x¯i is the average mean reward of arm i,
ni is the number of times arm i has been played so far,
n is the total number of plays done so far.












µ∗ − µi), (2.23)
where J is the total number of arms, µi is the reward expectation for arm i and
µ∗ is the maximal element. UCB algorithm achieves O(logn) regret without any
preliminary knowledge about the reward distributions.
2.5.3 Variations of MAB problem
The variations of MAB problem can be briefly summarized as follows [80]
• Binary or Bernoulli MAB problem: A reward of one is issued with probability
p, and a reward of zero otherwise.
• Restless bandit problem: Each arm represents an independent Markov machine
and each time an arm is played, the state of that played arm (and even
non-played arms) evolve over time.
• Adversarial bandit: An agent chooses an arm at each iteration, and an adversary
simultaneously chooses the payoff structure for each arm.
Another variant of the MAB problem is the combinatorial multi-armed bandit
(CMAB) problem, which can be considered as a combinatorial generation of classic
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MAB problem. The CMAB problem is defined as a system consists of J base arms,
whose outcomes follow certain unknown joint distribution, where a set of N base
arms (also known as a super arm), N ⊂ J , is played simultaneously and the reward
of each arm is observed individually at each round. The objective is to maximize
the long-term accumulated reward via a trade-off between exploring new super arms
that might yield a better reward and exploiting the best-possible super arm that
is associated with the highest reward so far based on knowledge acquired from the
previous rounds [85]. The combinatorial UCB algorithm, which is an extension to
the UCB algorithm for the classical MAB problem, is used to compute the optimal
super arm with respect to the input and is proved to have the regret being bounded
by O(logn) after n rounds [84].
The applications of bandit model to wireless communications networks have
been recently studied in the literature [12, 85–89]. Due to the combinatorial nature
of distributed energy transmission from the grid to the BSs, the price-aware energy
management problem studied in this thesis is classified as a CMAB problem.
2.6 Related Works
The authors in [6] employ sparse beamforming technique and propose a
non-robust user-centric clustering beamforming design to account for the fronthaul
capacity constraints in a centralized downlink C-RAN. The authors in [5] combine the
classic energy efficient coordinated beamforming design with SWIPT technique and
develop a centralized non-robust transmission strategy based on sparse beamforming
technique in downlink C-RAN. In [90], an energy-efficient resource allocation
approach based on cross-tier interference reduction is introduced for two-tier
macrocell/femtocell networks. In [11], the authors propose a decentralized iterative
algorithm using subgradient method for non-robust sum-power minimization and
max-min SINR beamforming design via limited inter-BS communications in multicast
multi-cell networks, based on the assumption of perfect knowledge of CSIT. The
authors in [91] investigate a max-min weighted SINR problem under weighted sum
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power constraint. The problem is solved based on uplink-downlink duality in a
distributed manner that only requires statistical information. Another distributed
approach to a sum-power minimization problem in a coordinated network is proposed
in [92] where an iterative algorithm is introduced to jointly minimize a linear
combination of total transmit power and weighted ICI using statistical CSI. However,
the designs take no consideration of any channel uncertainties, which can no longer
guarantee the QoS constraints at UTs and may result in unpredictable results in
practice.
Assuming that the uncertainty region of CSI perturbations is bounded, the
authors in [3, 10, 49, 50] investigate the robust sum-power minimization problem
subject to worst-case QoS constraints at UTs in a distributed manner in downlink
multi-cell coordinated networks. Based on [11], the authors in [3] and [50] introduce
distributed subgradient iterative algorithms for downlink sum-power minimization
transmission designs via limited signaling among BSs and provide worst-case
robustness against CSI imperfections. In [10], the authors propose a distributed
algorithm based on the principle of alternating direction method of multipliers
technique to minimize the weighted sum power with limited fronthaul information
exchange between BSs in multi-cell network under the assumption of hyper-sphere
bounded CSI errors. Although the robust design on the basis of deterministic model
guarantees the worst-case robustness against CSI uncertainties, it is conservative and
may require higher transmit power to count for the worst-case QoS. This is due to
the fact that the worst-case is a rare occurrence in practice and the realistic wireless
network can tolerate occasional QoS outages.
On the contrary, the stochastic model of CSI imperfection provides a less
conservative solution in terms of energy efficiency. The CSI uncertainties are
modeled to be statistically unbounded with some known distribution and the robust
design based on stochastic model satisfies the QoS requirements at UTs with a
certain probability. [58] investigates a beamforming design to jointly coordinate
the aggregated transmit power and overall ICI pricing with an outage probability
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threshold being assigned to each SINR constraint. The design provides robustness
against the second order statistical CSI errors and the authors assume that the
statistical average of total ICI can be accurately estimated by the UTs and then
updated to the local BS. Their designs, nevertheless, take no account of guaranteeing
the transmit power to be within the available power budget at individual BSs,
which may lead to an infeasible solution in a realistic scenario. [93] studies
a distributed outage probability based rate utility maximization problem under
individual BSs’ power constraints with a limited amount of information exchange
among BSs. Assuming instantaneous CSI errors are Gaussian distributed and
employing the Bernstein-type inequality method, the authors in [60] introduce an
outage probability based robust transmission design for overall power minimization
problem in a single cell scenario. Another Bernstein-type inequality method based
robust transmission design for instantaneous CSI is proposed in [9], where the total
transmit power is minimized and the QoS constraints for UTs are satisfied above a
certain outage probability threshold. However, the Bernstein-type inequality method
obtains feasible worst-case solutions by approximating the probabilistic constraints
with their convex upper bounds, which is conservative for practical scenarios.
In addition to energy efficiency and ICI management for green communications,
powering BSs with renewable energy generation and smart grid to compensate for
the wireless network dynamics and electricity price fluctuation, has attracted the
attention of researchers recently [7, 12, 27, 28]. Assuming the availability of hourly
varying profiles of BSs’ energy demand and renewable generation as well as the
day-ahead knowledge of hourly-varying electricity prices, [77] minimizes the electricity
bill at BSs powered jointly by smart grid and locally harvested solar energy. In [26,
94], two-way energy trading between the BSs and the grid in a coordinated multipoint
(CoMP) system is studied based on convex optimization techniques and concluded
that the joint management of energy trading by fully cooperative BSs reduces the
total energy cost. Partial cooperation based on sparse beamforming technique is
proposed in [4, 46] to account for limited-capacity fronthaul links connecting the
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CP and BSs in CoMP systems, whilst two-way energy trading with the grid is
performed. Without the involvement of online learning concept, the authors in
[78] study energy trading amongst a set of storage units and the grid from the
perspective of noncooperative game theory and propose an algorithm that achieves
at least one Nash equilibrium point. The authors in [72] formulate the system
as a simplified two-level Stackelberg game in the smart-grid-powered green CoMP
system. In [28], the authors conclude the demand-side power management solutions
for a single BS in the smart-grid-powered green CoMP powered by hybrid renewable
energy and electrical grid, whereas the scenario of multiple BSs is not considered
therein. The authors in [95] study energy allocation problem for renewable energy
powered BSs using a noncooperative game powered by hybrid renewable energy and
electrical grid. However, their designs require statistics of the system dynamics,
which is not a realistic assumption in practice. Furthermore, none of these designs
considered the impact of online learning on cost-aware proactive energy management,
or provided adaption to the wireless system dynamics without requiring upfront
statistical knowledge. Requiring no prior knowledge of traffic, the authors in [96]
develop an adaptive resource management in vehicular access network. Assuming
prior knowledge of statistical distribution of upcoming energy price and demand
load, the authors in [7] propose an online learning algorithm for stochastic storage
management in smart grid rather than cellular network based on MDP model. Using
stochastic dual-subgradient method based optimization rather than online learning
over infinite time horizon, the authors in [27] propose a dynamic energy management
scheme for the smart-grid-powered CoMP, where BSs are fully cooperated and
governed by a CP. The authors in [12] first introduce the application of CMAB as an
online learning approach to energy management design based on sparse beamforming
technique in a simplified network scenario, where randomness of the renewable energy
generation and wireless channel dynamics are relaxed, and the exploration is in single
direction. Furthermore, their proposed design takes no consideration of the long-term
effect or the deployment of energy storage devices, and a full exploration CMAB
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algorithm without an efficient trade-off strategy between the exploration and the
exploitation is proposed.
2.7 Concluding Remarks
This chapter provides some mathematical preliminaries such as convex
optimization as well as a general overview of cooperative transmission in downlink
multi-cell interference networks, which will be adopted in the subsequent chapters.
Furthermore, two methodologies of CSI imperfection modelling, i.e., probabilistic
model and deterministic model, that will be employed in Chapter 3 and Chapter
4, respectively, are introduced in Section 2.3.1, followed by the introduction of
two benchmark cooperative beamforming designs in Section 2.2.4 and Section 2.3.3,
respectively. Section 2.4 and Section 2.5 present recent advances in energy trading
and smart grid as well as reinforcement learning and the bandit problem, respectively,
which will be applied in cost-aware energy management designs in Chapter 5 and
Chapter 6. Finally, Section 2.6 presents a literature review of the state-of-the-art
energy management strategies for green communications from both energy efficient
and cost efficient perspectives.
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This chapter investigates energy-efficient transmission strategies with
interference control for green communications in multi-cell interference networks.
Taking the capacity-limited fronthaul links in practical scenario into account,
two robust coordinated transmission strategies are proposed to minimize the
aggregate downlink transmit power in a distributed manner in the presence of
imperfect channel state information (CSI). Due to the fact that worst-case is a
rare occurrence in practical network, the problems are constrained to satisfying a
set of signal-to-interference-plus-noise-ratio (SINR) requirements at individual user
terminals (UTs) with certain predefined SINR outage probabilities. The proposed
strategies provide robustness against the second order statistical CSI estimation
errors and the instantaneous CSI uncertainties, respectively.
3.1.1 Main Contributions
Both of the problems are numerically intractable due to the cross-link
coupling effect across multiple base stations (BSs) operating under the same
frequency bandwidth and the robust SINR constraints that involve the second
order statistical or instantaneous CSI estimation errors, respectively. By employing
Schur complement, S-procedure, cumulative distribution function (CDF) of standard
normal distribution and semidefinite relaxation (SDR) technique, the intractable
problems are first converted to the tractable semidefinite programming (SDP) form
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with linear matrix inequality (LMI) constraints that can be solved in a centralized
fashion. Then, an iterative subgradient based learning algorithm is introduced to
decompose the multicell-wise general problem into a set of independent equivalent
parallel subproblems at individual BSs. The subgradient based learning algorithm
allows the individual BSs to exchange some key intercell coupling parameters and
gradually learn the intercell interference (ICI) imposed from other BSs, such that the
ICI coordination among BSs can be achieved with a light inter-BS communications
overhead.
Simulation results reveal that the proposed outage probability based
transmission strategies outperform the distributed worst-case bounded error designs
in [10] and [50], and an outage probability based robust beamforming design in [9]
for most cases in terms of providing better energy efficiency and expending SINR
operational range.
3.1.2 Organization
The rest of this chapter is organized as follows. Section 3.2 introduces an outage
probability based distributed robust transmission strategy that provides robustness
against the second order statistical CSI uncertainties with a set of outage levels.
In Section 3.2.1, the system model and optimization problem formulation will be
introduced. Then, the original numerically intractable problem is transformed into
a SDP form with LMI constraints in 3.2.2 and decomposed via inter BS learning
iterations in section 3.2.3, followed by fronthaul signalling load and computational
complexity analysis. Section 3.3 introduces a distributed robust transmission strategy
with SINR certain outage probabilities against instantaneous CSI estimation error.
Section 3.3.1 introduces the system model and sum-power minimization problem
formulation. In section 3.3.2, the original problem is first reformulated as a
probabilistic constrained optimization problem and then transformed into SDP form
with LMI constraints. Then, the general problem is decomposed and solved via
projected subgradient learning method in section 3.3.3. The simulation results are
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analyzed in Section 3.4. Finally, Section 3.5 concludes the chapter.
3.2 Robust Transmission in Multicell Networks
with Probabilistic Constraints involving
Statistical CSI Uncertainties
3.2.1 System Model and Problem Formulation
Figure 3.1: Illustration of system scenario.
Consider a downlink multicell network with a coordinated cluster of N cells,
as shown in Fig. 3.1. Each cell consists of a BS equipped with an array of M
antenna elements transmitting to K single-antenna UTs over a shared bandwidth.
Let the set of indexes for the BSs and the UTs be denoted as Lb = {1, · · · , N} and
Li = {1, · · · , K}, respectively,. Let BSi, i ∈ Lb indicate the BS in the i-th cell, and
UTik, k ∈ Li represent the k-th UT in the i-th cell. Then, the signal received by
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hHjikwjmsjm + nik, (3.1)
where sik indicates the data symbol for UTik, wik ∈ CM×1 and hijk ∈ CM×1 denote the
beamforming vector for UTik and the channel vector from BSi to UTjk, respectively.
Note that the terms in the right hand side of (3.1), respectively, represent the desired
signal, the total intra-cell interference, the aggregate ICI and the zero-mean circularly
symmetric complex Gaussian (ZMCSCG) noise at UTik, e.g., nik ∼ CN(0, σ2ik).
Let Cˆijk = E(hˆijkhˆHijk) ∈ CM×M denote the estimated channel covariance matrix
of UTjk, as seen by the i-th BS. Also let ∆ijk ∈ CM×M represent the corresponding
error matrix, where the (c, d)-th entry of ∆ijk is distributed as [∆ijk]cd ∼ CN(0, σ2cd).
Then, the true channel covariance matrix Cijk can be modeled as
Cijk = Cˆijk + ∆ijk, ∀i, j, k. (3.2)
Assuming the normalized energy of transmitted symbols, i.e., E(|sik|2) = 1, and the















Let us consider a robust problem of minimizing the total transmit power in multi-cell
networks under the constraints of satisfying the SINR requirements at individual UTs









s.t. Pr (SINRik ≥ γik) ≥ 1− ρik, ∀i ∈ Lb, k ∈ Li,
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where γik is the target SINR requested by UTik, ρik ∈ (0, 1) is the maximum SINR
outage probability and 1 − ρik indicates that the individual UTs is guaranteed to
achieve its target SINR with probability of 1− ρik at the least.
In order to account for the coupling effects among the multiple cells, let us begin
by introducing slack variables {pijk}i,j,k ∈ R that indicates the ICI from BSi to UTjk,

























wHim(Cˆijk + ∆ijk)wim ≤ pijk
)
≥ 1− ρik, ∀i ∈ Lb, j 6= i, k ∈ Li.
3.2.2 Optimization of Problem in (3.5)
The problem in (3.5) is numerical intractable since the inclusion of the second
order statistical CSI uncertainties in probabilistic constraints naturally lead to an
infinite number of convex sets. Therefore, following the similar principles as in [58],
the probabilistic constraints of the problems in (3.5) can be equivalently transformed
into a tractable form through the following Lemma.
Lemma 3.2.1. Let ∆ ∈ CM×M be a Hermitian random matrix with each ZMCSCG
element being characterized as [∆]cd ∼ CN(0, σ2cd). Then, for any Hermitian matrix
L, L ∈ CM×M ,
tr(L∆) ∼ N(0, ‖D∆vec(L)‖2),
tr(L∆) = ‖D∆vec(L)‖U, U ∼ N(0, 1),
where D∆ = diag(vec(Σ∆H)) and Σ∆ denotes a real-valued M ×M matrix with each
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entry [Σ∆]cd = σcd.
Proof: Please refer to Appendix A [58].
Let the rank-one positive semidefinite matrix be defined as Wik = wikw
H
ik. Also

















≥ 1− ρik, (3.7)






Win. By applying Lemma 3.2.1 and the CDF of
a standard normal distribution, i.e., φ(u) = Pr(U ≤ u) = 1
2
[1 + erf( u√
2
)], where
U ∼ N(0, 1), the first and the second constraints in (3.6) and (3.7), respectively, can



















tr(BikCˆiik)−∑ l 6=i,l∈Lb plik − σ2ik√
2‖D∆iikvec(−Bik)‖

































] ≥ 1− ρik,
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plik − σ2ik and Υ = pijk − tr(Cˆijk
∑
m∈Li Wim).
Lemma 3.2.2. (Schur Complements [97]) The following second order cone constraint
on x
‖Ax+ b‖ ≤ eTx+ d
is equivalent to the following LMI form (eTx+ d)I Ax+ b
(Ax+ b)T eTx+ d
  0.
Applying Lemma 3.2.2 to (3.10) and (3.11), the problem in (3.5) can be
reformulated as a SDP form with LMI constraints after relaxing the rank-one




















Wik  0, ∀i ∈ Li, n ∈ Lb,
where pi ∈ RNK×1, ∀i, j 6= i, is a real-valued vector that contains the local intercell
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∣∣∣pij1, pij2, ..., piNK]T , (3.13)
and the function fi(Wik,pi) =
∑
k∈Li
tr(Wik) in (3.12) indicates the dependence of fi
on pi. The primal problem in (3.12) can now be solved in a centralized fashion. Due
to the fact that in a practical scenario, the fronthaul link has limited capacity, in the
next section, the problem in (3.12) will be decomposed via primal decomposition [98]
to further relax the fronthaul links.
3.2.3 Distributed Optimization of Problem in (3.12)
Let the global intercell coupling variables p ∈ R(N(N−1)+1)K×1 be defined as
p =
[
p121, p122, ..., p12K , ..., pN11, ..., pNN−1K
∣∣∣0TK×1]T . (3.14)
In the sequel, a direction matrix Xi is introduced to extract pi from p, i.e.,
pi = Xip, so that the individual BSs can locally design the multicell-wise optimum






]T ∈ {0, 1}NK×(N(N−1)+1)K , where Ai ∈ {0, 1}K×(N(N−1)+1)K and
Si ∈ {0, 1}(N−1)K×(N(N−1)+1)K . The i-th BS constructs Ai and Si by rotating each
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q Xip, ∀j 6= i, k, (3.18)
where q = k + jK for j < i and q = k + (j − 1)K for j > i.
Based on the principle of decomposition theory [98], the primal problem in (3.12)
can be decomposed into two levels of optimization, i.e., a lower level at which N
subproblems are distributively solved at individual BSs for a fixed global variable p,
and a higher level at which a master problem is in charge of updating p. For any
fixed global variable p, the equivalent sub-problems at each BS i of problem in (3.12)







s.t. Tik = T
′





q Xip)I(M2+1)  0, ∀j 6= i, k,
























f ∗i (p), where f
∗
i is the optimal solution to subproblem i in (3.19).
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For a fix value of p, the Lagrangian of subproblem i in (3.19) can be expressed as














where λik, λijk ∈ H(M2+1)×(M2+1) are the Lagrange multipliers and are positive
semidefinite. Since the problem in (3.19) is convex and satisfies the Slaters condition,
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It can be easily concluded from (3.24) that for any given pˆ,
`∗i (pˆ) ≥ `∗i (p) + gi(pˆ− p). (3.26)
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Therefore, gi ∈ R1×(N(N−1)+1)K is the subgradient vector of `∗i (p) and f ∗i (pi) obtained
for the i-th subproblem. Following the similar steps of analysis as for subproblem i
in (3.19), one can easily calculate the global subgradient of
∑
i∈Lb
f ∗i (pi) obtained for






































Then, by sharing the subgradient vector gi with other BSs via inter-BS
communications and assuming no error is involved in sharing gi, each BS i can
compute the global subgradient g locally and updates the global intercell coupling









where [.]+ indicates the projection onto nonnegative orthant, t represents the iteration
index and α > 0 is the step size.
The steps of iteratively learning p and solving problem in (3.4) at individual BSs
are summarized in Algorithm 3.2.1 and illustrated in Fig. 3.2. At each iteration t,
each BS i individually solves its own subproblem in (3.19) based on the value of p
learned from the previous iteration, obtains the subgradient vector gi in accordance
with (3.27) and shares it among all other BSs via inter-BS communications. Upon
learning the subgradient vector {gj}j 6=i, each BS i calculates the global subgradient
g locally and updates the global coupling vector p according to (3.28).
Algorithm 3.2.1 can be interpreted as a learning based ICI regularization
strategy, where the cooperative BSs gradually learn the ICI imposed from other
BSs and iteratively attain their own beamforming solutions until a consensus on the
induced ICI powers among BSs, i.e., convergence, is reached. Furthermore, Algorithm
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3.2.1 is guaranteed to converge to the optimal solution of (3.4) provided a proper
selection of step size α [98]. Since the solutions to (3.19) used in the intermediate
iterations of Algorithm 3.2.1 are feasible beamforming vectors that satisfy the SINR
constraints, the number of iterations can be limited at the cost of sub-optimal
performance in order to reduce the latency and/or the signalling overhead [50].
Algorithm 3.2.1. Distributed Algorithm for Solving (3.12) at individual BSs
1: Initialize: t = 0 and p (0) ∈ RK(N(N−1)+1)×1;
2: repeat at each BSi
3: while the solutions to (3.19) is not converged do
4: Each BS locally solves its subproblem i in (3.19);
5: Each BS calculates the local subgradient gi using (3.25);
6: Each BS learns {gj}j 6=i from other BSs via inter-BS communications;
7: Upon obtaining subgradient vector gi from all other BSs, each BS locally




8: Each BS updates the global variable p according to (3.28);
9: Increment the iteration index t = t+ 1;
10: end while
11: if W∗ik is rank-one then
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Figure 3.2: Flowchart of Algorithm 3.2.1.
3.2.4 Fronthaul Signalling Overhead and Computational
Complexity Analysis
In this section, the fronthaul signaling overhead of the proposed strategy, the
baseline coordinated beamforming design in [100] that requires full CSI to be shared
among BSs, and the distributed robust beamforming design based on the principle
of alternating direction method of multipliers (ADMM) technique in [10] will be
analyzed.
For the i-th BS, the major information that need to be exchanged with the other
N−1 BSs in each iteration of the proposed Algorithm 3.2.1 is the subgradient gi that
contains NK non-zero real-valued entries, i.e., tr(λ∗ikI),∀k and tr(λ∗ijkI), ∀k, j 6= i.
The resulting inter-BS communication overhead is O(NK(N − 1)) and thus, the
total signaling overhead among all the BSs is O(ξN2K(N − 1)), where ξ is the total
number of iterations of Algorithm 3.2.1. However, for the coordinated beamforming
design in [100] that requires full CSI exchange, the information that need to be shared
at each BS is O(NK(N − 1)) of M ×M complex-valued CSI matrices. The total
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signaling overhead is then O(4M2N2K(N − 1)). The ratio of fronthaul signaling
load for the proposed strategy over coordinated beamforming design in [100] can be
expressed as ϕ = ξ
4M
. As will be evident in Section 3.4, our simulation results suggest
that the proposed Algorithm 3.2.1 converges within only several iterations. Thus,
with increasing number of antenna elements per BS, e.g., massive multiple-input
multiple-output in 5G network, the proposed transmission strategy requires lighter
inter-BS communication overhead as compared to the coordinated beamforming
design that requires full CSI exchange. Interestingly, the ADMM based beamforming
design in [10] requires each BS to inform other N − 1 BSs with its NK real-valued
local ICI variables at each iteration, resulting in a total fronthaul signaling load of
O(ξN2K(N − 1)). Hence, the ADMM design in [10] incurs a same per-iteration
fronthaul signalling overhead as compared with the proposed Algorithm 3.2.1.
Next, we compare the computational complexity of the subproblem in (3.19)
and the subproblem of ADMM approach in [10], in terms of number of optimization
variables and number of constraints [50]. The subproblem in (3.19) has M2K
optimization variables, whereas the subproblem of the ADMM approach in [10]
has M2K + 2NK + 1 optimization variables. Both subproblems have NK number
of LMI constraints and K number of matrix non-negativity constraints, whereas,
the subproblem of the ADMM approach in [10] has additional (N + 1)K scalar
non-negativity constraints, a quadratic constraint, and a linear constraint. Hence,
Algorithm 3.2.1 has slightly lower computational complexity per subproblem as
compared with the ADMM approach in [10]. Since the outputs of the intermediate
iterations of the ADMM approach in [10] are not necessarily feasible for the original
problem, an additional subproblem, similar to (3.19), needs to be solved at each
BS to obtain feasible beamforming vectors [50]. Besides, the applicability of both
Algorithm 3.2.1 and the ADMM approach in [10] are limited to rank-one solutions
only, since the Gaussian randomization method [99] for approximation of higher-rank
solutions do not support decentralized implementations [50].
Note that the convergence behaviour of the proposed subgradient based learning
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algorithm and the ADMM approach in [10] depends on the selection of step size α and
the augmented penalty parameter c, respectively. Both algorithms have similar and
relatively fast convergence, provided a proper selection of α and c, respectively, e.g.,
c = 50 and α = 0.01 [50]. Furthermore, it has been compared in [50] that the proposed
algorithm with α = 0.09 performs slightly better within the first few iterations,
whereas the ADMM approach in [10] with c = 2 has much faster convergence at the
later iterations.
3.3 Robust Transmission in Multicell Networks
with Probabilistic Constraints involving
Instantaneous CSI Uncertainties
Follow a similar procedure as presented in Section 3.2, this section proposes a
distributed probabilistic constrained transmission strategy in multi-cell interference
networks that minimizes overall downlink transmit power and provides robustness
against instantaneous CSI uncertainties with different SINR outage probability levels
at individual UTs.
3.3.1 System Model and Problem Formulation
Similar to Section 3.2, let us consider a multi-cell downlink network with a
coordinated cluster of N cells, indexed as Lb = {1, · · · , N}. Each cell consists of a
BS equipped with M antennas, transmitting to K single-antenna UTs, indexed as
Li = {1, · · · , K}, over a shared frequency band. The instantaneous channel vector
from BSi to UTjk, i.e., hijk ∈ CM×1, can be modelled as hijk = C1/2ijkhw [101], where
the entries of hijk are correlated, the entries of hw are independent and identically
distributed (i.i.d.) ZMCSCG random variables, and Cijk ∈ CM×M is the channel
covariance matrix of UTjk, as seen by the i-th BS. Without loss of generality, it is
assumed that both the BSs and UTs have the prefect knowledge of Cijk, whereas
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only partial information of hw, i.e., hˆw, is known due to minimum mean square error
(MMSE) estimation. Let the MMSE estimation error be denoted as ew = hw − hˆw,





ijk (hˆw + ew) = hˆijk + eijk ∀i, j, k, (3.29)
where hˆw, ew ∈ CM×1 are uncorrelated and their entries are i.i.d. ZMCSCG random
variables, i.e., [hˆw]t ∼ CN(0, 1) and [ew]t ∼ CN(0, σ2t ) [101]. hˆijk denotes the
estimated channel vector and eijk represents the corresponding CSI error vector.













In order to optimize the overall transmit power while guaranteeing the SINR at the
individual UTs with certain outage probabilities in the presence of CSI uncertainties,








s.t. Pr (SINRik ≥ γik) ≥ 1− ρik, ∀i, k,
(3.31)
where γik is the target SINR requested by UTik and ρik ∈ (0, 1) is the maximum
SINR outage probability.
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3.3.2 Optimization of Problem in (3.31)
In this section, let us start by introducing slack variables {pijk}i,j,k ∈ R to (3.31)








































≥ 1− ρik, ∀i, j 6= i, k, (3.34)
where pijk indicates the ICI from BSi to UTjk. Let the rank-one positive semidefinite
matrix be defined as Wik = wikw
H




tr(−Bik∆iik) ≤ Θ + tr(BikeiikeHiik)
) ≥ 1− ρik, (3.35)
Pr
(
tr(Qijk∆ijk) ≤ Υ− tr(QijkeijkeHijk)
) ≥ 1− ρik, (3.36)
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Υ = pijk − tr(QijkhˆijkhˆHijk).
(3.38)





variables pi1, pi2 ∈ R are introduced and it is further assumed that the summation of
error variance of each entry of eijk lies within a hyper-spherical region with radius of
de, i.e., ‖eijk‖2 =
∑M
t=1 |[eijk]t|2 ≤ d2e. Due to the fact that in practice, the entries of
eijk, ∀i, j, k are unbounded random variables, the constraints ‖eijk‖2 ≤ d2e naturally
indicate that the CSI errors lie within the hyper-spherical uncertainty region with a
certain probability. Therefore, the radius of uncertainty region de should be carefully
chosen in accordance with the predefined outage probability, i.e., de is a function of








s.t. Pr (tr(−Bik∆iik) ≤ Θ + pi1) ≥ 1− ρik,
Pr (tr(Qijk∆ijk) ≤ Υ + pi2) ≥ 1− ρik,
tr(Bikeiike
H
iik) ≥ pi1, ∀i, k,
−tr(QijkeijkeHijk) ≥ pi2, ∀i, j 6= i, k,
‖eijk‖2 ≤ d2e(ρik), ∀i, j, k,
Wik  0, ∀i, k,
rank (Wik) = 1, ∀i, k.
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The problem in (3.39) is numerically intractable since the inclusion of estimation
uncertainties in SINR constraints naturally lead to an infinite number of convex sets.
In the sequel, following the similar principles as in [58], the first two probabilistic
constraints of the problems in (3.39) can be first equivalently converted into more
convenient forms through the following Lemma.
Lemma 3.3.1. Let ∆ ∈ CM×M be a Hermitian random matrix with each ZMCSCG
element being characterized as [∆]cd ∼ CN(0, σ2cd). Then, for any Hermitian matrix
A, A ∈ CM×M ,
tr(A∆) ∼ N(0, ‖D∆vec(A)‖2),
tr(A∆) = ‖D∆vec(A)‖U, U ∼ N(0, 1),
where D∆ = diag(vec(Σ∆H)) denotes a real-valued M2 ×M2 diagonal matrix and
Σ∆ denotes a real-valued M ×M matrix with each entry [Σ∆]cd = σcd, i.e.,
D∆ =








0 0 σ1M 0 0 0







0 . . . . . . . . . 0 σMM

.
Proof: Please refer to a similar proof as for Lemma 3.2.1 in Appendix A.
By applying Lemma 3.3.1 and the CDF of a standard normal distribution, i.e.,
φ(u) = Pr(U ≤ u) = 1
2
[1 + erf( u√
2
)], where U ∼ N(0, 1), the first and the second
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probabilistic constraints in problem (3.39), respectively, can be expressed as
Pr (tr(−Bik∆iik) ≤ Θ + pi1) (3.40)
= Pr (‖D∆iikvec(−Bik)‖U ≤ Θ + pi1) = Pr
(










] ≥ 1− ρik,
Pr (tr(Qijk∆ijk) ≤ Υ + pi2) (3.41)
= Pr
(










] ≥ 1− ρik,
which are equivalent to the following expressions, respectively,
√
2erf−1(1− 2ρik)‖D∆iikvec(−Bik)‖ ≤ Θ + pi1, (3.42)
√
2erf−1(1− 2ρik)‖D∆ijkvec(Qijk)‖ ≤ Υ + pi2. (3.43)
Then the first two probabilistic constraints in (3.39) can be transformed into tractable
forms using Lemma 3.2.2 in Section 3.2.2. Applying Lemma 3.2.2 to (3.42) and




  0, (3.44)
 Υ+pi2√2erf−1(1−2ρik)IM2 D∆ijkvec(Qijk)
vecH(Qijk)D∆ijk Υ+pi2√2erf−1(1−2ρik)
  0. (3.45)
However, the problem in (3.39) is still numerically intractable as terms that involve
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ijk is unknown to the BSs. Thus, following the similar principles as
in [10], the problem of intractability can be overcome via the following Lemma.
Lemma 3.3.2. (S-procedure [8]) The implication eHA1e + 2<(bH1 e) + d1 ≤ 0 ⇒
eHA2e + 2<(bH2 e) + d2 ≤ 0, where Ai ∈ HM×M , bi ∈ CM , di ∈ R and e ∈ CM×1,






To apply Lemma 3.3.2, let us first expand the third, fourth and fifth constraints
in (3.39) in their equivalent quadratic forms of eiik and eijk, respectively, as eHiikIMeiik − d2e ≤ 0,−eHiikBikeiik + pi1 ≤ 0, ∀i, k, (3.46) eHijkIMeijk − d2e ≤ 0,eHijkQijkeijk + pi2 ≤ 0, ∀i, j 6= i, k. (3.47)
Then, the constraints (3.46) and (3.47) can be rewritten in terms of LMI constraints,
as  Bik + µikIM 0
0 −pi1 − µikd2e
  0,
µik ≥ 0, ∀i, k, −Qijk + µijkIM 0
0 −pi2 − µijkd2e
  0,
µijk ≥ 0, ∀i, j 6= i, k,
(3.48)
where the set of auxiliary parameters µik ≥ 0 and µijk ≥ 0 appear as a result of the
application of Lemma 3.3.2. Finally, combining (3.44), (3.45) with (3.48) and relaxing
the set of non-convex rank-one constraints of rank(Wik) = 1, ∀i, k, via standard SDR
approach [38], the problem in (3.39) can be reformulated as a SDP form with LMI
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 Bik + µikIM 0
0 −pi1 − µikd2e
  0,
µik ≥ 0, ∀i, k, Υ+pi2√2erf−1(1−2ρik)IM2 D∆ijkvec(Qijk)
vecH(Qijk)D∆ijk Υ+pi2√2erf−1(1−2ρik)
  0,
 −Qijk + µijkIM 0
0 −pi2 − µijkd2e
  0,
µijk ≥ 0, ∀i, j 6= i, k,
The problem in (3.49) can now be optimally solved in a centralized fashion. In
case that the rank of optimal solutions to (3.49) are greater than one, a similar
randomization method to [11] can be adopted to approximate the feasible rank-one
solution. In the next section, the problem in (3.49) will be decomposed via primal
decomposition [98].
3.3.3 Distributed Optimization of problem in (3.49)
Let the global intercell coupling variables p ∈ RN(N−1)K×1 be defined as
p =
[
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Then the direction vector diik and dijk ∈ {0, 1}N(N−1)K×1 will be employed to extract∑
l 6=i,
l∈Lb










ijkp, ∀j 6= i, k.
(3.51)
Similar to Section 3.2.3, the problem in (3.49) can be decomposed into two levels of
optimization, where for any given p, N sub-problems can be individually solved at







s.t. Tik = T
′
ik − (dTiikp)I(M2+1)  0,
Eik =
 Bik + µikIM 0
0 −pi1 − µikd2e
  0,







 µijkIM −Qijk 0
0 −pi2 − µijkd2e
  0,
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Follow a similar procedure as presented in Section 3.2.3, let λik, λijk ∈ H(M2+1)×(M2+1),
αik, αijk ∈ H(M+1)×(M+1) and βik, βijk ∈ R be defined as the Lagrange multipliers,
then the Lagrangian of the i-th subproblem in (3.52) for a fixed value of p, can be
expressed as






















tr (αijkEijk)− βikµik − βijkµijk.
(3.54)
Since the problem in (3.52) is convex and satisfies the Slaters condition, strong duality




















































































i (p) = `
∗
i (p) = gip + Ξ
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gi ∈ R1×N(N−1)K is the subgradient vector of `∗i (p) and f ∗i (p) obtained for the i-th
subproblem [98]. The global subgradient
∑
i∈Lb
f ∗i (p), obtained for the general problem






































Then, Algorithm 3.2.1 in Section 3.2.3 can be adopted by individual BSs to solve the
problem in (3.31) distributively, where the cooperative BSs gradually learn to achieve
a reasonable consensus on the global ICI.
3.4 Simulation Results
Let us consider 3 adjacent cells, each cell consists of a BS with inter-BS distance
of 500 m. As shown in Fig. 3.3, 2 UTs are randomly scheduled in the vicinity of
the boundaries in each cell to account for the worst ICI effect. Similar to [1], the








, m, n ∈ [1,M ] , (3.60)
where δ = λ/2 is the spacing between two adjacent antenna elements, λ is the carrier
wavelength, σa = 2
◦ is angular offset standard deviation and θijk is the angle of
departure for UTjk with respect to the broadside of the antenna of BSi. Besides,
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Table 3.1: Simulation parameters [1, 2]
Parameter Value
Number of cells (N) 3
Number of UTs per cell (K) 2
Number of antennas per BS (M) 8
Distance between two adjacent BSs 500 m
Array antenna gain 15 dBi
Noise power spectral density (all users) -174 dBm/Hz
Noise figure at user receiver 5 dB
Path loss model over a distance of ` m 34.53 + 38 log10(`)
Angular offset standard deviation σa 2
◦
Log-normal shadowing standard deviation σs 10 dB
Figure 3.3: An example of user distribution in a 3-cell network.
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to take consideration of path loss, shadowing and fading, the channel covariance
matrix Cijk and its corresponding random error matrix ∆ijk in Section 3.2, as well
as the channel vector hˆijk and its corresponding estimation error eijk in Section




100 [1], where Ga = 15 dBi is array antenna gain,
Lijk = 34.53+38 log10(`) represents the path loss model over a distance of ` m between
BSi and UTjk [2], σ
2
F is the variance of the complex Gaussian fading coefficient,
σs = 10 dB is log-normal shadowing standard deviation and flat-fading channels are
assumed. Other important parameters are presented in Table 3.1 [1, 2]. The step size
in Algorithm 3.2.1 is selected as α = 1√
t
[50]. Equal SINR targets γ and equal SINR
outage probability ρ are assumed for all UTs in different cells. The performance
of the proposed transmission strategy is evaluated and averaged via the existing
solvers, e.g., CVX [35]. The results are presented in comparison with the distributed
worst-case sum-power minimization designs in [10] and [50] that provide robustness
against bounded CSI error, and an outage probability based robust beamforming
design based on Bernstein-type inequality method against instantaneous CSI error in
[9].
It is further assumed that each entry of error matrix ∆ijk in Section 3.2 has
the same variance σ2cd = σ
2
e , whilst each entry of estimation error ew in Section 3.3
has the same variance σ2t = σ
2, i.e., [ew]t ∼ CN(0, σ2). In the sequel, a connection
between the radius of uncertainty region de and the outage probability ρ will be
illustrated. Since eijk ∈ CM×1 consists of M ZMCSCG random variables, which is
equivalent to 2M real normal random variables, i.e., [eijk]t = <{[eijk]t}+ ={[eijk]t},



















Then according to the definition of the CDF of chi-square distribution [102], the CDF
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Proposed design 1, σ2=0.01,ρ=0.1
Proposed design 1, σ2=0.005,ρ=0.3
Proposed design 2, σ2=0.01,ρ=0.3
Worst−case design in [50]
No feasible solution found for
the given designs afterwards
Figure 3.4: Comparison of total transmit power versus various SINR outage






can be expressed as ψχ22M (
2d2e
σ2
) = 1 − ρ, which indicates the










(.) is the inverse CDF of a standard chi-square
distribution with 2M degrees of freedom.
The performance comparison in terms of total transmit power of the outage
probability based strategies proposed in Section 3.2 and in Section 3.3 with different
SINR outage levels, against worst-case bounded error design in [50] that corresponds
to ρ = 0.1 and σ2 = 0.01, is presented in Fig. 3.4. It can be observed from the figure
that in terms of providing better power efficiency, the strategy proposed in Section 3.2
has a performance improvement of approximately 5% as compared to the worst-case
design in [50] up to medium SINR operational range. Furthermore, the strategy
proposed in Section 3.2 is more power efficient than the strategy in Section 3.3 up
to medium SINR operational range, whereas for higher SINR targets, the strategy in
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Proposed design 2, σ2=0.15
Proposed design 2, σ2=0.05
Proposed design 2, σ2=0.01
Design in [9], σ2=0.15
Design in [9], σ2=0.05
Design in [9], σ2=0.01
No feasible solution found for
the given designs afterwards
(a)
































Proposed design 2, σ2=0.15
Proposed design 2, σ2=0.05
Proposed design 2, σ2=0.01
Design in [10], σ2=0.15
Design in [10], σ2=0.05
Design in [10], σ2=0.01
No feasible solution found for
the given designs afterwards
(b)
Figure 3.5: Comparison of total transmit power with ρ = 0.3 for the proposed strategy
and a) outage probability based design in [9], b) ADMM approach in [10].
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Transmit power from BS1:M=8
Transmit power from BS2:M=8
Transmit power from BS3:M=8
Transmit power from BS1:M=6
Transmit power from BS2:M=6
Transmit power from BS3:M=6
Figure 3.6: Power variation of Algorithm 3.2.1 at γ = 10 dB target SINR for M = 6, 8
antenna elements per BS.
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Section 3.3 requests less total transmit power. One can also conclude that for a given
CSI uncertainty variance, the total transmit power consumption increases with the
decreasing outage probability ρ. The performance gap can be interpreted that the
higher level of robustness against CSI uncertainties comes at the cost of increment
in total transmit power. On the contrary, with a fixed SINR outage probability, the
transmission strategy with smaller value of CSI error variance consumes less total
transmit power.
Fig. 3.5 presents the performance comparison of total transmit power for the
strategy proposed in Section 3.3 at ρ = 0.3 with different CSI error variances against
an outage probability based design in [9] and the bounded error robust ADMM
approach in [10]. One can conclude from the figure that the proposed strategy
outperforms the designs in [10] and [9] in terms of expanding SINR operational range
for the observed error variance except for the case of σ2 = 0.01. This confirms the
improved resilience against higher variance level of CSI uncertainties of the proposed
strategy. In the case of σ2 = 0.01, the proposed strategy requires approximately 5%
less transmit power as compared with the conservative worst-case design in [10] for
low and medium SINR operational range and closely follows the outage probability
based design in [9] up to medium target SINR.
The power variation of proposed Algorithm 3.2.1 with σ2e = 0.005 and ρ = 0.3
at γ = 10 dB target SINR is presented in Fig. 3.6 for M = 6, 8 number of
antenna elements per BS. It can be observed from the figure that with the increasing
number of antenna elements per BS, the required transmit power at initial iteration
increases significantly while the convergence speed decreases. Furthermore, the
range of power variations between the initial and the final iterations decreases as
we increase the number of per-BS antenna elements since extra degree and more
accurate coordination can be provided by the BSs.
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3.5 Concluding Remarks
In this chapter, two outage probability based distributed robust coordinated
transmission strategies for minimizing the overall transmit power in downlink
multi-cell interference networks in the presence of imperfect CSI are proposed. The
problems are constrained to SINR requirements and provide robustness against,
respectively, the statistical and instantaneous CSI uncertainties with different SINR
outage probability levels at individual UTs. The numerically intractable problems
are first converted into their centralized SDP forms with LMI constraints based
on CDF of standard normal distribution, Schur complement, S-procedure and
SDR technique. Then the general problems are decomposed into a set of parallel
subproblems to be solved at individual BSs via subgradient learning iterations to
coordinate the cross-link interference across the BSs with a light fronthaul signaling
overhead. Simulation results confirm the advantages of the proposed strategies in
terms of providing larger SINR operational range as compared with worst-case robust
beamforming designs in [10, 50] and outage probability based robust beamforming
design in [9]. Furthermore, in terms of power efficiency, the proposed strategies have
approximately 5% performance improvement as compared to the worst-case designs
in [50] and [10] up to medium SINR operational range.
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This chapter introduces a robust approach for maximizing the weighted
signal-to-interference-plus-noise-ratio (SINR) requirements at user terminals (UTs) in
the presence of imperfect channel state information (CSI) in decentralized multicell
interference networks. The optimization problem is constrained to strict available
power budget at individual base stations (BSs). Based on the inverse relationship
between the max-min SINR problem and the sum-power minimization problem,
the original numerically intractable problem is first reformulated in an equivalent
overall transmit power minimization problem constrained by a set of robust SINR
constraints in the centralized worst-case scenario for a fixed SINR weight. Then, the
multicell-wise centralized sum-power minimization problem for a given SINR weight
is transformed into a numerically tractable form via S-procedure and semidefinite
relaxation (SDR) techniques, and then decomposed into a set of independent
subproblems at individual BSs. Finally, an upper confidence bound (UCB) based
algorithm is introduced to distributively update SINR weights and scale the SINR
targets based on individual BS power budgets, and coordinate intercell interference
(ICI) among BSs with a light inter-BS communication overhead.
4.1.1 Main Contributions
The main contributions of this chapter are summarized as follows.
• In contrast to the simple bisection algorithm for updating SINR weights where
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BSs individually search for their own parameter without considering other BSs,
this chapter proposes an UCB algorithm for individual BSs to optimally scale
their SINR targets across the involved multi-cells in a distributed manner with a
light inter-BS communications overhead based on individual BS power budgets.
• The original problem formulation naturally leads to computationally
intractability which is dealt with in this chapter by reformulating the original
problem in its alternative tractable form. However, the reformulation adds
non-convex rank-one constraints to the alternative optimization problem. Thus,
firstly, the rank-one constraints are relaxed via SDR technique to find tractable
solutions, and then, the solutions to the reformulated tractable problem are
analytically proved to be always rank-one. Therefore, no computationally
expensive randomization technique is required to find the rank-one solutions.
Simulation results confirm the advantage of the proposed strategy in terms of
providing larger SINR operation range against robust distributed beamforming design
in [50], as it optimally scales the SINR targets based on per BS power budgets and
always provides a feasible solution at the scaled SINR target.
4.1.2 Organization
The rest of this chapter is organized as follows. Section 4.2 introduces the
system model and problem formulation, where the original problem is converted
to an equivalent dual problem. In Section 4.3, the intractable centralized power
minimization problem is first transformed into a numerically tractable one. Then, a
learning based UCB algorithm is proposed for decoupling the problem into distributed
subproblems, followed by the signalling overhead and computational complexity
analysis in Section 4.3.3. Simulation results are presented and analyzed in Section
4.4. Finally, Section 4.5 summarizes the chapter.
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4.2 System Model and Problem Formulation
Let us consider a multi-cell downlink network with a cluster of N cells over
a shared bandwidth. Each cell consists of one BS equipped with M antennas,
cooperating at beamforming level and transmitting to its own K single-antenna UTs.
Let BSi, i ∈ Lb = {1, · · · , N} and UTik, k ∈ Li = {1, · · · , K} represent the i-th BS
and the k-th UT in cell i, respectively. Also let sik denote the data symbol for UTik
and nik be the additive white Gaussian noise with variance σ
2
ik, wik ∈ CM×1 be the
associated beamforming vector and hijk ∈ CM×1 represent the channel vector from













hHjikwjmsjm + nik. (4.1)
Let hˆijk ∈ CM×1 and eijk ∈ CM×1, respectively, denote the estimated channel vector
and the corresponding CSI perturbation vector. Then, the true channel vector hijk
can be modeled as
hijk = hˆijk + eijk, ∀i, j, k, (4.2)
where CSI errors are assumed to be bounded within an elliptic uncertainty region,
i.e., eHijkRijkeijk ≤ 1, ∀i, j, k, and Rijk  0 specifies the shape and size of the ellipsoid.














Let us consider the robust problem of maximizing the minimum weighted SINR
targets at UTs in a multi-cell network subject to a set of strict upper limits on the
transmit power constraints at individual BSs, e.g., due to regulation, in the presence
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‖wik‖2 ≤ Pi, ∀i, (4.4b)
eHijkRijkeijk ≤ 1, ∀i, j, k, (4.4c)
where γik is the SINR requirement at UTik and Pi represents the available power
budget at the i-th BS that can not be relaxed. The introduction of an auxiliary
variable ci is to lower bound the worst-case scaled SINR, which indicates the
percentage coefficient of the desired SINR targets that can be satisfied at UTs
as a result of strict power constraints at BS i. In fact, the aim of the proposed
optimization is to maximize the worst-case achievable SINR targets at UTs subject
to strict limitations on transmit power at individual BSs. Contrary to the sum power
minimization approach, e.g., [50], problem (4.4) always admits a feasible solution at
scaled SINR and is more flexible since it can be used to determine whether, in a
power-constrained system, a specified set of SINR targets can be satisfied or not [40].
Since problem (4.4) is numerically intractable due to the coupling effects among
BSs operating under unit frequency bandwidth as well as the robust constraints
against CSI uncertainties, let us begin by introducing an alternative overall transmit







s.t. SINRik ≥ ciγik, ∀i, k,
eHijkRijkeijk ≤ 1, ∀k.
Note that following similar procedures as in Section 3.2.3, for any fixed value of ci,
the alternative power minimization problem in (4.5) can be solved in a similar way
as for the subproblem in (3.19) within any individual cell i distributively.
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In the sequel, the optimal solutions to problems in (4.4) and (4.5) within any cell
i for a given SINR weight ci, will be related through Lemma 4.2.1. Let Γi = {γik}k be
a set of K target SINRs for UTs in cell i. For a given set of channels and noise powers,
problem (4.4) is parameterized by Γi and Pi, whereas problem (4.5) is parameterized
by Γi. The dependence is captured by notations s(Γi, Pi) and f(Γi), respectively.
Also, let ci = s
∗(Γi, Pi) and Pi = f ∗(Γi) represent, respectively, the optimal values,
i.e., maximum worst-case scaled SINR and the minimum power, of problems (4.4)
and (4.5).






Proof: See [40] and [103].
Thus, considering ci as a variable of optimization, the optimal solutions to (4.4)
can be obtained in an approximate manner via alternating between solving problem
(4.5) for a fixed ci, and searching over different ci based on per BS power restriction.
4.3 Distributed Optimization of Problem (4.4)
It has been proved in [40] that for a single-cell multicasting network, the
optimality of solution for max-min SINR problem can be guaranteed by alternatively
solving power minimization problem for a fixed ci and applying a simple bisection
search over ci. In a multi-cell scenario, however, the obtained ci may not be globally
optimum if BSs individually search for their own ci without considering other BSs.
Consequently, following similar steps as in Section 3.2.3, the distributed optimization
of problem (4.5) for a fixed ci will be first introduced in Section 4.3.1, and an UCB
algorithm will be introduced in Section 4.3.2 to search for the optimal ci across all
BSs in a decentralized fashion.
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4.3.1 Distributed Optimization of (4.5) for a Fixed ci
Let us start by introducing a centralized formulation of the total transmit power
optimization problem in (4.5) for a fixed value of ci to account for the coupling effects
among the BSs. Introducing slack variables {pijk}i,j,k ∈ R to indicate ICI from BSi




































wim|2, ∀i, j 6= i, k, (4.6b)
eHijkRijkeijk ≤ 1, ∀i, j, k. (4.6c)
Let the rank-one positive semidefinite matrix be defined as Wik = wikw
H
ik, the























, ∀i, j 6= i, k, (4.8)
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Win and Ψijk =
∑
m∈Li
Wim. Hence, problem (4.6)































, ∀i, j 6= i, k,
eHijkRijkeijk ≤ 1, ∀i, j, k
Wik  0, ∀i, k,
rank (Wik) = 1, ∀i, k.
The set of non-convex rank-one constraints in problem (4.9) can be relaxed via
SDR approach [38]. However, it is still numerically intractable as the remaining
robust SINR constraints that involve bounded CSI errors have to be satisfied in the
intersection of infinite number of convex sets. Following the similar principles as in
[10], the intractability can be overcome via Lemma 3.3.2, i.e., S-Procedure, in Section
3.3.2.
Let the constraints in (4.9) be expanded in their equivalent quadratic forms of
eiik and eijk, respectively, as
eHiikRiikeiik − 1 ≤ 0 ⇒ (4.10)
−eHiikΦikeiik − (Φikhˆiik)Heiik − eHiikΦikhˆiik − vik ≤ 0, ∀i, k,




ijkΨijkhˆijk − v′ijk ≤ 0, ∀i, j 6= i, k,






plik − σ2ik and v′ijk = −hˆHijkΨijkhˆijk + pijk. Applying
Lemma 3.3.2 to (4.10) and (4.11), problem in (4.9) can be rewritten in semidefinite
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 µikRiik + Φik Φikhˆiik
(Φikhˆiik)
H −µik + vik
  0,
µik ≥ 0, ∀i, k, µijkRijk −Ψijk −Ψijkhˆijk
(−Ψijkhˆijk)H −µijk + v′ijk
  0,
µijk ≥ 0, ∀i, j 6= i, k,
Wik  0, ∀i, k,
(4.12)
where the set of auxiliary parameters µik ≥ 0 and µijk ≥ 0 appear as a result
of the application of Lemma 3.3.2. The convex optimization problem in (4.12)
can now be solved in a centralized fashion. In the sequel, problem in (4.12) will
be decomposed via primal decomposition [98]. Let us define p ∈ R(N(N−1)K)×1
as a real-valued vector that contains the global intercell coupling variables, i.e.,
p =
[




plik and pijk can be
extracted from global intercell coupling variable p by using direction vectors diik










ijkp, ∀j 6= i, k.
(4.13)
According to decomposition theory [98] and following similar procedure as in
Section 3.2.3, the problem in (4.12) can be decomposed into N sub-problems fi(Wik)





for updating the global variable p. Consequently, for any given p, the sub-problem
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µik ≥ 0, ∀k, j 6= i,
µijk ≥ 0, ∀k, j 6= i,




 µikRiik + Φik Φikhˆiik
(Φikhˆiik)
H hˆHiikΦikhˆiik − σ2ik − µik
 , (4.15)
F′ijk =
 µijkRijk −Ψijk −Ψijkhˆijk
(−Ψijkhˆijk)H −hˆHijkΨijkhˆijk − µijk
 .
Lemma 4.3.1. The optimal solutions to the problems (4.14) satisfy rank (W∗ik) = 1
with probability one.
Proof: Please refer to the Appendix B. Let λik, λijk ∈ H(M+1)×(M+1), Aik ∈
HM×M and βik, βijk ∈ R be defined as Lagrange multipliers, then the Lagrangian of
the i-th subproblem in (4.14) can be expressed as













tr (λijkFijk)− βikµik − βijkµijk −AikWik. (4.16)
Since the problem in (4.14) is convex and satisfies the Slater condition, strong
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i (p) = `
∗











It can be easily concluded from (4.20) that for any given pˆ, the following inequality
holds





















≤ gi(p− pˆ) + `∗i (pˆ).
Hence, gi is the subgradient vector of `
∗
i (p) and f
∗
i (p). Following a similar sequence
of analysis as for the sub-problem in (4.14), one can easily verify that the subgradient
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of the general problem in (4.12), i.e.,
∑
i∈Lb
f ∗i (p), at a given value of p, denoted by























To achieve minimization of total transmit power across multiple cells for a fixed ci
while optimally account for the coupling intercell effects in a distributed manner, we
proceed as follows. At a given value of ci, each BS i individually solves its subproblem
(4.14), obtains its subgradient vector gi and shares it with other BSs via an inter-BS
communications phase. Then, each BS i locally calculates the global subgradient
g as per (4.22) and updates the global coupling vector p via projected subgradient









where the superscript t denotes the iteration index of inner problem (4.14) and α
represents the step size. The steps are summarized in Algorithm 4.3.1.
As mentioned in the beginning of Section 4.3, simply applying a one-dimensional
bisection search over ci for distributed approach may not yield a global optimal
solution for ci since each BS will find its own ci individually without considering other
BSs. Consequently, let us consider searching for the global optimal ci as a multi-armed
bandit (MAB) problem and propose a reinforcement learning based UCB algorithm
in the sequel to search for the optimal ci across all BSs in a decentralized fashion.
4.3.2 UCB Algorithm for Finding the Globally Optimal ci
The MAB problem is formulated as a system of N arms, each being associated
with i.i.d. stochastic rewards. The objective is to maximize the accumulated reward
by alternatively acquiring new knowledge, known as exploration, while simultaneously
optimizing the decisions based on existing partial knowledge, known as exploitation,
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in multiple rounds [12].
This chapter extracts an abstract idea of MAB problem, where playing an arm
at each round is equivalent to running Algorithm 4.3.1, i.e., Exploration for finding
reward of the i-th BS, to estimate the reward for a BS at the n-th round. In the
sequel, an UCB Algorithm, i.e., Algorithm 4.3.2, will be introduced to search for the
global optimal ci at the i-th BS, as shown in Fig. 4.1. Due to the fact that the
coupling effect among all BSs is negligible for low SINR targets, each BS individually
searching for their own ci barely induces interference to other BSs. Thus, Algorithm
4.3.2 first executes coarse tuning to adjust ci rapidly so that the actual transmit
power at each BS is close to the per-BS power limitation, as per Step 2 of Algorithm
4.3.2. Then, by adopting fine tuning, BSs alternatively adjust their ci on the basis of
their rewards and interactions. Let R¯(BS[n]i ) and Rˆ(BS[n]i ), respectively, be defined
as the estimated mean reward and adjusted reward for the i-th BS at the n-th round.
In the n-th round of fine tuning, each BS calculates the estimated mean reward as
per Algorithm 4.3.1 and the adjusted reward as per Step 5 of Algorithm 4.3.2. Then,
in the (n + 1)-th round, only the BSs with the highest adjusted reward will run the
Algorithm 4.3.1 to search for a new ci, while other BSs will maintain the same ci as






in Algorithm 4.3.2 reflects the fundamental
trade-off between exploration that examines the unknown rewards and exploitation
that chooses the best-possible rewards so far, where T
[n]
i denotes the total number of
times the Algorithm 4.3.1 has been run at the i-th BS in the n-th round.




i , one can control the overall system
performance conveniently. Furthermore, the UCB algorithm can be used to determine
the exact level of under- or over-satisfaction of SINR targets, provided that a proper




i [40]. For instance, by setting
c
[min]
i = 0 and c
[max]
i = 1, Algorithm 4.3.2 is equivalent to an sum power minimization
approach, but can always provide a feasible solution at scaled SINR. Whereas if no
limit is set to c
[max]
i , Algorithm 4.3.2 will provide optimal solutions to problem (4.4)
with inequality power constraint (4.4b) being met with equality.
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Figure 4.1: Flowchart diagram of the proposed UCB algorithm
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Algorithm 4.3.1. Exploration for finding reward of the i-th BS








3: while the inner problem in (4.14) is not converged do
4: Solve (4.14);
5: Calculate the local subgradient gi using (4.19);
6: Exchange gi with the other BSs;
7: Form the global subgradient as g =
∑
i∈Lb gi;
8: Update the global variable p according to (4.23);












12: Calculate estimated mean reward R¯(BS[n]i ) = Pi − Pˆ [n]i ;












Algorithm 4.3.2. UCB Algorithm for finding global optimal ci
1: Initialize: n = 0, R¯(BS[n]i ) = Rˆ(BS[n]i ) = 0, nmax, c[min]i , c[max]i ;
2: Coarse tuning: Run Algorithm 4.3.1 until Pˆ
[n]
i ∈ [ξPi Pi], 0 ≤ ξ ≤ 1;
3: Fine tuning: While n ≤ nmax do
4: n = n+ 1;







6: BSi exchanges Rˆ(BS[n]i ) with other BSs;
7: if Rˆ(BS[n]i ) ≥ Rˆ(BS[n]j ), ∀j ∈ Lb, j 6= i





i and run line 3-11 of Algorithm 4.3.1;
10: end while
11: return {wik}i,k and ci
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4.3.3 Fronthaul Signaling Overhead and Computational
Complexity Analysis
In this section, the per iteration fronthaul signaling overhead as well as the
per subproblem computational complexity of the proposed strategy will be analyzed
and compared against the alternating direction method of multipliers (ADMM)
approach in [10]. The proposed strategy requires NK non-zero real-valued entries,
i.e., [λ∗ik](M+1)(M+1) ,∀k and [λ∗ijk](M+1)(M+1),∀k, j 6= i, for the i-th BS to exchange
with other BSs in each iteration t. The resulting inter-BS communication overhead
per iteration for all BSs is O(N2K(N − 1)), and the total signalling overhead of the
proposed strategy is O(ωξN2K(N − 1)), where ξ is the total number of iterations of
Algorithm 4.3.1 and ω is the total iteration number of Algorithm 4.3.2. Whereas in
ADMM approach in [10], NK real-valued local ICI variables need to be informed by
each BS at each iteration, resulting in a same per iteration fronthaul signaling load
of O(N2K(N − 1)) as the proposed strategy.
In the sequel, the computational complexity of the subproblem in (4.14)
and the subproblem of ADMM approach in [10] will be compared in terms of
number of optimization variables and constraints. The subproblem in (4.14)
has M2K + NK + 1 optimization variables, whereas the subproblem in [10] has
M2K+2NK+1 optimization variables. Both subproblems have NK number of LMI
constraints, K number of matrix non-negativity constraints, K scalar non-negativity
constraints and a linear constraint. The subproblem of ADMM approach in [10],
nevertheless, has additional NK scalar non-negativity constraints and a quadratic
constraint. Therefore, Algorithm 4.3.1 has slightly lower computational complexity
per subproblem as compared to the ADMM approach in [10].
4.4 Simulation Results
Let us consider a cluster of N = 3 neighbouring cells with BSs cooperating
at beamforming level. K = 2 UTs are randomly dropped in the vicinity of the
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boundaries in each cell to account for the worst coupling effect amongst BSs. Such
3-cell network is also adopted in [10] and [9], as the cell-edge UTs can benefit
most from a coordinated cluster of 3 BSs. Similar to [1], a correlated channel
model is adopted as hˆijk = C
1/2
ijkhw, ∀i, j, k, where hw ∼ CN(0, 1) ∈ CM×1.












,m, n ∈ [1,M ]
[1], where Lijk = 128.1 + 37.6 log10(`), ` in km, is the path loss between BSi and
UTjk [2], σ
2
F denotes the variance of the complex Gaussian fading coefficient, δ is the
antenna spacing, λ denotes the wavelength of the carrier and θijk is the estimated
angle of departure. Equal noise variance σ2ik = −127 dBm and SINR targets γ are
used for all UTs and same per-BS transmit power restriction Pi = 30 dBm is applied
to all BSs. The simulation parameters are summarized in Table 4.1 [1–3]. It is
further assumed that the CSI errors are spherically bounded, i.e., Rijk = 1/r
2
eI,
with uncertainty radius of re = 0.05 for simplicity [10]. Simulation results are
obtained and averaged via CVX [35]. In order to compare the proposed strategy
with other energy-efficient beamforming designs, let us set c
[max]
i = 1 and c
[min]
i = 0
in Algorithm 4.3.2 to optimize the trade-off between power constraints at individual
BSs and desired SINR targets at UTs. The comparative designs are, respectively,
the conventional non-coordinated beamforming design, the centralized non-robust
Table 4.1: Simulation parameters [1–3]
Parameter Value
Number of cells (N) 3
Number of users per cell (K) 2
Number of antennas per BS (M) 8
Noise variance at individual user (σ2ik) -127 dBm
The distance between two adjacent BSs 3 km
Array antenna gain (Ga) 15 dBi
Path loss model over a distance of ` km 128.1 + 37.6 log10(`)
Angular offset standard deviation (σa) 2
◦
Log-normal shadowing standard deviation (σs) 10 dB
Per-BS transmit power restriction (Pi) 30 dBm
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beamforming design in [11], the centralized worst-case robust power minimization
design in [51] and the distributed worst-case robust power minimization design in
[50] that takes no consideration of per-BS power restriction and assume bounded CSI
uncertainties.































Centralized non−robust design in [11]
Centralized robust design in [51]
Distributed robust design in [50]
Proposed design with Pi=30dBm
No feasible solution found 
for design in [50] afterwards
Scaled SINR at around 17dB due to
per−BS power contraint Pi=30dBm
Figure 4.2: Comparison of total transmit power for different designs.
Fig. 4.2 presents the performance comparison of total transmit power for the
proposed transmission strategy against other designs, under strict per-BS power
constraint of 30 dBm. Note that the x-axis represents the target SINR γik. As can be
observed from the figure, the proposed strategy outperforms the conventional design
in terms of expanding SINR operational range and closely follows its distributed
robust counterpart in [50] until the per-BS power constraint is attained at around 16
dB of SINR target. When the SINR requirement is higher than 16 dB, the worst-case
distributed design in [50] can not find a feasible solution due to the fact that it
takes no consideration of individual BS transmit power constraints in their problem
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formulation. Furthermore, no feasible beamforming solution can be provided by the
worst-case centralized design in [51] for SINR requirements higher than 17 dB. On
the contrary, although the per-BS power restriction limits the performance of the
proposed strategy for high SINR requirements, it can provide a feasible solution at
scaled desired SINR targets, with a total transmit power of Pi = 30 dBm. Thus, one
may conclude that the proposed strategy is of practical significance, especially for
dense users distribution since it optimally scales the SINR targets based on per BS
power budgets and always provides a feasible solution at the scaled SINR target.
Let the SINR satisfaction ratio be defined as the achieved SINR over the scaled















where ηik ≥ 1 indicates that the scaled SINR requirement of UTik is satisfied. Fig.
4.3 compares the average SINR satisfaction ratio at γ = 10 dB target SINR of
the proposed decentralized robust transmission strategy against a non-robust power
minimization design in [11] that assumes perfect knowledge of CSI. One can observe
from the figure that for the proposed robust strategy that provides protection against
channel uncertainties, almost all of the SINR satisfaction ratios stay above one.
However, since the non-robust design in [11] provides no tolerance to any level of
uncertainties, the actual achieved SINR fails to satisfy the SINR requirements for
approximately 50 percent of the cases. Thus, one may conclude that the beamforming
designs based on perfect CSI assumption may be sensitive to the channel uncertainties
in a practical scenario. In comparison with Fig. 4.2, the performance gap between
robust and non-robust designs can be interpreted as the cost for guaranteeing the
worst-case quality of service at UTs, i.e., providing robustness against imperfect CSI.
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Figure 4.3: Histograms of average SINR satisfaction ratio at γ = 10 dB of: a)
non-robust power minimization design in [11], b) proposed robust strategy.
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4.5 Concluding Remarks
This chapter studies a distributed robust approach for maximizing the weighted
SINR targets at individual UTs in multi-cell interference networks. The problem is
constrained to strict transmit power constraints at individual BSs in the presence of
imperfect CSI. This problem is firstly mapped to an equivalent centralized aggregated
transmit power minimization dual problem at individual BSs. Then the global-wise
problem is decomposed into parallel subproblems via projected subgradient iterations
to coordinate the ICI across BSs. Finally, a distributed UCB algorithm is proposed
to find a global optimal trade-off between the weighted SINR targets and the
per-BS transmit power constraints. Simulation results confirm the advantages of
the proposed transmission strategy in providing larger SINR operational range








Unlike Chapter 3 and Chapter 4 that focus on learning based joint
intercell interference elimination and energy consumption optimization, this
chapter mainly focuses on foresighted energy management that adapts to energy
demand variations and contributes to the stable cost-efficient operation for green
communication in future wireless communications networks. Accounting for
the wireless channel random dynamism, a combinatorial multi-armed bandit
(CMAB)-based reinforcement learning algorithm that benefits from an efficient
exploration-exploitation trade-off is developed to minimize the time-averaged energy
cost at individual base stations (BSs), powered by various energy markets and
local renewable energy sources, over a finite time horizon. The proposed algorithm
sustains traffic demands by enabling sparse beamforming to schedule dynamic
user-to-BS allocation and proactive energy provisioning at BSs to make ahead-of-time
price-aware energy management decisions.
5.1.1 Main Contribution
The main contributions of this chapter are summarized as follows.
• The proposed algorithm accounts for the inherent uncertain characteristics of
the cellular communication networks by anticipating the amount of energy
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demand ahead-of-time, purchasing it at a lower rate in the exploration mode
and using this purchased energy in the following exploitation mode, so that the
spot market energy provisioning at higher rate is minimized.
• The proposed algorithm enables smart scheduling that benefits from an efficient
trade-off between the exploration (i.e., online training or learning) and the
exploitation (i.e., operational) modes and reduces the exploration overhead. In
addition, the two directional search in the exploration mode further improves
the efficiency as compared with the single direction and full exploration learning
algorithm proposed in [12].
Simulation results indicate a superior performance of the proposed algorithm
in reducing the overall energy cost, as compared with with recently proposed
non-learning based cooperative energy management designs in [4, 26] and a simplified
CMAB based design in [12].
5.1.2 Organization
The rest of this chapter is organized as follows. Section 5.2 introduces the
energy management model and downlink joint transmission model. In section 5.3, the
cooperative energy management problem is formulated in a centralized manner and
then transformed into numerically tractable form via semidefinite relaxation (SDR)
technique and reweighted `1-norm method. Section 5.4 proposes an online learning
algorithm inspired by CMAB model whilst the proposed strategy is analyzed and
verified by the simulation results in section 5.5. Finally, section 5.6 concludes this
chapter.
5.2 System Model
Consider a centralized cluster-based coordinated multipoint (CoMP) network in
the downlink where a set of N BSs partially collaborate to serve Ki user terminals
(UTs) over a shared bandwidth, as illustrated in Fig. 5.1. Each BS is equipped with
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Figure 5.1: Illustration of downlink partial cooperation among BSs.
M antennas, whereas each UT has a single receiving antenna. Let Lb = {1, · · · , N}
and Li = {1, · · · , Ki} denote, respectively, the set of indexes of the BSs and the
UTs within a cluster. The central processor (CP) coordinates all strategies based on
perfect knowledge of channel state information and distributes all UTs’ data to the
corresponding BSs via finite-capacity fronthaul links. Besides, the CP also collects the
energy information such as various energy market prices via the grid-deployed control
links from the smart meters installed at individual BSs. The energy transmission
between the electrical grid and the BSs is accomplished via dedicated power lines.
Let the finite time horizon be divided into T discrete time slots indexed as T =
{1, · · · , T}, such that the length of each time slot is smaller than the wireless channel
coherence time. For convenience, the duration of a time slot is normalized to unity,
thus the terms ’power’ and ’energy’ can be used interchangeably throughout this
chapter. The proposed online learning algorithm in Section 5.4 runs over these time
slots, such that an efficient trade-off between its exploration and exploitation modes
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is achieved.
5.2.1 Energy Management Model
Assume no BS is equipped with frequently rechargeable energy storage device
and the BSs are obliged to sell any excessive energy back to the grid. Let us also
assume that at least one renewable energy generator is installed at the individual BS
that can provide an amount of Gn(t) units of renewable energy for the n-th BS at the
t-th time slot, t ∈ T , whilst BSs can access various energy markets at different prices.
At the end of an exploration mode, an amount of E
[a]
n units of energy that can be
sustained uniformly over a number of following exploitation time slots is purchased
ahead-of-time for the n-th BS, n ∈ Lb, at a price rate of pi[a]. Let E[a]n (t) denote
the ahead-of-time purchased energy allocated to the current time slot t. Let E
[r]
n (t)
be the amount of real-time energy required to be purchased at time slot t due to
both insufficient E
[a]
n (t) and the available renewable energy Gn(t) at the n-th BS.
Note that from the supply and demand perspective, E
[r]
n (t) in practice, should be
purchased from the spot market at a higher price rate of pi[r], whereas Gn(t) can be
obtained locally at much lower rate of equivalent annual cost of renewable harvesters,
i.e., pi[g]. The surplus of available energy to a BS, i.e., Sn(t), can be sold back to the
grid at a fair rate of pi[e], i.e., pi[r] ≥ pi[a] ≥ pi[g] ≥ pi[e] [4]. The total energy cost
incurred by the n-th BS at the t-th time slot can be written as [4]
C [total]n (t) = pi
[r]E[r]n (t) + pi




n (t) and P
[c]
n be defined as the total transmit power from the n-th BS at
the t-th time slot and the hardware circuit power consumption at the n-th BS,
respectively. Then, the total energy consumption of the n-th BS at the t-th time
slot, i.e., P
[total]
n (t), is upper-bounded by its energy budget [4, 5], i.e.,
P [total]n (t) = ηP
[Tx]
n (t) + P
[c]
n ≤ Gn(t) + E[a]n (t) + E[r]n (t)− Sn(t), (5.2)
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where η > 0 denotes the power amplifier efficiency and P
[c]
n is assumed to be constant
without loss of generality.
5.2.2 Downlink Transmission Model
Let wni ∈ CM×1 and hni ∈ CM×1, n ∈ Lb, i ∈ Li denote the beamforming vector
and the channel vector from the n-th BS towards the i-th UT, respectively. Then,
the signal received by the i-th UT can be expressed as the summation of the intended
information-carrying signal of the i-th UT, the inter-user interference caused by all
other non-desired information beams and the additive white Gaussian noise (AWGN)









hHniwnjsnj + ni. (5.3)
Without loss of generality, let us assume that the transmitted symbols, i.e., sni, are
independent and identically distributed and their transmission energy is normalized
to one, i.e., E(sni) = 1. The signal-to-interference-plus-noise ratio (SINR) at the i-th










where σ2i is the AWGN variance and is assumed to be identical at all UTs. The n-th
BS’s fronthaul capacity consumption, n ∈ Lb, i.e., the summation of fronthaul data




∥∥‖wni‖22∥∥0Ri, ∀n ∈ Lb, (5.5)
where Ri = log2(1+SINRi) is the achievable data rate (bit/s/Hz) for the i-th UT. The
binary indicator function ‖‖wni‖22‖0 that illustrates the scheduling choices between
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the i-th UT and the n-th BS, is defined as
∥∥‖wni‖22∥∥0 =
 0, if ‖wni‖22 = 0,1, if ‖wni‖22 6= 0, (5.6)
where ‖wni‖22 = 0 implies that the i-th UT is not served by the n-th BS and, hence,
the fronthaul link between the CP and the n-th BS is not used for coordinated
transmission to the i-th UT.
5.3 Price-aware Energy Management
In accordance with (5.1), the total energy cost at the t-th time slot, ∀t ∈ T ,
depends on a linear combination of the real-time trading variables, i.e., E
[r]
n (t) and
Sn(t), and the ahead-of-time energy purchase, i.e., E
[a]
n (t), given an available amount
of renewable energy Gn(t). We aim to minimize the total average energy cost over a
finite time horizon via an online-learning assisted convex optimization. The downlink
beamforming vectors and the real-time trading parameters, i.e., E
[r]
n (t) and Sn(t), are
the variables of the optimization problem. The ahead-of-time energy purchase E
[a]
n (t)
is the learning parameter which is proactively determined by the proposed online
learning strategy and fedback to the optimization problem. The convex optimization
problem is formulated in the current Section and will then be integrated with the
online learning strategy, introduced in Section 5.4, under Algorithm 5.4.2.
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5.3.1 Problem Formulation















s.t. C1 : SINRi(t) ≥ γi, ∀i ∈ Li,
C2 : B[fronthaul]n (t) ≤ B[limit]n , ∀n ∈ Lb,
C3 : ηP [Tx]n (t) + P
[c]
n ≤ Gn(t) + E[a]n (t)− Sn(t) + E[r]n (t), ∀n ∈ Lb,
C4 : P [Tx]n (t) ≤ P [Tmax]n , ∀n ∈ Lb,
C5 : E[r]n (t) ≥ 0, ∀n ∈ Lb,






||wni||22 is the total transmit power of the n-th BS at the t-th
time slot. C1 indicates the SINR constraint γi for the i-th UT and C2 represents
the fronthaul link capacity restriction, i.e., B
[limit]
n , for each BS. C3 emphasises that





n (t) and Sn(t). C4 specifies the maximum transmit power, i.e.,
P
[Tmax]
n , at the n-th BS. C5 and C6 indicate, respectively, that the spot market energy
provisioning and the excessive energy to be sold back are non-negative.
5.3.2 Reweighted `1-norm and Semidefinite Programming
The optimization problem in (5.7) is NP-hard due to the non-convexity of the
constraint C1 and the `0-norm term in C2. The intractable constraint C2 in (5.7)
that formulates the sparse beamforming problem as `0-norm, is commonly handled
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Algorithm 5.3.1. Reweighted `1-norm method for solving problem in (5.7)
1: Initialize: constant µ → 0, iteration count s = 0, weighting factor ξni(s) = 1,
maximum number of iterations smax, Ri(s) = log2(1 + SINRi).
2: While ξni is not converged or s 6= smax
3: Find the optimal beamforming vectors w∗ni(s) by solving (5.7);






, ∀n ∈ Lb, i ∈ Li;
5: Calculate the achievable rate Ri(s) as follows,























6: Update Ri(s+ 1) = Ri(s);
7: Increment the iteration number s = s+ 1;
8: Endwhile
In order to solve problem in (5.7) in time slot t, the cooperative links between
the BSs and the UTs will be gradually and iteratively removed as per fronthaul link
capacity constraints as well as the power budgets at the individual BSs, via alternating
between solving optimal beamformer w∗ni of problem (5.7) for a given weighting factor
ξni, and adjusting ξni and Ri based on w
∗
ni, as detailed in Algorithm 5.3.1 [4, 104].
In particular, a BS transmitting with low transmit power to a particular UT in the
s-th iteration will result in a large weighting factor ξni(s + 1), which will lead to
further reduction in the transmit power of that BS in the (s + 1)-th iteration, until
the convergence of ξni is achieved. Once converged, the solution sparsity is attained,
which is equivalent to turning off the BS for that particular UT, i.e., w∗ni ≈ 0. It has
been argued in [104] that the weighting factors could counteract the influence of the
signal magnitude on the `1-norm surrogate to `0-norm, as `0-norm simply counts the
number of nonzero elements of a vector and is not sensitive to their actual values.
Let us define Hni = hnih
H
ni and semidefinite matrix Wni = wniw
H
ni. Then, the
original problem in (5.7) can be transformed to a semidefinite programming (SDP)
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tr(Wni) ≤ P [Tmax]n ,∀n ∈ Lb,
C5 : E[r]n (t) ≥ 0, ∀n ∈ Lb,
C6 : Sn(t) ≥ 0, ∀n ∈ Lb,
C7 : Wni  0, ∀i ∈ Li, n ∈ Lb.
Note that, if the obtained solutions W∗ni are rank-one, the problem (5.9) yield same
optimal solutions as problem (5.7).
Lemma 5.3.1. The optimal solutions to the problems (5.9) satisfy rank (W∗ni) = 1
with probability one.
Proof: Please refer to Appendix C [4].
5.4 Proactive Energy Management
Due to the combinatorial nature of distributed energy transmission from the grid
to the BSs, the price-aware energy management problem studied in this chapter is
classified as CMAB problem. The CMAB problem is defined as a system consists
of J possible arms, where N arms, N ⊂ J , that form a super arm are played
simultaneously and the reward of each arm is observed individually at each trial
[84]. The objective is to maximize the long-term accumulated reward via a trade-off
between observing the reward of new super arms, known as exploration (learning),
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and proactively selecting the best-possible super arm for future time slots based on
existing knowledge from the previous time slots, known as exploitation (operation).
In this chapter, each arm corresponds to a discrete ahead-of-time energy package
to be selected for a BS and the reward of each arm corresponds to the difference
between the energy cost at the t-th time slot and at the initial time slot. Thus,
maximizing the accumulated reward is equivalent to minimizing the time-averaged
energy cost. Let K = {1, · · · , K} denote the set of indexes used to identify the
learning (exploration) trials during a time slot, J = {1, · · · , J} be the set of indexes
associated to J arms, i.e., J ahead-of-time energy packages {E1, · · · , EJ} offered by
the grid, where Ee = Ee−1 + ∆E , e ∈ J . At the k-th trial, k ∈ K, the CP selects
a super arm, i.e., N ahead-of-time energy packages for N BSs, for next time slot,
denoted by S [set](k) = {E[a]1 (k), · · · , E[a]N (k)}. Let the individual reward of the arm
E
[a]
n (k) at the k-th trial be defined as [12]
R(E[a]n (k)) = C [total]n (0)− C [total]n (k), ∀n ∈ Lb, (5.10)
where C
[total]
n (0) and C
[total]
n (k) are the total energy cost of the n-th BS at the initial
trial of the initial time slot and the k-th trial of the current time slot, respectively,






n,2 , · · · , r[k,t]n,J ) be defined as the reward vector of the
n-th BS, where r
[k,t]
n,e , e ∈ J , is the reward associated to the e-th ahead-of-time energy
package in the k-th trial at the t-th time slot averaged over F independent channel














n,2, . . . , r¯
[t]
n,J) denote
mean reward vector and adjusted reward vector of individual ahead-of-time energy
packages for the n-th BS at the t-th time slot, respectively.
In the sequel, an online learning algorithm to be executed at the CP, detailed
in Fig. 5.2 as well as Algorithms 5.4.1 and 5.4.2, will be introduced to minimize the
total energy cost over a finite time horizon. Similar to [89], the proposed algorithm
enables smart scheduling that linearly increases the ratio of exploitation with an
exponentially increased number of time slots, as presented in Fig. 5.3 and Table 5.1,
which reduces the exploration overhead in terms of total energy cost over a finite time
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horizon. The finite time horizon of T time slots is divided into P periods of increased
length growing at a geometric progression, i.e., T = 2(2P − 1). Let P = {1, . . . , P}
denote the set of indexes of periods. In the p-th period that contains 2p time slots,
p ∈ P , a total number of p time slots will be randomly selected as exploration mode
whilst the rest time slots are reserved for exploitation mode. The principle of the
smart scheduling is to reduce the fraction of time slots being selected as exploration
mode with increasing period index, due to the fact that the estimation of the super
arms’ mean reward process is improved for a larger period index.
Table 5.1: Percentage of exploration using smart scheduling
Period index 1 2 3 4 5 6
No. of time slot 2 22 = 4 23 = 8 24 = 16 25 = 32 26 = 60
No. of exploration 1 2 3 4 5 6
% of exploration 0.50 0.50 0.429 0.333 0.242 0.167
In the exploration mode, Algorithm 5.4.1, i.e., two directional super arm
exploration at time slot t, explores new super arm, i.e., new combination of
ahead-of-time energy packages for N BSs, in a two directional way. More specifically,
the exploring direction among all possible arms, i.e., forward or backward exploration,
will be initially determined as described in step 9 and 11 of Algorithm 5.4.1,
respectively, based on the rewards obtained at the current and the previous trials,
followed by the super arm exploration for the next trial. The proposed Algorithm
5.4.1 guarantees that the individual BSs search in the proper direction towards the
optimal arm that associated with the highest reward. Once a given number of K
trials are completed, the mean reward for individual energy packages, i.e., rˆ
[t]
n , for
the n-th BS at the t-th time slot are estimated and adjusted within a controlled
percentage, respectively, as per step 8 and 9 in Algorithm 5.4.2, i.e., Online learning
main algorithm. The adjusted rewards, i.e., r¯
[t]
n , are first, averaged over all past time
slots as per step 13, and then, used to update the index of optimal N arms, to be
exploited in the next time slot, as detailed in step 14 of Algorithm 5.4.2. Note that
by putting preference on the not frequently selected arms, the adjustment stage in
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Figure 5.2: Flowchart diagram of proposed online learning algorithm
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Figure 5.3: An exploration-exploitation trade-off model of smart scheduling
step 9 of Algorithm 5.4.2 encourages the CP to choose the least chosen arms as the
starting points of future exploration time slots and examine the reward of those arms.
Algorithm 5.4.1. Two Directional Super Arm Exploration at Time-slot t
1: For k = 1 : K
2: Solve problem in (5.9),
3: Compute C
[total]
n (k) as per (5.1) and R(E[a]n (k)) as per (5.10),
4: if k = 1 (initial trial) and E
[a]
n (k) 6= E1
5: then E
[a]
n (k + 1) = E
[a]
n (k)−∆E,
6: else if k = 1 (initial trial) and E
[a]
n (k) = E1
7: then E
[a]
n (k + 1) = E
[a]
n (k) + ∆E,
8: else if R(E[a]n (k)) > R(E[a]n (k − 1)),
9: then Do Backward Exploration,
E
[a]
n (k + 1) = E
[a]
n (k)−∆E,
10: else if R(E[a]n (k)) < R(E[a]n (k − 1)),
11: then Do Forward Exploration,
E
[a]
n (k + 1) = E
[a]
n (k) + ∆E,
12: else E
[a]
n (k + 1) = E
[a]
n (k), ∀n ∈ Lb,
13: end if
14: Compute energy package index as e = E
[a]
n (k)
∆E , n ∈ Lb,
15: Update r
[k,t]
n,e = R(E[a]n (k)), ∀e ∈ J , n ∈ Lb,
16: Update S [set](k + 1) = {E[a]1 (k + 1), · · · , E[a]N (k + 1)}.
17: End for
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Algorithm 5.4.2. Online Learning Main Algorithm
1: For t = 1 : T
2: if t = 1 (initial time slot)
3: then Initialize super arm as S [set](1) = {01, · · · , 0N},
4: else Update optimal super arm as
S [set](1)∗ = ∆E [e∗1, e∗2, · · · , e∗N ],
5: end if
6: if t is selected for Exploration mode
7: then Run Algorithm 5.4.1,
8: Estimation Stage :

















, ∀e ∈ J , n ∈ Lb,











]−,∀e ∈ J , n ∈ Lb,
where α is the step size and Ψe is number of times the e-th arm has been played,
10: else if t is selected for Exploitation mode











= [r¯n,1, r¯n,2, · · · , r¯n,J ], n ∈ Lb,
14: For the next time slot: find N optimum arm indexes as
e∗n = arg max
e
(r¯n,e), e ∈ J ,∀n ∈ Lb.
15: End for
5.5 Simulation Results
Consider a downlink system comprises 3 neighbouring 8-antennas BSs with
a BS-BS distance of 500 m, transmitting toward 6 single-antenna UTs under
a shared bandwidth, as shown in Fig. 5.4. A correlated channel model
hni = C
1/2
ni hw is adopted [1], where hw ∈ CM×1 are the zero-mean circularly
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Figure 5.4: An example of multi-user downlink simulation topology.
symmetric complex Gaussian random variables with unit variance. Cni ∈











(n−m)cosθ]2 [1], where Ga = 15 dBi denotes
the antenna gain, the path loss over a distance of ` km is modeled as Lp(dB) =
125.2 + 36.3log10(`) [2], σ
2
F is the variance of the complex Gaussian fading coefficient,
σs = 8 dB is the log-normal shadowing standard deviation, σa = 2
◦ is the angular
offset standard deviation and θ is the estimated angle of departure. The renewable
energy supplies at individual BSs at each time slot are, respectively, G1 = 1.5
W, G2 = 0.2 W and G3 = 0.05 W, at a price of pi
[g] = £0.05/W [4]. The
noise figure at UTs and noise power spectral density are set to be 5 dB and −174
dBm/Hz, respectively. The simulation parameters are summarized in Table 5.2 [4–6].
The performance of the proposed strategy is evaluated with K = 5 learning trials
averaging over F = 20 independent channel realizations for each time slot, for T = 60
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Table 5.2: Simulation parameters [4–6]
Parameter Value
Number of BSs (N) 3
Number of antennas per BS (M) 8
Number of the UTs (Ki) 6
Distance between two adjacent BSs 500 m
Renewable energy generation at BSs (G1, G2, G3) 1.5 W, 0.2 W, 0.05 W
Per unit price of renewable energy (pi[g]) £0.05/W
Per unit price of ahead-of-time energy (pi[a]) £0.07/W
Per unit price of spot-market energy provisioning (pi[r]) £0.15/W
Per unit price of excessive energy sell (pi[e]) £0.02/W
Circuit power consumption at the n-th BS (P
[c]
n ) 30 dBm
Maximum transmit power allowance (P
[Tmax]
n ) 46 dBm
Fronthaul capacity limit at the n-th BS (B
[limit]
n ) 35 bits/s/Hz
Total number of time slots (T ) 60
Total number of learning trials in each time slot (K) 5
The adjustment step size in Algorithm 5.4.2 (α) 0.5
Ahead-of-time energy packages offered at the grid {100, 200, · · · , 3000} mW
time slots and J = 30 possible ahead-of-time energy packages with ∆E=100 mW, i.e.,
{E1, E2, · · · , EJ} = {100, 200, · · · , 3000} mW. The simulation results are obtained via
CVX [35] using Intel i7-3770 CPU of 3.4GHz with 8GB RAM, and the running time
for each learning trial is approximately 7 seconds without use of parallelization.
Fig. 5.5 and Fig. 5.6 compare the normalized total energy cost at γ = 15
dB target SINR of our proposed strategy against four designs, 1) a baseline joint
energy trading and full cooperative energy management design in [26] that has no
ahead-of-time energy purchase at all, 2) a non-learning based joint energy trading and
partial cooperative energy management design in [4] that always purchases a fixed set






3 = 700 mW, 3) a simplified
CMAB design in [12] that relaxes wireless channel dynamics and performs only single
directional exploration mode without an efficient exploration-exploitation trade-off,
and 4) the proposed strategy without smart scheduling. For fair comparison, identical
constraints are applied to all designs. The total energy cost is normalized with respect
to the initial value in the first time slot of the proposed strategy. In order to better
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Trend curve of proposed strategy
Baseline design in [26]
Design in [4]
Design in [12]
Trend curve of design in [12]Exploitation
Exploration
Figure 5.5: Normalized total energy cost of proposed strategy versus other designs
at individual time slots at γ = 15 dB
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Index of time slot (t)
 
 
Proposed Strategy without smart scheduling
10th degree polynomial trend curve
Exploitation
Exploration
Figure 5.6: Normalized total energy cost of proposed strategy without smart
scheduling at individual time slots at γ = 15 dB
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evaluate the average performance and the convergence of the proposed strategy, the
fitted 10th-degree-polynomial curve is adopted to represent the trend curve of the
results.
The bursts and the smooth parts in Fig. 5.5, respectively, correspond to the
exploration (online learning) mode and the exploitation (operational) mode. Note
that the sharp jump in the beginning of an exploration is due to the adjustment stage
via perturbation in step 9 of Algorithm 5.4.2 that prioritizes the least selected arms for
the initial trial of exploration. It can be observed that the proposed Algorithm 5.4.2
guarantees the individual BSs searching in the right direction towards the optimal
arm that associated with the highest reward. The fitted 10th-degree-polynomial
trend curve to the results of the proposed strategy in Fig. 5.5 shows an improvement
of approximately 40 percent over the initial state of the system from the 7th
time-slot onwards. This is due to reducing significantly the real-time energy cost
by ahead-of-time preparation for the future (i.e., real-time) energy demands at lower
costs. Furthermore, an average percentage improvement of approximately 40, 8 and 7
per cent can be achieved by the proposed strategy as compared with [26], [4] and [12],
respectively, due to the fact that their designs provide no adaption to the time-varying
wireless channel conditions.
Recall from Section 5.4, the smart scheduling linearly increases the ratio of
exploitation modes whilst decreases the proportion of high-energy-cost exploration
modes with increasing number of time slots. The performance of the proposed
strategy without smart scheduling is illustrated in Fig. 5.6, where a fixed trade-off
between exploration and exploitation modes is adopted. The trend curve fitted to the
results in Fig. 5.6 oscillates around the normalized energy cost of 0.61, as compared
to 0.6 of the proposed strategy in Fig. 5.5. This difference in normalized energy cost
is due to the fact that the proposed smart-scheduling-enabled strategy reduces the
number of high-energy-cost exploration with increasing number of time slots as well
as the better knowledge of the environment.
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5.6 Concluding Remarks
This chapter proposes a CMAB approach to proactive price-aware energy
management in cellular network, which adapts to dynamic wireless channel conditions
and minimizes the overall energy cost over a finite time horizon. The proposed
algorithm with smart scheduling reduces the exploration overhead by finding an
efficient trade-off between exploring the rewards of new ahead-of-time energy purchase
combinations, and exploiting the rewards of different combinations of ahead-of-time
energy purchase acquired at the previous time slots. Simulation results confirm
that in terms of cost-efficient energy provisioning at BSs, an average performance
percentage improvement of 40, 8 and 7 per cent can be achieved by the proposed
strategy as compared with recently proposed non-learning based designs in [26], [4]




Management in Green Wireless
Networks
6.1 Introduction
Unlike Chapter 5 that assumes no storage device is installed at individual base
stations (BSs) and takes no consideration of the randomness of the renewable energy
generation, this chapter mainly focuses on adaptive energy storage management
in green wireless networks in the present of time-varying renewable energy supply.
The dynamic nature of renewable energy generation not only introduces significant
fluctuations on the electricity price, but can also destabilize the reliable and
cost-efficient operation of the BSs supplied by hybrid grid and renewable energy
generators. With the deployment of energy storage units at the demand side, the
profit potentiality of the storage can be fully explored to compensate for not only the
real-time energy shortage, but also the fluctuations of the electricity price, such that
the long-term energy consumption cost can be minimized. Briefly, the challenge is
how to integrate the randomness of the renewable energy generation with the main
grid via predictive energy management for distributed energy storage devices at BSs.
6.1.1 Main Contribution
In order to address the dynamic statistics of wireless networks as well as the
intermittent nature of renewable energy generation, this chapter develops an adaptive
strategy inspired by combinatorial multi-armed bandit (CMAB) model for energy
storage management and cost-aware coordinated load control at the BSs to minimize
the average energy consumption cost at wireless networks in the long run.
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This is a challenging task due to the following reasons. First, the state of each
energy storage device is only known to the corresponding BS, but not the remaining
BSs. Second, the actions of BSs are coupled in a complex way, which is unknown
to them, and affect the overall energy cost. Third, the storage charging decisions
have strong temporal correlations, i.e., the current decisions affect the future energy
consumption costs, which induce temporal coupling in design variables. A novel
adaptive algorithm is introduced to compensate for the randomness of the renewable
energy generation via pre-charging the distributed storage devices. The proposed
algorithm iteratively alternates between two decision making layers by exchanging
conjectured information. The first layer located at the central processor (CP) designs
the overall transmission strategy across the network of BSs using a convex semidefinite
programming (SDP) and the second layer designs the pre-charging strategies for
storages at distributed BSs via online learning, i.e., a CMAB approach.
Simulation results validate the superiority of the proposed strategy over a
recently proposed storage-free learning-based design in [12].
6.1.2 Organization
The rest of this chapter is organized as follows. The system model is introduced
in Section 6.2. In section 6.3, a cost-aware energy storage management problem
is formulated in a centralized manner and transformed into numerically tractable
form. Then, an adaptive storage management strategy inspired by CMAB model is
proposed to minimize the time-averaged energy cost. Section 6.4 analyzes numerical
simulation results and verifies the advantage of the proposed strategy against recent
proposed designs. Finally, this chapter is summarized in Section 6.5.
6.2 System Model
Similar to Chapter 5, a downlink green wireless network is considered in this
chapter, where a set of Lb = {1, · · · , N} adjacentM -antenna BSs partially cooperated
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to serve a set of Li = {1, · · · , Ki} single-antenna user terminals (UTs) over a
shared bandwidth in accordance with their power budgets and fronthaul link capacity
restrictions. Let us assume that the individual BSs are equipped with energy storage
devices and are powered by local renewable energy generators, energy storage devices
and the grid at various energy prices, as shown in Fig. 6.1. The storage-deployed
BSs not only prevent the shortage of energy, but also enable the optimization of
time-average energy cost via charging the storage either from the grid in advance
at cheaper price or from the excessive renewable energy. Let the time horizon T be
divided into discrete time slots, indexed as T = {1, · · · , T}, and assume the renewable
energy supply varies across time slots but remains invariant within each time slot.
Figure 6.1: Illustration of downlink partial cooperation among storage-deployed BSs.
The information flow is denoted by dashed lines and the energy flow is denoted by
solid lines.
Similar to Section 5.2.1, let us assume that a varying amount of Gn(t) units of
renewable energy is generated at the n-th BS, n ∈ Lb, at the t-th time slot, t ∈ T .
Let the amounts of E
[s]
n (t) and E
[c]
n (t) denote the units of the initial energy contents
of the storage in the beginning of the t-th time slot and the units of energy charged
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to the storage of the n-th BS prior to the actual time of energy demand at the t-th
time slot, respectively. Notice that E
[s]
n (t) + E
[c]
n (t) ∈ [0, E[capacity]n ], where E[capacity]n
is the upper limit of the storage capacity at the n-th BS. Let an amount of E
[r]
n (t)
units of energy be the energy shortage to be real-time supplied by the grid to the
n-th BS at the t-th time slot. Let pi[r], pi[c], pi[g] and pi[s] be denoted, respectively, as




n (t), the per unit equivalent annual cost of
renewable harvesters for Gn(t) and the per unit equivalent annual cost of storage
devices for storing an amount of E
[s]
n (t) units of energy, respectively. Similar to [27],
it is assumed that pi[r] ≥ pi[c] ≥ pi[g] ≥ pi[s], such that the storage device will be charged
when necessary and the renewable energy generation can be fully utilized. Then, the
total energy cost of the n-th BS at the t-th time slot, i.e., C
[total]
n (t), is given by [4]
C [total]n (t) = pi
[r]E[r]n (t) + pi
[c]E[c]n (t) + pi
[g]Gn(t) + pi
[s]E[s]n (t). (6.1)
Similar to Section 5.2.1, the total energy consumption of the n-th BS at the t-th time
slot is upper-bounded by the energy budget at the n-th BS [26], as
ηP [Tx]n (t) + P
[c]
n ≤ Gn(t) + E[s]n (t) + E[c]n (t) + E[r]n (t), (6.2)
It is clear that at the end of the t-th time slot, the surplus energy that can be charged






n (t)− P [Tx]n (t)− P [c]n ]+.
Thus, the initial energy storage of the n-th BS at the (t+1)-th time slot is constrained
by the following expression [7]:
E[s]n (t+ 1) = min{E[capacity]n , max{Gn(t) + E[s]n (t) + E[c]n (t)
+E[r]n (t)− P [Tx]n (t)− P [c]n , 0}}. (6.3)
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6.3 Adaptive Storage Management Strategy
In the sequel, an adaptive storage management algorithm used jointly by the CP
to iteratively update the downlink beamforming vectors, i.e., wni, n ∈ Lb, i ∈ Li, at
BSs as well as the amount of real-time energy supplied by the grid, i.e., E
[r]
n (t), t ∈
T , and by the individual BSs to update their strategies of charging their locally
installed storage devices , i.e., E
[c]
n (t), t ∈ T , will be introduced in order to efficiently
compensate for the randomness of the renewable generations. Individual BSs send
their conjectured amount of required storage charges E
[c]
n (t) to the CP and receive the
corresponding instantaneous reward from the CP. This process of iterative exchange
of data allows the proposed adaptive algorithm to converge to optimal conjectured
optimization variables, i.e., w∗ni, E
[r]
n (t)∗ and the amount of energy charge to be




Due to the combinatorial nature of distributed deployment of the energy storage
devices across the BSs, the problem of adaptive storage energy management is
formulated as a reinforcement learning problem based on CMAB model that is
governed by a trade-off between exploring new sets of arms and exploiting the best
set of arms to insure the time-averaged cost efficiency of the BSs over a time horizon
”T”, as illustrated in Fig. 6.2. Let us consider a set of arms denoted as a super arm,
where each arm corresponds to an energy size to be stored in the storage of a BS in
advance of the actual time that the shortage of energy may occur. A super arm is
comprised of N arms chosen for N BSs out of J possible arms, i.e., N ⊂ J . Let us
define the reward of the arm chosen for the n-th BS at time slot t, as
Rn(t) = C [total]n (0)− C [total]n (t), ∀n ∈ Lb, t ∈ T , (6.4)
where C
[total]
n (0) and C
[total]
n (t) are the total energy cost of the n-th BS at the initial
time slot and at the t-th time slot, respectively. The proposed CMAB based adaptive
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Figure 6.2: Illustration of proposed energy storage management strategy
algorithm maximizes the time-averaged accumulated reward over the online decisions

















Similar to Section 5.3.1, the energy consumption at individual BSs at time slot t is













s.t. C1 : SINRi(t) ≥ γi, ∀i ∈ Li,
C2 : B[fronthaul]n (t) ≤ B[limit]n , ∀n ∈ Lb,
C3 : ηP [Tx]n (t) + P
[c]
n −Gn(t)− E[s]n (t)− E[c]n (t) ≤ E[r]n (t), ∀n ∈ Lb,
C4 : P [Tx]n (t) ≤ P [Tmax]n , ∀n ∈ Lb,
C5 : E[r]n (t) ≥ 0, ∀n ∈ Lb,
where C3 indicates that the energy shortage of the n-th BS will be provisioned by
the grid as per (6.2), whilst E
[s]
n (t) is updated as
E[s]n (t) = min{E[capacity]n , max{Gn(t− 1)− P [c]n − P [Tx]n (t− 1) (6.7)
+E[s]n (t− 1) + E[c]n (t− 1) + E[r]n (t− 1), 0}},
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in the beginning of the t-th time slot.
6.3.2 SDP Optimization
Let us define Wni = wniw
H
ni and Hni = hnih
H
ni. By inclusion of the online
learning process to decouple the time coupled constraints, the original problem in
(6.6) can be simplified to an SDP optimization problem at the t-th time slot after
adopting the reweighted `1-norm method in Section 5.3.2 and relaxing the rank-one







tr(Wni) + χ (6.8)

























tr(Wni) ≤ P [Tmax]n , ∀n ∈ Lb,
C5 : E[r]n (t) ≥ 0, ∀n ∈ Lb,
C6 : E[r]n (t) ≤ χ, ∀n ∈ Lb.
C7 : Wni  0, ∀i ∈ Li, n ∈ Lb,
Lemma 6.3.1. The optimal solutions to the problems (6.8) satisfy rank (W∗ni) = 1
with probability one.
Proof: Please refer to a similar proof as in Appendix C.
6.3.3 Proposed Online Learning Algorithm
This section introduces a CMAB-inspired online learning algorithm, detailed in
Algorithm 6.3.1, to guarantee BSs’ cost efficient operation in the long run. The
purpose of the online learning part of the proposed algorithm at individual BSs is
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to determine proactively the optimal conjectured amount of storage charging, i.e.,
E
[c]
n (t), ahead of time, before experiencing a possible energy shortage at the time slot
”t”, such that when the CP reacts based on that, the resulting transmission strategy,
i.e., the beamforming vectors {wni(t)}t,i and the supporting real-time amount of
energy supply from the grid {E[r]n (t)}t, minimizes the overall energy cost of the
network.
Similar to Section 5.4, let K = {1, · · · , K}, J = {1, · · · , J} and S [set](k) =
{E[c]1 (k), · · · , E[c]N (k)} denote, respectively, the set of indexes of the learning trials
during an exploration time slot, the set of indexes associated to J arms, i.e., J
discrete energy charging sizes {E1, · · · , EJ} with difference of ∆E , and the selected
super arm that consists of N energy sizes to be stored at N BSs’ storage devices in
the k-th learning trial of a time slot, k ∈ K. Let us define the reward of the arm
selected for the n-th BS at the k-th learning trial in the t-th time slot as
Rt(E[c]n (k)) = C [total]n (0)− C [total]n (k), ∀n ∈ Lb, k ∈ K, t ∈ T , (6.9)
During time slots allocated for exploration, individual new super arms are explored
and the set of energy charging sizes to the BSs’ storage devices is assigned for the
next learning trial based on the rewards acquired from the current and the previous
learning trials. Then, the mean rewards for individual arms assigned to the n-th
BS’s storage device during the t-th time slot, i.e., rˆ
[t]
n , are estimated and adjusted as
per the steps 22 and 23 of Algorithm 6.3.1, respectively. The adjustment step 23 in
Algorithm 6.3.1 implements the trade-off between exploiting the set of arms resulted
in the highest accumulated reward so far and exploring new sets of arms that are not
frequently selected and may result in a better accumulated reward during the future
time slots. The proposed algorithm by design is not sensitive to the time scale due to
the fact that the exploration cycle of Algorithm 6.3.1 responds to the variation in the
environment by making adaptive decisions of E
[c]
n (t) for the upcoming exploitation
cycles based on long-term time averaged accumulated rewards with a discount factor
of D that indicates the importance of previous rewards, as detailed in step 27 in
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Algorithm 6.3.1.
Algorithm 6.3.1. Adaptive storage management algorithm
1: For t = 1 : T
2: if t = 1 (initial time slot)
3: then Initialize E
[s]
n (1) = 0, E
[capacity]
n , and S [set](1) = {01, · · · , 0N},
4: else S [set]∗(1) = ∆E [e∗1, e∗2, · · · , e∗N ],
5: end if
6: if t is Exploration
7: For k = 1 : K
8: Solve problem in (6.8),
9: Compute C
[total]
n (k) as per (6.1) and Rt(E[c]n (k)) as per (6.9),
10: if k = 1 (initial trial) and E
[c]
n (k) 6= EJ
11: then E
[c]
n (k + 1) = E
[c]
n (k) + ∆E , n ∈ Lb,
12: else if Rt(E[c]n (k)) < Rt(E[c]n (k − 1)),
13: then Backward search as E
[c]
n (k + 1) = E
[c]
n (k)−∆E,
14: else if Rt(E[c]n (k)) > Rt(E[c]n (k − 1))
15: then Forward search as E
[c]
n (k + 1) = E
[c]
n (k) + ∆E,
16: else E
[c]




18: Compute the arm index e as e = E
[c]
n (k)
∆E , n ∈ Lb,







n,2 , · · · , r[k,t]n,J ), as r[k,t]n,e = Rt(E[c]n (k)), ∀e ∈ J , n ∈ Lb,
20: Update super arm for next trial as
S [set](k + 1) = {E[c]1 (k + 1), · · · , E[c]N (k + 1)}.
21: End for
22: Estimation Stage :

















, ∀e ∈ J ,
23: Adjustment Stage :
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Table 6.1: Simulation parameters [4–7]
Parameter Value
Number of BSs (N) 3
Number of antennas per BS (M) 8
Number of the UTs (Ki) 6
Distance between two adjacent BSs 500 m
Renewable energy generation at BS 1 (G1) [0.5 1.0] W
Renewable energy generation at BS 2 (G2) [0.1 0.5] W
Renewable energy generation at BS 3 (G3) [0.03 0.1] W
Per unit price of renewable energy (pi[g]) £0.05/W
Per unit price of ahead-of-time battery charging (pi[c]) £0.07/W
Per unit price of real-time energy provisioning (pi[r]) £0.15/W
Per unit price for storing energy in storage (pi[s]) £0.01/W
Circuit power consumption at the n-th BS (P
[c]
n ) 30 dBm
Maximum transmit power allowance (P
[Tmax]
n ) 46 dBm
Fronthaul capacity limit at the n-th BS (B
[limit]
n ) 35 bits/s/Hz
Storage capacity upper limit at the n-th BS (E
[capacity]
n ) 30 dBm
The discount factor in Step 13 of Algorithm 6.3.1 (D) 0.95
Total number of time slots (T ) 62
Total number of learning trials in each time slot (K) 7
In-advance energy charging packages offered at the grid {100, 200, · · · , 2000} mW

















where Ne(t) is number of times the e-th arm has been played by the t-th time slot,
24: else if t is Exploitation











= [r¯n,1, r¯n,2, · · · , r¯n,J ], n ∈ Lb.
28: For the next time slot: find N optimum arm indexes as
e∗n = arg max
e
(r¯n,e), e ∈ J ,∀n ∈ Lb.
29: End for
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6.4 Simulation Results
Similar to Section 5.5, this chapter considers a coordinated multipoint network
of 3 adjacent 8-antenna BSs serving 6 single-antenna UTs and adopts a correlated
channel model hni = C
1/2
ni hw [1]. The renewable energy supply at BSs at each time
slot varies as G1 ∈ [0.5 1.0] W, G2 ∈ [0.1 0.5] W and G3 ∈ [0.03 0.1] W, respectively,
at pi[g] = £0.05/W. It is assumed in this chapter that one exploration time slot
is followed by 3 exploitation time slots. The proposed algorithm is simulated with
K = 7 trials averaging over F = 20 independent channel realizations for T = 62 time
slots. The simulation parameters are summarized in Table 6.1 [4–7].

























Trend curve of [12]
Proposed adaptive strategy
Trend curve of proposed adaptive strategy
Exploitation
Exploration
Figure 6.3: Normalized total energy cost of the proposed strategy versus design in
[12] at γ = 15 dB at individual time slots
The normalized total energy cost of the proposed strategy at γ = 15 dB
is compared in Fig. 6.3 against a simplified CMAB based storage-free energy
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Index of Time slot (t)
 
 
Proposed strategy at γ=20 dB
Trend curve of proposed strategy at γ=20 dB
Trend curve of proposed strategy at γ=10 dB
Proposed strategy at γ=10 dB            
Figure 6.4: Normalized total energy cost of proposed strategy at γ = 10 dB and
γ = 20 dB at individual time slots
management design in [12] that take no consideration of the randomness of the
renewable energy generation, the wireless network dynamics, the long-term effect
or the deployment of energy storage devices, and only explores the new super arms
in an increasing order. For fair comparison, identical constraints are applied to all
strategies and the overall energy cost is normalized to the energy cost at the initial
trial of the proposed algorithm. The polynomial trend curves, fitted onto the actual
experimental points, is adopted to better evaluate the average performance and the
convergence of the proposed strategy. The burst at the start of an exploration cycle
is due to the uncertain renewable energy generation and the perturbation in step 23
of Algorithm 6.3.1 to give priority to explore the less-explored arms. As shown in
Fig. 6.3, the fitted polynomial trend curves approximately indicate that the averaged
120
Chapter 6. Adaptive Energy Storage Management
performance of the proposed strategy achieves, respectively, 34 percent and 10 percent
improvements over its initial learning state and the design in [12]. Furthermore, as
the time-slot index increases, the design in [12] indicates larger variations in total
energy cost and worse average performance than the proposed strategy. This is due
to the single directional exploration and the storage-free nature of the design in [12],
which provides poorer adaptation to the wireless channel dynamics and variations in
renewable generation.
The proposed algorithm is evaluated in terms of normalized total energy cost
at two more different SINR targets of γ = 10 dB and γ = 20 dB in Fig. 6.4. It
is shown that the average performance of the proposed algorithm slightly degrades,
i.e., has a larger total energy cost variation range and a polynomial trend curve with
higher normalized total energy cost, as the target SINR increases within a substantial
dynamic range, i.e., from γ = 10 dB to γ = 20 dB.
6.5 Concluding Remarks
The variability of renewable sources introduces large ramps in energy supply
and significant fluctuations on the electricity price as well as grid stability issues.
Addressing these issues, this chapter studies the problem of adaptive energy storage
management in green wireless networks in the presence of uncertain renewable
energy generation and dynamic wireless channel environment. A CMAB model is
adopted to formulate the problem as a combination of online learning and optimal
cost-aware energy coordination amongst the BSs to minimize the network cost over an
infinite time horizon. A storage management algorithm is introduced to address the
uncertain variations in energy supply and energy prices via adaptive power balancing
at BSs. Simulation results confirm the effectiveness of the proposed learning-based
storage management strategy in achieving an approximately 10 percent performance
improvement over a recently proposed storage-free learning-based design in [12].
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7.1 Thesis Summary
The ever-increasing energy consumption incurred by next generation dense
wireless communication networks has always been considered as one of the most
challenging issues from both ecological and economic perspectives. This thesis
focuses on learning based energy management for green communications in multi-cell
interference networks from two perspectives. From the first perspective, the cross-link
coupling effect among a cluster of base stations (BSs), e.g., intercell interference
(ICI), is taken into consideration and the alternatives to the existing coordinated
transmission strategies and the robustness against the imperfect channel state
information (CSI) are examined in Chapter 3 and 4. From the second perspective,
dynamic nature of both wireless networks and renewable energy generation have
been taken into account, and reinforcement learning based algorithms are proposed
Chapter 5 and 6 to achieve a reliable and cost-efficient operation of the BSs supplied
by a hybrid grid/renewable energy generators.
Chapter 1 outlines the motivation, contributions and the structure of this
thesis. Chapter 2 provides a literature survey of the downlink energy management
in multi-cell interference networks and the recent advances in robust beamforming,
cooperative transmission and reinforcement learning. Furthermore, the mathematical
preliminaries used in the subsequent chapters such as convex optimization are also
introduced in this chapter.
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In Chapter 3, two robust distributed coordinated transmission strategies that
minimize the aggregate downlink transmit power in the presence of imperfect CSI in
multi-cell interference networks are studied. Due to the fact that worst-case is a rare
occurrence in practical network, the problems are constrained to satisfying a set of
signal-to-interference-plus-noise-ratio (SINR) requirements and providing robustness
against the second order statistical and instantaneous CSI uncertainties at individual
user terminals (UTs) with certain SINR outage probabilities, respectively. The
multicell-wise intractable optimization problems are first converted to the tractable
form with linear matrix inequality constraints in a centralized manner, and then,
decomposed into a set of independent parallel subproblems at individual BSs. The
proposed iterative subgradient algorithm allows the individual BSs to iteratively learn
transmit power level of each other and coordinate ICI among the BSs with a light
inter-BS communication overhead. Simulation results demonstrate the advantages of
these two proposed outage based probabilistic distributed transmission strategies in
terms of providing larger SINR operational range as compared with worst-case robust
beamforming designs in [10, 50] and outage probability based robust beamforming
design in [9]. Besides, in terms of power efficiency, the proposed strategies have
approximately 5% performance improvement as compared to the worst-case designs
in [50] and [10] up to medium SINR operational range.
Chapter 4 introduces a distributed robust approach for maximizing the weighted
SINR requirements at UTs in the presence of imperfect CSI in multi-cell interference
networks, where the worst-case deterministic model is adopted for CSI imperfection.
The optimization is constrained to strict individual BS transmit power limitations.
Instead of solving the optimization problem directly, the original problem is
converted into an equivalent total transmit power minimization problem based on
the inverse relationship between the max-min SINR problem and the sum-power
minimization problem. Taking account the cross-link coupling effect among BSs,
an upper confidence bound based algorithm is proposed for the individual BSs to
distributively learn the optimal achievable percentage coefficient of SINR targets
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based on per BS power restrictions, and coordinate ICI across the BSs via light
inter-BS communications. Simulation results confirm that the proposed strategy
provides larger SINR operation range as compare to the centralized robust design in
[51] and the distributed robust design in [50], as it always provides a feasible solution
at the scaled target SINR.
In Chapter 5, a combinatorial multi-armed bandit (CMAB)-inspired online
learning algorithm is introduced to account for the wireless channel random dynamism
and minimize the time-averaged energy cost at individual BSs, powered by various
energy markets and local renewable energy sources, over a finite time horizon. The
proposed strategy benefits from an efficient trade-off between the exploration (i.e.,
online learning) and the exploitation (i.e., operational) modes, and sustains traffic
demands by enabling sparse beamforming to schedule dynamic user-to-BS allocation
and proactive energy provisioning at BSs to make ahead-of-time price-aware energy
management decisions. Simulation results validate that in terms of reducing the
overall energy cost, an average performance percentage improvement of 40, 8 and
7 per cent can be achieved by the proposed strategy as compared with recently
proposed non-learning based designs in [4, 26] and a simplified CMAB based design
in [12], respectively.
In Chapter 6, a CMAB-inspired online learning strategy is proposed for adaptive
energy storage management and cost-aware coordinated load control at BSs to
address the dynamic statistics of green wireless networks as well as the variability
of renewable energy supply that are practically unknown in advance. The proposed
strategy makes online foresighted decisions on the amount of energy to be stored in
storage, such that the average energy cost over long time horizon can be minimized.
It has been illustrated from the simulation results that in terms of total energy
cost, the proposed learning-based storage management strategy achieves an average
performance improvement of approximately 10 percent over a recently proposed
storage-free learning-based design in [12].
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7.2 Future Research Directions
The results attained in this thesis suggest several interesting future research
directions that are highlighted as follows,
The decentralized transmission strategies studied in Chapter 3 and Chapter
4 adopt the iterative subgradient learning algorithm to coordinate ICI among the
BSs. In order to solve the sum-power minimization problem in a distributed
manner, the BSs are constrained to gradually learn the ICI and circulate key
intercell coupling parameters in multiple iterations via inter-BS communications.
Consequently, applying online learning to ICI coordination in a decentralized fashion,
where the individual BSs can forecast the transmit power levels of other BSs and react
based on its prediction, is deemed to be worthy for further investigation.
Chapter 5 and Chapter 6 study the foresighted cost-efficient energy management
designs for green communications in a centralized coordinated cluster of small cells.
However, the designs provide no robustness against the CSI estimation errors, which
may lead to inefficiency in energy management in a practical scenario and may
severely affect the system performance. Therefore, one possible future research
direction is the robust energy management design in a decentralized scenario, where
the individual BSs are equipped with energy storage devices and act as microgrid,
such that the excessive energy can also be traded to the BSs that are in power shortage
and the overall energy cost can be further reduced.
Furthermore, Chapter 5 and Chapter 6 focus merely on a single coordinated
cluster and the impacts of individual clusters and/or the individual network operators
on the global-wide electrical grid in the green wireless networks have been neglected.
Thus, another future research direction could be the game theoretical approach to
the global-wide cost-efficient energy management. More specifically, the penalty can
be applied to the players with high energy consumption that influence more the
electricity price. On the contrary, the incentive scheme can be involved to motivate
the selfless and low energy consumed players, such that the cost-efficiency of the
entire network can be achieved from a rather macroscopic perspective.
125
Chapter 7. Conclusions and future work
In addition, Chapter 5 proposes smart scheduling that reduces the fraction of
exploration with increasing time slots. However, in the case of highly dynamic
environment, the proposed smart scheduling may not be able to track and learn
the fast changes in the environment. Thus, the adaptive -greedy method, e.g.,
the value-difference based exploration method [82], can be employed in the future
research to adapt the exploration-exploitation trade-off to the uncertainty in the
learning progress. More specifically, a time-decayed exploration rate can be adopted
in a relative static environment, where the estimation of the mean reward process
of the arms is improved with time and thus the high-cost exploration cycle can be
reduced. On the contrary, a relative high exploration rate can be employed when a
sudden change in the environment or the reward is observed.
Finally, the aforementioned studies are based on the assumption of
single-antenna UTs. Future researches could be extended to multi-antennas UTs,
e.g., massive multiple input multiple output (MIMO), which is deemed to be a
promising solution for significant performance improvement in next generation dense
networks. However, it necessitates both transmit and receive beamforming to be
jointly designed, which arose several new challenges for the massive MIMO such as
the need of efficient acquisition scheme for CSI as well as the significant increased the
complexity and energy consumption of the signal processing at both the transmitters
and the receivers. Thus, practical solutions to the optimal beamforming and trade-off
between optimality and complexity are open problems for research.
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Proof of Lemma 3.2.1
Following similar steps as in [58], a proof for Lemma 3.2.1 will be
provided in the sequel. Let us start by rewriting tr(L∆) in Lemma 3.2.1 as
tr(L∆) = (vec(LH))Hvec(∆). Since tr(L∆) can be recast as a linear combination
of independently distributed zero-mean circularly symmetric complex Gaussian
(ZMCSCG) random variables, tr(L∆) is also a ZMCSCG random variable and can










where D∆ = diag(vec(Σ∆H)). Hence proved tr(L∆) ∼ N(0, ‖D∆vec(L)‖2). Let U ∼
N(0, 1) be the standard normal random variable, then tr(L∆) ∼ N(0, ‖D∆vec(L)‖2)
is equivalent to tr(L∆) = ‖D∆vec(L)‖U , U ∼ N(0, 1).
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Proof of Lemma 4.3.1
In the sequel, a proof for Lemma 4.3.1 in the context of optimization problem in
(4.14) will be provided on the basis of the Karush-Kuhn-Tucker (KKT) conditions.
The Lagrangian of the optimization problem in (4.14) is given in (4.16) in Chapter
4. Noticing that Riik =
1
r2e
IM , let us start by rewriting Eik and Fijk in (4.14) as
Eik = Λik + Hˆ
H
iikΦikHˆiik, (B.1)
Fijk = Λijk − HˆHijkΨikHˆijk, (B.2)
where 
Λik =
 µikr2e IM 0








 µijkr2e IM 0







and Hˆiik, Hˆijk ∈ CM×(M+1). The KKT conditions are given by
5WikLi = 0, (B.3)
Eikλik = 0, (B.4)
WikAik = 0, (B.5)
Aik  0, λik  0, λijk  0, ∀k. (B.6)
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Then, by substituting (B.1) and (B.2) to (B.3), we can obtain
Aik = Bik − Hˆiikλik(ciγik)−1HˆHiik, (B.7)
where















In the sequel, it will be proved that rank (HˆiikλikHˆ
H
iik) ≤ 1. By substituting (B.1)








iik = 0. (B.9)
Then, by pre-multiplying [IM 0] on both sides of (B.9), we can obtain
[IM 0]ΛikλikHˆ
H
















(HˆHiik − [0M hˆiik])λikHˆHiik + IMΦikHˆiikλikHˆHiik.











By noticing the fact that the Hermitian matrix Eik  0, it is clear as per (4.14)
that µik
r2e
IM + Φik  0 and it is nonsingular. Due to the fact that multiplying by a
nonsingular matrix does not change the rank of a matrix, the following inequality
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can be obtained as per rank properties.
rank (HˆiikλikHˆ
H


















= rank ([0M hˆiik]) ≤ 1.
In addition, according to the rank properties and (B.7), the following can be obtained
rank (Bik) = rank (Bik + Hˆiikλik(ciγik)
−1HˆHiik (B.13)
−Hˆiikλik(ciγik)−1HˆHiik)
≤ rank (Bik − Hˆiikλik(ciγik)−1HˆHiik)
+rank (Hˆiikλik(ciγik)
−1HˆHiik)
= rank (Aik) + rank (Hˆiikλik(ciγik)
−1HˆHiik).
Thus, it can be concluded that
rank (Aik) ≥ rank (Bik)− rank (HˆHiikλik(ciγik)−1Hˆiik) (B.14)
≥ rank (Bik)− 1.
In the sequel, it will be shown by contradiction that Bik  0 always holds. Assuming
that Bik  0, there must exist a vector a 6= 0 such that aHBika = 0. Then the (B.7)
can be rewritten as





which indicates that Aik is not positive-definite and contradicts to (B.6). Hence,
Bik  0 always holds and rank (Aik) = M or rank (Aik) = M − 1, provided that
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rank (Bik) = M . Furthermore, in accordance with the KKT condition in (B.5),
the columns of Wik are in the null space of Aik, i.e., rank (Wik) = 1 holds if
rank (Aik) = M−1. However, if rank (Aik) = M , then Wik = 0, which indicates that
Wik is not an optimal solution to the problem in (4.14). Thus, rank (Aik) = M − 1
and it can be easily concluded that rank (Wik) = 1. Hence, rank (Wik) = 1 holds




Proof of Lemma 5.3.1
Following similar steps as in [4], a proof for Lemma 5.3.1 in the context of
optimization problem in (5.9) will be provided in the sequel. For the sake of notational
simplicity, let us denote the aggregate beamforming and channel vectors from all the
BSs towards the i-th UT, i ∈ Li, as wi = [wH1i , · · · ,wHNi]H ∈ CMN×1 and hi =
[hH1i, · · · ,hHNi]H ∈ CMN×1, respectively. Let us further define a block diagonal matrix
Dn , Bdiag(01 · · ·0i . . . In · · ·0N)  0,∀n ∈ Lb, such that tr(Wni) = tr(WiDn),
where Wi = wiw
H
i is a rank-one semidefinite matrix. Then, the convex optimization































tr(WiDn) ≤ P [Tmax]n , ∀n ∈ Lb,
C5 : E[r]n (t) ≥ 0, ∀n ∈ Lb,
C6 : Sn(t) ≥ 0, ∀n ∈ Lb,
C7 : Wi  0, ∀i ∈ Li.
In the sequel, it will be shown by contradiction that rank(W∗i ) ≤ 1 holds with
probability one. For simplicity, the index t is omitted for the rest of the proof. The
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convex optimization problem in (C.1) satisfies the Slater’s condition, thus, strong
duality holds [8]. Let us define Yi and the set Θ = {νi, ϕn, φn, τn, n, %n}, respectively,
as the dual variable matrix of C7 and the set of scalar Lagrange multipliers of
constraints C1-C6. The Lagrangian of the optimization problem in (C.1) can then
be expressed as










)) + Ξ, (C.2)
where











































is the summation of terms of variables that are independent of Wi. The dual problem







L(Wi, E[r]n , Sn,Yi,Θ), (C.5)
where Θ ≥ 0 indicates that all of the scalar dual variables within the set Θ are
non-negative. Let us define {W∗i , E[r]∗n , S∗n} and {Y∗i ,Θ∗} as the sets of optimal




L(Wi, E[r]∗n , S∗n,Y∗i ,Θ∗), (C.6)
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and the Karush-Kuhn-Tucker (KKT) conditions are given by
Θ∗ ≥ 0, Y∗i  0, Y∗iW∗i = 0, ∀i ∈ Li, (C.7)
Q∗i − (Y∗i +
ν∗i Hi
γi
) = 0, ∀i ∈ Li, (C.8)










nξniRi)Dn. Let us first prove by
contradiction that Q∗i is a positive definite matrix with probability one. Suppose
Q∗i is a non-positive definite matrix, then one of the optimal solutions of (C.6) can
be chosen as Wi = ~wiwHi , where ~ > 0 is a scaling parameter and wi is the
eigenvector corresponding to one of the non-positive eigenvalues of Q∗i . Substituting
Wi = ~wiwHi into (C.6) leads to
min
Wi

























)wi) → ∞ if
~ → ∞, which results in the dual optimal value unbounded from below. However,
the optimal value of the primal problem is non-negative, thus strong duality does
not hold which induces a contradiction. Hence, Q∗i is a positive definite matrix with
probability one and rank(Q∗i ) = MN . According to (C.8) and properties of rank of
matrix, the following inequality holds













Thus, rank(Y∗i ) = MN − 1 or rank(Y∗i ) = MN . Furthermore, the KKT condition in
(C.7), i.e., Y∗iW
∗
i = 0, indicates that for W
∗
i 6= 0, the columns of W∗i are in the null
space of Y∗i , and W
∗
i 6= 0 is required to satisfy the minimum SINR requirements in
constraint C1 for γi > 0. Hence, rank(W
∗
i ) = 1 holds with probability one.
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