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Abstract

ABSTRACT
This work was initiated to address the problem of automated weld repair in a specific
application; namely hydro turbine cavitation damage. An extensive review of the
application requirements was undertaken and this highlighted the need for a new
approach to robot programming. This thesis therefore focused on the development of a
novel rapid programming technique based on a vision system. The implementation
involved the development of algorithms to correlate robot and vision system
coordinates, communication links to the system hardware, and a software environment
to ‘manage’ the process. The complete system was successfully validated by
representative trials on a full-size hydro turbine mock-up.
Several investigations examining different industrial applications such as the weld
repair of hydro turbine runners in the power generation industry and weld repair of
crawler shoes in the mining sector have demonstrated the feasibility of using robot
technology. However, limitations have been identified in these investigations that
continue to impede the widespread acceptance and use of this technology in industry.
An offline programming technique was developed in this thesis that addresses some of
these limitations, and seeks to improve confidence in robotic systems for ‘one-off’ or
small batch run applications.
OH&S regulations were found to be the significant driver in developing systems for insitu repair by robot. Small commercial robots are available that partially satisfy the
requirements for in-situ use; however, a fast means of robot programming and the
ability to handle uniquely damaged shapes at arbitrary locations remains unsolved.
These have been appropriately addressed in the current work with the development of
an automatic adaptive system capable of rapid robot programming and online process
control via an intuitive, user-friendly PC-based interface.
Various sensor technologies and profilometry tools and techniques were reviewed.
Based on simplicity, cost, and availability, the most promising approaches identified
were touch-sensing or non-laser-based vision for profilometry, followed by offline robot
programming based on the acquired data. In this thesis, image acquisition was achieved
xxi

Abstract

using a low-cost CCD camera, damaged areas were identified, and weld paths
automatically generated. A combined and integrated profilometry and offline
programming technique was devised in conjunction with a robotic system incorporating
touch-sensing. The speed of the system developed in this thesis enables positional repair
welds of unique shape to commence within minutes, making the prospect of ‘one-off’
repairs commercially viable.
The technique developed is suitable for the target application; hydro turbine cavitation
repair, but can be easily extended to many other wear replacement scenarios commonly
found in industry.
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Introduction

1.1

Background

The cavitation damage of hydro turbine runners is a key maintenance issue for the
power generation industry and once initiated can lead to rapid loss of material.
Cavitation can dramatically affect turbine performance and can lead to catastrophic
failure due to runner imbalance. Manual weld reclamation of these eroded areas is often
carried out in-situ using conventional Manual Metal Arc Welding (MMAW), Gas
Tungsten Arc Welding (GTAW) or Gas Metal Arc Welding (GMAW) techniques.
Alternatively, the entire runner requires disassembly and is repaired off-site at greatly
added cost and time and this is often not feasible due to market pressures. When
repaired in-situ, there exists significant safety risks for personnel due to, for example,
the generation of welding fume in a confined space. Difficult access to the cavitated
runner blade can lead to inconsistent weld quality, increased repair time and operator
frustration. In addition, some cavitated areas are physically impossible to reach for
personnel to carry out such repairs.
Automated in-situ weld repair has been recognised for some time to have the potential
to overcome these issues. The advantages of using an automated system include the
removal of the operator from a hazardous area, greater availability to repair zones,
improved control of weld bead deposition, and ultimately reduced repair costs due to
reduced downtime. However, development of such systems has been hampered due to
the inability to successfully deal with highly variable wear patterns, depths, sizes, and
locations typically found in practice. A major obstacle for robotic repair is the excessive
programming time.

1.2

Thesis Objective

The objective of this thesis was to investigate a novel programming methodology for
robotic weld reclamation of worn components. In many industries such as the power
generation and mining industries, components with worn areas are rebuilt by depositing
weld metal on the damaged area and finish-machining or grinding back to restore the
original profile. Prior investigations have indicated that robotic welding is a feasible
option for reclamation of these components; however, the time needed to develop a
2
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robot program has restricted robotic welding systems to applications with high
production runs; justifying the programming effort with repeat execution of the one
program. Where individual components need to be welded in various locations, each
with unique wear patterns (as is often the case with reclamation work), tailored
programs need to be generated quickly and easily. Traditionally, offline programming
has used Computer Aided Design (CAD) data to assist in generating the weld paths
necessary to perform repair operations, and the robot trajectories are simulated in
software before downloading to the robot controller. Problems arise with this method
when the damaged areas are unknown in size and location (and are undefined in the
CAD model); direct weld path generation is impossible. Also, discrepancies with real
world dimensions and CAD dimensions often lead to misplaced or poorly defined
trajectories. These problems restrict the feasibility of robotic welding for smaller
production runs, and as a result, robotic welding systems have found limited acceptance
in this market.
An offline programming methodology has been developed in this thesis that addresses
certain shortcomings of robotic welding systems as described in the available literature,
industry feedback and site visits, previous work completed at the University of
Wollongong, trade exhibitions, and personal experience. The methodology developed
involves capturing image data from a torch-mounted camera to assist in identifying
damage, calculating the necessary weld path strategy, automating the robot program
generation process, providing inter-cellular equipment communications, and monitoring
and adaptively controlling the welding process.

1.3

Thesis Outline

In this thesis, all aspects of automated weld repair of hydro turbine components were
examined. This included welding metallurgy and welding process selection. Due to the
common use of Francis runners in Australian power generating plants, the work initially
concentrated on the reclamation of these. However, other types of runners were not
precluded from the research program, nor were large valve bodies or pump casings.
Access restrictions, collision points, fume generation, portability, quality, cost
effectiveness, and ease of use were all given due consideration in terms of automation.
Pre- and post-weld grinding was also reviewed but was not pursued in detail.
3
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This thesis contains an overview of hydro turbine operation and the components subject
to cavitation. Turbine runner materials, welding consumables, and current repair
procedures are discussed, followed by a description of robotic systems for welding.
Limitations of robotic welding systems are identified and a review of options is
outlined. The robotic welding cell and equipment used for this work is described, and
various profilometry techniques are evaluated. The core of this thesis involved the
development of new software packages and this is fully detailed and validated by
experiment. Preliminary work on many other aspects of automated hydro turbine repair
was necessary and details of which are included in the appendix for completeness.
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2.1

Introduction

The core of this thesis was the investigation of rapid robotic programming techniques
for weld reclamation of worn hydro turbine runners but in order to determine the
requirements and assess the solution it was necessary to research a very wide range of
topics. The topics studied varied from cavitation damage and conventional reclamation
techniques to robot programming languages. These topics are discussed in the following
chapter but in view of the large number of references involved, much of the detailed
material has been relegated to the appendix and the bibliography for clarity.

2.2

Hydro Turbine Operation

Hydroelectric power plants use hydro turbines to generate electricity. The energy of the
headwater is converted into useful mechanical energy as it flows through the turbine.
The rotating turbine runner drives the rotor shaft of the electric generator converting the
mechanical energy into electric power, which is then supplied to consumers [1]. The
principle operating characteristics of turbines is determined by the flow passage shape
and arrangement. The delivery of the flow to the turbine, the turbine runner, and the
flow discharge mechanism are the three main elements in hydro turbine operation.
Water is delivered from the headwater to the turbine through pressure conduits and
drawn away from the runner by draft tubes into the tailwater system. A schematic
diagram of a hydroelectric power plant is shown in Figure 2.1.
Hydro turbines can be divided into two main types; reaction turbines and impulse
turbines. Reaction turbines are pressure type turbines that rely on the pressure difference
between both sides of the turbine blades, and impulse turbines use high speed water jets
directed towards buckets located at the perimeter of the runner [2]. Reaction turbine
runners are usually fully submerged in water, while impulse turbine runners rotate in
air. Reaction turbines are able to utilise the pressure energy of the water flowing
through the turbine as well as its kinetic energy, where impulse turbines can only utilise
kinetic energy [1].

6
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Figure 2.1 Hydroelectric power plant schematic [3].

Figure 2.2 Typical operating ranges for various turbines [2].
7
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It is sometimes convenient to classify hydro turbines in terms of net head. Propeller type
turbines are usually used with low net head (below 30.5 m ), mixed-flow adjustable
blade or propeller type turbines for medium net head (30.5-305 m ), and impulse
turbines for high net head (above 305 m ) [2]. Figure 2.2 shows the typical operating
ranges for various turbine types based on head, flow, and output. Advances in turbine
design technology are expanding actual operating ranges [2]. It can be seen from Figure
2.2 that there are ranges where there may be several suitable turbine types.
Propeller type (axial flow) turbines are designed for low head applications and provide
high specific speed and high capacity [4]. The number of runner blades can vary
between 3 and 10 [2], with higher head applications requiring a greater number of
blades. The blade angles may be fixed or adjustable depending on operating conditions
such as load and head. The adjustable blade propeller type turbine is called the Kaplan
turbine (Figure 2.3).

(a)

(b)
Figure 2.3 Kaplan turbine: (a) schematic; (b) runner.

The runner of the Kaplan turbine is located in the throat of the draft tube. Above the
runner is the whirl chamber where the water enters from the spiral scroll case. The water
passes between the stayring vanes and through the wicket gates onto the runner. The
wicket gates regulate the turbine speed and output [4].
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Francis turbines are classed as radial-axial turbines. Both the Francis turbine and
propeller type turbines have a spiral scroll casing which forms a complete radial water
passage around the runner, allowing the water to contact the runner from all sides.

(a)

(b)

Figure 2.4 Francis turbine: (a) schematic; (b) low head runner – Bendeela Power Station.

Figure 2.4a shows schematically a typical Francis turbine. In the Francis turbine, the
water is discharged axially through the outlet in the centre of the runner. Figure 2.4b
shows the water passage for a low head Francis runner. Figure 2.5a shows another low
head Francis runner and Figure 2.5b shows a high head Francis runner.

(a)

(b)

Figure 2.5 Francis turbine: (a) low head runner – Deutsches Museum;
(b) high head runner – Kangaroo Valley Power Station.

Impulse type turbines operate at close to atmospheric pressure because the runner is not
immersed in water. Pelton turbines are impulse turbines which use stationary nozzles
9
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directing water at runner buckets at the periphery of the wheel disc [4]. The pressure
energy of the water is converted into kinetic energy through the nozzle, producing high
velocity jets of water. The change in momentum of the water produces the propulsive
energy to rotate the runner.

(a)

(b)

Figure 2.6 Pelton wheel turbine: (a) schematic; (b) runner – Deutsches Museum.

A typical Pelton turbine arrangement is shown in Figure 2.6a and Pelton wheel in
Figure 2.6b. The size of the jet and the volume of water reaching the buckets are
controlled by a needle in each nozzle. The water jet is divided into two equal parts by a
‘splitter’ in the bucket. The water is turned smoothly through the buckets and is
discharged from the wheel with a relatively low velocity [4]. The energy of the water
leaving the buckets does not contribute to the energy output of the turbine.

2.3

Cavitation

As one would expect, the continuous long-term operation of a hydro turbine in such an
environment leads to surface degradation. The most common damage mechanism
associated with turbine runners is cavitation corrosion/erosion. Romanov [5] reviewed
the cavitation mechanisms which occur in hydro turbines and a summary of this work is
presented below.
Cavitation is the very rapid nucleation, growth, activity and collapse of gas- or vapourfilled cavities in a flowing liquid that is subjected to rapid and intense pressure changes.
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In the case of water, cavitation occurs when the local pressure falls below the vapour
pressure of the surrounding water causing the sudden formation of gas bubbles that are
filled mainly with water vapour. These bubbles flow with the fluid, growing in the
region of the low pressure. Once the gas bubbles have formed there is no further drop in
pressure because it is compensated for by the increase in the volume of the bubbles.
When the gas bubbles reach an area of high pressure, collapse takes place and the
vapour condenses instantaneously. When the bubbles collapse severe local forces are
exerted onto any adjacent rigid boundary. These types of situations typically occur
around turbine runners and in other scenarios where surfaces come into contact with
high-velocity liquids subject to changes in pressure. In addition to noise and vibration,
cavitation may reduce the performance of hydro turbines resulting in decreased power
output and efficiency.

2.3.1

Cavitation Damage

Cavitation damage is a form of mechanical degradation resulting from a material’s
exposure to cavitation. Damage may include loss of material, surface deformation,
changes in properties, and changes in appearance. Cavitation erosion is the loss of solid
surface material caused by cavitation. Erosion is a major problem in hydro turbine
equipment which is subjected to continuous exposure to cavitation resulting in the
progressive loss of material from a surface. Cavitation corrosion typically involves
galvanic coupling between a carbon steel runner and a stainless steel overlay, initiated
and promoted in turn, by cavitation or corrosion.
When a hydro turbine is operated under severe cavitation conditions, the surfaces erode
rapidly at places where gas bubbles collapse. The erosion of steel by repeated impulse
loading at microscopically small areas begins by fatigue cracking. The fatigue stresses
generate crack networks that eventually join and knock out small particles resulting in
the appearance of the affected metal surface being sponge-shaped and pitted. On
symmetrical components such as turbine runners, the pattern of damage may repeat
itself at identical locations. The affected surfaces may be localised or extensive
depending on the area affected by cavitation. The amount of damage can range from a
minor amount after many years of service to major failure in a relatively short period of
time.
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Turbine runners often require welding at regular intervals to repair erosion damage
caused by cavitation. A brief summary of the damage caused by cavitation in turbines is
now given.

2.3.2

2.3.2.1

Cavitation Erosion in Turbines

Cavitation Mechanisms

Cavitation bubbles or cavities are produced when the tensile forces acting on water are
greater than the water’s cohesive strength. Forces capable of doing this can be found in
regions of low pressure near turbine runner blades. When the bubbles pass from the low
pressure region into a region of higher pressure their growth is reversed and they will
implode and disappear as the vapour condenses. It is the collapse of the bubbles which
produce the surface damage. An extreme energy release in the form of a high transient
pressure and a thermal shockwave is created when the walls of the bubble collapse. The
collapse pressure is estimated to be greater than 1,500 atm [6]. Shockwaves and noise
covering a wide frequency band are created from the collapse of the bubbles.
Frequencies up to 1 MHz have been recorded [7]. Acoustic emission may in fact be
used as an indicator to detect the onset of cavitation in a turbine.
Despite a great deal of research the exact nature of the mechanism by which collapsing
bubbles transmit severe localised forces to the surface of a solid material is not fully
understood. At present, experimental observation and computer analysis suggests that
the impulse loading is most likely produced by either the rebound or the nonsymmetrical collapse mechanism, depending on the distance from the surface.
Rebound involves the successive growth, collapse, and rebound of a single travelling
cavity as shown Figure 2.7. The collapse of the cavity emits a shockwave that travels
through the surrounding liquid to a stationary surface. Non-symmetrical collapse causes
damage to the surface of the material by the impingement of a microjet of liquid
through the collapsing cavity shown schematically in Figure 2.8. A cavity tries to
collapse from all sides, but if in contact with (or near to) a rigid boundary, it cannot
collapse from that side so fluid comes in from the other side. Dirt particles reduce the
surface tension of the bubbles and initiate collapse. Since each bubble collapses from a
12
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random location, the damage comes from a variety of angles. Water ejected from a
collapsing bubble may have a velocity ranging from 100-500 m / s [8].

(a)

(b)

Figure 2.7 (a) Schematic representation of cavity growth, collapse and rebound;
(b) graph of cavity diameter as a function of time [9].

Figure 2.8 Successive stages of non-symmetrical cavity collapse [9].

Although the shockwaves from individual collapsing cavities are very rapidly attenuated
and the microjet created is too small to produce significant erosion, a large number of
collapsing cavities triggering each other’s collapse enhances the effect of cavities
adjacent to solid surfaces and hence the degree of overall cavitation erosion.

2.3.2.2

Cavitation Damage of Turbine Runner Blades

Kaplan turbines are subjected to more severe cavitation than radial-axial flow turbines.
Cavitation erosion may develop on the suction side of the runner blade in the following
areas: (a) from the centreline to the trailing edge, (b) the leading edge, or (c) the blade
periphery and adjacent area. Cavitation erosion may also develop on the pressure side of
13
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the runner blade in the following areas: (a) the leading edge, or (b) the trailing edge.
Additionally, the hub may also be affected by cavitation erosion.
Francis turbines may develop cavitation erosion on the suction side of the runner blade
in the following areas: (a) near the band and trailing edge, or (b) the leading edge near
the band. Cavitation erosion may develop on the pressure side of the runner blade in the
following areas: (a) the leading edge near the band, or (b) the trailing edge.
Figure 2.9 shows schematically where cavitation is likely to occur.

Water flow
(a)

(b)

Figure 2.9 Typical areas of cavitation pitting [10]: (a) Kaplan turbine; (b) Francis turbine.
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Figure 2.10 shows low pressure cavitation damage on a Francis turbine runner and
pump impeller.

(a)

(b)

Figure 2.10 Low pressure cavitation damage: (a) turbine runner; (b) pump impeller.

Cavitation erosion of turbine runner blades reduces the efficiency of the hydroelectric
unit. Shortened trailing edges due to wear and cavitation erosion result in decreased
efficiency that requires increased throughput to maintain power output levels. Extensive
cavitation erosion eventually requires repair. The repairs aim to maximise the service
life of the runner and thereby increase operating periods between overhauls, hence
reducing maintenance costs.

2.3.2.3

Cavitation Damage of Other Turbine Equipment

Kaplan turbines may develop erosion on the discharge ring due to leakage cavitation or
cavitation vortexes shed from the lower trailing edges of the wicket gates. Erosion may
also develop on the draft tube liner due to leakage cavitation or cavitation vortexes shed
from the trailing edges of the runner blades.
Francis turbines may develop erosion on the discharge ring opposite the runner band
due to seal leakage cavitation. Erosion may also develop on the draft tube liner below
the band due to seal leakage cavitation or cavitation vortexes shed from the trailing
edges or leading edges of the blade (see Figure 2.11a). The crown, the leading edge of
the crown, and air vents (Figure 2.11b) may also be affected by cavitation erosion.
Pitting on the side of the wicket gates may be caused by leakage cavitation or galvanic
corrosion between stainless steel overlays and carbon steel substrates. The cavitation
15
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and the corrosion mechanisms enhance each other and produce greater metal losses (see
Figure 2.12). Cavitation pitting may result in small holes in stainless steel overlays. This
can lead to large voids in carbon steel substrates beneath overlays caused by galvanic
corrosion [10].

(a)

(b)

Figure 2.11 (a) Draft tube liner cavitation damage; (b) air vent erosion.

Figure 2.12 Pump casing cavitation corrosion/erosion damage.

2.3.2.4

Laboratory Studies of Cavitation

Simulating cavitation situations in the laboratory has traditionally proved to be very
difficult due to the turbulent flows involved and the very rapid phase changes that occur
(of the order of microseconds). Modern fluid dynamics laboratories use ultrasonic
agitation, high magnification microscopy, high-speed photography, noise, and pressure
measurements to study the cavitation phenomenon. Simulations of fluid dynamics using
3D flow models may be used to evaluate turbine performance and predict cavitation [5].
An example of localised cavitation erosion damage adjacent to the leading edge of a
Francis turbine runner is shown in Figure 2.13. Figure 2.14 shows a fluid simulation
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software program applied to unsteady flow separation in an area near the blade and band
on the suction side of a Francis turbine runner. The predicted areas for cavitation
damage and intensities (Figure 2.14) compare well to the observed cavitation damage
shown in Figure 2.13.

Figure 2.13 Localised cavitation damage on a Francis turbine runner.

Figure 2.14 Flow analysis for a Francis turbine runner [11].

A more detailed analysis of cavitation simulation is outside the scope of this thesis but
additional information on this subject may be found in appendix section 10.9.
The performance of hydro turbines is very much dependant on the material properties of
the components used. Therefore, a thorough understanding of these materials is required
in the context of cavitation, and ultimately its repair.
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2.4

Materials

Romanov [5] reviewed turbine component materials and a summary of his findings is
presented below.
Materials commonly used in turbine components include the following:
●

Carbon steel castings may be used for runners, wicket gates, headcovers,
discharge rings and stayrings in areas of low cavitation.

●

Martensitic stainless steel castings are commonly used for turbine runners and
wicket gates. This material has relatively high strength and has cavitation
resistance that is comparable to 304 stainless steel.

●

Austenitic stainless steel castings are also used for runners and wicket gates.
Castings may be easily welded in-situ and have good corrosion resistance. The
strength of austenitic grades may be lower than that of martensitic grades and
they may cost more due to the higher nickel content.

●

Stainless steel overlays using 308 or 309 austenitic stainless steel (usually 3 mm
minimum thickness) over carbon steel components in areas of high cavitation
damage may provide cavitation resistance equal to or better than that of stainless
steel castings.

Materials selected for their resistance to cavitation damage essentially require high
tensile strength, high hardness, adequate ductility, and good fatigue properties. A
reasonable correlation exists between the erosion resistance and hardness of materials as
shown in Figure 2.15.
Stainless steels may be overlayed on carbon steels and have high erosion and corrosion
resistance, with precipitation hardening martensitic steels and work hardening austenitic
steels offering the best combination of properties. Nickel-based alloys such as Monel
and cobalt-based alloys such as Stellite have good chemical and erosion resistance.
Aluminium bronzes with additions have excellent erosion resistance but are expensive
to cast. Titanium has superior erosion and corrosion resistance but is often too
expensive for large applications.
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Figure 2.15 Alloy groups compared by cavitation erosion resistance [8].

2.4.1

Turbine Runner Parent Materials

Stainless steels commonly used for turbine runners are martensitic types AS2074
Grades H3A, H3B and H3C. The additional nickel content in Grade H3C provides
improved resistance to corrosion and cavitation as well as improved toughness. The
lower carbon content in Grade H3C also provides better resistance to cracking and
better weldability. Grade H3C is also post-weld heat treatable at a lower temperature.
The comparative compositions are shown in Table 2.1.
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Table 2.1 Chemical composition of martensitic stainless steels [12].

Martensitic stainless steels are prone to the formation of hard and brittle martensite in
the Heat Affected Zone (HAZ) and weld metal making them difficult to weld
successfully without experiencing cold cracking. To ensure minimal internal stresses
remain after welding, it is necessary to carry out preheat and post-weld heat treatments.
Preheat temperatures are in the range of 200-320°C and this temperature should be
maintained during welding. A maximum interpass temperature of 350°C should not be
exceeded due to temper embrittlement that may occur between 370-450°C. Holding
between 150-200°C immediately after welding avoids the formation of high internal
stresses by facilitating the diffusion of hydrogen out of the weld. Post-weld heat
treatment should be carried out immediately after welding by cooling to at least 150°C
and stress-relieving at 650-760°C or full annealing at 840-900°C; in both cases followed
by air cooling from 590°C.

2.4.2

Alternative Parent Materials

Cavitation erosion of turbines is a widely recognised problem. However, a large number
of turbines exhibit no evidence of cavitation damage. In some cases, when additional
demands are placed on turbine performance cavitation damage may occur due to
excessive speed or large variations in head and load. With prudent design and moderate
operation, it is possible to operate turbines without any cavitation damage; however,
many hydroelectric power plants have been in operation for several decades and there is
potential for improvement in performance by upgrading earlier designs.
Replacing the whole runner or upgrading the runner surfaces for longer service life can
be done with a material that will provide the required strength and performance under
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the specific cavitation and corrosion conditions. The selection of a martensitic stainless
steel, such as AS2074 Grade H3C, for a runner material does have several
disadvantages. Although it can be heat treated to obtain relatively high strengths, it has
significantly less corrosion resistance than austenitic stainless steel. Also, following
major weld reclamation or crack repair involving depths over 30% of through-thickness,
a martensitic stainless steel requires post-weld heat treatment to restore the original
properties [13].
X-Cavalloy is a new metastable austenitic stainless steel cavitation erosion resistant
alloy developed by Ingersoll-Dresser Pumps for use in pump impellers. According to
the company, X-Cavalloy has a tensile strength of 700 MPa and yield strength of 450
MPa and cavitation erosion resistance approximately 500% better than AS2074 Grade

H3C. The addition of manganese improves the ability of the alloy to work harden and
develop a surface layer with high resistance to incipient fatigue cracking associated with
the onset of cavitation damage. Metastable austenitic stainless steels are designed to be
thermodynamically unstable, so that plastic deformation above Ms (martensite start)
induces a transformation to martensite. The hardness of the martensite is ultimately
determined by the carbon and nitrogen contents; however, the level is controlled to
avoid CrC formation and subsequently reduced corrosion resistance. The alloy is readily
weldable and the weldment does not require heat treatment to retain the cavitation
erosion resistance of the parent metal. The nominal composition (weight percent) of XCavalloy is shown below [14].
%

C

Mn

Si

Cr

Ni

X-Cavalloy

0.1

15.5

0.5
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Mo
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Fe
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Another alternative material which has been suggested for cavitation applications is
NiTiNOL (Nickel Titanium Naval Ordinance Laboratory). This material contains nearly
equal amounts of nickel (55 weight percent) and titanium [15]. The martensitic phase of
NiTi has remarkable fatigue resistance, good mechanical properties and high corrosion
resistance. The martensitic phase transformation has excellent damping characteristics
due to the energy absorption facilitated by the self-accommodating twinned structure.
The scope of applications for this alloy is still under investigation and due to its high
cost; it is thought to be more suitable as a surfacing material.
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2.5

Current Manual Repair Procedures

In order to evaluate the benefits of automating the repair process, current best-practice
manual procedures were investigated. At the very least, the developed system should
perform as well as existing procedures.
The repair of cavitation erosion damage is “an essential part of a hydro plant
maintenance program” [10]. If inspection and any necessary repairs are not carried out
in a timely manner, the rate of damage accelerates rapidly as the metal surface
deteriorates, resulting in more extensive and costly repairs. All parts of the turbine
should be inspected and a decision must be made as to what depth cavitation erosion is
allowed to progress before repairs are carried out. Benchmark depths are at 3 mm or
deeper because preparation of damaged areas is usually done to a depth of at least 3
mm . Cavitation erosion may even be allowed to progress to a maximum depth of 10
mm because this can generally be repaired with two weld passes. Extensive repairs to

runner blades may however cause distortion and residual stress resulting in cracking at
areas of high stress. If repairs are not carried out properly, further cavitation-induced
damage may occur and possibly lead to a reduction in turbine efficiency. Inspection
may identify the cause of the cavitation damage and appropriate steps should be taken to
mitigate the damage. Each repair should be evaluated on an individual basis taking into
account factors such as the cost of labour, materials, dewatering the unit, obtaining
access to the runner, lost revenue during the outage and the time period between repairs.
If a decision is made to carry out repairs it is necessary to determine the extent of
repairs required.
Depending on the extent of damage, various methods of repair are available and
include:
1.

Using weld metal to fill the damaged area. This is the most common and usually
the most successful method of repair; however, repeated repairs that build up
residual stresses in the runner should be avoided. Restoration of the runner
should be carried out using welding consumables with increased cavitation
erosion resistance as discussed in appendix section 10.10.

2.
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Weld plates over the damaged area. In general, this is only suitable for thick
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sections in areas of low stress and where there are minimal cyclic loads and
vibration conditions. This method is not recommended for stainless steel runners
unless major profile changes are proposed. Limiting the plate size and providing
holes for plug welding to minimise the effective span of the plate should increase
the strength of the repair.
3.

Cut out the damaged area and weld in a new section. This method should only be
used in very severe and advanced stages of cavitation erosion damage, such as in
cases where holes are present in the runner blades. Full penetration welding is
required and if martensitic stainless steel materials are used, post-weld heat
treatment should be carried out. Extensive inspection is mandatory during these
repairs and care must be taken to avoid distortion. This is the most expensive
repair method and may not always be possible to complete in-situ.

Repairs to turbine runners may not be successful unless the cavitation intensity is
reduced. Modification of the runner profile may be a feasible method of solving
cavitation damage problems as an alternative to replacing the turbine runner.
Modifications must be made carefully using templates and verified by dimensional
checks as any changes to the runner profile will alter the operating characteristics of the
turbine. Modifications to the runner may include the following:
●

Leading or trailing edge reshaping.

●

Profile modification.

●

Provision of anti-cavitation fins (for propeller and Kaplan turbines).

2.5.1

Surface Preparation

Adequate grinding of the damaged area prior to welding is required to obtain sound base
material on which welding is to be performed and avoids repeated repairs and further
erosion/corrosion damage. The surface preparation should be uniform and extend up to
13 mm beyond the edge of damage. The prepared area should be visually inspected for
defects and if necessary, by magnetic particle or dye penetrant testing [10].
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2.5.2

Welding Consumables for Runner Repairs

A wide range of cavitation resistant repair materials have been developed for hydro
turbine applications [5]. These are typically stainless steels or special iron- or nickelbased alloys. A detailed discussion on the types of alloys used for cavitation repair is
given in appendix section 10.10. Selective deposition of these alloys by welding can
offer improved plant performance and reduce downtime but it is necessary to develop
appropriate welding techniques suitable for in-situ application.

2.5.3

Welding Considerations

Before weld repair can commence, it is necessary to establish the composition of the
base metal, select the welding consumables, select the welding process, and prepare a
weld procedure. Low heat-input welding processes reduce the possibility of runner
blade distortion. Overhead welding such as on the underside of propeller and Kaplan
runner blades is difficult with conventional GMAW, and pulsed arc or controlled dip
transfer operating modes may be used in these situations. The application of braces and
strongbacks on the side of the blade opposite the weld repair will assist in minimising
blade distortion.
It is not always possible to deposit a thickness more than 10 mm of material for the
advanced alloys detailed in appendix section 10.10. Knowledge of the base metal and
application of appropriate buttering layers will decrease the chance of hot cracking.
Effective control of hydrogen cracking in ferritic steels can be achieved by pre- and
post-weld heating of the base material. For carbon steel base materials and mild steel
consumables, the preheat temperature is a function of the carbon equivalent ( Ceq ) and
base material thickness according to Table 2.2, where Ceq is defined by:

Ceq = C +

Mn Cr + Mo + V Ni + Cu
+
+
6
5
15

2.1

where C is the weight percentage of carbon, Mn is the weight percentage of manganese,
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Cr is the weight percentage of chromium, Mo is the weight percentage of molybdenum,
V is the weight percentage of vanadium, Ni is the weight percentage of nickel, and Cu is
the weight percentage of copper.

Table 2.2 Recommended minimum preheat temperature for welding [10].

Base material thickness ( mm )

13

19

25

38

≥ 51

0.35

16

16

16

16

16

0.40

16

16

16

66

93

0.45

16

52

93

121

149

0.50

52

121

149

177

204

0.55

93

149

177

204

204

Ceq

Units are degrees Celsius (°C) unless stated otherwise
Preheats only applicable to plain carbon steel

2.5.4

Post-Weld Heat Treatment and Finishing

Post-weld heat treatment is often required to relieve residual stresses in the HAZ and
surrounding area. Post-weld grinding is carried out to restore the original profile of the
runner. If a smooth weld is achieved, the need for extensive grinding and profiling is
reduced as well as total repair time. Knowledge of the runner and filler materials used
results in the most suitable grinding wheel being chosen (see appendix section 10.8 for
grinding wheel characteristics) thus the repair time can be further reduced. In all cases it
is important to identify the cause of damage and devise a plan of action, as the grinding
process sometimes takes longer than the welding process itself [16].
Industry experts have indicated [17] that automated grinding is of secondary importance
to the automated welding process; however, if pursued the selection of the grinder
requires consideration of several factors. The grinder should be lightweight so that the
robot arm is able to carry it, be small enough to fit between scanned and identified
obstacles, and the characteristics of the grinding wheel should allow operation at the
required speed to achieve desired surface finish.
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Once welding is completed the surfaces should be ground to the required contour and a
smooth finish should be obtained on all welded surfaces. Witness holes may be drilled
through stainless steel overlays at regular intervals to check the thickness. After
checking overlay thickness the witness holes must be welded and the surface restored to
the original profile. Prior to and after removal of braces and strongbacks, measurements
should be made to verify that all dimensions are within tolerance. A checklist may be
prepared to verify and document that all necessary repair steps have been satisfactorily
completed [10].

2.5.5

Quality Assurance and Occupational Safety

All repairs should be carried out in accordance with relevant welding, occupational
health and safety, and quality assurance standards (ISO 9000) in addition to contractual
agreements. Personnel involved with the welding repairs should also be suitably
qualified. Safety considerations include access to the turbine interior and the weight of
the equipment needed to carry out the repairs. Welding in-situ may be difficult and
dangerous due to the confined space (see Figure 2.16). Specific regulations must be
observed when welding in confined spaces [18]. Special procedures and equipment are
required during in-situ welding so that sufficient ventilation is provided for the welder
without excessive air movement that could disperse any shielding gases. Adequate low
voltage lighting of the correct intensity should also be provided.

Figure 2.16 Manual welding of a turbine runner in restricted space [19].
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2.5.6

Welding Process

Selection of the most suitable repair alloy should be made whilst considering the
welding process to be used. Currently, MMAW and manual GMAW give good results
and processes such as GTAW, Plasma Transferred Arc Welding (PTAW) and laser
cladding show promise for automation. However, in the case of laser cladding, out-ofposition issues need to be resolved. Lower deposition rates and higher investment costs
may be offset by higher weld quality, and longer service life of components. Presently,
GMAW appears to be the best option; however, the possible use of multiple wire types
(such as when depositing butter layers) necessitates wire feed changeover and
automation of this process may be difficult.
Table 2.3 summarises some of the above mentioned repair procedures for various
damage scenarios.
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Table 2.3 Repair procedures for various damage scenarios [10].

Damaged material
Damage on carbon steel blade

Repair Procedure
1.

Grind damaged area.

2.

Mild steel consumables need preheat according to Table 2.2.

3.

If depth after preparation > 10 mm , fill with E4818 (low hydrogen type) mild steel to 10 mm .

4.

Use 309 stainless steel buttering layer on carbon steel.

5.

Build up area using 300 series austenitic stainless steel material or cavitation resistant alloy.

6.

Post-weld heat treat to relieve residual stresses.

7.

Post-weld grind/smooth to restore blade profile.

Edge damage on stainless steel overlay on a

1.

Grind damaged area.

carbon steel blade

2.

Preparation should extend 6-13 mm beyond the edge of damage.

3.

Mild steel consumables need preheat according to Table 2.2.

4.

If depth after preparation > 10 mm , fill with E4818 (low hydrogen type) mild steel to 10 mm .

5.

Use 309 stainless steel buttering layer on carbon steel.

6.

Build up area using 300 series austenitic stainless steel material or cavitation resistant alloy.

7.

Post-weld heat treat to relieve residual stresses.

8.

Post-weld grind/smooth to restore blade profile.

Damage on martensitic stainless steel blade

Damage on austenitic stainless steel blade

1.

Grind damaged area.

2.

For < 102 mm material thickness, preheat to 66°C.

3.

For > 102 mm material thickness, preheat to 121°C.

4.

If depth after preparation > 10 mm , fill with 308L/309L stainless steel to 10 mm .

5.

Build up area using 300 series austenitic stainless steel material or cavitation resistant alloy.

6.

Post-weld heat treat to relieve residual stresses.

7.

Post-weld grind/smooth to restore blade profile.

1.

Grind damaged area.

2.

Preheat to 16°C.

3.

If depth after preparation > 10 mm , fill with 308L/309L stainless steel to 10 mm .

4.

Build up area using 300 series austenitic stainless steel material or cavitation resistant alloy.

5.

Post-weld heat treat to relieve residual stresses.

6.

Post-weld grind/smooth to restore blade profile.
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2.6

Robotics

In addition to a discussion on hydro turbine operation, cavitation, materials, and weld
repair techniques, it is also necessary to review automation systems including robotic
manipulation.
Since the 1960’s robots have been used in industry, with the first simple robots used for
handling and positioning tasks, and to “relieve humans from repetitive or tedious tasks”,
or where hazardous working conditions exist [20]. Robotics can be used for almost
anything that moves in a controlled manner [20] and have been used for a variety of
applications over the years, such as:
●

Agriculture – sheep shearing robots [21].

●

Automotive – welding robots [22].

●

Entertainment – animations and computer games using virtual robots that move
along specified paths according to a specified pattern [23-26].

●

Medical – robots assisting surgeons to perform remotely controlled surgery [27].

●

Pharmaceuticals – simulating the docking of ligands inside protein cavities [28].

Verhaeghe et al [29] outline the three key drivers for using robotic technology. These
are to improve efficiency (needs of the business), effectiveness (needs of the customer),
and safety (needs of the operator). Efficiency can be improved by reducing set-up time
using rapid programming methods, offline programming techniques, and efficient
communications utilising factory networks [29]. Effectiveness is achieved due to
improved quality and can be accomplished through “improved control and repeatability
of the piece parts and the welding process” [29]. Improved safety for the operator
“requires that standards and legislation be met, hazards be recognised and addressed,
safe access maintained and maintenance planned” [29].
At present, the flexibility of robotic cells may be limited due to outdated robot
controllers and power electronics [30] as older hardware may be incapable of providing
the required efficiency, quality, and/or repeatability. Bright & Potgieter [30] believe
robot performance is directly related to the mechanical characteristics of the robot, but
more-so on the sophistication of the robot controller. Upgrading the robot controller
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may provide increased performance, efficiency, and flexibility (at significant cost);
however, as technology associated with robotic cells rapidly evolves with advances in
modern electronics and computers, Personal Computer (PC) based integration is likely
to be a more practical and economical solution. Instead of replacing or upgrading
dedicated hardware (such as a robot controller), a similar outcome may be achieved
through interfacing lower cost peripheral equipment with a PC. For example, adding a
low-cost Data AcQuisition (DAQ) card into the PC for process monitoring and control.
Thus, a faster (and cheaper) alternative to upgrading dedicated hardware may be
achieved using PC software and hardware.
Due to safety issues previously raised with respect to in-situ weld repair of hydro
turbines, it is logical to consider automation and robotic welding for such applications.
The feasibility of robotic welding for this application is likely to depend on the
development of more advanced features than those found on conventional robots.

2.6.1

Advanced Robotics

Advanced robots such as those used in Flexible Manufacturing Systems (FMSs) need a
central cell controller to organise and schedule events within the cell and perform other
tasks for the effective and efficient operation of the cell. Commonly in robotic cells the
robot controller is the central element in the information flow; however, this situation is
far from ideal [31]. “Communication with other cell elements is very limited if not
impossible” [31]. Traditionally, robot controllers have been exclusively designed for
controlling the movements of the robot, not for communications or documentation
purposes. When used as the central cell controller, the robot controller’s operating
system, processor speed, and available memory determine to what extent robot
performance is reduced. Many simultaneous instructions may cause the controller to
inadvertently delay an I/O instruction or the robot to overshoot an operation point
(depending on the priorities of the operating system), or data may be lost if the memory
is too small or the processor is not fast enough to move the data to a non-volatile storage
area. It is therefore important to incorporate another element into a Flexible
Manufacturing Cell (FMC) for handling non-robot movement related tasks to reduce the
burden on the robot controller.
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Industry requirements for a robotic welding cell controller have been detailed by
Schiffers & Drews [31], and the basic required features reported are:
●

Communication management.

●

Remote control of the robot.

●

Supervision of the welding process.
○

Acquisition of the relevant welding parameters for monitoring.

○

Process documentation.

A standard PC with a DAQ card and relevant communications and control software can
fulfil the requirements of a robotic welding cell controller outlined by Schiffers &
Drews [31]. Software can easily be developed for event scheduling, documentation,
communications, and control, with PC processor speeds and memory capacity far
exceeding those of a typical robot controller. Therefore, it is obvious why PC-based
system integration is fast becoming the preferred low-cost alternative for welding
equipment interfacing and control. This approach lends itself to the implementation of
FMSs and FMCs [32] with advanced robots using a PC as the cell controller.
In robotic welding cells, components such as robots, manipulators, Programmable Logic
Controllers (PLCs), Computer Numerically Controlled (CNC) machines, vision
systems, and conveyors may be required to provide flexibility and adaptability [33].
Unfortunately, it is not simply a case of purchasing the equipment and connecting the
power – some programming (either for component operation or calibration) is usually
required to achieve the result being sought. Programming difficulties usually arise from
the unique programming languages and environments of different component vendors.
Barendt et al [34] make particular mention of proprietary software tools and
development environments which “force customers to learn an arcane language or
Application Programming Interface (API)”. Also, certain equipment features or system
capabilities may remain unavailable or difficult to exploit, especially when the task to
be performed is outside the normal range envisaged by the equipment manufacturer.
A common complaint from industry is the inability to integrate components and systems
from different vendors [35]. More specifically, robot controller manufacturers in the
past have designed their controllers such that for customers to interface additional
equipment with their controller, they must purchase add-on equipment from them, or
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purchase the required equipment with their specific interface. In general, robot
controllers cannot satisfy all the specific requirements of customers straight off the shelf
so some systems integration is required, and this ‘closed structure’ limits the ability of
the system integrator or production engineer to adapt the controller to their specific
needs (without buying the additional interfacing components at extra cost). An analogy
with computers is given by Ågren [36] who describes how computer manufacturers with
closed embedded units that have manufacturer specific interfaces have lost their market
share, while open systems such as PC or UNIX workstations have enjoyed massive
market growth. “By letting more people in – more development is done” [36]. The need
for a flexible interfacing option is obviously desirable. With the introduction of
industrial standards in communication protocols, and the ever increasing power of lowcost PCs, expensive dedicated interfacing hardware is being replaced with flexible
software solutions. The ‘hard’ (non-flexible) integration approach uses dedicated
interfaces that do not accommodate any additional equipment or vendor substitution,
thus limiting choice and limiting the customer to old technology for the economic life of
the system. ‘Hard’ systems are fortunately continuing to evolve to ‘soft’ (flexible)
systems due to the higher product life cycles of flexible systems. Barendt et al [34]
verify this by explaining how recently the automation market has moved towards these
more flexible “open systems” which allow customers to “integrate products from
different vendors into a control system”. This is in contrast to older “closed systems”
that are not extensible [34].
Previous equipment interfacing attempts have mainly used one ‘new’ core development
environment in which a library of language converters is used to translate instructions
into

the

different

equipment’s

native

operating

language.

Object-orientated

programming has been attempted [33,34] whereby each piece of equipment is
programmed in its own native language in a flexible programming environment. Pires &
Costa [33] outlined an object-orientated approach and explain that if a set of complex
functions is defined for a specific class of equipment (e.g. power supply), then in
general, changing the vendor of the equipment will not require major reprogramming.
Many power supplies support various welding operating modes so it is necessary to be
able to set and change modes as required. This instruction subset would need minor
modification if another power supply without the same features were to be used, or the
addition of instructions for modes not yet defined. These functions cannot be directly
33

Literature Review

applied across classes where the equipment set is completely different; however, it is
possible for similar set systems. For example, changing from a robotic welding cell to a
robotic painting cell would require little modification due to the functional similarities
of the equipment set.

2.6.2

Communications

Any attempt to implement advanced robotics in a weld repair situation involves
communication between system components. At the least, communications are required
between the robot controller, the welding power source, and some profile measuring
system. Bard [37] believes this requirement has been recognised in several applications,
for example, inter-cellular communications for training or environment learning [38],
and reprogramming [39,40]. “Without solidly constructed and system-supported
communication (quick and reliable), no intelligent work is possible” [41].
Communication options include Ethernet using Transmission Control Protocol / Internet
Protocol (TCP/IP), serial (e.g. RS232), FieldBus, etc. TCP/IP is the main
communication protocol used within modern Local Area Networks (LANs). While the
IP only deals with packets, TCP enables a set of hosts such as the robot controller and
PC to exchange streams of data with guaranteed delivery and assurance that packets will
be delivered in the same order in which they were sent. These features are essential to
avoid system malfunction in process control applications. In an attempt to provide a
more open structure for interfacing with their robot controllers, ABB developed the
Robot Application Protocol (RAP) which is an Application Specific Protocol (ASP) for
use with Remote Procedure Calls (RPCs), and is the equivalent to the Microsoft Media
Server (MMS) protocol in Manufacturing Automation Protocol (MAP) networks using
TCP/IP [33]. RPCs are typical in client/server environments where the client (caller)
tries to access (call) an external resource. The RPC mechanism is needed to translate the
call into network communications. The server (answerer) receives the request, executes
accordingly, and returns the results (answer) in one of two ways. With a synchronous
RPC the answer is the return value of the call, while for an asynchronous call the
answer is sent when available or after an event (such as StatusChanged).
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2.6.3

Kinematics

The current work involved real-time interpretation of robot position and automatic
repositioning. A study of robot kinematics was therefore necessary in preparation for
the system development.
Robot kinematics is the study of motions (with respect to a fixed coordinate system) that
a robot must make to achieve a certain configuration, without consideration of the
forces that cause those motions. Robot kinematics can be divided into two categories:
forward and inverse. Common matrix transformations are used in forward kinematics
and are relatively simple to solve, whilst the same cannot be said for inverse kinematics.
Forward kinematics is the mapping from configuration (joint coordinate) space to work
(world coordinate) space. i.e. if the robot’s joint lengths and angles are known, the
location and orientation of the end-effector can be determined. A configuration of a
robot arm with 6 distinct joints can be found mathematically using standard six-by-six
transformation matrices. Due to the relative simplicity of forward kinematics, no further
discussion is warranted. Now, consider the mapping from the work space to the
configuration space. i.e. given the location and orientation of the robot’s end-effector,
determine the joint angles and locations. This is the inverse kinematics problem and is
somewhat troublesome to solve. Computer-controlled robots are usually servo-ed in the
configuration (joint coordinate) space, whereas the desired tasks are normally defined in
a work (world coordinate) space, so world-to-joint space transformations must be
performed to achieve the required position and orientation of the end-effector [42].
Bohlin [20] describes how the end-effector of a robot may reach the same position in a
number of ways. e.g. in an “elbow up” pose or “elbow down” pose. Furthermore, when
joint axes coincide there is an infinite number of ways a position can be reached, so a
unique solution is not always achievable. Due to this redundancy there may be
singularities in the multi-valued mapping from the work space to the configuration
space. As a result, “a smooth path in the configuration space generally gives a smooth
path in the work space, whereas the converse is not always true” [20].
The literature [21,43,44] describes several methods to solve the inverse kinematics
problem. Approaches such as the D-H (Denavit-Hartenberg) parameter approach based
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on screw theory, dual matrices, Euler angles, and quaternions have been successfully
used [42]. The Euler angle and quaternion approach are most popular and a brief
description is given in appendix section 10.4.

2.6.4

Welding Robotics

According to the literature [22,45], the first industrial welding robot appeared in 1960 in
the form of the hydraulically-driven Unimate. This robot was intended to replace
process workers that performed repetitive tasks or worked in dangerous environments
[22]. Yamazaki & Maeda [46] stated that with the introduction of robots, “workers have
been freed from operations with heavy workloads such as assembling structural steel
and welding”. Human operators were engaged in doing “intelligent work such as
monitoring, maintenance, and quality assurance” [46]. Backes [47] concurs and
suggests a “supervised autonomy” approach which allows task assignment by an
operator.
During the 1960’s, robots were being used in the automotive industry which had quite
low payload capacities and only 5 Degrees of Freedom (DoF), and were limited to
fixed-position welding [37]. More recently, robots have been used in place of humans
for tasks where “extreme precision or high repeatability” is required [20]. Bettonville &
Houben [41] state that robots have the “pretty quality of carrying out their movements
with utter precision”, but require that the workpieces are “presented with the same
precision” [41]. Cast-to-cast variations or component tolerances and fit-up are “the
single biggest problem facing designers and manufacturers alike” [48]. Most welding
applications cannot tolerate deviations greater than half the diameter of the electrode
from the programmed path [22]. Deviations arise from “poor joint fit-up, distortion,
variations in the product dimensions, residual stresses and improper fixturing” [22].
Large components are “seldom dimensionally repeatable” [49], and discrepancies from
the intended weld start position to the actual position on the fabrication can be as much
as 5 mm . Also, angular deviations of 5° are not uncommon [48].
In terms of flexibility, robotic welding falls in between fully automated systems and
manual welding [37]. Robots are not as flexible as manual welders who possess higher
intelligence and high adaptive capability [29], but compared to automated machines,
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“the ability to respond to a changing environment is what makes a robot superior” [37].
According to Bard [37], “if the economics permit, it (robotics) can take over from
human operators when flexibility is required to accomplish tasks outside the scope of
special-purpose automation”. Further, robot performance in terms of quality and
efficiency should exceed human performance in hostile working environments [37].
Verhaeghe et al [29] and Kargas et al [22] agree, explaining that an operator of a
robotic welding cell should generate a throughput of components at two to four times
the rate of a manual welder.
The literature [22,29] outlines the driving factors for increased investment in robotics
for welding applications. These are:
●

Falling robot prices compared to increasing manual labour costs [29].

●

Higher demand for more consistent and repeatable quality [29].

●

Improved performance “in terms of speed, versatility, accuracy, and
repeatability” [29].

●

Increased adoption of integrated robot-dependent manufacturing processes [29].

●

More stringent customer delivery requirements [29].

●

More stringent environmental regulations [22].

●

Shortage of skilled personnel [22].

Smith [48] believes there have been few attempts to construct FMSs in welding
applications due to factors including small batch requirements, cost, and technical
difficulties. Weston [49] believes that robotic welding systems are only cost justified
when there is sufficient repetitive work to be carried out – the repetition offsetting the
inherent programming downtime. i.e. the gains in arc-on time are offset by the loss in
productivity associated with online robot programming [22]. Excessive programming
time is normally thought to prohibit the use of robots in ‘one-off’ applications. Further,
robots are not often used to their full capacity which essentially makes them dedicated
machines [50]. In an attempt to provide a higher “degree of autonomy”, robot
manufacturers are now offering robotic systems with integrated manipulation equipment
and sensing devices [22], and advanced data acquisition tools for adaptive control and
monitoring [51,52].
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2.6.5

Programming

Weston [49] cites an industrial survey [53] that indicates the major reason for nonadoption of robot technology was due to excessive programming time. However, other
studies [50] have shown that economically the technology is very attractive (less than 5
years payback periods); but without a fast means of reprogramming, the flexibility of a
robotic system is lost and invested capital may be better used elsewhere.
In robotic applications there are several ways to generate the robot program required to
carry out a task; online (with the robot) using the teach pendant or a stylus, or offline
(without the robot) using software on a PC or workstation. Programming techniques that
require the use of the robot are considered to be online programming techniques, while
techniques utilising CAD without needing the robot are considered to be offline
programming techniques.
The literature relating to online and offline programming techniques is reviewed below.

2.6.5.1

Online

The traditional method for robot programming is to use the teach pendant attached to
the robot controller [54], or a stylus attached to the work head [22]. Robot controllers
without a teach pendant (such as the Unimation Apprentice) require the operator to
physically move the attached stylus around all the paths the robot must travel. This
method is known as lead-through, teach-by-example, or teach-by-doing programming.
Problems arise with this method due to for example, operator tracing errors. Once
taught, program modification is impossible and significant performance loss due to
structural rigidity has been reported when going from teach mode to playback mode
[49].
With teach pendant equipped systems, the robot is moved with the teach pendant to
define points on the robot path and define locations where an operation is to be carried
out. These locations and operations are stored in a robot program. This method is known
as point-to-point programming and has become the standard method for online robot
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programming [55]. For the specific case of arc welding, the procedure for online
programming with a teach pendant is:
1.

Move the robot with the teach pendant to all intermediate positions on-route to
the destination position; at each point storing the robot location and posture with
the teach pendant, and specifying the movement type (linear, curvilinear), speed,
and positional accuracy required to get to that point.

2.

At any point requiring a special operation (e.g. start/stop welding), specify the
associated device’s I/O signal state or reference (e.g. arc ‘on’ or a voltage
reference).

3.

Set required operating modes of ancillary equipment (e.g. set pulsed-arc welding
mode on power supply).

4.

Validate the developed program by performing a ‘dry run’.

Programs generated using the point-to-point technique can be modified and this has
allowed offline programming and simulation packages to be developed [49].
Communications hardware has recently been integrated into robot controllers to enable
an external PC to communicate instructions to control the robot and ancillary equipment
both online and offline. Generated robot programs may be transferred to the PC as
‘files’ (using the communications hardware) which can be modified and then transferred
back to the robot controller to perform a new trajectory or modified operation [50].

2.6.5.2

Offline

Currently the preferred method for robot programming is to use software on a PC to
generate the robot program without using the robot; therefore, reducing the production
system downtime. The methodology for offline programming is essentially the same as
for online programming; following the same logical steps to develop the program except
where the real robot is used to record positions and postures, a simulated (virtual) robot
is used within software on the PC [20]. The PC platform also allows automatic path
planning algorithms to be executed which is considered essential for offline
programming [20]. The time needed to teach the workpiece and environment
geometries, relative locations, and orientations can be reduced if imported from CAD
data. Alternatively, this information can be learned online through sensor integration.
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Strictly speaking, offline programming can simply be the creation of a robot program
(or modification of an existing program) using a text editor on a PC; however, the
programmer must be completely competent with the robot programming language and
already have all the coordinates and dimensions of the workpiece and surrounding
environment. If these coordinates are not known then they must be taught or learned. A
significant benefit of offline programming is the ability to perform repetitive tasks by
copying previous similar instructions and modifying programs using mathematical
offsets, program translations or master trajectories [50]. Offline programming can also
reduce operator safety risks due to misteaching [56]. Also of importance is the setting of
robot postures and tool angles which can be easily achieved in a simulation package but
not so easily in real life. Often these angles must be ‘set-by-eye’, and without
independent control over each axis, certain robot postures can take a long time to
achieve; basically through trial and error [50].
Early offline programming was difficult as positional data was received as encoder
values which required interpretive software to convert these values into world
coordinates [50]. Any variation in the required welding paths meant more downtime for
reprogramming. Weston [50] describes an early system for offline robotic programming
using 3D CAD data to generate a program, and the interfacing requirements to
communicate the program to the robot controller for execution. Weston [49] identified
the need for rapid automatic program-generation systems. Kitazawa & Izumi [57]
developed an “algorithmic automatic programming system” and claimed a 90%
reduction in programming time compared with conventional manual online teaching.
The authors claimed the incorporation of an automatic interference checking routine in
the simulation process was the key factor for the reduction in overall programming time,
and “essential” for accomplishing teachingless robotic operations in the future. It has
been recognised [57] that to augment offline programming advantages in repair
situations, the time needed to re-teach or reprogram the robot needs to be minimised, or
ideally, to achieve a “teachingless” system. It is the author’s interpretation that a
“teachingless” system is a fully automatic and adaptive system capable of learning all
the required information by itself online. Recent studies in offline programming have
focused on path correction and program generation techniques [49].
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2.6.5.2.1

Trajectory Planning

In offline programming, some consideration of trajectory and motion planning is
essential. Trajectory planning consists of path planning to determine the locations (flyby points) the robot must past through in order to avoid obstacles so that it reaches a
desired position or configuration, and motion planning (based on path planning) that
incorporates such things as joint velocities and forces for the robot along each path.
According to Bohlin [20], the path planning problem is to determine a sequence of
configurations that will take the robot from an initial configuration to a desired final
configuration (avoiding all obstacles on the workpiece and in the surrounding
environment) while considering constraints such as inter-joint relationships. “A robot
may consist of several links that are joined together; if the links are formed in a loop,
the loop must be maintained all along the path” [20]. Path planning can be divided into
three parts: the approach/withdrawal paths, the operation (e.g. welding) paths, and
intermediate paths between successive operations [54]. This path planning often leads to
complex paths with many intermediate (fly-by) points and makes manual programming
“time consuming and sometimes tedious” [20]. The need for an automatic path planning
system is considered essential to achieve a higher level of autonomy for robotic systems
and to “increase the efficiency and applicability of offline programming systems” [20].
The objective of Bohlin’s [20] research was to find any feasible path (for a “known
static environment”), not to optimise over all paths as this is claimed to be “far too
difficult in most cases”. Sometimes the surroundings of the robot are unknown so
obstacle identification has to be performed in real-time, and is usually achievable
through sensor integration. This is discussed further in section 2.7.
Due to the computational complexity of path planning, approximate methods have been
derived. Bohlin [20] describes how randomised techniques have become popular and
gives particular reference to the Probabilistic Roadmap Method (PRM) [58-60].
Once the path planning step has been completed, motion planning begins. This involves
the calculation of a trajectory based on the fly-by points determined in the path planning
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step, and includes information on the robot dynamics along the path (velocity, forces,
torques, etc). “If limits of joint forces are exceeded, the velocity profile along the path
needs to be reconsidered” [20]. Once the motion plan is established the trajectory plan is
complete, and the last step is the path following step where either the real or virtual
robot executes the trajectory plan and follows the derived path [20].

2.6.5.2.2

Simulation

Many commercial offline simulation packages are currently available. These systems
allow CAD data to be imported or created in a virtual environment on the PC. In this
way, a virtual robotic cell can be created, manipulated, and verified. Simulation
software can provide a very powerful and effective comparison tool, allowing different
configurations and layouts to be tested, and may identify problems earlier in the design
stage [22]. Once verified and satisfactory the simulated robotic cell can be built, or the
simulated program can be sent to the robot controller for online execution. Some of the
more sophisticated (and higher priced) software packages allow direct communications
to the robot controller enabling programs developed offline to be transferred to the robot
controller for execution. For generic (non-proprietary) simulation packages, programs
developed offline are usually post-processed for conversion to the particular robot’s
native operating language before being transferred to the controller. Proprietary
software does not require this step, but obviously the user is limited to the vendor’s
equipment library. Some robot manufacturers have released CAD data for their robots
licensing geometric, kinematic, and dynamic properties of their robots to certain
software vendors, who have incorporated this data into user-accessible robot libraries.
Weston [50] explains how difficult it is to obtain inter-joint relationship information
from the robot controller manufacturers as these are considered to be intellectual
property. Joint motion mathematics is freely available; however, the configuration rules
for a given robot are not [50].
Industry surveys have identified the basic functionality required from offline
programming and simulation systems [22], including:
●

A CAD interface with the ability to build geometries or import objects from
other CAD packages.

●
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●

Application specific modules (e.g. arc and spot welding or painting).

●

Automatic reachability and collision detection features.

●

Calibration module.

●

Cycle timer.

●

Offline programming module.

Weston [50] highlights the need for graphical simulation of robotic welding, or more
specifically, a simulation of the robot and the paths it will follow during operation.
Fielding & Illos [61] believe that by incorporating a simulation package, outdated
programming techniques which are downtime associated can be eliminated. Kargas et al
[22] identified the savings in terms of cost and time that can be achieved using
simulation software. Other benefits of offline programming and simulation claimed in
the literature [62,63] are:
●

Ease of program change.

●

Cycle time optimisation.

●

Graphical display of collisions and interference.

●

Increased productivity and quality.

●

Minimisation of time spent on manual drawings and hand calculations.

●

Reduced downtime due to reduced programming time.

●

Reduced frequency of accidents.

Kargas et al [22] cited some inadequacies of current simulation programs including “the
inability of models to fully represent the real world in terms of physical properties
(gravity, friction, or inertia), and also the inability of current software to simulate the
operation of robotic sensing” [64,65]. There is a requirement for the user to learn yet
another computer package, and currently there is poor integration with “upstream” and
“downstream” components [66]. Excessive simulation development time is still an issue
as some simulations can take at least as long to develop as manually programming the
real robot [50]. Berg [67] points out that mechanical deficiencies of robots arising from
“inaccuracies in the arm element dimensions, the internal play of joints, non-linearity of
internal gearing, deflection of arm elements and servo positioning errors” all contribute
to the errors obtained when programming robots offline. Weston [50] mentions that the
umbilical cable attached to the welding torch containing power cables, gas lines, wire
conduit, and water cooling lines is rarely included in any offline models, and their effect
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on dynamics should not be underestimated. Furthermore, layout differences between the
simulation model and real world can cause “significant problems” [50]. Without an
accurate model the results will obviously be poor [50,54]. Often these differences are
“accommodated using sensor systems” when the program executes online [50]. With
further virtual sensor research and development it may be possible to model ‘real world’
discrepancies into the system and view the corrections made by virtual sensors offline in
a simulation package; therefore, creating an ‘adaptive offline system’. Haage et al [68]
verified this and mentioned that further development in sensor-based simulation
techniques would give the user the ability to choose virtual sensor realism (e.g. to vary
lighting conditions to simulate visual disturbances), thus giving a more realistic (and
more accurate) simulation.
Commercial software tools are available for developing custom simulation or
visualisation packages. The Intel Internet 3D Graphics technology is primarily used for
visualisations [68], and although it satisfies some of the industry requirements
mentioned above with seamless integration with other 3D modelling software [69], it
does not include a robot library or CAD interface. When combined with Macromedia
Director Shockwave Studio, it is claimed [70] that the technology “provides developers
with a flexible, extensible, and robust 3D content creation solution”. Haage et al [68]
developed XML/OpenGL-based applications for use in simulations for control of
industrial robots with visual servo-ing. In their experiments they integrated virtual
sensors and virtual actuators to interact with the virtual workpieces. OpenGL was used
for rendering and visualisation and XML (exported from DELMIA) for experiment
descriptions. Virtual viewpoints of virtual cameras were generated and virtual video
streams at video rate were captured. In addition, they developed simulation applications
using Java3D which provided platform independence; however, they reported reduced
graphical performance compared to the OpenGL/C++ applications. Gains were however
realised with Java3D’s web capabilities and low simulation times.
A review of some commercial simulation and offline programming packages is
provided in appendix section 10.5 and some of these are discussed in more detail later in
this thesis.
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2.7

Adaptive Control and Monitoring

In many applications some compensation is required for variations in workpiece
location. Various attempts have been made to achieve this using online adaptive control.
Sensors have been integrated into robotic systems since the mid 1980’s [55] and there is
a considerable amount of literature [71-73] available. Contact and non-contact sensors
have been used to increase quality and for adaptive control. For example, feedback
control can be achieved using tactile (touch) sensors, ultrasonic sensors, or vision
sensors; all commonly used for seam tracking in robotic arc welding. Numerous sensing
techniques have been developed specifically for robotic arc welding [50,74]. The most
common feedback control is by tactile sensing [37] and is often used to find the start of
the weld joint [50]. During welding, joint tracking can be achieved through arc
parameter monitoring and control, or vision systems can be used for searching, tracking,
and adaptively filling a joint [50].
Adaptive control in welding can be used to alleviate problems associated with joint
misalignment to improve weld quality. Deviations in the joint position from the
programmed trajectory can be caused by programming errors, poor joint fit-up, or
thermal distortion during welding [75]. Poor weld quality or poor base metal fusion can
be caused by an incorrect consumable feed rate or Contact Tip to Workpiece Distance
(CTWD). With real-time control of the power supply, consumable feed rate, or CTWD,
some or all of these problems can be minimised [75].
It has been claimed [76] that skilled human welders are capable of adaptive control
where robotic welding systems are not. “The main problem in robotic welding is the
control of the welding process itself” [76]. Sensors integration is needed to achieve
‘adaptive control’ in robotic welding. Monitoring of welding parameters using data
acquisition equipment can provide a control system with real-time information about a
process, or can be used for quality control purposes. For real-time control, decisions are
made based on rules applied to information the controller receives from the acquisition
system.
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Previous literature [77-79] indicates that process optimisation in welding can be
achieved through statistical analysis of transient process data [80]. For example,
investigations [77] into dip transfer in GMAW showed that a Fast Fourier Transform
(FFT) of the current waveform can be used to determine process stability [80].
Adaptive control and monitoring could be used to accommodate variations in workpiece
position and geometry by pre-process measurement (e.g. touch-sensing of joint position)
or online correction. However, most of the sensors currently available are fairly
dedicated and the concept of integrated sensor systems with increased flexibility is
relatively new.

2.7.1

Contact Sensors

The following section reviews some of the sensor systems considered for the current
application.
Physical location of a joint may be achieved using the following:
1.

Mechanical probe [22].

2.

Touch-sensing [29].

2.7.1.1

Mechanical Probe

A simple, low-cost method for joint tracking is to use a mechanical probe attached to
the welding head. There are several varieties of the mechanical probe sensor. Figure
2.17 shows the ‘finger’ probe which “rides the joint ahead of the arc” [22].

Figure 2.17 ‘Finger’ probe [22].
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The literature [22,29] suggests that due to the inability of mechanical probes to track
irregular seams, or beyond corners, or thin material, and, because of payload and size
restrictions, this type of probe is rarely used for robots.

Figure 2.18 Welding tractor with ‘roller’ sensor [81].

Figure 2.18 shows a welding tractor with a ‘roller’ sensor which sits in a V-groove to
trace the joint ahead of the arc.

2.7.1.2

Touch-Sensing

Touch-sensing is an integrated feature of many modern welding power supplies. Using
GMAW equipment, when the power supply is in touch-sensing mode a nominal voltage
difference is applied between the contact tip (hence the wire) or gas shroud, and the
workpiece [29]. Usually, the ‘current-flow’ signal (digital output) or the voltage signal
(analogue reference) is monitored by the power supply such that when the ‘currentflow’ signal goes high (logical value 1) or the voltage differential drops to zero, the
circuit is closed; therefore the contact tip, wire, or shroud must be ‘touching’ the
workpiece. After a ‘touch’ has been identified by the power supply, a signal is sent to
the robot controller to stop the robot movement in that direction.
For various reasons, the programmed weld start position may not be the same as the
required start position. To find the correct starting position, touch-sensing is often used
[29]. Figure 2.19 illustrates three different touch-sensing algorithms. Figure 2.20 shows
an example of touch-sensing being used to locate a joint.
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Figure 2.19 Wire touch-sensing algorithms [48]: (a) fillet; (b) edge-butt; (c) edge detection.

Figure 2.20 Touch-sensing used to determine joint location [82].
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The literature [22,29] suggests (and the author concurs from personal experience) that
the resolution is a function of the approach speed of the welding torch to the workpiece.
Kargas et al [22] state “speeds of 1.5-2.5 mm / s can provide a sensing resolution of
0.025 mm ”. The sensing resolution depends on the resolution and accuracy of the robot
controller, and how quickly the controller can stop the robot movement after receiving
the stop signal from the power supply. The slow approach speeds make touch-sensing
unsuitable for many applications [22], but with some creative programming, this
technology can turn a welding robot into a distance measuring device or profilometry
device.
Touch-sensing will be discussed further in section 2.8.1.6 where it has been employed
as a profilometry tool.

2.7.2

Non-Contact Sensors

Non-contact sensors which have been considered in the context of this thesis include:
1.

Arc parameter sensing [83-85].

2.

Electromagnetic sensing (e.g. eddy-current detectors) [86].

3.

Ultrasonic sensing [87].

4.

Thermal sensing (e.g. infrared thermometers) [88-91].

5.

Vision/optical sensing [92-94].

2.7.2.1

Arc Parameter Sensing

Through-the-arc sensing methods are the most commonly used for joint tracking in
welding applications, although some of the GMAW metal transfer modes are poorly
suited [75]. Most methods rely on the principle that varying the arc length changes arc
parameters (such as current, voltage, resistance, etc) which can yield information on the
joint location and profile [29]. “By weaving the torch over a lap, a fillet, or a V-groove
joint, the arc length varies and the coordinates of the joint can be determined” [75].
However, this “necessary weaving motion may, at times, be detrimental to the weld
quality” [75]. Both horizontal and vertical joints with up to 7° difference to
programmed path have been successfully tracked [48], which may accommodate initial
weld line deviations and real-time distortion.
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Advantages of through-the-arc sensing methods are widely published [22,75] and
include:
●

Do not require additional equipment near the torch.

●

Relatively low cost.

●

Simultaneous track and weld.

●

Tolerate spatter, dirt, oil, poor surface finish, and lighting conditions.

●

Tolerate thermal distortion effects.

●

Work in real time.

New variants of the technique mechanically [95,96] or magnetically [97,98] rotate the
arc (instead of weaving) [29]. Kargas et al [22] describe how newer methods “rely on
stable parameters, such as the frequency power spectrum of the welding current instead
of voltage variations which in the case of GMAW and FCAW produce much more
erratic signals” (see Figure 2.21).

Figure 2.21 Power spectra can be used for online control [22].

Several authors [22,29,75,99] highlight the limitations of through-the-arc sensing
techniques. These are claimed to be:
●

Not suitable for materials less than 3 mm thick.

●

Problems interpreting signals when welding aluminium or with non-spray
transfer arcs.

●
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2.7.2.2

Electromagnetic Sensors

Electromagnetic eddy-current detectors are primarily used as proximity sensors and
have not been used extensively in welding applications [75]. Their sensitivity to
electromagnetic interference makes them unsuitable during arc welding [75].

2.7.2.3

Ultrasonic Sensors

White [100] discovered laser-generated ultrasound and this technology has been widely
used [87,101-103] for Non-Destructive Testing (NDT) [104]. Miller et al [104]
developed an automated, non-contact, real-time data acquisition system for robotic
GMAW using a laser to generate ultrasonic waves on one side of the weld, and an
Electro-Magnetic Acoustic Transducer (EMAT) to detect the waves on the opposite
side. Weld bead reinforcement size was measured and used to control weld quality.

2.7.2.4

Thermal Sensors

Doumanidis et al [105] were able to achieve simultaneous closed-loop control of weld
bead geometry using thermal scanning techniques. Holm et al [76] are developing a
thermal feedback system for closed loop control in robotic GTAW welding by using an
offline “planning system” to develop a reference that the online control system can use.

2.7.2.5

Vision Sensors

Vision techniques and sensors have received the most attention for welding applications
over recent years. Bard [37] describes four levels of vision utilisation: detection,
orientation, recognition, and identification. Vision systems can be used for joint
location, seam tracking, profilometry, pre- and post-weld inspection, and adaptive
control. Lower cost and faster processing speed of imaging equipment are gradually
making vision systems more popular. Previously, they have found limited acceptance
due to these factors. “Vision systems are reputed to be expensive, difficult and not
flexible” [41]. Currently, smaller, more reliable, and cheaper devices are replacing
earlier bulky, more expensive vision systems; however, more still needs to be done to
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further improve user confidence in such systems [29]. Bard [37] believes greater
progress has been made lately in the area of pattern recognition [106,107]. With the
introduction of low-cost, high performance Digital Signal Processors (DSPs), machine
vision systems are becoming increasingly popular [34]. Furthermore, “a large number of
vendors now offer turnkey machine vision systems, greatly simplifying the integration
of vision into manufacturing” [34].
Previous attempts [108-110] at vision integration for improving GMAW/GTAW
processes have been made for weld penetration control [111]. Boillot et al [75] point out
that when using imaging to control the penetration of the weld pool, a sound knowledge
of arc spectrum and radiated energy is required as “applying vision in the severe
environment of arc welding is a major signal-to-noise extraction problem”.
Furthermore, effective modelling of human reactions to weld pool behaviour must be
incorporated into the penetration control software [75].
Several attempts [112,113] have been made to identify objects or edges in camera-space
using visual sensors [114]. Nelson & Khosla [115,116] used Visual Servo-ing (VS) for
path tracking using a camera-in-hand approach; however, transmission delays were
thought to limit the use of VS [114].

Figure 2.22 Welding trial result [114].
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Galván et al [114] used a “vision-based control methodology” for robotic positioning
and path tracking tasks. They used a laser spot system with 5 spots per square
centimetre of workpiece. Their system included a Graphical User Interface (GUI) with
point-and-click capabilities for robot positioning; however, the weld paths still needed
to be generated manually. A maximum positioning error of 1 mm is claimed and “less
than 1 pixel ” in camera-space. A large source of error in the final 3D position was
primarily from the “designation of the target point within the GUI” [114], and they give
the recommendation for image enlargement. However, this would not increase
positioning accuracy unless there was a corresponding increase in image resolution
(pixels per unit area). A limiting factor in their experiment was the “camera-space
resolution per unit physical space” [114]. One published result is shown in Figure 2.22.
Tung et al [111] developed an image-guided mobile robotic welding system for weld
repair using automated Shielded Metal Arc Welding (SMAW) using two parallel CCD
cameras and a mobile vehicle. Figure 2.23 shows the coordinate system used for the
parallel CCD cameras.

Figure 2.23 Coordinate system of the parallel binocular CCD cameras [111].
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Claimed features of the system include crack detection, an online algorithm to compare
disparities between images and to obtain welding paths, online adjustment for electrode
consumption, online dynamic control of the robot, and online control of process
parameters (current and voltage). Positioning errors of less than 1 mm are claimed, and
they believe with an average bead width between 5-12 mm , this accuracy is sufficient
for the welding robot. Their approach was to find mathematically the Z distance to the
object, then X and Y distances based on the focal lengths of the lenses and distance
between the CCD chips.
Kargas et al [22] explain how vision equipment is susceptible to damage from the
intense arc heat and light, spatter, and fumes generated during the welding process, and
how equipment protection can be achieved using protective glass, filters, rugged liquid
or air cooled enclosures, and shock sensors.
According to Boillot et al [75], vision systems can be grouped under two categories:
active vision or passive vision. “Active vision makes use of some particular type of
illumination and relies on the interaction of the illumination with the object to be
analysed” [75]. Using a monochromatic light source and appropriate filter reduces
interference from the arc. Structured light (such as a straight stripe or series of parallel
stripes, conical stripe, or spot) from either a halogen lamp or laser generator is most
commonly used for adaptive control in robotic welding using active vision
[75,117,118]. “Passive vision uses scattered light from ambient illumination or emission
from the object” [75]. Due to the relatively high amount of generated/scattered light
from the arc, passive vision systems have found limited use. Silicon-based or more
expensive infrared detectors are necessary; however, it is thought that cheaper CCD
detectors may eventually be used [75]. “Compact cameras that can combine active and
passive vision are now available for easy robot programming; they can control in real
time the quality of robotic welding and thus promote increased productivity” [75].
Vision systems can be further categorised into laser-based and non-laser-based systems;
a description of each follows.
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2.7.2.5.1

Laser-Based Systems

Figure 2.24 Sensors used for collision prevention and measurement tasks [119].

Some laser-based sensors are able to scan the surrounding environment twodimensionally like laser radar [119]. These active scanning sensors require no further
passive components such as reflectors or position markers, and have mainly been used
for collision prevention and measurement tasks in robotic welding cells (Figure 2.24).
Laser-based systems have been widely accepted due to various factors including
reliability, accuracy, and applicability to many joint configurations [22]. The two most
common applications of laser sensors have been in the areas of joint location
determination and seam tracking. Errors in fixturing or product dimensional variance
often mean the robot does not know exactly where the joint or seam is [22]. “These
errors will, obviously, have a detrimental effect on the quality of the weld, perhaps
resulting in scrap or the shipping of bad parts” [120].
Laser sensors (such as the CSS Weld Sensor [120]) have been developed that use
structured light to locate the joint position with accuracies claimed as high as 0.025
mm . It is further claimed that this particular sensor is capable of determining joint

width and depth, which can be used for online control of the welding parameters, and
the seam information can be used for trajectory correction. The circular trace of this
sensor allows the position of all faces to be determined in one measurement [120],
which can overcome some of the problems with edges and corners discussed earlier.
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Figure 2.25 Joint location determination using lasers [120].

When used for seam tracking, laser-based vision systems use structured light “projected
ahead of the travelling arc, normally at a distance ranging between 20-55 mm ” [22].
These systems are claimed [22] to be capable of detecting and following sheets as thin
as 0.6 mm [121] up to plates 20 mm thick [122,123], with accuracies between 0.3-0.8
mm , and tracking speeds (at this level of accuracy) up to 3 m / min .

According to Kargas et al [22], there are three laser sensor types commonly used for
seam tracking:
1.

Point sensor: a phototransistor point sensor is oscillated across the weld line and
the sensor’s position is correlated with reflected light intensity to obtain gap
information and joint position. The intensity of reflection may be reduced by
surface oil and dirt.

2.

Array sensor: a single linear array of photodiodes is arranged at a fixed angle to
the structured light source and uses the fact that any change in height ( ∆H ) from
the base will result in the reflected light being received in a different diode in the
array (triangulation principle). The accuracy of the system is dependant on the
quality of the optics used and is directly proportional to the diode spacing which
can be as small as 0.25 mm [124].

3.

Area sensor: structured laser light scanned at high frequencies across the weld
line is captured by a CCD camera, and by using the triangulation principle, 3D
profile information can be obtained.
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Figure 2.26 Point sensor schematic [22].

Figure 2.27 Array sensor schematic [22].

(a)

(b)

Figure 2.28 Seam tracking using lasers: (a) [125]; (b) [29].
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Figure 2.29 Area sensor schematic [22].

2.7.2.5.2

Non-Laser-Based Systems

A few attempts [126,127] have been made to develop vision systems using unstructured
light [22]. Kargas et al [22] detail how these systems have “evolved from 2D pattern
recognition vision systems”, and were “mainly developed for joint location”. Further,
they detail the steps required for 2D correction shifts using unstructured light:
1.

Capture initial well-illuminated image prior to welding.

2.

Identify target image or pattern (i.e. weld line/seam) prior to welding – during
welding the intense arc light saturates the captured image and no useful data can
be obtained without appropriate filtering.

3.

Calibrate the robot position and image coordinate system.

Using this approach, joint search systems were developed that were able to
accommodate shifts of 2.5 mm between the position of the weld line and the
programmed path with 1 mm repeatability [22]. Detection times (including the binary
image processing) of less than 3 seconds were claimed [22].
Some sensor information is detailed in Table 2.4 and their relevance to the current
application is discussed in the following section.
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Table 2.4 Sensor information [128].

Sensor Type

Range (indicative)

Resolution (indicative)

Reproducibility (indicative)

Capacitive

Proximity sensors

< 25

Encoders

Linear

< 1.7 km

Rotary (absolute)

32,768 steps / rev

Rotary (incremental)

10,000 pulses / rev

Wire draw

< 50 m

Inductive

Proximity sensors

< 60

±10%

Magnetic

Proximity sensors

< 70

±1%

Optoelectronic

Colour sensors

< 1,000

Contrast scanners

< 150

Distance sensors

< 1.1 km

Luminescence scanners

< 300

Position finders

200-2,000

Proximity sensors

< 3,500

Reflex sensors

< 55 m

Accuracy (indicative)

±5%
0.1

0.05/0.025

±1 step

±10
1

±6

±10
±0.15

Tactile

Mechanical sensors

Ultrasonic

Distance sensors

60-2,000

0.36

±0.15%

±2% error

Proximity sensors

30-8,000

0.36-1.0

±0.15%

±2% error

Units are millimetres ( mm ) unless stated otherwise
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2.7.3

Sensor System Summary

Boillot et al [75] reviewed many of the issues regarding sensors for automated
applications and provide an informative summary. These authors believe, “offline tasks
such as program optimisation and modelling will [in the future] be vision assisted”,
leading to improved quality and “uniformity of the products while reducing the
programming time and the human resources”. Further, “it appears obvious that vision
systems, particularly those based on triangulation via active vision, will be predominant
in the near future”. Vision systems can increase flexibility with “the ability to yield
information that can be used for more than a single adaptive function”. These authors
state: “this does not rule out other sensors, particularly those relying on the arc signature
but, because of the extensive data that can be provided by vision systems and
considering that their price is constantly being reduced, they are becoming the most
useful intelligent sensors able to perform, when coupled with robots, high-speed, highquality, arc or laser welding, etc”.

2.8

Profilometry

In hydro repair situations, surface scanning is necessary to determine the wear pattern
before welding, and to check the profile after welding. Pre-weld scanning is used to
identify damaged areas and determine the robot path. The options for pre-weld scanning
are detailed below.

2.8.1

Surface Scanning Techniques

An alternative approach to programming is possible if positional information can be
obtained from the workpiece using digitisation equipment. The literature on surface
scanning techniques has been reviewed and some relevant options for robotics and
welding are discussed below.
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2.8.1.1

Coordinate Measuring Machine (CMM)

The CMM is a dedicated touch-based measuring device that can be operated manually
or by CNC control. A touch probe follows the surface and the coordinates ( x , y , z ) are
determined by the angle of the linkages. Manually, accurate profiling can be exhausting
with a large amount of sample points needing to be taken. The CNC controlled CMM is
well established in metrology but is rarely used in-situ. The costs involved in CMM are
relatively low; however, flexible automation is very difficult to implement.
Portable CMMs have been developed that are more appropriate for in-situ applications,
such as the ROMER CimCore scanning arm [129] and the Microscribe Digitizer [130].
A functional description of several specific portable CMMs is given in appendix section
10.7.

2.8.1.2

CT Scanner

The CT scanner uses X-rays to determine the 3D object surface profile. Digitised
information on the attenuation of the X-rays passing through the illuminated plane at
various angles and at various times during rotation is used to mathematically reconstruct
a 2D density map of the sample. A 3D structure can be recorded by sequentially
imaging many 2D ‘slices’ of a specimen. Software is available that generates the 3D
images and allows for digital manipulation and exportation/integration into CAD/CAM
programs. The use of this technique is restricted by the safety hazards associated with
the use of X-ray radiation.

2.8.1.3

Laser Scanners

Laser scanners are non-contact optical devices that use the triangulation principle. Laser
lines are projected on the surface to be scanned and along each line hundreds of points
are measured and recorded. This results in a matrix of data from which a surface can be
interpolated. Large areas can be scanned very accurately by this method. Alternatively,
the distance may be measured by the deflection (scatter) of the laser beam. In this case
only a single measurement point is recorded.
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3D laser scanners produce scanned data in point-cloud format for manipulation in CAD
software, and more recently, software has been released that converts strings of 3D
coordinate data into a robot program.
Laser scanning is the most commonly used scanning technique in reverse engineering.
A functional description of several specific 3D laser scanners is given in appendix
section 10.7.

2.8.1.4

Multi-Cameras

Surface scanning by multi-cameras is a non-contact scanning technique. Structured light
is projected onto the surface to be scanned from which the 3D object surface profile can
be determined. With this technique, the computational difficulties of handling a large
number of individual 3D points are overcome. The technique requires multiple cameras
and therefore the overall size of the equipment may be relatively large.

2.8.1.5

Pre-Weld Grinding for Surface Mapping

Force feedback data can be obtained during pre-weld grinding and used for surface
mapping. Contour information can be digitally stored and used for the welding process.

2.8.1.6

Touch-Sensing

Various power supply manufacturers produce robotic GMAW equipment that
incorporates touch-sensing capabilities. They utilise through-arc technology to sense
when the wire tip touches the surface to be mapped. Commonly a 20-50 V signal is
used however if mill-scale is particularly heavy, higher voltage levels can be set. Such
systems are claimed [16] to be highly accurate when used in conjunction with a robotic
push-pull torch. This technique avoids the need for pre-scanning with a separate contact
probe.
Industry feedback [131] has indicated that when possible, the wire should not be used as
the searching sensor because the wire is flexible and it cannot be guaranteed that it will
always be in the same position. The cast of the wire will also affect tip position if a long
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stickout is used. Another problem which arises when using the wire as the touch-sensing
probe is that the wire may retract (even when a push-pull wire feed system is used),
therefore affecting accuracy. This can be avoided by using a solid probe or by using the
contact tip or gas shroud. The gas shroud may be used when touch-sensing by making a
minor wiring modification and is the preferred choice [131]. For limited-access
searching where it is not feasible to use the gas shroud, the wire may be used in
conjunction with an automatic wire cutter to ensure consistent wire stickout. Kargas et

al [22] state “to achieve reliability, the tip of the wire needs to be trimmed to a
consistent length prior to the joint search operation for acceptable accuracy”.

2.8.1.7

Ultrasonic Sensors

Robot mounted non-contact ultrasonic sensors use pulsed or continuous ultrasonic
signals, and are more suitable for distance measurements than surface scanning due to
the large number of measurements involved in the latter. Scanning of complex or
irregular shapes is difficult due to scattering of the waves, although post-weld NDT can
utilise this equipment; therefore, increasing the functionality of the unit. Surface
coupling may also be a problem in automated applications.

2.8.2

Profile Measurement for Hydro Turbines

For mechanised in-situ repair of hydro turbines the equipment must be compact and
robust. The chosen scanning device must be relatively small and portable, accurate, and
faster to implement than manual scanning. Also, the digitised data must be in a suitable
form to import into CAD/CAM software.
CMM is time consuming, hard to automate, and considered unsuitable for this situation.
Dedicated laser scanning equipment is the fastest and most accurate scanning method
available, with the ability of scanning large areas at once. However, their cost at
AUD$80,000 is prohibitive and industrial robustness may be of concern. The large
relative size of multi-camera and CT scanning equipment limit their use in this situation.
Ultrasonic scanning is difficult with potentially irregular surface damage. Recent
commercial touch-sensing systems remove the need for add-on surface scanning
systems and thus eliminate some system complexity. No additional equipment is
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necessary as the welding torch provides the mapping feedback and thus the payload
constraint is greatly minimised.
If automated grinding is necessary, a quick tool change device will be required. Such a
device is estimated to cost AUD$10,000. Scanning and simulation software would also
need to be developed, which when interfaced with the robot, would be capable of
scanning the cavitated area and exporting the data to a computer. A 3D model of the
workspace may also be needed for import into the program for collision detection.

2.9

Robotic Repair Systems

Bearing in mind the ability of robotic systems to remove welders from the usual
welding hazards (reducing OH&S risks) and provide improved control of quality and
consistency, it is not surprising that several attempts have been made to utilise robots in
repair situations. With the use of offline or adaptive programming techniques, it is
feasible to apply robots in ‘one-off’ repair situations. It has been shown by Siminski
[132] that weld repair of worn components is feasible using conventional robotic
welding systems. Derwort [133] demonstrated the feasibility of robotic repair for worn
crawler shoes in the mining/excavation industry and identified the current limitations
whilst Calkhoven [134] reviewed the feasibility of in-situ repair of hydro turbine
runners.

2.9.1

Portable Robots

Large workpieces such as hydro turbine runners (or immovable objects such as
cemented-in pump casings) generally cannot be easily moved to robotic welding cells so
portable robots have been investigated [49]. Portable robots are now used extensively in
shipbuilding [135]. “A new generation of autonomous portable robots is already
considered as an attractive alternative to field welding as it offers the possibility of
replacing workers whose reluctance is growing towards uncomfortable, unpleasant, and
at times, hazardous environments” [75].
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2.9.2

Dedicated Welding Machines and Tractors

Arc welding machines are available which although are not as “mechanically flexible as
robots, do utilise similar sensing, programming, and control capabilities” [49]. For
example, the University of Wollongong has developed a simple torch-carrying tractor
for pipe welding which runs on a joint aligned track, and uses CTWD measurement for
adaptive control [136].

Figure 2.30 NB-2SV portable butt welding machine [81].

Several Japanese companies, Noboruder [81] for example, have designed many compact
portable welding machines for fillet, T-joint, and butt weld preparations (see appendix
section 10.2). Figure 2.30 shows the Noboruder NB-2SV which is a portable trackbased welding machine. Some of the smaller machines are 200 mm wide allowing
operation in small and hard-to-reach places which makes these units very attractive for
in-situ applications.

2.9.3

Robotic Repair of Crawler Shoes

Derwort [133] detailed the wear mechanisms and wear locations on crawler shoes used
in the mining industry. Plastic deformation, adhesive friction, and abrasive wear were
identified as the most common wear mechanisms on crawler shoes, occurring on the
roller paths, drive lugs, and guides (see Figure 2.31). Due to the irregular wear patterns
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on crawler shoes, Derwort [133] machined the damaged surfaces to a “known
dimensional accuracy” prior to welding. Simple metal build-up using pad welds were
used for the crawler shoe repair. The procedure adopted by Derwort [133] included:
1.

Pre-weld blasting, NDT, gouging and grinding to remove cracks.

2.

Pre-weld workpiece machining to provide uniform height and remove deformed
and damaged material.

3.

Robotic welding using gas shielded FCAW.

4.

Post-weld grinding/detailing.

Figure 2.31 Crawler shoe showing excess material at edges (metal flow).

Figure 2.32 Crawler shoe in robotic welding cell prior to welding [133].
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Figure 2.33 Crawler shoe after robotic welding but prior to grinding/detailing [133].

The work by Derwort [133] on crawler shoe reclamation highlighted some of the
problems associated with modern robotic repair, in particular, excessive robot
programming time. As crawler shoes (in general) have irregular wear patterns, they
were machined to a ‘known shape’ prior to welding. A pre-developed robot program for
the ‘known shape’ was used, thus avoiding the need to reprogram the robot for every
different-shaped wear area. It was concluded that robotic welding was the most feasible
method of repairing crawler shoes since the damaged areas are not usually complex and
can be orientated for welding in the down-hand position. The setup used and an
example of a repaired crawler shoe is illustrated in Figure 2.32 and Figure 2.33,
respectively.

2.9.4

Robotic Repair of Hydro Turbine Runners

Another example of the use of a portable robotic device is for the repair of hydro turbine
runners. The runners are similar to those previously discussed in section 2.2. Calkhoven
[134] reviewed the feasibility of robotic in-situ repair of hydro turbine runners, and
noted that restricted work space affects the choice of robot and scanning equipment.
Magnier & Segura [137] explain that dismantling a hydro turbine and removing the
runner is a major overhaul operation due to the location and weight of the runner and
this is confirmed by researchers at two Canadian hydro utilities: Hydro Québec and
Ontario Hydro. Further, Newell [138] explains how repairing components in-situ or onsite using current robotic welding technology potentially has significant advantages and
cost benefits.
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Welding of damaged turbine runners followed by profile machining was robotised at
Electricite de France (EdF) in the 1980’s [137]. Initially, the robots were programmed
by manual learning but because of the geometry of the turbine wheels and the type of
paths to be covered, this learning proved tedious. Moreover, the operator had to remain
in the immediate vicinity of the robot in order to monitor its work visually, which was
difficult to reconcile with safety regulations associated with the use of robots. Thus the
need for remote automation was justified [137]. The work of Magnier & Segura [137]
indicates that compared to other applications, repairs to hydro turbine wheels presents
several specific requirements, in particular, sensing of characteristic points. Despite the
repositioning carried out, the calculated weld paths could not be transmitted directly to
the robot because of robot precision problems (already discussed) as well as differences
in relation to the measured profile. A solution given consisted of automatically sensing
the characteristic points which are used to define the orientations of the tool [137]. The
mapping was achieved by the detection of an electric current as the tool touched the
wheel. The corresponding point was then stored.
Due to the limitations of conventional robots for hydro turbine repair applications,
several attempts have been made to design special purpose equipment. One robotic
welding system developed specifically for turbine repair is the SCOMPI. An extensive
research and development project was commenced in 1985 by Hydro-Québec and
Ontario Hydro to develop a compact robotic system for the in-situ weld repair of
cavitation damage in hydro turbine runners. This involved:
1.

Air-arc gouging and grinding to remove unsound material.

2.

Adaptive welding to fill the gouged-out area.

3.

Final grinding to achieve the required profile.

This research program led to the development of a lightweight and portable track-based
robot called SCOMPI (Figure 2.34). The compact 6-axis manipulator (model 345C)
weighs approximately 30 kg . The literature [139] claims SCOMPI is capable of
performing grinding operations and welding on complex shapes with 0.002 mm
resolution and 0.2 mm repeatability. Further, it is claimed that the robot is compact
enough to be able to operate between Francis runner blades 250 mm apart. For each
application, a track is bent to the required contour to suit the particular turbine and may
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be tack welded to the blade (see Figure 2.34).

Figure 2.34 SCOMPI [19].

Figure 2.35 SCOMPI grinding operation [19].
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The curvature of the track defines a curved reference surface; however, because the
reference surface may differ slightly in curvature from the true surface, real-time
monitoring and control of voltage and current is used to automatically adjust the robot
head position relative to the work surface.
It is claimed [139] that the SCOMPI welder-friendly programming interface is adapted
for fast on-site programming. The main control computer is located in a ‘clean area’
away from the repair site and is operated via a pendant near the job. Separate tools have
been adapted for gouging, welding, and grinding. An adaptive grinding force control
system is used for grinding and polishing operations.
A water-cooled, lightweight air-arc gouging tool was designed incorporating an autofeed electrode magazine. During grinding a force/moment sensor is used to monitor and
maintain a constant applied grinding force. Grinding may be done with a commercially
available electric or air-powered grinder as shown in Figure 2.35. A water-cooled torch
for pulsed GMAW is used for high quality all-positional welding [5]. The SCOMPI
robot is shown in Figure 2.36 performing a welding operation.

Figure 2.36 SCOMPI welding operation [19].
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Manual online robot programming is used for the SCOMPI system whereby the
operator defines a polygon around the area to be repaired by moving the robot’s head
around the perimeter; storing the vertices of the polygonal contour in a robot program
(see Figure 2.37). This programming method is teach-by-doing programming and has
been discussed previously in section 2.6.5.1. Tracing errors cannot be corrected using
this programming method so an experienced operator must perform this step.

Figure 2.37 Schematic of polygon contour technique [140].

The SCOMPI system requires the development of an extensive knowledge-base of
empirical data for each of the tasks to be performed. To calculate the weld paths, a
cavity-fill path planning technique is used based on a layer-by-layer approach starting
by initially mapping the cavity in relation to the surface (see Figure 2.38) [5].

Figure 2.38 Cavity-fill path planning [141].
71

Literature Review

2.10

Summary

Hydro turbines inevitably suffer from cavitation and regular, periodic repair is necessary
to prolong plant life and maintain optimal efficiency. Manual repair is possible and a
wide range of cavitation resistant alloys have been developed for manual and semiautomatic (GMAW/FCAW) processes. Automation of repair is highly desirable
primarily for OH&S reasons. The most obvious automation solution for wear
reclamation is the use of programmable systems such as robots. Several attempts have
been made to automate the repair process and although some have been successful, they
have some limitations in turbine repair situations. The available systems have been
evaluated and most of the potential problems relate to the need for adaptive control and
‘one-off’ programming. Sophisticated robotic systems with fast offline programming
techniques, together with the use of digitisers and adaptive control techniques offer new
possibilities. The current work seeks to make use of recent robot developments (such as
enhanced communication and vision equipment) to improve the feasibility of in-situ
repair by robot, and particularly, the ability to adapt to variable workpiece geometry (or
irregular wear patterns) and reduce programming time.
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3.1

Introduction

The following chapter describes the test cell which was assembled to test the feasibility
of direct robot programming using touch-sensing and video profilometry.
The main components of the cell are shown schematically in Figure 3.1.

Figure 3.1 Robotic welding cell schematic.
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The main components consist of:
●

ABB IRB1400 6-axis articulated robotic arm.

●

ABB S4C robot controller.

●

AVT Marlin F-046C CCD Camera.

●

Fronius TransPulsSynergic 4000 multi-process power supply.

●

Fronius VR 4000 wire feed unit.

●

Fronius Robacta 500 push-pull torch.

●

Fronius Rob 5000 I/O interface.

●

Mock-up section of turbine runner.

●

PC with Pentium processor, Windows, Ethernet adapter, serial port.

●

Welding data acquisition and supervisory control system.

Further details of the cell components are given below.

3.2

Robot Package

The ABB IRB1400 robot used in this work is a conventional 6-axis articulated robotic
arm. Figure 3.2 shows the axes of motion of the IRB1400 robot (see appendix section
10.1 for detailed robot specifications).

Figure 3.2 ABB IRB1400 [142].
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Additional arc welding functions were purchased with the robot system which provided
for process tuning, arc on/off, wire burnback, and weld weaving. Network
communications hardware was purchased for the robot controller, which in conjunction
with proprietary software development tools, allowed applications to be developed for
remote control, online process control, and offline programming of the robot.

Figure 3.3 ABB S4C robot controller and teach pendant.

Figure 3.3 shows the ABB S4C robot controller and teach pendant. The robot may be
programmed online with the teach pendant or offline with a PC. The program is then
loaded or downloaded to the robot controller. Program execution can be initiated via the
teach pendant or the control software (discussed later in section 4.2).

3.3

Camera

A torch-mounted CCD camera was used to capture live video and take photographs for
the damage identification and weld path generation software (discussed later in sections
4.3 and 4.4). Being torch-mounted, the position of the camera can be determined at any
time relative to the TCP (Tool Centre Point) coordinates. This allows calibration of the
captured image data.
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Welding torch

Robot arm

Camera

Figure 3.4 AVT Marlin F-046C torch-mounted CCD camera.

Figure 3.4 shows the camera mounted on the welding torch. The AVT Marlin F-046C
colour CCD camera used has an IEEE-1394 (FireWire) connection to the PC allowing
high data transfer rates (up to 400 Mbps ). Power is supplied to the camera though the
6-pin FireWire cable which is advantageous since additional cables attached to the
welding torch (and/or ancillary equipment) would increase weight and affect joint
dynamics, and reduce positional accuracy. The lens used was a C-mount 12 mm focal
length lens with 16-1.4 aperture and 0.3-∞ m focus range.

3.4

Welding System

The complete welding system used included a Fronius TransPulsSynergic 4000 multiprocess power supply, a top-mounted Fronius VR 4000 wire feed unit, and a Fronius
Robacta 500 water-cooled push-pull torch. The shielding gas used for most of this work
was Argoshield Universal (16% CO2 / 2.8% O2 / 81.2% Ar). Although a series of
cavitation resistant alloys were evaluated, the filler wire used for the programming trials
was a 1.2 mm plain carbon steel 70S6 type. The process used for this work was mainly
pulsed GMAW due to its ability to accommodate out-of-position welding.
The Fronius TransPulsSynergic 4000 multi-process power supply and the Fronius VR
4000 wire feed unit are shown in Figure 3.5. The power supply was retrofitted to the
robot using the Fronius Rob 5000 standard I/O interface, which was supplied with a few
pre-compiled executable programs.
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Figure 3.5 Fronius TransPulsSynergic 4000 power supply
and Fronius VR 4000 wire feed unit.

Although no Software Development Kit (SDK) was included with the equipment
(emphasising the ‘closed structure’ of vendor-supplied systems discussed earlier) the
software tools supplied were found to be useful on their own. A brief description of the
relevant programs is given below.
The WinRCU (Windows Remote Control Unit) program (a screen from which is shown
in Figure 3.6) allows operation of what is effectively the front panel of the power supply
via the PC. Parameters such as wire feed speed, voltage, inductance, etc, can be set with
this program. The Robot Visualise program (a screen from which is shown in Figure
3.7) displays the power supply status and welding parameters.
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Figure 3.6 Windows Remote Control Unit (WinRCU).

Figure 3.7 Robot Visualise.
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Figure 3.8 LocalNetOPC Server.

The LocalNetOPC Server program (as shown in Figure 3.8) is able to monitor and log
average welding parameter values at 10 Hz . Although the LocalNetOPC software can
accommodate certain other equipment types from the same manufacturer, none of the
supplied programs offer any integration possibilities with other vendor equipment or
software. This is a common issue with proprietary software, and although the individual
programs perform their dedicated task well singularly, an integrated customisable ‘allin-one’ solution is not available.

3.5

Testpiece

For the experimental work, a mock-up section of a Francis turbine runner was
constructed. The mock-up section was based on the dimensions of a low head turbine
runner from Bendeela Power Station (shown in Figure 3.9). Reduced experimental setup
time was achieved by incorporating a replaceable testpiece (shaded green in Figure
3.10).
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Figure 3.9 Low head Francis runner – Bendeela Power Station.

Figure 3.10 Mock-up section of turbine runner in laboratory.
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Simulated
cavitation
damage

(a)

(b)
Figure 3.11 (a) Turbine runner showing cavitation damage;
(b) mock-up runner with simulated damage.

For the experimental work, random areas of the replaceable testpiece were gouged out
or irregularly milled to simulate typical cavitation damage as shown in Figure 3.11b. In
most (real) repair situations, pre-weld grinding of the damaged areas is performed, so
simulating the damage on the testpiece in this manner provided a realistic scenario for
repair by welding.

3.6

PC System

Two PCs were used over the course of the work. Initially, a low-cost desktop PC with a
Pentium II 600 MHz processor, Windows 98, Ethernet adapter, serial port, 20 GB hard
drive, and 384 MB memory was used. This PC was quite adequate for most of the
experimental work and software development. However, once the camera was
purchased and installed, a FireWire port was needed on the PC to connect with the
camera. At this point, a laptop computer with a FireWire port was obtained and
subsequently used to carry out all tasks of the desktop computer. The medium-cost
laptop computer has a Pentium M 1.7 GHz processor, Windows XP, Ethernet adapter,
serial port, 60 GB hard drive, and 1024 MB memory. The extra storage capacity,
memory, and processing speeds were important for the image capture and analysis
component of the work.
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3.7

Data Acquisition

A passive data acquisition system was used for weld process monitoring. Current,
voltage, and wire feed speed reference signals were processed in a signal conditioning
unit, then input to the DAQ card in the PC. When using the desktop PC, a National
Instruments AT-MIO-16E-10 ISA card was used, and when using the laptop computer,
a National Instruments DAQCard-6062E PCMCIA card was used. The software tools
used were LabVIEW 7.0 from National Instruments and MATLAB 7.0 from The
MathWorks. These allowed software to be developed for weld process monitoring and
DAQ card configuration, and interactive GUIs.
With different manufacturers for the power supply and robot system, control limitations
arose because each manufacturer had a different definition for the control parameters in
welding. For example, where the robot controller has an output for ‘welding voltage’
( V ) the power supply has an input for ‘arc-length correction’ (%). Similarly where the
robot controller has an output for ‘welding current’ ( A ) the power supply has an input
for ‘welding power’ (%). Therefore, software needed to be developed to interpret the
requirements of the operator and to control the process accordingly. The software
required was developed during the course of this work for online process control of such
things as arc-length correction and welding power adjustment. If for example, the
operator intends to trim the welding current online, the interpretive software converts
the trim level required to a ‘welding power’ reference value that the power supply can
utilise. There was also a mismatch between the numbers of I/O channels on the robot
controller and the welding power supply which further restricted the system. It became
evident that an independent PC controller could offer a solution to these interfacing and
application difficulties.
A description of the various software components that make up the final solution is
given in chapter 4. Applications were developed for process control, image acquisition,
damage identification, and automatic weld path and robot program generation.
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3.8

Summary

The test system comprised a series of commercial modules but it was necessary to
develop communication interfaces to allow the various system components to interact.
The robot controller / power supply wiring tables and welding cell physical connection
diagram is shown below.

Unit function

Signal name
Out ch 1
Out ch 2
Out ch 3
Out ch 4
Out ch 5
Out ch 6
Out ch 7
Out ch 8
0V for out 1-8
24V for out 1-8

Opto. isol.

X1
Pin Customer conn.
1
2
3
4
5
6
7
8
0V
9
24V
10

X2
Signal name
Pin
Out ch 9
1
Out ch 10
2
Out ch 11
3
Out ch 12
4
Out ch 13
5
Out ch 14
6
Out ch 15
7
Out ch 16
8
0V for out 9-16
9
24V for out 9-16 10

Unit function
Opto. isol.

Signal name
AN_ICH1
AN_ICH2
0V
0VA
AN_OCH1
AN_OCH2

Signal name
In ch 1
In ch 2
In ch 3
In ch 4
In ch 5
In ch 6
In ch 7
In ch 8
0V for in 1-8
Not used

X6
Pin
1
2
3
4
5
6

Not connected
JOB/PROGRAM SELECT
MODE 0
MODE 1
MODE 2
SOURCE ERROR RESET
ARC ON
WIRE FEED
GND SECONDARY
+24V SECONDARY

GAS TEST
JOB/PROGRAM BIT 0
JOB/PROGRAM BIT 1
JOB/PROGRAM BIT 2
JOB/PROGRAM BIT 3
JOB/PROGRAM BIT 4
JOB/PROGRAM BIT 5
JOB/PROGRAM BIT 6
GND SECONDARY
+24V SECONDARY

X3
Pin Customer conn.
24V
1
2
3
4
5
6
7
8
0V
9
10

Explanation
For test purpose only
For test purpose only
0V for In 1-2
0V for Out 1-2
Out ch 1
Out ch 2

DI
DI
DI
DI
DI
DI
DI
DI

DI
DI
DI
DI
DI
DI
DI

X2.7
X11.1
X11.2
X11.3
X11.4
X11.5
X11.6
X11.7

POWER SOURCE READY
Not connected
TOUCH SENSING
Not connected
MAIN CURRENT SIGNAL
Not connected
CURRENT FLOW SIGNAL
Not connected
GND SECONDARY
Not connected

WELDING CURRENT +
Not connected
WELDING CURRENT WELDING POWER ARC LENGTH CORRECTION WELDING POWER +
ARC LENGTH CORRECTION +

DO X2.14
DI X8.7
DO X8.9
DO X2.12

AO X2.3
AO
AI
AI
AI
AI

Figure 3.12 Robot controller / power supply connections.

84

X8.6
X2.6
X8.1
X8.2
X8.5
X2.4
X2.11
X7.2
X7.1

X2.10
X2.8
X2.9
X2.1
X2.2

Experimental Robotic Welding Cell

Figure 3.13 Welding cell connections.
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4.1

Introduction

In the current investigation of robotic weld repair of worn components containing
unpredictable and variable surface profile, the robot programming task was more
complex than conventional weld programming; requiring adaptive offline programming
and/or online adaptive control. Suitable functions for these situations are uncommon in
standard robot or welding packages. The capabilities of the available hardware and
software systems were therefore evaluated and a prototype demonstrator was assembled
and tested.
As a result of this evaluation it was found necessary to develop several different
software modules to handle different events and tasks. The software developed
included:
●

Communications and control software for file transfer, I/O manipulation, and
process monitoring.

●

Image acquisition supporting live video streaming and still image photography.

●

Damage identification using image data.

●

Rapid weld path generation using image data.

●

Rapid robot programming using generated weld paths.

When used simultaneously or sequentially, these software modules allow an automated
weld repair to begin within minutes. A description of these modules follows.
4.2

Control Module

For this application it was necessary to provide a PC-based control system for the cell in
order to integrate monitoring and control of the robot, profile measurement, and control
of the GMAW package. Although a specific software solution was developed for
interfacing equipment in the robotic welding cell, it is likely that the approach could be
adapted to other welding and non-welding applications involving the networking of
processing equipment.
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4.2.1

Application Requirements

A review of application requirements identified the key features to be incorporated into
the software interface. System security is a priority so password protection is necessary.
The ability to change job or program number is required, and to set the key parameters
for the welding operation (such as current and voltage) as well as real-time adjustment
for tuning purposes. Status information (including fault data) on both robot and
controller is important and positional information on the coordinates of the wire tip is
also required. A key functional requirement of the system is the ability to collect and
manipulate data on the wear profile in order to adjust the robot path and welding
parameters. These requirements formed the basis of a functional specification for the
system design.
4.2.2

System Design

The target system design involved consideration of communications, equipment
interfacing, the functional specification, and the user interface.
4.2.2.1

Communications

Two methods were considered here for data transfer and communications. Microsoft
Dynamic Data Exchange (DDE) technology is commonly used for small amounts of
data and is widely supported. However, along with their ASP (discussed in section
2.6.2), ABB released a library of ActiveX controls (OCXs) in a package called
RobComm which can be incorporated into Microsoft Visual Basic. In the current work,
equipment communications was facilitated by Ethernet adapters using TCP/IP and RAP,
and a serial RS232C connection for the power supply proprietary software (described in
section 3.4).
4.2.2.2

Development Technologies

Various development models and architectures are available including Component
Object Model (COM), Object Linking and Embedding (OLE), ActiveX controls, and
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Common Object Request Broker Architecture (CORBA). With the seamless
interoperability with other types of COM components and services, ActiveX is the
preferred choice. Microsoft Visual Basic supports ActiveX object programming and
was the development environment used.
4.2.2.3

Implementation

The GUI for the control software was developed in Microsoft Visual Basic and provides
the operator with an intuitive user-friendly console. The software incorporates a login
screen (Figure 4.1) which provides password protection for entry to the package.

Figure 4.1 Login screen.

Figure 4.2 Main screen.
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Figure 4.3 Status information.

Job numbers are selected and welding parameters adjusted via the main screen (Figure
4.2). Robot positional information is available on demand. Both status information and
fault conditions are continuously monitored and updated, and for example, on receiving
a StatusChanged event the user is alerted and a description displayed (Figure 4.3).

Figure 4.4 I/O manipulation.
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Figure 4.5 File Explorer.

Analogue and digital I/O channels can be viewed and modified in real-time (Figure 4.4).
A Windows-like ‘File Explorer’ module was designed to allow the user to navigate
through the directories on the robot controller and local hard drives (Figure 4.5). Files
may be created, deleted, or copied to different locations with this module.
Robot programs may be selected and downloaded directly to the robot controller for
execution or opened for editing on the PC. This is particularly useful for text-based
offline programming (Figure 4.6) and system backups. The editing tool has a Multiple
Document Interface (MDI) which allows the user to have several files open at a time.
This enables quick text selection and the copying and pasting of existing code between
programs.
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Figure 4.6 Text-based offline programming.

Figure 4.7 Program details (Excel link).

Data management and collaboration between different applications for different
equipment is also a feature of the software. A Microsoft Excel link is established on
startup giving the software interface access to Excel’s computational power and lookup
functions. The power supply has many preset programs from which the user can choose
so it is necessary to be able to remotely view specific program information. This is
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achieved through a standard Excel or SQL database connection (Figure 4.7). This
generation of robot controllers has quite limited storage capacity (~200 MB ) when
compared to that of a standard low-cost PC (20 GB ), and this is also true for processor
speeds. For these reasons, storing robot programs and welding databases on a central PC
can have significant advantages. This data can then be accessed using the developed
software interface when required.
4.3

Image Acquisition and Processing

To avoid problems with damage characterisation and provide consistent target
identification several programs were developed for live image acquisition and
processing. The SpotDot program can identify a small circular dot in a live video stream
and notify the user. The live video stream is displayed in the GUI of the software and
when the target dot is identified, a red rectangle is used to lock onto (enclose) the target.
An indicator on the front panel changes colour to alert the user that the target has been
found. A brief description of the software is now given followed by the program
flowcharts.
The SpotDot image acquisition module was written in LabVIEW (from National
Instruments) and has been compiled as a standalone executable program for the
Microsoft Windows platform. It can be loaded in the normal manner for Windowsbased programs. The basic GUI is shown in Figure 4.8.
Once the program has started, the user can choose to turn the camera on to acquire a live
image by switching the Camera button (1) to ON, or leave the camera off and use an
image already stored on the PC. After the Run button (2) is clicked, if the camera is
switched on, a live video stream is displayed in the viewing area (3). If the camera is not
switched on, a dialog box is displayed allowing the user to browse the local hard drives
and directories for an image, which is then displayed in the viewing area (3).
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Figure 4.8 SpotDot GUI.

Work initially concentrated on the recognition of the damage itself, but the inherent
problems associated with object recognition (lighting, reflective materials, etc) made
this quite difficult. Rules must be defined in the software for object recognition, but the
problem with evaluating damage in general is that damage is always unique in size and
shape, so to program a set of rules to detect arbitrary areas of damage is almost
impossible. There are different ways to handle this problem however.
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Damaged areas

Dots placed after inspection
indicating damage in this area

Figure 4.9 Small dots placed to indicate nearby damage.

One method investigated was to place a small circular dot sticker near a damaged area
on the workpiece (see Figure 4.9). The recognition of small dots is relatively easy to
program into software. The dots all being the same size and shape makes defining rules
for the recognition straight forward.
The robot may be programmed to move so that the field of view of the torch-mounted
camera is swept across the workpiece. Once the dot has been identified by the software,
it is tagged by a red target square in the on-screen viewing area (3); the robot movement
is then stopped, and the Target indicator (4) turns green (see Figure 4.10).
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Figure 4.10 Target identified.

Alternatively, there are certain filtering functions that can be performed on the image to
help identify features that cannot be easily found otherwise. Figure 4.11b shows the
result of applying a Sobel filter to an image. Notice the pronounced outline of the
damaged area to the right of the dot. Techniques like this simplify the recognition of
damage, but a higher level of intelligence (i.e. human intervention) is still required for
absolute assurance that what is found is indeed damage. This point is illustrated in
Figure 4.11b, where the chalk lines from Figure 4.11a are still quite obvious; and if left
up to software, may be erroneously identified as damage. Shadows, surface marks, or
slight deviations of surface profile, etc, all may be misconstrued in the same way. These
inherent problems reduce user confidence in object recognition systems to identify
exactly what is required. In this work, the identification of damage is left up to human
intelligence. If the small dot is placed near a damaged area, the recognition algorithm
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can inform the operator that damage is in camera view, and to take a photo. To initiate
the photo capture routine (QuickSnap.vi) the Stop button (5) is clicked.

(a)

(b)
Figure 4.11 (a) Unfiltered image; (b) Sobel filtered image.

The QuickSnap program can capture a still photograph from a live video stream. The
live video is displayed in a viewing window and a still photograph can be taken by
clicking the mouse button. The image is saved to disk and the weld path generation
program (WPGenUI.m) is loaded.
Figure 4.12 shows the QuickSnap GUI which was developed for taking a single colour
snapshot. The Snap button (6) takes the photo and saves it to disk.
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Figure 4.12 QuickSnap GUI.

The identification sequence is illustrated in the examples below followed by the
program flowcharts.
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Figure 4.13 Identification sequence.

Figure 4.14 Identification sequence.
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Figure 4.15 SpotDot program flowchart.
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Figure 4.16 QuickSnap program flowchart.
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4.4

RAPID Weld Path Generator

In this section, the acronym RAPID stands for Rapid Adaptive Programming using
Image Data. The RAPID Weld Path Generator program is explained below.
The RAPID Weld Path Generator software was written in MATLAB (from The
MathWorks) and has been compiled as a standalone executable program for the
Microsoft Windows platform. It can be loaded in the normal manner for Windowsbased programs. The basic GUI is shown in Figure 4.17. All figure axes have mm units.

Figure 4.17 WPGenUI GUI.

Once the program has started, the user must click the Load image button (1) to import
the image taken from the torch-mounted camera. The image is displayed in the software
(2) and the input boxes (3) for the weld bead geometry calculations become active. These
input parameters must be set before clicking the Pick Points button (5) as the input
boxes are deactivated afterwards (see Figure 4.18). When the input parameters are
acceptable the user can select between two drawing modes using the drop down list box
(4). The first mode is the Point mode which means after clicking the Pick Points button
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(5), wherever the left mouse button is clicked a circle appears on the display at that
point.

Red circles show where the
mouse has been clicked

Figure 4.18 Operation in Point mode.

Figure 4.19 Operation in Line mode.
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Figure 4.18 shows the software in Point mode. The other mode is the Line mode (see
Figure 4.19) which displays a line between 2 consecutive left mouse button clicks. The

Line mode is particularly useful when defining regions with straight or long edges.
Once the drawing mode has been selected and the Pick Points button (5) is clicked (as in
Figure 4.18 and Figure 4.19), the user defines a region around the damaged area with
the mouse. The left mouse button is used to define peripheral points and the right button
(or Enter key) exits the region definition mode. Note that when the right mouse button
is clicked on the image, this point is valid and becomes the last point in the set, whereas
if clicked outside the image region (invalid point) or when the Enter key is pressed, the
final point will be the last valid point selected with the left mouse button. Once the
region definition is complete the software calculates the weld paths necessary to fill in
the region and displays the paths on the screen.

Figure 4.20 Save program once weld paths are acceptable.

At this point the user is given the option to save the weld paths into a robot program
(see Figure 4.20). If the weld paths are acceptable and the user selects the save option,
the software will generate the robot program necessary to carry out the weld paths and
save it to disk.
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Figure 4.21 Error made when defining region.

Figure 4.22 Clear erroneous paths.

If an error is made when defining the region (usually visibly obvious as in Figure 4.21)
the user can select not to save the program and try again. If the program is not saved, all
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generated weld path data will be lost.
Although not required, it is useful for visual clarity to clear the erroneous paths with the

Clear button (6) before redefining the region. Figure 4.22 illustrates the Clear button
function which results in all generated data being cleared from memory leaving only the
original unaltered image (as in Figure 4.17). Once the region and weld paths are
acceptable and the program has been saved, the user can modify the generated robot
program by clicking the Edit program button (7).

Figure 4.23 Text-based program modification.

The operating system text editor is called to open the program (Figure 4.23) and the user
can modify the program and re-save if desired. However, this is not recommended, as
the generated program is already compiled and ready for execution on the robot
controller. Errors can be made by the user when editing the program rendering it
useless. An extensive knowledge of the native language of the robot controller is
necessary if this feature of the software is used.
Various other features are available under the menus at the top of the screen such as
zoom functions and curve drawing capabilities, but were not extensively used nor
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overly important in the development of the main function of the software – that being
rapid robot programming. Finally, the Exit button (8) shuts down the program.
The basic operation and output of the RAPID Weld Path Generator program has been
described above. The algorithms contained within the RAPID Weld Path Generator
program will now be explained in detail.

Figure 4.24 Viewing window size determination.

After an image file is loaded into the software using the Load image button, a set of
image axes is created according to the robot position relative to the workpiece. The size
of the viewing window (image) is camera and lens specific, and usually requires an
initial manual measurement. Once calibrated, a functional relationship can be
established between the viewing window size and camera offset. The viewing window
size is used as axes limits in the software, effectively calibrating the image. For
example, according to the camera position in Figure 4.24, a viewing window of 315 ×
235 mm would be obtained if the workpiece was 310 mm away, or 360 × 270 mm if
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the workpiece was 360 mm away. It should be noted that with fixed-focal length lenses
it is impractical to move too far away from the surface as image clarity/focus is
compromised.
Most of the menus and buttons on the front panel become active after loading a valid
image, including the input boxes for weld bead geometry calculations. Geometry such
as weld width and weld offsets can be determined from the input data: wire feed speed,
bead overlap, wire diameter, travel speed, and wire efficiency. The software proceeds to
check all input parameters are valid (numeric), and waits for the next command from
the user. With the image now visible in the display area of the software, a transparent
layer including the axes with the calculated limits is overlayed. Being transparent
enables the user to clear any erroneous weld paths and try again, without clearing the
image as well. If this layer was not included, whenever the Clear button is pressed the
image and calibrated axes would also be cleared. When the user clicks the Pick points
button all buttons and menus are deactivated until either the right mouse button is
clicked, or the Enter key is pressed.

Figure 4.25 Mouse click locations.
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Each valid mouse click is plotted on the overlayed axes in the display area (see Figure
4.25) and their coordinates are recorded. When a valid set of points has been defined
and the weld path generation routine is complete, the user can select to save the program
or clear the display and try again.
Within the region definition routine, the coordinates ( x , y ) of the mouse clicks are
stored as rows in a matrix (see Table 4.1). Certain operations are performed on the
matrix of coordinates to pick out valid points and discard invalid points. The matrix is
first sorted in ascending y value order, and this becomes the searching matrix (Table
4.2). At least two points are required for a line weld so if there are less than two points
in the matrix, an error message is displayed to try again.
Table 4.1 Unsorted coordinates.

Point

Coordinates

Table 4.2 Sorted coordinates.

Point

x

y

1

209.9344

55.4376

2

67.3523

3

Coordinates
x

y

3

94.1357

43.6214

116.8818

1

209.9344

55.4376

94.1357

43.6214

6

238.2932

114.5186

4

254.0481

186.9912

2

67.3523

116.8818

5

111.4661

164.9344

8

187.8775

133.4245

6

238.2932

114.5186

5

111.4661

164.9344

7

142.9759

244.4967

9

27.1772

171.2363

8

187.8775

133.4245

4

254.0481

186.9912

9

27.1772

171.2363

7

142.9759

244.4967

Starting from the lowest point on the screen (i.e. the point with the smallest y value
which is now the first row in the searching matrix), a search algorithm is performed to
determine the next valid point. Each time a point is found it is removed from the
searching matrix and put into an intermediate perimeter matrix, and the next search
begins from the location of the removed point. This continues until there are no points
left in the searching matrix (i.e. all valid points have been identified and removed). The
idea is to get the next closest peripheral point to form a closed boundary or region.
There are traps in the algorithm to eliminate invalid points such as internal points which
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will obviously not form part of the boundary.

Start here

Figure 4.26 Algorithm starts at lowest point.

The following table of extreme points (Table 4.3) are important in the search routine.
Table 4.3 Extreme points.

Point

112

Coordinates
x

y

Minimum y value

3

94.1357

43.6214

Minimum x value

9

27.1772

171.2363

Maximum y value

7

142.9759

244.4967

Maximum x value

4

254.0481

186.9912
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4.4.1

TopLeft Search

As the name implies, the TopLeft search basically searches in the region above and to
the left of the searching point. The TopLeft search is started from the lowest point
(Point 3). Point 3 is immediately removed from the searching matrix (Table 4.4) and put
into the intermediate perimeter matrix (see Table 4.5). Now, the search algorithm
determines if the furthest left point (i.e. point with minimum x value) is in the
searching matrix. When the furthest left point is not in the searching matrix, the
algorithm switches to the TopRight search (explained below). In this example, Point 9
has the minimum x value and is still an element of the searching matrix.
Table 4.4 Searching matrix.

Point

Coordinates

Table 4.5 Intermediate perimeter matrix.

Point

x

y

1

209.9344

55.4376

6

238.2932

114.5186

2

67.3523

116.8818

8

187.8775

133.4245

5

111.4661

164.9344

9

27.1772

171.2363

4

254.0481

186.9912

7

142.9759

244.4967

3

Coordinates
x

y

94.1357

43.6214

As the point with minimum x value (Point 9) is in the searching matrix, the algorithm
searches for points higher than (greater y value) and to the left (smaller x value) of the
current point (Point 3). The light-grey region in Figure 4.27 is the searching region.
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Figure 4.27 Searching region.

The following points (shown in Table 4.6) satisfy this condition:
Table 4.6 Filtered points matrix.

Point

Coordinates
x

y

2

67.3523

116.8818

9

27.1772

171.2363

The point in the filtered matrix with the smallest y value is then found (bottom-top
search). In this example, Point 2 has the smallest y value (see Figure 4.28) so is
removed from the searching matrix and put into the intermediate perimeter matrix (see
Table 4.7 and Table 4.8).
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Figure 4.28 Bottom-top search.
Table 4.7 Searching matrix.

Point

Coordinates

Table 4.8 Intermediate perimeter matrix.

Point

x

y

1

209.9344

55.4376

6

238.2932

114.5186

8

187.8775

133.4245

5

111.4661

164.9344

9

27.1772

171.2363

4

254.0481

186.9912

7

142.9759

244.4967

Coordinates
x

y

3

94.1357

43.6214

2

67.3523

116.8818

In the case where 2 points lie on the same horizontal line (same y value), the leftmost
point (point with smallest x value) is chosen (see Figure 4.29). This prevents problems
if the next search were to begin from the rightmost point.
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Figure 4.29 Bottom-top search special case – leftmost point chosen.

The minimum x value point (Point 9) is still in the searching matrix so the algorithm
performs as before. The light-grey region in Figure 4.30 is the new searching region.
The search matrix is filtered again to satisfy the TopLeft search criteria (see Table 4.9):
Table 4.9 Filtered points matrix.

Point
9

Coordinates
x

y

27.1772

171.2363

Again, the point in the filtered matrix with the smallest y value is then found. In this
example, only one point (Point 9) is in the filtered matrix; therefore, Point 9 is removed
from the searching matrix and put into the intermediate perimeter matrix (see Table 4.10
and Table 4.11). Once the furthest left point (Point 9 in this example) has been removed,
the search algorithm switches to the TopRight search.
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Figure 4.30 Searching region.

4.4.2

TopRight Search

As the name implies, the TopRight search basically searches in the region above and to
the right of the searching point. The TopRight search is started from the leftmost point
(Point 9 in this example). The search algorithm determines if the highest point (i.e. point
with maximum y value) is in the searching matrix. When the highest point is not in the
searching matrix, the algorithm switches to the BottomRight search (explained below).
In this example, Point 7 has the maximum y value and is still an element of the
searching matrix.
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Table 4.10 Searching matrix.

Point

Coordinates

Table 4.11 Intermediate perimeter matrix.

Point

x

y

1

209.9344

55.4376

6

238.2932

8

Coordinates
x

y

3

94.1357

43.6214

114.5186

2

67.3523

116.8818

187.8775

133.4245

9

27.1772

171.2363

5

111.4661

164.9344

4

254.0481

186.9912

7

142.9759

244.4967

As the point with maximum y value (Point 7) is in the searching matrix, the algorithm
searches for points to the right of (greater x value) and higher (greater y value) than
the current point (Point 9). The light-grey region in Figure 4.31 is the searching region.

Figure 4.31 Searching region.
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The following points (shown in Table 4.12) satisfy this condition:
Table 4.12 Filtered points matrix.

Point

Coordinates
x

y

4

254.0481

186.9912

7

142.9759

244.4967

The point in the filtered matrix with the smallest x value is then found (left-right
search). In this example, Point 7 has the smallest x value (see Figure 4.32) so is
removed from the searching matrix and put into the intermediate perimeter matrix (see
Table 4.13 and Table 4.14). Once the highest point (Point 7 in this example) has been
removed, the search algorithm switches to the BottomRight search.

Figure 4.32 Left-right search.
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Table 4.13 Searching matrix.

Point

Coordinates

Table 4.14 Intermediate perimeter matrix.

Point

x

y

1

209.9344

55.4376

6

238.2932

8

Coordinates
x

y

3

94.1357

43.6214

114.5186

2

67.3523

116.8818

187.8775

133.4245

9

27.1772

171.2363

5

111.4661

164.9344

7

142.9759

244.4967

4

254.0481

186.9912

In the case where 2 points lie on the same vertical line (same x value), the uppermost
point (point with greatest y value) is chosen (see Figure 4.33). This prevents problems
if the next search were to begin from the lowermost point.

Figure 4.33 Left-right search special case – uppermost point chosen.
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4.4.3

BottomRight Search

As the name implies, the BottomRight search basically searches in the region below and
to the right of the searching point. The BottomRight search is started from the highest
point (Point 7 in this example). The search algorithm determines if the rightmost point
(i.e. point with maximum x value) is in the searching matrix. When the rightmost point
is not in the searching matrix, the algorithm switches to the BottomLeft search
(explained below). In this example, Point 4 has the maximum x value and is still an
element of the searching matrix.
As the point with maximum x value (Point 4) is in the searching matrix, the algorithm
searches for points lower than (smaller y value) and to the right (greater x value) of
the current point (Point 7). The light-grey region in Figure 4.34 is the searching region.

Figure 4.34 Searching region.
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The following points (shown in Table 4.15) satisfy this condition:
Table 4.15 Filtered points matrix.

Point

Coordinates
x

y

1

209.9344

55.4376

6

238.2932

114.5186

8

187.8775

133.4245

4

254.0481

186.9912

The point in the filtered matrix with the greatest y value is then found (top-bottom
search). In this example, Point 4 has the greatest y value (see Figure 4.35) so is
removed from the searching matrix and put into the intermediate perimeter matrix (see
Table 4.16 and Table 4.17). Once the rightmost point (Point 4 in this example) has been
removed, the search algorithm switches to the BottomLeft search.

Figure 4.35 Top-bottom search.
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Table 4.16 Searching matrix.

Point

Coordinates

Table 4.17 Intermediate perimeter matrix.

Point

x

y

1

209.9344

55.4376

6

238.2932

8
5

Coordinates
x

y

3

94.1357

43.6214

114.5186

2

67.3523

116.8818

187.8775

133.4245

9

27.1772

171.2363

111.4661

164.9344

7

142.9759

244.4967

4

254.0481

186.9912

In the case where 2 points lie on the same horizontal line (same y value), the rightmost
point (point with greatest x value) is chosen (see Figure 4.36). This prevents problems
if the next search were to begin from the leftmost point.

Figure 4.36 Top-bottom search special case – rightmost point chosen.
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4.4.4

BottomLeft Search

As the name implies, the BottomLeft search basically searches in the region below and
to the left of the searching point. The BottomLeft search is started from the rightmost
point (Point 4 in this example). The BottomLeft search continues until there are no
points remaining in the search matrix.
The algorithm searches for points to the left of (smaller x value) and lower than
(smaller y value) of the current point (Point 4). The light-grey region in Figure 4.37 is
the searching region.

Figure 4.37 Searching region.
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The following points (shown in Table 4.18) satisfy this condition:
Table 4.18 Filtered points matrix.

Point

Coordinates
x

y

1

209.9344

55.4376

6

238.2932

114.5186

8

187.8775

133.4245

5

111.4661

164.9344

The point in the filtered matrix with the greatest x value is then found (right-left
search). In this example, Point 6 has the greatest x value (see Figure 4.38) so is
removed from the searching matrix and put into the intermediate perimeter matrix (see
Table 4.19 and Table 4.20).

Figure 4.38 Right-left search.
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Table 4.19 Searching matrix.

Point

Coordinates

Table 4.20 Intermediate perimeter matrix.

Point

x

y

1

209.9344

55.4376

8

187.8775

5

111.4661

Coordinates
x

y

3

94.1357

43.6214

133.4245

2

67.3523

116.8818

164.9344

9

27.1772

171.2363

7

142.9759

244.4967

4

254.0481

186.9912

6

238.2932

114.5186

In the case where 2 points lie on the same vertical line (same x value), the lowermost
point (point with smallest y value) is chosen (see Figure 4.39). This prevents problems
if the next search were to begin from the uppermost point.

Figure 4.39 Right-left search special case – lowermost point chosen.
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While there are still points in the searching matrix, the algorithm performs as before.
The light-grey region in Figure 4.40 is the new searching region.

Figure 4.40 Searching region.

The search matrix is filtered again to satisfy the BottomLeft search criteria (see Table
4.21):
Table 4.21 Filtered points matrix.

Point
1

Coordinates
x

y

209.9344

55.4376

Again, the point in the filtered matrix with the greatest x value is then found. In this
example, only one point (Point 1) is in the filtered matrix; therefore, Point 1 is removed
from the searching matrix and put into the intermediate perimeter matrix (see Table 4.22
and Table 4.23).
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Figure 4.41 Right-left search.
Table 4.22 Searching matrix.

Point

Coordinates
x

Table 4.23 Intermediate perimeter matrix.

Point
y

Empty matrix: 0-by-2

Coordinates
x

y

3

94.1357

43.6214

2

67.3523

116.8818

9

27.1772

171.2363

7

142.9759

244.4967

4

254.0481

186.9912

6

238.2932

114.5186

1

209.9344

55.4376

The searching routine finishes when the searching matrix is empty (see Table 4.22).
Figure 4.42 shows the empty searching region.
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Figure 4.42 Searching region.

The four searching routines above are designed to create a perimeter around all points.
Every time a point is removed from the search matrix it is placed into the intermediate
perimeter matrix which will be further processed to determine the final perimeter
coordinates. The resulting set of points for this example is shown in Figure 4.43.
4.4.5

Boundary Points

To form a boundary such that all points either lie on the boundary or are internal to the
boundary, a cross product check is used. This basically checks whether the test point
lies to the left or the right of a line connecting the two adjacent points. Moving
clockwise, if each point around a closed region is tested, any point that lies to the left of
the connecting line is valid and will form part of the final boundary, whereas points that
lie to right are internal points and considered invalid (see Figure 4.44).
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Figure 4.43 Intermediate perimeter points.

Internal points are
on the right hand
side of these lines

Figure 4.44 Right hand side test.

K
Cycling through all points in the intermediate perimeter matrix, a vector v is formed

between the test point Pt and the previous point along the perimeter Pt −1 . A second
JK
vector w is created between the next point along the perimeter from the test point Pt +1
and the previous point from the test point Pt −1 .
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Pt +1

Pt +1

Pt

K
v
JK
w

Pt

K
v

JK
w

Pt −1
Pt −1
Figure 4.45 Valid points.

The vectors are calculated from:
K
v = Pt − Pt −1

(
= ([ P

= [ Pt ]x − [ Pt −1 ]x , [ Pt ] y − [ Pt −1 ] y

JK
w = Pt +1 − Pt −1

)

] − [ Pt −1 ]x , [ Pt +1 ] y − [ Pt −1 ] y )

t +1 x

4.1
4.2

Note: these vectors are 2D (i.e. vz and wz are zero). The cross product is found from:
K
i
K JK
v × w = vx
wx

K
j
vy
wy

K
k
K
0 = ( vx wy − wx v y ) k
0

4.3

K
JK
The cross product results in a vector perpendicular to the two input vectors v and w . In
K
the case where the resulting vector ( vx wy − wx v y ) k is zero (i.e. duplicate point) the

redundant point is removed from the perimeter set. If the resulting vector is negative
then the point being tested Pt is on the left hand side of the connecting line (Figure
4.45), otherwise, the point is on the right hand side which makes it an internal point and
therefore invalid (Figure 4.46). Invalid points are removed from the perimeter set
leaving only the peripheral points to form a closed boundary around all internal points.
Weld paths are generated to fill this region. The cross product test is performed at every
point. If a point is removed the test automatically runs again to check for further internal
points.
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Pt +1

Pt

JK
w

K
v

Pt −1
Figure 4.46 Invalid point.
Table 4.24 Intermediate perimeter matrix.

Point

Coordinates
x

y

3

94.1357

43.6214

2

67.3523

116.8818

9

27.1772

171.2363

7

142.9759

244.4967

4

254.0481

186.9912

6

238.2932

114.5186

1

209.9344

55.4376

In this example, testing Point 2 in the intermediate perimeter matrix (see Table 4.24) to
see if it lies on the left hand side or right hand side of a line connecting the two adjacent
points (Point 9 and Point 3) would result in the creation of the following two vectors:
K
v = Pt − Pt −1

= P2 − P3

= ( 67.3523 − 94.1357,116.8818 − 43.6214 )

4.4

= ( −26.7834, 73.2604 )
JK
w = Pt +1 − Pt −1 = P9 − P3

= ( 27.1772 − 94.1357,171.2363 − 43.6214 )
= ( −66.9585,127.6149 )
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The cross product of the two vectors results in:
K JK
K
K
v × w = ( vx wy − wx v y ) k = ( ( −26.7834 )(127.6149 ) − ( −66.9585 )( 73.2604 ) ) k
K
= 1487.4456k

4.6

>0

The resulting vector is greater than zero which means the test point (Point 2) lies on the
right hand side of the line joining Point 9 and Point 3; therefore, Point 2 is invalid and is
removed (see Figure 4.47).

Figure 4.47 Internal points removed.
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Figure 4.48 Final perimeter points.

Once all points have been checked and internal points removed, the final perimeter
matrix remains. Table 4.25 shows the final perimeter matrix for this example:
Table 4.25 Final perimeter matrix.

Point

134

Coordinates
x

y

3

94.1357

43.6214

9

27.1772

171.2363

7

142.9759

244.4967

4

254.0481

186.9912

6

238.2932

114.5186

1

209.9344

55.4376
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4.4.6

Weld Bead Geometry

Now that the final peripheral points have been determined, a routine is called to
generate the weld paths. First of all, the weld bead geometry needs to be calculated from
the input values. With this geometry, a set of weld paths can be constructed to ‘fill in’
the region bounded by the peripheral points.
A semi-circular assumption was made for the weld bead cross sectional area. The
derivation of the geometry calculations is now presented.
For GMAW, the volume of metal deposited per unit time for a wire with diameter φw ,
and wire feed speed WFS is:
Volume πφw2
=
× WFS
[time] 4

4.7

The cross sectional area of the weld bead is assumed to be semi-circular, so with a
travel speed of TS , the volume of metal in the weld per unit time is:
Volume 1 ⎛ π × BeadWidth 2 ⎞
=
⎟ × TS
4
[time] 2 ⎜⎝
⎠

4.8

Flux in wires and spatter reduce the volume of metal being transferred to the weldment.
Grouping these into an efficiency factor η , the volume of metal per unit time being
transferred to the weldment with efficiency η is equal to the volume of metal in the
weld per unit time. This leads to:
⎛ πφw2
⎞ 1 ⎛ π × BeadWidth 2 ⎞
× WFS ⎟ = ⎜
⎟ × TS
4
⎠
⎝ 4
⎠ 2⎝

η⎜

4.9
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Rearranging for bead width:

BeadWidth = φw

2 ×η × WFS
TS

4.10

The offset between consecutive welds is calculated using the percentage overlap input
value. For an overlap of α %, the offset is:
Offset = (1 − α ) × BeadWidth

(1 − α ) × BeadWidth

4.11

α × BeadWidth

BeadWidth

Offset
Figure 4.49 Weld bead offset.

These calculations are necessary for the next step; determining the welding paths. The
information needed to cover a region with parallel weld beads are: (a) the start and
finish points for every weld bead, and (b) the offset between consecutive beads. The
start and finish points will lie on the boundary defined by the peripheral points, and the
offset is determined from Equation 4.11.
During the current work, most welding was performed on a vertical plate. For this type
of positional welding, higher quality weld beads were achieved when welding closer to
horizontal, and welding from the lowest point upwards. Given that the region to be
136

Software Development

filled will consist of a set of parallel weld beads, the bottom bead or baseline weld (from
which all other welds will be offset) can be chosen in a way that favours the deposition
pattern described above.
K
K
For this work, the baseline is constructed so that when vectors q and r are made

between the lowest point P1 and the two adjacent points P2 and Pn , respectively, the
point that forms the vector with the smallest incline to the horizontal will become the
other endpoint of the baseline. The angle β is measured clockwise from the horizontal
around P1 while angle γ is measured counter clockwise around P1 , with β , γ < 90 .

Pn
K
r

K
q

P2

γ

β
P1

Figure 4.50 Baseline selected based on incline condition.

K
K
Vectors q and r are determined by:
K
q = P2 − P1
K
r = Pn − P1

(
= ([ P ] − [ P ] , [ P ]

)
− [P ] )

= [ P2 ]x − [ P1 ]x , [ P2 ] y − [ P1 ] y
n x

1 x

n y

1 y

4.12
4.13

K
In Figure 4.50, β < γ so the baseline lies along the vector q joining points P1 and P2 .

All weld paths will be made parallel to the baseline (shown as dotted lines in Figure
4.50). This is achieved by creating a line function through the baseline points and
offsetting this function by a portion of the calculated bead offset.
The equation of a line can be described in the form:
fi ( x ) = mi x + bi = ( tan θ ) x + bi , −180 < θ ≤ 180 , θ ≠ ±90

4.14
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where mi (or tan θ ) is the gradient of the line and bi is the f -intercept. As the lowest
point P1 is being used, the angle θ will be between 0 ≤ θ ≤ 180 . If θ = 90 the points
are vertically aligned and there would be no baseline function by definition. This is
unimportant in the baseline determination except for single line welds where there are
only two points. In this case, there is no need to determine the baseline function because
the weld path is already known. i.e. between the two points.

f ( x)
fbaseline

b2
f2
b1 f1
b0 f 0
P2

K
q

θ
P1

Offset
x

Figure 4.51 Baseline going left.

K
If vector q joining points P1 and P2 has the smallest incline to the horizontal (see

Figure 4.51), the baseline function fbaseline will lie along f 0 on the interval between

[ P2 ]x

and [ P1 ]x , and can be determined from:

(

)

fbaseline = f 0 = m0 x − [ P1 ]x + [ P1 ] y , [ P2 ]x ≤ x ≤ [ P1 ]x

where m0 =

qy
qx

=

4.15

[ P2 ] y − [ P1 ] y
.
[ P2 ]x − [ P1 ]x

K
If vector r joining points P1 and Pn has the smallest incline to the horizontal (see
Figure 4.52), the baseline function fbaseline will lie along f 0 on the interval between

[ P1 ]x

and [ Pn ]x , and can be determined from:

(

)

fbaseline = f 0 = m0 x − [ P1 ]x + [ P1 ] y , [ P1 ]x ≤ x ≤ [ Pn ]x
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ry

where m0 =

rx

=

[ Pn ] y − [ P1 ] y
.
[ Pn ]x − [ P1 ]x

fbaseline

f ( x)

Offset

K
r

b2 f 2
f
b1 1
f
b0 0

Pn

θ

P1

x

Figure 4.52 Baseline going right.

f ( x)

f ( x)

θ

Offset

∆f

180 − θ

∆f
Offset

θ
Offset = ∆f × cos θ
∆f =

Offset
, 0 ≤ θ < 90
cos θ

Offset = ∆f × cos (180 − θ )

∆f =

Offset
, 90 < θ ≤ 180
cos (180 − θ )

Figure 4.53 Offset calculations.

For 90 < θ ≤ 180 and using cos (180 − θ ) = − cos θ , ∆f can be simplified to:

∆f =

Offset
Offset
=
, 90 < θ ≤ 180
cos (180 − θ ) − cos θ

4.17

A positive value for ∆f is required giving:

∆f =

Offset Offset
, 90 < θ ≤ 180
=
− cos θ
cos θ

4.18
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which also satisfies ∆f for 0 ≤ θ < 90 , so only one equation is needed for ∆f between
0 ≤ θ ≤ 180 , θ ≠ 90 .

∆f =

Offset
, 0 ≤ θ ≤ 180 , θ ≠ 90
cos θ

4.19

⎛ [ P2 ] y − [ P1 ] y
where θ = tan −1 m0 = tan −1 ⎜
⎜ [ P2 ] − [ P1 ]
x
x
⎝

⎞
⎛ [ Pn ] y − [ P1 ] y
⎟ , or θ = tan −1 ⎜
⎟
⎜ [ Pn ] − [ P1 ]
x
x
⎠
⎝

⎞
⎟ depending on the
⎟
⎠

incline condition above.
For subsequent weld paths the new path function is equal to the previous path function
offset by an amount ∆f . i.e. f1 = f 0 + ∆f , f 2 = f1 + ∆f , …, fi = fi −1 + ∆f . The baseline
weld will lie along f 0 and is used as a basis for subsequent welds.

(

)

f 0 = m0 x − [ P1 ]x + [ P1 ] y

4.20

(

)

f1 = f 0 + ∆f = m0 x − [ P1 ]x + [ P1 ] y + ∆f

( (

)
= m ( x −[P ] ) + [P ]

4.21

)

f 2 = f1 + ∆f = m0 x − [ P1 ]x + [ P1 ] y + ∆f + ∆f
0

1 x

1 y

4.22

+ 2 ∆f

= f 0 + 2 ∆f

The i th weld path after the baseline will lie along the i th path function:

( (

)
= m ( x −[P ] ) + [P ]

)

fi = fi −1 + ∆f = m0 x − [ P1 ]x + [ P1 ] y + ( i − 1) ∆f + ∆f
0

1 x

1 y

+ i ∆f

4.23

= f 0 + i ∆f

Now that the weld path functions have been established, the intersection of these with
the perimeter functions will determine the endpoints of the welds. The perimeter
functions are line segments constructed between consecutive points in the final
perimeter matrix.
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The perimeter functions are derived from Equation 4.14.
g j ( x ) = m j x + b j = ( tan θ ) x + b j , −180 < θ ≤ 180 , θ ≠ ±90

(

4.24

)

g j ( x ) = 0 , G = j , [ Ps ]x , θ = ±90

4.25

where m j (or tan θ ) is the gradient of the line and b j is the g -intercept. There is a
special case when two perimeter points are vertically aligned (i.e. when θ = ±90 –
⎡⎣ Pj +1 ⎤⎦ = ⎡⎣ Pj ⎤⎦ ). In this case, the perimeter function is set to zero (i.e. g j ( x ) = 0 ) and
x
x

handled differently when determining the intersection with the weld path functions. The

(

)

array G = j , [ Ps ]x holds information regarding the perimeter function that caused the
special case ( j th perimeter function), and the x -coordinate of the special perimeter
point Ps . When g j ( x ) = 0 is detected in the intersection algorithm, the information in
G will be needed to determine the endpoint coordinates.

With n number of points in the perimeter matrix P1 , P2 ,..., Pn , there are n lines
segments joining these points, and therefore, n perimeter functions g1 , g 2 ,..., g n . The
perimeter functions are:

(

)

g j = m j x − ⎡⎣ Pj ⎤⎦ + ⎡⎣ Pj ⎤⎦ ,
x
y

(

)

(

1 ≤ j ≤ n , min ⎡⎣ Pj ⎤⎦ , ⎡⎣ Pj +1 ⎤⎦ ≤ x ≤ max ⎡⎣ Pj ⎤⎦ , ⎡⎣ Pj +1 ⎤⎦
x
x
x
x

where m j =

4.26

)

⎡⎣ Pj +1 ⎤⎦ − ⎡⎣ Pj ⎤⎦
y
y
, ⎡ Pj +1 ⎤⎦ ≠ ⎡⎣ Pj ⎤⎦ .
x
x
⎡⎣ Pj +1 ⎤⎦ − ⎡⎣ Pj ⎤⎦ ⎣
x

x

Note: To form a closed perimeter the nth point (last point) in the perimeter matrix must
join with the 1st point in the perimeter matrix. Therefore, the ( n + 1) point represents
th

the 1st point (i.e. Pn +1 = P1 ), and the perimeter function g n is the line segment joining
the last point Pn with the first point P1 .
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Now that the perimeter has been characterised, the intersection of the weld path
functions ( f ) with the perimeter functions ( g ) will determine the start and finish points
of the welds.
The equations to be solved are in the form:
Left endpoint x -coordinate:

fi − gleft = 0

4.27

Right endpoint x -coordinate:

fi − g right = 0

4.28

where gleft is the left boundary perimeter function and g right is the right boundary
perimeter function. The solution of Equation 4.27 or 4.28 will yield the x -coordinate
( xint ) for an endpoint of a particular weld. The y -coordinate ( yint ) is determined from
evaluating the weld path function f at the x -coordinate of the intersection:
yint = fi ( xint )

Endpoint y -coordinate:

4.29

Thus, the endpoint coordinates are ( xint , yint ) .

To determine which perimeter functions are used for the left and right boundary
functions gleft and g right it is necessary to project all the points in the perimeter matrix
(along parallel lines to the baseline) onto the f ( x ) (or g ( x ) ) axis (see Figure 4.54).
This determines the n intersections with the f ( x ) axis denoted by bP1 , bP2 ,..., bPn :

f

([ P ] ) = m [ P ]
n x

0

n x

+ bPn = [ Pn ] y from Equation 4.14

⇒ bPn = [ Pn ] y − m0 [ Pn ]x

where m0 =
above.
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[ P2 ] y − [ P1 ] y
[ P2 ]x − [ P1 ]x

or m0 =

[ Pn ] y − [ P1 ] y
[ Pn ]x − [ P1 ]x

4.30

depending on the incline condition
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bmax

f ( x)
= bPmax y

Pmax y
bmax

bP2
bPn−1
bmin = bP1 = bPn

180 − θ

Pmax y

bP3
bPn

Pn

bmin = bP1 = bP2

P1

θ

f ( x)
= bPmax y

P2

P1

Figure 4.54 Projected perimeter point intercepts.

The highest point in the perimeter matrix Pmax y will also have the highest projected f intercept, and is denoted bmax . From Equation 4.30:

bmax = bPmax y = ⎡⎣ Pmax y ⎤⎦ − m0 ⎡⎣ Pmax y ⎤⎦
y
x

4.31

The lowest point in the perimeter matrix Pmin y will also have the lowest projected f intercept, and is denoted bmin . From Equation 4.30:
bmin = bPmin y = ⎡⎣ Pmin y ⎤⎦ − m0 ⎡⎣ Pmin y ⎤⎦ = [ P1 ] y − m0 [ P1 ]x = bP1 = b0
y
x

4.32

Note: Pmin y will always be equal to P1 because the lowest point is always put in the first
position of the perimeter matrix.
(

)

θ

g

1

g

P

1

2

Figure 4.55 Weld path functions parallel to baseline.
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The number of weld paths i after the baseline can be found using:
⎛ ( b − b ) × cos θ ⎞
⎛ ( bmax − bmin ) ⎞
i = int ⎜ max min
⎟ = int ⎜
⎟
∆f
Offset
⎝
⎠
⎝
⎠

4.33

Therefore, including the baseline there will be i + 1 weld paths.
Beginning with the baseline weld along f 0 , the start and finish points will be the lowest
point P1 and either P2 or Pn , respectively. The next weld path will lie along f1 and
intersect with the left boundary function gleft and the right boundary function g right .
These intersections will become the endpoints of the weld path along f1 . The weld path
function index is incremented after the start and finish points have been determined for
that particular path function. These endpoints are the solutions of Equations 4.27 or 4.28
, and Equation 4.29.
For this work with positional welding, the start point is chosen as the lower of the 2
intersections. This is continued for all i + 1 weld path functions. However, the left and
right boundary functions depend on the projected height (onto the f ( x ) axis) of the
current weld path function (i.e. f -intercept), so an algorithm to determine the
appropriate left and right boundary functions for each weld path must be used.
Firstly, the f -intercept for each weld path must be calculated:
fi = mi x + bi = m0 x + bi = f 0 + i∆f from Equations 4.14 and 4.23

⇒ bi = fi ( 0 ) = f 0 ( 0 ) + i∆f

(

)

= m0 0 − [ P1 ]x + [ P1 ] y + i∆f
= [ P1 ] y − m0 [ P1 ]x + i∆f

= bP1 + i∆f from Equation 4.32
= b0 + i∆f

144

4.34

Software Development

where m0 =

[ P2 ] y − [ P1 ] y
[ P2 ]x − [ P1 ]x

or m0 =

[ Pn ] y − [ P1 ] y
[ Pn ]x − [ P1 ]x

depending on the incline condition

above.

f ( x)

Pmax y

gn−2

g2

bmax − bmin

bP2
bPn−1

b5
bk

b3
b2
b1

g right

f5
fk
f2
f1
f0

gleft

gn

Pn

P1

θ

Figure 4.56 Determine endpoints.

K
If vector r has the smallest incline to the horizontal (see Figure 4.50), use gleft = g1 as

the initial left boundary function (as shown in Figure 4.56). Equation 4.27 can now be
solved to determine the left hand endpoints for all i weld paths. i.e. solve f k − g1 = 0
where 1 ≤ k ≤ i until the f -intercept bk is greater than bP2 . When bk > bP2 , use

gleft = g1+1 = g 2 as the next left boundary function in Equation 4.27, etc. For example, in
Figure 4.56 when k = 5 , bk = b5 > bP2 so the new left boundary function will be

gleft = g 2 . This is used in Equation 4.27 giving f k − g 2 = 0 , 5 ≤ k ≤ i .
The initial right boundary function used is g right = g n −1 . Equation 4.28 can now be
solved to determine the right hand endpoints for all i weld paths. i.e. solve f k − g n −1 = 0
where 1 ≤ k ≤ i until the f -intercept bk is greater than bPn−1 . When bk > bPn−1 , use

g right = g n −1−1 = g n − 2 as the next right boundary function in Equation 4.28, etc. For
example, in Figure 4.56 when k = 3 , bk = b3 > bPn−1 so the new right boundary function
will be g right = g n − 2 . This is used in Equation 4.28 giving f k − g n − 2 = 0 , 3 ≤ k ≤ i .
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K
If vector q has the smallest incline to the horizontal (see Figure 4.50), use gleft = g 2 as

the initial left boundary function (as shown in Figure 4.57). Using Equation 4.27 to
determine the left hand endpoints; solve f k − g 2 = 0 where 1 ≤ k ≤ i until the f intercept bk is greater than bP3 . When bk > bP3 , use gleft = g 2+1 = g3 as the next left
boundary function in Equation 4.27, etc. For example, in Figure 4.57 when k = 5 ,

bk = b5 > bP3 so the new left boundary function will be gleft = g3 . This is used in
Equation 4.27 giving f k − g3 = 0 , 5 ≤ k ≤ i .
f ( x)
180 − θ

bmax − bmin

bP3
bPn

b5
b4
bk
b2
b1

f5
f4
fk
f2
f1 gleft
f0

Pmax y
g3

P2

g n −1

g right

g1
P1

Figure 4.57 Determine endpoints.

The initial right boundary function used is g right = g n . Using Equation 4.28 to determine
the right hand endpoints; solve f k − g n = 0 where 1 ≤ k ≤ i until the f -intercept bk is
greater than bPn . When bk > bPn , use g right = g n −1 as the next right boundary function in
Equation 4.28, etc. For example, in Figure 4.57 when k = 4 , bk = b4 > bPn so the new
right boundary function will be g right = g n −1 . This is used in Equation 4.28 giving
f k − g n −1 = 0 , 4 ≤ k ≤ i . This algorithm is continued until k = i when all endpoints for

the weld paths will have been calculated. If either gleft = g j = 0 or g right = g j = 0
(special case), the j th perimeter function is found in array G and the corresponding x coordinate of the special perimeter point Ps stored in G is used in Equation 4.29. In the
special case, Equations 4.27 and 4.28 are not used. The endpoint coordinates are

([ P ] , f ([ P ] )) . Similar to above, the weld path function index i is incremented and
s x
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the endpoints determined in the special manner until the f -intercept bk is greater than
the special point f -intercept bPs . When bk > bPs the algorithm continues as before (or
continues the special case depending on g j ). Two endpoints are determined for every
weld path function. As mentioned earlier, for the positional welding in the current work,
better weld quality is achieved when welding from bottom to top (i.e. lower to higher),
so the endpoint with the lowest y -coordinate is assigned to be the welding start position
and the other; the welding stop position. Once all start- and stop-weld positions have
been determined, the weld paths are superimposed over the area defined by the user in
the GUI (see Figure 4.58). If the weld paths are acceptable, the user can select to save
the weld paths. At this stage the endpoint positions are passed to the robotic program
algorithm which automatically compiles and saves the robot program necessary to weld
along the paths between these points. The program can then be transferred to the robot
controller for execution using the developed communications and control software.

Figure 4.58 Final weld paths.

The weld path generation program flowchart is shown in Figure 4.48.
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Figure 4.59 WPGenUI program flowchart.
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4.5

Robot Program Generation

To alleviate some of the problems associated with conventional programming, the
offline programming system must be able to accommodate the various applicationspecific steps required for successful repair. For the target application the robotic
system must carry out certain operations in order to complete the weld repair, including
move and weld instructions, delays, and I/O manipulation. It is possible to apply an
algorithm that incorporates the output of the weld path generation program (i.e. the weld
paths) with general operating instructions such as ‘move to start point of weld’ and
‘switch power supply to touch-sensing mode’. A general structure or shell of a robot
program can be made so that when special operation points are passed to the algorithm,
these points can be inserted into the shell with the end result being a complete compiled
robot program. The weld path generation program calls a routine containing this
algorithm. For advanced manoeuvring techniques or where robot adaptive control is
required, the robotic system should be able to handle comprehensive mathematic
(including goniometric) processing such that mathematic results can be introduced in
the movement instructions. Therefore, by combining the techniques of master template
(shell) modification with mathematical operations and program translations, a more
sophisticated programming methodology is achieved. The general flow and interrelationships of the robot programming algorithms is now detailed.
The power supply is put into touch-sensing mode programmatically (within the robot
program) by changing a digital I/O state. Certain touch-sensing routines that depend on
the type of surface to be repaired are available. i.e. if the surface is inclined or curved
the 3-point touch-sensing routine may be used, etc. These routines automatically
calculate the normal to the surface and provide the preferred robot position for taking a
snapshot of the surface. The operator may look directly at the robot or watch the live
video stream (from the torch-mounted camera) on the PC screen to determine the
suitability of the robot position. Position suitability is intuitively determined by the
operator such that the damage is in good view of the camera and that the robot pose is
acceptable. Once satisfied with the robot position, the operator uses the PC GUI to
capture the image from the camera and program the weld paths according to the
identified damage. The robot position is used to calibrate the captured image and the
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weld paths are constructed relative to the calibrated image dimensions. Another touchsensing routine can be used to determine the curvature and adjust/transform the 2D
paths developed by the operator using the GUI into the 3rd dimension. The result is that
the weld paths are mathematically moved to the workpiece surface. Touch-sensing
mode is programmatically turned off on the power supply. The robot moves according
to the program to the first weld starting position, welds along the first weld path, moves
to an intermediate point, waits a specified period, moves to the next weld starting
position, and so on until all weld paths have been completed after which the robot
moves to a home position. This sequence is described graphically in the flowchart given
in Figure 4.60.
For this work, using the ABB robot and controller described previously, the robot
language is ABB’s proprietary robot language; also called RAPID. The program shell
and all instructions generated by the algorithm are written in RAPID.
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Figure 4.60 Robot program flowchart.

151

Software Development

4.6

Camera Positioning

To determine the coordinates of the preferred camera position for acquiring an
acceptable image, the following workpiece plane calculations must be made.
Given three points ( P1 , P2 , and P3 ) on the workpiece surface where P1 = ( x1 , y1 , z1 ) ,
K
JK
P2 = ( x2 , y2 , z2 ) , and P3 = ( x3 , y3 , z3 ) , vectors v and w are constructed (see Figure
4.61):
K
v = P2 − P1
JK
w = P3 − P1

K
K
K
= ( x2 − x1 ) i + ( y2 − y1 ) j + ( z2 − z1 ) k
K
K
K
= x21 i + y21 j + z21 k
K
K
K
= ( x3 − x1 ) i + ( y3 − y1 ) j + ( z3 − z1 ) k
K
K
K
= x31 i + y31 j + z31 k

Figure 4.61 Normal vector determination.

152

4.35

4.36

Software Development

K
K
JK
The normal vector ( n ) to vectors v and w is determined by taking the cross product:
K
i
K K JK
n = v × w = x21
x31

K
j
y21
y31

K
k

K
K
K
z21 = ( y21 z31 − y31 z21 ) i − ( x21 z31 − x31 z21 ) j + ( x21 y31 − x31 y21 ) k
z31

4.37
Only the direction information of the normal vector is required for camera positioning;
therefore, the vector is normalised. The unit normal vector n is calculated by:
1 K
n̂ = K n
n

4.38

For optimal positioning, the unit normal vector needs to be translated from the
K
JK
intersection of the two vectors v and w to the geometric centre of the area enclosed by
the three points P1 , P2 , and P3 . Using another three vectors Q , R , and S = R − Q , the
geometric centre can be calculated:
⎛x −x
⎞K ⎛ y − y
⎞K ⎛ z −z
⎞K
Q = ⎜ 3 1 − ( x2 − x1 ) ⎟ i + ⎜ 3 1 − ( y2 − y1 ) ⎟ j + ⎜ 3 1 − ( z2 − z1 ) ⎟ k
⎝ 2
⎠ ⎝ 2
⎠
⎝ 2
⎠

4.39

⎛x +x
⎞ K ⎛ y + y2
⎞K ⎛ z + z
⎞K
R = ⎜ 3 2 − x1 ⎟ i + ⎜ 3
− y1 ⎟ j + ⎜ 3 2 − z1 ⎟ k
⎝ 2
⎠ ⎝ 2
⎠
⎝ 2
⎠

4.40

⎛x +x
⎞ K ⎛ y + y2
⎞K ⎛ z + z
⎞K
S = ⎜ 1 2 − 2 x1 + x2 ⎟ i + ⎜ 1
− 2 y1 + y2 ⎟ j + ⎜ 1 2 − 2 z1 + z2 ⎟ k
⎝ 2
⎠ ⎝ 2
⎠
⎝ 2
⎠

4.41

K
The geometric centre (vector r from P1 ) of the triangle will lie along the vector R (see
K
Figure 4.62). i.e. vector r will be a fraction of vector R according to the ratio between
K
the magnitudes of vectors v and S . This is simply based on similar triangle theory.
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S

P2

Q

R
P1

P3
Figure 4.62 Centre of area determination.

Figure 4.63 New camera position determination.
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K
Vector r is calculated by:

K
K vR
r=
S

4.42

A camera offset is required as an input to determine the preferred robot position for
acquiring an acceptable image. An offset distance ( offdist ) of 360 mm was used in this
work. This distance is an input variable depending on camera and lens configuration.
The preferred camera position (see Figure 4.63) is calculated using:
JJJJK
K
cam = P1 + r + offdist × nˆ

4.43

The robot controller can directly use this information to reposition the robot. This
automated step significantly reduces programming time and effort in preparing the robot
for image acquisition. The algorithms described have been experimentally tested and
verified. A computer model was generated for graphical representation of the
positioning algorithm. Some screenshots of the computer model are shown in Figure
4.64.

155

Software Development

Figure 4.64 Positioning algorithm computer model output.
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5.1

Introduction

Some initial feasibility trials were conducted with touch-sensing as a means of assessing
the wear profile. In addition, two sets of experiments designed to validate the vision
based system and evaluate its performance were carried out.

5.2

Touch-Sensing

Using the touch-sensing facility in the welding power source the robot was used to scan
a grid of points on a simulated profile. The profile is shown in Figure 5.1 together with
the resultant digitised image. Although the general representation of the profile is good,
it is obvious that certain features have not been accurately reproduced.

Figure 5.1 Touch-sensed profile showing limitations of wire touch-sensing.
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These problems are believed to be due to wire retraction as discussed in the literature
survey. To overcome this, a solid probe constructed from an old welding contact tip was
used and accuracy in the order of 0.05 mm was achieved. However, the scanning time
required to achieve the required resolution was of the order of one hour. For this reason,
further trials on touch-sensing as a profilometry tool were abandoned in favour of a
vision-based system. Touch-sensing was however integrated into the final rapid
programming system as a means of locating the workpiece surface.

5.3

Vision Assisted Programming

The initial demonstration was designed to simulate the steps which would need to be
taken for in-situ repair. These steps included:
●

Place robot in-situ, connect power leads, shielding gas, and wire feed unit.

●

Run positioning routines to determine where the workpiece is and position
camera.

●

On the PC, identify damage (or damage marker) on live video and take photo.

●

Outline damage manually and generate the weld paths and robot program
automatically.

●

Download program to robot and execute the repair.

●

Post-weld heat treatment and/or grinding.

In the laboratory with the robot already positioned, the system was successfully
demonstrated. From initial steps of powering up the system, weld metal was deposited
in a matter of minutes. The weld path generation routine for 22 non-homogenous weld
paths was complete in 6.32 seconds. The complete repair operation finished in 3-4
minutes, with most time lost due to inter-pass delays (for thermal stability).
The summary from the weld path generation program for the initial demonstration is
shown in Figure 5.2, and the results are shown below.
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------------------------ Inputs -----------------------Wire feed speed = 4.0 m/min
Overlap = 30 %
Wire diameter = 1.2 mm
Travel speed = 20.0 cm/min
Wire efficiency = 100 %
--------------------- Calculations --------------------Bead width = 7.589 mm
Bead height = 3.795 mm
Weld run offset = 5.313 mm
Required number of weld runs = 22
Elapsed time is 6.320000 seconds
________________________________________________________
Figure 5.2 WPGenUI output.

Figure 5.3 Image transferred to PC.

Figure 5.4 Automatic weld path generation.

Figure 5.5 Deposit weld metal.
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Figure 5.3 shows the image taken by the torch-mounted camera which was then
transferred to the PC. Figure 5.4 shows the weld paths which were generated using the
software developed to fill in the damaged region. Once the weld paths have been
defined, the robot program is automatically compiled and transferred to the robot
controller for execution using the control software. Figure 5.5 shows weld metal being
deposited according to the weld paths in Figure 5.4. As mentioned previously, online
welding parameter tuning can then be made using the control software. See section 4.2
for more information on how these steps were performed.
Several observations regarding the performance of the system can be made. Firstly,
there tended to be overfilling on the edges of the cut-out region. In practice this would
be acceptable as post-weld grinding would remove excess material. Industry sponsors
have indicated it preferable to overfill the region and grind back rather than underfill the
region and re-weld.
This trial demonstrated the effectiveness of the technique on flat vertical surfaces. The
ability to repair curved surfaces with unknown orientation was investigated later.

5.3.1

Flat Surface

Flat surfaces are generally the easiest to deal with (see Figure 5.6). A 1-point touchsensing routine is used to determine the workpiece distance from the camera. The field
of view of the camera can then be determined, thus completing calibration of the
photograph. The 2D photo is captured and the weld paths are generated in relation to the
calibrated image axes (1st and 2nd dimension), and the touch-sensed profile (3rd
dimension).
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2D image

Flat surface

Distance determined
using touch-sensing

Result
Camera viewing
direction

Camera

Figure 5.6 Flat workpiece algorithm.

162

Validation

5.3.2

Curved Surface

For curved surfaces (see Figure 5.7), a 3-point line touch-sensing routine is used to
determine the workpiece profile along the 3rd dimension and represents a more complex
scenario. A spline or curve may be fitted to this data and the weld paths made to follow
the workpiece curvature.

Curved surface
Weld paths follow
curved surface

3-point line touchsensing routine to
determine profile

Figure 5.7 Curved workpiece algorithm.
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5.3.3

Inclined Surface

For inclined surfaces (see Figure 5.8), a 3-point plane touch-sensing routine is used to
determine an effective plane in which the workpiece lies. The camera is positioned
perpendicular to this plane at some pre-defined offset distance. As in the flat or curved
surface approaches, this distance is used to determine what size the camera’s field of
view is. With fixed-focal length camera lenses it is most practical to set the camera
offset distance to be one where the object in the field of view is in focus. Once the
camera has been positioned with the 3-point plane routine, the flat or curved surface
approach is then applied. In most cases the curvature routine should start with the
inclined surface algorithm as it can handle all 3 cases with minimal extra cost in terms
of time and/or programming effort.

Figure 5.8 Inclined workpiece algorithm.
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A second experiment was then undertaken. For this demonstration, instead of milling
out 12 arbitrary regions to simulate damage, white chalk was used to mark areas at
random locations. After each chalk outline had been drawn, the vision system detected
the region, the weld path program generated the weld paths and robot program, and the
control software transmitted the program to the controller for execution. Once the area
defined by the chalk had been filled, the next chalk outline was sketched, and so on.
Examples of the patterns completed are shown in Figures 5.9-5.14. It can be seen that
satisfactory weld deposits were obtained in a wide variety of shapes, orientations, and
locations. As one area is welded up, another chalk outline is drawn arbitrarily on the
testpiece and the system then welds it up, and so on. The average time for programming
each of these patterns was around 7 seconds and the whole panel was completed within
one hour. Note: Figure 5.11 (picture 18) shows an incomplete weld area compared to
the programmed path (picture 17). This was due to inadequate surface preparation – the
testpiece possessed a ‘mill scale’ which prevented arc establishment on the 5th weld
bead. Arc re-establishment was not instructed by the operator at the time which halted
the robotic program; hence the reduced number of actual beads compared with
programmed beads. Usually to avoid this, the surface would be prepared by grinding to
remove the mill scale. For the purpose of this demonstration however, this was thought
unnecessary.
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Figure 5.9 Weld paths 1-6.
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Figure 5.10 Weld paths 7-12.
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Figure 5.11 Weld paths 13-18.
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Figure 5.12 Weld paths 19-24.
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Figure 5.13 Weld paths 25-30.
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Figure 5.14 Weld paths 31-36.
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This research was concerned with the possibility of improving the feasibility of insitu/on-site robotic weld repair and resulted in a unique ‘one-off’ programming
technique. The literature was reviewed and the current feasibility of robotic welding for
wear replacement has been established subject to certain limitations; the most serious
being excessive programming time which was effectively resolved. The requirements
were further evaluated during site visits to a hydro facility during maintenance
shutdowns. The overall requirements for a suitable automated repair system were
identified as:
●

Adaptive capability to accommodate variable wear pattern and surface profile.

●

Adequate welding process capability and performance.

●

Compact welding equipment and robotic/automated system.

●

Fast reprogramming.

●

Integrated profilometry system.

●

Low cost.

Due to the nature of cavitation damage, every repair situation will be different
depending on the location, size, depth, orientation, and extent of the damage. Therefore,
in-situ robotic repair of hydro turbine runners requires a robotic system capable of fast
reprogramming and adaptive control. In the current work it was decided that the most
critical aspect was the ability to develop a programming technique which made ‘oneoff’ tasks feasible or cost effective. While the feasibility has been greatly improved with
the techniques presented in this thesis, certain limitations have been identified, such as
the curved/inclined plane problem as discussed in section 5.3 (although suggested
solutions are also presented). There also appears to be an inherent problem with image
acquisition when structured light is not used. Great care is needed to achieve consistent
and uniform illumination and even then, automatic feature recognition is still extremely
unreliable with contrast variations likely to be experienced in this application. For these
reasons it was decided to incorporate manual selection of the damage area. Manual
selection is simple and quick; taking only a few seconds as illustrated in the validation
trials. It also avoids problems in damage characterisation and hence erroneous autoidentification. While this involves an extra step it is far more robust. In addition, the
ease of defining the damage area has been enhanced by the image processing routine
developed in this work.
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The basic steps of the developed solution are now discussed. An image is captured from
the torch-mounted camera (in view of the damage) and transferred to the PC. The
operator defines some points around the damaged area in the GUI and the software
automatically calculates the weld paths necessary to fill in the region. The output of the
weld path generation software is a compiled robot program which can be directly loaded
into the robot controller for online execution with the control/communications software.
This whole process is generally complete in the order of minutes. Complex
programming was used in order to greatly simplify operation for the user. It was
demonstrated that user competency with the software can be achieved easily after a
brief introduction.
The current system was developed on a 6-axis robot which would be suitable for many
applications such as refurbishment of large industrial components in the heavy
engineering and mining industries. However, a full size 6-axis robot would be too large
to fit in most hydro turbine runner casings. Some investigation of mini robots was
undertaken and although not used in this research, details have been included in the
appendix. It is argued that the ultimate design of a compact repair system was not a
significant issue and simulation using a full size industrial robot was justified.
Performance of vision systems is continually improving with increased investment by
industry. With better manufacturing technologies and increased demand for vision
systems, the cost is expected to continue to drop. Based on performance and price, the
viability of vision systems is obvious. Developments in this area would enhance the
approach described in this thesis.

6.1

Surface Mapping

Various options were investigated in an attempt to automatically map the profile of the
worn area and convert this directly into a robot program. Although techniques such as
laser profilometry were considered, the initial study identified tactile scanning and video
imaging as the most cost effective and practical options. Touch-sensing using an
impressed voltage probe was found to be effective but scan rates were low and would be
impractical for large complex wear-damaged areas. Instead, a vision system which
incorporated some touch-sensing functionality in the robot program was used. A CCD
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camera provides a very fast means of acquiring 2D information. Several touch-sensing
routines were developed and used to obtain information on the 3rd dimension.
Furthermore, program translations were possible since information about the TCP
coordinates could be obtained from the robot controller. In this way, touch-sensing can
be used to calibrate programs written offline. Routines developed in this work
automatically acquire the TCP coordinates and translate the program as necessary.
Excellent accuracy is achieved due to this automatic self-calibration using touchsensing. A rapid 3-point touch-sensing technique was developed to enable the plane of
the work surface to be determined. This technique was further developed to determine
the perpendicular to the surface and the centre of area for camera positioning and 2D
calibration. The camera position is particularly important since the captured image is
used to determine the world geometry coordinates for the robot program. Depth
calibration of the image was achieved using touch-sensing; storing the TCP coordinates
at these points. The distance to the object is determined by the difference of the robot’s
TCP position at the time of image capture and TCP position determined using a touchsensing operation (± camera position calibration data). The 2D coordinates of an object
are automatically calculated on-screen relative to the image size obtained at this
calculated distance away from the target. An alternate approach was detailed by Tung et
al [111] who used two CCD cameras in their work and mathematically calculated the
workpiece position based on the focal lengths of the lenses and the distance between the
two CCD chips. The 2D coordinates of an object were mathematically determined based
on the calculated workpiece distance. However, an important benefit of the system
presented in this thesis is that it can accommodate a curved/inclined surface which
increases the application scope considerably.
With regard to surface and wear profile digitisation, the alternative options included
using touch-sensing alone, portable CMMs, or more expensive laser-based profilometry
systems. While the price of laser stripe or projected grid systems are relatively high
compared to CCD cameras, they do offer extra functionality with the possibility of
extracting 3D data.
In contrast to Galván et al [114] who considered “all available information about the
geometry of the workpiece” resulting in a large amount of unnecessary image data
being processed (at added computational cost), only the area of interest is considered in
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this thesis. This is believed to produce a leaner, faster, more efficient system.
Furthermore, expensive laser equipment and at least two cameras were used in the
Galván et al [114] system while only one low-cost CCD camera was used in the present
work. Savings in both capital costs and computational costs are expected using the
techniques presented in this thesis.

6.2

Cell Interfacing

A low-cost PC-based software interface for robot cell equipment has been outlined in
this thesis. This interface avoided the need for high capital outlay for dedicated software
that can only control certain cell components from the same vendor. The software was
developed as part of a project for robotic weld repair and as such, is application specific
for welding. It provides all the facilities required to control and monitor the welding
operation. The transition to other applications is however possible at a relatively low
cost of programming effort. The developed software works without modification for all
ABB S4C robot controllers because of the common library used.

6.3

Programming

A new visual programming technique was developed in this work that allows an
operator to visually program the robot on a PC using a mouse and associated software.
Facilities for surface profile acquisition and manipulation of the welding path based on
the wear pattern and profile are features of the software.
The software development packages (outlined in chapter 4) are professional packages
with proven industrial robustness. The choice of one development environment over
another was made based on capability and personal proficiency. The components of the
final system are modular which makes them adaptable to other applications. This is
advantageous over one single program where, for example, isolation and usage of the
image acquisition component would be impossible. In terms of robot programming
language, the offline programming system can be used for any ABB robot and
controller using the proprietary language RAPID. Converters/translators may be applied
to the generated robot program for use with non-ABB robots and controllers, or
alternatively, the incorporated RAPID library may be replaced with another vendor’s
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library with relatively minor program modification. This is another advantage of the
modular programming methodology adopted.

6.4

Relationship with Existing Automated Repair Techniques

As discussed in section 2.9.3, Derwort [133] has developed a robotic repair system that
requires pre-weld machining to a known profile using a single (master) program to
execute the repair. Dimensional variances or improper workpiece fit-up cannot be
tolerated with this system. In contrast, in the present work each repair will have a
unique robot program that is generated based on the extent of damage. The adaptive
function of the touch-sensing routines can accommodate any variances in workpiece
location and profile. Furthermore, the present work can accommodate irregular shaped
wear areas negating the need for pre-weld workpiece machining to a ‘known profile’.
Pre-weld grinding would probably still be undertaken in hydro turbine repair situations
to remove specific areas of damage to obtain sound base material on which to weld but
would not result in a ‘known profile’. Both the present work and the work of Derwort
[133] use pad welds to fill area damage and build-up surfaces. However, the present
work also allows for positional welding which is a requirement in the application
studied.
The SCOMPI robot is part of an existing system for automated repair (discussed in
section 2.9.4). In comparison with the SCOMPI online programming technique, the
programming technique developed here is an offline technique which allows the robot
program to be modified if necessary; with SCOMPI this is not possible. The present
work uses a vision assisted offline programming technique which has characteristics
similar to the polygonal contour technique of the SCOMPI system; however, the weld
paths are calculated automatically on the PC based on geometric data input into the
software. Further, program modifications can easily be made using mathematical offsets
and/or linear extensions (of weld paths) with the present technique. For example, if an
error was made when programming the SCOMPI system whereby the generated weld
paths did not extend a nominal 13 mm beyond the edge of the damage, the robot would
need to be reprogrammed at greatly added programming time and effort.
Mathematically applying a 13 mm extension on the generated weld paths is simple for
the current system which can take advantage of the computational power of a modern
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PC and software. When reprogramming large damaged areas, the SCOMPI system
operator would need to manually redefine the characteristic points online at added
programming time and effort, where conversely, with the present technique a
completely new robot program can be generated for the large area in seconds.
Therefore, it is argued by the author that by using the current technique, the limitation
of excessive programming time for ‘one-off’ or small batch applications has been
eliminated; thus, further improving commercial feasibility.
In summary, the current work demonstrates the feasibility of rapid robot programming
without the need for uniform workpiece preparation or extensive online programming.
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7.1

Conclusions

A novel programming methodology for robotic weld reclamation of worn components
has been developed in this research. The literature available indicates the current
feasibility and limitations of the technology, and in an attempt to alleviate some of the
associated problems in ‘one-off’ applications, a new adaptive technique was developed.
This novel programming technique can generate complex robot programs in seconds
rather than hours. Good quality GMAW positional welds have been produced using this
rapid programming technique. The methodology and system have been successfully
demonstrated in the laboratory with the following features and outcomes:
●

Automatic 3D profiling and robot program calibration using touch-sensing.

●

Automated reprogramming in seconds.

●

Associated OH&S problems with in-situ repair have been alleviated.

●

Increased setup costs associated with robotic system implementation.

●

Improved quality of repair.

●

Potential cost savings through reduced maintenance costs (including reduced
maintenance frequency) and reduced downtime.

The technique developed is suitable for the target application; hydro turbine cavitation
repair, and can be extended to many other wear replacement scenarios commonly found
in industry. The technique has potential for direct application to generic weld
programming as well as wear replacement.

7.2

Recommendations

Several options for improvement and further research were identified throughout the
current investigation. Improvements of the current system can be made in the areas of
automatic depth sensing, curved surface and image calibration, optimising robot
positioning, and weld path and control software improvements. Depth sensing can be
improved using alternative measurement techniques and equipment such as structured
light from lasers. A better understanding of robot posture may improve the performance
of the curved surface solution by re-orienting the camera’s roll, pitch, and yaw (via TCP
adjustment) in order to acquire a more perpendicular image. Although the current
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system can readily handle this situation using various touch-sensing routines, problems
will arise when trying to adapt the system to more complex workpieces such as pipes
because of the increased curvature. Image calibration improvements can be made by
performing a more comprehensive initial calibration of the camera with respect to the
TCP. General operations included in the robot program shell can be improved and
optimised such as robot positioning. Further, with a better understanding of the welding
process used, of thermal stability, and of positional welding, quality improvements of
the final repair can be made. This reduces the effort required when finish machining.
Improvements can also be made in general software operation. The inclusion of more
features into the software such as integrating a weld monitoring and control package to
add online quality assurance may enhance the end-user appeal.
Areas where further research could be directed may include automated pre- and postweld surface grinding/profiling, damage identification and characterisation, and weld
process monitoring and adaptive control utilising image data captured online from the
torch-mounted camera. Whilst this study included a review of mini-robots, the
commercial viability of a dedicated programmable automated system should also be
examined.
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10.1

IRB1400 Specification Details

Table 10.1 IRB1400 technical specifications [143,144].

Axes

6

Payload ( kg )

5.0

Dimensions H × W

1195 × 975

Weight ( kg )

225.0

Rated speed ( m / s ) *

1.0

Maximum TCP velocity ( m / s )

2.1

Maximum TCP acceleration ( m / s 2 )

15.0

Repetitive positioning accuracy

0.050

Linear path accuracy AT

1.016

Linear path repeatability RT

0.152

Circular path repeatability RT

0.330

Average power consumed on ISO test paths ( W )

130

I/O

up to 512

Digital I/O

24 V DC, 120 V AC, or relay outputs

Analogue I/O

±10 V and ±20 mA

Serial channels

2 × RS232
1 × RS485

Network

Ethernet

FieldBus

CAN
Allen Bradley PLC
Interbus-S
Profibus

Diskette drive

3.5" MS-DOS

Units are millimetres ( mm ) unless stated otherwise
* designates test speed according to ISO standards
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Table 10.2 IRB1400 arc welding equipment and functionality [144].

Process equipment

Process signal interface

●

Weld power sources.

●

Wire feed systems.

●

Welding torches.

●

Workpiece manipulators.

●

Status information (digital input): arc, voltage, current,
water, gas, wire feed.

●

Turn on/off (digital output): power, gas, wire feed,
error information.

●

Signal value (analogue output): wire feed speed,
voltage, current.

Equipment functions

●

General power source interface.

●

Process tuning of welding parameters during program
execution (hot edit).

●

Weld-retry including “go-to-service” routine.

●

Weld error report and logging.

●

Arc start/end.

●

Material preheating/cooling.

●

Scrape start.

●

Crater filling.

●

Wire burnback.

●

Weaving pattern definition.

●

Monitoring of arc data, seam coordinates, wire, water,
voltage, current, gas.
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Figure 10.1 IRB1400 working envelope.

10.2

Mini Robots and Portable Welding Machines

A brief description of six small robots investigated for in-situ repair of hydro turbine
runners is given below. A characteristic comparison of these robots is given in Table
10.3.

10.2.1

FANUC LR Mate 100iB & FANUC LR Mate 200iB

The FANUC LR Mate 100iB (Figure 10.2) and FANUC LR Mate 200iB (Figure 10.3)
are small commercial robots with a 5 kg payload capacity. The robot controllers for
these robots are quite advanced compared to the other systems. Features include: force
sensing capabilities including advanced collision detection functionality, a dedicated
communications processor, I/O manipulation capabilities, and file transfer possibilities.
The FANUC LR Mate controllers also come with an offline programming package.
Automatic payload determination is a feature, with the absolute accuracy of the robot
enhanced by automatic arm length and arm deflection compensation. This is claimed to
allow the robot program generated offline to be used with little modification.
Furthermore, the relatively good positional accuracy of these systems (compared to the
excellent accuracy of the portable CMMs discussed earlier) allows them to be used with
some confidence as a measuring device.
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(a)

(b)

Figure 10.2 FANUC LR Mate 100iB: (a) robot arm; (b) working envelope.

(a)

(b)

Figure 10.3 FANUC LR Mate 200iB: (a) robot arm; (b) working envelope.

The LR Mate 100iB weighs 38 kg , has five degrees of freedom, and is suitable for high
speed handling, small parts packaging, and diecast spraying. The LR Mate 200iB
weighs 45 kg , has six degrees of freedom, and is more suited to flexible operations
such as assembly, deburring and arc welding.
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10.2.2

Mitsubishi PA-10

The Mitsubishi PA-10 (Figure 10.4) weighs 35 kg with a 10 kg payload. The payload
is much higher than most other small robots on the market which gives it an advantage
as heavier equipment can be supported. The PA-10 has seven degrees of freedom; one
more than most other small robots, allowing advanced manoeuvrability.

(a)

(b)

Figure 10.4 Mitsubishi PA-10: (a) robot arm; (b) working envelope.

The Mitsubishi PA-10 system claims to be “highly suitable for use in research” with an
open data system. Incorporating a built in processor, memory, and IO board (standard),
it is claimed that the whole system can be controlled from the computer, thus avoiding
interfacing and timing problems. The computer simulation software with offline
teaching allows 3D modelling, collision checking, and process cycle time calculation.

10.2.3

Motoman-SV3X & Motoman-UPJ

The Motoman-SV3X (Figure 10.5) and Motoman-UPJ (Figure 10.6) are small robots
that are not dedicated welding robots. These two systems have the best positional
accuracy of all the mini robots considered for in-situ repair, but the relatively low
payload of 3 kg may limit them in some operations/applications.
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(a)

(b)

Figure 10.5 Motoman-SV3X: (a) robot arm; (b) working envelope.

(a)

(b)

Figure 10.6 Motoman-UPJ: (a) robot arm; (b) working envelope.

The UPJ model weighs less and is smaller than the SV3X model but the UPJ controller
does not support welding. The SV3X controller (using optional Ethernet adapter)
supports communications with a PC. Both robots have a teach pendant which enables
easy control and programming; however, no information regarding simulation or offline
programming software is given.

10.2.4

Panasonic VR-004

The Panasonic VR-004 (Figure 10.7) is the smallest robot from the Panasonic range, but
still weighs 70 kg . This is considered to be too heavy for in-situ applications. No
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reference is made to the interface between controller and computer, although simulation
and teaching software is available. The software is claimed to be capable of 3D
graphical programming, editing and simulation, but no information is given about
importing peripherals into the program.

(a)

(b)

Figure 10.7 Panasonic VR-004: (a) robot arm; (b) working envelope.

10.2.5

Portable Welding Machines

Various arc welding machines were investigated for in-situ repair of hydro turbine
runners. Several examples are shown in Figure 10.8.

Fillet

NB-5.
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Butt

NB-2SV.

NB-8SW.

NB-4TW.

NB-TWK.

T-joint

Figure 10.8 Noboruder portable welding machines [81].

10.2.6

Robot Requirements

For the target application, the complete mechanical system needs to be positioned
within the turbine pit and remote robotic control may be required. The system must be
small enough to fit through manholes and negotiate all bends. Further, the robot may
need to be placed on a temporary repair platform. The system would require manual
handling and therefore its weight needs to be kept relatively low (a limit of around 50
kg ). In addition, the robot has to have certain capabilities that enable it to do tasks such

as scanning, welding and possibly grinding. This results in the following requirements
and restrictions for the robotic system:
●

Enough degrees of freedom and reach to access damaged areas.

●

High enough payload to carry required equipment.

●

Portability of the robotic system – robot, power supply, wire feed unit, gas, and
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3-phase outlet [49].
●

Programming – need for rapid program development and modification [49].

●

Relatively lightweight.

●

Small enough to fit through access restrictions or modular for disassembly.

When turbine blades of Kaplan or propeller type turbines are repaired manually, the
repair platform is often placed in the draft tube. A conventional mini robot could
possibly operate from this platform. The places where wear is most likely to occur on
the Kaplan turbine blades are shown in Figure 2.9a. The adjustable blades can be put in
the upright position during repair to provide greater space for the robot and reduce path
complexity. Depending on the working envelope of the robot and location of the
damage, repair could occur from the one spot. Francis runner repair presents greater
access challenges than the other types of design. Figure 2.9b shows the areas where the
robot must access, and in some cases, the robot will need to reach through the blades
and then negotiate a corner to reach the area where the repair is needed. The smaller the
runner, the harder it will be for the robot to access the damage. Also, there is a wide
variety in turbine geometry and size. A comparison of commercial mini robots thought
suitable for in-situ repair has been made based on manufacturers’ data. A summary of
the features of the systems evaluated is given in Table 10.3.

Table 10.3 Characteristics for various small robots.

FANUC LR Mate

Axes
Dimensions

Mitsubishi

Motoman

Panasonic

100iB

200iB

PA-10

SV3X

UPJ

VR-004

5

6

7

6

6

6

600 × 450 675 × 520 765 × 580 679 × 500 637 × 360 835 × 675

H×W
Payload ( kg )

5.0

5.0

10.0

3.0

3.0

4.0

RPA *

±0.040

±0.040

±0.100

±0.030

±0.030

±0.100

Weight ( kg )

38.0

45.0

35.0

30.0

25.0

70.0

Units are millimetres ( mm ) unless stated otherwise
* Repetitive Positioning Accuracy (RPA)
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10.2.7

Suitable Systems

The most common turbine type used in the Australian power generation industry is the
Francis turbine [134]. This type is also the hardest to repair because of the placement of
the blades between two rings (the crown and band) and the repairs need to be carried out
between these rings. Kaplan turbines are also used in Australia. This type of turbine has
blades more accessible for repair and access can be increased by adjusting the angle of
the blades. Pelton (impulse type) turbines are not affected by cavitation but erode from
foreign abrasive particles in the water. Wheel access is straightforward and the turbine
pit has large open spaces to accommodate a robot. To cover most turbine types and
sizes, at least a 6-axis robot is envisaged to be necessary. The Panasonic VR-004 is not
very suitable for in-situ turbine runner repair due to its weight. The Motoman-SV3X
supports welding and is preferred over the Motoman-UPJ which does not. The FANUC
LR Mate 100iB is lightweight and has good repetitive positioning accuracy but is
limited with only 5 degrees of freedom. Based on the requirements mentioned earlier,
the FANUC LR Mate 200iB and the Mitsubishi PA-10 seem to be appropriate for insitu repair. The PA-10 has a higher allowable payload than the LR Mate 200iB and has
an extra axis of motion making it more manoeuvrable; the trade-off being a reduction in
repetitive positioning accuracy. The weight of the PA-10 allows for easier transport to
the turbine pit and placement on the repair platform. The full featured simulation
software available with the PA-10 robot is advantageous. Although this robot has a
smaller repetitive positioning accuracy compared to the LR Mate 200iB, this is not
problematic. A price indication of the FANUC LR Mate 200iB and Mitsubishi PA-10
was obtained. The FANUC LR Mate 200iB was priced at approximately US$29,900.
The Mitsubishi PA-10 costs approximately US$64,000, and a further US$10,000 is
charged for simulation software and operation support program.

10.3

Process Selection for Automated Repair

Automated weld repair differs substantially from manual processes in that operator
adaptive and corrective responses cannot occur, and thus the selected process must be
robust and tolerant to changes in welding conditions. For example, positional welding
must be possible by the chosen process. Also, processes that produce minimal slag are
221

Appendix

preferable as automated slag removal is difficult. Further, high heat input processes may
require the application of strongbacks which add to repair complexity through the
requirement for distortion control.
The repair processes that have been investigated for hydro turbine applications include
adhesive coating, arc welding, boriding, hard chrome plating, laser cladding, plasma
nitriding, and thermal spraying [5]. Some details of various processes are given below.
Adhesive coatings. Various non-fused materials have been used for cavitation repair.
These include paint, epoxies, ceramics, neoprene, and urethane. Metallic polymers
commonly used are marketed as Belzona and Devcon. A major difficulty with these
coatings is that they are subject to disbondment at the metal to coating interface which
makes them unsuitable for use in areas subject to severe cavitation. Adhesive coatings
may be used to carry out temporary repairs between major overhauls. Epoxy type
coatings may be used as a protective barrier at the carbon steel and stainless steel
interface against galvanic corrosion. For adhesive coatings to be successful they require
surface cleaning and roughening usually by blasting, and product application within the
recommended temperature, humidity, and time limit guidelines.
Laser cladding involves fusing cobalt, nickel or iron-base alloys to a substrate to
produce a high quality metallurgically bonded surface. Entire surfaces or specific
regions may be treated in a single step to produce a clad surface very close to the
required profile. The advantages of this low energy input process include low distortion,
minimal dilution, improved production, excellent reproducibility, and cost savings.
Thermal spraying processes such as HVOF (High Velocity Oxygen Fuel) and plasma
arc sprayed coatings are effective methods of protecting turbine runners from damage
due to erosion, cavitation erosion, and dissimilar metal corrosion. Tungsten carbide with
or without nickel and chromium powders are widely used to provide coatings with high
density and bond strength. They have excellent erosion resistance in high-energy
particle impingement wear; however, voids and defects may be present in the coating.
Although the thermal spray method for surface repair is less than half the cost of
welding, these processes are less suited to local cavity repair.
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Calkhoven [134] gives an overview of available repair techniques as listed in Table
10.4. For robotic applications, process attributes should include [134]:
●

Ease of automation.

●

Low heat input positional welding capability.

●

Slag free.

●

High quality surface finish.

Four processes that meet these criteria are GMAW, GTAW, PTAW and laser cladding.
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Table 10.4 Comparison of different repair techniques [134].

Process

Application Mode

FCAW

Manual

1.

Adapts well to field use.

1.

Fume.

Semi-automatic

2.

High deposition rate.

2.

Spatter.

Automatic

3.

Flexible.

Automatic

1.

Layer refined by hot working.

1.

Availability of process limited.

2.

Metal matrix composites can be deposited.

2.

Complex shapes difficult.

3.

Sound bonding.

3.

Substrate must withstand extensive mechanical

4.

No/low dilution.

1.

Universally available.

Friction Surfacing

Gas Welding

Manual

Advantages

Semi-automatic
GMAW

GTAW

Disadvantages

force.
1.

High heat input.

2.

Very slow.

Manual

1.

High deposition rate.

1.

Equipment more complex.

Semi-automatic

2.

High productivity.

2.

High dilution.

Automatic

3.

High surface quality and appearance.

3.

Must maintain gas shield, especially during field

4.

Positional welding.

Manual

1.

Low dilution.

1.

Low deposition rate.

Automatic

2.

No flux residue.

2.

Small areas only.

use.

Laser Cladding

MMAW

PTAW and HVOF

SAW

Automatic

1.

Composite and dissimilar layers.

1.

High equipment cost.

2.

Control of position and heat input.

2.

Low deposition rates.

3.

Localised heating, low distortion.

3.

Use of powder feeder.

4.

Rapid heating and cooling.

5.

Low dilution.

1.

Easy to use.

1.

Cannot easily automate.

2.

Highly portable.

2.

Slow.

3.

Low capital cost.

3.

Spatter.

4.

Positional welding.

4.

Quality highly dependent upon operator skill.

Semi-automatic

1.

Good surface finish.

1.

Availability of equipment.

Automatic

2.

Low dilution.

2.

High initial expense.

3.

Metallurgical bond and sound coating.

3.

High powder cost.

4.

Versatile powder feed.

4.

Noise.

1.

Consistent high quality.

1.

Continuous need to handle flux.

2.

Good for heavy build-up.

2.

High dilution.

3.

Good surface finish.

3.

High heat input.

4.

High productivity.

4.

No positional welding.

5.

Readily automated.

6.

Requires minimum of operator skill once set-up.

Manual

Automatic
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10.4

Robot Coordinate Representation

Robot orientations can be specified (relative to local axes) by three sequential rotations
around the body axes [145]. These are also known as the Euler angles. Banks [145]
describes the Euler angles in this way: “starting with the body axes aligned with the
local axes, the first rotation is about the z -axis through an angle ψ , followed by a
rotation about the y -axis through an angle θ , followed by a rotation about the x -axis
through an angle φ ”. From the Euler angles, the robot’s direction cosine matrix is
constructed as [145]:
⎡cos θ cosψ
C = ⎢⎢ cos θ sinψ
⎢⎣ − sin θ

sin φ sin θ cosψ − cos φ sinψ
sin φ sin θ sinψ + cos φ cosψ
sin φ cos θ

cos φ sin θ cosψ + sin φ sinψ ⎤
cos φ sin θ sinψ − sin φ cosψ ⎥⎥ 10.1
⎥⎦
cos φ cos θ

and the kinematic equations for the Euler angles relating the Euler angle time
derivatives to the angular velocity are:

φ = p + q sin φ tan θ + r cos φ tan θ

10.2

θ = q cos φ − r sin φ

10.3

ψ = q sin φ sec θ + r cos φ sec θ

10.4

where p , q , and r are the components of angular velocity in body axes.

According to Banks [145], there are two disadvantages with Euler angle representation.
Firstly, the Euler angle equations contain many trigonometric functions which are
computationally inefficient compared to basic arithmetic operations. Secondly,
numerical singularities exists in Equations 10.2 and 10.4 when θ = ±90D . i.e. when the
robot’s end effector is vertically aligned.
Quaternion representation is a way to avoid such problems. Four quaternions ( e0 , e1 ,
e2 , and e3 ) replace the three Euler angles (ψ , θ , and φ ). Banks [145] explains that
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because only three parameters (ψ , θ , and φ ) define any possible rotation, the four
quaternions need a constraint so that there are only three independent variables. This
constraint is [146]:
e02 + e12 + e22 + e32 = 1

10.5

The quaternions (in terms of Euler angles) are given by [146]:

ψ

θ

φ

ψ

θ

φ

ψ

θ

φ

ψ

θ

φ

ψ

θ

φ

ψ

θ

φ

ψ

θ

φ

ψ

θ

φ

e0 = cos
e1 = cos
e2 = sin
e3 = sin

cos cos + sin sin sin
2
2
2
2
2
2

cos sin − sin sin cos
2
2
2
2
2
2

cos sin + cos sin cos
2
2
2
2
2
2

cos cos − cos sin sin
2
2
2
2
2
2

10.6
10.7
10.8
10.9

Banks [145] explains that numerical integration of the quaternion time derivatives tends
not to destroy the constraint given in Equation 10.5, and with high enough numerical
precision normalising Equations 10.6-10.9 may never be necessary.
The reverse process of obtaining the Euler angles from quaternions is done indirectly
after calculating the cosine matrix. By inspection of Equation 10.1, the following
relations yield the Euler angles:

φ = tan −1 ( C32 / C33 )

10.10

θ = sin −1 ( −C31 )

10.11

ψ = tan −1 ( C21 / C11 )

10.12
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The quaternion representation of the direction cosine matrix given in Equation 10.1 is
[146]:
⎡e02 + e12 − e22 − e32
⎢
C = ⎢ 2 ( e1e2 − e0 e3 )
⎢ 2 ( e1e3 + e0 e2 )
⎣

2 ( e1e2 + e0 e3 )
e −e +e −e
2 ( e2 e3 − e0 e1 )
2
0

2
1

2
2

2
3

2 ( e1e3 − e0 e2 ) ⎤
⎥
2 ( e2 e3 + e0 e1 ) ⎥
e02 − e12 − e22 + e32 ⎥⎦

10.13

and the kinematic equations for the quaternions are:

e0 = −

1
( e1 p + e2 q + e3r )
2

10.14

e1 =

1
( e0 p − e3q + e2 r )
2

10.15

e2 =

1
( e3 p + e0 q − e1r )
2

10.16

e3 =

1
( −e2 p + e1q + e0 r )
2

10.17

where p , q , and r are the components of angular velocity in body axes.

Quaternions are “more computationally efficient than Euler angles, and do not exhibit
singularities” [145]. Banks [145] suggests that “the kinematic equations using
quaternions are hardly more complex than the corresponding equations using Euler
angles; some might say that the quaternion equations are simpler”. Furthermore, the
only drawback to using quaternions is “that they have no useful physical meaning”. In
practice, this is not a major problem. “Only a human can benefit from the direct
physical meaningfulness of the Euler angles” [145]. Humans can use Euler angles to
visualise robot orientation, but computers determine the orientation by mathematical
computation. Therefore, “it is only important to use Euler angles when transferring
information to and from a human, i.e. for input and output” [145]. It is not important at
all to use Euler angles internally.
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10.5

Robot Simulation Packages

ACT-LIB

ACT-Weld [54] and ACT-Turbines [137] are two specific applications from the ACTLIB CAD development library. In both applications the software is used offline to
prepare and simulate the robotic operations to be performed. The ACT-Turbines
package was specifically developed for Pelton turbine runner repair.

GRASP

GRASP is a 3D modelling and robotic simulation system with textual programming and
offline program generation capability [147]. GRASP requires a post-processor to
generate a robot program from a simulation.

Figure 10.9 GRASP 3D modelling and simulation system [147].

Many users [148,149] have reported a lack of application specific tools, such as arc
welding or spray painting modules [22]. GRASP does not come with a built-in robot
library, which is considered essential for comparative evaluation of different robots
[22]. Some literature [22] highlights the calibration limitations of GRASP. Others
suggest effective calibration can be achieved by “supplying ‘real world’ data” to the
GRASP model which can then adjust the simulation accordingly [147].
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MATLAB VR

The MATLAB Virtual Reality (VR) toolbox [150] from The MathWorks provides a 3D
virtual reality environment in which dynamic system simulations can be viewed and
interactively modified. Object locations and rotations can be controlled by MATLAB or
Simulink, and animations based on dynamic systems defined in Simulink can be
generated. Autodesk Inventor or Dassault SolidWorks files can be used as well as
models in XML or VRML format. MATLAB is platform independent; however; to use
the VR toolbox the host computer needs a VRML enabled browser [68].

Figure 10.10 MATLAB VR toolbox.

IGRIP

IGRIP [151] from Deneb Robotics is a robotic simulation package for modelling and
offline programming complex robotic workcells. A wide range of options are available,
including arc and spot welding, painting, virtual reality, and process documentation.
IGRIP also includes an automatic path planner for creating collision-free robot
trajectories [152]. IGRIP includes a Graphical Development Environment (GDE) and
Graphical Simulation Language (GSL). Harrison & Mahajan [153] describe the GSL as
a device independent language for simulation purposes [22]. Further, developed
simulations can be post-processed to generate device specific robot programs. Again
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there is a need to learn another programming language and environment. Also, some
robot controllers have advanced functions that cannot be programmed in the GSL or
sometimes the GSL cannot translate its own code into the native robot language [22].
From experience, it is the author’s opinion that IGRIP is a very capable and userfriendly package. However, as mentioned above, some of the advanced functions of the
particular robot controller were not able to be used which limits its potential as a tool for
research in adaptive control.

Figure 10.11 IGRIP representation of the ABB IRB1400 robot.

DELMIA

In 1998 Dassault Systèmes of France acquired Deneb Robotics. Deneb are the makers
of IGRIP and ENVISION. Soon after the acquisition Dassault released CATIA Robotics
[154]. Since then Dassault have released a range of standalone virtual manufacturing
products including CATIA, DELMIA, and ENOVIA, including the SolidWorks product
line. DELMIA [152] was designed as a successor to IGRIP to allow companies to
“digitally define, control, and monitor the automated systems that control the factory
floor” [155]. Dassault has focused on providing an integrated simulation package
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incorporating a robotics module which was available as a menu within a familiar CAD
interface. DELMIA includes application specific modules such as arc and spot welding.

Figure 10.12 DELMIA representation of the ABB IRB1400 robot.

Haage et al [68] effectively used DELMIA for virtual reality simulation and offline
programming, and noted its extended dynamics database. Questions regarding the
sophistication and effectiveness of the calibration methods used in CATIA Robotics
have been raised [156], and some early users [63] suggest inferiority to ROBCAD for
robotic simulations but considerable improvements have been implemented since these
claims were made.
In 2004, Dassault Systèmes and Microsoft formed a strategic alliance hoping together
they can develop fully integrated products in the field of automation [155].
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ROBCAD

ROBCAD [157] from Tecnomatix Technologies was developed in the 1980’s to help
process engineers quickly and easily perform design, simulation, and offline
programming of automated workcells [158]. ROBCAD has modules for arc and spot
welding, painting, and drilling [159,160].
There is a lot of literature [62,156-163] on ROBCAD that say similar things about the
software. ROBCAD has an extensive robot library with good kinematic and dynamic
definitions, and in conjunction with a calibration module, can provide very accurate
simulations [156]. West et al [163] used ROBCAD to optimise a particular welding
process and achieved increases in deposition rates of 120-150% [22]. Kempher [159]
quotes a user of ROBCAD who claims for a particular weld, programming is 8 to 16
times faster with ROBCAD compared to the time needed to manually program the robot
[22]. Conversely, Van Gorp [161] used ROBCAD for short welding runs but found it
took longer to develop the offline program with ROBCAD than to manually program
the robot online with the teach pendant [22]. However, many of the weld runs were
similar but offset, so through weld-instruction translations much of the program could
be easily modified [22].
ROBCAD has recently been re-branded as eM-Workplace [158].

Robographics

Robographics from Unimation is another robotic simulations package. Unimation is the
same company that made one of the first industrial robots – the Apprentice. Similar to
GRASP, there are no application specific modules which limit its usefulness when
compared to competitor products [22]. The quick design-change capability is a key
feature of the package eliminating the need for costly prototyping [164].
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ROBOSIM

ROBOSIM was developed by the National Aeronautics and Space Administration
(NASA). An online Java version of ROBOSIM has also been developed [165].
ROBOSIM uses wire frames to represent objects giving the system speed compared to
some packages which use fully rendered graphics, and it incorporates a collision
detection feature to help reduce costly mistakes [166]. ROBOSIM comes with libraries
for robots and positioners, but has no calibration module [22].

RobotStudio

RobotStudio [167] from ABB is an object-based offline programming system specific to
ABB equipment. RobotStudio allows users to build an exact virtual copy of their real
ABB robotics system. It has a familiar CAD interface where virtual cells can be
constructed or imported, and includes support for Microsoft Visual Basic scripting [68].
Because ABB RobotStudio is proprietary software there is no need for post-processing
programs before transferring the program to the robot controller (as long as the robot
and controller are made by ABB).

Figure 10.13 RobotStudio simulation package.
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There are several application specific modules such as the ArcWeld module which is a
dedicated geometry-based offline programming tool for generating arc welding
programs. Tool orientations and positions, and weld locations are defined in relation to
the geometry. Automatic weld path generation is a feature of the package as well as a
“semi-automatic optimisation tool” that defines robot arm configurations along the weld
path [167]. This helps avoid joint-limit and singularity errors. Reachability and collision
checks are also automatically performed during a simulation [167]. Cycle times can also
be displayed and optimised. RobotStudio includes a library of virtual robot controllers
which use the exact source code as the real controllers. This way, every function of the
controller can be accessed and the user can be assured that what is seen in the
RobotStudio simulation will be what is seen in real life [168].

Workspace

Figure 10.14 Workspace simulation package [169].

Workspace [169] by Flow Software Technologies is as a low-cost simulation package
[170]. The software has a TCP trace to aid “reverse engineering” CAD drawings. No
information was obtained regarding application specific modules or ease of use.
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10.6

SICK Industrial Sensors

This section details some commercial industrial sensors applicable to the current
investigation. Explanations and illustrations are from the manufacturer SICK [128].
Capacitive sensors detect changes caused by objects in the electrical field
of their detection area. The evaluation of the changes gives exact
information on the presence of objects in this area. Capacitive sensors
have a high level of temperature stability, and are immune to EM
interference.
In industrial automation, encoders are used for precise position, displacement, angle,
speed, and acceleration determination. Linear displacement measurement using
encoders can achieve a resolution of micrometers, and a resolution of a few thousandths
of a degree for rotational measurement using rotary encoders.
Incremental encoders generate information relating to position and angle
in the form of electrical impulses. The number of pulses per revolution
determines the resolving capability. The individual position is determined
by counting these pulses from a point of reference.
Absolute encoders generate information relating to position, angle or
number of revolutions in the form of unique codes. A unique code is
assigned to each angular step. The number of unique code patterns per
revolution determines the resolving capability.
Linear position measuring systems have particularly high requirements.
The current position is continuously evaluated by the sensor unit and is
transmitted as an encoded signal. Since the sensor unit and the reference
scale are separate components, extremely long distances can be
measured.
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Wire draw encoders consist of wire draw mechanism and encoder. The
rotation of the drum is proportional to the length being measured. This
movement is counted by an encoder and converted to a measuring signal.
This provides high-resolution position or distance information for linear
measurement paths, even under difficult ambient conditions. Precise
linear guidance, as required for other length measurement systems, is not
necessary.
Inductive sensors detect metallic objects in typically very small scanning
areas. The sensor diameter is the decisive parameter for the switching
interval, which can range from a few millimetres to several centimetres.
Conversely, inductive sensors are fast, accurate and extremely rugged.
Magnetic proximity sensors are commonly used for triggering AGVs in
high-bay warehouses. They actuate the safety sensor systems when the
vehicle enters the aisle between the high-bay racks. Very high switching
distances and detection of permanent magnets through material are
possible using accurate and reliable magnetic sensors.
Modern optoelectronic sensors operate on the basis of different light sources.
Depending on the application, visible red light, invisible infrared light, blue, green or
laser light may be used. Every change in the light beam is detected, evaluated in the
receiver and converted into a digital or analogue signal. Different functional principles
open up a wide field of applications for optoelectronic sensors in all areas of
automation.
Photoelectric proximity sensors make use of the light reflected from the
object being detected. Photoelectric reflex (passive) sensors require an
additional reflector which is mounted opposite the sender-receiver unit.
Every break in the light beam is detected and evaluated.
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Through-beam photoelectric sensors can determine long distances using separate
transmitting and receiving devices. When laser diodes generate the light beam the
resolution of the sensor increases. Complex sensors are also used for object
identification. Contrast sensors, luminescence scanners, and colour sensors are available
for a variety of applications. Also, using light grids, some sensors are able to sense in
more than one dimension.
Analogue sensors are often used to measure distances and use time-offlight calculations or triangulation principles.

Currently, most materials including “transparent objects and fluids” can
be detected with an ultrasonic sensor. Modern ultrasonic sensors have the
capability to blank out airborne particles. This type of sensor is
commonly used for proximity detection and for high accuracy smalldistance measurement.

10.7

10.7.1

Digitisers

Roland 3D Laser Scanners

Roland has a range of 3D laser scanners for surface profiling and digitisation. The two
reviewed here are the LPX-1200 and the LPX-250.
According to the literature [171], these 3D scanners require an object to be place inside
the unit where a laser beam is used to acquire profile information. The data is
transferred to the PC and manipulated with included reverse modelling software. The
LPX-1200 has a USB interface giving it a data-transfer speed advantage over the LPX250 which uses a serial interface. This can be significant when there are millions of
points in the point cloud that need to be transferred. It is claimed in the literature [171]
that the included software supports exporting profile data in STL, DXF, and IGES file
formats for compatibility with industry standard 3D CAD and solid modelling software.
Furthermore, that the software can “merge multiple scans of alternative views to
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achieve more accurate results” [171].

Figure 10.15 Roland LPX-1200 3D laser scanner.

Figure 10.16 Roland LPX-250 3D laser scanner.

The literature [171] suggests both 3D scanners support plane and rotary scanning modes
(shown in Figure 10.17). “Plane Scanning Mode is especially suited for capturing flat
areas, hollow objects, oblique angles and fine details” [171]. “Rotary Scanning Mode is
ideal for quickly scanning spherical and smooth-surfaced objects” [171].
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(a)

(b)

Figure 10.17 Scanning modes [171]: (a) plane; (b) rotary.

Table 10.5 lists the specifications of the two Roland 3D scanners.

Table 10.5 Roland 3D laser scanner specifications.

Model

LPX-1200

LPX-250

Dimensions H × W × D

609 × 443 × 396

742 × 528 × 431

Plane scanning area H × W

203.2 × 130

406.4 × 230

Rotary scanning area H × diameter

203.2 × 130

406.4 × 254

Maximum table load weight ( kg )

5.0

5.0

Resolution

0.100

0.200

Width direction

0.1-130

0.2-230

Height direction

0.1-203.2

0.2-406.4

Circumference (°)

0.18-3.6

0.2-60

Height direction

0.1-203.2

0.2-406.4

Plane scanning pitch:

Rotary scanning pitch:

Sensor

Non-contact laser sensor Non-contact laser sensor

Table diameter

130

254

Weight ( kg )

35.0

32.0

Units are millimetres ( mm ) unless stated otherwise
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The literature [171] highlights some limitations of laser scanners in general, such as:
1.

Scan quality may vary depending on the materials or colours of the objects.

2.

It is not possible to scan around the top of an object where the laser beam either
hits at too shallow an angle or cannot hit the object at all.

3.

Objects that are transparent, translucent, or have surfaces which are fuzzy,
glossy, or highly reflective, made of fabric, or of dark colours such as black, blue
or green, may not produce good results. In these instances, using a matte-finish
white overcoat or other temporary surfacing agent is required.

Neither of these 3D scanners from Roland is suitable for large components or for in-situ
use (although they do possess the required functionality). A more appropriate tool for
large components either in the workshop or in-situ is a portable CMM.

10.7.2

ROMER CimCore Scanning Arms

ROMER CimCore manufacture carbon fibre scanning arms that have up to 7 degrees of
freedom. These scanning arms are portable CMMs with the largest model weighing less
than 9 kg . These scanning arms are similar to older teach-by-doing robotic arms;
however, these arms possess infinite rotation of the principle axes and are much lighter
and easier to manoeuvre. Most modern robots must be guided to a location or pose
using the teach pendant whereas the scanning arms are moved by hand which can be
less time consuming.

(a)

(b)

Figure 10.18 (a) ROMER CimCore 3000i scanning arm; (b) turbine inspection using scanning arm.
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Figure 10.19 ROMER CimCore INFINITE scanning arm with combination ball-laser probe.

Figure 10.20 ROMER CimCore LSI system and software.
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ABB Robotics released some software called TeachSaver that can automatically
generate robot programs from 3D coordinates gathered from these scanning arms [129].
When a scanning arm is used for robot programming, it is required to be “a little bit
more accurate than the robot’s repeatability, which is between 0.1-0.2 mm ” [129].
Accuracies of the scanning arms are claimed in the literature [129] to be as high as
0.005 mm .
ROMER CimCore also sell a Laser Scanning Inspection (LSI) system for use with their
portable scanning arms. The LSI system comes with software that has point-cloud and
colour gradient functionality. Real-time inspection of parts and comparison against
CAD data is possible, with the acquisition and analysis of 23,000 points per second.
A comparison of three different scanning arms from ROMER CimCore is given in
Table 10.6.
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Table 10.6 ROMER CimCore scanning arm specifications.

Measuring Envelope ( m )

1.2

1.8

2.4

3.0

3.6

Measuring Volume ( m3 )

0.9

3

7

14

24

3000

i

iSC

i

iSC

STINGER

i

iSC

II
7

6

7

iSC

i

II
6

7

II
6

7

Single Point Sphere Test

±0.005

Point Repeatability Test

±0.011 ±0.016 ±0.018 ±0.024 ±0.040 ±0.022 ±0.028 ±0.040 ±0.038 ±0.050 ±0.080 ±0.055 ±0.070 ±0.110

±0.030 ±0.036

6

II

6

±0.015 ±0.015

6

iSC

Axes

±0.010

6

i

6

7

±0.075 ±0.050

6
±0.100

Volumetric Length Accuracy * ±0.016 ±0.023 ±0.025 ±0.035 ±0.055 ±0.032 ±0.040 ±0.070 ±0.055 ±0.070 ±0.055 ±0.110 ±0.100 ±0.155
Weight ( kg ) **

5.4

5.4

5.8

5.8

3.6

7.0

7.0

4.1

8.3

8.2

Units are millimetres ( mm ) unless stated otherwise
* add 0.050 for Laser Scanning Inspection system – LSI system accuracy is ±0.050 mm
** add 0.3 kg for laser probe

4.3

8.5

8.6

4.5
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10.7.3

METRICOR

In contrast to the laser scanning systems described above, the METRICOR Shape
Measurement System is a non-contact optical surface scanner.

Figure 10.21 3D point-cloud obtained using METRICOR.

Figure 10.22 3D object surface profiles obtained using METRICOR.
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According to the literature [172], a purpose-built projector is used to illuminate lines
sequentially on the target. “The height of a projection on the target is then represented
by the displacement of the line segment on the raster of the TV camera” [172]. Digitised
profile data can be saved on the PC for later use. It is claimed in the literature [172] that
the included software can provide full 3D surface measurement by merging up to 8
views of the target. Furthermore, the system does not use lasers like many competitor
products (satisfying OH&S requirements) [172]. A resolution of 1 part in 7,500 of the
field of view is claimed in the literature [172], with data acquisition times of less than 2
seconds. The system costs approximately AUD$49,000.

10.8

Grinding

The two most common abrasives used for grinding wheels are aluminium oxide and
silicon carbide [134]. Aluminium oxide abrasives are softer than silicon carbide
abrasives and are suitable for most applications. Silicon carbide abrasives should be
used for cast iron, bronze, and for very hard materials. Silicon carbide should never be
used on stainless steel. Stainless steel is susceptible to rapid corrosion if its surface has
been damaged or contaminated by grinding or weld spatter. Aluminium oxide abrasives
should be used for grinding stainless steel and cast steel.
The type of bond to be used depends on the final surface finish required, the amount of
material to be removed, and the type of grinding wheel. For vitrified bonds, abrasive
particles are mixed with clay and then baked together. Vitrified bonds produce strong
rigid wheels that are not affected by water, acid, or normal temperature changes. The
vitrified bond wheels are the most common type and are used for most general grinding.
Silicate bonds use silicate of soda for the bonding. It produces a wheel that has a milder
cutting action than the wheels using vitrified bonds. The organic bonds listed above are
often used for wheels on portable grinders and for rough foundry work because they are
more robust. Resinoid bonded wheels are best suited for the removal of small amounts
of material and for obtaining very fine finishes.
The grade (hardness) of a grinding wheel depends on the strength of the bond and the
amount of bond. The stronger the bond, the harder the wheel. The bond supports the
grains; the amount of bond determines whether the abrasive grains are held loosely or
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tightly. The more bond material between the different abrasive particles the harder it is
for the particle to break out, and therefore, the harder the wheel. The grade needed
depends on the material. Normally, hard wheels are used for soft work materials and
soft wheels are used for hard work materials. This is because the grinding of soft
materials does not blunt the grains as quick. A hard wheel holds the grains in place for a
longer time and allows them to do more work. The grain size selection depends on the
finish required and the desired material removal rate. A larger grain size provides a
faster material removal rate but a rougher finish. If a fine finish is required, a smaller
grain size should be used. Usually a fine-grained wheel has a dense structure, and a
coarse-grained wheel has an open structure.
The grinding wheel speed is important for the safety of the operator, but less important
if handled by a robot. Wheel speeds vary from 1,400-5,000 m / min (surface),
depending on the strength of the bond used. Most surface grinding is done in the speed
range from 1,700-2,000 m / min (surface). Grinding wheels should never be used at
speeds higher than that recommended by the manufacturer. New wheels should be run
for one minute before use, and cold grinding wheels should be loaded gradually to
reduce the chance of breakage.
Availability of electricity or compressed air to drive the grinder should also be
considered for in-situ application, as well as force feedback controllers to keep the
process forces constant during grinding. The grinding equipment and force sensors are
estimated to cost AUD$7,000 [134].

10.9

Cavitation Mechanisms

Cavitation occurs in different areas of a turbine compared to other hydraulic equipment
(such as pumps) because the cascade is accelerating. Therefore, the low pressure areas
are further back along the blade. The three characteristic types of cavitation (depicted in
Figure 10.23) that apply to turbines are:
1.

Profile cavitation occurs in an area exposed to the region of lower pressure.

2.

Slotted cavitation occurs in areas where a large decrease in water pressure results
from its flow through clearances such as the space between the turbine case and
the runner blade.
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3.

Local cavitation is caused by liquid flowing past irregularities.

Figure 10.23 Types of cavitation [1]: (a) profile; (b) slotted; (c) local.

These three cavitation types may have the following forms:
●

Bubble cavitation is where individual bubbles move through water from an area
of low pressure (origination area); follow the flow until they collapse at an area
of high pressure.

●

Sheet cavitation is where a continuous bubble is filled with oscillating vortexes
of water.

●

Separating cavitation is when no water vortexes fill the bubble cavity.

●

Supercavitation is where the spaces of the cavity are so large they engulf the
blade boundaries.

These four forms of cavitation are illustrated in Figure 10.24.

Figure 10.24 Forms of cavitation in turbines [1]: (a) bubble cavitation;
(b) sheet cavitation; (c) separating cavitation; (d) supercavitation.

Separating cavitation and supercavitation affect the flow of water altering the efficiency
of the turbine. Bubble and sheet cavitation are associated with damaging erosion. A
particularly insidious form of sheet cavitation is known as cloud cavitation. During
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cloud cavitation the leading edge of sheet cavitation casts off bubble clouds. When the
individual bubbles in this collective cloud collapse, they produce strong shockwaves.
Cavitation is accelerated in high fluid velocity situations because local hydrodynamic
pressures vary more widely and rapidly. Some plants inject air into the turbine to reduce
the capacity and consequently lower the possibility of cavitation.

10.10 Welding Consumables for Cavitation Repairs

Stainless steels have traditionally been the most commonly used materials to repair
cavitation damage in hydro turbine runners. More recently however, several materials
such as cobalt- and nickel-based alloys and advanced iron-based alloys have been
developed, all of which have superior cavitation resistance compared to stainless steel.

10.10.1 Stainless Steels

Weld repairs that require the weld metal and the parent metal to have similar properties
must be made using consumables that closely match the parent metal. In the case of
martensitic stainless steels, weld repairs require heat treatment if parent property
matching is necessary. For this purpose, E410 electrodes or ER410 filler metal may be
used for welding both AS2074 Grade H3A and Grade H3B. E410NiMo electrodes or
ER410NiMo filler wire may be used for welding AS2074 Grade H3C.
Austenitic electrodes E309 and E312 or filler metal ER309 and ER312 may be used for
minor repairs where post-weld heat treatment is not possible. Consumables and heat
treatments recommended by AWRA [12] are shown in Table 10.7.
312 stainless steel electrodes or filler wire are normally recommended when welding a
base metal with high carbon content to avoid a reduction in ferrite. Ferrite dissolves
impurities that could otherwise form low melting point segregates and interdendritic
cracks. Austenitic stainless steel electrodes are designed to produce a small amount of
ferrite in the deposit. If the carbon is too high it will reduce the amount of ferrite in the
weld deposit and render it fully austenitic and very crack sensitive. A capping layer,
such as a cobalt-containing stainless steel, may be welded over the layer of 309 stainless
steel. A 309 stainless steel is used when the first pass is on mild steel to reduce the
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possibility of hot-short cracking, but if the substrate to be repaired is stainless steel, a
308 stainless steel may be used. Overlays require careful buttering and filling to ensure
that the correct dilution and penetration is achieved. Low carbon ‘L’ grades may also be
used to reduce the risk of carbide precipitation.

Table 10.7 Recommended consumables and heat treatment [12].

Steel Type

Specifications

MMAW GTAW and

No. and Grade AWS A.5.4
AS2074

GMAW

Preheat

Post-weld Heat

Temp.

Treatment (°C)

AWS A.5.9 Range (°C)

9CR-1Mo

H2A

E505

ER505

250 min.

650-720

13Cr

H3A

E410

ER410

200-300

650-760

E309

ER309

E312

ER312

as above

as above

13Cr

H3B

13Cr-4Ni

H3C

840-900
200-320

E410NiMo ER410NiMo 100-150
E309

ER309

E312

ER312

as above
590-620 or
790-815

10.10.2 Advanced Iron-Based Alloys

The use of stainless steel to repair turbine runners does not always provide adequate
protection against severe cavitation and this prompted the industry to develop alloys
with superior cavitation resistance. These advanced alloys are used instead of 309
stainless steel for weld repairs and do not require heat treatment after welding. Four
products currently on the market are CaviTec™ from Castolin Eutectic Corp, Hydroloy
914™ from Stoody Co., NOREM™ marketed under license from the Electric Power
Research Institute (EPRI) and D-Cav™ from Demand Arc Inc.

CaviTec

Hydro-Québec initially developed an alloy named Ireca steel that was highly resistant to
cavitation erosion.
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Ireca steel was marketed under the trade name Hydroloy 913™ by Stoody Co. The
nominal compositions (weight percent) of Ireca and Hydroloy 913 are shown below:
%

C

Mn

Si

Cr

Ireca

0.3

10

3

Hydroloy 913

0.2

10

3

Ni

Co

N

Mo

W

Fe

17

10

0.1

bal

17

10

0.2

bal

In the early 1990’s Hydroloy 913 was widely used with success but it was difficult to
weld and grind. It contained 10% cobalt that provided the hardness but also made it very
expensive. Further research and alterations led to the development of CaviTec which is
marketed by the Castolin Eutectic Corp. CaviTec-SMA contains cobalt, chromium,
silicon and manganese, and CaviTec-GMA does not contain chromium. CaviTec is a
high strain and work hardening austenitic stainless steel; however, the precise formula is
proprietary information. According to company information [173], CaviTec offers easy
welding and profiling and lasts up to 4-10 times longer than stainless steel. Table 10.8
shows the suppliers recommended welding parameters for CaviTec.

Table 10.8 CaviTec welding parameters [173].

Wire:

CaviTec 1.2 mm

CaviTec 1.6 mm

Transfer Mode

Short Circuit

Spray

Short Circuit

Spray

Amperage ( A )

75

125

110

200

Voltage ( V )

17

20

18

25

Polarity

DC +ve

Shielding Gas

100% CO2 or Ar / 16% CO2 / 2.5% O2

Electrode:

CaviTec 3.2 mm

CaviTec 4.0 mm

Amperage ( A )

90-140 (AC/DC +ve)

120-180 (AC/DC +ve)

309 butter layer recommended when welding on carbon steel
The features of this alloy are claimed to include all positional weldability, excellent
corrosion resistance, very good ductility, hardness, toughness, and fatigue strength.
CaviTec may be applied using both pulsed and conventional GMAW transfer modes.
For optimum cavitation resistance, weld deposits should be a minimum of 3 mm thick.
Cavities deeper than 9.5 mm should be first filled with a 309L stainless steel deposit.
Maximum deposit thickness for CaviTec is 9.5 mm .
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Under cavitation stress, the as-welded austenitic ( γ ) phase transforms to the martensitic
( α ) phase. The mechanism by which this deformation takes place is twinning. The
phase transformation absorbs the energy of the shockwaves generated by the collapsing
vapour bubbles in the water and the metal effectively undergoes ‘surface hardening’.
Compared to other stainless steels, the incubation period for CaviTec is much longer,
metal loss is generally minimal and the surface is smooth and hardened. Further
exposure to cavitation causes surface fatigue cracking that subsequently leads to the
detachment of metal particles at the intersection of the deformed twins. The cavitation
damage is slow and uniform because the twins are relatively small, and therefore, only
small metal particles are able to be detached.

Hydroloy 914

This alloy was a development of an alloy called Tristelle TS-2™ that was hard, but also
brittle and crack sensitive which made it difficult to contour by grinding.
Subsequent testing of Tristelle TS-2 was carried out at lower levels of carbon so that the
microstructure of the weld deposit would be austenitic or lean-austenite. This led to the
development of Hydroloy 914 which is a relatively low cost austenitic stainless steel
that possesses good cavitation erosion resistance and ductility. The nominal
compositions (weight percent) of Tristelle TS-2 and Hydroloy 914 are shown below:
%

C

Tristelle TS-2

2

Hydroloy 914

0.22

Mn
10

Si

Cr

Ni

Co

5

35

10

12

4.6

17

2

10

N

Mo

W

Fe
bal

0.3

bal

According to the company, the level of cavitation erosion resistance depends on the
ratio of silicon to nickel. High silicon to nickel ratios result in low ductility, whilst low
silicon to nickel ratios result in high ductility but poor cavitation erosion resistance. For
optimum cavitation erosion resistance and good ductility, a silicon level of up to 5% and
a nickel level of up to 2% are preferred. Compared to Hydroloy 913, Hydroloy 914
contains higher silicon (4.6%) and higher nickel (2%). The composition of Hydroloy
914 is maintained within strict limits to achieve the maximum cavitation erosion
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resistance combined with good ductility. The silicon level increases the hardness and
cavitation erosion resistance, whilst the nickel level protects the alloy from becoming
too brittle. High levels of nickel (up to 5%) result in a decrease in the ferrite number and
a reduction in cavitation erosion resistance. Silicon compensates for the detrimental
effect of nickel; however, high levels of silicon (up to 7%) result in poor ductility.
Cobalt and chromium are beneficial for cavitation erosion resistance but are less
effective when compared to silicon. Molybdenum is beneficial for cavitation erosion
resistance, and lower manganese is beneficial when nickel is present. It is claimed that
due to the judicious balancing of elements, Hydroloy 914 has better cavitation erosion
resistance than Hydroloy 913, Tristelle TS-2 and Stellite 21™.
Hydroloy 914 is produced as welding wire in 1.2 mm and 1.6 mm diameters as well as
Shielded Metal Arc (SMAW) welding electrodes in 3.2 mm and 4 mm diameters. The
wire can be applied using a simple constant potential power source using 100% CO2 as
a shielding gas. Out of position weldability is enhanced when a helium-based mix is
used as the shielding gas. Table 10.9 shows the recommended welding parameters for
Hydroloy 914 consumables.

Table 10.9 Hydroloy 914 welding parameters [174].

Wire:

Hydroloy 914 1.2 mm

Hydroloy 914 1.6 mm

Amperage ( A )

100-140

110-145

Wire Feed Speed ( ipm )

160-200

110-130

Voltage ( V )

15-17

Position

Out of Position

Polarity

DCEN

Stick out

9.5-12.7 mm

Shielding Gas

Helium Tri-Mix or 100% CO2

Power Source

Constant Voltage

Electrode:

Hydroloy 914 3.2 mm

Hydroloy 914 4.0 mm

Amperage ( A )

90-120

120-150

Polarity

DCEN

309 butter layer recommended when welding on carbon steel
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NOREM

EPRI originally developed this highly wear resistant alloy that did not contain cobalt for
use in nuclear power plant valves because rogue cobalt atoms released by wear and
corrosion would pass through the reactor’s core and transform to the highly radioactive
cobalt-60 isotope. This posed a threat to the occupational health and safety of the plant
workers. The name NOREM means no REM (Roentgen-Equivalent-Man) which is a
unit of measurement of ionising radiation. Subsequent testing revealed that NOREM
was also resistant to cavitation erosion. The use of iron as the base metal and the
elimination of cobalt which is an expensive additive give a significant cost advantage.
Table 10.10 shows the compositions of the various types of NOREM alloys. The
various welding consumables were developed for various welding processes to ensure
that the weld chemistry provided desired cavitation erosion and wear resistance
properties.

Table 10.10 Chemical compositions of NOREM alloys [175].

%

C

Mn

Si

Cr

Ni

NOREM 02A

1.1

4

3.1

23

3.7

1.35

5

3.5

26

5

0.7

3

2.2

20

4

1.1

4

3

24

5.5

0.7

3

2.2

20

3.5

1.1

4.5

3

24

5.5

0.8

3.5

2.2

20

3.2

1.2

4.5

3

24

5.5

NOREM 03B
NOREM 04B
NOREM 05B

Co

N

Mo

W

Fe

< 0.06 1.8

bal

2.2

bal

1.7

bal

2.2

bal

1.7

bal

2.2

bal

1.7

bal

2.2

bal

< 0.1
< 0.1
< 0.1

The requirement for significant levels of preheat is an undesirable condition for repair
welding in-situ. According to the manufacturer, NOREM can be deposited with the
GTAW, GMAW and SMAW processes without the need for preheat; however, a 90°C
preheat is recommended to remove residual moisture and help maintain consistent
cooling rates [175]. Manual GTAW can be accomplished by using commercially
available constant current DC welding power sources with high frequency starting
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capability and standard GTAW torches with 100% Ar as the shielding gas. Semiautomatic GMAW can be performed using standard or pulsed machines with a 75% Ar /
25% CO2 mixture as the shielding gas. SMAW electrodes are produced in 3.2 mm , 4
mm , 5 mm , and 6.4 mm diameters and welding can be performed using a conventional

constant current DC power source.

NOREM is able to produce porosity-free and crack-free deposits on carbon steel and
stainless steel substrates with machining and grinding characteristics similar to those of
300 series stainless steels. When welding on carbon steel it is recommended that
preheating and a 309 stainless steel buttering layer is used. To ensure that the correct
deposit chemistry is achieved, two layers of NOREM are specified to minimise dilution.
It is claimed that NOREM 04 has better cavitation erosion resistance than Hydroloy
913, and Stellite 21. The development of the NOREM chemistry concentrated on
controlling the level of incidental impurities in the welding consumables which was
found to be the means by which to avoid solidification cracking and hot tearing. In all
the product forms, phosphorous and oxygen levels are limited to less than 0.02 ppm
and sulphur is limited to 100 ppm . Boron is limited to 0.006% except for the GTAW
alloy where it is limited to 0.002%.

D-Cav

D-Cav does not contain cobalt which gives it a cost advantage; however, the precise
formula is proprietary information. According to the manufacturer [176], the D-Cav
alloy was exclusively formulated for cavitation wear resistance with good weldability
and grindability. The overall weldability performance is enhanced by its ability to be
welded in all positions on par with flux cored stainless steel wire with the use of Ar / O2
/ CO2 or straight CO2 as the shielding gas.
D-Cav is only available in 1.2 mm and 1.6 mm diameter wires. The operating
parameters for the 1.2 mm diameter wire are 175-180 A and 26-28 V . Using the 1.6
mm diameter wire at a travel speed of 889 mm / min it is possible to build up a 9.25

mm thick layer with a single pass. Welding time is greatly reduced because the need for

a second pass is eliminated; representing a 40% reduction in repair costs [176].
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10.10.3 Cobalt- and Nickel-Based Alloys

Various Monel™, Incoloy™, Inconel™, Stellite™, Stoodite™, and Tribaloy™ alloys
are widely used in industry due to their excellent wear and corrosion resistance. These
alloys have traditionally been used for runner repairs in situations of severe cavitation
damage where stainless steel alone proved to be inadequate; however, the cobalt and
nickel used to manufacture these alloys makes them relatively expensive.
Nickel-based alloys are resistant to wear and corrosion. Monel Alloy 400 is the basic
nickel (66.5%) and copper (31.5%) alloy that is used in highly corrosive environments.
It is tough and can be easily welded in all positions. Cobalt-based alloys are resistant to
corrosion, erosion, abrasion, and galling.
Two cobalt-based alloys that have high wear and cavitation erosion resistance are
Stellite 6 and Stellite 21 (nominal compositions in weight percent):
%

C

Mn

Si

Cr

Ni

Co

Stellite 6

1.1

1

0.8

28

3

bal

Stellite 21

0.25

0.7

0.5

28

2.5

bal

N

Mo
5.5

W

Fe

4

4
4

Although cobalt- and nickel-based alloys possess superior cavitation erosion resistance
compared to austenitic stainless steels such as 308 and 309 types, the advanced ironbased cavitation erosion resistant alloys available today have comparable weldability
and improved cavitation resistance over these alloys, and are much cheaper.

10.10.4 Cavitation Test Results on Various Alloys

Table 10.11 shows the published results [177] of cavitation jet testing of various alloys
compared to 308 stainless steel (used as the reference point). These tests show that for
severe cavitation, repair welding using advanced iron-based alloys is preferable due to
their superior cavitation resistance [5]. It can be seen that cavitation resistance is 300400% better for some of the new alloys compared to 308 stainless steel. The results are
for wire consumables. In these tests it was reported that the two best performing cobalt
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free alloys were NOREM and D-Cav. Throughout the development of these cavitation
resistant alloys, the weldability of the alloys was an important consideration. The
manufacturer of D-Cav claims to have overcome all weldability problems, and welding
tests at Hume Power Station have been carried out [178]. Superior results were achieved
with GMAW using D-Cav compared to MMAW with 308 stainless steel [178]. No
information was available on the weldability of NOREM in this instance.
Table 10.12 summarises the chemical compositions of some alloys suitable for use in
hydro turbine equipment subjected to cavitation erosion [5]. Austenitic stainless steels
types 308, 309, and 312 have good cavitation erosion resistance and are relatively
cheap. They are widely used for weld repair of hydraulic components. For martensitic
turbine runners, martensitic stainless steels with appropriate heat treatment should be
used. The austenitic stainless steels have cavitation resistance far superior to carbon
steel and have good weldability. Cobalt-based alloys are again superior (in terms of
cavitation resistance) to austenitic stainless steels, but the higher cost of these alloys
may not justify their use in certain applications. Iron alloyed with cobalt results in alloys
with high hardness and good cavitation erosion resistance but reduced grindability.
Through further research, advanced alloys such as CaviTec, Hydroloy 913/914,
NOREM, and D-Cav have been developed which possess good weldability and
grindability.
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Table 10.11 Results of cavitation jet testing of welded alloys [177].

Alloy

Test Pressure

Weight Loss

Cavitation Rate

( psi )

( mg/hr )

vs 308

308 Stainless Steel

4,000

3.2

1.0

NOREM

4,000

1.0

0.3

D-Cav

4,000

1.3

0.4

Hydroloy 914 Sample A

4,000

1.7

0.5

Hydroloy 914 Sample B

4,000

2.0

0.6

CaviTec Sample A

4,000

2.3

0.7

CaviTec Sample B

4,000

2.6

0.8

308 Stainless Steel

6,000

11.3-15.5

1.0

NOREM

6,000

4.3

0.3

D-Cav

6,000

3.4

0.3

Hydroloy 914

6,000

3.5

0.3

CaviTec Sample A

6,000

3.1

0.2

CaviTec Sample B

6,000

3.4

0.3

Table 10.12 Chemical compositions of various alloys.

%

C

Mn

Si

Cr

Ni

308 Stainless

0.08

2

1

21

12

bal

309 Stainless

0.20

2

1

24

15

bal

Ireca Steel

0.3

10

3

17

10

0.1

bal

Hydroloy 913

0.2

10

3

17

10

0.2

bal

Hydroloy 914

0.22

10

4.6

17

2

10

0.3

bal

Tristelle TS-2

2.0

5

35

10

12

NOREM 03B

1.1

4

3

24

5.5

Stellite 6

1.1

1

0.8

28

3

bal

Stellite 21

0.25

0.7

0.5

28

2.5

bal
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Co

N

Mo

W

Fe

bal
< 0.1

2.2

bal
4

5.5

4
4

CaviTec

Proprietary composition austenitic stainless steel

D-Cav

Proprietary composition austenitic stainless steel – cobalt free

