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Resumen
Desde que fue planteado a mediados del siglo XIX, el Teorema de los cuatro colores ha
sido enunciado de muchas maneras equivalentes. En este trabajo, analizamos en detalle una
de ellas y exploramos co´mo el grupo F de R. Thompson podr´ıa proveer otra prueba del
Teorema.
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Cap´ıtulo 1
Introduccio´n
1.1. Historia
Pocos problemas sin resolver en matema´ticas pueden ser entendidos por personas que
no son matema´ticos profesionales. El Teorema de los 4 colores fue uno de estos pocos. Sim-
plemente enunciado, el problema es encontrar el mı´nimo nu´mero de colores necesarios para
colorear los pa´ıses de cualquier mapa, tal que cada dos pa´ıses con una frontera en comu´n
tengan colores diferentes. Su aparicio´n fue en 1852, debida a Francis Gutrhie, un aboga-
do y bio´logo que de hecho fue en un principio matema´tico. Francis descubrio´ el problema
mientras trataba de colorear las ciudades de Inglaterra. Francis le conto´ su problema a su
hermano Frederick, quien era estudiante de Augustus De Morgan. Poco despue´s, Frederick
revelo´ aquella conjetura a su mentor en Octubre 23 de 1852, quien instanta´neamente se in-
trigo´ por el problema. Tal fue la fascinacio´n de De Morgan, que ra´pidamente escribio´ una
carta a Sir William Rowan Hamilton en la cual describio´ la situacio´n y explico´ el problema.
Esta carta ha sido preservada y guardada en el Trinity College, Dublin [De Morgan 1852].
Al contrario de De Morgan, Hamilton no le mostro´ importancia porque e´sta no ten´ıa nada
que ver con su intere´s en ese tiempo, los cuaterniones. En los an˜os venideros, De Morgan
ser´ıa el encargado de revelar el problema ante el mundo. Un problema ma´s antiguo es el de
los cinco pa´ıses mutuamente adyacentes, por su aparicio´n en un art´ıculo de A. F. Mo¨bius
en 1840. Un d´ıa le conto´ a su clase acerca de un rey en la India que ten´ıa cinco hijos. El
rey decreto´ que cuando e´l muriera, el reino ser´ıa dividido en cinco territorios, cada uno com-
partiendo una l´ınea fronteriza con los otros cuatro. Mo¨bius pregunto´ como ser´ıa posible tal
subdivisio´n. Al d´ıa siguiente los estudiantes regresaron sin respuesta y Mo¨bius rio´ y les dijo
que tal subdivisio´n no podr´ıa ser hecha. Contado por uno de sus estudiantes muchos an˜os
despue´s, e´sta podr´ıa ser la razo´n por la que algunos dicen que el problema de los cuatro
colores es originado con Mo¨bius.
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1.2. Las pruebas
En 1878, el problema volvio´ a relucir cuando el matema´tico ingle´s Arthur Cayley pu-
blico´ la pregunta de si el problema de los cuatro colores hab´ıa sido resuelto. La inquietud de
Cayley provoco´ a´nimo entre los matema´ticos y el problema tomo´ importancia nuevamente.
Hasta el mismo Cayley publico´ un corto ana´lisis del problema en la Proceedings of the Royal
Geographical Society [Cayley 1879]. Con el fin de simplificar los trabajos para una prueba,
los matema´ticos usaron grafos en vez de mapas. Y el Teorema de los Cuatro Colores se
volvio´ parte de la rama matema´tica llamada Teor´ıa de Grafos. Casi un an˜o despue´s de que
Cayley recordara el problema, otro abogado y matema´tico se hizo famoso, su nombre fue
Alfred Bray Kempe. E´l estudio´ matema´ticas en la Universidad de Cambridge y en los u´ltimos
an˜os dedico´ mucho tiempo a la investigacio´n matema´tica. Su contribucio´n ma´s famosa fue a
trave´s de la “prueba”del problema de los cuatro colores que fue hecha pu´blica en la American
Journal of Mathematics. La “prueba”de Kempe fue aceptada por 11 an˜os, y, en 1890 Percy
Heawood encontro´ el error en la prueba lo cual hizo el argumento de Kempe incompleto.
Aunque la prueba era erro´nea, Kempe hab´ıa introducido te´cnicas que hoy son todav´ıa usadas
para resolver problemas de coloracio´n de mapas, y su prueba fallida fue modificada por
Heawood para mostrar que cinco colores son suficientes para colorear cualquier mapa. Casi
un siglo despue´s, la l´ınea del razonamiento de Kempe fue usada como la base para una prueba
correcta hecha por los matema´ticos americanos, Kenneth Appel y Wolfgang Haken en 1976,
con la ayuda de un computador. Ellos revelaron que si el Teorema de los Cuatro Colores
fuera falso, deber´ıa existir un contraejemplo en un conjunto finito de aproximadamente
2000 diferentes tipos de contraemplos, y que ninguno de estos tipos realmente existe. Esto
tomo´ en el computador cerca de 1000 horas de computacio´n para finalizar la prueba. En 1996
Robertson, Sanders, Seymour, y Thomas redujeron la parte computacional de la prueba al
disminuir los casos a 633 configuraciones.
1.3. Organizacio´n del texto de tesis
Esta tesis pretende mostrar una alternativa para enfrentar el problema de los 4 colores,
que en el mundo de las matema´ticas ha generado cierta discordia, dado que su prueba es
asistida por un computador. En el cap´ıtulo dos, se hace una breve revisio´n sobre conceptos,
definiciones y ejemplos de la Teor´ıa de Grafos que sera´n utilizados a lo largo de la tesis.
Nuestras definiciones fueron basadas en [10], [8], [6]. Se enuncia y demuestra la importante
Fo´rmula de Euler para caracterizar grafos planares como gran recurso para este trabajo.
Terminamos este cap´ıtulo abordando el tema de coloracio´n de mapas y grafos, donde se
demuestra que bastara´ 4-colorear ciertos grafos especiales para abarcar la 4-coloracio´n de
cualquier mapa.
Es bien conocido que la ley asociativa no se cumple en general cuando se opera con el
producto vectorial o tambie´n llamado producto cruz de vectores. En el cap´ıtulo 3 se presenta
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primero, usando la te´cnica realizada por Louis Kauffman (ver [5] y [9]), el Teorema de los
4 colores como una condicio´n suficiente para mostrar que cualesquiera dos asociaciones L y
R de n variables mediante el producto cruz de vectores, cumplen que L = R conlleva solu-
ciones, toma´ndolas en el conjunto {i, j, k} del espacio 3-dimensional, siendo n un nu´mero
natural arbitrario. Por u´ltimo, en este cap´ıtulo juntamos magn´ıficos resultados obtenidos por
Hassler Whitney en los an˜os 30 y otros resultados que pueden ser encontrados en [7], [8], [3],
[4] entre otros, para concluir que si dichas soluciones explicadas anteriormente existen, sin
importar el nu´mero de variables y la escogencia de las asociaciones, entonces es necesario
que el problema de los 4 colores sea cierto.
Por u´ltimo, en el cap´ıtulo 4 damos una descripcio´n del grupo F descubierto por Richard
Thompson en 1965, (ver [2] y [1]) y explicamos co´mo el estudio de propiedades en este grupo
podr´ıa conducir a una prueba del Teorema de los Cuatro Colores.
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Cap´ıtulo 2
Preliminares
2.1. Conceptos fundamentales de Grafos
Definicio´n 2.1 (Grafo). Un grafo G es una tripleta que consiste de dos conjuntos V (G),
E(G), donde sus elementos son llamados ve´rtices y aristas, respectivamente, y una relacio´n
que asocia con cada par de ve´rtices (llamados puntos finales) una arista (no necesariamente
u´nica). Las aristas se dicen incidentes a sus puntos finales.
Definicio´n 2.2.
1. El grado de un ve´rtice v, denotado por d(v), en un grafo G, es el nu´mero de aristas
incidentes a v.
2. Los grados ma´ximo y mı´nimo entre todos los ve´rtices de un grafo G son denotados
∆(G) y δ(G), respectivamente.
Definicio´n 2.3.
1. Aristas mu´ltiples son aristas que tienen el mismo par de puntos finales.
2. Un lazo es una arista que conecta un ve´rtice consigo mismo.
3. Un grafo simple es un grafo sin aristas mu´ltiples y sin lazos.
4. Dos ve´rtices se dicen adyacentes si son los puntos finales de una misma arista
Definicio´n 2.4.
1. Una curva es la imagen de una funcio´n continua del intervalo [0, 1] en el plano.
2. Una curva es cerrada si el “primer”y “u´ltimo”punto son iguales. Es simple si no repite
puntos, excepto que el “primero”sea igual al “u´ltimo”.
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3. Una curva poligonal es una curva compuesta de finitos segmentos de l´ınea. Se dice
u, v-curva poligonal cuando e´sta empieza en u y termina en v.
4. Un dibujo de un grafo G, es una funcio´n f definida en V (G)∪E(G) que asigna a cada
ve´rtice v un punto f(v) en el plano, donde ima´genes de ve´rtices son distintas, y asigna
a cada arista con puntos finales u, v una f(u), f(v) -curva poligonal.
5. Un cruce es un punto en f(e) ∩ f(e′) que no es un punto final comu´n, siendo e y e′
aristas.
Es usual referirnos a un grafo G y a un dibujo particular de G con el mismo nombre.
Definicio´n 2.5. Un grafo G es planar si tiene un dibujo sin cruces. Tal dibujo es un em-
bebimiento planar de G. Decimos grafo plano a un grafo planar junto con un embebimiento
planar particular.
Definicio´n 2.6.
1. Un camino es una sucesio´n de ve´rtices distintos tal que ve´rtices consecutivos son ad-
yacentes. Un u, v-camino es un camino con ve´rtice inicial u y ve´rtice final v.
2. Un sendero es una lista v0, e1, v1, . . . , ek, vk de ve´rtices y aristas tal que, para 1 ≤ i ≤ k,
la arista ei tiene puntos finales vi−1, vi. Si sus puntos finales son los mismos se dice
que el sendero es cerrado.
3. Un ciclo es un sendero cerrado que no repite aristas ni ve´rtices, excepto sus puntos
finales.
4. La longitud de un sendero es el nu´mero de aristas que lo constituyen.
Definicio´n 2.7.
1. Una regio´n es un conjunto abierto en el plano U que contiene para cada u, v ∈ U una
u, v-curva poligonal.
2. Las caras de un grafo plano son las regiones maximales del plano que no contienen
puntos que sean imagen del embebimiento, es decir, son las regiones del plano que son
separadas unas de otras por las aristas del grafo. La cara no acotada de un grafo es
llamada la cara exterior.
3. La frontera de la cara de un grafo plano es un sendero cerrado que corresponde a una
traves´ıa completa del per´ımetro de la curva poligonal que acota la cara.
4. La longitud de una cara en un grafo plano G es el nu´mero de ocurrencias de aristas
en la frontera de la cara (la cual puede ser ma´s que el nu´mero de aristas que acotan la
cara).
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Definicio´n 2.8.
1. Un subgrafo de un grafo G es un grafo H tal que V (H) ⊆ V (G) y E(H) ⊆ E(G)
con la misma asignacio´n de aristas en H como en G. Se dice que G contiene a H.
El subgrafo H se llama generador si |V (H)| = |V (G)|. Si el subgrafo generador es un
ciclo entonces nos referimos a e´ste como un ciclo generador.
2. Sea T ⊆ V (G). El subgrafo inducido G [T ] consiste de T y todas las aristas cuyos
puntos finales esta´n contenidos en T y el grafo denotado G−T consiste en el subgrafo
resultante de quitar los ve´rtices que pertenecen a T y toda arista que sea incidente a
alguno de estos ve´rtices.
3. Un grafo G es conexo si cada par de ve´rtices en G pertenecen a un camino. De lo
contrario, el grafo G se dice disconexo.
4. Las componentes de un grafo G son sus subgrafos conexos maximales, es decir, subgrafos
que son conexos y no esta´n contenidos en otros subgrafos conexos de G.
Definicio´n 2.9. Una arista e de un grafo G se dice arista de corte, si al suprimirla del grafo
(dejando sus puntos finales) se aumenta el nu´mero de componentes. Escribimos G− e para
indicar el subgrafo de G obtenido al suprimir una arista e.
Proposicio´n 2.1 (Caracterizacio´n de aristas de corte). Una arista es de corte si y so´lo si
e´sta no pertenece a ningu´n ciclo.
Demostracio´n. Sea e una arista en G con puntos finales x, y. La arista e esta´ en alguna
componente H de G. Dado que suprimir e no afecta las otras componentes, es suficiente
probar H − e conexo si y so´lo si e pertenece a algu´n ciclo C. Supongamos que H − e es
conexo, luego existe un camino que contiene a x y y. Dicho camino forma un ciclo con e.
Rec´ıprocamente, supongamos que e pertenece a un ciclo C y sean u, v ∈ V (H). Dado que H
es conexo existe un camino P en H con puntos finales u y v. Si P no contiene a e entonces
P esta´ en H − e. Si P contiene a e, sin pe´rdida de generalidad x esta´ entre u y y. Dado que
H − e contiene un camino con puntos finales u, x a lo largo de P , un camino con puntos
finales x, y a lo largo de C, y un camino con puntos finales y, v a lo largo de P , entonces
H − e contiene un camino con puntos finales u, v. As´ı H − e es conexo.
Definicio´n 2.10 (A´rbol). Un a´rbol T es un grafo conexo sin ciclos. Los ve´rtices de grado
uno se llaman hojas.
Lema 2.1. Cada a´rbol con al menos dos ve´rtices posee al menos dos hojas. Adema´s, supri-
miendo una hoja de un a´rbol de n ve´rtices obtenemos un a´rbol de n− 1 ve´rtices.
Demostracio´n. Sea T un a´rbol con al menos dos ve´rtices. Puesto que T es conexo existe al
menos una arista. En un grafo sin ciclos, un punto final en un camino maximal no trivial
(camino que no esta´ contenido en uno con ma´s aristas) no tiene ma´s ve´rtices adyacentes
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que el ve´rtice al cual lo es dentro del camino. Por tanto los puntos finales de tal camino son
hojas. Sea v una hoja de un a´rbol T , y sea T ′=T −{v}. Puesto que un ve´rtice de grado uno
en un camino no puede estar conectado con dos ve´rtices, entonces para u,w ∈ V (T ′), cada
u,w-camino en T esta´ tambien en T ′. As´ı, T ′ es conexo y ac´ıclico pues suprimir un ve´rtice
no crea ciclos. Luego T ′ es un a´rbol con n− 1 ve´rtices.
Teorema 2.1 (Caracterizacio´n de a´rboles con n ve´rtices). T es un a´rbol de n ve´rtices si y
so´lo si T es conexo y tiene n− 1 aristas.
Demostracio´n. Probemos que T tiene n−1 aristas. Procedemos por induccio´n sobre n. Para
n = 1, un grafo ac´ıclico no tiene aristas. Para n > 1, suponemos que la implicacio´n se
mantiene para grafos con menos de n ve´rtices. Si T es un a´rbol de n ve´rtices, por Lema
2.1, T tiene al menos dos hojas y T ′=T − {v} es un a´rbol con n − 1 ve´rtices, siendo v una
hoja de T . Aplicando la hipo´tesis de induccio´n sobre T ′, T ′ tiene n − 2 aristas. Dado que
so´lo una arista en T es incidente a v, concluimos que T tiene n− 1 aristas. Rec´ıprocamente,
supongamos que T es conexo y tiene n − 1 aristas. Resta probar que T no tiene ciclos.
Formemos el grafo T ′ eliminando aristas de ciclos de T hasta obtener un grafo sin ciclos.
Puesto que ninguna arista del ciclo es una arista cortada, entonces T ′ es conexo. Aplicando
la implicacio´n izquierda a derecha del teorema a T ′, obtenemos que T ′ tiene n − 1 aristas.
Pero por hipo´tesis T tiene n− 1 aristas, lo que indica que ninguna arista de T fue eliminada
para formar T ′. As´ı T = T ′.
Definicio´n 2.11 (Grafo Trivalente). Un grafo G se dice trivalente si todos sus ve´rtices
tienen grado 3. En el caso en que G sea un a´rbol, diremos que e´ste es un a´rbol trivalente si
sus ve´rtices tienen grado 1 o´ 3.
Definicio´n 2.12 (Grafo Dual). El dual geome´trico D(G) de un grafo plano G es un grafo
plano cuyos ve´rtices corresponden a las caras de G. Las aristas de D(G) se corresponden con
las aristas de G de la siguiente manera: Si e es una arista de G con caras X y Y adyacentes,
entonces los puntos finales de la arista dual e∗ ∈ E(D(G)) son los ve´rtices x, y de D(G) que
representan las caras X,Y de G.
Por ejemplo, el siguiente grafo punteado es el dual del grafo azul
bc bc
bc
bc
bc
bc
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Enunciamos el siguiente hecho topolo´gico, el cual sera´ usado con frecuencia.
Teorema 2.2 (Teorema de la curva de Jordan). Una curva poligonal simple y cerrada C
particiona el plano en exactamente dos regiones, las cuales tienen a C como frontera.
Pocas fo´rmulas son tan elegantes y u´tiles como lo es la Fo´rmula de Euler la cual nos
relaciona el nu´mero de ve´rtices, aristas y regiones en un grafo planar. En adelante, a menos
que se especifique algo distinto, V , E, y F denotara´n el nu´mero de ve´rtices, aristas y caras
respectivamente en un grafo G. Antes de enunciar tal resultado necesitamos las siguientes
proposiciones.
Proposicio´n 2.2. La suma de los grados de los ve´rtices de un grafo G es dos veces el nu´mero
de aristas.
∑
v∈V (G) d(v) = 2E.
Corolario 2.1. Todo grafo trivalente tiene un nu´mero par de ve´rtices.
Demostracio´n. Reemplazando en la Proposicion 2.2, 3V = 2E y como V es un nu´mero
entero se tiene que E/3 debe ser entero tambie´n. Luego V es un nu´mero par.
Proposicio´n 2.3. Sean {l(Fi)}n1 , la lista de las longitudes de las caras Fi en un grafo plano
G, entonces 2E =
∑n
1 l(Fi)
Demostracio´n. Las longitudes de las caras son los grados de ve´rtices duales. Dado que
E = |E(G)| = |E(G∗)|, entonces 2E = ∑n1 l(Fi) es lo mismo que la fo´rmula 2 |E(G∗)| =∑
v∈V (G∗) d(v), la cual es cierta por Proposicio´n 2.2.
Teorema 2.3 (Fo´rmula de Euler). Si un grafo plano G tiene K componentes, V ve´rtices,
E aristas, y F caras, entonces V − E + F = K + 1. En particular, si el grafo es conexo,
V − E + F = 2.
Demostracio´n. Basta que mostremos la fo´rmula para G conexo. Usamos induccio´n en E.
Si E = 0, la fo´rmula se mantiene dado que entonces V = 1 y F = 1. Supongamos que
el teorema es cierto para E − 1. Probemos e´ste para E. Si todas las aristas de G son
aristas de corte, entonces por Proposicio´n 2.1, G es un a´rbol y F = 1. Por Teorema 2.1,
E = V − 1 y la fo´rmula se mantiene. Supongamos que existe una arista e la cual no es
arista de corte. El grafo G′ = G − e es conexo y tiene E − 1 aristas, y as´ı, por induccio´n
V − (E − 1) + F ′ = 2, donde F ′ es el nu´mero de regiones en G′. Pero dado que e no es
una arista de corte, e´sta debe separar dos regiones distintas y por esto F ′ = F − 1. Ahora
2 = V − (E − 1) + F ′ = V − E + 1 + F − 1 = V − E + F , y se completa la prueba.
Corolario 2.2. Si G es un grafo plano simple con al menos 3 ve´rtices, entonces E ≤ 3V −6.
Adema´s, si G es libre de tria´ngulos, es decir, no tiene ciclos de longitud 3, entonces
E ≤ 2V − 4.
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Demostracio´n. Basta considerar a G conexo, pues de lo contrario se agregan aristas para unir
sus componentes sin cambiar el nu´mero de ve´rtices. Sea {l(Fi)} la lista de las longitudes de
las caras. Como V ≥ 3 y G es simple entonces cada cara contiene al menos 3 aristas.
As´ı
∑
l(Fi) ≥ 3F , pero por la Proposicio´n 2.3, 2E =
∑
l(Fi), luego 2E ≥ 3F . Sustituyendo
en la Fo´rmula de Euler obtenemos E ≤ 3V − 6. Cuando G es libre de tria´ngulos, las caras
tienen longitud al menos 4. En este caso 2E =
∑
l(Fi) ≥ 4F , y se obtiene E ≤ 2V − 4.
Definicio´n 2.13.
1. Un conjunto independiente en un grafo es un conjunto de ve´rtices del grafo que no son
adyacentes dos a dos.
2. Un grafo G es bipartido si V (G) es la unio´n disjunta de dos conjuntos independientes.
Definicio´n 2.14. Un grafo completo es el grafo simple que tiene n ve´rtices y los cuales son
adyacentes dos a dos y se denota Kn. Un grafo completo bipartido es un grafo simple bipartido
tal que dos ve´rtices son adyacentes si y so´lo si esta´n en diferentes conjuntos independientes.
Cuando los conjuntos tienen cardinal r y s, lo denotamos Kr,s.
Ejemplo 2.1. Los grafos K5 y K3,3 no son planares pues
1. |E(K5)| = 10 y 3 |V (K5)| − 6 = 9. Esto muestra que K5 no es planar.
2. |E(K3,3)| = 9 y 2 |V (K3,3)| − 4 = 8. Esto muestra que K3,3 no es planar pues K3,3 es
libre de tria´ngulos.
• •
•
•
•
•
•
•
•
•
•
K5 K3,3
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Definicio´n 2.15.
1. Una contraccio´n elemental de un grafo G consiste en remover dos ve´rtices adyacentes
u, v identifica´ndolos con un nuevo ve´rtice w el cual es adyacente a aquellos que lo eran
de u y v.
b
b
•
•
•
u
e
v w
2. Una subdivisio´n de una arista uv en un grafo G es el reemplazo de e´sta, por aristas
uw y wv con w un ve´rtice que no estaba en G. Nos referimos a una subdivisio´n de G
como un grafo obtenido mediante subdivisiones de aristas de G.
•
u v u w v
2.2. k-coloracio´n de grafos y mapas
Coloracio´n de grafos toma su nombre por la aplicacio´n a la coloracio´n de mapas. Asignamos
etiquetas a los ve´rtices y los llamamos colores. Damos una definicio´n precisa de coloracio´n
de grafos.
Definicio´n 2.16.
1. Una k-coloracio´n de un grafo G es una funcio´n f : V (G) → S, donde el nu´mero de
elementos del conjunto S es k.
2. Los elementos de S son llamados colores.
3. Una k-coloracio´n se dice propia si para ve´rtices adyacentes sus ima´genes bajo f son
diferentes. Diremos que los ve´rtices tienen distinto color.
4. Un grafo es k-coloreable si e´ste tiene una k-coloracio´n propia.
5. El nu´mero croma´tico χ(G) es el menor nu´mero k tal que G es k-coloreable. G es
llamado χ(G)-croma´tico.
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Observacio´n. Grafos con lazos no pueden ser coloreables, dado que no podemos colorear un
mismo ve´rtice con diferentes colores. Adema´s aristas mu´ltiples resultan irrelevantes, dado
que copias extras de una arista nos estar´ıan asegurando cada vez ma´s que sus puntos finales
son adyacentes, pero no estar´ıa afectando la coloracio´n. Por tanto al hablar de coloracio´n,
se consideran grafos simples.
Definicio´n 2.17. Un mapa o un mapa plano es un grafo plano conexo junto con todas sus
caras.
Definicio´n 2.18. Una k coloracio´n de un mapa plano M es una “asignacio´n de k o´ menos
colores a las caras de M”tal que dos regiones adyacentes no este´n asignadas con el mismo
color.
Observacio´n. Enfatizamos que coloracio´n de un grafo se refiere a colorear sus ve´rtices,
mientras que coloracio´n de un mapa indica que son sus caras las coloreadas.
Teorema 2.4 (Teorema de los 4 colores). Todo mapa plano puede ser 4-coloreable.
Teorema 2.5. El Teorema de los 4 colores es equivalente a que cada grafo planar es
4-coloreable.
Demostracio´n. SeaM un mapa. Entonces su dualD(M) es un grafo planar; as´ı, por hipo´tesis
los ve´rtices de D(M) pueden ser 4-coloreados. Usando la correspondencia uno-a-uno que
preserva adyacencia entre ve´rtices de D(M) y regiones de M , podemos simplemente trans-
ferir la coloracio´n de D(M) a la coloracio´n de M . Rec´ıprocamente, es suficiente probar que
todo grafo planar conexo es 4-coloreable. Sea G cualquier grafo planar conexo. Dibujar G en
el plano produce un mapa M . A continuacio´n dibujamos un pequen˜o c´ırculo Cv alrededor
de cada ve´tice v de M y borramos el interior de Cv incluido v. Sin pe´rdida de generalidad
podemos asumir que Cv no contiene otros ve´rtices, que Cv intersecta u´nicamente aquellas
aristas de M que tienen a v como uno de sus puntos finales, y que si Cv intersecta una arista
e, entonces Cv y e se intersectan en un u´nico punto el cual llamamos ev. Defina un nuevo
mapa T (M) como sigue. Las regiones de T (M) consisten de las regiones de M junto con las
regiones Rv interiores a los c´ırculos Cv. (Haciendo los c´ırculos Cv suficientemente pequen˜os,
podemos asegurar, que las regiones Rv no se intersectan una con otra). Los ve´rtices de T (M)
consisten de los puntos ev y las aristas de T (M) consiste de los segmentos e de aristas
e contenidas entre los ve´rtices ev y ew donde e es la arista de puntos finales ev, ew y los
segmentos de puntos finales ev y fv contenidos en Cv siempre y cuando e sea adyacente a
f en v. Se dice que T (M) es obtenido a partir deM “inflando”ve´rtices. Ver la siguiente figura
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Se necesita una modificacio´n M de T (M) obtenida de M al efectuar un “engrosamiento”de
las aristas de M . La ventaja de M para nuestro propo´sito es que e´ste contiene una regio´n v
para cada ve´rtice v en M y que regiones v y w son adyacentes en M si y so´lo si los ve´rtices
v y w son adyacentes en M como se muestra a continuacio´n.
wv
e′
M
Por esto G es un subgrafo inducido del dual D(M) de M . De acuerdo a la hipo´tesis se puede
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4-colorear el mapa “engrosado”M . Ahora, coloreando cada ve´rtice v de G con el color usado
por la regio´n v de M se produce una 4-coloracio´n de G.
Definicio´n 2.19.
1. Una coloracio´n de aristas de un grafo G es una funcio´n f : E(G) → S, donde los
elementos del conjunto S son llamados colores y aristas adyacentes tienen diferente
color..
2. Una k-coloracio´n de aristas de G es una coloracio´n de aristas de G la cual usa exac-
tamente k colores.
3. El ı´ndice croma´tico χ′(G) es el menor nu´mero k para el cual G tiene una k-coloracio´n
de aristas.
El Teorema de los 4 colores es equivalente a que cada mapa plano sin aristas de corte sea
4-coloreable, dado que contraccio´n elemental de puntos finales de una arista de corte no
afecta ni el nu´mero de caras en el mapa ni la adyacencia de tales caras. Ma´s au´n,
Teorema 2.6. El teorema de los 4 colores se cumple si y so´lo si todo mapa trivalente sin
aristas de corte es 4-coloreable.
Demostracio´n. Supongamos que todos los mapas trivalentes sin aristas de corte tienen una
4-coloracio´n propia. Sea M un mapa plano sin aristas de corte. Dado que M no tiene aristas
de corte entonces no tiene ve´rtices de grado 1. Si M contiene un ve´rtice v de grado 2
incidente con aristas y y z subdividimos y y z denotando los ve´rtices de subdivisio´n por u
y w respectivamente. Ahora, removemos v identificando u con uno de los ve´rtices de grado
2 en una copia del grafo K4 − x, donde x es la arista resultante uw que se forma al remover
v. Ana´logamente identificamos w con el otro ve´rtice de grado 2 en K4 − x.
•
wvy z y u z
Cada nuevo ve´rtice agregado tiene grado 3.
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Si M contiene un ve´rtice v0 de grado n ≥ 4 incidente con aristas x1, x2, · · · , xn le´ıdo en
forma c´ıclica, subdividimos cada xi produciendo un nuevo ve´rtice vi. Removemos v0 y agrega-
mos las nuevas aristas v1v2, v2v3, · · · , vn−1vn, vnv1. Otra vez los ve´rtices agregados as´ı tienen
grado 3.
b b
b
b
b
v4 v3
v2
v1
vn
xn
x1
x2
x3
x4
xn
x1
x2
x3
x4
v0
El mapa trivalente resultante lo denotamos por M∗ el cual por hipo´tesis es 4-coloreable. Si
para cada ve´rtice v deM , con d(v) 6= 3, identificamos mediante contraccio´n todos los nuevos
ve´rtices agregados que se asocian con v en la formacio´n deM∗, obtendremosM nuevamente.
Por tanto, la contraccio´n de M∗ en M y la 4-coloracio´n de M∗ inducen una m-coloracio´n de
M con m ≤ 4.
Cabe notar, para los siguiente dos teoremas, que si un mapa es trivalente sin aristas
de corte, entonces no tiene lazos, dado que un lazo contribuye en 2 al grado de un ve´rtice y
esto implicar´ıa tener una arista de corte.
Teorema 2.7. Todo mapa trivalente sin aristas de corte es 4-coloreable si y so´lo si sus
aristas pueden ser 3-coloreadas.
Demostracio´n. Supongamos que M es un mapa trivalente sin aristas de corte 4-coloreable
cuyas regiones son coloreadas seleccionando los elementos del grupo 4 de Klein E, I, J,K
que se comportan as´ı:
EE = II = JJ = KK = E,
EI = I, EJ = J,EK = K, IJ = K.
Definimos el color de una arista como el producto de los colores de las 2 regiones distintas
incidentes con las aristas. Dado v un ve´rtice de M entonces v pertenece a la frontera de
tres distintas regiones o si no, M tendr´ıa una arista cortada. Por tanto es inmediato que las
aristas son coloreadas con elementos I, J,K y que aristas adyacentes no poseen el mismo
color. Por esto, χ′(M) = 3.
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Rec´ıprocamente, supongamos que tenemos una 3 coloracio´n de las aristas de M con
los 3 elementos I, J,K diferentes de E del grupo de Klein . Seleccionamos cualquier regio´n
R0 de M y le asignamos el color E. Para cualquier otra regio´n R de M le asignamos el
color de la siguiente manera: Sea C cualquier curva en el plano que une el interior de R0
con el interior de R tal que C no pase a trave´s de un ve´rtice de M . Definimos el color de
R como el producto de los colores de aquellas aristas que intersectan C. Que los colores
queden bien definidos depende del hecho de que el producto de los colores de aquellas aristas
que intersectan cualquier curva cerrada simple sea E. En efecto, sea S una curva cerrada y
simple y sean c1, c2, · · · , cn los colores de las aristas que intersectan S. Sean d1, d2, · · · , dm
los colores de aquellas aristas interiores a S. Si ς(v) denota el producto de los colores de las
3 aristas incidentes con un ve´rtice v (donde cada producto lo denotamos con +), entonces
ς(v) = E. As´ı, para todo ve´rtice v interior a S,
∑
ς(v) = E. De otro lado ς(v) = c1 + c2 +
· · · + cn + 2(d1 + d2 + · · · + dm) = c1 + c2 + · · · + cn dado que todo elemento del grupo de
Klein es su propio inverso. Se concluye que c1 + c2 + · · ·+ cn = E.
Aunque el Teorema de los 4 colores fue probado reduciendo infinitos a finitos casos, la
prueba es muy laboriosa y se necesito´ la ayuda del computador. Headwood, quien encontro´ el
error en la prueba de Kempe obtuvo una prueba corta del conocido Teorema de los 5-colores.
La prueba puede ser encontrada en [3].
Teorema 2.8 (Teorema de los 5 colores). Todo grafo planar es 5-coloreable.
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Cap´ıtulo 3
Equivalencia del Teorema de los 4
colores
En este cap´ıtulo se reformula el Teorema de los 4 colores como un problema acerca de la
no asociatividad en el producto cruz entre vectores en el espacio 3 dimensional. La primera
parte de esta equivalencia es debida a Louis H. Kauffman de la Universidad de Illinois quien
publico´ su art´ıculo en el cual esta´ probado este resultado en 1988. La otra direccio´n para
resolver esta equivalencia se debe a una serie de resultados publicados entre 1930 y 1933 por
Hassler Whitney.
3.1. El Teorema de los 4 colores como condicio´n sufi-
ciente para la Equivalencia
Definicio´n 3.1.
1. Dada cualquier coleccio´n de variables x1, x2, · · · , xn, una asociacio´n es una expresio´n
obtenida al insertar n − 2 pares de pare´ntesis tal que el orden de la evaluacio´n en el
producto cruz x1 × x2 × · · · × xn queda determinada.
2. Sean L y R dos asociaciones espec´ıficas del producto cruz x1 × x2 × · · · × xn. Nos
referiremos a L y R como las asociaciones izquierda y derecha respectivamente.
3. Una solucio´n a la ecuacio´n L = R en el producto cruz se dice fina si ambos lados son
distintos del vector cero, y los valores para las variables son escogidas de los vectores
cano´nicos i, j, k.
Ejemplo 3.1. Consideremos L y R dadas por x × (y × z) y (x× y) × z respectivamente.
Entonces una solucio´n fina para L = R sera´ x = i, y = k, z = i.
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Dadas dos asociaciones L y R de x1 × x2 × · · · × xn llamamos T (L) al a´rbol asociado a la
estructura de pare´ntesis del producto L. Dicha estructura es codificada en T (L) tal que cada
multiplicacio´n individual en L tiene forma esquema´tica como se muestra a continuacio´n:
b
b
x× y
b
x
b
y
El ve´rtice que recibe el producto completo de las variables se llama la ra´ız del a´rbol. Formamos
tambien T (R∗) de la misma forma, donde R∗ denota el reflejo de la expresio´n R obtenida al
escribirla de derecha a izquierda.
((x× y)× z)× w
(x× y)× z
x× y
x z
y
w
(w × z)× (y × x)
y × xw × z
w y
z x
T (L) T (R∗)
A continuacio´n unimos las hojas de T (L) y T (R∗) asociadas al producto completo, identi-
ficamos las hojas asociadas a las mismas variables, y suprimimos los ve´rtices resultantes de
grado dos, formando un grafo plano trivalente M(L ⋄R), como muestra la siguiente figura.
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M(L ⋄R)
Definicio´n 3.2. Una formacio´n F es una coleccio´n finita de curvas simples cerradas en el
plano con las siguientes propiedades:
1. F es la unio´n de dos colecciones disjuntas de curvas. Es decir, F = R
⋃
A, donde R
y A son cada uno uniones disjuntas de curvas simples cerradas en el plano.
2. R es llamado el conjunto de curvas rojas y A es llamado el conjunto de curvas azules.
Curvas de un mismo color no se intersectan. Curvas de diferente color so´lo pueden
compartir un segmento mediante:
a) un cruce, en el cual una curva cruza a otra.
b) un rebote, en el cual dos curvas se tocan sin cruzarse.
Cruce Rebote
A F se le asocia un mapa plano trivalente M sin aristas de corte , el cual es obtenido
identificando los segmentos compartidos en F como aristas en el grafo M , y los extremos de
estos segmentos como ve´rtices. Los segmentos no compartidos de cada curva simple cerrada
constituyen las aristas faltantes en M .
Recordemos que F se compone de curvas rojas y azules, por lo tanto en el mapa asociado
M asignamos a las aristas que provienen de segmentos compartidos en F un tercer color
pu´rpura P. As´ı, una formacio´n F para un mapa M da una 3-coloracio´n de las aristas con
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tres colores distintos en cada ve´rtice, (R,A,P). Rec´ıprocamente, en un mapa plano sin aris-
tas de corte, cualquier 3-coloracio´n de las aristas con tres colores en cada arista da una
formacio´n: Factorizamos pu´rpura como (P = R+A) en cada arista pu´rpura y se trazan los
correspondientes circuitos rojos y azules. En adelante, al discutir formaciones es conveniente
usar los colores rojo R, azul A y pu´rpura P. Para relacionarlo con el producto cruz hacemos
entonces la identificacio´n R→ i, A→ j, y P→ k.
Por ejemplo, consideremos la formacio´n F
F
El mapa M asociado a la formacio´n F sera´
M
23
Formamos ahora una asignacio´n a los ve´rtices con los nu´meros complejos +
√−1 o −√−1
introducido por Roger Penrose para mapas trivalentes. Un ve´rtice es etiquetado con +
√−1
si el orden c´ıclico en sentido de las manecillas del reloj de los colores en las aristas es ijk
(bajo permutacio´n c´ıclica), y e´ste es etiquetado −√−1 si dicho orden tiene la forma ikj.
Asignacio´n de Penrose +
√−1
i
j
k
−√−1
i
k
j
Teorema 3.1. Si C es una coloracio´n de aristas de un grafo plano trivalente G, entonces
el producto, P (C), de los valores imaginarios asociados a los ve´rtices de G(segu´n Penrose)
es igual a 1. Es decir, P (C) = 1.
Demostracio´n. Sea F una formacio´n asociada a la coloracio´n de aristas C. En las forma-
ciones, curvas de diferente color interactu´an v´ıa un cruce o un rebote. Cada interaccio´n
usa dos ve´rtices. Llamamos el producto de los valores imaginarios para estos ve´rtices la
contribucio´n de la interaccio´n. Cada rebote contribuye +1.
Cada cruce contribuye −1. La formacio´n consiste de una coleccio´n de curvas simples
cerradas en el plano, por tanto por el Teorema de la curva de Jordan el nu´mero de cruces
entre estas curvas es par. As´ı P (C) = (−1)n, donde n es par. Esto completa la prueba.
Podemos ahora enunciar y demostrar el primer objetivo de este cap´ıtulo que nos dice
que si el Teorema de los 4 colores es cierto, entonces lo es tambie´n la existencia de soluciones
para la igualdad de asociaciones cualesquiera con el mismo nu´mero de variables.
Teorema 3.2. Sean L y R dos asociaciones del producto cruz de un nu´mero finito de va-
riables distintas. Si se supone el teorema de los cuatro colores, entonces existe una solucio´n
fina de la ecuacio´n L = R.
Demostracio´n. SeaM(L⋄R) el mapa plano construido como vimos anteriormente asociado a
L y R;M(L⋄R). Supongamos que T (L) tiene n ve´rtices y as´ı T (R∗) tambie´n tiene n ve´rtices.
Por el Teorema 2.7, M tiene una 3-coloracio´n de aristas, la cual podemos expresar con los
te´rminos i, j, k. A continuacio´n etiquetamos los ve´rtices de M segu´n Penrose con +
√−1 o
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−√−1 de acuerdo a la convencio´n discutida antes. Por Teorema 3.1, el producto de todos
estos valores imaginarios es 1. Denotemos por Z el producto de los ve´rtices correspondientes
al a´rbol T (L) y por W el producto de ve´rtices correspondientes al a´rbol T (R). Notemos que
por la forma en que se definio´ R∗, un orden c´ıclico ijk alrededor de un ve´rtice en T (R) es
reflejado como ikj en el a´rbol T (R∗) bajo permutacio´n c´ıclica y un orden ikj se refleja en
ijk. As´ı tenemos entonces:
WZ = 1.
WWZ = W1.
|W |2 Z = W .
Pero |W | = 1, luego Z = W .
Sean signL y signR los signos (+1 o −1) obtenidos al evaluar los vectores i,j y k en L y R,
respectivamente, correspondientes a la coloracio´n de M . Recordemos que el producto cruz
puede ser representado mediante la siguiente nemotecnia, donde el signo + aparece cada que
se multiplica en el sentido de las flechas y el signo − cuando se opera en sentido contrario a
las flechas:
i j
k
As´ı, cuando se efectu´e un producto cruz entre estos vectores en las asociaciones, el signo que
conlleva cada producto es el mismo que obtenemos en las etiquetas segu´n Penrose para cada
a´rbol T (L) y T (R) por la construccio´n de e´stos. Se tiene entonces:
W = (signL)(
√−1)n Z = (signR)(√−1)n. Concluimos que signL = signR, pues Z =
W
3.2. El Teorema de los 4 colores como condicio´n nece-
saria para la Equivalencia
Nos preocupamos ahora por encontrar condiciones suficientes para mostrar el Teorema de
los 4 colores. Cada grafo planar conexo puede ser visto como subgrafo de un cierto grafo que
cumple propiedades especiales que veremos ma´s adelante y bastara´ mostrar el teorema para
este tipo de grafos.
Definicio´n 3.3. Un grafo maximal planar es un grafo simple planar que no es subgrafo
generador de otro grafo planar.
Lema 3.1. Si G es un grafo planar en el cual alguna regio´n R tiene en su frontera 4 o´ ma´s
ve´rtices, entonces algu´n par de ve´rtices no son adyacentes.
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Demostracio´n. Si todos los pares de ve´rtices de R son adyacentes (con aristas trazadas en el
exterior de R), podemos agregar un ve´rtice en el interior de R y unir e´ste a cada ve´rtice sin
violar planaridad. As´ı el resultado ser´ıa un grafo completo con 5 o ma´s ve´rtices que sabemos
no es planar.
Teorema 3.3. Sea G un grafo planar con mas de dos ve´rtices. G es planar maximal si y
so´lo si cada regio´n, incluyendo la regio´n no acotada, tiene 3 aristas en su frontera.
Demostracio´n. Sea G un grafo maximal planar y por contradiccio´n supongamos que alguna
regio´n R de G tiene 4 o ma´s ve´rtices en su frontera. Por el Lema 3.1, algu´n par de ve´rtices
son no adyacentes. Podemos unirlos por una arista dentro de la regio´n y obtener un grafo
planar. Esto contradice la maximalidad. Rec´ıprocamente, supongamos que toda regio´n de
un grafo planar G es acotado por 3 aristas, esto es, 2 |E(G)| = 3F . Reemplazando en la
fo´rmula de Euler E = F − 2 + V = (2/3)E − 2 + V y obtenemos E = 3V − 6 el cual es
ma´ximo nu´mero de aristas que un grafo planar puede tener (por Corolario 2.2). Se concluye
que G es maximal planar.
Nos referiremos entonces a un grafo maximal como una triangulacio´n.
Definicio´n 3.4. Sea G cualquier grafo planar simple. G es un subgrafo de un grafo planar
maximal G, obtenido de G agregando aristas.
Cualquier grafo maximal planar el cual es obtenido a partir de un grafo planar G primero
borrando lazos y aristas mu´ltiples y luego agregando nuevas aristas es llamado una es-
tandarizacio´n de G.
Por tanto se tiene el siguiente resultado:
Para probar que cada grafo planar es 4-coloreable es suficiente 4-colorear cada grafo maximal
planar. Es decir, podr´ıamos estandarizar nuestro grafo antes de tratar de 4-colorearlo.
Definicio´n 3.5. Un grafo conexo es k-conexo si e´ste tiene al menos k + 1 ve´rtices y no es
posible suprimir k − 1 o´ menos ve´rtices de tal forma que el grafo resultante sea disconexo o
trivial.
Definicio´n 3.6. Un tria´ngulo separador en un grafo es un ciclo de longitud 3 el cual desco-
necta el grafo al remover sus ve´rtices.
Definicio´n 3.7 (Grafo Hamiltionano). Un grafo se dice Hamiltoniano si e´ste tiene un ciclo
llamado ciclo o circuito Hamiltoniano el cual pasa a trave´s de cada ve´rtice exactamente una
vez.
En 1932 Hassler Whitney introdujo una definicio´n de dual combinatorio, el cual es una
formulacio´n abstracta del dual geome´trico. En uno de sus trabajos ma´s importantes, en el
cual se enuncia otro criterio de planaridad (Un grafo es planar si y so´lo si este tiene un dual
combinatorio), Whitney probo´ que el dual geome´trico corresponde a un dual combinatorio.
Daremos la definicio´n sin entrar en mucho detalle y enunciamos algunos de los resultados
publicados por e´l, necesarios para nuestro objetivo.
26
Definicio´n 3.8.
1. Dado un grafo G el cual contiene V ve´rtices, E aristas y K componentes conexas,
definimos su nulo m(G) y su rango m∗(G), por las ecuaciones
m(G) = E −R = E − V +K y m∗(G) = V −K.
2. El complemento relativo G − H de un subgrafo H de G es definido como el subgrafo
obtenido al suprimir las aristas de H.
Definicio´n 3.9 (Dual Combinatorio). Un grafo G′ es el dual combinatorio del grafo G si
existe una correspondencia uno a uno entre sus conjuntos de aristas tal que para cualquier
escogencia Y y Y ′ de correspondientes subconjuntos de aristas,
m∗(G − Y ) = m∗(G) − m(< Y ′ >), donde < Y ′ > es el subgrafo de G′ con conjunto de
aristas Y ′.
Teorema 3.4 (Resultados de Whitney).
1. Una condicio´n suficiente y necesaria para que un grafo G sin aristas mu´ltiples sea
3-conexo es que para cada par de ve´rtices u, v ∈ V (G) existan 3 u, v-caminos disjuntos.
Es decir, u, v-caminos que so´lo tienen como ve´rtices en comu´n a u y v.
2. Todo grafo maximal planar sin tria´ngulos separadores es Hamiltoniano. (Ver [12]).
3. Todo grafo maximal planar con al menos 4 ve´rtices es 3-conexo. (Ver [11]).
4. Un grafo 3-conexo simple tiene un u´nico dual combinatorio, el cual tambie´n resulta
3-conexo. (Ver [13]).
5. Si G′ es el dual combinatorio de G, entonces G es el dual combinatorio de G′. (Ver
[13]).
A continuacio´n se prueba una implicacio´n del Teorema de Kuratowski para detectar grafos
no planares.
Teorema 3.5 (Teorema de Kuratowski). Si un grafo G tiene un subgrafo que es una subdi-
visio´n de K5 o K3,3, entonces G no es planar.
Demostracio´n. Cada subgrafo de un grafo planar es planar, as´ı es suficiente mostrar que
subdivisiones de K5 y K3,3 no son planares. Subdivisio´n de aristas no afecta planaridad; las
curvas de una subdivisio´n de G pueden ser usadas para obtener un embebimiento de G, y
viceversa.
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Lema 3.2. Sea G un grafo planar 3-conexo y {x, y, z} un tria´ngulo separador. Entonces
G− {x, y, z} tiene 2 componentes conexas.
Demostracio´n. Como {x, y, z} es un tria´ngulo separador, entonces G − {x, y, z} tiene al
menos 2 componentes conexas. Supongamos que G−{x, y, z} tiene 3 componentes conexas,
H1, H2, H3 y sean a1, a2, a3 ve´rtices de H1, H2, H3 respectivamente. Como G es 3-conexo, por
Teorema 3.4 (1), para cualesquier i, j en {1, 2, 3}, con i 6= j, existen 3 caminos disjuntos
con puntos finales ai y aj y estos caminos incluyen x, y y z respectivamente. As´ı, existen en
G, 3 caminos disjuntos que unen a a1 (respectivamente a2, a3) con x, y, z y cuyos ve´rtices
internos pertenecen a H1 (respectivamente a H2, H3), pues si no, se contradice el hecho de
que H1, H2, H3 sean componentes conexas distintas. Por esto a1, a2, a3, x, y, z y estos nueve
caminos forman una subdivisio´n de K3,3 contradiciendo la planaridad de G.
Supongamos que el Teorema de los 4 colores es falso. Entonces existe algu´n grafo planar
G con χ(G) = 5 pues todo grafo planar es 5-coloreable. Entre todos los grafos planares
5-croma´ticos, uno con el mı´nimo nu´mero de ve´rtices es llamado un grafo minimal. Por esto,
un grafo planar G es minimal si χ(G) = 5 pero χ(H) ≤ 4 siempre que H sea un grafo planar
y tenga menos ve´rtices que G.
Lema 3.3. Si G es minimal, entonces G es maximal planar.
Demostracio´n. Supongamos que hay un dibujo de G en el plano de tal forma que alguna
regio´n tenga ma´s de tres lados. Por el Lema 3.1, podemos escoger dos ve´rtices v y w en la
frontera de la regio´n los cuales son no adyacentes. Se agrega una nueva arista con puntos
finales v y w y a continuacio´n contraemos. El grafo resultante puede ser 4-coloreado dado
que tiene menos ve´rtices que G. Se induce una 4-coloracio´n de G en la cual v y w reciben el
mismo color. Absurdo.
Para simplificar escritura denotemos los siguientes enunciados, el segundo de ellos de-
bido a Whitney, as´ı:
FCC: Todo grafo planar es 4-coloreable.
WC: Todo grafo planar Hamiltoniano es 4-coloreable.
Teorema 3.6 (Whitney [11]). Los enunciados FCC y WC son equivalentes.
Demostracio´n. Es claro que FCC implicaWC. Rec´ıprocamente, suponga que FCC es falso.
Entonces existe un grafo minimal G, 5-croma´tico el cual es maximal planar por el Lema
3.3. Mostremos que G es tambie´n un contraejemplo para WC. Si G no tiene tria´ngulos
separadores, entonces sera´ hamiltoniano por Teorema 3.4 (2) y as´ı no cumplir´ıa WC. Si
G contiene un tria´ngulo separador T , entonces como G es maximal planar, por Teorema
3.4 (3), G − T es un grafo disconexo con dos componentes G1 y G2 por lema anterior.
Sea G1 el subgrafo de G que tiene por conjunto de ve´rtices V (G)\V (G1) y conjunto de
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aristas E(G)\E(G1). Ana´logamente se define G2. Entonces G1 y G2 son 4-coloreables. Pero
claramente G1 y G2 coinciden en T y as´ı podr´ıamos permutar los colores en G2 para que
coincidan con la 4-coloracio´n de G1 en T . Obtenemos una 4-coloracio´n de G, lo cual es
imposible.
Por lo anterior, para mostrar FCC basta entonces tratar de 4-colorear triangulaciones
con un ciclo Hamiltoniano. Tales grafos son precisamente los mismos grafos formados por
dos triangulaciones (interna y externa) con todos los ve´rtices en el pol´ıgono que las divide.
Dichos grafos reciben un nombre y cumplen ciertas propiedades como se vera´. Por ejemplo,
el siguiente es uno de estos grafos.
b
b
bb
b
Definicio´n 3.10. Un grafo planar se dice externo planar si e´ste puede ser embebido en el
plano tal que todos sus ve´rtices este´n en la frontera de una misma cara.
Por ejemplo, los siguientes son embebimientos externo planos de un mismo grafo ex-
terno planar.
b b
bb
b b
b
b
b
b b
b
Definicio´n 3.11. Dados dos grafos simples G y G∗. La operacio´n fusio´n de G y G∗, denotada
G ∨G∗ es el grafo con conjunto de ve´rtices, la unio´n disjunta V (G) ∪ V (G∗) y conjunto de
aristas E(G) ∪ E(G∗) ∪ {xy : x ∈ V (G), y ∈ V (G∗)}, donde xy indica la arista con puntos
finales x y y.
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Lema 3.4. Si un grafo G es externo planar, entonces G ∨K1 es planar.
Demostracio´n. Suponga queG es embebido en el plano tal que cada ve´rtice este´ en la frontera
de la cara f . Entonces un ve´rtice puede ser ubicado en la cara f y ser unido a todos los
ve´rtices de G de tal forma que un embebimiento de G ∨K1 resulte plano. Entonces G ∨K1
es planar.
Ejemplo 3.2. Dado que K5 = K4 ∨ K1 y e´ste es no planar, entonces K4 no es externo
planar.
b b
bb
K4
b
b b
b
b
K5
Lema 3.5. Sea G un grafo plano. Sea e una arista de G que aparezca dos veces en la frontera
de alguna cara f . Entonces e es una arista de corte de G.
Demostracio´n. Escojamos cualquier punto x del plano en el interior de la arista e. Sea C
una curva en la cara f que parte desde x en la primera ocurrencia de e hacia x en la
otra ocurrencia de e. Tracemos e engrosa´ndolo de tal forma que podamos diferenciar las 2
ocurrencias en la frontera. Dado que la curva C empieza y termina en el mismo punto x, e´sta
es una curva cerrada, as´ı por el Teorema de la curva de Jordan, separa el plano. Por e´sto, la
curva C separa lo que es un subgrafo de G en un lado de la curva C de lo que es el subgrafo
de G que yace en el otro lado. Dado que la curva C intersecta el grafo G u´nicamente en
la arista e, se sigue que suprimiendo e se separar´ıa el grafo G. En otras palabras, e es una
arista de corte.
El siguiente lema junto con el lema anterior, el cual fue probado de manera topolo´gica,
nos permite clasificar los grafos 2-conexos externos planares como grafos hamiltonianos.
Lema 3.6. Si un grafo 2-conexo es externo planar con sus ve´rtices en la frontera de una
cara f entonces dicha frontera es un ciclo generador.
Demostracio´n. Si la frontera no es un ciclo, entonces pasa a trave´s de alguna arista ma´s de
una vez. Por Lema 3.5, esta es una arista cortada y por tanto si se remueve alguno de sus
puntos finales se desconecta el grafo contradiciendo la 2-conexidad.
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Definicio´n 3.12. Un grafo externo planar maximal es un grafo simple externo planar que
no es subgrafo generador de otro grafo simple externo planar.
Observacio´n. Ana´logo al caso de grafos maximal planares, ver (3.1) se muestra que un
grafo externo planar maximal es una triangulacio´n exceptuando posiblemente la cara que
contiene los ve´rtices en su frontera.
Lema 3.7. Cada grafo G externo planar simple con todos sus ve´rtices en la frontera de una
cara f tiene un ve´rtice de grado a lo ma´s 2.
Demostracio´n. Basta considerar a G conexo. Si |V (G)| ≤ 3 el resultado es obvio. Usemos
induccio´n sobre |V (G)|. Paso base: |V (G)| = 4. Dado que K4 no es externo planar, G tiene
dos ve´rtices no adyacentes, los cuales tienen grado a lo ma´s 2. Paso inductivo: Probemos que
G tiene dos ve´rtices no adyacentes de grado a lo ma´s 2. |V (G)| ≥ 4. Si G tiene un ve´rtice
v que al removerlo desconecta el grafo entonces para cada componente H de G − {v}, el
subgrafo inducido por {v}∪V (H) tiene un ve´rtice de grado a lo ma´s 2 distinto de v, y estos
no son adyaentes en G. Si G es 2-conexo, entonces la frontera de la cara f es un ciclo C.
Si C no tiene aristas entre ve´rtices no adyacentes en C, entonces todos los ve´rtices de C
tienen grado 2. Si e, con puntos finales x, y, es una de estas aristas, entonces el conjunto de
ve´rtices de los dos x, y-caminos en C induce dos subgrafos externo planares. Por hipo´tesis
de induccio´n, estos subgrafos H,H ′, contienen ve´rtices z, z′ de grado dos que no esta´n en
{x, y} (se incluye el caso cuando H o H ′ es K3). Dado que ninguna arista puede ser trazada
afuera de C o cruzar e, se tiene que z no es adyacente a z′.
Observacio´n. Notemos que los grafos maximales externo planares no tiene ve´rtices de grado
1. Por tanto, por el Lema 3.7, deben existir 2 ve´rtices de grado 2 en el grafo.
Para el siguiente teorema entenderemos como caras interiores todas aquellas caras del
grafo exceptuando la cara acotada por la frontera que contiene todos los ve´rtices en un grafo
externo planar.
Teorema 3.7. Cada grafo G externo planar maximal con todos sus n ve´rtices en la frontera
de una cara f , con n ≥ 3, tiene n− 2 caras interiores.
Demostracio´n. Obviamente el resultado se mantiene para n = 3. Por induccio´n, suponga
que e´ste es cierto para k ve´rtices y sea G con n = k + 1 ve´rtices y m caras interiores. Por la
observacio´n anterior G tiene un ve´rtice v de grado 2 en su cara exterior. Al formar G− {v}
se reduce el nu´mero de caras interiores en 1, as´ı que m−1 = k−2. Luego m = k−1 = n−2,
el nu´mero de caras interiores de G.
Corolario 3.1. Cada grafo G externo planar maximal con todos sus n ve´rtices en la frontera
de una cara f , con n ≥ 3, tiene 2n− 3 aristas.
Demostracio´n. Reemplazando en el Teorema de Euler se obtiene lo deseado.
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Recordemos que se quiere 4-colorear todo grafo G maximal planar con algu´n ciclo
Hamiltoniano. Por Teorema 3.4 (4), e´ste es 3-conexo y su dual G′ es u´nico (el cual resulta
ser el dual geome´trico) y 3-conexo. As´ı, si logramos 4-colorear las regiones del mapa G′, esto
implicar´ıa una 4 coloracio´n de ve´rtices del dual de G′. Pero por Teorema 3.4 (5), G es el
dual de G′. Se concluye que la 4-coloracio´n de las regiones del mapa dual de G implican
una 4 coloracio´n de ve´rtices de G. Mas au´n, por Teorema 2.7, basta 3-colorear las aristas
del grafo dual que resulta trivalente pues cada regio´n de G esta´ acotado por un tria´ngulo.
Sin embargo, este dual tiene una propiedad especial que resulta de la existencia del ciclo
Hamiltoniano del grafo G. Para ver e´sto, damos las siguientes definiciones:
Definicio´n 3.13. El dual de´bil G+ de un grafo G externo plano maximal es obtenido a partir
del dual geome´trico D(G) removiendo el ve´rtice correspondiente a la cara que contiene en su
frontera todos los ve´rtices de G.
Por ejemplo,
b
b
b
b
b
b
G G+
Lema 3.8. El dual de´bil G+ de un grafo externo planar maximal G con n ve´rtices es un
a´rbol.
Demostracio´n. Por la construccio´n del dual de un grafo, la conexidad de G implica la co-
nexidad de G+ y el nu´mero de ve´rtices de G+ es el nu´mero de caras interiores de G, el cual,
por Teorema 3.7 es n − 2. Resta probar que G+ tiene n − 3 aristas. Por Corolario 3.1, G+
tiene 2n − 3 aristas. As´ı tendr´ıamos que suprimir las aristas de G+ correspondientes a los
aristas que constituyen la frontera con n ve´rtices. Como esta frontera es un ciclo, entonces
suprimimos n aristas. Se concluye que G+ tiene 2n− 3− n aristas. Queda probado que G+
es un a´rbol.
Notemos adema´s que obtenemos dos a´rboles en el dual de un grafo G maximal planar
Hamiltoniano, que hacen referencia a los duales de´biles formados al considerar G sin las
aristas externas del ciclo Hamiltoniano y G sin las aristas internas del ciclo. Estos dos
a´rboles de igual nu´mero de ve´rtices se unen mediante las aristas duales correspondientes al
32
ciclo hamiltoniano. Al unirles estas aristas independientemente a cada a´rbol se convierten
en a´rboles trivalentes donde las hojas son uno de los puntos finales de las aristas agregadas.
Por ejemplo, sea G el grafo maximal planar con ciclo Hamiltoniano
b
b
b
b
b
b
b
b
e5
e4e3
e2
e1
e8 e7
e6
Los a´rboles discutidos sera´n
b
b
b
e′5
e′4e
′
3e
′
2e
′
1
e8e′7e
′
6
b
b
b
b b
b
e′′5e′′4
e′′3e
′′
2
e′′1
e′′8
e′′7 e
′′
6
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Por tanto, reuniendo lo discutido anteriormente junto con las siguientes dos definiciones
hallamos una condicio´n suficiente para el Teorema de los 4-colores.
Definicio´n 3.14. Sea v ∈ V (G) un ve´rtice de grado 2 en un grafo G. Eliminarlo de´bilmente
significa reemplazarlo por una arista que une los ve´rtices adyacentes a v.
Definicio´n 3.15. Sean T1, T2 dos a´rboles de n hojas. Llamamos pegado de T1 y T2 al grafo
construido de la siguiente forma: Sean {v1, v2, . . . , vn} y {w1, w2, . . . , wn} los conjuntos de
hojas de T1 y T2, respectivamente. Tomamos elementos cualesquiera de estos conjuntos. Sin
pe´rdida de generalidad tomamos v1 y w1 y los identificamos con un nuevo u´nico punto u1
tal que las dos aristas incidentes a v1 y w1 incidan en u1. Nuevamente tomamos v2 y w2
elementos de los conjuntos restantes {v2, . . . , vn} y {w2, . . . , wn} identifica´ndolos con un
nuevo punto u2 tal que las dos aristas incidentes a v2 y w2 incidan en u2. De esta manera
obtenemos n nuevos ve´rtices {u1, u2, . . . , un}. A continuacio´n aplicamos eliminacio´n de´bil a
los ve´rtices ui para todo 1 ≤ i ≤ n.
Con todo lo anterior, concluimos:
Teorema 3.8. Sean cualesquier par de a´rboles trivalentes con el mismo nu´mero de hojas los
cuales esta´n pegados. Si existe una 3-coloracio´n de aristas del pegado de los a´rboles entonces
se cumple el teorema de los 4 colores.
Estamos listos entonces para probar lo deseado.
Teorema 3.9. Sea n un nu´mero natural. Si existe una solucio´n fina para L = R, L y R
cualesquier dos asociaciones del producto x1 × x2 × · · · × xn, entonces el Teorema de los 4
colores es cierto.
Demostracio´n. Veamos que se cumplen las hipo´tesis del teorema anterior. Sean cualesquier
par de a´rboles trivalentes con el mismo nu´mero de hojas, los cuales esta´n pegados. Llamemos
T1 y T2 a estos a´rboles trivalentes. Dado que existe una correspondencia biyectiva entre
a´rboles de n hojas y asociaciones de n − 1 variables, se tiene que T1 = T (L) y T2 = T (R∗)
para asociaciones L,R de x1 × x2 × · · · × xn−1. Por hipo´tesis, existe una solucio´n fina para
L = R y esto implica una 3-coloracio´n de aristas del mapaM(L⋄R) que es el mismo pegado
de T1 y T2. Por tanto se cumple el Teorema de los 4 colores.
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Cap´ıtulo 4
Grupo de Thompson F
En este cap´ıtulo hacemos una introduccio´n al grupo de Thompson F definido en te´rmi-
nos de asociatividad y concluimos con la descripcio´n de co´mo, responder una pregunta en
dicho grupo podr´ıa ser un posible camino para dar otra prueba del Teorema de los Cuatro
Colores. Para ma´s informacio´n de este grupo, ver [2] o [1].
Definicio´n 4.1. Una relacio´n de congruencia, ∼ en un conjunto A, es una relacio´n de
equivalencia ≡ con la poropiedad:
Si a ≡ b y c ≡ d, entonces ac ≡ bd para todo a, b, c, d en A.
Sea S un conjunto con una operacio´n binaria • y ≡ ∼ relaciones de equivalencia y
congruencia respectivamente definida en el conjunto. Sean a, b, c, d, e, f ∈ S, si se sabe que
(ab)c ∼ a(bc), donde •(s, s′) lo denotamos por (ss′) para todo s, s′ ∈ S, entonces tambie´n se
sabr´ıa que a((bc)d) ∼ a(b(cd)) o´ que ((ab)(cd))(ef) ∼ a((bc)((de)f)), es decir, cualquier dos
productos iterados de los mismos factores en el mismo orden son iguales, independientes del
arreglo de los pare´ntesis.
Si la relacio´n no es de congruencia, so´lo de equivalencia, sabemos que a ≡ a y que (bc)d ≡
b(cd) pero a((bc)d) ≡ a((bc)d) no es necesariamente cierto.
Lo que si puede decirse es el siguiente teorema que reenunciamos despue´s.
Teorema 4.1. Los pares (ab)c ≡ a(bc) y a((bc)d) ≡ a(b(cd)) implican cualquier otra ley de
asociatividad.
Definicio´n 4.2. Un a´rbol binario con ra´ız es un a´rbol donde so´lo un ve´rtice tiene grado 2,
llamado ra´ız, y el resto de ve´rtices tienen grado 3 o´ 1.
Un a´rbol binario con n hojas, determina una regla de asociacio´n para asociar n-tuplas
ordenadas de S usando •, de tal manera que un par ordenado (p, q) de a´rboles binarios que
tienen el mismo nu´mero de hojas puede ser interpretado como una ley de codificacio´n en S,
refirie´ndose que el me´todo de asociacio´n definido por p siempre da lo mismo que el me´todo
de asociacio´n definido por q.
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Por ejemplo, el par

 ?
??
??
??
??
??
??
?
a b
c
x0−−→ ???????
???????







cb
a
representa la relacio´n (ab)c→ a(bc) y el par

 ?
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d
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x1−−→ ???????
???????







???????



dc
b
a
representa la relacio´n a((bc)d)→ a(b(cd))
Note que los factores en las expresiones son las hojas de los a´rboles.
En te´rminos de a´rboles, el Teorema 4.1 se traduce en
Teorema 4.2. Cualquier par de a´rboles con n hojas puede ser obtenido usando u´nicamente
las operaciones x0 y x1.
Para su prueba necesitamos algunas definiciones y resultados preliminares .
Definicio´n 4.3. Denotamos por xi, i = 2, 3, ..., al par de a´rboles con las siguientes formas
 ?
??
??
??
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

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
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a
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x2−−→ ???????
???????







???????



???????



ed
c
b
a
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Lema 4.1. Cualquier a´rbol con n hojas esta´ relacionado a Tn, definido como
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n hojas
usando x0, x1 y algunos otros elementos xi, i ≥ 2.
Demostracio´n. Si n = 3, los posibles a´rboles que se pueden tener son

 ?
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? , ???????
???????
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


Aplicando x0 al primero, obtenemos inmediatamente T3, el segundo ya es T3.
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Si n = 4, los a´rboles con 4 hojas son:
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Veamos las transformacio´nes en dos de los casos:
En el primero,
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y en el tercero
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Para un n cualquiera:
 ?
??
??
??
A1 A2
donde A1 es o una hoja o un a´rbol con a lo ma´s n− 1 hojas. Si A1 es una hoja, no hacemos
aplicaciones de x0, de lo contrario, tenemos
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donde B1 es o una hoja o un a´rbol con a lo ma´s n− 2 hojas y aplicando x0, obtenemos
???????
???????







A2B2
B1
Si B1 es una hoja, no se aplica x0, en caso contrario aplicamos x0 de nuevo a
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C1 C2 B2 A2
con C1 una hoja o un a´rbol con a lo ma´s n− 3 hojas y tenemos
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Puesto que el a´rbol original es finito, en algu´n paso debe obtenerse
???????
???????
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T ′U
a
con a una hoja y U una hoja o un a´rbol. Si U es una hoja, continuamos con T ′, si no, note
que el u´ltimo a´rbol obtenido se puede representar como
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A e´ste le aplicamos x1 y como resultado obtenemos el a´rbol
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donde U1 es o una hoja o un a´rbol. Por repetidas aplicaciones de x1, obtenemos
???????
???????
???????











T ′′V
b
a
A este u´ltimo le aplicamos x2 tantas veces como sea necesario, de tal manera que obtengamos
???????
???????
???????











T ′′′c
b
a
con c, una hoja. Note que continuando de esta manera hasta que se requiera usar xn−3,
obtenemos el a´rbol Tn.
Definicio´n 4.4. Definimos el conjunto F , como el conjunto de clases de equivalencias [A,B],
siendo A y B a´rboles con igual nu´mero de hojas y la clase de equivalencia dada por: dos pares
(A,B) y (C,D) esta´n relacionados, si C es obtenido de A y D es obtenido de B por pegar
un mismo a´rbol U en una misma hoja i o remover un mismo a´rbol U de una misma hoja i.
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
 
 ?
??
??
??
??
??
??
? , ???????
???????









Por ejemplo,
es equivalente a 


 ?
??
??
??
??
?






77
77


??
??
?
??
??
?
,
 ?
??
??
??
??
?
??
??
?






??
??
?




??
??
?


En el conjunto F definimos la operacio´n • como [T, U ] • [U, V ] = [T, V ], si el segundo a´rbol
del primer par no es igual al primer a´rbol del segundo par entonces se buscan elementos en
sus mismas clases que cumplan la condicio´n para definir el producto.
Lema 4.2. El conjunto F con la operacio´n • definida es un grupo.
Demostracio´n. Note que el par [T, T ] es la identidad para este producto. Si [U, V ] es un
elemento de F , el par [V, U ] ∈ F es su inverso. El producto en F es asociativo.
El grupo < F, • > es el grupo F de R. Thompson, definido en 1965 para estudiar
problemas de lo´gica y redescubierto en diferentes contextos.
Proposicio´n 4.1. Los elementos x0, x1 generan a todos los x
′
is y por tanto a todo el grupo
F .
Demostracio´n. x−10 x1x0=
[
?????
?????




 , 
 ?
??
??
??
??
?
] 

 ?
??
??
??
??
?
?????


,
?????
?????





?????




[

 ?
??
??
??
??
? , ?????
?????





]
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=

 ?
??
??
??
??
?
??
??
?






??
??
?



, ?????
?????





?????


?????

 

=x2
En general, x−10 xn−1x0 =
[
???
???


 , 
 ?
??
??
?
]

 
 ?
??
??
?
???

?
?
?
?
???
???



,
???
???



?
?
?
?
???

???

???
 
[

 ?
??
??
? , ???
???



]
Se buscan elementos en las correspondientes clases de equivalencia tales que se pueda efectuar
el producto completo.

   ??????
???
??
??
???
???

,

 ?
??
???
???
??
??
???
???
 :
:



   ??????
???
??
??
???
???
 :
:
,
???
???

??
??
???
???
???
 :
:



 ??????
??
??
???
???
???
 :
:
,
???
???

??
??
???
???
???


=

 
 ?
??
??
?
???

?
?
?
?
???
???



,
???
???



?
?
?
?
???

???

???
 
=xn
En el cap´ıtulo anterior probamos que el hecho de que cada pegado de a´rboles trivalentes
tenga una 3-coloracio´n de aristas, implicar´ıa el Teorema de los 4 colores.
Definicio´n 4.5. Definimos 3-colorear un w ∈ F como la 3-coloracio´n de un representante
de w, siendo e´sta ana´loga a la coloracio´n de M(L ⋄ R) vista en el cap´ıtulo 3, con T (L) y
T (R) los respectivos a´rboles del representante pero con una arista de ma´s en sus ra´ıces.
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Lema 4.3. Si todo elemento de F se puede 3-colorear, entonces se tiene el Teorema de los
4 Colores.
Demostracio´n. Teorema 3.8
Observacio´n. x0 y x1 son 3-coloreables.
•
•
•
•
Por lo anterior, podr´ıamos obtener una prueba alternativa para el Teorema de los 4 Colores,
apoyada en el grupo de Thompson F , que quiza´s no necesite la ayuda de un computador, si
respondie´ramos a la siguiente pregunta:
¿Es el conjunto de elementos 3-coloreables, de F , cerrado bajo multiplicacio´n?
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