An efficient computation of scalar multiplication in elliptic curve cryptography can be achieved by reducing the original problem into a chain of additions and doublings. Finding the shortest addition chain is an NPproblem. To produce the nearest possible shortest chain, various methods were introduced and most of them depends on the representation of a positive integer n into a binary form. Our method works out the given n by twice decomposition, first into its prime powers and second, for each prime into a series of 2's from which a set of rules based on addition and doubling is defined. Since prime factorization is computationally a hard problem, this method is only suitable for smooth integers. As an alternative, the need to decompose n can be avoided by choosing n of the form p e 1 1 p e 2 2 . . . p er r . This shall not compromise the security of ECC since its does not depend on prime factorization problem. The result shows a significant improvement over existing methods especially when n grows very large.
Introduction
Elliptic curve cryptography (ECC) [6, 7] was introduced back in 1985. The ECC algorithm was derived from an abstract mathematical concept and it is indebted to the computational intractability problem for its survivability. The scheme has gained popularity since, and is believed to be an RSA [11] replacement. By comparison, ECC with a key length of 168 bits provides similar security height as RSA 1024 bits. Scalar multiplication is the key to efficiency for this algorithm. Due to the unusual point arithmetic on the elliptic curve, this could be the bottleneck in the running time. The research within this area aims at increasing computational efficiency, especially as the need for a longer key to maintain security is paramountly important.
Given a point P , a scalar multiplication is defined as an operation to obtain another point Q using the formulae Q = nP where n is an integer. Direct calculation can be very tedious as n grows very large, instead a chain of addition and doubling operations is formed to make up n. Given an integer n, starting from 1 (followed by 2 in case of a binary number), with allowable operations of addition and doubling of two previous terms to get a new one, the objective is to find the fastest way to reach n. From the computational complexity perspectives, Downey et al. [3] proved that the problem to find the smallest number of terms in the sequence is an NP problem which is similar to saying that there is no known polynomial time algorithm to derive an optimal solution. This problem is customarily known as an addition chain (later addition subtraction chain) problem. Discussion of the resulting asymptotic values of addition chains can be found in [5, 13, 14] . To produce a near optimal solution resulting from various techniques, addition chain has become an area of great interest to researchers.
Various methods were introduced starting from unsigned binary [5] , non-adjacent form (NAF) [8] , mutual-opposite form (MOF) [9] and complementary recoding (CR) [1] . These heuristics methods are primarily based on binary representation. However, one method is no better than the other except on certain occasions depending on the non-zero density and its distribution.
Our method does not depend on binary representation but it does produce binary chain as in the methods above due to the composition of prime into 2's which can be considered as the bases. This research paper introduces the foundation of our studies in Section 2. In Section 3, we show the development of this method to compute an addition chain for a given n. This is followed by an analysis for lower bound and upper bound that corresponds to the length of an addition chain, in Section 4. A discussion of our result which includes a comparative measurement against other methods is given in Section 5.
Decomposition method
In this section, we study from scratch the theoretical essence of decomposition method (DM) which makes up an addition chain for n. The idea is based on a well-known theorem from number theory.
Theorem 2.1 (Fundamental Theorem of Arithmetic) Every positive integer n greater than 1 can be expressed uniquely as a product of primes p e 1 1 p e 2 2 . . . p e r r with the prime factors in the product written in incremental order.
Proof Proof of this theorem can be found in most number theory textbooks, see [4] . Proof Using simple arithmetic 2 * (p − 1)/2 + 1 we obtain the original p.
Remark 1 For a trivial case of p = 2 is even, the same theorem applies except we do not have to add 1 at the end.
Example 2.4
The decomposition of p for 13 = 2 + 2 + 2 + 2 + 2 + 2 + 1.
Definition 2.5 An addition chain for n is a sequence of positive integers of the form a 0 = 1, a 1 , . . . , a r = n such that k ≤ j < i where a i = a j + a k .
The length of the chain is said to be r if a r = n. Our method generates an addition chain for each p as a 0 , a 1 , . . . , a r = p in a form of a rule consisting of dbl or add operations. Every time we need to compute p, this rule will be used to extend the chain. Chains for each rule are connected to make up the complete chain for n as in Definition 2.5. The last term generated by a rule from a prime is used as the first term for the next rule of another prime or even the same rule of the same prime if necessary.
Having decomposed p in hand, we are left to produce an addition chain for p, and this starts by breaking down the expression into a series of doublings followed by additions. The following discussions are specific to our decomposition method.
In a chain a 0 , a 1 , . . . , a i , a i+1 , . . . , a r , given a condition a r = p < 2a i , the terms a 0 , a 1 , . . . , a i for any i, are all computed based on a doubling operation. Beyond a i , no more doubling is allowed. The upcoming terms a i+1 , a i+2 , . . . , a r are computed based on addition operations. Definition 2.7 An addition operation (add) for any term a i is defined as a i = a i−1 + a j , where 0 ≤ j < i − 1, such that a i−1 + a j ≤ n, and there exists no k > j such that a i−1 + a k ≤ n.
For both operations, any computation for a i involves a i−1 . Definitions 2.6 and 2.7 set conditions for allowable operations. The coming definition for addition rule has to satisfy these conditions. Definition 2.8 An addition rule for a prime p is defined as a sequence of dbl's followed by add's of the form rule(p) = dbl(a 0 ), dbl(a 1 ), . . . , dbl(a i−1 ), add(a i , a j 1 ), add(a i+1 , a j 2 ), . . . , add(a n−1 , a j m ) where:
(1) a 0 , a 1 = dbl(a 0 ), a 2 = dbl(a 1 ), . . . , a n = add(a n−1 , a j m ) is the respective addition chain,
for all r such that 1 < r ≤ m, a j r ≥ 0. Theorem 2.9 An addition chain a 0 , a 1 , . . . , a r for a prime p can be computed from a given addition rule and each rule is unique to each prime.
Proof The method doubles any term a i−1 to produce a i until the value of a r = p is smaller than 2 * a i . Considering each prime separately, the initial two terms of the chain starts with 1 followed by 2. Hence there is always a possible combination of terms to make up a series of additions from a i+1 until a r . To prove its uniqueness, suppose there are two different addition rules for p. We will show that they both are the same. rule 1 (p) = dbl(a 0 ), dbl(a 1 ), . . . , dbl(a i−1 ), add(a i , a s 1 ), add(a i+1 , a s 2 ), . . . , add(a m−1 , a s x ),
Now we generate the corresponding chain for both rules chain 1 (p) = a 0 , a 1 = dbl(a 0 ), a 2 = dbl(a 1 ), . . . , a i , . . . , a m = add(a m−1 , a s x ),
If we prove that the two chains are equal, we can deduce that both rules are also equal because the rule and chain are interchangeable. We will show that each a i is a b j for some i and j from i = 0, 1, . . . , m and j = 0, 1, . . . , n. Both chains must satisfy the same sequence of operations (dbl and add). According to Definition 2.6, the number of doublings d, for chain 1 (p) is equal to that of chain 2 (p). Hence, a 0 = b 0 , a 1 
, and so forth until the last term a m = b n . Now we show that m = n by contradiction. Assume m = n such that m > n. Here we have, a 0 = b 0 , a 1 = b 1 , . . . , a n = b n . For all a i , i > n, there exists no b i such that a i = b i . This could be the result of different number of doublings or/and the number of additions on both chains. By Definitions 2.6 and 2.7, this will produce two different primes. Hence m = n.
Remark 2 This theorem also applies for any composite integer n. Example 2.10 Consider the following value of primes p = 3, 5. 3 = 2 + 1. The chain is 1, 2a 0 , a 1 + a 0 = 1, 2, 3. 5 = 2 + 2 + 1. The chain is 1, 2a 0 , 2a 1 , a 2 + a 0 = 1, 2, 4, 5.
Lemma 2.11 Suppose an addition rule a 0 , a 1 , a 2 , . . . , a r for a prime p. Then the decomposition method generates an addition chain for any composite integer n = p e in a sequential and n = a er .
Proof First we will prove that the sequence generated by DM is an addition chain. Consider the following: chain(p) = a 0 , a 1 , a 2 , . . . , a r chain(p 2 ) = chain(p), a r+1 , a r+2 , . . . , a 2r = a 0 , a 1 , a 2 , . . . , a r−1 , a r {a 0 , a 1 , . . . , a r } . . . chain(p e ) = chain(p e−1 ), a (e−1)r+1 , a (e−1)r+2 , . . . , a er = a 0 , a 1 , . . . , a r−1 , a r {a 0 , a 1 , . . . , a r−1 , a r {a 0 , a 1 , . . . , a r−1 , a r {, . . . , . . .}}..}.
Iteratively, we observe that the sequence p e satisfies the conditions set by Definition 2.5 and hence is an addition chain. Now we prove by induction that a er = p e . We know that a r = p is true. Now assume the statement a kr = p k holds for k = e. Then a (k+1)r = a kr+r = a kr + a r = p k .p = p k+1 . Since we assume it holds for a kr and we showed it also holds for a (k+1)r , thence for any positive integer e.
Example 2.12
Consider the composite number n = 9 = 3 2 . We only need to repeat the operation for p = 3 twice. The output chain is 1, 2a 0 , a 1 + a 0 , 2a 2 , a 3 + a 2 = 1, 2, 3, 6, 9.
As an alternative, using this method, we could also generate a chain for n = 9 which is 1, 2a 0 , 2a 1 , 2a 2 , a 3 + a 0 = 1, 2, 4, 8, 9. But it is advantageous to have a computation for shorter rule of p = 3 than a lengthy one. From the perspective of computation, it requires lesser memory in order to repeat operation of short rule than to operate on a long one. This is also an important point for the decomposition method to become useful.
We have seen that for each prime, there is a unique chain of doubling and addition which makes up a unique rule. For p = 3, we have 1, dbl, add(a i−1 , a i−2 = a 0 ) meanwhile for p = 5, we have 1, dbl, dbl, add(a i−1 , a i−3 = a 0 ). For p e = 3 2 , the operation becomes 1, dbl, add(a i−1 , a i−2 = a 0 ), dbl, add(a i−1 , a i−2 ). Note that when we speak about a chain, it must have a 0 = 1 whereby rule starts with dbl.
Here we can generalize the rule for p = 3 as dbl, add(a i−1 , a i−2 ) and p = 5 as dbl, dbl, add(a i−1 , a i−3 ). Consider two primes p 1 , p 2 . Their rules can be executed in a sequence to make up the complete chain for p 1 .p 2 . Using the example above where p 1 = 3, p 2 = 5, the chain for p 1 .p 2 will be a 0 , dbl, add(a i−1 , a i−2 ), dbl, dbl, add(a i−1 , a i−3 ). Note that the last term for p 1 which is add(a i−1 , a i−2 ) is the starting term for p 2 .
Lemma 2.13 Suppose an addition rule a i0 , a i1 , a i2 , . . . , a ir i for primes p i for i = 1, 2, . . . , s is given. Then the decomposition method generates an addition chain for n = p e 1 1 p e 2 2 . . . p e s s in a sequence and n = a s i=1 e i .ir i .
Proof First we will prove that the sequence generated by DM is an addition chain. Let the followings be chains for each prime p i . 
Theorem 2.14 Given a composite integer n, the length of the chain generated by its prime factors is the same irrespective of which prime's rule is executed first.
Proof Let n = p e 1 1 p e 2 2 . . . p e r r be the prime-power decomposition of n. Since for each prime p, there is a fixed length of rule, so executing a rule after the other in any sequence is equivalent to adding up the rules, which will give the same result. Note that simple addition operation is commutative.
Example 2.15 Let n = 3 3 .5 2 , the resulting chain would be 1, 2, 3, 6, 9, 18, 27, 54, 108, 135, 270, 540, 675 with the calculation of 3 3 prior 5 2 or 1, 2, 4, 5, 10, 20, 25, 50, 75, 150, 225, 450, 675 where the calculation of 5 2 is followed by 3 3 or 1, 2, 4, 5, 10, 15, 30, 60, 75, 150, 225, 450, 675 which creates a sequence for 5, 3, 5, 3, 3 consecutively. Irrespective of which number we start with, the length of the addition chain is the same, in this case 12.
For the same integer n, the binary method produces a chain 1, 2, 4, 5, 10, 20, 21, 42, 84, 168, 336, 337, 674, 675 of length 13, NAF method of 1, 2, 4, 5, 10, 20, 21, 42, 84, 168, 169, 338, 676, 675 with the same number of terms, but complementary recoding method of 1, 2, 4, 3, 6, 12, 11, 22, 44, 43, 86, 85, 170, 169, 338, 676 , 675 is of length 16.
Algorithm development
This section describes the steps perceived to make this method work. Originally, given n, the idea was to decompose n into its prime factors. As the integer n grows very large, this operation is identical to the problematic integer factorization. It therefore requires at least subexponential running time using sieving methods [10] . For our algorithm, we assume either this decomposition process was completely done or the input is readily in the prime power form. Next, to understand this method, the easiest way is to look into its highest-level implementation which can be briefly described using the following Algorithm 1. From the algorithm above, in line 2 each prime factor p i and its counterpart e i are stored in the memory. This can be done using a two-dimensional array. For each p i , a set of rules consisting of dbl and add of term(s) is defined simply by lines 3-4. Meanwhile, lines 5-6 examine each rule in consecutive order and generate a complete chain for n = p e 1 1 p e 2 2 . . . p e r r . The challenge here would be to come out with an algorithm which studies the decomposed p i , generates its rule and executes it. The code must be flexible enough to understand the formation of p and efficient enough in execution time.
Building up rules
In this section we will look into the construction of rules for each prime p. Assume that each rule produces a chain a 0 , a 1 , . . . , a r . We always take a r as a starting point for each rule. So for the first rule, a r = a 0 = 1. During the execution, the number of 2's is divided into a part that was used in the computation and a part that is left not computed. Initially, the number of terms used is equal to zero and the number of terms left is equal to the total terms which is (p − 1)/2. In doing this, we know how many times doubling and addition have taken place and how many 2's there are left for computation. Every doubling operation produces dbl rule whereas addition operation produces add rule.
For a prime p, let t = (p − 1)/2 be the total number of 2's. Let l be the number of 2's left not computed with an initial value l 0 = t. The first operation is always double, so for the first time we double, l 1 = t − 1. The second time we double, l 2 = (t − 1) − 1 and the third time we 
− 2 and so on. By observing the pattern of l 1 = t − 2 0 , l 2 = t − 2 1 , l 3 = t − 2 2 and so on, we can conclude that, for all i > 0, l i = t − u i , where u i = 2 i−1 is the number of 2's consumed thus far after i doubling. How many dbl rules were produced is equal to the number of doubling operations executed. This operation is allowed if and only if l i ≥ u i . Once l i < u i , only addition is permitted. On addition operation, the formula for l i is defined as l i = l i − u j , where j can take any value of i starting from the last doubling backward to 0 such that u j = 2 j −1 . The value of j is conditioned by l i − u j ≥ 0 such that there exists no k > j where l i − u k ≥ 0. If necessary, a similar procedure is repeated to produce more add rules until the condition l i = 0 is met. Table 1 shows an example of computation for p = 23, hence t = 11. Doubling takes place for the first 4 operations to generate a 1 , a 2 , a 3 and a 4 until we get l 4 = 3 < u 4 = 8 where further doubling is prohibited. A series of additions follows accordingly depending on how many 2's are left unused. In this example, the term a 5 is produced by adding a 4 and a 2 , where the term j = i = 2 is used to calculate l 5 = l 4 − u 2 = 3 − 2 2−1 = 1. Next, a 6 = a 5 + a 1 and finally a 7 = a 6 + a 0 and their respective l 6 and l 7 are both 0.
For the purpose of implementation, during the computation, we need to keep track of the current value of u i which is calculated as u i = 2u i−1 , exactly a doubling operation to generate dbl rule. To avoid this calculation, we use a two-dimensional array to store the value of 2 n and its indexing parameter n. The biggest value of n varies according to the required range of p i upon which the size of this array depends. If p i is to be chosen from 2 to 1000, we only need the array to be able to hold 11 values from 1, 2, 4, 8, . . . , 1024 which is indexed by 0, 1, 2, . . . , 10. This array also saves us from having to perform a division operation for u j = u j −1 /2 during the construction of the add rule under the addition operation. Still, it does not exclude us from having to perform subtraction for l i = l i − u j , as described earlier. But this is presumably insignificant, especially when n is made up of a few p's and the value of p i itself is small, compared to many long integer operations that we would save via this method. Furthermore, this is comparable to the precomputation needed to convert unsigned binary to NAF as in the NAF method. The whole idea presented here can be exemplified by Algorithm 2. As mentioned earlier, addition will always involve a i−1 term as one of the operands. The trickiest part would be to find the second operand which comes from one of the previous terms generated by dbl rule. From the code, lines 4-7 are used to generate the dbl rule, and meanwhile lines 9-14 are responsible for the add rule.
Constructing chain
This section discusses the construction of an addition chain for n. Earlier, for each p i , a rule is generated and stored in the memory. Each of these rules is used to build up an addition chain for n by feeding them into Algorithm 3.
The algorithm begins by reading rules one at a time. For each rule, an individual chain belonging to p e i i is produced by executing the same rule for e i times as shown in lines 3-9. The chain is constructed over its predecessor in sequence from p 1 i , p 2 i , . . ., until p e i i . The length for a current Algorithm 2 Precomputing rule for p i val[i + 1] = a i+1 (10) OUTPUT: a 0 , a 1 , . . . , a r = a 0 .p e i i chain is twice that of its immediate predecessor. The total length is equivalent to a multiple e i of rule's length. From this individual chain, a complete chain for n is generated. The constructive sequence would be from p e 1 1 , p e 1 1 .p e 2 2 , . . ., until p e 1 1 .p e 2 2 . . . . .p e r−1 r−1 .p e r r as a result of inspecting all factors p's and their respective e's and is concluded by Algorithm 1 shown earlier.
Analysis
An analysis was conducted to study and formulate the length of an addition chain produced by this method. We should imagine DM as a method which generates a path to n possibly different from previous methods. We shall look into this method at two different layers. First at an individual prime p and second at the combination of primes and its power to make up n.
The smallest length for which there exists a chain for an integer n is denoted by l(n). For the length generated by decomposition method, we denote by l dm (n) where l dm (n) ≥ l(n).
We proceed by proving that our method is bounded by the same boundary as l(n). Note that wherever we use the notation l dm (n) it should be understood as a decomposition method that calculates an addition chain by decomposing n into prime powers.
Theorem 4. 2 Scholz [12] conjectured the following assertions for an integer n.
Brauer [2] proved Theorem 4.2(1) and (2) and semi-proved Theorem 4.2(3) using a special addition chain called a star chain. Proof Let p = 2 m + 1. We know l dm (2 m ) = m since the shortest path is achieved through m doubling operations. Hence for l dm (2 m + 2 r ) or in particular when r = 0 as in our case, we need one other small step so that l dm (p) = m + 1. Here we see that DM is optimal when p has at most two non-zeros. Now consider p to be any prime within the range. Again DM executes m number of doublings which generate m number of terms excluding a 0 . Addition operations follow through and in the worst case all terms a m−1 , a m−2 , . . . , a 0 are consumed giving another m number of operations. Hence m + 1 ≤ l dm (p) ≤ 2m.
Proof Let n = 2 m + 2 s 1 + · · · + 2 s t such that m > s 1 > · · · > s t ≥ 0. Also let a = 2 x + 2 j 1 + · · · + 2 j u for x > j 1 > · · · > j u ≥ 0 and b = 2 y + 2 k 1 + · · · + 2 k v such that y > k 1 > · · · > k v ≥ 0 where 2 x + 1 ≤ a ≤ 2 x+1 and 2 y + 1 ≤ b ≤ 2 y+1 . Since n = ab we can rewrite it as 2 m + 2 s 1 + · · · + 2 s t = (2 x + 2 j 1 + · · · + 2 j u ) × (2 y + 2 k 1 + · · · + 2 k v ) where m = x + y. Proof According to Definition 4.5 l dm (p e ) = el dm (p). By Lemma 4.4 let p = 2 m p + 2 j 1 + · · · + 2 j u . We can rewrite n = (2 m p + 2 j 1 + · · · + 2 j u )(2 m p + 2 j 1 + · · · + 2 j u ) . . . (2 m p + 2 j 1 + · · · + 2 j u ) for e times where m ≥ em p . Then we have em p + 1 ≤ el dm (p) ≤ 2em p . From Lemma 4.4(1), since em p ≤ m, 2em p ≤ 2m. From Lemma 4.4(2), we have em p + 1 ≥ m + 1.
Definition 4.7 Given an addition rule for primes p i for i = 1, 2, . . . , r, DM computes an addition length for any integer n = p e 1 1 p e 2 2 . . . p e r r , as a summation of the length of an addition chain for an individual prime multiply by its power such that l dm (n) = r i=1 e i l dm (p i ).
Theorem 4.8 Let n = p e 1 1 p e 2 2 . . . p e r r such that 2 m + 1 ≤ n ≤ 2 m+1 , l dm (n) can be bounded as m + 1 ≤ (m 1 .e 1 + m 2 .e 2 + · · · + m r .e r ) + 1 ≤ l dm (n) ≤ 2(m 1 .e 1 + m 2 .e 2 + · · · + m r .e r ) ≤ 2m.
Proof This theorem is obvious as a consequence of Lemmas 4.3, 4.4 and 4.6.
Studies were carried out to compare our method against NAF. NAF was chosen as it is considered as the best method so far. For an individual prime, we observed that DM outperforms NAF in the occasion when NAF executes a redundant substitution for a block of only two 1's on the most significant bit side which causes an extra addition operation. The resulting shortage is only by one term. Even so, as we increase the power factor for p, we have a chance of gaining more advantage over NAF. However, in most cases the net savings is not directly proportion to the increase in power factor. This is due to the fact that what really determine the length of an addition chain for n by NAF is the length of binary representation and non-zero density and its distribution. In our case, this concept is only applicable at an individual prime layer. Another important point would be the combination of primes. Primes with optimal chains stand a good chance to overtake NAF in its length.
Instead of depending solely on the properties of binary representation for n, we open up a new window of improving an addition chain by decomposing n into two layers, prime and prime power. Thus far, DM works well for small primes with certain properties discussed above.
Result
Inductively we have shown for some small integers n that our method produces a shorter chain, yet a computer program was developed to test this hypothesis on a huge integer n. A series of computational tests for randomly chosen n of approximately 100 decimal digits (300 bits) length was performed. The primes were chosen from different ranges of numbers. Table 2 shows the comparative result between our method and other existing ones. Take for example n = 3 15 .17 7 .41 22 .73 13 .97 11 . It shows our method produces the shortest chain which is of length 411 compared to binary, NAF and complementary methods of lengths 483, 431 and 488 respectively. We save 20 computations of an average 165 bits long integer. A simple test was carried out to compare the time taken for an operation on a 165 bits integer against a 10 bits integer.
On average, the result shows that the time ratio is one to 3. One operation of the 165 bits integer is equivalent to 3 operations of the 10 bits integer. The tested n requires 9 additions during precomputation. This is equivalent to 3 computations of the 165 bits integer. So, our net saving is 17 computations of an average 165 bits integer. As stated earlier our method also works with composite numbers. Apart from the reason stated earlier, we do not use this algorithm for non-prime numbers because the chain is most of the time shorter when we compute it from a prime power form instead of from its composite equivalent. To support this claim, a series of test was performed for composite numbers less than 10,00,000. We found out the prime-power chain is shorter than the composite chain by 4,55,971 times, the composite chain is shorter than the prime-power chain by 2,44,658 times whereas they are equal for the rest.
The original DM which requires factorization of n is only suitable for smooth integers due to time constraint. However, we could generate a list of primes and their respective power to make up n. This inverse procedure of generating n allows us to extend DM to any integers.
Even better, instead of choosing primes, alternatively we suggest that a rule to be chosen at random. This rule was proved to make up a unique number, though it may not be a prime. But this will not affect any implementation. Even in existing algorithms, when required to be a prime, a number must be tested for primality. In our case, we could just keep the rule as a secret, as a substitute to n. This shall not affect the security of ECC. As n need not be a prime, primality testing is not required here. Even better, the whole precomputation code shown in Algorithm 2 can be ignored. This will give further advantage to our method.
It is also possible for a given n, a rule as well as the converse to be derived. The idea of primality testing from a rule, rather than from n can be further studied. In return this could possibly simplify the whole idea of primality testing.
