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Introduction 1
Determining how often a storm of a given intensity is expected to occur requires an evaluation of its 2 probability of occurrence, i.e. its return period. However extremeness of a rainfall event depends at which 3 duration rainfall is considered. For this reason, Intensity-Duration-Frequency (IDF) curves are extensively 4 used in water resources engineering for planning and design (Rantz, 1971 ; Cheng and AghaKouchak, 2014;
5
Sarhadi and Soulis, 2017; Te Chow, 1988, chapter 14) . They provide estimates of return levels for the conti-6 nuum of durations and return periods. However a difficulty in producing IDF curves is that return periods of 7 interest for risk mitigation amount usually to several hundreds of years, whereas series at disposal are most 8 of the time much shorter. Estimating the 100-year return level, for example, relies then on extrapolating 9 using some statistical model. Uncertainty is inherent to this estimation because no model is perfect. This is 10 particularly true for extreme value estimation -such as the 100-year return level-because it is based on few 11 data, so a subsequent variability is induced by sampling. Risk evaluation should account for this uncertainty 12 to avoid over-optimistic results (Coles and Pericchi, 2003) . Since current infrastructure dealing with flooding 13 and precipitation (e.g. dams or dikes) are based on IDF curves, ignoring uncertainty may result in sharp 14 underestimation of flood risk and failure risk of critical infrastructures.
15
Few studies have explicitly examined uncertainty in IDF curves. They rely on two distinct theoretical on IDF uncertainty estimation has, to the best of our knowledge, never been addressed in the literature.
25
In this paper, we propose to confront the frequentist and Bayesian frameworks on the same database
26
covering a large region with contrasted rainfall regimes, in order to be able to draw conclusion that are 27 not specific to the data. The studied region covers 100, 000 km 2 of the southern part of France that is 28 under mediterranean climatic influence and is notably well-instrumented with 563 hourly raingages since 29 the mid-80s, from which we select the 405 stations featuring at least 10 years of observations. The IDF 30 relationships used in this works rely on the simple scaling assumption (Gupta and Waymire, 1990) , associated 31 with a Generalized Extreme Value (GEV) distribution representing the frequency of annual maximum rainfall 32 intensity. This model has been validated in the frequentist case in Blanchet et al. (2016a) for the same region.
33
Here we mainly extend this work by assessing uncertainty in IDF relationships, which was missing in Blanchet relationships. We present the data in Section 3 and give evidence of simple scaling in the range 3h-120h in 36 the region in Section 4. We describe the workflow of analysis in Section 5. Finally, we confront the results of 37 the two frameworks, with a particular focus on uncertainty estimation in Section 6. Return levels computation requires estimating the occurrence probability of annual maximum rainfall 41 intensity, i.e. their probability density function (PDF). The founding theorem of extreme value theory (see 42 Coles et al., 2001 , for a full review) states that if independent and identically distributed data are blocked into 43 sequences of observations and if each block is long enough, then the PDF of block maxima is approximately 44 the Generalized Extreme Value (GEV) distribution. The combination of strict sense simple scaling and GEV 45 theory for annual maximum rainfall intensity leads to the family of GEV-simple scaling models (Blanchet 46 et al., 2016a). In the next sections, we develop two GEV-simple scaling models, respectively in the frequentist 47 and the Bayesian frameworks. Eq. 1 leads to the wide sense simple scaling assumption of Gupta and Waymire (1990)
which shows the advantage over (1) of being easily checked empirically on data, at least for moderate q, by 60 computing the empirical moments and regressing them against the duration in log-log scale (see Section 4 61 for more details in our application).
62
The second assumption of our model is founded by extreme value theory and asserts that annual maximum 
(3) associated with (1) implies that annual maximum rainfall intensity M D of any duration D follows a 67 GEV distribution (Blanchet et al., 2016a) and that the GEV parameters at duration D and of independence, the model log-likelihood is given by
where n(D) is the number of observed years at duration D, m D,i is the annual maximum rainfall intensity 82 at the duration D for year number i and D is the set of considered durations. There is no analytical form for 83 the maximum of l but maximization can be obtained numerically (e.g. quasi Newton method). 
Uncertainty computation

85
We propose two ways of computing uncertainty in the frequentist framework. The first one relies on the 86 asymptotic normality of the maximum likelihood estimator, but using the correction described in Davison 
inθ. An approximate (1 − α) confidence interval for θ j , any of the four model parameters, is then
99
given by
where z α/2 is the (1 − α/2) quantile of the standard normal distribution and Σ jj is the jth diagonal element 101 of Σ. 
and g is the right-hand side function in (5). In particular, its (1 − α) confidence interval is approximately
The second method to obtain uncertainties is based on bootstrap resampling. 
which leads, in terms of moments, to
Likewise, conditional on θ = θ, the annual maximum rainfall intensity M D of any duration D, follows a
126
GEV distribution, i.e.
where
Finally, the random variable of the T R -year return level for duration D is given by
where a.s.
= means equality almost surely.
130
Since (9) is conditional on θ, full modeling of M D requires defining the density of θ, i.e. the prior density.
131
Here we assume independence of the model parameters, i.e.
We make this choice for the sake of simplicity but a separate analysis applied to the data of Section 3 revealed 133 that actually choosing dependent or independent priors does does not affect the results.
134
In (11) objective priors for the location, scale and scaling exponent (Gaussian for the first and log-Gaussian for the 149 two latter) and weakly subjective prior for the shape (uniform).
150
In this work, we aim to use a model as general as possible in order to make a fair comparison of uncertainty for annual maxima of 3h rainfall is worldwide no lower than 6mm/3h and no bigger that 700mm/3h, i.e.
159
between 2 and 233mm/h at 3h duration. In order to be even less conservative, we set the lower and upper 
where the prior density f (θ) is given by (11) with the aforementioned priors and f (m|θ) is the density 175 associated to the data under (9), whose log expression is assumed to be given by (6). By doing this we 176 assume that the maxima at different durations are independent conditional on the parameters. In a Bayesian quantities, such as return levels, the independence assumption is one of the most creditable one.
182
In our case, as often in Bayesian analysis, there is no analytical form for the posterior density (12) due to 
At each step t,
194
-Draw a candidate θ * from a symmetric jumping distribution J t (θ * |θ (t−1) ).
195
-Derive the acceptance probability :
-Accept or reject the candidate θ * , i.e. set 197
θ * with probability a,
We use a Gaussian distribution for the jumping distribution J t (.|θ (t−1) ), with mean θ (t−1) and diagonal The instrumented area covers a surface of about 100, 000 km 2 , as displayed in 72h, 96h and 120h using 1h-length moving windows. We do not consider maxima at duration 1h and 2h 227 because these maxima are likely to underestimate the true maxima when a sampling period of 1h is used. 
Evidence of simple scaling
237
We first give empirical evidence of simple scaling of rainfall in our region. It is not possible to check the 238 strict sense simple scaling assumptions (1) and (7) directly on the data because they depend on H which 239 is unknown. However, it is possible to check their counterpart versions (2) and (8) for the moments, which these values with respect to the log duration. We show in Figure 2 break point in the 95% envelopes as d increases, so the wide sense scaling hypothesis seems to apply equally 259 to all durations between 3h and 120h.
260
To check the wide sense simple scaling assumption, we consider the slopes of 
Bayesian framework
282
The same starting points θ 1 is used to initialize Metropolis-Hastings algorithm in the Bayesian framework leading to extreme rainfall in the region. 
and,
where m i,D,T R is the empirical T R -year return level for duration D and station i and m i,D,T R is its estimation.
307
The closer rBIAS and rRMSE to zero, the better the fit. We find that, under both frameworks, the absolute 308 value of rBIAS is no bigger than 12% for 95% of the stations and rRMSE is no bigger that 26% for 95% of peak between 0.83 and 0.87, which cannot be seen by application of the asymptotic normality theorem. The 367 bootstrap method, on the opposite, produces similar density of H to the posterior density. Some asymmetry 368 with respect to the mode is also found for ξ in the posterior density and even more in the bootstrap density.
369
This produces asymmetry in return levels with a heavier right tails for the bootstrap and posterior densities 370 than for the Gaussian density, whereas the left tails of the posterior and Gaussian densities are similar.
371
Therefore the bootstrap and Bayesian methods are able to tell there is a greater likelihood for the 50-year 372 return level to be over than under the estimated value, which is not possible when considering symmetric
373
Gaussian densities.
374
The return level plot of Fig. 9 illustrates this asymmetry in the uncertainty of return levels for the that Bayesian uncertainty estimation is reasonable.
409
We conclude this analysis by comparing uncertainty in 50-year return levels obtained from the Gaussian 410 and posterior densities. We discard the bootstrap densities, which are often not reasonable. 
Conclusion
418
We conducted in this paper a regional study on the impact of using either a frequentist or Bayesian 419 framework in the estimation of Intensity-Duration-Frequency relationships and subsequent uncertainty. Our 420 analysis was applied to a large database covering a large Mediterranean region with contrasted rainfall 421 regimes. It was shown that estimation is not very sensitive to the choice of framework if the starting point is 422 chosen with care. Uncertainty estimation, however, depends on both framework and estimation method. It was 423 shown that the posterior density (in the Bayesian framework) and the bootstrap density (in the frequentist 424 framework) are able to better adjust uncertainty estimation to the data than the Gaussian density stemming 425 for the asymptotic normality theorem (in the frequentist framework). They are in particular able to produce 426 multi-modal asymmetric densities. However the bootstrap density tends to give unreasonable confidence 
