The traditional IP communication infrastructure is restricted to use a single interface on the communication endpoints. The IP address of the interface is used not only to identify the node, but it is also used to identify the communication session (socket ID). Distributing a communication session between different paths is an interesting question, and it is a focused research area today (see e.g. [6] -[8] In this paper we investigate the performance of the MPT software library which was developed at the Faculty of Informatics, University of Debrecen in Hungary. The MPT software library offers a Network layer multipath communication possibility for the computers (typically having multiple network interfaces). The MPT software creates a logical interface (tunnel interface) on the host. The communication of the logical interface is mapped to the physical interfaces dynamically by the MPT software. The applications use the IP address of the tunnel interface for the communication session's identification, so there is no need for modification in the applications' communication software. When an application sends an IP packet, it will use the address of the logical interface (i.e. the address of the tunnel interface) as the sender address. This packet will be encapsulated into a new UDP segment and IP packet by the MPT software. The new IP packet can be dynamically assigned to a physical interface of the host, i.e. the new packet will use the IP address of a physical interface as the sender address. The MPT library covers the task of mapping between the tunnel interface and the physical interfaces. If we change the IP address of the physical interface (or even we change the physical interface itself) the application will not sense this change, it will continue the work over the tunnel interface. The MPT software will recognize the changing and will reorganize the mapping from the tunnel interface to the physical interface, according to the new situation. The layered structure of the MPT networking system can be seen in Figure 1 . It must be mentioned, that the RFC 6824 document (see [7] , [8] ) also introduces a multipath communication technology, but it works in the Transport layer, and the application is restricted to use the TCP protocol. The MPT library works in the Network layer and the application is able to use the UDP protocol too (e.g. for voice or media content transmission).
between the tunnel interface and the physical interfaces. If we change the IP address of the physical interface (or even we change the physical interface itself) the application will not sense this change, it will continue the work over the tunnel interface. The MPT software will recognize the changing and will reorganize the mapping from the tunnel interface to the physical interface, according to the new situation. The layered structure of the MPT networking system can be seen in Figure 1 . It is easy to see that the tunnel interface and the physical interface may use different IP versions: the application may use the IPv4 address of the tunnel interface while the physical network environment may use IPv6 addresses on the physical interfaces. The protocol change is automatically performed by the MPT software.
It must be mentioned, that the RFC 6824 document (see [7] , [8] ) also introduces a multipath communication technology, but it works in the Transport layer, and the application is restricted to use the TCP protocol. The MPT library works in the Network layer and the application is able to use the UDP protocol too (e.g. for voice or media content transmission).
In order to precisely measure the throughput aggregation performance of the MPT library we established a measurement test-network environment. The measurement laboratory contains 4 paths between the endpoints, and is able to perform communication in IPv4 and IPv6 (offering the possibility of study mixed protocol versions.) Although the aggregation efficiency of the paths' throughputs of the different IP versions are not the same, the results show that the MPT environment successfully aggregates the paths' throughput in IPv4, IPv6 and mixed protocol versions too.
The rest of the paper is organized as follows: Section 2 describes the measurement laboratory network environment. Section 3 shows the measurement results performed in IPv4. Section 4 discusses the measurement results using IPv6 and section 5 will show the measurement results of a mixed protocol environment: in this section the application uses IPv4 (over the tunnel interface) and the real network environment uses IPv6 (on the physical interfaces). This paper is some kind of continuation of paper [6] : the authors studied the handover capabilities of the MPT software library on the 37th TSP Conference in 2014. In this paper we make a step forward, and investigate the performance of the MPT library in a multiprotocol (IPv4/IPv6) environment.
II. THE MEASUREMENT NETWORK ENVIRONMENT
The measurement test-laboratory contained two PCs (having 8 GB of main memory and Intel Core i5 processor with 2.5GHz, and 6MB cache; using the operating system of Ubuntu 12.04). The PCs were equipped with four interfaces (eth0, eth1, eth2 and eth3). The four interfaces of the PCs were connected to each other by four different paths. The paths were realized by using two Cisco 2811 type routers. The routers were connected to each other by four serial links, thus establishing 4 different paths. The physical link of the Ethernet connection was common in the paths, but the high speed of this common link (100 Mbps) made it sure that the bottleneck point of the paths was not in the common part of the network. (The maximum clock rate of the serial links was set to 2.000.000 cycles per seconds. The clock rate setting of the DCE serial interfaces was used to tune the bandwidth of the paths independently to each other. The PCs were connected to the routers using 100 Mbps Ethernet links, so the bottleneck point of the communication was realized on the serial links between the routers.). All the routing settings were implemented by static entries both in the routers and in the PCs. The IP addressing scheme of the measurement network can be seen in Table I .
III. MEASUREMENT RESULTS -IPV4 ONLY NETWORK
In order to test the throughput of the network system two types of measurements have been carried out. The first type of the measurement used symmetrical paths with clock rate values of 1.000.000 and 2.000.000 cycles per second respectively (see Table II , cases 1-4). The second type of measurement used non-symmetrical paths: the four links between the serial interfaces used all the possible combination of the clock rate values of 1.000.000 and 2.000.000 (see Table II , cases 5-10). All measurement types contained two cases, which differed only in the size of the transmitted file: in the first case the transmitted file's size was 10 MB, and it was 20 MB in the second one. For all cases (assumed also in the following sections) the efficiency in the tunnel has been evaluated as:
The measurement tests were always repeated ten times for each type of measurement and for each data size. The results were constantly the same: the differences between the measured throughput values were less than 3%. The host PC1 was used as the FTP server starting the built in FTP server daemon of the operating system (vsftpd). The built-in FTP client was used on PC2 to download the files. The System Monitor application was used to create the measurement reports. The detailed measurements' results are shown in Table II . and Figures 3. -10 . The figures show the interface throughput values for the test cases using 10 and 20 MB file sizes. The variance of the interface throughput increases a little bit at the aggregation. The results show the same performance for both file sizes: it is easy to see that the transmission time increases linearly with the data size on the physical interfaces (on the tunnel interface too), i.e. the throughput aggregation does not depend on the data size. (The difference is less than 3% in all cases.) Concerning the user's point of view, the Application layer's throughput is much more interesting than the interface throughput. The values of the throughput measured in the Application layer (i.e. dividing the transmitted data size with the transmission time, measured in seconds) can be seen in Table II (the transmitted data size is measured in 1024 bytes unit). Of course, the interface throughput values (in Figures 3. -10. ) are a little bit higher than the Application layer's one, because of the additional header information appearing on the interfaces. It can be seen from the measurement results that the throughput capacity of the four paths are summed efficiently on the tunnel interface by using the MPT library. This statement holds both for the interface throughput and for the Application layer's throughput: the efficiency is better than 96% in all cases (see Table II ). Also, the figures show that the variance of the interface throughput is a little bit higher in the non-symmetrical cases. Further IPv4 measurement results can be found in [1] .
IV. MEASUREMENT RESULTS -IPV6 ONLY NETWORK
Using IPv6 both over the tunnel and under the tunnel changes the measurement situation: the additional IP encapsulation will use a longer IPv6 header, so the efficiency decrease can be expected in this case.
The Physical and Data-link layer properties of the measurement environment remained the same as it was in the previous chapter (i.e. clock rates, file sizes). Only the Network layer protocol was changed from IPv4 to IPv6.
The measurements' results of the interfaces' throughput can be seen in Figure 11 . -18. The numerical values of the application's layer throughput can be seen in It is easy to see that the efficiency of the IPv6 throughput aggregation is a little bit lower than it was in the case of IPv4. All the efficiency values are smaller, the difference is maximum 5 percent in each case. As it can be seen in Table  III . all the efficiency measurement numbers are greater than 90 percent in the IPv6 cases, so the aggregation performance is good also in the case of IPv6 only network environment.
Similarly to the IPv4 results the interface throughput is a little bit greater than the application's layer throughput in the case of IPv6 protocol too. Fig. 11 . IPv6 Test case 2: Data size: 20 MB, Clock rates: 1.000.000 / 1.000.000 / 1.000.000 / 1.000.000 Fig. 12 . IPv6 Test case 3: Data size: 10 MB, Clock rates: 2.000.000 / 2.000.000 / 2.000.000 / 2.000.000 Fig. 13 . IPv6 Test case 4: Data size: 20 MB, Clock rates: 2.000.000 / 2.000.000 / 2.000.000 / 2.000.000
Fig. 14. IPv6 Test case 5: Data size: 10 MB, Clock rates: 2.000.000 / 1.000.000 / 1.000.000 / 1.000.000
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V. MEASUREMENT RESULTS -MIXED NETWORK (IPV4 OVER IPV6)
The IPv4 address space has been exhausted in 2012 (i.e. all the IPv4 network id is assigned to ISPs, see [4] , [9] ). This fact may accelerate the IPv6 usage on the backbone and in the end user area too. In the future the need of special applications, which are not upgraded to the IPv6 protocol, may occur in special networking environments, where only IPv6 network is available. One solution for these special situations can be the usage of MPT: The MPT environment offers the possibility to use the IPv4 protocol on the logical tunnel interfaces (i.e. the applications will use IPv4) while the physical interfaces are connected to an IPv6 only network. This chapter evaluates the performance of the MPT library in a mixed protocol environment. The Physical and Data link layer parameters remain the same as it was in the previous chapters. The measurements' results are shown in Figure 19 . -26. These figures show the interface throughput values for the test cases using 10 and 20 MB file sizes. Table IV shows the Application layer throughput in the mixed protocol environment: The results are quite similar to the results of the IPv4 and IPv6 only networks measurement: in some cases the results are similar to the IPv4 environment (see cases 8, 9) , other test produced numerical results like it was in the IPv6 only measurement (see cases 3 -7). It means, that the mixed network environment produced numerical results between the IPv4 and IPv6 only measurements (as it could be expected).
VI. CONCLUSION
In this paper we investigated the throughput aggregation property of the multipath a software library MPT. The applications over the MPT tool may use any kind of transport layer protocol: the usage of both TCP and UDP is allowed. The focused purpose of the paper was to investigate the throughput performance of the MPT tool using IPv4, IPv6 and mixed network environments. We established a measurement laboratory environment which provided four independent connection paths for the communicating hosts. The throughput performance was analyzed using symmetrical and non-symmetrical bandwidth rates, and different transmitted data sizes. Although the results showed some difference in the different protocol versions, the test measurements showed that the MPT multipath environment successfully aggregates the physical paths throughput capacity.
