Context: Software engineering research is maturing and papers increasingly support their arguments with empirical data from a multitude of sources, using statistical tests to judge if and to what degree empirical evidence supports their hypotheses.
Introduction
Empirical software engineering (ESE) researchers use statistical methods for interpretation, analysis, organization and presentation of data. In the end, an ESE researcher should want to ascertain, at a minimum, that the findings are statistically significant. To this end, we are in need of robust statistical methods [49] in order to say, as accurately as possible, the most from the least amount of data. In addition, Submitted to Information and Software Technology: Special Issue on Enhancing Credibility of Empirical Software Engineering to further encourage replication of studies the development of replication packages are needed in order to increase the possibility for research to be reproducible and, hence, over time increase our confidence in statements we make.
Statistics, we argue, is one of the principal tools researchers in ESE have at their disposal to build an argument that guides them towards the ultimate end goal, i.e., practical significance and (subsequent) impact of their findings. Practical significance is, as we will see, not very often explicitly discussed in ESE research papers today and we argue that this is mainly out of two reasons. The first one being that statistical maturity of ESE research is not high enough. The second is a combination of issues hampering our research field, e.g., small sample sizes, failure to analyze disparate types of data in a unified way, or lack of data availability that could strengthen the arguments concerning practical significance, i.e., connecting effort and, conclusively, ROI 1 to the findings of a research study.
If we first examine the statement regarding ESE research not having enough statistical maturity one can see that just as ESE is maturing as a research field, so is statistics. If we look at how statistics has evolved the last decades it is self-evident that the introduction of computers has allowed statisticians to branch out into a whole new sub-field of statistics called computational statistics. This has led to researchers in other fields to move away from linear models and, hence, placing an emphasize on non-linear models and completely new models such as generalized linear models and multilevel models. In addition, increasing computational power also provided researchers with the opportunity to start using resampling techniques to a larger extent, e.g., bootstrap, while the possibilities for using Bayesian analysis in general has increased with the usage of Gibb's sampling [31] . In short, just as statistics is evolving, so should ESE research and its usage of statistical methods, and we would like to emphasize this: This paper will provide a view of current statistical maturity in ESE, and how to increase it from a frequentist point of view; however, long-term we strongly believe that to increase the statistical maturity even further in our field, a transition to Bayesian analysis is needed (and we will provide arguments for this later in the paper). It is however ironic that Bayesian analysis, is virtually non-existent in ESE research today considering its advantages, and the fact that we are using computers and their accompanying software very often as an object of study.
Using robust statistical methods in ESE research increases the possibility to uncover relevant findings in the data at hand, and decreases the risk of missing relevant conclusions or, perhaps even worse, draw the wrong conclusions. This is of course strongly connected to the traditional view of Type I and Type II errors and the situation has led to some research fields scrutinizing not only the usage of parametric statistics, as has the ESE community [4, 49] , but in the end also to question the role of frequentist statistics as a whole. Issues such as the arbitrary α = .05 cut-off [41] , the usage of null hypothesis significance testing (NHST) [63, 83, 86] and the reliance on Confidence Intervals [58] has come under fire. When analyzing the arguments, the authors of this paper have come to the conclusion that many of the issues plaguing other fields are equally relevant to come to terms with in ESE research.
If we instead examine the second statement we made, i.e., that a combination of issues is hampering our research field, one can see that it is not uncommon with small sample sizes, indicating that resampling techniques and the usage of prior probability distributions could be of value. In addition, quite often we see studies collecting disparate types of data, which is then analyzed independently, indicating that Bayesian models could provide interesting possibilities. Finally, as we will see in this paper, studies do not very often explicitly report practical significance of their findings. All of the above is of course not being helped when authors do not publish raw data and/or reproducibility packages of their studies (current authors guilty as charged!). We have already argued that statistics is evolving and it would be prudent to allow researchers in the future to conduct reanalysis of data published today using new statistical methods to perhaps uncover new findings.
In this paper we present the results from conducting a manual sampling review of four well-known and top ranked software engineering journals for the year 2015. The purpose of the manual review was two-fold: i) To provide an in-depth view of current state of art concerning: The usage of statistics, the possibility for reproducing research, and the frequency and depth of arguments concerning practical significance. ii) Act Submitted to Information and Software Technology: Special Issue on Enhancing Credibility of Empirical Software Engineering as ground truth for a semi-automatic extraction of the same journals for the years 2001-2015. We provide arguments for why the semi-automatic extraction in some cases is a viable alternative to a systematic literature review or, in particular, a systematic mapping.
The output from the review processes, i.e., manual and semi-automatic, is presented and analyzed and used as input to build a Statistical Maturity Model (SMM) for ESE research. We argue that the SMM represents both the history and, hopefully, the future of statistical usage in ESE research, while being able to guide researchers and practitioners alike. As such, we hope that the trend of using robust statistical methods will continue; and we will later show that the logical conclusion to this is that the usage of Bayesian analysis needs to increase in order to ultimately better judge practical significance of findings in ESE research.
The rest of the paper is structured in the following way. In the next section we present related work and how our work builds on it. In Section 3 we present the methodology we applied in this study, in particular covering the protocol for the manual extraction and the keyword classification for the semiautomatic extraction. In Section 4 we present the results from the extractions. The output from the extractions was then used to develop the SMM. In Section 5 we present the SMM for ESE research and the arguments we have for its constituent parts. In addition we include an analysis regarding reproducibility and the role Bayesian analysis has to play in ESE research. Section 6 further elaborates on practical significance. We conclude the paper with sections on threats to validity (Section 7) and conclusions (Section 8).
Related work
Related work for this study can be divided mainly into two parts: i) Guidelines/frameworks for reporting studies in software engineering, including studies presenting statistical methods for software engineering. ii) Semi-automatic extraction in systematic literature reviews (SLRs). However, in the latter case, for this study, we do not focus on SLRs, but rather systematic mappings.
Over the years we have seen software engineering researchers publish books and studies that guide other researchers on how to design, execute and report experiments [85] and other types of studies, such as, case studies [77] . In addition, we have seen studies that focus on certain aspects of experimentation, e.g., subject experience [40] , bias [79] , replication [46] , or how to report on such studies [42, 43] . In this context, we should not forget the early work on guidelines on experimentation by Kitchenham et al. [50] and the corresponding work on how to evaluate them [48] .
The above studies, which there are of course more examples of, all point to different efforts on how to systematically, transparently and repeatably design and report on empirical studies in software engineering. However, one thing that is very often missing, or not discussed enough, are the issues of what type of statistical methods one should employ and what practical significance is (in, e.g., Kitchenham et al. [50] the authors point out that researchers always should try to distinguish between practical and statistical significance).
A study in 2011 by Arcuri & Briand [4] pointed out that the usage of parametric 2 statistics, especially when it comes to conducting experiments with stochastic elements, should be discouraged in favour of nonparametric 3 statistics. Recently a study by Kitchenham et al. [49] followed along that line of thought and presented, what they considered to be, robust statistical methods for ESE research. However, existing methods in ESE are still based, predominately, on frequentist analysis, whereas there is little mention of Bayesian analysis and, in the end, statistical methods should be applied within their own framework, i.e., Problem, Plan, Data, Analysis and Conclusion (PPDAC) [57] , where each stage has its own issues we need to address. To conclude, we believe a PPDAC framework could be added into the context of existing guidelines/frameworks of experimental software engineering research, and this paper is a first step towards this.
Concerning Bayesian analysis, except Furia [26] , we have very little knowledge about how to introduce Bayesian analysis in this context (design, execution and reporting of, e.g., software engineering experiments). Special Issue on Enhancing Credibility of Empirical Software Engineering In Furia [26] the author reproduces the analysis of three cases, and points at the benefits with Bayesian analysis. However, we do have other cases where Bayesian analysis, in one form or another, was used in software engineering research; most notably, Neil et al. [61] published a study already in 1996, which later was followed by more studies (and we would be surprised if there are not even older studies). The mentioned studies all apply Bayesian analysis, but they provide very little practical guidelines on how researchers should go about in actually using Bayesian analysis.
To conclude the first part of related work: 1. The introduction of more rigorous statistical methods is wanted, but they should be introduced in the context of existing guidelines/frameworks and, to this end, we will later in this study present the Statistical Maturity Model (SMM), which we intend to integrate into existing guidelines together with more practical advice on how to use Bayesian analysis, in order to avoid issues such as the arbitrary α = .05 cut-off, the usage of NHST and the reliance on confidence intervals, as we discussed in Section 1. 2. We will present a model for practical significance, which we believe will guide researchers and practitioners in the future. This model should, obviously, also be integrated into current guidelines, especially considering that software engineering is an empirically focused field. 3. We will later argue that an essential part of the SMM should be to point researchers to Bayesian analysis.
For the second part of the related work we focus on semi-automatic extraction in systematic literature reviews (SLRs) or systematic mappings. Already in 2006 Cohen et al. [15] made the first attempts in applying text mining technologies to reduce the screening burden during reviews and recently a systematic review analyzing text mining in systematic reviews was published by O'Mara-Eves et al. [65] indicating that the application of text mining technologies can reduce the workload with 30-70% (while recall falls to 95%). The authors also point out that "[. . . ] it is difficult to establish any overall conclusions about best approaches."; however, it is worthwhile pointing out that we already see early work in applying text mining technologies for SLRs in software engineering [64, 88] , but to what extent this represents a 'best approach' is of course too early to tell.
We believe that it is currently only possible to extract primary studies 4 using semi-automatic approaches, but for the actual synthesis (which an SLR should consist of) a human being needs to be highly involved [84] . Nonetheless, the extraction of primary studies can help a lot, and in particularly it should be useful for systematic mapping studies (having no synthesis), and in the next section we present one possible way to do this.
Methodology
We partly followed Petersen et al. [69] and the systematic mapping process proposed by the authors. We will in the next section describe the manual review, leading to keyword extraction, and the reliability associated with it. After that we will present the semi-automatic review (Section 3.2).
Manual review
Step 1: Research questions. In Step 1 (Figure 1 ) we defined the research questions as: RQ 1 What is the current state of art regarding statistical maturity in empirical software engineering research? RQ 1.1 What is the trend on statistical maturity in empirical software engineering research? Two additional questions were also added in order to gain knowledge on: i) The current state with respect to reproducibility. ii) Degree of evidence and discussions regarding practical significance:
To what degree is reproducibility present in empirical software engineering research, i.e., the possibility to conduct reanalysis and replication?
RQ 3 To what degree do studies in empirical software engineering research present and discuss practical significance? Figure 1 : The extraction process (partly adapted from Petersen et al. [69] ). The bold text indicates activities and output that significantly differs from the systematic mapping process presented in Petersen et al. [69] .
Step 2: Review scope. After having established the research questions the review scope was set. We did not follow the process for a complete systematic literature review, and hence make no claims that the sample we use will be complete in a sense.
We extracted data from the following journals in software engineering: Transactions on Software Engineering (TSE), Transactions on Software Engineering and Methodology (TOSEM), Empirical Software Engineering (EMSE) and Information and Software Technology (IST). The main reason for selecting these four journals was that they are well-known and top-ranked SE journals focusing, quite often, on applied scientific contributions. Additionally, we claim that the journals consist of articles with a higher quality, on average, than other journals (even though impact factors and citations is not the only way to deem quality indirectly, we argue that it can be one way to measure quality). Finally, we believe that the selected journals adequately represent state of art for ESE research.
Steps 3-4: Conduct search and collect papers. Searching the four journals for publications in 2015 we collected 300 papers. In order to later reproduce this study one can find the data online 5 .
Steps 5-6: Screening papers and defining primary studies. Each paper was then screened individually by a researcher. The screening was done on title and abstract, and only if the title and abstract did not provide data, which we could use to classify a paper as empirical or non-empirical, did we read the full paper. Any uncertainties were discussed among all researchers in a workshop as to make sure that we did not discard studies that could be seen as empirical.
It might be worthwhile to briefly discuss what ESE research actually is, in the context of our study. In our experience we have seen that the term 'empirical' varies as much as the term 'software engineering'. Concerning the latter definition we have a broad view, e.g., looking at psychological aspects of software development, is in our view part of software engineering. Hence, we also included studies that might be deemed as = computer science research.
Concerning the definition of 'empirical' we argue that position papers, editorials, purely theoretical concepts, or only using vague conceptual justifications is not enough to entail a paper to be empirical. On the other hand, an evaluation/validation of a process, technique, idea, can be considered as empirical. One could then argue that there is a degree of empiricism; a view we sympathize with. But in order for this to not lead to a discussion on philosophy of science, let us instead conclude this matter by stating that: Any paper in the four journals, proposing a concept of some sort, which makes use of (or potentially could make use of) statistics as a tool for their arguments, could be seen as empirical.
In total 300 papers were reviewed at this stage. They were distributed in the following way according to size: IST (158), TSE (63), EMSE (55) and TOSEM (24) . After having removed, in the first iteration, all papers that were obviously not useful (editorials, position papers, introduction to special issues, etc.) the following remained: IST (138), TSE (60), EMSE (51) and TOSEM (21) .
In order to reach Step 6 ( Figure 1 ) we next started to scrutinize them according to degree of empiricism and, to get an estimate on the usage of statistics, we classified them accordingly. The main reason for wanting an early estimate on the usage of statistics was that we originally thought that ESE was in a much ) of the screened papers were classified as non-empirical, and this in a research field that has engineering in its name.
In the remainder of this paper we define studies from this extraction step as primary studies if they are empirical and use statistics. In our particular case this meansx total = 38.5% of the total number of papers (270) screened in the first stage, equivalent to 104 papers.
Step 7: Keyword extraction. The end purpose with the keyword extraction conducted during the manual review was to act as ground truth for the semi-automatic review (as will be presented in Section 3.2). To this end a questionnaire was developed to guide in the extraction 6 . During several iterations the questionnaire was refined by all authors and as a final step the reliability of the questionnaire was analyzed.
Regarding reliability, we relied on a reliability statistics, i.e., in our case Krippendorff's α K . The α K is, as far as we know, the only index of reliability that has the following properties [39] :
• Assesses the agreement between ≥ 2 independent reviewers who conduct independent analysis.
• Uses the distribution of the categories or scale points as used by the reviewers.
• Consists of a numerical scale between two points allowing a sensible reliability interpretation.
• Is appropriate to the level of measurement of the data.
• Has known, or computable, sampling behavior.
Cohen's κ [16] , for example, violates the first item (reviewers are not freely exchangeable and permutable) and third item (setting a zero point as in correlation/association statistics), as does Cronbach's α C [20, 39] . For calculating reliability statistics, our conclusion lately has been to always employ α K as the statistics of choice.
Assuming a signal/noise ratio of 1.0, 80% power and 5% significance level indicates n = 17 according to Cohen's d [17] . The extraction was made by all authors and made use of a not fully crossed design [67] . Ultimately, a random sample of 18 papers (>17% of the 104 primary studies) were used to calculate α K .
The complete extraction of 18 papers, with four reviewers, provided α K = 0.7, 95% CI [0.46, 0.90] 7 . For the confidence intervals we conducted a bootstrap sample (10,000) of the distribution of α K from the given reliability data. Even though one should here also take into account that non fully crossed designs in general always underestimate the true reliability estimate [37, 72] , we were skeptical due to the wide confidence interval.
Submitted to Information and Software Technology: Special Issue on Enhancing Credibility of Empirical Software Engineering Since the questionnaire was designed so that each subcategory used mainly checkboxes, we took a conservative approach and classified a subcategory to have a high reliability if two reviewers independently of each other selected exactly the same checkboxes in a subcategory, when reviewing the same paper. This way the reliability statistics for each subcategory could be calculated, i.e., we would get a number on how much faith we could put into the keyword extraction and, in the end, the input that it provided to the semi-automatic review.
When analyzing the 12 subcategories selected for automated extraction (see Table 2 ) we saw thatᾱ K = 0.68 (when removing two instances marked with †). We see in Table 2 that certain subcategories had α K < 0.60, hence indicating that they should be excluded from automatic extraction. To this end it was decided to focus on subcategories with α K > 0.60 for the automatic extraction or categories marked with † (all relevant categories, for the purpose of automatic extraction, are marked with bold in Table 2 ). Note here that the category 'Bayesian analysis' consisted of too few cases to be able to calculate an α K .
The reason we have two instances marked with † is due to the very conservative approach α K has when calculating inter rater reliability [25] . In extreme cases, even if referees have an agreement of >95% it could still lead to a negative α K , if dealing with significantly skewed distributions. Or in other words, α K is a chance-corrected measure and an α K of zero means that agreement observed is exactly the agreement expected by chance. A key requirement of measurement of reliability in this fashion is that the raters are asked to judge things that exhibit variation on the thing being judged. In our case, there is little variation, so expected agreement by agreement is very high. In our case, when it comes to the two categories marked with † in Table 2 , we had an agreement of 78% and 94%, respectively, and yet α K = 0. Nevertheless, we opted for including the two categories in the automatic extraction since the agreement was convincing.
Step 8: Classification scheme. Using the questionnaire as input a classification scheme was built. As a simple example one could input 'power analysis' to the extraction algorithm most likely catching most papers which made use of, or at least discussed the concept of power analysis; while using only 'power' might lead to too many papers classified as false positive, i.e., they might discuss statistical power, but not necessarily connected to, e.g., sampling. As a slightly more complex example for the category 'nonparametric tests' we listed a number of nonparametric tests, but for the classification scheme we added even more nonparametric tests (that were not even found in the initial keyword extraction), as to be certain to catch as many papers as possible in the automatic extraction. We do not claim that our lists of tests are exhaustive; however, we believe that only few papers would have been classified as false positives (the usage of esoteric statistical methods is not wide-spread in ESE research as was found in Step #7).
In the end, we did not simply rely on the automatic extraction. The final step was to feed the output to a researcher who then did the final classification from reading the context where the keyword was found, i.e., Special Issue on Enhancing Credibility of Empirical Software Engineering the sentence and adjacent sentences, and thus validating the tool. This way a human being could interpret if the authors of a paper simply listed examples of nonparametric tests one could use, or if they actually used them.
The previous manual extraction step's output, i.e., the reliability of extracting keywords from 18 papers, allowed us to then use these papers and see that the semi-automatic review we employed, i.e., using an automated extraction with supervision, could catch these papers. In the next section we will cover our classification approach in more depth.
Semi-automatic review
Based on our manual review of papers and the good inter-rater agreement seen for many of the aspects reviewed, we discussed if we could at least partly automate the review process. Since manual review is timeconsuming it does not seem likely it can be routinely used or employed on a larger scale. However, a tool that can automatically check papers would allow analysis of larger sets of papers and thus allow for more and deeper sets of questions to be answered. It would also provide other benefits such as more objective review, extensions to extract more details about the use of different statistical techniques, etc. Actually, such a tool could be useful not only in retrospect, to study the papers that are already out there, but also for journals and conferences at submission time to give improvement advice to authors and at review time to help focus the work of reviewers.
It is important to note that our aim is not to create a fully automated tool. Such a tool seems unlikely to work in general; research approaches and ways of describing statistical methods and analyses vary way too much. Getting to the same level of accuracy that an experienced human is likely to require some kind of artificial general intelligence and is likely not available in a short time frame. Our goals for tool support are more modest: Can we create a simple software tool that can automatically find parts of academic software engineering papers that give evidence for (or against) the use of a certain statistical analysis method? And can the approach used for implementing such a tool also help in extracting other elements and aspects of papers, such as discussions about practical significance or the availability of data for replication and reproducibility?
Below we detail the design of such a tool, named sept, and how we evaluated if it can achieve a review accuracy that is close enough to humans for it to be useful. The tool will be made available to the software engineering community with an open-source license in conjunction with publication of this paper.
Overall design of review tool. The basic observation from our manual review was that we could take our decision on whether a paper used a certain statistical analysis locally based on one or a few consecutive paragraphs of text, often even based on a few sentences around a main 'match'. The process that several of us had used was partly based on searching for certain key terms and then judging if any of the 'hits' gave evidence for the use of the analysis in question. For example, when looking for the use of a nonparametric test like the Mann-Whitney U test several of the researchers searched for 'Mann' or 'Whitney' and then manually read the surrounding text to judge if the test was actually used. In addition, we would of course read specific parts such as results and analysis sections which are more likely to contain evidence of analyses used. We also noted that the evidence found was sometimes but rarely negative evidence, for example, when authors discuss that instead of using a parametric statistical test like the Student's t test' they used a nonparametric test. However, for the majority of cases the evidence found around a match was positive, e.g., a match on 'Wilcoxon rank-sum test' was almost exclusively when discussing that such a test had been used and what the outcome had been.
Another observation when discussing the individual methods we had used as well as the review results was that we sometimes had missed certain analyses during the manual review. In particular this was the case when it was reported in non-standard fashion or when the names of the analysis method were misspelled or described in less clear terms.
Given that computers are excellent at quickly scanning through large amounts of text in a repeatable manner and are less prone than humans to make errors when doing so we initially wanted to just support and check our manual reviews based on simple text matching. The design and further development of our tool grew organically from this since initial results were promising. Figure 2 : Overview of sept tool for semi-automated checking of software engineering research papers. The paper (PDF) file is converted to a text (TXT) file and is then passed to fuzzy matchers (three exemplified here) that each focus on finding evidence for (positive), against (negative) or finding no evidence for the use of a certain type of statistical test or aspect that is used in the paper. The tool outputs an analysis file that details all evidence found and marks what lead the tool to judge the evidence to be present.
We thus set out to develop the tool to a level where we judged it to give reasonable results compared to manual, human review. As argued above we do not think such a tool can ever be perfect; that would require an artificial intelligence with a lot of experience from reading and understanding software engineering research and statistical analysis. Rather we evolved the tool from exact matching of text to a more fuzzy matching based on examples and heuristics. In a final step we then simply weigh together the evidence from individual matches in the text of each paper to the overall evidence that a certain analysis, e.g., for the use of a certain statistical test, has been used in the paper. Figure 2 shows the overall design of our sept tool. Using the Apache Tika 9 to convert the pdf to text, we first remove all papers with <3,000 words and then apply a large set of individual matchers for each type of aspect that one wants to check for the remaining papers (>3,000). Each matcher is based on fuzzy matching of three main types: Matching a positive example, matching to skip, or matching a negative example. Examples are either taken directly from papers that have been manually reviewed or written as more general and standard patterns or phrases. The basic logic is to first match all the positive examples. For all of them that matches a target in the paper being analyzed the skip matchers are then used to check if any of the targets should be skipped. The skip matchers are used to refine the inexact matching of the positive examples. It is rarely used but only for shorter and more general terms that may be matched in the positive example but which is misleading and should not count as a match.
A typical example of skip matching is shown in the detailed example of the matcher for the parametric Student's t-test shown in Table 3 . The positive and negative examples can be written in a small domain specific language, which allows annotating sentences and text copied directly from a paper. By enclosing a part of the sentence with [[ [ and ] ]] markers everything between these markers are taken to be the main match target. Similarly, text between markers are used to search for supporting matches in close vicinity to the main match. If such supporting matches are found they increase the score of the matched position and contribute more clearly to the evidence for the matched analyzer. We can see that the fuzzy matching of the positive examples can lead to a target such as 'unit test' being matched since it does contain the sub-string 't test' which is a synonym main match in this case. The skip matching makes sure that this specific match is skipped and not further considered by specifying a regular expression (here expressed in the Julia language in which we implemented our tool). 
Synonyms "Student's t test", "Students t test", "Students t-test", "Student t test", "Student t-test", "Student t", "Welch's t-test", "Welchs t-test", "Welch's t test", "Welchs t test", "t-test", "t test", Tags parametric test, statistical test, quantitative analysis
The negative examples are rarely used but indicates specific ways that authors can express that they did not employ a certain statistical technique. For example, Garousi et al. [28] write in their validity threats section that "Furthermore, we have not conducted an effect size analysis on the data and results, thus this is another potential threat to the conclusion validity." We take this as a strong indication that there is no use of effect size calculations in their analysis. Negative matches thus typically override any earlier positive matches in the final scoring as further described below. Since a negative match is counted more strongly towards the final evidence scoring, all the supports of a negative example need to match for the example to match. However, the relative position of the supporting matches are allowed to vary somewhat from the actual example. In our initial testing this increased the relevance and accuracy of the matching process.
After the matching process completes the analyzers will score each match to estimate how likely it is to provide positive or negative evidence. Details about this scoring process is outlined in more details below. The outcome of the scoring is a set of tags and the type of evidence found. The tags represent chains of evidence that a certain match and analyzer provides. For example, all the nonparametric statistical tests, such as Mann-Whitney U test, Friedman test etc. provide evidence for the same tags: non_parametric_test, statistical_test, and quantitative_analysis. In this way positive evidence that a Friedman test has been used also gives positive evidence that a statistical test has been used and that quantitative analysis has been carried out in the analyzed paper.
Finally, the summarizer component of the tool collects the evidence and outputs a detailed analysis report file which gives a detailed account of the results. This both summarizes which tags we have found which type of evidence for, and presents the textual context around each high-scoring match that supports that evidence. The analysis file thus is a condensed version that is human-readable and the results from the tool can thus be more easily checked by humans.
The design and implementation of our tool is similar to the approach used by Octaviano et al. [64] for filtering studies to be included (or excluded) in systematic literature reviews or mapping studies. However, they do text matching only on the title, abstract and keywords of a study, while we match throughout the full text of each paper. We also found it critical to do fuzzy matching of both the main match string as well as parts of the sentence surrounding the main match. It is not clear that Octaviano et al. do any fuzzy matching at all. On the other hand they might not need to since the meta-data they match on can be more reliably extracted from databases. After we convert the pdf of a paper to text it is not uncommon that it is quite seriously mangled with figure and table text intermixed in the middle of the text, white-space and hyphenated words inserted in the normal typesetting process.
Scoring of evidence in tool. We have experimented with more complex scoring schemes that weigh together the number of matches and strength of matches into an overall evidence score. We even considered using machine learning or optimization to tune weights to maximize accuracy and recall of the tool on the manually reviewed training set. Such an approach was tried by Octaviano et al. [64] who used decision trees. However, Submitted to Information and Software Technology: Special Issue on Enhancing Credibility of Empirical Software Engineering our negative examples match very rarely since their supports also need to match to ensure a match indicates actual negative evidence. Thus our general approach is that the positive examples are more permissive when matching (they do not require all supports to match but are rather ranked based on the number of matching supports) but once there is any negative evidence (for which all support matches must match) it will outweigh the positive evidence.
The final evidence for a given analyzer is then promoted to all its tags and aggregated. For example, if the nonparametric Mann-Whitney U test matches with 2 positive matches (positive evidence), the parametric Student's t-test matches with 3 positive matches and one negative match (negative evidence), and the parametric Cliff's d effect size has 4 positive matches (positive evidence) then the evidence for the tag quantitative analysis that all these three analyzers contribute to, has a negative evidence score of 1 and a positive evidence score of 2, while the statistical test that only MWU and Student's t-test contributes to, will have negative evidence 1 and positive evidence 1. We will then count the paper as doing both quantitative analysis and making use of statistical tests. Additionally we will have negative evidence for parametric test and positive evidence for non parametric test.
We readily agree that there is room for improvement and tuning in this scoring scheme but since our validations below show that we reach a reasonable accuracy with a simpler scheme we leave the more advanced scoring and experimentation with more advanced approaches for future work.
Limitations of the tool. Validation of the tool is discussed as part of our evaluation on threats to validity (Section 7), whereas here we discuss limitations on the tool's extraction capabilities. For instance, the tool cannot separate clearly the use of a statistical test or algorithm as part of the proposed technique or method that a paper introduces (in the following called the technical level) from the evaluation of said technique or method (called the scientific level). To evaluate the statistical maturity of a paper we want to focus on the latter, scientific level; what kind of techniques are employed for the improvement the paper proposes on the technical level is not really our concern.
The positive examples were of course chosen from parts of papers discussing the scientific level and we did add negative examples for matches on the technical level when we encountered them but we suspect there are still some such false positives in our data. However, we argue that if a paper has the sophistication to employ statistical methods on its technical level it does not seem unlikely that its authors would also use the same or related methods on the scientific level. So, at least for the more general tags we do not believe this is a major threat to our accuracy or results. The version of our tool used to extract data reported on later in this paper includes a total of 59 analyzers. For space reasons we do not list them all, and the tags they contribute to, but they can be found online 10 .
Results from classification
The following subsections will present results from the manual and semi-automatic classification of studies as previously described in Section 3. In particular it is worth keeping in mind that Subsections 4.9-4.10 present results mainly from the manual classification, while the rest of the subsections present results from both the manual and the semi-automatic classification; this, according to the arguments presented in Subsection 3.1 and, in particular, Table 2 .
In the next subsections we will cover the results from the subcategories: Power analysis, Distribution tests, Parametric and nonparametric tests, Type I errors, Confidence intervals, Effect sizes, Latent variable analysis, Reproducibility and Practical significance.
Overview
In the manual classification 85% of the studies (classified as empirical and using statistical analysis) were classified as presenting descriptive statistics of some sort, while also reasoning about the data that was plotted or presented in tables. This we find encouraging. What is not encouraging is the non-tendency to use Bayesian analysis in ESE research. We will, in Section 6 discuss this in more details.
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Power analysis
The power of a statistical test can be thought of as the probability of finding an effect that actually exists. Or more correctly, in classical statistics, this means the probability of rejecting the null hypothesis if it is false [19] . A statistical power analysis is an investigation of such a probability for a specific study, and can be conducted both before (a priori ) or after the data collection (post hoc). An analysis of the a priori power is based on previous studies, or the relationship between four quantities: Sample size, effect size, significance level and power. In order to calculate one of these you need to establish the other three quantities. For post hoc analysis, on the other hand, one usually refers to the observed power [66] .
Dybå et al. [22] reviewed 103 papers on controlled experiments (of a total of 5,453 papers) published in nine major software engineering journals and three conference proceedings in the decade 1993-2002. The results showed that "the statistical power of software engineering experiments falls substantially below accepted norms as well as the levels found in the related field of information systems research." In short, in order to handle Type II errors one should make sure to have a sufficiently large sample size and set up the experiment so as to clearly see larger type of effect sizes [5] . Figure 3 ('Power analysis') provides a view of how power analysis has been used over the years. We cannot say much about any trends since we have found relatively few cases of power analysis being applied, but the fact that there are few cases indicates one of two things; either there are only few cases or the tool has trouble finding them. However, in the cases we see power analysis being applied it very often is of a post hoc nature.
Distribution tests
Tests for normality (or normality tests) are used for testing distributional assumptions in the specific case of testing against the normal distribution; many such tests exist, and several of them do not specifically assume normal distribution. Statistical tests have been derived from particular distributional assumptions and, most commonly, that of normality [78] . In order to investigate any deviations from normality in data, a set of tests have been proposed, such as the Shapiro-Wilk or Kolmogorov-Smirnov tests; the latter is a more general technique that compares a sample with a reference probability distribution. If not conducting a test such an investigation can be conducted by plotting the normal quantiles against the sample quantiles (i.e., a normal probability plot) or by plotting the frequency against the sample data (i.e., frequency histograms) and, thus, visually assess the normality [32] . Figure 3 ('Distribution tests') provides a view of how they have been used over the years. The most common tests are the Kolmogorov-Smirnov (K-S) and Shapiro-Wilk (S-W) tests. We will in Section 5.2 further elaborate on the pros and cons of different types of distribution tests.
Parametric and nonparametric tests
Parametric tests are based on a set of assumptions regarding both the distribution of data and measurement scales used. The popularity of nonparametric tests is due to the fact that such tests make less assumptions than parametric alternatives, which was shown already in the 1950s [2] . However, in psychometrics, studies have shown that parametric tests are surprisingly robust against lack of normality and equal variances (also called equinormality), with two important exceptions: "one-tailed tests and tests with considerably disparate cell ns may be rather severely affected by unequal variances" [10] . In the case of software engineering, Arcuri & Briand [4] argue that data from more quantitatively focused studies (e.g., data that are not from human research subjects) provide data-types for which parametric tests are seldom applicable [4] .
Examining Figure 3 we see that, in general, there seems to be a trend over the years of increased use of quantitative analysis, statistical tests, and parametric and nonparametric tests. In particular we see a strong increase in the usage of nonparametric statistics. Since Arcuri & Briand [4] published their paper on the usage of nonparametric statistics in 2011, conducting a simple Bayesian analysis comparing 2012-2015 to 2001-2011 would provide us with some answers. Hence, the data was examined by estimating a Bayes factor (a t-test equivalent approach) [59] (comparing the fit of the data under H 0 , compared to H 1 ) and posterior distributions were plotted [52] . An estimated Bayes factor suggested that the data were 496:1 in Figure 3 : Results from the extraction. The y-axis in each chart shows the proportion of papers that address the corresponding category per year. In turn, each element in each bar indicates the proportion of papers from each journal that was published on that keyword on that specific year (e.g., IST had the least number of papers in 2015 using non parametric tests, when taking into account the number of papers published by IST that year). This allows us to examine trends per journal, as well as the overall trend for all journals by fitting a polynomial surface using local fitting, i.e., we do not see a need for comparing journals explicitly but rather to establish trends. favor of H 1 , indicating decisive evidence [44] that something happened before 2012 (the same year Arcuri & Briand [4] published their paper, and the plots (Figure 4a ) of the posterior distributions provides us with more information compared to point estimates, e.g., a Mann-Whitney U test provided only the following information U = 44, p = 0.004962. We note though that a more advanced Bayesian analysis that takes also the generally increasing use of statistics into account might be more apt. However, given the strength of the change we argue it is likely to remain even with a more advanced statistical model. To conclude, the four most common nonparametric tests we see applied in ESE are: Mann-Whitney U (and its variations, e.g., Wilcoxon), Kruskal-Wallis, χ 2 and Kolmogorov-Smirnov. This is likely an indication of the type of studies we conduct in ESE. In addition, since many tests are applied on regression models it might be worthwhile noting how regression analysis (discarding simple linear regression), e.g., logistic regression analysis, generalized linear models analysis, multilevel linear models and non-linear regression analysis, has been used over the years (see the regression analysis bar plot in Figure 3 ). A word of caution here: Many techniques/tools contain regression analysis as part of their design, but are not necessarily 'tested' using regression analysis; hence, we decided to not emphasize regression analysis at this moment and will add this to future work.
Type I errors and how to avoid them
A statistical test leads to a Type I error whenever a null hypothesis is rejected when it should not [71] . The probability of such an error is often denoted α and the probability of being correct is 1 − α. A Type II error is instead when we fail to reject the null hypothesis when the alternative is true, and the probability of such an error is often denoted β (see Subsection 4.2).
There is a trade-off between the α and β probabilities, and in the software engineering context Dybå et al. [22] showed that the software engineering field falls substantially below the norms of science, which they suggest can be improved by more careful attention to adequacy of sample sizes and research designs. In relation to α, multiple testing is a pitfall that inflates this probability, which can be solved by adjusting p values (e.g., by doing a Bonferroni correction which divides the obtained p-values by the number of statistical tests conducted) [7] . However, multiple testing in relation to many researchers conducting similar studies and being unaware of all the existing negative results (often called 'the file drawer bias') could mean that, in the extreme case, all the published results are Type I errors [41, 75] .
In conclusion, it is in some ways satisfying to see, in Figure 3 (Multiple testing), that there is an upward trend in correcting for multiple testing and we will further elaborate on this in Subsection 5.3. The most common techniques for controlling for multiple testing are: Bonferroni and Bonferroni-Holm.
Confidence intervals
Interval estimates are parameter estimates that include a sampling uncertainty. The most common one is the confidence interval (CI), which is an interval that contains the true parameter value in some known proportion of repeated samples, on average. The procedure is to compute two numbers, one smaller and one greater, that forms an interval that the estimated parameter contains in the long run with a certain probability range [58] . It is important to note the mistake in assuming that "if the probability that a random Special Issue on Enhancing Credibility of Empirical Software Engineering interval contains the true value is x%, then the plausibility or probability that a particular observed interval contains the true value is x%; or, alternatively, we can have x% confidence that the observed interval contains the true value" [58] . This fallacy has been argued to have lead to a misuse of CIs in general, according to Morey et al. [58] , and we will later argue that Bayesian analysis is better equipped to deal with this.
In conclusion, Figure 3 (Confidence intervals) shows that we have an upward trend in the use of CIs in our field.
Effect sizes
As an initial remedy to the extensive misuse of p-values in NHST, many fields have introduced the reporting of effect sizes for significant results (see, e.g., Nakagawa & Cuthill [60] , Becker [6] ). A statistical effect of calculating p-values is that true positives, however irrelevant from a practical perspective, are easily found in large sample sizes. As an example, a normality test for N > 50 is almost always statistically significant, even if the plotted data show very little deviation from the normality assumption [76] .
There is a large number of different ways of calculating effect sizes that all depend on the research design. The two most common families of effect sizes are standardized mean differences and correlation coefficients (based on variance explained, which can also be extended to multiple regression by the use of R 2 ) [18] , and knowing the magnitude of an effect, i.e., to what degree the null hypothesis is believed to be false, is an estimate that needs to be known in a priori power analysis (see Subsection 4.2).
There are also parametric and nonparametric, as well as standardized and non-standardized, effect sizes. The nonparametric ones do not assume any distribution, which makes them useful for non-normal data. A third family of effect sizes, called common language effect sizes, are effect sizes based on probabilities instead of estimates of size per se. Such probabilities of effect magnitude have been advocated in software engineering lately, like the introduction of the Vargha-DelaneyÂ 12 [4] .
In a systematic review on effect sizes in software engineering from 2007, Kampenes et al. [47] showed that 29% of experiments reported effect sizes during 1993-2002 and standardized effect sizes computed from the reviewed experiments were equal to observations in psychology studies and slightly larger than standard conventions in behavioral science. Figure 5 provides a view of how effect size statistics have been used over the years (in general, and for nonparametric/parametric in particular). As is evident from the sub plot 'Nonparametric effect size' we again see a spike around 2011 and an estimated Bayes factor suggests the data to be 50:1 in favor of H 1 , indicating strong evidence that something happened in 2011 (for posterior probability distributions see Figure 4b ).
In conclusion, the most common nonparametric or common language effect size statistics are: Spearman's ρ, Odds Ratio, Cliff's d, andÂ 12 ; the latter has been climbing in recent years.
Latent variable analysis
Latent variable analysis is a mathematical technique that assumes that there are hidden underlying variables that can not be observed. Such variables are, instead, inferred from other variables that can be observed (or directly measured). The main reasoning behind the mathematical model is that if p is the number of observed variables (X 1 , X 2 , . . . , X p ) and m is the number of latent ones, then F 1 , F 2 , . . . , F m is that specific variable's representation in the latent variables. Each measured (or observed) variable is hence a linear combination of the factors and reproduce maximum correlations: X j = a j1 F 1 +a j2 F 2 +, . . . , +a jm F m + e j where j = 1, 2, . . . , p and a j1 is the 'factor loading' of the j th variable on the first variable and so on. These factor loadings are contrasts in a linear regression model and tell us how much the variable has contributed to the latent factor. There are different extraction techniques for factor analysis and if the error variance is included it is called a principle component analysis since we use all variance to find latent variables. If the error variance is excluded it is often called a principle axis factor extraction [23] .
In the context of building prediction models for software a factor analysis seems to be recommended [38] . When it comes to human factors related research in software engineering, the use of latent variable analysis seems a bit more scarce, but recommended when, e.g., validating questionnaires [36] . In Figure 3 (Latent variable analysis) we see that the usage of latent variable analysis has been steady in ESE over the years. The most common techniques used are: Factor analysis, principal component analysis and, far below, structural equation modeling.
Reproducibility
Reliability of a study is also related to the degree of reproducibility of an empirical study, i.e., to what extent is the study replicable. Although there are distinct definitions of replication in empirical studies [33, 45] , we use the distinction presented by Cartwright [11] , Juristo & Gómez [45] and Gómez et al. [34] . The underlying aspect of that distinction is how the configurable elements of the baseline study (e.g., an experiment) are used in the new study. Here we focus on the study's data and protocol, which, in turn, are the collection of experimental objects, forms, procedures, instruments and other apparatus used in the baseline study. Based on those two elements, we use the following distinction [34, 45] :
• Reanalysis: The new study uses different or the same statistical analysis on the data sets available in the baseline study. The goal is to verify whether conclusions are sensitive to the choice of data analysis technique.
• Replication: The new study uses the same, or similar, protocol used in the baseline study. By reexecuting the study with a similar protocol, researchers are able to verify to what extent the findings are artifactual.
• Reproduction: The new study does not use the same protocol, but it shares the same constructs investigated in the baseline study. In other words, reproduction accounts for new operationalization of theory constructs, hence allowing researchers to determine the limits of variation of independent and dependent variables.
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In our extraction from primary studies, we focus on replication and reanalysis. For now, we do not address reproduction due to the complexity of quantifying the operationalization of constructs 11 [34] . In order to provide a consistent description of our extraction results regarding reproducibility, we adopt the terminology presented by González-Barahona & Robles [35] to distinguish the different types of datasets and how they relate to distinct formats and purposes of data in empirical studies.
• Data source is the location where the actual data, for instance used by techniques, is stored and can be extracted. Examples of data sources can be repositories such as GitHub, or different open-source projects such as Mozilla or the Apache Software Foundation.
• The raw dataset is a subset of data retrieved from the data source to be used in the empirical study (e.g., an experiment). According to reproducibility guidelines, researchers should ideally share this data set to enable reproduction of their experiments [34, 35, 45] .
• The processed dataset, in turn, is the outcome of cleaning and processing the raw data.
• The outcome of the analysis is the results dataset comprising the basis for research results and outcomes, such as descriptive statistics, charts, box plots and tables with statistics.
Our reliability regarding the reproducibility category (α K = 0.22, CI[−0.01, 0.45]) indicated that we should not use semi-automatic extraction to analyze the levels of reproducibility in different papers. Furthermore, the semi-automatic extraction would not be reliable since, in many occasions, we had to discuss between ourselves to what extent the data shared by researchers could be used and for which purpose (reanalysis, replication, reproduction). Therefore, our discussion is limited to the manual extraction of papers from the year 2015.
We classify availability of processed data, in our sample, under three distinct categories: i) unavailable (66.7%), ii) available in the paper 12 (7.4%), and iii) available online (25.9%).
In addition, we also checked for availability of i) raw data, and ii) scripts, platforms, and executable programs used in the study, such as scripts for mining GitHub repositories, tools to automatically generate test cases and, e.g., R scripts, to test hypotheses or plot data. We refer to those scripts in our extraction form as reproducible packages. Note that this analysis distinguishes itself from the availability of processed data, when researchers provide, for instance, their survey forms (raw data) without the corresponding answers (processed data). There are some overlaps among the data, since few researchers provide both, as well as providing either or no data at all.
Our extraction revealed that 59.3% of the papers do not share raw data, whereas the remaining 40.7% shares a variety of raw data (survey forms, source code, among others). In turn, only 11.1% of the papers provide reproducible packages to replicate the study or even just the analysis.
Even though the extraction is limited to a single year of scientific contributions, they comprise a sample from top-ranked journals in software engineering. The majority of examined papers do not provide access to the processed data ( 2 3 ), even though reproducibility has been stated as an issue in ESE throughout the years [33, 34, 35, 45, 46] . In addition, even for the amount of raw data shared, we found very few guidelines on how to use them either in the data packages or the paper itself. Continuous verification of empirical findings is the main baseline (and also the goal) for a mature research field, and despite the current initiative to reinforce reproducibility standards, the majority of researchers still neglect to foster reproducibility in their studies.
Results regarding practical significance
Empirical software engineering, being an applied field of research, should ultimately discuss practical significance; it is, in our opinion, the final step one should reason about and show proof of in studies. To Submitted to Information and Software Technology: Special Issue on Enhancing Credibility of Empirical Software Engineering this end, statistical analysis should preferably be used in order to later discuss practical significance, i.e., the output from the statistical analysis should be used as an underlying argument for showing practical significance.
Guidelines point out that statistical significance and practical significance are two different things [50] , but we see that practical significance is described in various ways in ESE research. In our analysis we can see that practical significance can be discussed explicitly, implicitly or not at all. Even when it is discussed explicitly one can see that researchers do not always connect practical significance to the statistical analysis, e.g., Explicit w/evidence. "Each finding is summarized with one sentence, followed by a summary of the piece of evidence that supports the finding. We discuss how we interpreted the piece of evidence and present a list of the practical implications generated by the finding" [13] . Practical significance is discussed explicitly and in direct connection to the results of the statistical analysis.
Explicit w/o evidence. "The aforementioned results are valuable to practitioners, because they provide indications for testing and refactoring prioritization" [1] or "The proposed approach can be utilized and applied to other software development companies" [28] . Even though the first statement might seem a bit more explicit compared to the second statement, none of the statements have a clear connection to the output from a statistical analysis.
Implicit. "Price is the most important influence in app choice [. . . ], and users from some countries more likely than others to be influenced by price when choosing apps (e.g., United Kingdom three times more likely and Canada two times more likely)" [56] . The practical significance of the finding, even though it is not discussed, might lead to a company choosing a more aggressive differentiation of prices depending on the country.
Unfortunately, we very seldom see the results from a study being discussed with ROI in mind, and one could make an argument that if we want industry to introduce a certain technique/process/method, then providing an argument such as "X is significantly better than Y , with an effect size of 0.6" is not so tempting compared to "It will cost you 2x20 hours to train 20 staff members and by using this algorithm, you will then cut down on 6 hours of manual work for each case you handle. You currently handle more than 1,000 cases a year. . . "
If we analyze the output from the manual review we see that we have classified (with % after each category) recent (2015) studies as:
• Yes, it is explicitly discussed (44.5%)
• No, it is not discussed at all (11%)
• No, but it is implicitly discussed by being motivated by a practical problem and/or context (44.5%)
We believe that the ESE community would like to see the first category to be in a large majority, and we have to confess that we always tried to interpret practical significance in the analyzed studies in a positive way, hence a lot of papers in the last category would by many perhaps be categorized into the second category.
Even though our α K = 0.29CI[0.08, 0.50] for 'Practical significance' indicated that we should not rely too much on the manual extraction we still developed an analyzer. In Figure 3 ('Practical significance') one can see some early results our tool provided on raw data availability over the years.
The statistical maturity model-Analysis of results
The results from the previous section provided us with input needed to analyze current statistical usage in ESE research and, hopefully, also point to how we can strengthen our usage of robust statistical methods in order to better ground our discussions on practical significance. To this end, we will next present the 
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Statistical Maturity Model (SMM) ( Figure 6 ) and after that provide a model for reporting practical significance in connection to statistical analyzes. Our goal is that the SMM can guide a practitioner or researcher into thinking about the choices they make when conducting statistical analysis in the context of software engineering. The overall structure is of a number of levels of increasing sophistication, thus showing increasing maturity of analysis. However, the levels typically build on each other and a full statistical argument typically requires the analyzes on lower levels to link to and support the analysis on a higher level; one cannot simply jump to a higher level and argue that ones statistical analysis is mature. We thus depict the model as a pyramid to reflect the fact that lower levels provide a foundation for the higher levels.
Ultimately statistical analysis for an applied, engineering science is a tool and not a goal in itself. What a researcher want to show and a practitioner want to know is that the data clearly indicates a real effect that is strong enough to be real, i.e., can be repeatedly found in related and similar situations, and that has practical consequences. Of course, negative results are also of value since they help guide decisions for practitioners for what is not worth exploring further and for researchers were to probe deeper or what to avoid. But the value of a negative results is in how it helps us re-design other studies and go back up again to find real and strong effects with practical significance. We thus argue that it is natural for an engineering science that practical significance supported by statistically significant results are the natural and top-level goal.
However, we still view the SMM as a transitory model and argue that Bayesian statistical modeling and analysis can more easily and directly support arguments about the practical significance of software engineering research results. However, we think that such a transition will be gradual and not happen in unison. The SMM thus aims to strengthen statistical analyzes of a more traditional kind while Bayesian analyzes are gradually introduced and may eventually be able to supplant at least the middle (2-4) levels of the model.
Each subsection below will cover a particular aspect of the pyramid, and the section will end on a short note on how Bayesian analysis could be used in order to, ultimately, better support arguments of practical significance of research findings. This is then further discussed in Section 6.
Empirical data
The key questions when it comes to the empirical data is its shape and form but, primarily, if we have enough of it that we can detect a real effect if there is one. Knowing the type of data is also important since it dictates which statistical analysis methods are appropriate and, thus, which assumptions may need to be fulfilled.
Do you need to preprocess or transform the data?. Even with quantitative data one aspect to consider in relation to the data itself is that statistical approaches can often require, or benefit from, transforming the Special Issue on Enhancing Credibility of Empirical Software Engineering data prior to analysis, e.g., through a log transformation (see [62] for a concrete example). For statistical maturity at this level, it is important that any transformations are explicitly mentioned as to avoid confusion. However, if data is pre-processed or transformed it is important that it is made available to others in either its raw or its processed form. Other researchers might not have the infrastructure or access to the tools you used for analysis. So when data is made available so that others can verify the results or try alternative analysis methods they may need both types of data to ensure full reproducibility. In particular this will allow scrutiny of the cleaning and outlier removal that might be needed before raw data can be analyzed, see [53] for more details.
Do you have enough data to detect an effect that do exist?. A mature statistical analysis should consider the sample size and possibly do power analysis. As we presented earlier, Dybå et al. [22] have shown that the sample sizes we use in ESE are very often not sufficient and we believe that it is mainly due to two reasons: i) Convenience sampling and, ii) not conducting a priori power analysis. The first issue might be hard to criticize since not many researchers have random access to companies or sources of large data sets lying around. We need to strive to get as much and as relevant and representative data as possible, of course, but often the situation can dictate what is actually available or feasible to collect.
To judge how much data is needed a mature statistical analysis should consider a priori power analysis. Modern statistical tools make it so easily available that there is little reason not to perform it 13 . An added benefit is that it requires the researcher to consider not only related work but encourages explicit reasoning about the strength of previous related research to estimate an effect size that one predicts or that would be practically meaningful. Power analysis can thus connect already Level 0 in the SMM with the end goal of finding practically significant effects.
Regarding post hoc power analysis we can note that it has been controversial the last decades [80] and there are not few statisticians who advises against its use altogether.
Descriptive statistics
Before selecting and applying a specific statistical analysis it is critical to understand the data in more detail and what kind of variation it exhibits. While it would not be statistically mature to only use descriptive statistics such as means, medians and standard deviations, or visualisations and graphs such as box plots, it would also be immature to not make use of these techniques at all.
What are the key properties of the data?. Key numerical summary statistics such as means, medians and standard deviations are obviously important to start to understand the shape and variation of your data. This is crucial for later choices about selection of analysis methods.
What does the data look like?. The most commonly used graphs are box plots, but as Kitchenham et al. [49] argues, kernel density plots, being not as sensitive to bin size and providing more detailed information, can often be preferable. But many alternative graph types can of course be appropriate; it is out of scope here to give detailed advice. However, we briefly note that scatterplots and beehive plots that show individual data points can often be more concrete and more easily digestible than complex and modern alternatives that we have ourselves sometimes used [54] .
Which assumptions are supported by the data?. Even if one can use plots as a way to judge the distribution of the data, e.g., normal probability plots, one can see that such manual and subjective methods are error-prone ways and have given way for statistical tests such as goodness-of-fit and tests of normality (Subsection 4.3) . The outcome can help decide whether a parametric or nonparametric continued, statistical analysis is called for.
When analyzing the way we use Kolmogorov-Smirnov (K-S) one can only conclude that very seldom do we see Lilliefors correction [55] being used together with K-S; we are, after all mainly testing for normality. In addition, several studies have shown [74, 87] that the Shapiro-Wilk (S-W) or Anderson-Darling (A-D) [3] tests are preferable to K-S. Special Issue on Enhancing Credibility of Empirical Software Engineering
Statistical testing
Very often we would like to show that something we have introduced as researchers is better than what has been presented before. In a frequentist statistical setting, we need to use a statistical test.
Parametric models or not?. While the workhorse of traditional testing is parametric statistical tests Arcuri & Briand [4] presented convincing arguments for nonparametric tests. Our data shows that the use of nonparametric statistics in ESE research is increasing (Subsection 4.4). Even though in general we think scientists should always prefer methods with less assumptions (and thus prefer nonparametric tests) we see very little reason with today's computing power and readily available statistics packages to not use and report both.
Which nonparametric test?. Even for the parametric ANOVA family of tests there are corresponding nonparametric tests, e.g., the Kruskal-Wallis or the Friedman tests with extensions. We point the reader to the many existing textbooks on parametric and nonparametric tests for specific advice.
Are significant results enough?. However, we note that just because a test shows a statistically significant results that does not necessarily imply evidence of a real difference [81] ; in the end, only replication can show if any results are 'real' in a more objective sense (we will cover this more later in this section) and if it generalizes to many situations.
What is the direction and interaction of effects?. While the traditional statistical tests can tell you if it is warranted to claim an effect or not they are not enough for understanding the strength or interaction of multiple factors. Regression analysis can help build more complex models and the extension to generalized linear models makes these models applicable regardless of data type [24] .
What is causing what?. Even when we build a regression model it is important that we do not assume that the variables that go into its equation causes what comes out of the equation. In recent years there has been a lot of progress on extending statistics to the analysis of causality, i.e., not only that two variables are correlated but which one is causing changes in another. Peters et al. [68] book is not yet an established part of the statistical literature but we think its effect on science will be profound and we recommend software engineering researchers to be aware and prepare.
What is the range of the effect?. Our extracted data shows that the usage of confidence intervals (CIs), to show the likely range of the size of a variable or effect, has increased in ESE over the years. Of the reviewed recent studies we see CIs being used in ∼20% of the papers in some journals. We believe that this is not necessarily beneficial since CIs has come under fire recently for good reasons [58] , i.e., Bayesian credible intervals provide a better solution to the problems CIs try to solve. However, if acting in a primarily traditional, frequentist setting, the reporting of CIs is still considered to be prudent.
What if I need to test many things?. We see some evidence that ESE researchers increasingly use Type I post hoc corrections when performing multiple tests. However, many papers do not correct for multiple tests at all. In some cases researchers at least mention the number of tests they have done, which would make it possible for a reader aware of the problem to adjust p-values accordingly. Even though on this issue it is almost impossible to not side with the Bayesians which sidesteps this issue altogether, we suggest: i) Always correct for multiple tests and, ii) report only adjusted p-values, i.e., the original p-value divided by the number of tests being performed. Bonferroni-Holm (B-H) should be used over Bonferroni since it offers greater β. While Benjamini-Hochberg [8] et al. often have additional assumptions, there is also evidence they might be optimal in many realistic settings.
Effect sizes
If we have found a statistically significant effect we now need to check how large it is. Special Issue on Enhancing Credibility of Empirical Software Engineering
What is the size of the effect?. Our extracted data (Subsection 4.7) show an increased usage of effect size statistics, possibly an effect of Arcuri & Briand [4] that argued for the nonparametric effect size statistiĉ A 12 . In hindsight it is obvious that the push for nonparametric NHST also requires other types of effect size measurement andÂ 12 is appropriate. We note though that it can be confusing to call what is essentially a probability estimate (how likely is technique A to be better than B) for an effect size. We hope this is not why we repeatedly see people misunderstand theÂ 12 as indicating that one technique is '80%' better than another, it really only says how often one is better if we repeatedly compare them. However, we argue that it is still easier to understand than parametric effect sizes such as Cohen's d with its subjectively defined ranges of subjectively judged effects. Naturally, the choice between parametric and nonparametric test on Level 2 should be the basic guide to choose between them also on Level 3.
Practical significance
On the top level of our model we argue that all the hard work should lead to the consideration of whether the investigated effect actually has any practical significance. That our mature statistical analysis must be the basis for such a discussion is logical and clear; if we are not likely to see (i.e., statistically significant) a large enough effect (effect size of enough magnitude) then we have no evidence to support a claim that our result has practical significance. An effect that is not large enough and does not occur often enough is no better than a random effect; we cannot rely on it.
To argue for practical significance we thus need to clearly show and document the series of logical and supporting steps of a mature statistical analysis as outlined by the SMM. But this is not enough. We then should explicitly discuss the implications of the effect in practice. A model for such an argument and discussion can be generally useful in software engineering so we discuss it separately in Section 6.
Levels of reproducibility
Current empirical guidelines emphasize the importance of the packaging stage of research [12, 34, 35, 85] , where all documentation, data and apparatus, related to the study, must be made available so that other researchers can easily understand and reuse them. Therefore, in our SMM, reproducibility must be addressed throughout all different levels of statistical maturity, since they all yield artefacts (e.g., processed data, charts, plots, discussions) that must be reported to the community.
When designing the study itself, researchers need to be aware of existing data regarding the investigated causation, and how that data affects their investigated sample with respect to a population. Otherwise, we risk to accumulate overlapping, yet unrelated, conclusions that could, instead, be aggregated towards generalization. Conversely, researchers are rarely provided with reproducible packages containing reusable information from existing studies in literature to help them in achieve collaborating rather than competing findings. Existing guidelines advise researchers when reporting reproducible research to:
• Report results consistently: Even though there are many trade-offs in using standardized paper structures, Carver et al. [12] suggest researchers to provide information on, at least, i) the original study, ii) the reproduced study, iii) comparison between the studies (e.g., what was consistent/inconsistent throughout both studies) and iv) conclusions across both studies. By adopting our SMM, researchers can leverage their reproducibility by applying guidelines from Levels 0-2 to address i and ii, as well as Levels 3-4 to address iii and iv.
• Create repositories of empirical data: Availability, accessibility, persistence of empirical data are important properties to assess reproducibility [35] . Existing repositories, frameworks and tools cater for sharing 1415 and managing 16 data from empirical studies. On the other hand, these initiatives require or assume an underlying data model with templates and common concepts [9] . Special Issue on Enhancing Credibility of Empirical Software Engineering
We encourage researchers to use our SMM as part of their data models and frameworks to consistently report on results and analysis, hence enabling re-analysis and verification of their statistical analysis (Levels 0-4). Note that those guidelines address current limitations in empirical studies (sample size, hindered generalization, etc.) and help researchers to gauge a foundation to continuously evaluate empirical data. In particular, we suggest Bayesian analysis. As a consequence, the study's conclusions (Level 4) becomes prior knowledge, often referred to as prior probability distributions, or priors, which are then used as input (Level 0) for future studies.
Arguments for (and against) Bayesian analysis
We have argued that for every frequentist approach there is a Bayesian approach and that we believe that the latter is more appropriate for ESE research. The development of the SMM presents the current state of art, and indicates the future of statistical analysis in ESE. But as we wrote already in the Section 1: "[. . . ] long-term we strongly believe that to increase the statistical maturity even further in our field, a transition to Bayesian analysis is needed." We will next cover advantages, and some perceived disadvantages of using Bayesian analysis.
A Bayesian statistical analysis (BA) have the same concerns in relation to the types and amount of data. Even though power analysis has no real meaning in a Bayesian context, one needs to study previous related work as input to making modelling choices and selecting priors. One thing that undeniable differs, however, is the focus on p-values Several research fields have recently come to realize that the hysterical focus on p-values is not beneficial to them, or to science in general [63, 83, 86] . One answer to this has been the introduction of effect size statistics [60, 6, 4] , but unfortunately this has not been a good enough answer. Bayesian analysis, many have come to realize, in a better way reports percentages of likelihood (and a confidence connected to that likelihood) compared to a p-value and effect size. Bayesian inference provides us with a deeper understanding and more complete information regarding all parameters, estimates replication probability and avoids the notion of point estimates (provides distributions instead) [51] , e.g., we can receive evidence for H 0 over H 1 [52, 21] , use credible intervals in Bayesian analysis instead of confidence intervals, since they do not come with as many issues as CIs [58] , and use multilevel modeling in a Bayesian framework to significantly lower the risk of Type S and M errors by employing partial pooling [30] .
However, even if the above would not hold for Bayesian analysis, the fact remains, by using prior probability distributions we would be better equipped handling replication and reproduction in ESE [26] . Prior distributions can be used as a way to build on existing knowledge and research. This, we argue, supports a natural coupling between studies where one study's posterior is another study's prior, so that knowledge gradually grows. It is less clear how such links can be formed and argued with a frequentist approach, or in the language of the SMM: A study's conclusions (Level 4 in the SMM) becomes prior knowledge, which are then used as input (Level 0) for future studies. Bayesian analysis, we believe, would likely encourage reproducible research and small sample sizes, an issue for ESE traditionally, can be used in studies more convincingly.
Opponents of Bayesian analysis usually point to two things things that, they claim, Bayesian analysis has as a disadvantage: The selection of priors and the computational costs. Regarding the latter we can conclude the matter that this is not as true as it was decades ago. Computational costs are getting lower and the field of computational statistics is evidence of this. Regarding the former the argument is that there is no correct way to select a 'correct' prior and, hence, this can lead to posterior probability distributions heavily affected by the priors.
The usage of priors, in our opinion, is the main advantage of Bayesian analysis since it fosters the thinking of replication and reproduction of studies. Even though it might seem counter-intuitive for many researchers to introduce 'bias' in their models, the priors should represent prior knowledge that any researcher would agree with but, as an alternative, we can always provide posteriors that are based on many different priors, hence allowing 'intervals' of probabilities. In short, different degrees of informative priors 17 can be used together with sensitivity analysis [29] , in order to assess the effect a prior has on the posterior. Special Issue on Enhancing Credibility of Empirical Software Engineering To conclude, Bayesian analysis is essentially based on a computational view and approach to handle variation; it can be argued that computer scientists and software engineers should be more comfortable with this approach compared to researchers in other fields. And while the above advantages are, one by one, important, we believe that all of them combined will allow us to get a deeper understanding of research findings, hence leading us to better judge practical significance and ultimately drive ESE forward.
A model for practical significance arguments
As we previously showed, <50% of the manually classified publications explicitly discussed practical significance, and this in an applied field such as ESE. The semi-automatic classification provided the same indications, see Figure 3 . ('Practical significance'), although this is one of the harder analyzes to make automatically.
To be clear, we believe it would help the software engineering community if researchers are: i) Expected to explicitly report on practical significance in their studies, ii) not allowed to make implicit arguments for practical significance based solely on the nature of the problem/context, e.g., "Company A thought this was important" and, iii) required to clearly connect any findings with own or others' evidence that support them. The evidence should be grounded in a mature statistical analyzes, possibly based on the SMM.
We argue that an analysis of practical significance should ideally consider: Variables are typically high-level observables like cost, effort/time, or quality, but can also be more detailed metrics related to the top-level ones. 3. Absolute practical significance. Argue for why the size of the effect shown by the statistical analysis would have practical significance for the identified variables in the given contexts. The maturity of this argument is based on what type of evidence is given: 
4.
Relative practical significance. Argue for how the effect seen fares in relation to alternative methods of changing the affected variables. The argument here can be at the same a-d refinement levels used in #3 above.
We argue that the absolute practical significance (Item 3) does not make sense and cannot fully be described if one has not identified the variables in Item 2. And they in turn depend on the context identified in Item 1. Although an explicit discussion of the (absolute) practical significance in Item 3 can often be considered enough there are always alternative solutions that can be selected. The analysis in Item 4 aims at clearly discussing how the established effects Item 3's significance relates to existing, published or in use in an industrial/practical context, solutions.
For reasons of brevity we do not detail the model further here but leave applications, evaluation and refinement to future work.
Threats to validity

Conclusion validity
Our conclusions and arguments rely, predominantly, on three elements: i) Krippendorff's alpha, ii) descriptive statistics, iii) Bayes factor. In order to mitigate the conclusion validity, threats for the keyword extraction also affect a series of validity threats regarding the semi-automatic review. In order to mitigate threats in our keyword extraction, we systematically argue about the suitability of Krippendorff's α, to calculate our inter-rater reliability as opposed to alternative indices (e.g., Cohen's κ, Cohen's d, and Cronbach's α C ). Furthermore, we were conservative to establish agreement only on subcategories of the questionnaire with a clear match from two reviewers, allowing exclusion of unreliable keywords for the semi-automatic extraction.
For the descriptive statistics one of the threats is having misleading visualization due to samples, from each journal, varying significantly in the number of papers published per year (e.g., IST and TOSEM with, respectively, 125 and 17 papers in 2006). For visualization purposes, we use stacked bar charts to visualize the journals within each category, but we avoid clear comparison between journals because each venue involves specific special issues, topics of interests, etc. Ultimately, we focus our discussion on the trends of the papers altogether (see Section 4) .
We also wanted to investigate if our data showed evidence of a difference in the use of nonparametric tests before or after the seminal paper by Arcuri & Briand [4] . By applying a Bayes Factor we found decisive evidence for such a trend. As a comparison, when using a frequentist approach (parametric or nonparametric), we would only obtain a test statistic and a p-value suggesting we would reject the null hypothesis (that the groups are the same) in favor of that they would differ (see Section 4) . The Bayes factor, on the other hand, helps us finding out which hypothesis is true instead of making a decision. In our case, the alternative hypothesis was strongly supported by the data and by using Bayes factor we do not have the risk of conducting Type I Errors, i.e., no decision was made and we only show the strength of the evidence for our hypotheses.
Construct validity
Our evaluation of the proposed SMM relies on the sample of journals used. Even though they are a subset of existing peer-reviewed publication venues, they comprise four well-known and top-ranked SE journals. An alternative would have been to include conference papers as well, but we believe that the limited number of pages in conference research tracks would hinder researchers to report thoroughly on their empirical studies, including details on the choice and usage of statistics. Nonetheless, we intend to extend these constructs in future work.
Similarly, our keywords are also a subset of the existing options for statistical methods, and one can argue whether they are representative. Besides statistics commonly used in empirical software engineering literature, we extend our keyword extraction to include tests also used in other disciplines, such as psychology. Therefore we cater for a thorough set of statistics with corresponding categories (parametric, nonparametric, etc.) that can be used in software engineering research. Including more keywords, at this stage, represents a liability to the manual extraction, since that would increase the effort of the manual extraction and, in turn, the input for the semi-automatic extraction. With our current choice of keywords, we believe to strike a balance between: i) The diversity of the elements extracted and, ii) a feasible analysis for each (and across) category.
Internal validity
Our discussion on internal validity threat comprises, primarily, the collection of data using APIs from publishers, and the validation of the extraction tool. Additionally, one can argue that the manual extraction is subjective to internal validity threats, and we agree with that statement. However, most of the threats to validity involved in the manual extraction have been mitigate by the rigorous extraction process and discussion between reviewers, where the outcome is the α K statistics for the different categories. Therefore, we focus our internal validity discussion on the instruments used for data collection and extraction. Special Issue on Enhancing Credibility of Empirical Software Engineering In order to handle data collection, we used REST APIs provided by the corresponding publishers (Springer 18 , IEEE Xplore 19 and Elsevier 20 ) to collect meta-data about the papers or the articles themselves 21 . To mitigate the risk of having a mixed approach for data collection, we checked that all downloaded papers were not corrupted by: i) Random sampling and verifying the contents of files and, ii) automatically checking both the size of the file (in kilobytes) and the article's meta-data (number of words, year, issue, etc.). Files with corrupted content, or mismatching information were downloaded again manually.
To validate that the summary information captured by the tool had a reasonable accuracy we validated a number of tags manually. For reasons of brevity we do not summarize all validation rounds in full detail, rather we provide information that supports our case that the final version of the tool has reached a useful level of accuracy. All of the reviewers iterated this validation over five rounds involving distinct keywords (such as, power analysis, non parametric tests, among others) to ensure different viewpoints when collecting false positives of the extraction.
The first round of validation was done based on the papers in the manual review round for which there was at least two reviewers manually checking one and the same paper. We started from this set since we had already discussed any conflicts between us reviewers and were thus confident there were no major errors. The second round on-wards, reviewers validated by searching for, predominantly, false positives and cases to mitigate selection of secondary studies (e.g., systematic literature reviews). For each keyword, we iterated over samples of 10-20 papers and cross-referenced the article's content with the tool's classification. The incorrect classifications were then fixed by refining the tool and iterating on this validation again.
At each iteration, we incorporate the specifically difficult and faulty papers to the tools into a test suite, in order to ensure continued regression testing in the future evolution of the tool. We also point to the known limitations of the tool (discussed in Section 3.2) which also comprises our internal validity threat and, of course, our aims towards future work.
External validity
There are two aspects to evaluate regarding our external validity, both pertaining the extent to which our sample enables generalization. First aspect is related to our sample size (more than 3,000 papers) and the time frame (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) , such that both allowed us generalization regarding the trends seen in those journals. Besides increasing the effort in data collection (i.e., access to the published papers), we believe that increasing the number of years to include papers before 2001 would not add significantly to our conclusions, since we would consequently increase risks involving the extraction tool (i.e., internal validity). Nonetheless, aggregating data on 15 years of empirical contributions already enables us to see and expose insightful trends to the software engineering research community.
The second aspect is to broaden the sampling and include more publication venues such as different journals, and eventually proceedings from conferences. We decided to limit our sample to those four journals in order to accommodate variations in the data extraction (manual and semi-automatic). For instance, by adding more journals (e.g., SOSYM 22 , SQJ 23 , etc.), we would have to control the higher gap between topics of interest between journals, that could eventually lead to trends unrelated to the usage of empirical methods (e.g., rather due to the content of the papers, or disparate number of papers published per year).
Similarly, including conferences would yield two inconsistent constructs (journals and conference papers) that, even though acting on the same object (i.e., a research paper), could affect the tool's performance with respect to detecting false positives at this stage of implementation. In summary, we argue that the sample size and choice of journals enables generalization of our findings, even though, future research should expand towards different areas within software engineering and investigate contributions in conference proceedings.
Summary and Conclusions
By studying the current use of statistical methods in research papers in empirical software engineering this study has identified several promising trends. Overall the use of statistical analysis of quantitative data is on the rise with a steady increase for the last 15 years. And in the last 5 years there has been an increasing use of nonparametric statistics as well as effect size measurements. However, our data-driven approach also allowed us to note some worrying signs. To revisit the research question of this paper: RQ 1 What is the current state of art regarding statistical maturity in empirical software engineering research? Through the manual (year 2015) and semi-automatic extraction (years 2001-2015) and classification of more than 3,000 papers published in four top-ranked software engineering journals, we believe that we have strong indications regarding the history and current usage of statistical analysis in empirical software engineering. RQ 1.1 What is the trend on statistical maturity in empirical software engineering research? Through descriptive statistics, and through the use of Bayes factor tests, we provide: i) Indications on trends and, ii evidence that key publications have an impact on the way we use statistical analysis in empirical software engineering.
RQ 2 To what degree is reproducibility present in empirical software engineering research, i.e., the possibility to conduct reanalysis and replication? Even though the manual classification provided α K = 0.22, CI[−0.01, 0.45] and 0.47, CI[0.23, 0.68] for the repeatability and raw data availability subcategories, respectively, the manual classification indicated that a majority of the papers ( 2 3 ) do not provide processed data and ∼59% do not share raw data. Only 11.1% of recent (2015) papers provided reproducibility packages.
RQ 3 To what degree do studies in empirical software engineering research present and discuss practical significance? The manual classification of recent studies showed that >55% of the studies do not explicitly discuss practical significance while the semi-automatic classification showed that there is a slight upward trend in recent years.
Our data-driven analysis was then used as a basis to propose a statistical maturity model that can act as a blueprint for steps in a mature statistical analysis. This can provide a researcher or practitioner guidance on how to build a case for practical significance, and together with the model on how to argue and report practical significance, we believe it would improve the maturity of the field as well as the accessibility of its results. Nevertheless, long-term we strongly believe that to increase the statistical maturity even further in our field, a transition to Bayesian analysis can provide further benefits, both in being conceptually simpler but also by avoiding many of the traps that a traditional, frequentist statistical approach can bring.
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