We present a sparse multidimensional FFT randomized algorithm (sMFFT) for positive real vectors. The algorithm works in any fixed dimension, requires an (almost)-optimal number of samples (O R log N R ) and runs in O R log(R) log N R complexity (where N is the size of the vector and R the number of nonzeros). It is stable to noise and exhibits an exponentially small probability of failure. *
Introduction
The Fast Fourier Transform (FFT) algorithm reduces the computational cost of computing the Discrete Fourier Transform (DFT) of a general complex N -vector from O(N 2 ) to O(N log(N )). Since its popularization in the 1960s [7] , the fast Fourier Transform algorithm has played a crucial role in multiple areas of computational mathematics and has rendered possible great achievements in scientific computing [8] , signal processing [24] and computer science [9] to name but a few. Such complexity has been shown to be optimal in the general case [26] . On the other hand, in more restricted cases, such as when the vector to be recovered is sparse, it is possible to significantly improve on the latter. Indeed, the past decade or so has seen the design and study of various algorithms that can compute the DFT of sparse vectors using significantly less time and measurements than are traditionally required [1-3, 5, 10-22, 25, 27-29] . That is, if f is a N × 1 vector corresponding to the DFT of noisy N × 1 vectorf containing at most R nonzero elements, it is possible to recoverf using a number of samples much smaller than the traditional "Nyquist rate" (≪ O(N )), and in computational complexity much lower than that of the FFT (≪ O(N log(N ))).
These schemes are generally referred to as "sparse Fast Fourier Transform" (sFFT) algorithms. They fall within two main categories: deterministic [1, 2, 19, 20, 22] or randomized [2, 10-12, 14-18, 20,25] algorithms. Of the two, randomized algorithms have had so far the most success in practice; although deterministic algorithms do exhibit polylogarithmic complexity in log(N ) and R, i.e., a computational cost ≤ C det R log a for some positive algorithmic constant C det > 0 and power a ≥ 1, the algorithmic constant C det is so big that they are only competitive when N is impractically large and when the sparsity satisfies stringent conditions. On the other hand, the algorithmic constant of randomized sparse FFTs, C rand , is in general much smaller, but depends on a parameter not present in a deterministic context: the probability of failure p of recovering the actual solution, i.e., C rand ∼ C rand (p). As shown in Table 1 , of all modern randomized algorithms, our algorithmic constant exhibits the most desirable behavior with respect to p, i.e., C sMFFT ∼ log(p).
Sparse FFT algorithms can further be split into a few more categories: 1D versus multidimensional (d), and exact versus noisy measurements. In particular, this paper is interested solely in cases that are stable to noise (noisy measurements) as encountered in most applications. Tables 1 and 2 summarize the properties of the most recent and most efficient sparse FFT algorithms in regards to these characteristics, namely, the required number of samples, the computational complexity, the number of unknowns N (power of 2 or not), whether it is random or deterministic, the functional dependence of algorithmic constant C on ambient dimension (d) and probability of failure (p). Also note that all scaling reported neglect any log(log(·)) (or slower) factor, and that the functional behavior of the algorithmic constant is only reported when it is available. [16] O N log(N ) 3 O (R log(N )) 2 L Random Any, C ∼ d d [10] O R log(N ) 2 O (R log(N )) 2 L Random 1D and 2D [12] O(R poly(log(N ))) O(R poly(log(N ))) Any Random, C ∼ log(p −1 ) Any, C ∼ 2 O(d) [17] O(R log d+2 (N ) O(R log(N ) 2 L Random Any, C ∼ 2 O(d 2 ) [28] O(R log(R) log( N R )) O(R) 2 L Deterministic 1D [29] O decays slowly with N .
[10] Average case only. [12] For accuracy ǫ, C ∼ ǫ −1 . [17] Probability of failure p ≤ 1 log 2 (N) decays extremely slowly with N . [28] it a priori knowledge of sparsity required. Support must contained within a cyclic interval. [29] Real positive vector. Support must contained within a cyclic interval. The sMFFT algorithm we present in this paper has the following properties: • Works in any dimension d with cost linearly dependent on dimension (Section 4).
• Exponentially small probability of failure (Section 3).
• Stable to noise (Section 3.4).
• Works for any positive integer N (Section 3).
• Works for positive real vectors only 1 .
In this sense, our algorithm matches the optimal sampling complexity [14] (within a log(log(N )) −1 factor), and the best time complexity achieved so far (see [28, 29] ).
The algorithms of [28, 29] are however designed solely for the 1D case, and require that the support of the sparse vector be contained in some cyclic interval of size O(R), an hypothesis that is extremely restrictive and that can only be met in very special situations. Therefore, although they possess the best time complexity in Table 1 , their assumptions are so restrictive as to render them almost completely useless in practice. In opposition, the algorithm presented here does not make any assumption on the support of the sparse vector other than being sparse, and does achieve identical low complexities.
In addition to this, our algorithm is the first multidimensional version of a sparse FFT that scales linearly with dimension. Indeed, most previous endeavors were targeted at the 1D sparse FFT, whereas the only currently-existing multidimensional versions [12, 16, 17] have a cost that scales at least exponentially with dimension.
As for guarantees of recovering the correct solution (with probability ≥ 1 − p), it is seen from Table 2 that the dependence of the algorithmic constant/probability of failure of randomized algorithms on the latter is often quite unfavorable. When estimates are available, the constant appears to behave like 1 p 2 at best. Otherwise, p is bounded above by an expression that decays very slowly as N goes to infinity and might well prove unsatisfactory for practical problem sizes.
Finally, our algorithm does share with [29] the characteristic of being designed for real positive vectors only. 2 This however is not such an impediment since in many applications of interest, e.g. radar imaging [23] (positive reflectivity), this is a valid hypothesis.
This document is structured as follows: in Section 2, we introduce the notation and a quantitative description of the problem. In Section 3, we describe the algorithm in the one-dimensional case. Section 3.1-3.3 provide more details and results about the crucial parts of the algorithm for the noiseless case. The case of noisy data is discussed in Section 3.4. Finally, we describe how to go from one dimension to multiple dimensions in Section 4. All proofs can be found in Appendix A.
Notation and description of the problem
In this section, we introduce the notation we shall use throughout the remainder of the paper. All quantities are summarized in Table 3 .
Symbol
Description f (·)
Periodic, bandlimited function of interest. For all that follows, and unless otherwise stated, the function f (x) will be assumed to take the form,
for some finite 0 < N ∈ N. Furthermore, it is assumed that the vectorf has real and positive elements {f j } N −1 j=0 ≥ 0 as well as positive sparsity level smaller than or equal to R < N . That is, if we define the support off as, S := n ∈ {0, 1, ..., N − 1} : |f n | = 0 ,
where # indicates the cardinality of a set. In particular, we are interested in the case where R ≪ N . where # indicates the cardinality of a set. In particular, we are interested in the case where R ≪ N . We shall denote by F the inverse Fourier transform of an L 2 (R d ) function. That is,
The size-N Discrete Fourier Transform (DFT) is defined through,
e −2πi n j Nf j , n = 0, 1, ..., N − 1.
With such notation in hand we can state the problem we are solving as follows: letf be some vector satisfying Eq.(2), and assume samples take the form of a "clean" signal plus some additive noise, f n;N = f noiseless n;N + η ν n;N = N −1 j=0 e −2πi nj Nf j + η ν n;N for some small parameter 0 < η < 1, and where [ν 0;N , ν 1;N , ..., ν N −1;N ] T has 1-norm on the order of O(1). Then, find some vectorf such that,
from the knowledge of O R log N R measurements, and in O R log(R) log N R computational steps. We shall refer to the case where η = 0 as the noiseless case. Otherwise, we will say that the data is noisy.
Finally, we shall assume that one has access to a decomposition of N , the total size of the spectrum, of the form,
If no such decomposition exists, it is always possible to slightly increase the value of N and "pad with zeros" so that the resulting integer possesses such decomposition. As we will see, since the dependence on N is only logarithmic, such increase has barely any impact on the computational cost.
A sparse FFT in 1D
In this section, we describe a fast way to compute the one-dimensional DFT of a bandlimited and periodic function f (x) satisfying Eq.(1)- (2) . Our approach to this problem can be broken into two separate steps: in the first step (Section 3.1-3.2), we are merely interested in recovering the support S of the vectorf , whereas in the second step (Section 3.3), we rapidly compute the nonzero values off using the knowledge of the support acquired in the first step. We describe the algorithm in the noiseless case in this section and follow with a discussion of its stability in the noisy case in Section 3.4. Pseudo-code is provided in Algorithm 1-4.
Finding the support
For all that follows in this section, we shall refer to the example in Figure 1 . From a high-level perspective, our support-finding scheme makes use of three major ingredients: 1)sub-sampling, 2)shuffling, and 3)low-pass filtering. Sub-sampling allows us to reduce the size of the problem to a manageable level. Unfortunately, sub-sampling inevitably leads to aliasing. In other words, although it is possible to rapidly compute the FFT of a sub-sampled signal, this inevitably leads to the recovery of an aliased version of the original signal. This however, is not totally useless. Indeed, when Eq.(2) is satisfied, an aliased Fourier coefficient is nonzero if and only if its corresponding aliased lattice contains an element of the true support (note that positivity is crucial here to avoid cancellation). This provides a useful criterion to discriminate between elements that belong to the support and elements that do not.
We show how this is useful through a concrete example, shown in Figure 1 . Line 0) represents a lattice (represented by the thin tickmarks) of size,
with K = 5, ρ i = 2 ∀ i and P = 3, which contains only 3 positive frequencies (represented by black dots in S = {1, 23, 35}). Then, consider line 1) which corresponds to the aliasing modulo 10 of the previous sets. In this case, knowledge of the nonzero coefficients ({1, 3, 5}) and the fact that the signal is aliased modulo 10 (with a maximum of N = 40) tells us that the support of the original signal must belong to, Although this is not sufficient information to characterize the support, this is a reduction in the number of possibilities and a step forward. This simple "de-aliasing" scheme can be leveraged to produce an FFT algorithm for sparse positive vectors. Unfortunately, although the resulting algorithm possesses better scaling than the traditional FFT, its computational characteristics are far from optimal.
To reach better scalings, we perform shuffling and low-pass filtering. From a high-level, shuffling will distribute the frequency content more or less uniformly (with nonzero aliased frequencies "far" from each other) and low-pass filtering will allow for inexpensively reaching the Fourier coefficients through a small FFT. In turn, the information gained from performing these steps allows us to compute the location of the nonzero aliased components. Once the locations of the aliased nonzero frequencies have been identified, we fall back onto the previous"de-aliasing" scheme. This is the rationale behind the method.
A pseudo-code version of the support-recovering algorithm can be found in Algorithm 2. We now proceed to a detailed quantitative description of the procedure. Before we do so however, let us introduce a few definitions: Let k, N, M k ∈ N, 0 < α < 1 and S k , W k , M k ⊂ {0, 1, ..., N − 1}. Then,
• The aliased support S k at step k corresponds to the indices of the elements of the true support S modulo M k .
• The working support at step k corresponds to the set W k := {0, 1, ..., M k − 1}.
• A candidate support M k at step k is any set satisfying S k ⊂ M k ⊂ W k of size O(ρR).
At the start of the process (step k = 0) only the fact that S ⊂ {0, 1, ..., N − 1} is known. This corresponds to line 0) in Figure 1 where the black dots represent the location elements of S. The first step (k = 1) is performed as follows: letting
for n 1 ∈ M 1 := {0, 1, ..., M 1 − 1} defined as the candidate support in the first step. From the last two lines, it is seen that the samples correspond to a DFT of size M 1 of the vectorf (1) with entries that are an aliased version of those of the original vectorf , as described previously. These can be computed through the FFT in order O(M 1 log(M 1 )) = O(R log(R)). In this first step, it is further possible to rapidly identify the aliased support S 1 from the knowledge off (1) since the former correspond to the set,
This is a consequence of the fact thatf
if and only if l ∈ S 1 , itself a consequence of the fact that Eq.(2) holds. In our example,
, which leads to
The elements of S 1 are represented by thick tickmarks on line 1) of Figure 1 , whereas the elements of the candidate support M 1 are represented by thin tickmarks. For this first step, the working support W 1 is equal to the candidate support M 1 .
3)
Figure 1:
Computing the support S. Line 0): Initialization; elements of S correspond to black dots and lie in the grid {0, 1, ..., N − 1}. Line 1): First step; elements of the candidate support M1 are represented by thin tickmarks and those of the aliased support S1 by thick tickmarks. S1 is a subset of M1 and both lie in the working support {0, 1, ..., M1 − 1}. Line 2): Second step; elements of the candidate support M2 correspond to thin tickmarks and are obtained through de-aliasing of S1. Elements to the aliased support S2 correspond to thick tickmarks. Both lie in the working support {0, 1, ..., M2 − 1}. M2 is a constant factor of M1. At this point, we can proceed to the next step (k = 2) as follows: we let,
and consider the samples,
for n 2 = 0, 1, ..., M 2 − 1 as before. Here however, knowledge of S 1 is incorporated. Indeed, since M 2 is a multiple of M 1 , it follows upon close examination that,
That is, the set M 2 , defined as the union of ρ 1 = O(1) translated copies of S 1 , must itself contain S 2 . Furthermore, it is of size O(ρ 1 #S 1 ) = O(ρR) by construction. It is thus a proper candidate support (by definition). In our example, one gets, The elements of the former are represented by thin tickmarks on line latter are represented by thick tickmarks. The working support now becomes W 2 := {0, 1, ..., 19}. Once again, it is possible to recover S 2 by leveraging the fact that,
Here however, the cost is higher since computingf (2) involves performing an FFT of size,
and it is not difficult to see that the cost will increase exponentially if we keep acting in this fashion. For this reason, additional steps are required to bring the cost of identifying S 2 from M 2 down. Such steps are described in Section 3.2, and involve a special kind of shuffling as well as a filtering of the samples followed by an FFT of size O(R). All in all, it is shown that it is possible to recover S k from the knowledge of M k at any step k using merely O(R) samples and O(R log(R)) computations.
Following the rapid recovery of S 2 , we proceed in a similar fashion (P = O log N R times) until W k := {0, 1, ..., N −1} at which point S k = S. Note in particular that the size of the aliased support S k and candidate support M k remain of order O(R) and O(αR) respectively at each step while the size of the working support increases exponentially fast; i.e.,
Since going from step k to step k + 1 (computing S k from M k and de-aliasing) can be done using Proof. Refer to Proposition 4 in Appendix A.1, Section 3.2 as well as previous discussion.
From the knowledge of S, it is possible to recover the actual values off rapidly and with few samples. This is the second major step of the sMFFT and is described in detail in Section 3.3.
Rapid recovery of S k from knowledge of M k
In this section, we describe how to solve the problem of rapidly recovering the aliased support S k from the knowledge of a candidate support M k at step k. This correspond to function FIND ALIASED SUPPORT(·) in Algorithm 2. Before providing details, a few definitions are introduced.
indicates rounding to the nearest integer.
where the symbol ⊥ between two integers indicates they are coprime.
Algorithm 3 shows how we solve the aliased support recovery (from the candidate support) problem rapidly. Proofs of the correctness of the algorithm is provided in Proposition 2, which relies on results found in Appendix A.1. First, we provide a brief description of the algorithm followed by a concrete example. The aliased support recovery algorithm contains four major steps:
1. Permute samples randomly.
Apply a diagonal Gaussian filter.
3. Compute a small FFT.
Identify aliased support.
To help the reader better understand what each step of the aliased support recovery algorithm does, we once again proceed through an example. To begin with, assume that M k = 40 and,
as in step k = 3 of the previous section.
The first step is to randomly shuffle the elements of M k within W k . We do so by applying a permutation operator Π Q (·) in sample space,
where
, the mapped elements of the candidate support M k will end up being more or less uniformly distributed within the working support W k , i.e.,
Thus, shuffling the indices of the samples through Π Q (·), where Q is picked randomly, is synonymous with uniform shuffling of the indices in Fourier space. This is depicted on line B) of Figure 2 with the same convention as before. 15 19 C) This shuffling step is followed by the application of a diagonal Gaussian filtering operator Ψ σ (·) having elements ĝ σ n N n in sample space (step 2),
By the properties of the Fourier transform, this is equivalent to convolution with the Gaussian,
for n ∈ {0, 1, ..., M k − 1}, where we recall that F [·](n) is the Fourier transform operator evaluated at n. This expression is subsequently discretized to produce a DFT of a permuted version the original Fourier coefficients convoluted with a Gaussian, i.e.,
where δ is a small numerical error (upon choosing σ appropriately as dictated by Proposition 4). The result is shown on line C) of Figure 2 .
Further note that by design (through our choice of σ, refer to Proposition 4), the Gaussian filter
. This in turn implies that only the quantities,
should be computed. This can be done rapidly and accurately through a size-K FFT leading to,
for |n mod M k | ≤ O(K). This small FFT corresponds to step 3 of the aliased support recovery algorithm.
Finally, by Proposition 4 for {Q (l) } l i.i.d. uniform in Q(M ), the probability, 1: Let µ, ∆ and η be estimates for min jfj , ||f ||1 minjfj and the noise level respectively.
n (Q (l) ), n = 0, 1, ..., K − 1.
7:
for j ∈ M k do
Remove j from S k .
10:
end if 11:
end for 12: end for 13: Output: S k .
Recovering values from knowledge of the support
In this section, we assume a set S of size O(R) containing the support S ⊂ {0, 1, 2, ..., N − 1} has been recovered. We discuss how to compute the values of the nonzero Fourier coefficients off in Eq. (1) rapidly using this information. For this purpose, we assume that the Fourier transform of the function of interest can be sampled at locations
for t = 0, 1, ..., T , {P (t) } some prime numbers larger than or equal to R and on the order of O(R) (their exact nature is discussed below), and Q (t) ∈ Q(P (t) ) for each t. This provides us with the following information,
for t = 0, 1, ..., T . The outer sum is seen to be a DFT of size P (t) of a shuffled and aliased vector, whereas the inner sum can be expressed as the application of a binary matrix B (t) q,j with entries,
to the vectorf with entries {f j } j∈S corresponding to the nonzero frequencies off . In particular, each such matrix is sparse with exactly #S = O(R) nonzero entries. Eq. (9) can be written in matrix form as,
where F (t) is a standard DFT matrix of size P (t) . An important question that arises in this case is: does there exist a choice of numbers {P (t) } such that F B is invertible and well-conditioned?
The answer is yes as demonstrated by Theorem 1 (which relies on Proposition 5 and Corollary 2 found in Appendix A.1). What this result states is that if T ≥ O(log R (N )), then with nonzero probability,
where I is the identity and P is a perturbation with 2-norm smaller than 1 2 . When this occurs, one can approached the linear system through the normal equation,
This is exactly what Algorithm 4 does, and we have the following, Theorem 1. Assume the support S off is known. Then Algorithm 4 terminates after O (⌈log(p)⌉) iterations with probability greater than or equal to 1 − p.
Proof. By Proposition 5 (Appendix A.1), ||P|| < 1 2 occurs with probability ≥ 1 2 . Thus, if we consider O(log 2 (p)) independent realizations of F B, the probability that at least one of them is invertible is greater than or equal to (1−p) . This is the reason for the outer while loop in Algorithm 4.
When this occur, Corollary 2 (Appendix A.1) states that the solution is given by the Neumann series. Furthermore,
by the geometric series and the bound ||P|| ≤ 1 2 . This underpins the choice of Z = ⌈log(ǫ)⌉ in Algorithm 4.
As for the cost, since each matrix B (t) contains exactly R nonzero entries, both B and B * B can be applied in order RT = O(R log R (N )) time. This is done O(log(ǫ −1 )) times for each realization. In addition, since F is a block diagonal matrix with T = O(log R (N )) blocks consisting of DFT matrices of size O(R), it can be applied in order O(R log(R) log R (N )) thanks to the FFT, and this must be done only once per realization. Therefore, the cost of computing the nonzero values off is bounded by, O (log(p) R log R (N ) (log(R) + log(ǫ))) ,
as claimed. Pick {P (t) } T t=1 i.i.d. uniform r.v. chosen among the set containing the smallest 2R prime numbers greater than R.
4:
Pick {Q (t) } T t=1 i.i.d. r.v. uniformly distributed in Q(P (t) ) respectively.
5:
Sample {f n;P (t) } P (t) −1 n=0 , t = 1, ..., T 6:
Output:f .
10:
Exit.
11:
end if 12: end while
Stability
As discussed previously, the algorithms introduced in Section 3 have been designed for vectors which are exactly sparse. In this section, we discuss the effect of noise and approximate sparsity. In fact, we show that when the noise is small enough, our algorithm recovers the support and the values of the nonzero frequencies of f (·) with the same guarantees as described earlier.
Support
The most important quantity for the fast recovery of the aliased support from a candidate support is Eq.(8), so let us re-visit it in the presence of noise. That is, consider
In particular, the error term can be uniformly bounded following the next lemma, 
and is uniformly bounded by an expression on the order of, η [F * K (Ψ σ (Π Q (ν n; M k ))) ] n ∞ = O(η) Now, recall that the crux of the statistical test in Algorithm 2 relies on the fact that if,
for multiple random Q (l) ∈ Q(M ), then the probability that n is an element of the (aliased) support is very high (and very low otherwise). This is quantified by Proposition 4 in the absence of noise. The presence of noise can skew this test in two ways: 1) by bringing the value of |φ (k) n (Q (l) )| below the threshold when n ∈ S k or 2) by bringing the value above the threshold multiple times when n ∈ S k . Either way however, if it is possible to choose δ such that, η < δ µ 2
then Lemma 1 guarantees that the noise can only affect the value so much, and the proof of Proposition 4 follows through with similar estimate after replacing δ µ by,
This is the reason for the choices of parameters in Algorithm 3.
Note also that this analysis states that it is not possible to recover elements of j ∈ S for which the valuef j falls below the noise level, in agreement with one's intuition. In this sense, in the presence of noise it might be more judicious to use a different notion of sparsity than the one presented in Section 2, namely one of approximate sparsity. In this case, R corresponds to the cardinality of the largest set S such that there exists some real number η > 0 such that min j∈Sf j ≥ η ||f −f S || 1 < η wheref S is the restriction off to the set S, whenever such set exists.
Recovering values from knowledge of the support
It is quickly observed that the recovery of the values is a well-conditioned problem (with high probability). Indeed, since 1
and ||P|| 2 ≤ 1 2 with high probability by Proposition 5, a simple argument based on the singular value decomposition produces the following corollary, 
in the ℓ 2 -norm, with probability greater than or equal to 1 − p.
Therefore, for noisy samples of the form,
as described in Section 2, the output of Algorithm 4 is such that,
by Hölder inequality, since ||ν|| 1 = O(1) by assumption and wheref is the exact solution. This proves stability.
The multi-dimensional sparse FFT
By nature, whenever dealing with the multidimensional DFT/FFT, it must be assumed that the function of interest is both periodic and bandlimited with fundamental period [0, 1) in each dimension, i.e., that it has an expansion of the form
for some finite M ∈ N and j ∈ Z d . Computing its Fourier coefficients is then equivalent to computing the d-dimensional integral
This is traditionally achieved through a tensor product of quadratures, i.e., a trapezoidal quadrature rule in each dimension,f This can be recognized as a "dimension-by-dimension" DFT and is generally the formulation of choice for computing the multidimensional FFT [6, 31] .
However, this is not the only possibility. Indeed, through Proposition 3 below we show that it is possible to re-write the d-dimensional DFT as that of a 1-dimensional function with Fourier coefficients equal to those of the original function, but expressed in a different order.
Proposition 3.
Assume the function f : [0, 1) d → C is bandlimited and periodic and has form (12) . Then,
for all j ∈ {0, 1, ..., M − 1}, where, This result has an interesting geometric interpretation, which we now describe. Eq. (13) shows that one can write the summation in two different ways due to periodicity, namely,
The left-hand side represents a quadrature rule with points x n = ng modN N distributed (more-or-less uniformly) in [0, 1) d as depicted on the left of Figure 3 (grey dots). The right-hand side represents an equivalent quadrature where the pointsx n = ng N now lie on a line embedded in R d as shown in the right side of Figure 3 .
In each case, the bold, black squares represent the fundamental region of the periodic function f (x), which can be repeated ad infinitum over the whole plane so as to tile its entirety without overlapping. The location at which the lattice (thin black lines) intersect represent the standard (tensor product) multidimensional DFT samples. Depending on the point of view one adopts, our discretization either corresponds to a uniform quadrature along the line s g, s ∈ [0, 1) (right, Figure 3 ), or to a 2D quadratures with points corresponding to those found in the previous case folded back into the fundamental domain [0, 1] 2 (left, Figure3). Note in particular that they are quite different from those obtained through the tensor product. Proposition 3 therefore allows us to write any d-dimensional DFT as a one-dimensional DFT. It suffices to pick the appropriate sample points (Eq. (14) ) and proceed to a re-ordering of the Fourier coefficients through the isomorphism
Numerical results
We have implemented a prototype of our algorithm in MATLAB. In this section, we present a few numerical results which exhibit the claimed scaling. All simulation were carried out on a cluster possessing 4 Intel Xeon E7-4860 v2 processors and 256GB of RAM, with the MATLAB 3 flag −singleCompThread to ensure fairness through the use of a single computational thread.
The numerical experiments presented here fall in two categories: 3 MATLAB is a trademark of Mathworks All experiments were carried out in three dimensions (3D). The nonzero values off were picked randomly and uniformly in [0.5, 1.5]. The value of the parameters needed by Algorithm 1-4 were set according to Table 4 . All running times are compared with those of the MATLAB fftn(·) function, which uses a dimension-wise decomposition of the DFT (see Section 4) together with a 1D FFT routine along each dimension. Finally, note that no software optimization (such as cache optimization, vectorization, compilation and/or parallelization) were attempted. To study the dependence on the total number of points in the frequency lattice (N , case 1)), we picked R = 50 nonzero frequencies distributed uniformly at random on a 3D lattice having N 1/3 elements in each dimension, for different values of N ∈ [10 3 , 10 10 ]. Then, we simulated samples; for the MATLAB function, we computed the DFT on the full data cube, whereas for the sMFFT we simulated the samples at the O R log N R appropriate points dictated by the theory (Section 3). Finally, we ran both algorithms on the simulated data and recorded the running time and relative error of the solution (in the case of the sMFFT only; the FFT is exact up to machine accuracy).
The results are shown in Table 5 and Figure 4 . As can be observed, the cost of computing the DFT through the sMFFT remains more or less constant with N , whereas that the the MATLAB fftn(·) function increases linearly on a log-log plot. This is the expected behavior and demonstrates how advantageous it can be to use the sMFFT when the proper hypotheses are met, and especially in high dimensions. Also note that the maximum pointwise error observed among all experiments was 9.3 · 10 −3 which is as expected given the noise level (η = 10 −1 ). 7.4 · 10 −3 1.21 · 10 −2 6.0 · 10 −4 4.5154 9.3 · 10 −3 1.04 · 10 −2 1.5 · 10 −3 5.4185 8.4 · 10 −3 6.4 · 10 −3 1.68 · 10 −2 6.3216 7.3 · 10 −3 7.9 · 10 −3 1.32 · 10 −1 7.2247 6.3 · 10 −3 8.9 · 10 −3 1.78 8.1278 6.8 · 10 −3 1.27 · 10 −2 2.01 · 10 1 9.0309 6.1 · 10 −3 1.30 · 10 −2 1.68 · 10 2 Our second experiment pertains to the behavior of the sMFFT for a fixed number of unknowns (N ) and a variable number of nonzero frequencies (R, Case 2) ). In this case, we fixed N = O(10 8 ) and proceeded to compare the sMFFT algorithm with the MATLAB fftn(·) function as before, with the fixed parameters displayed in Table 4 .
The results are shown in Table 6 and Figure 5 . In this case, the theory states that the sMFFT algorithm should scale quasi-linearly with the number of nonzero frequencies R. A close look at Figure 5 shows that it is indeed the case; whereas R spans more than 3 order of magnitude, the running time barely spans 3. It should also be noted that the timing exhibits a lot of "jitter," seemingly taking less time for larger number of nonzero frequencies at times. Recall however that the algorithm is randomized, and that these results pertains to a single realization. For instance, Algorithm 4 is guaranteed to converge after O(log(p)) iterations (with high probability). However, on some occasions it might stop after a mere iteration leading to a seemingly lower running time. also, once again we note that the maximum pointwise error observed among all experiments was 1.55 · 10 −2 , which is within the limits guaranteed by the theory. Finally, the cost fftn(·) function remains constant as it scales like O(N log(N )) and is oblivious to R. and since n → nQ mod M is an isomorphism (by lemma 2)
which implies that Proof. This is a simple consequence of the uniqueness of the prime factorization for positive integers. following bounds on the Euler totient function [30] , where ζ is the Euler-Mascheroni constant, and since Q is uniformly distributed in Q. We now show that the quantity q I qn modM=k (q) is bounded by γ(ν) = gcd(n, M ). To see this, first note that this quantity corresponds to the number of integers q which hash to the integer k through the map q → (nq) mod M . Now, assume there exists some q such that nq modM = k,
for some integer i ∈ Z. This is a Diophantine equation which has infinitely many solutions if and only if gcd (n, M ) = γ(ν) divides k. Otherwise, it has no solution. Assuming it does and q 0 is a particular solution, all solutions take the form
where u ∈ Z. However, since 0 ≤ q < M the number of possible solutions must be such that,
Thus, e ζ log(log(N )) γ(ν) − 1 M ≤ P (nQ mod M = k) ≤ e ζ log(log(N )) + 3 log(log(N )) γ(ν) M for all n ∈ s(ν).
We now treat: P (|nQ mod M | ≤ C). Before we proceed however, recall that Eq. (15) has a solution (for n ∈ s(ν)) if and only if γ(ν)|k. We then write,
from which it follows that, 
Finally, let F K (·) and Ψ σ (·) be the operators defined in Eq.(3) and Eq.(6) respectively. Then,
Proof. Consider the quantity
We recognize the factor in parentheses in Eq.(17) as the inverse DFT of e −2πi kj Mĝ σ (·) evaluated at n. Following the decay properties of the Gaussian filter in phase-space, it follows that if,
by Hölder inequality. Now assume: |φ n | ≥ δ µ. This implies that
We claim that this cannot occur unless,
We proceed by contradiction. Assume the opposite holds. Then,
thanks to the positivity of the elements off . This is a contradiction. Thus, Eq.(19) must indeed hold. This proves the first part of the proposition. For the second part, assume
holds. Letting j * be such that n − j * K M = inf j∈S n − j K M , we note that,
sincef and the Gaussian are all positive. This shows the second part.
We are now ready to prove the validity of the Algorithm 1. 
Then,
for all j ∈ S, where χ M K (·) is defined in Definition 1, and
almost surely for all j ∈ S.
Proof. First, consider i ∈ S and fix l. From independence, the probability in Eq. (22) is equal to,
So it is sufficient to consider a fixed l. As a consequence of Lemma 6 and Lemma 3 we have the inclusion, as claimed.
As for the second part of the proposition, note that if i ∈ S then
by assumption. By Lemma 6, this implies that
and since this is true regardless of the value of the random variable Q (l) , we conclude that it holds almost surely.
A.2 Proofs of Section 3.3
Lemma 7. Let {P (t) } T t=1 be prime numbers greater than or equal to 0 < R ∈ N, and let Q (t) belong to Q(P (t) ). Further let x i , x j ∈ {0, 1, ..., N − 1} such that,
Proof. Consider {P (t) } as described and T > log R (N ), and assume that
for t = 0, 1, ..., T . Since Q (t) ⊥ P (t) this is an isomorphism (Lemma 2) and therefore the above statement is equivalent to
x j mod P (t) = x i mod P (t) for t = 0, 1, ..., T . This implies in particular that
for t = 0, 1, ..., T , and that lcm({P (t) } T t=1 ) | (x j − x i ). However, since the integers {P (t) } are prime (and therefore coprime),
which is a contradiction since both belong to {0, 1, ..., N − 1}.
Proposition 5. Let 0 < R < N ∈ N. Further let {P (t) } be random integers uniformly distributed within the set P containing the 2R smallest prime numbers strictly larger than R, let Q (t) be i.i.d. random variables uniformly distributed in Q(P (t) ), and let F and B be defined as in Eq.(10) with these parameters. Then, there exists a constant 0 < C < ∞ such that if,
Proof. First, note that,
since F is a block-diagonal Fourier matrix, and B * B has entries
Therefore,
by Chebyshev inequality. Furthermore, thanks to Eq.(23) and independence, the expectation can be written as,
Now, let τ (i, j) be defined as
. The case s = t is treated as follows,
because P (t) > R and is uniformly distributed within a set of cardinality 2R, where the bound on #τ (k, l) follows from Lemma 7 and because the probability
by Lemma 5 following the fact that Q (t) are i.i.d and uniformly distributed in Q(P (t) ) and co-prime to P (t) .
This leaves us the case s = t. To this purpose, we further split this case into two subcases: that when i − j = k − l and that when i − j = k − l. When
since k = l, following an argument similar to the previous one.
This leaves the case s = t, i − j = k − l. To this purpose, we note that, We further note that i =jx l x k is a bilinear form bounded by the norm of an R × R matrix with all entries equal to 1 except the diagonal which is all zeros. It is easy to work out this norm which is equal to R − 1 so that, 1 R k =lx l x k < 1
Finally, by Cauchy-Schwartz inequality, In this case, it is easy to verify that the Neumann series, Proof. First, not that since Π Q (·) is an isomorphic permutation operator (for all Q ∈ Q(M k )) one has ||Π Q || ∞ = 1.
Similarly, since the filtering operator Ψ σ (·) is diagonal with nonzero entriesĝ σ (n), then ||Ψ σ || ∞ = sup n∈Z |ĝ σ (n)| ≤ √ π σ < ∞.
Finally, since F * K is a size-K DFT, we get from the Hausdorff-Young inequality [4] that ||F * K g|| ∞ ≤ ||g|| 1 for all g ∈ ℓ 1 . Putting everything together results in [F * K (Ψ σ (Π Q (ν n; M k ))) ] n ∞ ≤ η √ πσ ||ν|| 1 = O(η) since ||ν|| 1 = O(1) by assumption.
A.4 Proof of Section 4
Proposition 3. Assume the function f : [0, 1) d → C is bandlimited and periodic and has form (12) . Then,
for all j ∈ {0, 1, ..., M − 1}, where,
and g = (1, M, M 2 , ..., M d−1 ) and N = M d .
Proof. First, note that which is the Dirichlet kernel and is equal to 0 unless k · g = 0 mod N,
in which case it is equal to 1. Thus,
In order to show that the quadrature is exact, it therefore suffices to show that the remaining sum on the right-hand side of the previous equation is trivial. To see this, consider
where the inequality is strict for any finite 1 < M ∈ N. This implies that there cannot be any k other than 0 in the domain of interest such that k · g mod N ≡ 0. This sum is therefore empty and the result follows.
