Abstract: This paper examines how two techniques of the Particle Swarm Optimization method (PSO) can be used to solve the Economic Power Dispatch (EPD) problem. The mathematical model of the EPD is a nonlinear one, PSO algorithms being considered efficient in solving this kind of models. Also, PSO has been successfully applied in many complex optimization problems in power systems. The PSO techniques presented here are applied to three case studies, which analyze power systems having four, six, respectively twenty generating units.
Introduction
An important issue in optimizing the power systems is the economic power dispatch. This problem consists in determining the power generated by the plant units of a system in order to minimize the total generation cost of units, taking into account the active power balance and the constraints imposed to the capability of the units.
The mathematical optimization model is nonlinear, where both the objective function and the restrictions imposed by equations describing the system functionality are nonlinear.
The mathematical model can be solved using conventional optimization techniques such as the lambda iteration method, the gradient method and others [1, 2] , if constraints are considered as linear, the objective function is continuous and the domain of the values is convex. Some disadvantages that arise in these situations -long solving time, objective function discontinuity etc. -may be overcome by applying the artificial intelligence techniques. The most common optimization techniques based upon artificial intelligence used for solving economic power dispatch problems are: the genetic algorithm [3] [4] [5] [6] , the Hopfield neural networks [2, 7] , the differential algorithm [8] , the evolutionary programming [9, 10] , fuzzy-optimization [12, 13] , tabu search [14] , particle swarm optimization [15, 16, 27, 28] . Also, the EPD can be formulated as a multi-objective optimization problem [11, 13, 17] . TWe mention that the particle swarm optimization method was successfully applied to other optimization problems, such as optimal power flow [18] [19] [20] , reactive power optimization and voltage control [23] , power loss reduction in distribution systems [24] , network reconfiguration [25] , unit commitment problem [26] , due to its good convergence, low computational time and good quality solutions.
In this paper there are proposed two versions of applying PSO method for solving EPD, comparing the results obtained for three systems consisting of four, six and respectively, twenty generating units.
The paper is structured as follows: section 2 exposes the EPD problem, section 3 and 4 describe the proposal for solving this problem using PSO algorithm, section 5 presents the results obtained through the application of PSO algorithm for three power systems, and section 6 outlines the conclusions drawn. 376 D.C. Secui, I. Felea, S. Dzitac, L. Popper cost (F j (P j )) for each generator j is represented by a quadratic function:
where: a j , b j and c j are fuel cost coefficients of generator j; P j represent the power of generator j. EPD solution consists in determining the Pj powers of generating units, so that the total fuel cost of the entire system to be minimal, respecting the restriction of power balance on the overall system and the inequality restrictions for each unit j.
The objective function is:
The problem constraints are given by relations (3) and (4):
Where: P min j and P max j represent the maximum and the minimum operation limits of a generator j; The power loss at the level of the entire system is a quadratic function in relation to variables P j and it is calculated by using constant B coefficient formula:
Where B i j is an element of the loss coefficient matrix, B i is the element i of the loss coefficient vector, and B  is the loss coefficient constant.
Presentation of different Particle Swarm Optimization techniques
PSO is a heuristic algorithm, used for solving nonlinear and noncontinuous optimization problems, being introduced by Kennedy and Eberhart [22] , in 1995. Since then several techniques in applying the PSO method have been developed, but in the current paper only two techniques are presented, namely the classical PSO (PSO Classical) and PSO with time varying acceleration coefficients (PSO Accelerated).
Classical PSO: To search for the optimal solution in a space with the dimension n, PSO uses a population of NP particles. For a given particle i within NP population, vector solutions at a certain iteration k are represented by
In any optimization process, switching from one solution (x k i j ) to another solution (x k+ i j ) is accomplished by using the velocity of particles, represented by the vector
, according to the relation:
The updated velocity of the particle in the next iteration (k+1) is given by the relation:
Where:
represent the velocity vector of particle i at iteration k, respectively k+1;
represent the solution vector of particle i at iteration k, respectively k+1; Pbest k i represent the best solution vector of particle i, until iteration k; Gbest k represent the vector corresponding to the best solution of the group, until iteration k; c  and c  are coefficients corresponding to cognitive and social behavior; r  and r  are random numbers between 0 and 1, and w is the inertia weight factor determined using the relation:
Where ω max and ω min represent the initial, respectively final weights, k max is maximum iteration number and k is current iteration number for the algorithm.
PSO with time varying acceleration coefficients tries to improve the global search in the early stages of the optimization process and to accelerate the convergence of the particles to the global optimum in the final part of the process. In this case, the calculation of the velocity (V k+ i
) and of the solution (X k+ i ) for the next iteration is done with relations (6) and (7), and according to [21] , the coefficients c  and c  are determined by the relations:
Where c i , c i , c  f and c  f are initial and final weights for cognitive and social acceleration coefficients.
The methodology based on PSO for solving the EPD problem
The implementation of PSO techniques for solving the EPD problem involves the following steps: Step1. Initialization of the parameters and of PSO solution. The PSO algorithm parameters are set in reference to ω max , ω min , k max , number of particles (NP), coefficients c  and c  (for PSO Classical), respectively, c i ,c i , c  f and c  f (PSO Accelerated). Initially a population of NP particles is randomly formed. Each particle defines a possible solution to the problem, which should respect the constraints given by relations (3) and (4).
Step 2. Evaluation of the objective function F and of the auxiliary function f. The problem contains an equality restriction shown by relation (3). Thus, the auxiliary function f is formed, using the relation:
Where α is the penalty factor. For each particle and each iteration the values of function f will be calculated, and by comparing them solutions Pbest i and Gbest are selected. At the end of the optimization process, functions f and F will have approximately equal values, according to the calculation error admitted by choosing factor α.
Step 3. Update velocity and solution. The minimum (V min j ) and the maximum limits (V max j ) of the velocity for each generating unit j are calculated:
Where factor β was considered between 0.05 and 0.1. The update of the particle position and velocity is done with relations (6) and (7) . For each solution (X i ) ) it is verified if the components x i j satisfy the constrain (4 Table 2 : Cost coefficients and limits of generated powers for a thermal power plant with six units (CS6) calculated value for x i j is kept. Otherwise x i j is set with the value nearest to the limit of the domain (P max j or P min j ).
The vectors Pbest and Gbest are obtained based on the evaluation of the auxiliary function f and on the comparison of the f values calculated in two consecutive steps. If the new value of function f is better than the previous value of f for previous Gbest, then Gbest is set at the new value. Similarly, Pbest vector is updated.
Step 4. Stopping process. In this paper the criterion of stopping the calculation process is given through achieving the maximum number of iterations set.
Numerical examples and simulation results
In this section three case studies on how EPD solving by applying the two PSO techniques (PSO Classical and PSO Accelerated) are presented. The objective function is given by the relation (2) and restrictions (3) and (4). All case studies were implemented in Mathcad, on a personal computer having a 1.58 GHz processor and 896 MB of RAM.
Description of tested systems
Case study 1 -four unit system (CS4). The first system (CS4) is a thermal power plant having four generating units, where the total power losses (∆ P) are considered zero. The data for the four generators (cost coefficients and limits of generated powers) are presented in Table 1 . The total power demanded in the system is P D =520 MW.
Case study 2 -six unit system (CS6). The second system (CS6) is a thermal power plant with six generating units, where the total (∆ P) is considered zero. The data for the six generators (cost coefficients and limits of generated powers) are presented in Table 2 [5]. The total power demanded in the system is P D =1800 MW.
Case study 3 -twenty unit system (CS20).
The third system contains twenty units, and the demanded power in the system is P D =2500MW. The data for the generators and the values of the coefficients B i j are available in [9] . Table 3 : The influence of the coefficients c1i,c2f upon the results obtained through PSO Accelerated, for one hundred trials (CS4)
PSO parameters and PSO convergence
PSO parameters involved in the calculation process may affect the algorithm performances and quality of the solutions. For the system having four generators (CS4) the parameters were set to values:
In case of PSO Accelerated algorithm, in order to assess the influence of the coefficients on EPD problem solving, 100 distinct trials were performed, noting the best value for F (Best F), the worst value for F (worst F), the average value for F (Average F) and the standard deviation of cost F. Table  3 Regarding the four unit system (CS4), in Table 3 it can be noticed that coefficient changes do not affect the solutions, but the best results are obtained for scenario 5, where
For the six generator system (CS6) in both PSO Classical and PSO Accelerated algorithm, the coefficients have little influence upon the outcomes, considering that they vary within the limits c1,c2 [1, 4] , respective c1i,c2f [1.5, 2.5] and c1f, c2i [0.1, 0.4]. The results are shown in Table 4 , the parameters being set to values: wmin=0.4, wmax=1, c1=2, c2=2, NP=15, kmax=30 (PSO Classical), and wmin=0.4, wmax=0.9, c1i=2.5, c2i=0.2, c1f=0.4, c2f=1.6, NP=15, kmax=30 (PSO Accelerated).
In case of the twenty unit system (CS20), PSO Classical was applied taking into account the following settings: w1=0.4, w2=1.1, c1=2, c2=2, NP=500, kmax=200 and =0.1; for PSO Accelerated it was considered: w1=0.4, w2=1.1, c1i=2.5, c2f=2, c1f=0.4, c2i=0.2, NP=500, kmax=200 and =0.1.
The number of particles that constitute the population is another important factor in the PSO algorithm. In case of the four unit system, for both methods (PSO Classical and PSO Accelerated), the changes in cost F in relation to particles number (NP) were graphically represented, considering the number of iterations set at k max =15 (Fig. 1) . Also, in Fig. 2 the variation of cost F in relation to the number of iterations (k max ) is represented, considering the number of particles set to NP=10.
Analyzing the diagram shown in Fig. 1 it is found that for both algorithms (PSO Classical and PSO Accelerated) the best solution (Best F) is obtained considering a population consisting of 5-6 particles. Fig. 2 shows that the converging process towards the best value of F is obtained after fifteen iterations for both algorithms, the initial solution being different.
In the six unit system, increasing the number of variables involves a higher number of particles (NP=15) and a higher number of iterations to (k max =30) in order to obtain the same solution, presented in Table 4 . To assess the efficiency of PSO algorithms, they are compared to other four algorithms previously presented using the same data, available in [5] . It can be seen that both PSO Classical, and PSO Accelerated algorithm reach the same cost F as the algorithms presented in [3] , [5] , [6] and [7] . The resulting solution and the cost value are comprised in Table 4 .
The assessment of the solutions
The quality of the solutions was assessed by determining the values Best F, Worst F, Average F and standard deviation F considering 100 trials.
FFor the system with four generating units the results are presented in Table 5 . In order to assess the convergence process and quality of the solutions the average of cost values F (Average F - Fig.3 ) and its standard deviation (Standard deviation F - Fig.4 ) for each iteration are determined, considering only one trial. The system considered in Fig.3 and Fig.4 proves that both algorithms converge quickly toward the best solution for F, the curves presenting a continuous decrease in relation to the number of iterations.
The best solution obtained in 100 trials, using algorithms PSO Classical and PSO Accelerated, is presented in Table 5 , together with the results of the gradient method.
In case of the six units system (CS6), the values Best F, Worst F, Average F and standard deviation F considering 100 trials are presented in Table 6 .
Algorithm robustness was tested starting from different initial solutions, randomly obtained, and retaining the best value of F for a number of algorithm trials within the interval.
For the system having twenty units (CS20) the following values were obtained, considering 100 trials (Table 7 ). In Table 8 is presented the solution for the twenty units system, and the comparison of the results with those obtained in [2] . The value of cost F obtained in Table 7 presents a smaller dispersion for both PSO algorithms, showing a high quality of the solutions. The calculation of power losses in the transmission lines was achieved with an error of 0.03 MW. It is also seen that PSO Accelerated algorithm gets a solution as good as the algorithms presented in [2] , but PSO Classical leads to a farther solution, comparing to the solutions presented in Table 8 
Conclusions
In this paper, the economic power dispatch problem is solved using two PSO techniques, namely, PSO Classical and PSO Accelerated. Both techniques are effective in solving this problem, but PSO Accelerated leads to a better quality of solutions and a lower computing time.
For EPD problems with small number of variables and linear restrictions, the classical solving techniques (gradient method, lambda iteration method) are also applicable, obtaining the same results as PSO. For EPD with nonlinear restrictions, PSO techniques are more effective, having a better convergence, robustness and stability, indicated by low values of standard deviation. The number of particles and the number of iterations required to obtain stable solutions are related to a reduced computing time.
PSO techniques are also compared with other techniques, such as Hopfield neural network, the results being almost identical for our applications.
