Our main result is a combinatorial lower bounds criterion for a general model of monotone circuits, where we allow as gates: (i) arbitrary monotone Boolean functions whose minterms or maxterms (or both) have length 6 d, and (ii) arbitrary real-valued non-decreasing functions on 6 d variables. This resolves a problem, raised by Razborov in 1986, and yields, in a uniform and easy way, non-trivial lower bounds for circuits computing explicit functions even when d ! 1. The proof is relatively simple and direct, and combines the bottlenecks counting method of Haken with the idea of nite limit due to Sipser.
Introduction
The question of determining how much economy the universal non-monotone basis of And, Or and Not gates provides over the monotone basis with only And and Or gates, has been a long standing open problem in Boolean circuit complexity. The breakthrough in the eld was made by Razborov in his seminal paper 20] , where the rst super-polynomial lower bound of size n (log n) for the monotone circuit complexity of the clique function was proved. Shortly after, such (and even exponential) lower bounds were obtained for di erent Boolean functions 21, 2, 1, 26, 27], including those whose non-monotone circuits are polynomial 21, 26] .
After this impressing progress one principal question still remained unclear: is there a tractable lower bounds criterion for monotone circuits? Razborov raised this problem as a candidate for a \ nal chord" in that direction (see 22] , Problem 4). The point is that the combinatorial parts of all the above mentioned lower bounds proofs depend heavily on speci c properties of concrete Boolean functions, and it was unclear if there are some common combinatorial properties of Boolean functions that do actually force their hardness.
In this paper we resolve this problem, and do this in quite general setting: we present very simple combinatorial condition which implies lower bounds for monotone circuits. Despite its simplicity, this condition applies to a general model of monotone circuits with large fanin Boolean and real-valued functions as gates.
We rst consider a model of d-local Boolean circuits, where as gates we allow arbitrary monotone Boolean functions whose minterms or maxterms (or both) have length 6 d. All previous lower bounds (with an exception of 27], where fanin-n " circuits were considered) were proved for usual fanin-2 circuits with And and Or gates. If the original d-local circuit has`gates then each gate can have at most`d minterms or maxterms, each of which can be computed with O(log d) And and Or gates. Thus, if the obtained lower bound for fanin-2 circuits has the form 2 (n) then it directly implies a lower bound for d-local circuits of the form 2 (n)=d , which may be still non-trivial as long as d (n) . Put otherwise, big lower bounds for fanin-2 circuits may imply non-trivial lower bounds for d-local circuits with growing d. However, this is not always the case: in Section 3.1 we consider a Paley-type function and prove a matching lower bound 2 ((log n) 2 ) , which holds for any d-local circuit computing this function even with d = n 1=15 (log n) 2 . This demonstrates that (at least in some cases) the bounds for d-local circuits present a proper generalization of those for fanin-2 circuits.
Our main result is the lower bounds criterion (Theorem 2.1) for monotone d-local circuits. In a somewhat restricted form it states the following. Let f(x 1 ; : : : ; x n ) be monotone Boolean function all of whose minterms and maxterms have length at least k. If f can be computed by a monotone d-local circuit of size`then, for any 1 6 s; r 6 k there exists an s-CNF C, an r-DNF D and an s-element set I f1; : : : ; ng such that jCj 6`(dr) s , jDj 6`(ds) r and either C 6 f or f 6 D _ _ i2I x i (or both) hold. This, in particular, implies (see Theorem 3.2) that a monotone Boolean function cannot be computed by a small monotone circuit if the sets of its its minterms and maxterms contain partial t-designs with appropriate parameters.
The proof of the criterion is relatively simple and direct. It combines Haken and Cook's bottlenecks counting approach 13, 14] (which, as shown in 5], is Razborov's approximation argument in disguise) with Sipser's idea of nite limit 24, 25] . A vector x is a k-limit for a set of vectors A if on every subset of k coordinates, x coincides with at least one vector from A. If f(x) = 0 and x is a k-limit for the set f ?1 (1) then x is a hard instance for any circuit computing f since the value f(x) cannot be determined when looking at only k bits of x. The key of the whole argument is one simple observation (see Lemma 4.4) relating limits to transversals of set systems. This correspondence implies that no single gate can make too large progress in classifying such instances. If the function f is such that f ?1 (0) has many k-limits for f ?1 (1) (and vice versa) then the progress made by the whole circuit must be large, and hence, there must be many gates.
We then prove that the same criterion holds also for d-local real circuits, i.e. for circuits with arbitrary non-decreasing real-valued functions of fanin 6 d as gates. The proof is a slight modi cation of that for the Boolean case. This is somewhat surprising because, as observed in 23], for some monotone Boolean functions (so-called, slice functions) such circuits (even for d = 2) are exponentially more powerful than Boolean circuits over the universal basis with And, Or and Not gates.
In Section 3 we demonstrate how the criterion works in concrete situations. We apply the criterion to Paley-type functions and to monotone functions induced by partial t{(n; k; ) designs (including the Andreev's \drawing poly-nomials" function). The Paley-type function PALEY(q; t) has recently been shown to be hard for monotone span programs (see 3, 4, 11] ), but its monotone circuit complexity was not known. We show that this function is hard also for monotone d-local circuits (Theorem 3.1). Then we derive a general lower bound for Boolean functions induced by partial t-designs (Theorem 3.2). These functions are particularly interesting because for them the criterion immediately gives large lower bound if the parameters of the design are good enough. When applied to Andreev's \drawing polynomials" function POLY(q; v), this bound extends the (almost optimal) exponential lower bound of Alon an exponential gap between non-monotone Boolean and monotone real circuits. Together with the above mentioned result of Rosenbloom 23] this implies that (unlike in Boolean case!) the power of non-monotone Boolean and monotone real circuits is incomparable. Finally, let us mention that the results in the present paper have also an application to cutting plane proofs 9] in the propositional calculus. Cutting plane proofs provide a complete refutation system for unsatis able sets of propositional clauses. They e ciently simulate resolution proofs, and in fact are known to provide exponentially shorter proofs on some examples (the pigeonhole clauses). Bonet et al 8] and Pudl ak 19] reduced the problem to lower bounds for circuits with nondecreasing real functions of fanin 2 as gates. Thus, our general lower bound for such circuits (Theorem 2.1), as well as lower bounds for explicit functions, are also lower bounds for the length of cutting plane proofs.
The lower bounds criterion
We will consider monotone circuits of rather general form, so let us recall some standard de nitions.
Let be a totally ordered sets containing 0 and 1 with 0 < In the rst part of this paper we will consider Boolean circuits, i.e. circuits over the domain = f0; 1g, and then we will show how the results extend to monotone circuits over the reals = R. The arithmetic structure of real numbers will not be used for the lower bounds, one can take any totally ordered set instead of R. A minterm (maxterm) of a monotone Boolean function f(x 1 ; : : : ; x n ) is a minimal set of variables which, if assigned the value 1 (resp., value 0), force the function to take the value 1 (resp., value 0) regardless of the values assigned to the remaining variables. By a d-local monotone circuit we will mean a circuit which is either Boolean or real d-local circuit.
To state (and to use) the criterion, it will be convenient to switch to the set-theoretic language. Namely, we will identify a vector v 2 f0; 1g n with the set S v = fi j v i = 1g of its non-zero coordinates, so that every Boolean function f becomes a set-theoretic predicate, which accepts a set S v f1; : : : ; ng i f(v) = 1.
A positive (resp., negative) indicator is a subset S f1; : : : ; ng such that f(A) = 1 (resp., f(A) = 0) for some A S. (Here and throughout, A denotes the complement of A.) Note that one set can be both positive and negative indicator. By a positive (resp., negative) input we will mean a positive (negative) indicator S such that f(S) = 1 (resp., f(S) = 0). Put otherwise, a positive (negative) input is a set of variables which, if assigned the value 1 (resp., value 0), force the function to take the value 1 (resp., value 0) regardless of the values assigned to the remaining variables. In particular, minterms and maxterms are the minimal positive and negative inputs, respectively. 2. Every positive input of size at least r either intersects the set S 0 or contains at least one of the sets R 1 ; : : : ; R L .
The same holds also with positive inputs replaced by negative inputs and vice versa.
In Theorem 2.1 we measure the \size" of bit sets S n] f1; : : : ; ng just as their cardinality jSj. Although in most cases this works well (see Theorems 3.1, 3.2, 3.3), in some situations (especially, when dealing with Boolean functions de ned on graphs) taking other measures may lead to better lower bounds (see Theorem 3.4).
We say that a mapping S 7 ! (S) 2 Z + is a norm if it is sub-additive: We say that a bit-set T respects a norm if we cannot add a bit from outside the set T to any of its subsets without increasing their size, i.e. if For example, if we take the trivial norm (S) = jSj, then c = 1, D(t) = t and every set respects . In case of graphs, bits correspond to edges and one can, for example, take (S) to be the number of vertices incident to at least one edge from S. In this case c = 2, D(t) = ? t 2 and only cliques will respect such a norm.
In the criterion below we assume that 0 , 1 is an arbitrary pair of norms with deviations D 0 , D 1 , and defects c 0 and c 1 , respectively. The size of a negative (positive) indicator S means here the number 0 (S) (resp., 1 (S)). By a negative (positive) input we mean a negative (positive) input which respects the norm 0 ( 1 ). 2. Every positive input of size at least r either intersects the set S 0 or contains at least one of the sets R 1 ; : : : ; R L .
Some explicit lower bounds
To motivate the proof of the criterion, let us rst show how it works in concrete situations. Below we apply the criterion to Paley-type functions, to monotone functions induced by partial t-designs and to \clique-like" functions, some of which have non-monotone Boolean circuits of polynomial size. Some of these lower bounds are new (like for Paley-type function) some of them extend known lower bounds to larger class of monotone circuits (with real-valued gates), and it is remarkable that in all these cases the desired lower bound can be obtained via relatively simple computations.
Bipartite Paley graphs
Let q be an odd prime power, congruent to 1 modulo 4. A bipartite Paley graph G = (V 1 ; V 2 ; E) is de ned on the vertex set V 1 = V 2 = GF(q), where two vertices x 2 V 1 and y 2 V 2 are joined by an edge i x ? y is a square in GF(q). It is known that this graph is (q ? 1)=2-regular, and has the following \uni-form neighbourhood" property: for every two disjoint sets A; B of vertices in the rst part V 1 or in the second part V 2 , with jAj + jBj = k, k < (log q)=4, the number N(k) of vertices (in the opposite part) adjacent to all vertices in A and nonadjacent to every vertex in B is very close to q=2 k , namely jN(k) ? q=2 k j 6 k p q:
This property was established in 12, 7] (see also 6, Theorem 10 of Chap. 13] for a short proof) in the case of usual (non-bipartite) Paley graphs; the bound in this case is even better: jN(k) ? q=2 k j 6 k p q=2 + k=2. In the bipartite case one must be more careful because now we have two copies of GF(q), and hence, no of the edges (x; x) is present in the graph. Still, with slight modi cation, the proof carries over also to bipartite case (with slightly worse bound k p q=2 + k, which is still 6 k p q for q > 5); an analysis for the bipartite case is given, for example, in 3, 4]. De ne PALEY(q; t) to be the function of n = 2q Boolean variables representing the vertices in V 1 V 2 , which accepts a set of vertices i this set contains some t-element subset A V 1 together with the set of its common neighbours ?(A) fy 2 V 2 j (x; y) 2 E for all x 2 Ag. Thus, minterms of PALEY(q; t) are all the sets of the form A ?(A), with A V 1 , jAj = t. ?(B) with B V 1 and jBj = t, intersect all the minterms and contain no of them, and hence, are negative inputs for PALEY(q; t).
For t = (log q) the minterms of PALEY(q; t) have size at most t+N(t) 6 q.
Hence, the function can be computed by a trivial monotone circuit using q ? q t 6
n O(log n) fanin-2 And and Or gates. Is this bound optimal? It was recently proved in 3, 4, 11] that in the case of, so{called, monotone span programs we cannot do better: any such program for PALEY(q; t) with t = (log q), requires size n (log n) . We prove that the same holds also in the case of monotone (Boolean and real) d-local circuits. has size at least n (log n) .
Proof. Let 
The design of polynomials
Unlike (usual) t-designs, partial designs with good parameters can be obtained quite easily. As an example, consider the following partial designs D v . Let q be a prime power and consider the square X = GF(q) GF(q). If p(z) is a polynomial over GF(q), then its graph is the set of q points (a; p(a)) in this square, with a 2 GF(q). Blocks of D v are graphs of polynomials over GF(q) of degree at most v?1. For every 1 6 t < v, this is a partial t{(n; k; ) design with n = q 2 , k = q and = q v?t ; the number of blocks in this design is jD v j = q v .
The corresponding monotone Boolean function f Dv , denoted also POLY(q; v), was investigated by Andreev 2] who proved that any circuit with fanin-2 And and Or gates computing this function (for appropriate values of v) requires size exponential in (n 1=8?" ). Using Razborov's method of approximations, Alon and Boppana 1] were able to essentially improve this bound until q (v) for any v 6 (q= ln q) 1=2 =2; for maximal possible v, the bound is exponential in (n 1=4 ). This bound is almost optimal because q v+1 is the trivial upper bound for POLY(q; v) ( Although we always have that !(G) 6 (G), the gap between these two quantities can be quite large: results of Erd os 10] imply that the maximum of (G)=!(G) over all m-vertex graphs G has the order (m=(log m) 2 ). So, at least potentially, the class of clique-like functions T ' (m; k) is large enough.
And indeed, Tardos 26] Proof. Let we assign each vertex x a color h(x) from the set f1; : : : ; k ? 1g, and then put edges between those pairs of vertices with the same color. (Two colorings can lead to the same graph but we consider them as di erent for counting purposes.) The complement G h of each such graph is a complete l-partite graph, for some l 6 k ? 1, and hence, must be rejected by T ' (m; k) because '(G h ) 6 (G h ) 6 k ? 1.
Next, we have to x a pair of norms 0 and 1 . For positive indicators S, we take 1 (S) v(S), where v(S) is the number of vertices incident to at least one edge from S. It is clear that this norm is sub-additive and that every clique respects it. For negative inputs this is no more true, because, for example, 1 (G h feg) = 1 (G h ) if the ends of the edge e belong to di erent parts of G h . But in this case, the graph G h feg has one connected component fewer. This suggests the following norm for negative indicators: take 0 (S) v(S) ? (S), where (S) is the number of connected components in S. The sub-additivity of 0 can be shown by an easy induction on the number of edges, using the fact that 0 (S feg) = 0 (S) if the edge e connects two vertices in one connected component of S, and 0 (S feg) = 0 (S) + 1 = 0 (S) + 0 (feg), otherwise.
By the same reason, each negative input G h = (V; E) respects the norm 0 , because if S E and e 6 2 E, then e cannot connect two vertices in the same connected component of S, and hence, 0 (S feg) = 0 (S) + 1.
The defect and the deviation for these norms are: c 0 = 
Proof of the criterion
Throughout this and the next section, let f = f(x 1 ; : : : ; x n ) be an arbitrary (but xed) monotone Boolean function, and 1 6 s; r 6 n be an arbitrary (but xed) parameters.
Witnesses and nite limits
The combinatorial part of our proof is based on the following simple properties of nite limits. Let For the proof of this lemma we need the following simple property of transversals. By an a-critical transversal for a sequence S 1 ; : : : ; S m of sets we will mean a set T of size > a + 1 for which there is an index 1 6 i 6 m such that T intersects all the sets S 1 ; : : : ; S i but no its subset of size 6 a does this. Lemma 4.5 Let S 1 ; : : : ; S m be a sequence of sets, each of cardinality at most b, and let T be a family of its a-critical transversals. Then, for every 1 6 k 6 a, there exists a k-uniform family F k such that jF k j 6 b k and every T 2 T contains at least one F 2 F k .
Proof. Construct the desired family F k by induction on k. For k = 1 we can take as F 1 the family of all single element sets fxg with x 2 S 1 . Suppose now that F k?1 is already constructed. We may assume w.l.o.g. that every member of F k?1 is contained in at least one transversal from T (if not, we just omit the redundant sets from F k?1 ). For each set F 2 F k?1 choose the rst index i such that F \ S i = ;; such an i exists since jFj = k ? 1 < a and F is a subset of an a-critical transversal. Put in F k all the sets F fxg with x 2 S i . Each of these sets has jF fxgj = jFj+1 = k elements, and jF k j 6 jS i j jF k? By Item (ii), every vector from B has a legal witness of size 6 b against the set A. That is, for every v 2 B, there must be a set S = S v of at most b coordinates such that v(S) " 1 but u(S) 6 " 1 for all u 2 A. This, in particular, means that for every u 2 A, the set I(u) fi j u i = "g intersects all the sets in the family S = fS v j v 2 Bg. By Item (i), we have that jI(u)j > a + 1, because otherwise the set I(u) would be a legal witness of vector u against B, and hence, u could not be an a-limit for B. Thus, sets I(u) with u 2 A, are a-critical transversals for the family S. By Lemma 4.5, there must be a family F which consist of at most b a a-element sets and has the following property: for every u 2 A there is an S 2 F such that I(u) S. Since clearly, u(S) " (because u is constant " on I(u)), F is the desired family.
Proof of Theorem 2.1 (Boolean case)
If S f1; : : : ; ng is a positive (negative) input, then the corresponding positive (negative) input vector is the vector v 2 f0; 1g n such that v i = 1 (resp., v i = 0) i i 2 S; the size of such an input v is the cardinality of S. Hence, the size of a positive input vector is the number of 1's, and the size of a negative input vector is the number of 0's in it. Let U 0 f ?1 (0) be the set of all negative input vectors of size at least s, and U 1 f ?1 (1) be the set of all positive input vectors of size at least r.
Let C = (f 1 ; : : : ; f`) be a monotone d-local Boolean circuit, and suppose that C computes f, i.e. that f`= f. To estimate the size of (i.e. the total number of gates in) C, we will follow the \bottlenecks counting" frame suggested by Haken 13] . Every gate makes some \progress" towards separating inputs in f ?1 (0) from those in f ?1 (1) . The idea now is to send an input vector to the rst gate in the circuit for which this input was a \really hard" instance, i.e. at which certain amount of progress in classifying the input is made. The measure of progress is the size of a witness, which intuitively keeps track of how many bits of the input are actually used by the computation at that gate. Dividing an underestimate of the size of the mapped set by an overestimate of how many of vectors can be mapped to one gate, yields the lower bound on the total number of gates.
To capture the progress, made by one gate, let us associate with every gate f i the set U 0 i U 1 i (u; v) 2 U 0 U 1 j f i (u) = 0 and f i (v) = 1 of all those pairs, which the gate separates correctly (just like the function f does). If some vector u 2 U " i is a k-limit for the set of all its neighbours U " 1 i , then we can treat u as a \hard instance" for the gate f i , because this gate correctly separates u from all its neighbours, even though this requires knowledge of more than k bits. Formally, we de ne the hardness of input vectors by exploring the gates f 1 ; : : : ; f`one-by-one, as follows.
Initially no input is hard. Otherwise, this gate has the form f i = (h 1 ; : : : ; h m ) where is a monotone Boolean function, all whose minterms or maxterms (or both) have length at most d. We consider these two cases separately. j=1 G i j (v), and by Lemma 4.2, vector v should be an r-limit for at least one of the sets G i j (v), which is impossible since then v would be already hard for some previous gate.
This completes the proof of Claim 4.7, and thus, the proof of Theorem 2.1 in the case of real gates.
Proof sketch for Theorem 2.2
The proof of Theorem 2.2 is similar to that of Theorem 2.1 using more general notion of nite limit (depending this time on the norm).
De nition 4.13 Let be a norm and c be its defect. A k-limit for a set A under is an input u such that (S) > k c for any legal witness S of u against A.
Since norms are sub-additive, Lemma 4.2 remains true also for this notion of nite limit. Thus, the only place, where the possible deviation between the norm (S) and the cardinality jSj needs more care, is the lemma about transversals (Lemma 4.5). Using the estimates (S)=c 6 jSj 6 D( (S)) connecting the norm of sets with their cardinality, one can easily modify the proof of this lemma to the case of arbitrary norms.
Let be a norm and c be its defect. An a-critical transversal for a sequence of sets S 1 ; : : : ; S m under the norm is a set T, which respects and for which there is an index i such that T intersects all the sets S 1 ; : : : ; S i but no its subset T 0 T with (T 0 ) 6 a c, does this. Lemma 4.14 Let S 1 ; : : : ; S m be a sequence of sets, each of cardinality at most b, and let T be a family of its transversals which are a-critical under some norm . Then, for every 1 6 k 6 a, there exists a k-uniform family F k such that: (i) jF k j 6 b k ; (ii) k 6 (F ) 6 k c for all F 2 F k , and (iii) every set from T contains at least one set F 2 F k . Proof. As in the proof of Lemma 4.5, we will construct the desired family F k by induction on k. For k = 1 we can choose the rst set S i such that (fxg) 6 = 0 for all x 2 S i , and take as F 1 the family of all one element sets fxg with x 2 S i .
This family has at most jS i j 6 b sets, each of which has size (under ) at most c, as desired. Suppose now that the family F k?1 is already constructed. For a set of bits F, let ext(F ) denote the set of all transversals in T containing F. We can assume w.l.o.g. that ext(F ) 6 = ; for every set F in F k?1 (if not, just remove such sets). We construct the family F k by applying the following procedure to the family F k?1 .
Take a set F in F k?1 and choose the rst index i such that F \ S i = ; but T \ S i 6 = ; for all T 2 ext(F ); such an i exists since (F ) 6 (k ? 1)c < ac and F is a subset of an a-critical under transversal. There are two possibilities:
either there is some bit x 2 S i for which (F fxg) = (F ), or not. In the rst case replace the set F in F k?1 by F fxg. Since (F fxg) = (F ) and all the transversals in ext(F ) respect the norm , we have that ext(F fxg) = ext(F ).
Hence, no transversal gets lost during this step, and we can repeat the procedure with the new family. In the second case include in F k all the sets F fxg with x 2 S i , remove F from F k?1 and repeat the procedure with this smaller family F k?1 n fFg. Since (F fxg) 6 (F ) + c 6 (k ? 1)c + c 6 ac, no a-critical transversal gets lost also during this step, because every transversal containing F, must contain at least one of the sets F fxg with x 2 S i . Moreover, we have that (F fxg) > (F ) + 1 > (k ? 1) + 1 = k, as desired. Since every set in F k?1 produces at most jS i j 6 b new sets, the resulting family F k will have at most b jF k?1 j 6 b k sets, and we are done.
With this lemma instead of Lemma 4.5, the rest of the proof is the same as in the case of norms 0 (S) = 1 (S) = jSj.
