The NAFTA Tide: Lifting the Larger and Better Boats * We use panel data on Mexican manufacturing plants to study the connection between plants' responses to changes in the economic environment and their contributions to aggregate productivity growth in the period following the implementation of the North American Trade Agreement (NAFTA). In all industries, an overwhelming share of aggregate productivity growth is accounted for by a small number of plants which were larger and more productive before the implementation of NAFTA and expanded and became more productive following the implementation of NAFTA. Plants that exported before NAFTA and export continuously through 2000 and some of the new exporters are more likely to be among the top-performing plants. Exporting activity and performance of plants with similar exporting experience, however, display remarkable heterogeneity. This heterogeneity implies that trade liberalization provided growth opportunity to larger and more productive plants irrespective of their export status and provides an explanation for the lackluster average productivity performance of exporting plants.
Introduction
The relationship between plants' exporting activity and their productivity performance has been the focus of recent empirical and theoretical trade literature.
3 The existence of plant-level productivity gains from exporting is important from a policy perspective. 4 Post-entry productivity gainsinvolvement in the export markets may raise returns to innovation, alow plants to exploit economies of scale, or force them to reduce X-inefficiency -as well as pre-entry productivity gains, if plants have to become more productive in order to enter the export markets, justify trade promotion and trade liberalization policies. Without productivity gains from exporting, trade promotion policies lead to plants self-selecting into subsidies and, potentially, incurring the considerable downside risks of exporting.
Previous studies of trade liberalization episodes and periods with rapidly falling trade costs 5 reveal that reductions in the costs of trade lead to higher aggregate, industry-level productivity -the efficiency with which industry's output is produced -but little if any of this growth comes from plant-level efficiency gains related to exporting activity. Evidence with respect to the relationship between exporting and post-entry productivity growth is weak: future performance of current exporters is at best as good as that of plants that do not export. Instead, the link between the reduction in the costs of trade and aggregate productivity growth lies in the correlation between plants' characteristics and plants' responses to trade liberalization. 6 In industries with heteroge-3 Tybout (2003) and Greenway and Kneller (2007) provide reviews of the literature on the relationship between plant performance, exporting, and foreign investment. 4 Bernard and Jensen (1999) 5 Pavcnik (2002) , Tybout and Westbrook (1995) and Lopez-Cordova (2002) study trade liberalization episodes in Chile and Mexico; Bernard, Jensen, and Schott (2006) use data on US manufacturing plants that cover the period between 1982 and 1997 during which tariffs declined by more than 25 percent in a majority of industries.
6 Melitz (2004) , Helpman, Melitz, and Yeaple (2004) , Bernard, Eaton, Jensen, and Kortum (2003) propose theoretical models of imperfectly competitive industries with heterogeneous firms in which the link between the reduction in the costs of trade and aggregate productivity growth lies in the correlation between plants' productivity and plants' responses to trade liberalization. 2 neous plants and fixed costs of exporting, more productive plants become exporters. Reductions in trade costs force least-productive firms to exit the market, increase the number of exportersmore productive firms become exporters -enhance sales by existing exporters, and reduce domestic market share of surviving firms. This trade-induced reallocation of market share from less to more productive plants leads to aggregate, industry-level productivity growth in the absence of plant-level productivity gains from exporting.
Plants that undertake exporting activities, however, meet with various degrees of success.
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There is significant, simultaneous entry into and exit from the export market and changes in export status represent important junctures in plants' lives. For a short period following entry into the foreign markets, exporting plants grow, on average, faster than plants that do not export. Over time, some of them will fail and exit the export market. The performance of plants that exit is, on average, weaker than that of plants that never export, while those that continue their export operations grow faster than plants that never export. Over longer periods of time, due to this heterogeneity of exporting activity, the performance of plants that enter the export market at any given point in time is not, on average, better than that of plants that never export. These results suggest that, following trade liberalization, plants' contributions to aggregate productivity growth are far more heterogeneous than predicted by the theoretical models. They also leave open the possibility that, while, on average, exporting plants do not have better productivity performance than non-exporting plants, for a subset of plants a reduction in the costs of trade may lead to both output and productivity growth.
In this paper we use data on Mexican manufacturing plants to study the connection between plants' responses to changes in the economic environment and their contributions to aggregate pro- 7 Jensen (1999, 2004) 3 ductivity growth in the period following the implementation of the North American Trade Agreement (NAFTA). Our data, an unbalanced panel of non-maquiladora plants 8 from eight two-digit industries, cover the period between 1993 and 2000, a period that, in addition to the introduction of NAFTA in 1994, encompassed a severe macroeconomic crisis in 1995 and the temporary devaluation of the Mexican peso. We document the intra-industry heterogeneity of plants' responses to the changes in the economic environment paying special attention to changes in the export status.
We estimate plant-level total factor productivity and use principal component analysis to study the intra-industry variation in the joint productivity and output performance, the determinants of the magnitude and nature of plants' contributions to aggregate productivity. Finally, using the results of the principal component analysis we analyze the contributions to aggregate productivity growth of plants with different types of responses to the changes in the economic environment as well as the heterogeneity of the contributions of firms with similar responses.
We find strong, export-driven, aggregate output and productivity growth in the Mexican manufacturing sector between 1993 and 2000. Exporting and plant-level performance are connected.
In all industries, an overwhelming share of aggregate productivity growth is accounted for by a small number of plants (roughly 70 percent of percent of the aggregate productivity growth is concentrated in 10 percent of the plants). These plants were much larger and more productive than average before the implementation of NAFTA, and they expanded and became more productive following the implementation of NAFTA. Plants that exported before NAFTA and export continuously through 2000 and some new entrants have significantly higher probability of being in the top-performing group. Exporting activity and performance of plants with similar exporting experience, however, display remarkable heterogeneity. This heterogeneity implies, on the one hand, that trade liberalization provided growth opportunity to larger and more productive plants regardless of their export status. On the other hand, it generates aggregate patterns that differ from the predictions of the theoretical models. While plants that exported in 1993, especially those that continued to export until 2000, were larger to begin with and grew more than those that did not export, we find no evidence that exporting plants, even long-term exporters were, on average, more productive than non-exporters and, therefore, their expansion could not lead to aggregate productivity growth.
The remainder of the paper is structured as follows. Section 2 contains background information on NAFTA and a description of the data set used in this paper. In section 3 we analyze aggregate industry-level performance between 1993 and 2000 and document the heterogeneity of plants' responses to the changes in the economic environment. The estimation of industry-level production functions is presented in section 4, together with an analysis of aggregate industry-level productivity. In section 5 we study the connection between plant-level responses to changes in the economic environment and plant-level contributions to aggregate productivity growth. We conclude with a summary of the main findings and a discussion of their implications.
Background and Data
In mid 1980s, as part of its accession to GATT, Mexico substantially reduced and rationalized tariffs and undertaken privatization, deregulation, and other major economic reforms. The North American Free Trade Agreement (NAFTA), signed in December 1992 and implemented in January 1994, was aimed at creating an integrated market in North America. NAFTA included provisions for progressive elimination of tariff and non-tariff barriers to goods trade, improvement of access for services trade, creation of a stable and transparent legal framework for foreign investors, stronger protection of intellectual property rights, and creation of an effective dispute settlement mechanism;
NAFTA removed or phased out measures designed to discourage the free flow of capital between Canada, Mexico, and the US. Previous literature shows that NAFTA had an important effect on Mexico's economy: the volume of trade grew substantially, the composition of trade changed, FDI flows increased considerably, and total factor productivity grew faster in the manufacturing sector.
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In this paper we use an unbalanced panel data set of non-maquiladora manufacturing plants from eight two-digit industries: food processing, textiles, wood, paper, chemicals, glass, basic metals, and machinery. The plants were followed for eight years, between 1993 and 2000, which allows us to observe them both before and after the implementation of NAFTA. The data set was constructed using information from two main sources, Annual Industrial Survey (AIS) and Industrial Census (IC). AIS is a survey of manufacturing establishments that uses a non-probabilistic sample (the sample selection startegy is descibed in Appendix A.1). The sample was selected using IC 1993 as universe and included predominantly large and medium-scale plants, but also a significant number of small plants from 205 six-digit industries. Selected plants account for at least 80 percent of the total value of production of their respective industry. Establishments that operate under the special maquiladora regime and petrochemical and oil-refining plants, which are state-owned monopoly, are excluded from the sample. AIS provides information on a wide range of variables: investment and sales of capital, rent on buildings paid by the plant, value added, skilled and unskilled labor, electricity usage, total sales, domestic sales, and exports, and use of imported intermediary inputs.
IC takes place every five years and in this paper we use information from the 1993 and 1998 surveys.
IC contains information on replacement value and depreciation for six categories of capital stock: machinery, buildings, land, transportation equipment, computing and peripheral equipment, and 9 Lederman, Maloney, and Serven (2003) use sectoral data and find faster convergence rates during NAFTA. Using firm-level evidence, Lopez-Cordova (2002) finds an increase in TFP in NAFTA years due to preferential access to the US market and import competition, but not from the use of imported inputs. Schiff and Wang (2003) use sector data and find that on the contrary use of imported intermediary inputs is responsible for TFP growth. 6 furniture and office equipment. Firms are asked to consider reevaluations due to exchange rate variations and to account for physical deterioration and obsolescence.
We use information from the two sources to construct plant-level time series for a set of plant characteristics and measures of performance. We combine data on replacement value of the capital stock from the IC with data from AIS on investment and sales of capital, and rent on buildings paid by the plant to impute the replacement value of capital stock for each firm for all the years (a detailed description of the imputation procedure is given in the Appendix A.2). The imputed capital stock, value added, skilled and unskilled labor, and electricity usage are used to estimate the industry-specific production functions and construct plant-level total factor productivity series.
Total, domestic, and export sales, shares of imported inputs, capital intensity, share of skilled labor, and foreign direct investment are used in the subsequent analysis. Value added and sales were deflated using a price index generated by INEGI for 205 sectors. We exclude from the analysis plants with missing information on the variables of interest for any of years they were present in the sample. Among plants that exit the AIS sample between 1993 and 2000, we use in the analysis only those that closed down (shut down, bankrupt, and liquidated). The resulting sample contains 4,127 plants and 30,534 plant-year observations, in eight manufacturing industries.
Like all other studies measuring the effect of NAFTA on the performance of Mexican plants, ours has two limitations. Our data set covers a period that, in addition to the implementation of NAFTA, encompasses a period of exchange rate devaluation, following the collapse of peso in December 1994, and a severe macroeconomic crisis. Effects of the unilateral policy of trade liberalization undertaken after 1985 were likely to be present after 1994 and, in turn, some NAFTA provisions will not be fully implemented until 2009. NAFTA itself was a nexus of provisionsremoval of tariff and non-tariff barriers to the goods trade, removal of barriers to service trade, creation of a stable and transparent legal framework for foreign investors, stronger protection of intellectual property rights. As a result, it is difficult to trace the effects of individual components of NAFTA, of NAFTA itself, or of the exchange rate devaluation on the performance of manufacturing plants.
In this paper, we analyze plants' responses to the changes in the economic environment, specifically exits from the market and changes in the export status, and the relationship between these responses and plant-level performance. Second, initial conditions were asymmetric. Even after the unilateral trade liberalization, Mexico retained higher tariff and non-tariff barriers than both US and Canada. Therefore, it is expected that transition costs will be relatively higher for Mexico. By studying performance during a relatively short period after implementation, results are likely to be affected by the short-run transition costs.
Aggregate industry-level performance
We begin our empirical analysis with an assessment of the aggregate, industry-level performance of the Mexican manufacturing sector following the introduction of NAFTA. Table 1 Aggregate industry-level growth described in table 1 was generated by plant responses to changes in the economic environment that display a high degree of within-industry heterogeneity. Table 2 shows, by year, the percentage of plants in the sample that exit the market, the percentage of plants selling exclusively on the domestic market that begin exporting, the percentage exporting plants that stop exporting, and the percentages of exporting plants that increase and decrease their export sales by at least 25 percent. In all industries significant percentages of plants exit the market. 
Total factor productivity
Two problems must be addressed in estimating production functions with panel data sets. First, the correlation between input levels and unobserved productivity shocks induces simultaneity bias in the OLS estimation. Second, plants with low realizations of productivity exit the market. If plants with larger capital stock are more likely to survive negative realizations of productivity shocks, the OLS estimator of the capital coefficient will be biased. Several ways of dealing with these problems have been discussed in the literature. Olley and Pakes (1996) proposed a technique that allows corrections for both simultaneity bias and the selection bias introduced by non-random exits. A plant's investment function is modeled as a function of the capital stock capital and the productivity level unobserved by the econometrician. Under certain conditions, the investment function can be inverted, thus providing an instrument for the unobserved productivity component.
The selection bias is corrected by formally modeling plants survival decisions and incorporating them into the estimation. Levinsohn and Petrin (2003) have proposed an approach to correct for the simultaneity bias that requires less-strict assumptions than those of Olley and Pakes (1996) .
They argue that investment responds only to the non-forecastable component of the productivity shocks and, therefore, the investment function does not perform well if the productivity term has both a serially correlated component and an idiosyncratic component. Instead, firm's intermediate input demand is used to obtain an instrument for the unobserved productivity shock. A number of recent papers (e.g. Pavcnik, 2002) have used this idea and employed a modified version of the Olley and Pakes (1996) approach in which the investment function was replaced by the intermediate input demand. Electricity provides the best instrument since few firms produce it and it cannot be stored. In this paper we use this later approach. The estimation procedure is described in the Appendix A.3. Table 3 shows the estimation results using the two-step semiparametric method that accounts for the simultaneity and selection biases and, as a comparison benchmark, the results of standard, fixed-effects OLS estimation. We assume the production function of plant i at time t has a CobbDouglass form:
where y it is log value added, l s it is log of skilled labor, l u it is log of unskilled labor, k it is log of plant's capital stock, ω it is the level of plant specific productivity, and ε it is white noise. Production functions are estimated separately for the eight two-digit SIC manufacturing industries. The semiparametric estimation yields higher coefficients for capital and skilled labor and lower coefficients for unskilled labor. This finding is consistent with the presence of simultaneity bias: the use of easily adjustable factors, like unskilled labor, is positively correlated with productivity shocks, inducing upward bias of fixed effect estimates. The reverse is true for factors which are slow to adjust like skilled labor. Higher capital coefficients are consistent with the fact that large firms have a better chance to survive adverse productivity shocks. These results underscore the importance of controlling for both selection bias and simultaneity bias in the estimation of production functions.
Using the coefficient estimates, we construct two measures of plant productivity: total factor productivity (T F P ) defined as
and a productivity index (pr) defined as
where y r =ȳ ir ,ŷ r =β sl In this study we use 1993, the first year of our data, as the base year. We compute aggregate industry-level productivity W t as a weighted average of plant-level values of the productivity index, using plants' shares of industry output, s it , as weights.
We decompose the aggregate productivity measure W t , in two components: the average unweighted productivity measure pr t = P i pr it n and a measure of the covariance between plants' output shares and productivity, which captures the extent to which industry's output is concentrated in more productive plants.
This decomposition allows us to assess the extent to which aggregate productivity growth is due to plant-level efficiency gains or to concentration of market share at more productive plants.
Higher concentration of industry output in more productive plants could, in turn, result from relatively faster productivity growth for larger plants or reallocation of market share from less to more productive plants. An individual plant's contributions to aggregate productivity and its components are, respectively, s it pr it , pr it n , and (s it −s t ) (pr it − pr t ). The total contributions of a subset A of an industry's plants are P i∈A s it pr it , P i∈A pr it n , and P i∈A (s it −s t ) (pr it − pr t ) .
Panel A in table 4 presents the aggregate productivity levels for the eight industries for each year. The positive values of aggregate productivity in 1993 for all but one sector indicate that plants that are more productive than average tend to produce larger shares of industry's output (1993 is the base year for computing the productivity index and therefore pr t is zero in all sectors in 1993).
Between 1993 and 2000 aggregate productivity increased in all sectors by values between 0.13 in wood products and 0.5 in machinery. Panels B and C show the unweighted average productivity, pr t , and the covariance components of aggregate productivity. The crisis of 1995 is clearly marked by sharp drops in pr t in all sectors. After 1995, pr t raises in most sectors, but over the entire period increases in only five out of the eight sectors and gains are modest in most sectors. In textiles, wood products, chemical industry pr t declined between 1993 and 2000, in food products and machinery show modest increases in productivity (around 7%), while paper products, glass, and primary metals show increases of 15-30 percent in their average productivity.
In all sectors, the covariance component represents the largest share of aggregate productivity, which means that industry output tends to be strongly concentrated in most productive plants.
Further concentration of industry's output through reallocation of market share from less productive to more productive firms is the dominant mechanism for industry productivity gains -with the exception of basic metals, the growth of covariance component between 1993 and 2000 far exceeds the growth of the unweighted productivity component for all industries. 
Plants that exit the market
Of the total number of plants we observe, 10 percent exit the market between 1993 and 2000; by sector, percentages vary from 4 percent in paper products to 17 percent in textiles, wood products, and glass. Most of the exits take place in 1995, the year of the domestic crisis, and with only few exceptions they are selected among plants that sell exclusively on the domestic market. In panel A of Table 5 , we compare the average productivity and output of plants that exit with the average productivity and output of surviving plants, during the period before exit. Entries in the table represent the number of exiting plants, the difference between the average productivity of exiting and surviving plants, and the average output of exiting plants as a percentage of the average output of surviving plants, by industry and years before exit. In all sectors, plants that exit are both smaller and less productive than surviving plants. Both average productivity and output are lower long before the actual exit. Exit from the market is preceded by a period in which both output and productivity decline.
Panel B shows the contribution of plants that exit the market to the unweighted productivity and the covariance components of aggregate productivity growth. Since plants that exit are less productive than those that survive, their exit contributes to the growth of the average unweighted productivity, pr t . The contribution of plants that exit to the covariance component, before the actual exit, is positive, since they account for relatively smaller shares of industry output. Their exit, reduces the covariance of productivity and output shares and lowers the aggregate productivity. The contributions of plants that exit to the two components of aggregate productivity are of comparable magnitudes, and therefore the total effect of exits on aggregate industry-level total factor productivity is very small.
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5.2 Plants in the balanced panel
Principal Component Analysis
For plants in the balanced panel, we use principal component analysis (PCA) to study the withinindustry variation in the joint output and productivity performance. 10 In the PCA framework, data on plant-level total factor productivity and output are regarded as curves or equispaced vectors.
Each plant in the balanced panel is characterized by two vectors:
(Y ) at time t and X i P (t) describes plant i's total factor productivity (P ) at time t, where i =
¤ and
¤ , represents the joint output and productivity performance for plant i.
The collection of heterogeneous output and productivity performances of plants in an industry can be summarized in terms of the industry-level average vectorsX Plant i's output and productivity performance can be decomposed into the industry average, X i0 , and a sum of orthogonal curves -the eigenvectors φ j -with uncorrelated amplitudes given by the plant's values corresponding to the J PCs ξ j . 
The magnitude and nature of plants contributions to aggregate productivity
We use the values of the first PC as an index of plants' contributions to aggregate productivity.
Not only does the first PC explain a large share of the total variation in plants' joint output and productivity performance, but also provides an accurate characterization of both the magnitude and the nature of plants' contributions to the growth of both components of the aggregate productivity index. To illustrate this point, in table 7 we show how the productivity and output performance, Columns (7) to (12) 
Export status and performance
The intra-industry heterogeneity in plants' productivity and output performance and concentration of output and aggregate productivity growth, on the one hand, and the sector-level heterogeneity - productivity and output performance as described by the first PC. Table 8 shows the coefficients of simple, sector-level linear regressions with productivity and output in 1993, and productivity and output growth between 1993 and 2000 as dependent variables and exporting status in 1993, on the one hand, and the dynamic exporting status, on the other hand, as independent variables. We present only the coefficients that are significant at 90% level of confidence. In 1993, before the implementation of NAFTA, exporting plants were larger but not 11 We recognize that the distinction we draw here between plants with different dynamic export status is dependent on the relatively short time span of the panel. This classification is simply a convenient description of the eight-year segment of plants' exporting history that we observed in the data set. We analyze two aspects of the relationship between plants' exporting activities and their joint productivity and output performance. First, we analyze the makeup of the groups of plants with best and, respectively, worst output and productivity performance, i.e., the probability distribution of the types of exporting activity conditional on the values of the first PC. Second, we estimate an ordered probit model to analyze how the probability of being in each one of the ten deciles of the first PC is associated with the type of exporting activity, i.e., the probability distribution of the values of the first PC, conditional on the type of exporting activity. Table 10 shows the estimation results for an ordered probit model with deciles of the first PC as dependent variable and plants' dynamic exporting status, share of skilled labor, share of imported inputs, capital intensity, and a binary variable that indicates foreign direct investment in 1993. In six out of eight sectors (food, textiles, wood, paper, chemicals, and machinery) the coefficients for plants that always export are positive and significant indicating these plants are more likely to be found among the plants with better output and productivity performance than plants that never export. In six of the eight sectors (food, textiles, wood, paper, chemicals, and glass) the coefficients for plants that begin exporting after 1993 and export continuously until 2000 (begin) are positive and significant. Controlling for exporting status, capital intensity, foreign direct investment, and the use of imported inputs are positively correlated with output and productivity performance. Both the use of imported inputs and foreign direct investment have positive and significant coefficients in food, chemicals, and machinery sectors, the three sectors with the largest output growth.
Using the estimates from the ordered probit model, we construct the average probabilities of being in each of the 10 deciles of the first PC, by plants' dynamic exporting status. Figure 1 shows the probability profiles by industry. The slope of the probability profile measures the heterogeneity of the performance of plants with a certain type of exporting activity. Flat profiles -uniform probability distribution across the deciles of the first PC -indicate a high degree of heterogeneity; higher positive (negative) slopes indicate relatively higher likelihood of superior (poor) output and productivity performance. Two patterns emerge from the eight panels. First, in all sectors, the probability profiles of plants with most types of exporting status fall within a narrow band (0.05 -0.15 probability), which indicates that productivity and ouptut performance of plants with similar types of exporting activity display strong heterogeneity. Second, plants with two types of exporting activity depart consistently from this pattern: plants that always export are relatively more likely to be found among the plants in the top decile and plants that exported in 1993 but stopped exporting (stop) are relatively more likely to be found in the bottom decile.
The heterogeneous performance of plants with similar exporting activity implies that the reduction in the costs of trade provided growth opportunity to larger and more productive plants irrespective of their export status. The success of plants that sell exclusively on the domestic market can have several explanations. The export-driven aggregate growth led to higher incomes and higher domestic demand, which must have played an important role in sectors like food, paper, and glass. Higher exports also meant higher demand for intermediary inputs produced by domestic plants in upstream industries. Finally, stronger import competition forced domestic plants to take steps to improve their productivity, and plants which were larger and more productive in 1993 were better positioned to implement efficiency enhancing measures.
While a subset of the exporting plants perform very well, the heterogeneous performance of plants with similar exporting activity provides an explanation why on average the productivity performance of exporting plants is not better than that of plants that never export. Several explanations could account for the poor performance of exporting plants during a period in which NAFTA and the exchange rate devaluation provided favorable exporting conditions. A fair amount of heterogeneity in the performance of exporting plants could probably be explained by purely idiosyncratic factors. A portion could also be due to the life cycle of the products -as products become obsolete, foreign demand declines forcing exporting plants to contract or exit the export market.
Finally, large sunk costs of exporting could create hysteresis of exporting activity. Exporting plants may prefer to incur temporary losses resulting from a decline in demand for their products rather than exit the foreign markets. Trade liberalization may mitigate this hysteresis effect. It may also attract more productive infra-marginal plants into exporting, thus shrinking the market for some of the less productive incumbents and forcing them to contract or exit the foreign market altogether. The complementary changes in export status and changes in export intensity, as well as the 26 simultaneity of entries into and exits from the export market and of intensification and reduction in exporting activity have been discussed in previous literature. Bernard and Jensen (2004) , find that 60 percent of the export growth is due to changes in exporting intensity at existing exporters, while Bernard and Jensen (1999) find that 15 percent of today's exporters will stop exporting next year and 10 percent of non-exporters will enter foreign markets. What we find more surprising is how intense exits from the export market and reductions in the exporting intensity remain even during periods of very favorable exporting conditions. In this respect, our results are consistent with those in Blalock and Roy (2007) , who find that a 2 to 1 devaluation in Indonesian rupiah caused substantial exit from the export market, exit large enough to offset the growth of exports at existing exporters and new entries.
Conclusion
Aggregate, industry-level total factor productivity has grown in all industries driven to a large extent by reallocation of output from the less to more productive plants. Previous literature has identified international trade -a catalyst of the reallocation process -as a major determinant of the aggregate productivity growth. In industries with heterogeneous plants and sunk costs of exporting, more productive plants self-select into exporting; a reduction in the costs of exporting forces least productive plants in the industry to exit the market, most productive non-exporting plants to enter export markets, and existing exporters to expand. Our results suggest a picture that differs in several important respects from these theoretical predictions. First, plant deaths contribute little to aggregate productivity growth. Plants that exit the market are selected among the least productive non-exporting plants, but their contributions to the unweighted average productivity component and to the covariance component are of opposite signs and similar magnitudes. Plants that exit the market are less productive than the surviving plants long before the actual exit. The "shadow of death," the relatively long period of contraction preceding exit from the market, makes the actual exit an event of little consequence to the aggregate industry performance.
Second, we find no evidence that plants that exported in 1993 were, on average, more productive than those that did not export and no evidence that plants with strong exporting performance between 1993 and 2000 were more productive in 1993 than those that never export in this period.
Plants that exported in 1993, especially those that continued to export until 2000, were larger to begin with and grew more than those that did not export, but since they were not, on average, more productive, their expansion could not lead to aggregate productivity growth.
Finally, we do find that strong exporting activity is associated with productivity growth at plant level, but this connection is shaped by strong plant-level heterogeneity. Aggregate productivity growth is concentrated in a small fraction of plants. These plants were larger and more productive in 1993, they grew faster, and, more importantly, became more productive between 1993 and 2000. The group of top-performing plants is very diverse -plants that exported in 1993 and export continuously through 2000, new entrants into the export market, but also a significant number of plants that never export -and the distribution of performance is remarkably uniform within the sets of plants with similar exporting activity. However, plants that export continuously between 1993 and 2000 and new entrants that export continuously through 2000 have consistently higher probability of being among the top-performing group than plants that never export. Other than exporting activity, we found that two factors related to integration into global markets are consistently correlated with strong output and productivity performance: the use of imported inputs and foreign investment.
These findings can be rationalized in the context of existing models of exporting decisions.
If there are significant sunk costs of exporting and if returns from exporting are uncertain, then large plants may be better able to absorb the sunk costs and incur the risks associated with entry into the foreign markets than smaller plants, even very productive ones. Exporting plants, on the other hand, may find it optimal to accept temporary losses generated by unexpected declines in foreign demand, rather than exit the export markets. This hysteresis effect implies that, at any given point in time, many current exporters may be less productive than current non-exporting plants and that among plants that remain in the export market the dynamics of the performance is very heterogeneous. The reduction in the costs of trade does not guarantee good performance for all exporting plants. Trade liberalization reduces the sunk costs of exporting. More productive infra-marginal plants begin exporting, reducing the market share of less productive incumbents and forcing them to contract. Lower foreign demand and lower opportunity costs of exiting the foreign markets induce least productive exporters to cease exporting.
The strong output and productivity growth following the introduction and NAFTA, the existence of plant-level productivity gains, and the fact that these gains are correlated with exporting activity, foreign investment, and use of imported inputs suggest that NAFTA has achieved its goals, and that integration into global markets, in general, helps plants move closer to the international productivity frontier. The concentration of output and productivity gains in a relatively small number of plants and the association between foreign investment and use of imported inputs and plant-level performance indicate that a significant share of the gains from NAFTA accrue to foreign-owned factors of production.
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Plants were added to the sample every year to replace the plants lost.
A.2. Imputation of capital stock
Capital stock is imputed using perpetual inventory method. The replacement value of capital stock provided by IC is the basis of the imputation procedure. Plants in the data set can be classified in three categories: plants present in both IC 1993 and IC 1998 , plants present in IC 1993 exit the sample before 1998, and plants which enter the sample between 1993 and 1998, present only in IC 1998. For all plants which were in present in IC 1993 we impute capital stock using the replacement value of capital stock in IC 1993 as a basis. For plants which were present in both IC 1993 and IC 1998, we compare the imputed value of capital stock in 1998 with the value of capital stock in IC 1998 to obtain deflators for each of the seven types of capital stock. Finally, for plants which initiated operations between 1993 and 1998, and were therefore present only in IC 1998, we impute capital stock by using the replacement value of capital in IC 1998, appropriately deflated, as basis.
The second ingredient of the imputation procedure is the rate of depreciation of the capital stock. We use IC 1998 information on capital stock, investment, sales of capital, and depreciation to calculate depreciation rates for five types of capital (excluding land), for 70 five-digit manufacturing sectors. For each firm we calculate depreciation rates for the five types of capital, then median rates for each of the five-digit sector are chosen. In calculating depreciation rates, it is important to consider the distribution of investments and sales of capital during the year. The precise timing of the investments taking place during one year is generally not known and assumptions are necessary (for example, one can assume that all investments take place at the beginning of the year, at the end of the year or are uniformly distributed during the year). The assumed timing of the investments determines the denominator of the depreciation rate and, hence, the size of the depreciation rate.
In this paper we assume both investments and sales of capital are uniformly distributed during the year.
Investments and sales of capital are the third ingredient of the imputation procedure. From AIS we extracted information on investments for two groups of capital stock types. First group pools together machinery, transportation equipment, computing and peripheral equipment, and furniture and office equipment, the second group contains and buildings and land. The first group is further divided into domestic and imported capital goods. For each of these three types of investment we use deflators constructed by Banco de Mexico.
The perpetual inventory method is applied to each type of capital. The total capital stock is computed by summing the values for the six types and an imputed value of the rented buildings obtained by multiplying annual rent by 10. Capital stocks at the beginning and at the end of the year were calculated. In the estimation we use the average capital stock in a given year.
A.3. Estimation of the production function
We estimate industry-specific production functions using a modified version of the approach introduced by Olley and Pakes (1996) in which the investment function is replaced by intermediate input demand. In this paper we use demand for electricity which, arguably, provides the best instrument since few firms produce electricity and electricity cannot be stored.
Consider the production function of firm at time t:
where y it is log value added, s l s it is log of skilled labor, l u it is log of unskilled labor, k it is log of plant's capital stock, ω it is the level of plant specific productivity, and ε it is white noise. A firm's private knowledge of ω it plays a role in both exit and input choice decisions. Firm's demand for electricity is:
Under monotonicity conditions, the demand function can be inverted,
Replacing ω it , (1) becomes:
where
In the first step we use OLS to estimateβ s andβ u in (2) where φ (e it , k it ) is represented by a polynomial expansion in e it and k it . Using the coefficient estimates at the first step, we calculate
To address the selection bias problem, firm's exit decision is specifically modelled. Writing the realization of the new productivity shock as a sum of a forecasted component and an idiosyncratic
A firm is observed only if the realization of productivity is above a certain threshold. The firms 35 exit decision is then represented by:
Incorporating the exit decision, (3) becomes:
The second estimation step is then:
We use a polynomial expansion for g,
it and non-linear least square to estimate (4).
Finally, using the coefficient estimates from the two steps of the estimation, we calculate total factor productivity asω 1993-1994 1994-1995 1995-1996 1996-1997 1997-1998 1998-1999 1993 1994 1995 1996 1997 1998 1999 2000 1993- Note: Numerical entries are ordered probit coefficients, significant at 90% confidence level. "n.s." indicates the coefficient is not significant at 90% confidence level. Decile of first PC Always
