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ABSTRACT
In microsurgery, lasers have emerged as precise tools for bone ablation. A challenge is automatic control of
laser bone ablation with 4D optical coherence tomography (OCT). OCT as high resolution imaging modality
provides volumetric images of tissue and foresees information of bone position and orientation (pose) as well as
thickness. However, existing approaches for OCT based laser ablation control rely on external tracking systems
or invasively ablated artificial landmarks for tracking the pose of the OCT probe relative to the tissue. This
can be superseded by estimating the scene flow caused by relative movement between OCT-based laser ablation
system and patient.
Therefore, this paper deals with 2.5D scene flow estimation of volumetric OCT images for application in
laser ablation. We present a semi-supervised convolutional neural network based tracking scheme for subsequent
3D OCT volumes and apply it to a realistic semi-synthetic data set of ex vivo human temporal bone specimen.
The scene flow is estimated in a two-stage approach. In the first stage, 2D lateral scene flow is computed on
census-transformed en-face arguments-of-maximum intensity projections. Subsequent to this, the projections are
warped by predicted lateral flow and 1D depth flow is estimated. The neural network is trained semi-supervised
by combining error to ground truth and the reconstruction error of warped images with assumptions of spatial
flow smoothness. Quantitative evaluation reveals a mean endpoint error of (4.7± 3.5) voxel or (27.5± 20.5) µm
for scene flow estimation caused by simulated relative movement between the OCT probe and bone. The scene
flow estimation for 4D OCT enables its use for markerless tracking of mastoid bone structures for image guidance
in general, and automated laser ablation control.
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1. DESCRIPTION OF PURPOSE
Current minimally invasive cochlear implantation (MICI) techniques involve removal of the temporal bone by
drilling, which demands high accuracy, as the approach to the inner ear passes sensitive structures.1,2 However,
drilling can cause unintended damage to healthy tissue due to frictional heat or application of mechanical stress
to delicate structures. A promising alternative to this is the use of surgical lasers for contactless bone ablation in
MICI, especially for the final step of bone removal, i.e. cochleostomy or extending the round window niche.3 In ex
vivo experiments the laser cochleostomy was done under monitoring with optical coherence tomography (OCT),
which not only allows lateral control of the laser ablation with micrometer accuracy, but also supplies residual
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Figure 1. (a) Setup for ablation laser OCT setup. (b) The relative movement between AL-OCT system and tissue has to
be considered for automated high accuracy laser bone ablation.
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Figure 2. Basic structure of the proposed tracking scheme. Both the flow CNN and the depth CNN consist of a multi-stage
pyramidal network as visualized in Fig. 3.
bone thickness measurements in depth.4 The OCT information is highly valuable as it allows the prevision of
sub-surface (risk) structures, which can be used to safely deactivate the laser beforehand. Damaging false tissue
in cochlear implantation can cause loss of residual hearing ability or malfunction of the nervus facialis and corda
tympani, which can lead to facial paralysis or loss of taste.
The spatial control of the laser requires intraoperative navigation and registration from OCT to ablation
laser and OCT to patient.5,6 In addition to the use of external optical navigation, which makes the process even
more complex, OCT itself can be used as high-precision navigation system for tracking relative motion between
the laser target area and the joint system consisting of ablation laser and OCT (AL-OCT). OCT as optical
tracking system has already been addressed. However, the existing approaches either need artificial markers or
the use of error-prone hand-crafted features.7,8 Artificial landmarks were created with the laser into the bone
structure for tracking purpose.9 Besides the invasiveness of this method, fixed landmarks have the disadvantage
to get out of sight or change morphologically during necessary bone removal. Therefore, this paper addresses
the problem of tracking relative movement between an OCT acquisition probe and mastoid bone structures. We
present a method for markerless 2.5D voxel displacement (scene flow) estimation on 4D OCT images based on
convolutional neural networks (CNN).
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Figure 3. Overview of a 3-stage pyramidal network for 2.5D optical flow estimation, which is inspired by SPyNet.12 The
network G0 estimates initial flow using the images with lowest resolution. At the subsequent pyramid stages, Gs compute
residual flow vs with regard to the upsampled previous one. After the last stage, the final flow V S is obtained.
2. METHODS
Convolutional neural networks have recently shown superior performance in processing OCT images, for example
by identifying medical diagnoses on retinal OCTs with human performance10 or in pose estimation with microm-
eter accuracy.7 CNNs have also lead to state-of-the-art performance in estimating 2D pixel displacements on
subsequent camera images (optical flow).11 Therefore, the approach proposed in this study extends CNNs for
optical flow estimation and applies them to 4D OCT data for estimating voxel displacements over time.
An overview of the implemented workflow is shown in Fig. 2. Two subsequent OCT volumes It and It+1
are fed into separate branches of the tracking scheme. In the first step, en-face depth maps using arguments-of-
maximum intensity projections (arg-MIP) are calculated for each of the volumes by projecting the depth values
of the maximum voxels along parallel rays onto image planes, yielding zt and zt+1. These depth maps can be
interpreted as concise 2.5D representations of the original input volumes. In order to compensate for depth
changes between the two volumes, which will be considered by a second CNN later, the non-parametric census
transform is applied to the depth maps, which results in zct and z
c
t+1. Both subsequent representations z
c
t and
zct+1 are then used for semi-supervised training a CNN F , which estimates the dense planar optical flow between
them. The predicted 2D flow [∆x,∆y] is used to warp zt onto zt+1, resulting in zˆt+1. After that, zˆt+1 and zt+1
are fed into a second CNN D with similar architecture to F , which estimates depth flow [∆z]. The results of F
and D are concatenated to form the final output, which is referred to as 2.5D flow field V = [∆x,∆y,∆z] with
respect to the input volumes.
2.1 Voxel displacement estimation
The 2.5D flow field describes voxel displacements and changes in depth V = [∆x,∆y,∆z] between two concise
representations of successive OCT volumes, which is also referred to as scene flow .13 In order to estimate the
2.5D flow field, a modified SPyNet architecture is used (see Fig. 3).12 The original SpyNet was designed to
estimate optical flow between a consecutive pair of camera images and it comprises a coarse-to-fine pyramidal
approach for estimating large motions, similar to the pyramidal Lucas-Kanade method.14 It consists of multiple
autoencoders Gs, which estimate the residual optical flow vˆs at different scales s of a scale pyramid of input
images Ist and I
s
t+1. An image pyramid is built upfront by downsampling the input images to half size several
times, where d denotes the downsampling process and u denotes the inverting (upsampling) operation. The flow
estimation at the highest stage s = 0 (smallest image) is used to warp I0t onto I
0
t+1, yielding Iˆ
0
t+1. Iˆ
0
t+1 is then
upsampled to the next scale and, together with I1t+1, fed into G
1, which estimates the residual flow on this stage.
The complete flow estimation
Vˆ s = vˆs + u
(
Vˆ s−1
)
(1)
is computed by combining the residual flow vs and the upsampled flow from the previous stage. This is repeated
for all scale stages until we obtain complete flow V S at full resolution.
We use the ErfNet autoencoder architecture for Gs.15 The network consists of a repeating basic module,
which splits its input into two branches. The main branch performs three convolutions with batch normalization
and spatial dropout. The outer convolutions reduce and increase the number of feature maps respectively,
forming a “bottleneck” around the inner convolution. Additionally, the convolutions are factorized into 1D
convolutions. The side branch just copies the input, which acts as a shortcut to the main branch. The resulting
layers drastically reduce computational cost and the number of parameters. Similar to the connections in the
ResNet,16 information can pass through the long-range connections, which avoids forming a data bottleneck.
Training of the flow field estimation network is done for every scale stage independently by utilizing a semi-
supervised loss function L described below. All stages of the pyramid are trained individually until convergence.
2.2 Census transform for depth invariance
In order to compensate for depth differences between two input arg-MIPs of flow CNN F , the non-parametric
census transform is employed, which is briefly revisited in the following.17 The census transform is a kernel-based
intensity order descriptor and is invariant to global intensity changes (which arg-MIPs correspond to at depth
changes). Every pixel of an image is represented by a binary vector, which encodes the spatial relationship of a
center pixel with respect to the gray values of pixels in a local neighborhood. Considering the 8 neighbors of a
reference pixel in a 3 × 3 neighborhood, every bit of the 8 bit binary vector encodes, which pixel has higher or
lower intensity. The census transform allows for separable lateral and distal voxel flow estimation as described
above. We implemented the census transform as layer operation for the machine learning library PyTorch 1.0
and published it as open source code.∗
2.3 Semi-supervised loss function
The proposed method is trained using both supervised and unsupervised criterions. First, the ground truth flow
v from the semi-synthetic dataset is used and the endpoint error (EPE) loss LE(vˆ,v) is calculated. Ground
truth flow for higher stages (smaller images) is calculated by downsampling the ground truth flow from full
resolution. Second, a reconstruction loss Lr(zˆt+1, zt+1) is employed to maximize similarity between the second
arg-MIP zt+1 and the first arg-MIP zˆt+1 warped onto the second one. This encourages the reconstructed image
to have similar appearance to the corresponding input image. Third, a smoothness loss Lσ is used to encourage
estimation of smooth flow.18 The final loss function used to train the proposed method is
Ls = αLsE + βLsr +
γ
2s−1
Lsσ . (2)
Loss Ls is computed at each scale s, resulting in the final training loss L = ∑S−1s=0 Ls. The loss weights were
empirically set to α = 1.0, β = 0.5 and γ = 0.5.
∗github.com/mlaves/census-transform-pytorch
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Figure 4. (a) Ex vivo human temporal bone with millimeter scale used for data set generation. (b) Volume rendering of
different unique OCT acquisitions of ex vivo temporal bone. (c) En-face arg-MIP of an example OCT. (d) Example of
adjacent image pair from generated ground truth flow and related census transformed image zc. The normalized values
of the 2.5D flow vectors are visualized as RGB image.
2.4 Semi-synthetic dataset
A data set of four unique 3D OCT acquisitions with different poses were created by placing ex vivo human tem-
poral bone specimen (see Fig. 4 (a–b)) on a 6-axis hexapod robotic platform (H824, Physik Instrumente GmbH
& Co. KG, Karlsruhe, Germany). The OCT volumes were acquired with a swept-source OCT (OCS1300SS,
ThorLabs Inc., lateral resolution 12 µm). The scan dimensions are equally set to 3 mm for each spatial direction
with a resolution of 512 voxels. This results in isotropic voxels with an edge size of 6µm. Ground truth anno-
tations for medical image data are difficult to obtain and are still an open problem,19 especially for volumetric
optical flow. Therefore, we address this problem by generating warped image pairs with ground truth 2.5D
displacements, which is common practice in 2D optical flow estimation, where various synthetic data sets exist.20
Random affine transformations were applied to the arg-MIPs (Fig. 4 (c)) of each of the OCT acquisitions with
translations t ∼ N (0,diag(δ)) with δ = 0.15·512 voxel along all spatial axes and rotations ω ∼ N (0, 0.25) radians
around the vertical axis (see Fig. 4 (d)). This simulates relative movement between the OCT probe and the
specimen. Additionally, Gaussian noise were added to the pixel intensities of the warped arg-MIPs with µ = 0
and σ = 0.1. Each unique OCT is augmented to 1024 pairs of input images, which results in a total of 4096
image pairs. We used 2048 image pairs from the first two OCT acquisitions as training set, and 1024 image pairs
each from the third and fourth OCT for validation and testing, respectively. In doing so, the validation set and
the test set each contain images from OCT acquisitions that are not included in the training set.
3. RESULTS
Quantitative results are shown in Tab. 1. As accuracy metric, we use the popularly accepted endpoint error
(EPE) between predicted and ground truth flow. To generate the results, we trained the presented approach
semi-supervised with S = 4 scale stages on the training set for 200 epochs. The weight configuration with
the lowest loss value on the validation set was chosen (early stopping). In order to compare to state-of-the-art
methods, we trained FlowNetS and FlowNetC in the exact same manner.19 Our approach yields best results
with a mean EPE of 4.7 voxel on the test set, compared to FlowNetS with 8.0 voxel and FlowNetC with 7.5 voxel.
Figure 5 shows qualitative results for two sample pairs. All methods are able to correctly estimate 2.5D flow and
show minor miscalculations at object boundaries and depth discontinuities. FlowNetS has the lowest inference
time of 8.4 ms. With an inference time of 17.8 ms, real-time processing of data from current high-speed OCT
EPE 4.25EPE 10.59 EPE 13.75
EPE 4.22EPE 7.56 EPE 4.84
It It+1 ground truth FlowNetS FlowNetC ours
Figure 5. Qualitative results of our method compared to FlowNetS and FlowNetC.
devices with rates of more than 25 volumes/s is also feasible with our approach. Additionally, with a model size
of 33.5 MiB (8,252,664 parameters) and memory footprint during inference of 707 MiB, compared to FlowNetS
with model size of 156.8 MiB (39,172,880 parameters) and memory footprint of 1207 MiB, our method is more
likely to be deployable to embedded medical devices.
4. CONCLUSION
Dense 4D scene flow is important for utilizing 4D OCT as an intra-operative modality for image-guided procedures
such as laser bone ablation in minimally invasive cochlear implantation. Current state-of-the-art high-speed OCT
devices operate at 25 volumes per second21 and the computational complexity of directly estimating volumetric
scene flow were limiting its potential.22
In this paper, we presented an approach for estimating 2.5D scene flow of 4D OCT by using concise arg-MIP
representations. The lateral and distal components of the scene flow are calculated subsequently by separating
lateral and distal motion using the census transform. Next, a deep CNN in a pyramidal structure is used
to estimate residual scene flow in a coarse-to-fine approach. By training the pyramid levels individually, the
presented method provides superior results compared to FlowNetS and FlowNetC. We achieved a mean endpoint
error of 4.7 voxel on the test set, which corresponds to an error of 27.5 µm. Our method therefore enables 3D OCT
as a high-precision image-guidance tool that can operate faster than OCT acquisition rate (17.8 ms per volume).
LEPE
time [ms]
training set validation set test set
FlowNetS 3.9± 1.0 (3.7) 5.4± 1.9 (4.9) 8.0± 3.7 (6.9) 8.4
FlowNetC 5.2± 1.4 (5.1) 6.4± 1.9 (6.1) 7.5± 3.2 (6.5) 10.8
Ours 3.3± 2.5 (2.7) 3.5± 2.0 (3.0) 4.7± 3.5 (3.8) 17.8
Ours (unsupervised) 3.6± 1.8 (3.0) 4.1± 1.9 (3.5) 6.0± 4.2 (4.7) 17.8
Table 1. Mean (median) endpoint error in voxel compared to FlowNetS and FlowNetC.19 Inference times were measured
on a GeForce GTX 1080 Ti (Nvidia Corp., Santa Clara, CA, USA). Bold values denote best results.
We envision, that the level-wise training of the pyramidal approach also makes unsupervised training feasible.
This is particularly important for training the method on real, non-synthetic data, since the generation of the
ground truth in this case would require an error-prone hand-eye calibration. In future work, laser experiments
will be conducted on ex vivo specimens while the presented approach will be used to track and compensate
relative motion between the laser-OCT system and the specimen.
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