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A FORLSTRY APPLICATION SIMULATION 
OF ~tAN -MAChINE TECW,IQUES FOR 
ANALYZING R~MOTELY SENSED DATA 
by John Berkebile, James Russell and Bruce Lube 
This publication is designed as a simulation to carry 
you through the typical steps in the analysis of relllotely-
sensed data for a forestry applications example. The example 
uses numerically-oriented pattern reCoBnition techniques and 
emphasizes the man-machine interaction. 
PRhRliQUISI1'ES 
The intended audience for this simulation isp~rsons who 
have experience in forestry and a basic background in remote 
sensing. The remote sensing background can be gained by means 
of the following educational materials ~ thei]: equivalent: 
LARSYS Educational Package 
Unit I An Introduction to Quantitative Remote 
Sensing 
Unit II LARSYS Software System: An Overview 
Fundamentals of ReJllote Sensing Minicourse Series 
Remote Sensing: What is it? 
The Physical Basis of Remote Sensing 
Applications of Remote Sensing in Forestry 
The principles and techniques described in this simulation 
apply to numerical analysis procedures in general. LARSYS is 
presented as just one example of a numerical analysis system 
and is used as the software system for data analysis in this 
simulation 
ii 
PREFACE 
The purpose of this simulation is NOT to train you to be 
an analyst, but instead to give you an overview and understanding 
of how forestry data are analyzed. Our purpose here is analogous 
to teaching you 110w your automobile operates, but not teaching 
you how to repair it. 
It should be pointed out· that the experience of the analyst 
is a very important fa~tor in the man-•• chine interaction 
described in this simulation. John Berkebile who generated this 
analysis has had a-forestry background and over. 2 liZ years of 
,xperience with computer-aided analysis of aultispectral data. 
GHNERAL ,OBJECTIVE 
Upon coapletion of this simulation, you should be. able to 
describe the sequential process of analyzing remotely-sensed 
forestry dat~ using numerical analysis techniques. Your 
description should include the nature of the interaction between 
man (analys~) and machine (computer), and the product (results) 
of each step in 'the process. 
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OVERVIEW 
The numerical analysis of remotely sensed data is a 
dynamic process which requires an interaction between man 
(analyst) and machine (computer). The process is both an 
art and a science, relying upon judgements and insights by 
the analyst as well as a documented technology of remote 
sensing analysis. A typical analysis sequence is shown in 
Figure 1, facing page. Even though it is shown here as 
basically a linear process, all of the steps are 
interconnected. At any step in the analysis, interpretation 
of the results ~f that step can lead the analyst to conclude 
that he should go back to a previous step and revise his 
procedure. For simplicity only the most commonly followed 
analysis sequence is shown. 
Remote sensing techniques allow you to "survey" large 
areas with a minimum amount of time and cost. The computer 
can be "trained" to produce general land use maps as well as 
general forest cover maps. Even finer breakdowns of cover 
types may be achieved, such as timber stand maps, although 
mapping reliability is lower for these relative to general 
land-usu maps. Foresters have used computer-aided analysis 
of multispectral scanner data to delineate the areal extent 
and boundaries of recent forest fires (Hitchcock and Hoffer, 
1975)1, to map detailed timber categories like aspen, 
ponderosa pine and Douglas fir (Fleming, et. al., 1974), to detect 
tree stress (Heller and Alrich, 1969),and many other applications~ 
The first step is to state the analysis objectives. To 
do this, you must determine the geographic area of interest, the 
general cover types and the nature of the application to which 
the results will be ,applied. An additional component which is 
often included in the analysis objective is the expected 
classification accuracy for initial estimates of timber resources. 
An example would be to "determine the percentage of Hoosier 
National Forest in each of these cover types: conifers, hard-
woods and other with 85\ accuracy". 
Next, the remotely-sensed data are correlated with the 
available reference data. The multispectral-scanner data may 
be from aircraft or satellites, such as LANDSAT. The reference 
data might include USGS topographic maps (quad maps), stand . 
compartment type maps and related information, aerial photographs, 
U.S. Forest Service land-use maps and actual ground observations. 
Each LANDSAT satellite covers the entire earth every eighteen 
days, so the analyst can most generally choose the time of the 
year most suitable for mapping the cover types of interest. 
The analysis sequence described in this simulation uses LANDSAT 
data. 
ISee Bibliograpby in Appendix C, page 73. 
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The training areas are then selected. The training areas 
contain typical examples of each cover type of interest and 
are supplied to the computer in order to "train" it to classify 
unknown data points. There are some general selection criteria 
to aid the analyst in choosing training areas, but successful 
training area selection relies heavily on the analyst's previous 
experience and knowledge of the areas being studied. 
\fuen training areas have been selected, the next step is 
to use a computer processor (algorithm) called CLUSTER on each 
of the training areas individually. The CLUSTER processor""'1:iS'es 
. information from more than one channel, or wavelength band, to 
produce a single computer-generated image. Since more information 
is used, the boundaries of ground features and cover types are 
usually more distinct on images produced by the clustering process 
than on a single-channel image. 
After clustering, obtaining statistics, and classifying 
each of the training areas, the anlayst looks at the output 
to see what each spectral class of the training areas represents. 
The spectral classes are groups of data points with similar 
spectral values (brightness levels). Aerial photographs 
and other reference data aid the analyst in making these 
associations between spectral classes and various cover types. 
On the basis of the spectral separabilities and the known 
cover type information, the spectral-information classes may be 
pooled (merged together) or deleted. The spectral classes that 
are informationally and numerically similar (i.e. spectrally 
inseparable) are combined, while the spectral classes that are 
a mixture of two cover types (such as pasture and forest) may 
be deleted. The analyst should go back to his analysis 
objective(s) to help him decide which classes to combine and 
which to delete. 
To check how well he did in the pooling and deleting of 
spectral classes, the analyst then classifies all the training 
areas together as a sinszle unit. lie then looks at the 
classification maps and compares them with other reference 
data. This step along with the output of the computer allows 
him to predict the probable accuracy to expect when he 
classifies the total planning unit. 2 
With the output from classifying the training areas as a 
single data set, the analyst must predict if the trainir.g areas 
selected are. going to allow him to meet his objective(s) when 
he classifies the total area under consideration. Will the 
classification yield the stated accuracy? Are all cover types 
2Each National Forest is divided into several planning un~ts which 
exhibit uniformity of elements considered to be locally important 
to resource production or protection. Such units usually vary 
between 40,000 and 150,000 acres in size. 
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adequately represented? If not, he must go back to previous 
steps as shown by the arrows on the right side of the flowchart 
in Figure 1. If possible, he may merely go back te'pool and/or 
delct~'again. In osome cases, he might go back and reselect the 
training areas. lIe may even need to go back to the beginning 
and restate his analysis objectives. 
When he is satisfied with the classification data from the 
combined training areas, the analyst instructs the computer to 
classify the total area. Using pattern recopnition algorithms, 
the spectral responses of each data point are "compared'.' to the 
trainin~ sample for each class, and the point is assigned to the 
"most likely" or most similar class. The output after this step 
can be naps and data tables showing acreages (hectares) for the 
mapped cover types. 
As indicated earlier, numerical analysis of multispectral 
scanner data is a dynamic process with each step providing feed-
back to the previous step. For simplicity, the process is 
shown here as a linear sequence. In reality, the analyst has 
all steps in mind before he actually begins an analysis. lie 
may also refer back to previous steps and modify his procedure 
as the analysis continues. 
Now that we have looked at an overview of the entire process, 
let's go back and look at each step in more detail. You will 
want to refer frequently to Figure 1 to keep in mind exactly 
where you are during the discussion of the numerical analysis 
process. 
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Figure 2 A forester in the initial stage, writing his analysis 
objectives for a particular planning unit. 
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STATING ANALYSIS ODJECTIVES 
-.------------------------------------------------~--- ----.---
Upon completion of this section, you should be able to: 
1. List the four usual components of an analysis 
objective. 
2. Write an analysis objective of your choice 
incorporating these four components. 
--------------------------------------------------------------
The first and one of the most important steps in the 
numerical analysis process is stating the analysis objective(s). 
What is the purpose of using the remotely-sensed data? What 
are you interested in doing? What information do you need? 
The analyst may desire an estimate of timber production. 
If so, his objective night be: 
"Estimate wood production with 85' accuracy in the 
Mark Twain ~ational Forest using the following types 
of maps: cover type maps which inventory the present 
stand, slope-aspect maps which improve the accuracy 
of production estimates since slope and aspect 
strongly affect production, and density class maps 
which aid in estimating percent stocking." 
The output will aid in deciding which stands are top priority 
for intensive timber mangement. If he's interested in w~ter­
shed planning, the forester might want to: 
"Generate type maps which aid watershed management in 
the Wcnatche National Forest by giving better estimates 
of water runoff and sedimentation rates." 
This information is valuable in locating and protectin~ impound-
ments and wetlands. Providing the proper environment for wild-
life might be the forester's concern: 
"Locate suitable cover types and wetlands (habitat 
diversity) for wildlife species in the SUp'erior 
National Forest as an aid in manaling wilalife 
openings and waterholes." 
Forest fire protection might be aided if one ~an: 
"Produce a potential fire hazard map which integrates 
the slope and aspect in the Sequoia National Forest 
to assess the rate a fire will spread (fuel type and 
quantity) and the proportion of the drier aspects 
present with 80' accuracy. 
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Figure 3 A grayscale printout of LANDSAT data showing the 
Brownstown District or the Hoosier National Forest. 
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This information will aid in making decisions as to crew size 
anu placement during the fire season. 
The essential components of an analysis objective are: 
Location What portion of the earth's surface is of 
interest? It may be a relatively small area (several 
hundreu acres using airborne multispectral scanners) 
or a relatively large area (thousands or millions of 
acres using multispectral scanner data from satellite-
borne systems). 
Cover Types What types of ground cover are of interest 
to you? Only forest types such as deciduous, conifers, 
or brush land? Or are you interested in water, 
agriculture, pasture, barren land and snow cover? 
Applications How will the analysis output be used? 
To predict volume of growth? Extent of uisease? A 
cover type map for acquistion planning? Fire control 
plannin~? Or recreational and wildlife potential? 
Classification Accuracy How accurate must the 
classification be in order to be of help to you? 
Is 65t close enough or do you need to have 
approximately 90\ accuracy? The level of accuracy 
will depend upon the level of mapping detail, time of 
the year data were collected, analyst training and 
skill, particular region being mapped, and other 
variables. 
... 
There are often two levels of objectives. The management 
objectives are more general and provide the overall purpose of 
the forester's study of a given area. These objectives primarily 
have to do with management decisions that affect the resource 
base and guide our use of the land. The ultimate goal is to 
achieve the proper balance of the following mUltiple uses: 
(1) timber, (2) water, (3) wildlife, (4) forage and (5) recre-
ation. 
"Locate fire hazard areas such as timber sale areas, 
brushland, and broomseuge fields and non-burnable areas 
such as cropland and pasture in order to make decisions 
concerning fire crew size and placement during the fire 
season." 
The analysis objectives are more specific and express the 
extent of the information and data needed for a specific 
project. Here are two analysis objectives which will be used 
in this simulation: 
t ,Mh. ....Aj 
'> ,. ~!-- .. 
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"Produce a detailed classification of the Brownstown 
District of the Hoosier National Porestl using computer-
assisted analysis of LANDSAT-l data. The cover types 
to be mapped are: various water classes, pasture. 
cropland, brushland, slope and bottomland deciduous, 
ridgetop deciduous, sparse deciduous, conifer and 
cultural (urban-suburban)." 
"Produce a general land use classification of the sue 
area using the following classes: water, pasture, 
cropland, brushland, conifer, hardwood and cultural." 
Self Check2 
I-A.Naae the four components of an analysis objective. 
I.B. Write an analysis objective that would be useable 
for you in solving a forestry problea. 
IA arayscale of LANDSAT data from the Brownstown District of 
the Hoosier N.tional P~relt is shown in Pilure 3, pa,e 6. , 
ZAnswers to all Self-Checks are liven in Appendix B. 
/-
I. 
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SECTION II ACQUIRE DATA 
--------------------------------------------------------------
Upon completion of this section, you should be able to: 
1. Identify two sources of multispectral scanner data 
for forestry analysis. 
2. State the importance of high quality multispectral 
scanner data. 
3. Describe three data idiosyncrasies which might 
hinder analysis. 
--------------------------------------------------------------
Once the analysis objectives have been stated, you must 
acquire the remotely-sensed data which will be used for 
numerical analysis to meet your objective(s). There are 
basically two general types of multispectral data -- satellite 
and aircraft. The data distribution center for LANDSAT data is 
the EROS Data Center in Souix Falls, South Dakota. The data 
are available in the following formats: ' 
Photo products such as 
70mm negatives and positives, 
9 x 9 negatives, positives and color composites 
various size prints in black & white and color 
Computer Tapes 
, " 
If aircraft data are desirable, there are companies such 
as Environmental Research Institute of Uichigan (tRIM), Park 
Aerial Surveys, Photographic Surveys, Mark l1urd Aerial Surveys, 
and Aero Service which contract to provide such data. Aircraft 
data, though generally more expensive than satellite data, 
provide the advantage of being able to select a specific data 
format (type and scale) at a time when there are no clouds to 
interfere with the data collection over the area of interest. 
In all cases the type of data desired and the time of the 
year for data colle,ction are determined on the basis of the 
stated analysis objectives. For example, when classifying 
certain types of ground cover or different timber types, you 
may find that they are most distinct (spectrally) at specific 
times of the year. For many areas, you would not attempt to 
classify deciduous forest cover types during the winter month •• 
When acquiring elata, you must be concerned about data 
quality. A preliminary evaluation of digital data can be made 
by inspecting imagery created from the data tapes. This type 
of imagery can be obtained from the data distribution centers, 
such as BROS, which supply digital data tapes and images. 
*-'i14!"\!!I(t 
i 
- 10 -
Figure 4 A computer operator mounting a digital tape 
containing satellite gathered, multispectral 
data covering the entire planning unit. 
Figure 5 An example of clouds and their shadows. 
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Gross data characteristics, including haze, cloud cover 
and snow cover, will be appar~nt in digital display images or 
grayscale printouts. See Figure 5. Clouds can significantly 
decrease the usefulness of a data set. The presence of snow 
can be a limitation in data analysis if the cover types of 
interest are under the snow. 
Sometimes "striping" will occur in the imar.e. This 
undesirable effect is due to a defect in the scanner system. 
In the LANDSAT scanner system, six lines are scanned 
in each wavelength band every time the mirror oscillates. A 
separate set of detectors is used for each of these scan lines. 
If these detectors and their electronics are not properly 
matched or calibrated, the striping effect is noticeable in 
the imagery. A dramatic example is shown in Figure 6. 
Fir,ure 6 Striping effect in imagery. 
~.,. ~" .." -. - ~. - ~ ~. ~ ~ ~ -, . 
. . ~ ,,'," , ~ 
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The following table shows the mean and standard deviation 
for the output of each six detectors in channel lover the 
whole frame. 
Detector 
1 
2 
3 
4 
5 
6 
Mean 
21.9 
21.8 
7.0 
21.5 
20.9 
21.9 
Standard 
Deviation 
3.21 
3.07 
1.52 
3.13 
3.11 
3.03 
Notice that the mean value for detector 3 is very low compared 
to that of the other detectors. Apparently a malfunction 
accurred in the detector electronics, resulting in the striping 
shown in Figure 6. Sometimes a bad data line may go across the 
image just once (one stripe). It is caused by data collection, 
transmission or data processing errors but affects only one or 
even just part of a data line. These are just a few examples 
of the data quality problems which may face the analyst when he 
uses remotely-sensed data. 
Self-Check 
II-A. Name two sources of multispe~tral scanner data available 
for forestry analysis. 
II-B. State why high quality multispectral scanner data is 
importan·t to an analyst. 
• 13 -
II-C. List three data quality problems which could cause 
problems for the analyst. 
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Figure 7 Part of an infrared aerial photograph taken at 
approximately 60,000 feet showing a portion of the 
Honroe reservoir, the shoreline and part of the 
lIoosier National Forest. The white patch in the 
upper left corner is a cloud. The area inside the 
lines is a training area of interest in this 
simulation. 
SECTION III 
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CORRELATe TlEHOTELY SENSED DATA 
WITII 
REFERENCE DATA 
Upon completing this section you should be able to: 
1. Name three types of reference data that can be 
correlated with remotely-sensed multispectral data. 
2. Select one or more of the reference data types to 
meet your analysis objective(s) stated in the previous 
section. 
Data collected by multispectral scanners are either stored 
on tape or transmitted to the ground by telemetry. This is 
"raw" numerical information which can be used to train the 
computer to recognize certain data values as specific cover 
types which are of interest. There are several tools available 
to assist the analyst in accurately training the computer. 
One aid that is extrepely useful, if available, is aerial 
photography. Four types of film are commonly used: Black-and-
white, black-and-white infrared, color and color infrared. 
Each type of film has unique characteristics which would make 
it more or less useful. Color infrared is often preferred for 
data collection at high altitudes because of its haze 
penetration quality. Both infrared films are useful for 
enhancing differences between vegetation types. Photographs 
are usually taken at altitudes below 60,000 ft. (See Fipure 7) 
Naturally, the nearer the earth's surface the better the scene 
resolution, but the smaller the area covered by each photographic 
frame. A scale compromise should be made at this time producing 
sufficient detail for complete interpretatio~ but not so much as 
to make correlation with LANDSAT data difficult (i.e., it would 
take too many photographic frames to cover a large area). 
A second aid wh~ch can provide valuable information are 
USGS quadrangle maps,especially those containing U.S.F.S. data 
such as compartment maps. If the numerical output and the quad 
maps are similar in scale, a simple overlay technique can be 
used. (See Figures 8-10, pages 17-19) This process involves 
placing the computer printout of the area containing the cover 
type(s) of interest on top of the quad map and penciling in 
approximate borders for the training areas. 
A third type of reference data involves direct ground 
observation by someone trained to observe the proper ground 
features which are of interest to the analyst. A fourth is 
type maps produced by a combination of the first three previously 
mentioned reference data materials. 
/ 
Figure 8 
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r 
The border of a Forest Service stand 
drawn on transparent cellophane, "A". 
Land Use and Cultural Feature map of 
"li". An overlay of the two, "C". 
/"'. . 
r 
, . 
compartment map 
A Forest Service 
compartment 132, 
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3' 
Figure 9 Using the Forest Service Land Use and Cultural Feature 
map, "A", an analyst can also overlay aerial photo-
~raph centers, "B", to combine reference data for 
correlatin~ with computer printouts, "C". 
Figure 10 
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Illustration "A" shows the outline of stand compartment 
132 on a computer printout. (At this point in the 
analysis, either a cluster map or printresults map 
would be used.) "B" is a forest cover type map of 
compartment 132. "e" is an overlay of "B" on "A". 
""the 
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Any of these singly or in combination, can be used to 
establish representative information for training the computer 
to recognize the numerical scanner data as specific cover 
types. See Figure 11. For more information concerning 
correlating importance, see LARS Information r:ote 120371, 
The Im~ortance of "Ground Truth" Data in Remote Sensing, by 
Roger . Hoffer-.- ----- --
279 
280 
281 
282 
283 
284 
285 
2d6 
287 
2B8 
289 
290 
291 
292 
293 
294 
295 
29b 
297 
298 
299 
30,: 
30t 
302 
303 
304 
305 
306 
307 
308 
309 
310 
311 
312 
Fi~ure 11 
11111111111111111111111111111111111111111111111 
'555555566666666667777177/77B88888888899g99q~~9 
£345b789G1234561890123456189u12345618901234~618 
=- = 11/-- 11-=--=---=---=1 -II 
-- -=11/-- -1--= =----=---1------= 
=-1- -- 1*1=-- == -1=-1--- -11-----=-
1=11- 1* **- -- -=--1- =- 11-==--=1----
I=I---=Z~ll=-- -1=------ 1- --==- --111= 
ZII--/ZZZ/- - -===1---- I =I~-- --= 
X*I/*ZXZll 1-11-11 -1- - 1- - =-
XlIIXIII - =111--= -- ----1--- -111- - --
lZIXZII-- ==1/--1=- =- ==1 ---=/1/- --11-- -
XIlSZI-- 1=- =- = 11- -III =----1=--.1 
XIZIZ-IIZII--II--I - -11- 111--=- -----11.1 
XXXXZ*IZl~/1111= II --1= 11= 1= -- -TIll 
X$$XZZZZX-I--=I-/I/- -1=---=-1=-- -1=-=- IITI=-
iSXSXZIZZT- -= -/111-=/1--=1111111== -- //1/-= 
XXX$$XXZIll/=-- =.1111/=--1==11111==----1**.---
X~SXXXZZI/-=- 1.* •• III/I====II ••• I=---I/Z*I==-
SZXSXXZZIIII- --=III/III*II.1 •• III=/ll/-=.ZZ/-= 
IIXXXXSXIZI=I/-I/I*Z*/II*ZZ*II/==/II-=/I=ZZZI--
lZXXXXXlZZI/=--==III*II.lLI*111 -/l/*.ZZIXZ*=11 
LiXSX$$XXIZ*·--/IIII~*I.Il.*1-1*.·*.IIIZZZZ7.11 
l~XSS$SSXXXXX •• Z*I··ZZZIXIZI··*··**III*·IZZZI*I 
XXZXXXXXXXXXXXZZZ·*·ZZXXXlZ*¥·IZII*·I*ZIZXZZ/*Z 
XXS$XXXSX,XXXXXZI**···Z$$ZZllZ··I*·····ZZIIZZZZ 
lZZlXXXXX'XX$$$iZ*·I*ZSX$XZZ·lII*II •• ***ZXZZIXZ 
ZIZZXXiXXXXSXXXXX··.·ZSSSXZ •• ·I*I/·ZXZ*llZZlXXX 
ISSXXMI$$$XXX$XXXXIIXZXSSIZII*II=-I.XIZIZIZ7SSS 
*ISXS$SSSSSSSSSSSSXXXX$XZL····III==/ZXXXZZ.ZSS$ 
IIZ$S$XXS$$$S~$M$SMSXZ'XXlZZ· ••• I/··ISXXSXXXAXX 
Z*XXX$$$,XX$X$$M$$SSZZXSZ·····ZZIZ·ZZ'XX$$SX$$$ 
lIZZXZZZ$$$$S$$$$$XZIXMIZ***·.ZXSXZXXX$$SXXXXXX 
-IIIIZ$ZXXXSXS$S$S$ZXMXXll**··*Z$$SS~$SXXXX$XXX 
11/- .ZZXX$SXSXSXSSXXMSZI*l.L$5XSSMSS$$X$SS~MSX 
III -lM$$$MSSXXSXXS$SX$SXZSSX$S$S$SSS$$XMM~M~M 
=11 .SSXM$$SSSSSMSSiSXSSSXXSMSSSSSSSSSSSS$$S$$ 
This is the spectral responce of the area outlined 
in Figure 7. The analyst in this case specified the 
number of lines (279-312) and columns (152-198) which 
approximate the coordinates of the area shown in 
Figure 7 and requested a grayscale printout of one 
channel (0.8 - 1.1 urn). The scales have been adjusted 
to allow the analyst to overlay the printout on the 
aerial photograph to indicate how the spectral 
response for the various cover types has been recorded 
for this one channel. 
""~ " 
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Self-Check 
III-A. List at least three types of reference data available 
for someone doing a forestry analysis. 
- 21 -
III-H. Select at least one types of reference data and 
describe how it relates to your analysis objectives. 
.' 
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Figure 12 This aerial photograph indicates three types of 
training area selections. Area "A" is too 
uniform in cover type and therefore would not be 
a good area to select as a training site. Area 
"B" has so many potentially different cover types 
that it would be difficult to sort out the details. 
Area "c" has a minimum number of cover types 
(about 3) which are distinguishable and can be 
used to accurately train the computer. 
- 23 -
SECTIO~ IV SELECT TRAINING AREAS 
Upon the completion of this section you should be able to: 
1. ~ame at least two considerations when selecting 
training area sites. 
2. List at least one size range for a training area 
and any specific reasons associated with that size 
selection. 
3. State two methods of determining the number of 
training areas to be selected and identify criteria 
\vhich should be considered. 
4. Select training areas in a planning unit and justify 
your location, size and number of training areas. 
Once you have located and obtained useable reference data, 
selecting the areas used to train the computer begins. Several 
questions arise at this time. The answers and their sequence 
depend upon the objective(s), skill, experience and, in some 
cases, preference of the analyst. This phase of data analysis 
is a mixture of art and science closely tied to man-machine 
interaction. Some general guidelines and an example are given. 
Your task will be to apply those parareeters that relate to your 
planning unit and your objective. 
You might ask, "Where in the planning unit should I select 
my "Lruining arcas?" One obvious, yet important consideration 
is to choose areas for which you have some a priori knowledge 
througll reference data. Diversity is another desirable trait 
for training areas. However, if your area is too complex, you 
may not be able to separate the major cover types. A rule of 
thumb might be to choose an area Wllich has at least two distinct 
cover types per area. See Figure 12. The maximum number will 
depend on the size of your training area and how distinct the 
boundaries are between cover types. See Figure 13, page 24. 
Other considerations might include scattering training areas 
throughout the planning unit if this is possible. Also, if aerial 
photographs are used as reference data, the center of the 
photograph will have less distortion due to lens geometry. 
What size training area should be used? The size question 
has almost as many answers as there are analysts. In our example 
the analyst is using a Bausch & Lomb Zoon Transfer Scope (ZTS) 
and he has determined that an area of about 47 lines by 34 columns 
(with LANDSAT data scaled at 1:24,000) fits the 2TS's field of 
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Figure 13 A grayscale prjntout of the entire planning unit and the seven training sites selected. 
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view. See Figure 14. WIlen not using a ZTS, other analysts 
recommend using from 40 to 100 lines by from 40 to 100 columns 
for the size of the training areas. The number, size, and 
clarity of cover types being examined should be considered 
since all have an impact on this decision. Each cover type 
should be represented in at least one and preferably more than 
one training area. 
I 
Figure 14 The forester usinr. a ZTS to correlate reference 
data (aerial photo~raphs and a USGS quad map). 
At this point, you might be askin~ how many traininr. 
areas do I need? No set answer exists, but there are criteria 
for helping make the decision. Some analysts say four to ei ght 
areas. Others use a percentage figure ranging fro~ 1-15 % of 
the total planning unit. Factors to ~eep in mind here are 
ruggedness and complexity of topography as well as number and/or 
size of the training areas. In our exampl e , we are ex arn inin R 
a planning unit with relatively flat noncomplex topography 
and want our classification accuracy to be at least 85 %. 
In summary, you should note that the computer will 
classify every data point in the planning unit by means of the 
training statistics. An atteMpt should be made to clasify 
every spectrally distinct cover type even if it is not of 
direct interest to you. For example, if you were examinin~ 
some characteristics of vegetation in a forested re gion 
containing a large area in pasture, you may not be interested 
,. 
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in the pasture in the training area. However, if it is spectrally 
distinct and the computer is not told to recognize it as a 
separate class, the data values will be added to another cover 
#type. The result would be a large area being misclassified. 
A more thorough understanding of what training areas are 
and why they are needed can be found in LARS Information Note 
110474, An Introduction to ~uantitative Remote Sensing by John 
Lindenlauo and James Russel, and in LARS Information Note 111573, 
Pattern Recognition: A Basis for Remote Sensing Data Analysis, 
by Philip H. Swain. 
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Self-Check 
IV-A. Name two factors to be considered when choosing 
training area sites in a planning unit. 
IV-B. Describe a size range of a training area and state a 
rationale for choosing those size parameters. 
IV-C. State one criterion for selecting a given number of 
training areas. 
IV-D. Select training areas in a planning unit of your 
choice and list why you selected the size, number, and 
specific location of these training areas. 
, 
t 
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Figure 15 
Figure 16 
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Grayscale printout of a single channel 
(channel 8,0.8 - 1.1 f m). 
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Cluster map of same area using four channels and 
ten cluster classes. 
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cluster classes, clustering takes more time and costs more. 
Experience has shown that clustering with more than twenty 
cluster classes often results in a single cover types being 
broken down. They would have to be recombined later, thus 
wasting time and money. We decided to use nineteen cluster 
classes. See Figure 17. 
As a general rule, in more diverse (spectrally complex) areas, 
more cluster classes are requested. On the other hand, if the 
area is less complex, fewer can be used. This decision depends 
to a large extent on the experience of the analyst. See 
Figure 18. Additional, more technical information on the 
clustering process can be found in Pattern Recognition: A 
Basis for Remote senSint Data Analysis by Philip H. Swain-(LARS Inlormation Note lI!1!, pp. 27-36). 
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Figure 17 Nineteen cluster classes from Training Area 1. 
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Figure 18 The forester determining the number of cluster 
classes he will usc for his planning unit. 
Once the trainin~ areas have been chosen and clustered, 
it would be possible to use all of the cluster classes to train 
the computer. However, all of the cluster classes are not used 
for a number of reasons: First, the number of cluster classes 
available at this point is normally greater than the nUMber of 
classes needed to adequately train the computer. We usually 
reduce the number of cluster classes to save computer time and 
to simplify interpretation of the results. Secondly, some of 
the cluster classes may have too few data points to give good 
statistical characterization of the spectral classes. Thirdly, 
by combining spectrally similar clusters from several training 
areas, you can do more clusterin~, ask for a different number of 
clusters or even chose to ~o back and select additional trainin~ 
areas in an effort to get r,ood spectral definition between 
cluster classes. 
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The SEPARABILITY processing function 2 allows you to deter-
mine which cluster classes are similar and what the probability 
If correct classification is. The computer is able to 
calculate the statistical distance between all pairs of cluster 
classes. This distance, called "transformed divergence" is a 
measure of the distance between two cluster classes based upon 
their mean vectors and covariance matrices. The "transformed 
divergence" is a number oetween 0 and 2000, where 2000 is 
"complete" separability. See Figure 19. 
DT 
Figure 19 Observed values of probability of correct 
classification versus transformed divergence. 
To get transformed divergence values as they 
are printed by SEPARABILITY, multiply the 
x-axis by 1000. (from LARS Information Note 
042673, Two Effective Feature Selection Criteria 
for MUltIipectrai Remote Sensing, By Swain and 
Xing). 
Through experience, it has been found that if cluster 
classes with a transformed divergence greater than 1700 are 
combined, the result may be a combining of more than one 
cover type into the same spectral class. On the other hand, 
cluster classes with transformed divergence of less than 1500 
should generally be combined because of the high probability 
of their being the same cover type due to their spectral 
similarity. This, of course, needs to be checked by the 
analyst. The lower the transformed divergence, the more 
spectrally similar they are. 
2Por brief description of SEPARABILITY, see Appendix A, page 67. 
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We decided to use a transformed divergence of 1600 as the 
threshold point. Thus cluster classes less than 1600 were 
combined; those greater than 1600 were kept separate. The 
results are shown in Figure 20. 
"' 
RESULTS OF SEPARABILITY GROUPING 
-----------------------------
THRESHOLD • 1600 
GROUP CLASSES NO. PTS. 
1 
1 174 
2 233 2 
3 175 
j 
5C 4 
4 91 5 
1 82 
5 41 6 
8 21 
6 26 9 
1 32 10 
8 
11 30 
9 22 12 
10 
13 12 
11 14 13 
12 
15 20 
13 
16 28 
14 
17 46 
15 111 18 
16 
19 325 
Figure 20 Separability output using a threshold of 1600 
which combines (pools) those spectral clalles 
which are spectrally inseparable. 
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Using a computer process called ~lERGESTATISTICS3, the 
computer can be directed to combine cluster classes with 
transformed divergence less than any specified value. 
YOU HAVf SELECtEO THE FOLLOWII'4G POULS 
1 uECK 1 CLASSE;) 1, 
2 uECK 1 CLASSES 2, 3, 
3 ClECK 1 CLASSE!. 4, 
4 DECK 1 CLASSES 5, 7, 
5 OECK 1 CLASSE~ 6, El, 
6 uECK 1 CLASseS 9, 
1 OECK 1 CLASSES 1 1,), 
a uECK 1 CLASSES 11, 
9 UECK 1 C.LASSES 12, 
1~ OECK 1 CLASSES 1.3. 
11 OECK 1 CLASSES 14, 
12: LJECK 1 CLASSES 15, 
13 uECK 1 CLASSES 16, 
14 LJECK 1 CLASSES 11, 
1'5 OECK 1 CLASSES 1 a, 
16 UECK 1 CLASSES 19, 
Figure 21 Output of MERGESTATISTICS showing the pooling of 
19 cluster classes into 16 spectrally separable 
classes as defined by the SEPARABILITY grouping 
table shown in Figure 20. 
After the statistics (means and covariances) of cluster class 
g~oups with transformed divergence loss than 1600 have been 
combined, the computer is4then used to classify each training area using CLASSIFYPOINTS. The new statistics deck for each 
area is required as input to the classification program, and 
the output is a classification map of each training area. The 
classification map for one of the seven areas is shown in 
Figure 22. A photo of the same area is shown in Figure 7, 
page 14. Compare them and note the correspondence. 
3For a brief description of MERGESTATISTICS, 
see Appendix A. page 65. 
4Por a brief description of CLASSIFYPOINTS, 
•• e Appendix A. page 63. 
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NUMBER OF POI~TS DISPLAYED IS 1598 
Classification map (PRINTRESULTS) of training Area 1 
using 16 spectrally separable classes defined by 
SEPARABILITY. An aerial photograph of this area is 
shown in Figure 7 on page 14. 
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It should be pointed out that there are alternate approaches 
to the process just described. The approach which we have just 
described is summarized below. 
~ 
~ 
~ 
~ 
~ 
< ~ 
U 
Q 
Z 
< 
~ 
~ 
~ 
~ 
~ 
SELECT TRAINING AREAS 
Cluster 
Apply Separability 
Use ~mRGESTATISTICS 
to combine cluster 
classes ~ith trans-
formed divergence 
less than 
1600 
~ 
u Classify Each 
Training Area and Produce 
Classification Map 
INTERPRET SPECTRAL 
CLASSES 
-------------See Figure 17 
-------------See Figure 20 
-------------See Figure 21 
-------------See Figure 22 
• '.', .--j.'" 
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Self-Check 
V-A. Describe the function of the CLUSTER processor. 
V-B. State two reasons for using the CLUSTER processing 
function. 
V-C. 
V-D. 
Discuss the function of the SEPARABILITY processor. 
Describe the output after using the SEPARABILITY 
processor. 
V-E. State what "transformed diverS.nce" measures. 
V-F. Describe the function of "MERGESTATISTICS". 
I 
""i·,\l~~'f;;;l~: :l .. 
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Fi~ure 23A 
Information Classes Cluster Classes 
cropland~·~--------------------------··l 
pasture~·-----------------------------'.2 
forest~.------------------------------··3 
water~-~------------------------------..4 
Fi~ure 23B 
Information Classes Cluster Classes 
bottomland dcciduous~-~--------------··l 
ridgetop deciduous. :2 
south-east facing deciduouS~3 
agriCUltur_~ 
Figure 23C 
Information Classes Cluster Classes 
oak:-====:::==:::::=====::'~ 
conifers 
water 
3 
4 
Figure 23 Examples of relationships between different information 
classes and their cluster classes. 
hQ 
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SECTIOl\ VI INTERPRET SPECTRAL CLASSES 
Upon completion of this sectlon, you should be able to: 
1. Describe the three possible c~rrelations between 
information classes and spectra! classes. 
2. Describe the process by which the i~rester 
correlates computer-generated clustey classes 
with known ground information. 
3. Define "mixture class". 
-----------------------.---------------------------------------
The purpose of this step in the analysis sequence is to 
associate each cluster class identified in the previous step 
with an information class (i.e., agriculture, urban, water, 
forest). It should be pointed out that there is not neces-
sarily a one-ta-one correspondence ~etween the information 
classes and the cluster classes. Remember, an information 
class is a distinct cover type of interest as noted above, 
while a cluster class is a group of data points which are 
spectrally similar. As shown in Figure 23A, there may be a 
one-to-one correspondence between the two. However, this is 
rarely the case. It is possible that several cluster classes 
will represent the same cover type (information class) as 
shown in Figure 23B. Sometimes several information classes 
will be associated with the same cluster class (Figure 23C). 
In this case, the cover types are spectrally similar and 
cannot be differentiated using these data. 
In order to determine the association between the cover 
types and the cluster classes, we have chosen to compare the 
classification map generated in the previous section with an 
aerial photo or stand compartment map. This can be done by 
laying the two side-by-side on a table, but it is very difficult 
to make a direct comparison. To greatly faciliate this task, 
a Zoom Transfer Scope (See Figure 24) can be used. This 
optical device allows you to look at both the classification 
map and the aerial photo (or stand compartment map) while one 
is superimposed over the other. With the proper adjustment of 
the scale and light intensity, it is possible to see the two 
as a single image. 
When the Zoom Transfer Scope (ZTS) has been properly 
adjusted, the analyst correlates the symbols on the classification 
map with the features shown in the aerial photography. For 
example, he may note that the letter "M" on the computer-gunerated 
classification map appears where there is water on the aerial 
photograph. 
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Figure 24 The forester comparing the classification map 
output with the aerial photo~raphs usin~ the 
ZTS. 
The accuracy of correlating the computer symbols (clusters) 
with the cover types depends upon your photo-interpretation skill, 
if the photography rather than maps is the reference data. 
Often, scattered or boundary symbols will represent "mixture 
classes". A "mixture class" is a spectral class which represents 
more than one cover type, Le . , pine-hard\~ood. lienee, these 
cover types can't be mapped separately by spectral procedures 
and must remain grouped. One may attemptto spectrally separate 
these classes by auditional training, but success will not 
always be attained. As indicated in Figure 24, it is possi ble 
to have the same cluster synbol represent more than one cover type . 
... . ~ ~ -
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Self-Check 
VI-A. Discuss one method which can be used by a forester to 
correlate computer-generated cluster classes and known 
ground information. 
VI-B. Define "mixture class". 
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SECTION VII 
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POOL AND/OR DELETE 
SPECTRAL-INFORMATIONAL CLASSES 
--------------------------------------------------------------
Upon completion of this section, you should be able to: 
1. Describe the use of the SEPAR~BILITY processor 
function. 
2. Describe the use of the ~ERGESTATISTICS processor 
function. 
3. Describe the process of forming a final statistics 
deck for training the computer by means of the 
SEPARABILITY and HERGESTATISTICS processors. 
If as a result of the previous section mixture classes are 
identified, they can be deleted by using MERGESTATISTICS unless 
they are of interest. Then one would label all distinct spectral 
classes. 
Up to this point, each training area has been examined 
separately and various cover types of interest have been 
associated with a certain cluster of data points (cluster 
class). We are now ready to combine data from all the training 
areas. One reason for doing this is that a specific cover type 
may have a slightly different spectral response in a different 
part of the planning unit. This may be caused by differences in 
slope-aspect, substrate, moisture conditions or other variables. 
By combining the training data, we are essentially telling the 
computer to expect a certain amount of variance in the spectral 
response of a specific cover type as the entire planning unit 
is mapped. 
After combining the data, the SEPARABILITY function is 
used once more to create a grouping table for the combined 
data from all the training areas. A threshold of 1000 (trans-
formed divergence) was selected. It can be shown that spectral 
classes with less than 1000 will not be distinct and have a 
fairly high probability of being the same information class. 
We combine spectral classes in a two step procedure. The first 
step (transformed divergence of 1000) collects spectral classes 
which are similar. The second step requires a decision based 
upon the experience of the analyst. We chose to use a trans-
formed divergence of 1600 which has proven to enable a compromise 
between informational classes which you would like to classify 
and spectral classes which you can classify. 
X!444j 
--. "' • -1 .. , $._kiM$? 
I ( 
- 44 -
At this point, the computer is programmed through a 
function known as MERGBSTATISTICS to pool the cluster classes 
which have a trarlsformed divergence of less than 1000. Unneeded 
mixture classes and those with small numbers of data points 
can be deleted as desired. Another SEPARABILITY run with a 
transformed divergence of 1600 shows further associations of 
closely related cluster pairs. The cluster groups remaining 
after the 1000 pass can again be either pooled or deleted. 
The cluster classes can be combined for various trans-
formed divergence values, such as 1400, 1500, 1600 and 1700. 
If you want greater information detail, you will have to 
sacrifice some classification accuracy. See Figure 25. On 
the other hand, if the analysis objective(s) can be satisfied 
with less detail, you can achieve greater classification 
accuracy. See Figure 26. 
There are two types of classification errors that the 
analyst is concerned with -- omission and commission. As the 
term indicates, omission is omitting data points that should 
have been classified as a given cover type. An example in 
Figure 25 would be the 169 points called spruce-fir that 
should have been classified pine. When a data point is 
classified as a cover type when it should not have been, it 
is an error of commission. An example in Figure 25 are the 
254 points which were actually pine, but were classified as 
spruce. 
FROM PINE 
No. of Percent ,¥.,$5'O"" 
Pine Aspm Palilure Bare 
Water Cult. crop 
Group 53mplea rorrect 
------
-------
--------- 9 ~ 20 I 0 
I. Pine 1111 81.4 
:!. Spnlcc-lir 747 64.9 
6 0 0 0 0 
3. Oak 481 61.i 0 297 
95 flO 0 0 I 
4. Aspcn 2M 7M 5 0 ~~ 160 
6 0 0 0 
!l, Pasture 188 94.1 2 0 4 0 
177 1 0 4 
6. 8are 98 93.9 0 0 0 0 
I 9!! 0 5 
i. Water 240 100.0 0 0 0 0 
0 0 240 0 
!I. Cull. crop 54 61.\ u 0 2 0 
18 I 0 ~~ 
Total 3123 Ili~ 654 ~H 2iO 
2~5 114 241 43 
On·rall pnfOl"mance (2~1l8i3123) = 76.5 
An-rage pcrformame b,· class (635.5/8) = 79.4 COMM\SS\oN INTO PINE 
.------------:::.....:...... ------~-.:~-......: 
Figure 2S A level II1test field performance matrix 
indicating an overall performance accuracy 
of 76.5' 
lAnderson, J.R., Hardy, B. E., and Roach, J. T. 1972. A Land 
Use Classification System for Use with Remote-Sensor Data 
Geolo~ical Survey Circular 671. 
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4. Waler 
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240 
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Total 3123 
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85.4 13 
95.9 2 
100.0 0 
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22 
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IIi 
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Overall performance (2961 /5125) = 94.8 
Average perfol'mance by class (472.7/5) = 94.5 
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Figure 26 A level I2test field performacne matrix 
indicating an overall performance accuracy 
of 94.8\. 
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The result of performing MERGESTATISTICS and SEPARABILITY 
is a final statistics deck which contains a statistical description 
of the various cover types. The description includes the mean 
vector and covariance matri~ for each of the training classes. 
MUW 
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Self-Check 
VII-A. State the reason the SEPARABILITY processor is reused 
at this point in the analysis. 
VII-B. The MERGE processor function is used to accomplish 
what task? 
. La _ t"_" ,-
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VII-C. What is the result of using ~fERGE and SEPARABILITY 
functions on a set of data? 
VII-D. In Figure 25 in the aspen group (line 4) the 33 
points which were actually oak were what kind of 
error? 
VII-E. In Figure 25, 95 aspen samples were classified as 
oak (line 3) and therefore represent which type of 
error? 
#4 4$. 4 p r 41 .. , 
f 
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300 wwwwwwwwwwWWWWWWWII.WWWWwww ••• I.I- •••• wWWWWWO.W 
301 WWWkWWWWWWwwWWWWWII.I.WwWW.wWW/ •••••••• wwwwWW~W 
3)2 w~wwwwWWWWWWWWW~w.II.WWWWWWW.-- •• - •••••• WWWWWkW 
303 wwwwWWWWWWWWWWWWW •••• WWWWWW ••• -.-O.WWw ••• WWWWWW 
304 wwwwwwwwwwwwwwwwwwwwwWWWWWW ••• --OOO/WwwWWOwwwww 
305 .wwwwWWWWWWWWWWkkWWWWWWWWW •••• I-UOOOwwwWWW/WWWW 
3~6 .wwWwWwwwwwwwww~~wwwwwwwwwww •••• OO •• WWWWWWWWWkW 
307 w.~wwwwwwwwwwwwwWWWWWWWWW ••••• WWWW.WWWWkWWWWwWw 
J08 uuWWWWWWWWWWWWWWWWWWWWWWW ••••• WWWWWWWWWWWWWWWWW 
3)~ GOOoowwwwwwwwwwWwwwwWWWWWW ••• I.WW~h~~W~WWwwwwww 
310 uoocc.wwwwwWWWW~WWWWWWWWW.W.WkWWWWWWWWWWWWW~WhW 
311 OOOOUOWWWWWWWWWWWWWWWWWkWwWWWWWWWWWWWWWWWWWWWWW 
312 uUUUO/WWWWWWWWWWWWWWWWWkWWWWWWwwwwwwwwwwwwwwwww 
Figure 27 
NU~~fR OF POI~TS DISPLAYED IS 1598 
Class"ification map of training area I showing 
six general land-use categories. 
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CLASSIFY TRAINING AREAS 
AS A SINGLE DATA SLT 
4·,·· 4i4P. 
't .; Wi Ak" if , 
I t 
---------------_. __ ._--------------_._------------------------
Upon completion of this section, you should be able to: 
1. Describe the purpose of classifying all the 
training areas as a single data set. 
--------------------------------------------------------------
LU;; 
The data analyzed up to this point, have been punched on a 
series of statistics cards describing the mean vectors and 
covariance matrices of the training classes. This deck was used 
by the analyst as he grouped and deleted classes (Section VII). 
CLASSIFYPOINTS is used to identify all points in the various 
training areas as belonging to specific training classes. The 
CLASSIFYPOINTS function operates by taking each multispectral 
data point and assigning it to the class to which it is most 
closely related statistically. 
:. • , 
• 
The output for this simulation is seven separate classification 
maps. See Figure 27 for training area 1. By comparing Figure 27 
with Figure 22 on page 35, you can see that fewer symbols are 
used and the boundaries are smoother and cleaner. The spectral 
classes shown in Figure 27 are representative of the entire 
planning unit. The seven maps are used in the next step to 
qualitatively evaluate classification performance. 
Self-Check 
VIII-A. In a couple of sentences describe the reason for 
classifyin~ all the training areas as a single data 
set. 
M 
! 
Wi. 
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EVALUAT[ TilE 
ACCURACY OF TRAI}J H~G AR[A 
CLASSIFICATIO~ 
1 
I 
I 
Upon completion of this 5ection, you should be able to: 
1. Name the criteria used to determine if the proper 
level of accuracy has been achieved. 
2. List and describe two reasons for revising training 
area analysis. 
--------------------------------------------------------------
Available output at this point is a classification map 
which could be used with a Zoom Transfer Scope to visually 
compare the classification with some reference data such as an 
aerial photograph. This technique relies heavily on the judge-
ment and photo interpretation skill of the analyst. 
If you are satisfied with the classification and the 
level of accuracy gained, move to the final phases of data 
analysis. Satisfaction should be based on the analyst's 
objectives. If the results will not make it possible to 
accomplish the objectives, then revision in one of the previous 
steps will be necessary. 
In some cases, entirely new training areas may have to be 
selected (See Part IV). This is a drastic change which rarely 
occurs if reasonably careful site selection of the training areas 
was initially done. A less drastic but still time consuming 
revision would be if you altered the number of classes asked for 
when the initial clustering of data in the training area was 
being done (See Part V). With experience and thought, these 
kinds of problems can be avoided. The most common revision 
needed is to return to the pooling and deleting phase of data 
analysis (See Part VII). After determining the level of 
accuracy if you decide that higher accuracy and fewer classes 
aremore desirable, the MERGESTATISTICS processing function with 
its pooling capabilities would need to be used. If the 
objectives are reviewed periodically and careful decisions are 
made, no revisions will be needed and you can move to the next 
step. 
9 ~ "TV' NOT FUJID1 PR~EDlNG PAGE B~ua. 
F-·- -,. "1%"'''''''' ,~-'.----­
" 
1 
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Self-Check 
. IX-A. What is the key factor that indicates to the analyst 
that he has achieved the proper level of analysis 
accuracy? 
+r"" ,Ok OR 
! 
~ 
IX-B. Describe two occasions that would prompt an analyst to 
make revisions in the training areas' analysis. 
StCTION X 
- S3 -
CLASSIFY TilE ENTIRE 
PLANNING Ul,IT 
Upon completion of this section, you should be able to: 
1. Describe five types of output which could result 
afteT the entire planning unit has been classified 
by the CLASSIFYPOI~TS function. 
The lao' t major step in the computer-aided analysis is to 
use the rel ~ ned training statistics to classify the entirepplanning 
unit. The wLASSIFYPOINTS function is again used to identify 
all the dara points in the planning unit as one of the specified 
cover typ~~. Output from this phase can assume several formats 
depending on your needs. PRINTRESULTSI provides a variety of 
outputs. The following is a partial list of output which could 
be producf:t1 as a result of the classification being done: 
1. Acreage calculations for specific cover types, 
Figure 28. 
2. CALCOMP maps, Figure 29. 
3. Planning unit classification maps, Figure 30. 
4. Color-coded image displays which produces an image 
where each color represents a specific cover type. 
S. Estimates of classification accuracy, Figures31 & 32. 
These are products of the analysis--tools to be used to 
accomplish the final step in the process. 
lsee Appendix A, page 66. 
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GROUP POINTS ACRES HECTARES PERCENT 
----- ------
---_ ... --------- -------
HARDWOOD 66843 18294.4 31698.1 56.1 
CONIFER IH61 10261.9 4154.6 1.4 
8w.USH 13311 15668.1 6343.6 11.2 
A(; 23783 21863.3 11280.7 20.0 
6218 1353.5 2911.1 5.3 WA1ER ----~----------------------------------------------------------
TOTAL 119041 139441.8 56454.2 
EACH DATA POI~T REPKESENTS 1.11 ACRES 
0.41 HECTARES 
CLASSES NUT CONSt~EKED NO.PTS. 
----------------------------------
32141 
----------------------------------
TOTAL 32141 
TOTAL PUI~TS IN CLASSIFICATION a 151188 
100.(, 
Figure 28 Acreage calculations output from the planning unit 
examined • 
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LRBORATORY FOR APPLl CA'fIONS OF REMOTE SENS ING 
PURDUE UNIVERSITY 
CALCOMP CLASSIFI CATION MAP 
CLASS I F I CAT IO~ STUD Y 515658670 
RUN NUMBER . . .. .. .... . . 73051708 
fLlGHTlINE. . .. 12851 6001 IN 
DATA TAPEIFI LE NUMBER .. 19701 I 
REFORMA ING oA E. N 15 . 1974 
CLASSIFI ED 
DATE DATA TAKEN ... 5 1 ~ 1 73 
TIME DATA TAKEN ..... 1000 H~URS 
PLATFORM AlTITUDE. 3062000 FEET 
GROU~D HERDI NG . . .. . 180 DEGREES 
CLASS l~I CRTION TAPE/fi LE NUMBER .. . 5371 2 
CJ 
o[b 
o 
D 
D 
[J IJ 
CI 
Figure 29A A CALCOlW map 
repTesentin~ the 
plnnnin$! unit. 
P PASTURE 
o DECIOF ------
2 DECIDE 2 ··- ---- ----
W wRTER ------ -- - ---
C CONI F R - ------
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Planning unit classification map. The various symbols indicate the cover 
classified. The blank area corresponds to the deciduous forest. The "*" 
coniferous forest, the "/" brushland, "_" agriculture, and the "W" water. 
types 
represents 
V1 
0\ 
.1Il',fJi~.~"",....,.,·.- ... '" 
Cover Type 
Deciduous Forest 
Coniferous Forest 
Brushland , 
Pasture I 
Cropland I I Vater 
Number 
of 
TRAI~ING FIELD RESULTS FOR JU~E CLASSIFICATION 
OF HOOSIER NATIONAL FOREST 
Percent Deciduous Coniferous Pasture 
Saml)lcs Corroct Forost Forest 8rushland 
. 
4678 96.5 ill.! 7 152 3 
123 87 .8 2 108 7 
0 
360 81.1 19 11 292 
20 
592 86.8 5 0 51 
514 
982 96.7 0 18 5 
7 
739 100.0 0 0 0 
0 
, 
I 
OYera11 Performance • (7118/7474) • 95.2\ 
Figure 31 A test field performance matrix indicatinp, an 
overall classification accuracy of 95.2\. 
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i' 
Self-Check J 
i~ 
X-A. With a sentence or two describe each of the followinr types 
rr of output available after the CLASSIFYPOINTS function has 
been used: ,! 
Ii I I 
1. Acreage calculations 
- I 
:.! I 
2 • . CALCOMP maps -
~ 
: 
3 . C1 '.~;: sification maps -
I,' ; 
~! 
4. Color-coded images -
I 
~. 
1, ; 
I 
5. Accuracy estimates -
~ 
~.' ;: 
, 
,:' 
:\ 
::' 
'r 
'.! 
~ 0 - - ~ 
.. :". r 
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SECTION XI APPLY RESULTS 
Upon completion of this section, you should be able to: 
1. Name at least two types of information that can be 
extracted from a forestry classification. 
2. Name at least t, ... c types of applications that can be 
made from the results of a forest classification. 
3. Describe an example of useful information extracted 
from analysis of remotely sensed data in your 
particular field of forestry. 
A simple diar,ram might be appropriate to rive an overall 
perspective of the sequ~nce you have been involved. 
BanalYSiS--'> INFORHATIO:; -analYSiS1 APPLICATION I 
So far we have concentrated on collecting data and analyzing it 
to obtain information. We are not ready to analyze the infor-
mation in terms of the proposed application(s) . Several formats 
of information have been obtained as a result of analyzing the 
data. We have met our initial objectives by producing a general 
land use map and determining the extent of specific cover types. 
The final and perhaps most important step is the interpretation 
and application of this information. 
Three applications for the information produced in this 
analysis include: 
1. Determining sites for new recreation areas and 
more effective management of existing areas. 
2. Stratifying timber production areas for more detailed 
ground studies of size-class/age distributions. 
3. Determining potential fire hazard areas and either 
attempt to eliminate them or deploy fire crews 
accordingly. 
This is not meant to be an exhaustive list of uses since each 
area is different and your objectives will undoubtedly vary. The 
advantage of computer-aided analysis can be seen when one considers 
the time savin~s in man hours spent surveying a large forested 
area. Repetitive surveys are also possible since LA~DSAT data are 
collected over the same area every eighteen days. 
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Examples of results from multispectral data classifications 
with application to forestry may be found in several journals, 
including-: 
Forest Science 
Journal of Forestry 
Journal of Range Management 
Journal of Soil and Water Conservation 
Photogrammetric Engineering anJ Remote Sensing 
Remote Sensing of Forestry 
Remote Sensing of the Environment 
Figure 33 A forester in the field checking the analysis results 
and plannin~ the application of the results for his 
planninr. unit. 
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Self-Check 
XI-A. Identify two types of information that can be extracted 
from a computer-aided numerical analysis of remotely 
sensed data. 
XI-B. List two applications of a forest classification study. 
XI-C. Describe a specific use for you of a forestry classifi-
cation study. 
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APPENDIX A 
SU~~~RY OF RELEVANT LARSYS PROCESSING FUNCTIONS 
CLASSIFYPOINTS performs the maximum likelihood classification 
on a point-by-point basis over an area specified by the 
user. 
/WATER 
X X 
XXX X 
X 
/SOFTWOODS 
o 0 0 ~ UNKNOWN POlfn 
OZO 0 .---
Z OZO 
. Z Z 
Z Z Z~ HARDWOODS 
Input I -Da ta from Multispectral Image Stora~e Tape 
-Control Cards to select the processinr. and output 
options 
Process 
-Field Description Cards indicatin~ area(a) to be 
classified. 
The program uses the class mean vectors and covariance 
matrices and the data from each point to calculate the probability 
that the point belongs to each of the training classes. It then 
assigns the point to the most probable class. 
Output Classifiction Results File which is normally used as 
input to the PRINTRESULTS processin~ function to 
produce a variety of printp.d output for evaluation 
of the classification. 
,&WIDING PAGE BLANK NOT FILMED 
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~LUSTER is a process that groups individual data points into a 
predefined number of ~roups (clusters) specified by the 
analyst. 
Aa (infrared) 
., ..... 
• ':.,:''''! .•. ~ 
• ' f ., _. \.. •• • 
. ' ;'.. . : ..... :- :: ... 
\II: , ". ..: .. ' . "Oo·-
. ';. \. • e ' _ ••• ...-.. . ' .,; - .. 
-"'''' ,. -. ,~ .... 
.. , : ...... _.,- '.: ...... 
• ~'.. .. :.. . • ~ .. :.,:, . • \ ii. ;a . 
. _ ...... .,::--. ~ .,- ... ' .. '.-; 
. ' .. :' .':. ",-: .... , .... ". 
'.. . - ., ".:a , ,'.. • ~"~''''"'-l\''' 
. ·.w",'" ... r ..... ~ ' .. ' '1 '. . t • . ,,, . . 
",. 'k ~; " 
.- " . ~ .. 
.... .. :"'" 
-'. 
A, (visible) 
Aa (infrared) 
. A I (visible) 
L...-_I_n.;;..p_u_t_ ...... 1 • Data from ~Iultispectral Image Storage Tape 
·Indication of the Area to be Clustered 
·~umber of Clusters Desired 
Process 
1. The computer assigns a location in the feature space as 
the initial center of each cluster. 
2. It then calculates the distance between each data point 
and each cluster center and assigns the sample to the cluster with 
the minimum distance. 
3. Next, new cluster centers are determined by calculating 
the mean vector for the data points assigned to each cluster. The 
covariance matrix is also calculated. 
4. The computer then proceeds back to Step 2 and reassi~ns 
each sample to the closest newly defined cluster center. 
s. The computer continues the cycle of calculating the 
cluster centers (Step 3) and reassigning data points (Step 2) 
until the percentages of data points that are reassigned to a 
new cluster center equals a value specified by the analyst. 
Output A Cluster Map which pictorially represents each area 
that was clustered and a summary of the number of points 
assigned to each cluster. Also available are tabular 
output, statistics and field description cards. 
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MERGESTATISTICS is a process that combines statistics decks or 
manipulates a single deck, according to user-defined 
specifications. Spectral classes may be kept separate, 
pooled (statistical combination of mean vectors and 
covariance matrices), or deleted in the merged deck. 
/ /" 
Spectral 
,/ 
Chu .. : Al 
Al 
' U 
STATISTIC!; 
Df: C;; A 
/ 
Spectral 
Chllos : 
STATISTICS 
nl:CI( • 
Input 
Process 
A4 USER SP[C II' I En / /'\ 
1/ OI'EIlATiONS : Srt'ctr.l "/ 
Claun : Al 
A4 
Delete Cl ..... .\3·8l-8S 
h2, U III 
/ il 1.1 
'/ 
Pool C:lu.o. VA" A3, 8l, 85 11 MERCED STATISTICS 
8l ~ •• p Other Cl ••••• DECl 
13 S.p.rate 
I. 
IS 
-One or more statistics decks 
-User-specified operations for treatment of spectral 
classes. 
1. A new statistics deck will be created by removal of 
the "delete" classes. 
2. For classes that are to be pooled, the computer 
calculates a weighted mean vector and covariance matrix from 
the original statistical parameters. 
3. The computer renumbers all spectral classes according 
to their new, sequential order and assigns the user-designated 
names to the spectral classes. 
4. If requested, the computer designs a coincident spectral 
plot that shows the percentage reflectance mean t 1 standard 
deviation for each spectral class in each wavelength band. 
LOutput A single statistics deck with a new group of spectral 
classes. Also, a coincident spectral plot of all 
classes (if requested). 
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PRINTRESULTS produces a variety of printed outputs describing 
the results of a classification in the form of a map and/or 
tabular output. 
I" Illlt · ··-""·I · lt{ I" I !· ' · I I ' ;HI~" ", ... ", Ii , !!:::n\!l\ I' !~! .I;l ;\m':::::;;lW • j g ........ t !P. / , \ . 11' / 1 , ! ....... .,. HI ' J oU:::::: ~ Il /' ! dt::( : ~ . ·::::::::·t ': '~ , j' ; ~ ...... . , ,. " ..................... ,l' ; /. t "I'f,';:: :::::::::::::: ::::: :::::: :::::r1 'f' :ll=: . \ .:::::::::::::: ::::::.:~:::::::" . ,: I "' .1 I ....................... .......... . t, If ,.( " . ~ ,/ ~ }". ,} .~~;J,\, ...... .. ~ ~f .. r~ •• "~ $' , . ~; :'!ll'!$j(l:!illliillk;:;:;l!hij}I:;::;il: 'U ~. ,ll SHIH k WH!: :llill l!dll:::: :sL 
~~~~~~~_~!I~~~;:~~ --.Stored-----Classification 
Information ' lap 
~ ~ ~ ~ 
.-.. 
_. ~ 
_. 
Data-
Input 
Process 
--
...... 
-
,Nn .-.. -.~ 
.. 
- . 
. ~. 
'H'.' "" .. 
. -
.... , 
_ .................... ......... . 
CLASSIFYPOINTS 
Processing Punction 
... ,~ 
L .... - .... ' . ........ ":, 
.... 
Classification 
Table 
·Location (in computer file) of classification 
results to be printed. 
"Symbols to be assigned to various classes. 
·Area(s) to be used for map and tables. 
The process prints out the information which is available 
in the computer on disk pr tape storage) that is a product of 
the CLASSIFYPOINTS processing function. 
Output I "Classification map (using specified symbols) wi th 
~------~ outline of training and test fields (if requested). 
"Tables showing training field and class performance. 
·Tables showing test field and class performance. 
... 
.... 
... 
..  
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SEPARABILITY is a process to calculate the "distance" between 
classes o~ interest (as a function of combinations of 
spet.:tral bands). 
r. !":: ::"'! ,!" 
<C .......... .. ( ............ , 
I • ••••••••••••• , ,. ............. . 
I:::::::······:. 
~::::::::::::: :, 
\ .............. / , ............ , 
~~: : : : : : : ~:; 
"' ... :..'" 
fnput ·Control cards to ·select processing and output 
~------~ options. 
Process 
·Statistics files (cards or disk) from the 
Statistics function (mean vectors and covariance 
matrices) for each class. 
Calculate the "distance" (transformed divergence) 
between each indicated pair of classes based upon the mean 
vector and covariance matrices to determine how well the 
individual classes may be distinguished from one another. 
Output • Separability Results Listing indicates the trans-
formed divergence between selected class pairs. 
The combinations are ranked according to degree of 
separability with the associated divergence for each 
class pair for each channel combination. 
• Acreage estimates for each cover type in the entire 
planning unit or specified portions. 
/ 
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APPENDIX B 
Answers to Self-Check Items: 
I-A. 1) Specific Location 2) Exact cover type of interest 
3) What applications will be made of the analysis 
results 4) What general level of accuract of classi-
fication results are needed. 
I-B. Any response to this item could be correct. The only 
requirements is that if be useable by you and contain the 
four basic rarts mentioned above. 
II-A. 1) Aircraft collected multispectral data is one source 
2) Satellite acquired data is another source available 
for forestry analysis 
II-B. lIigh quality is essential if high degrees of accuracy 
are desired. Data aberrations limit the classification 
capabilities of the analysis. 
II-C. Haze, clouds, and in some cases, snow cover can be 
problems in dat~ quality with which the analyst must 
contend. Mechanical problems can also cause data 
quality problems. 
III-A. 1) If satellite data is being used correlated aerial 
photographs can be very useful 2) U.S.G.S. quadrangle 
~aps are also useful reference tools 3) Direct 
ground observation can be a useful reference tool. 
III-B. Anyone or combinations of these reference tools can be 
used. Specific analysis objectives mip,ht make some 
reference data more desirable than others. The essential 
element is to select reference data which gives the best 
information available about the specific cover types of 
interest. 
IV-A. 1) Select training areas from locations which have corr-
elatable reference data. 2) The complexity of the ground 
scene in a potential area is also important. An approxi-
mate rule of thumb is to choose an area with at least two 
and usually no more that four distinct cover types. 
3) A third consideration you might have used is to 
scatter the training areas throughout the planning unit 
to guard against missing a major cover type. 
I 
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IV-B. Roughly 40 to 100 lines by 40 to 100 columns are used 
by analysts that do not have access to a Zoom Transfer 
Scope. Areas of about 47 lines by 34 columns are used 
if the Z.T.S. is available. 
~-"" 
IV-C. 1) One might be to use your judgement to select between 
four and eight areas. 2) A second would be to select 
. a percentage (from I-1St) of the total planning unit as 
a guide for selection. The justification revolves 
around the complexity of topography, the diversity of 
cover types, the size of the planning unit, and the size 
of the training fields. 
IV-D. De sure to refer to your objectives and any reference data 
you have to aid you in deciding the si ze, numher, and 
location of your traininp. areas. If an instructor or 
co-worker is available, discuss your choices in detail 
with then. 
V-A. The CLUSTER processor combines the spectral information 
from all the channels for the various cover types which 
results in increased boundary enhancement. 
V-B. 1) Boundary enhancement 2) It determines cluster 
classes by combining data from all (four in this case) 
channels. 
V-C. SEPARABILITY allows the analyst to determine the similarity 
between cluster classes and the probability of correctly 
classifying them. 
V-D. The output of SBPARABILITY is a grouping table which 
identifies those spectral classes which are spectrally 
inseparable. 
V-E. Transformed divergence is a number which indicates the 
relative distance between cluster classes based on their 
means and variances. 
t - -~,~~." , 
t 
I 
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VI-A. Reference data can be placed beside generated information 
or overlain on a lir.ht table. A more desirable technique 
is to us~ the Z.T.S. which superimposes the two forms of 
data. 
VI-B. A mixture class is one in which scattered symbols in a 
given area indicate spectrally inseparable cover types 
which must be grouped together. 
VII-A. Since data. from all training areas are being combine~ a 
new grouping table is used to show which spectral classes 
could be combined from all the trainin~ areas. 
VII-B. MERGE is used to pool these data at the various trans-
formed divergence levels. 
VII-C. A final statistics deck is created which describes the 
numerical characteristics of the various final training 
areas. 
VII-D. This represents an error . of commission since 33 points 
were committed to the aspen group when in fact they were 
poin~s representing oaks. 
VII-E. 9S points were actually aspen that were not included 
in the aspen group of points which represents an error 
of omisslon. 
VIII-A. By taking the training statistics d~ta and using it to 
classify each multispe~tral data point one at a time and 
assigning it to the class to which it is most statistically 
close the number of symbols is reduced and the boundaries 
between classes becomes more clearly defined. 
IX-A. If the analyst is able to accomplish his analysis objec-
tive~ then the proper level of classification has been 
reached. 
IX-B. 1) Changing the number of classes desired could require 
re-clu~tering 2) Changing the level of accuracy would 
cause re-examininp, the pooling process. 
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X-A. 1) Acreage Calculations ~ives the areal coverage of the 
different cover types in the planning unit . 
2) CALCOMP maps are computer drawn m~ps that indicate 
the boundaries between cover types and in which 
synilio1s denote what class is found within that boundary. 
3) Classification maps is a computer generated printout 
where symbols represent individual points (pixcels) 
that are classified as a specific cover type. 
4) Color-coded irna~e produced by the computer in which 
a color represents a certain cover type. 
5) The accuracy of the classification map can be indicated 
by noting the accuracy of the classifier in the 
training fields. 
XI-A. In this study the general land use map was one and 
determining the extent and location of specific cover 
types was another. 
XI-B. 1) 
2) 
3) 
4) 
Forest management 
Land use planning 
Wildlife environnent 
Fire protection planning 
XI-C. Many answers would be acceptable depending on your 
specific interest in forestry. Any of the above 
mentioned applications are suitable. The hest answer 
is one that proves to be useful to you! 
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