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Scope and Purpose-A problem which arises in the design of a distributed information processing system is 
the question of where the data files, which are shared by a number of users in remote locations in the system, 
are to be located so that some desired objective is met. This problem has received considerable attention in 
recent literature and is commonly known as the File Allocation Problem. A comprehensive review of the 
problem, and the approaches taken in addressing the same, is given by Dowdy and Foster [Computing 
Surveys 14(2), 287-313 (1982)]. The tile allocation problem has been shown to be a complex one. Obtaining 
the optimal allocation would probably require an exhaustive search of all possible candidates. The objective 
of this paper is to obtain an allocation which minimizes the mean response time for requests made by the 
users of the system. Schemes are developed to obtain near optimal allocations in a reasonably short period of 
time. 
Abstract -A set of customers use a connected network of computer installations, each accessing the network 
from a particular node. These customers share information contained in a set of data tiles. A typical 
customer’s need is characterized by a request requiring a subset of these files being accessed in a Markovian 
sequence. The cycle time for this customer is the total time taken on the average to complete his request 
sequence. The objective is to locate a single copy of each of the tiles in such a way that a weighted sum of these 
response times is minimized. The problem is modelled as a Closed Queueing Network optimization 
problem. Models are developed for both single and multiple chain cases. An incremental analysis approach 
is used to solve the single chain case. For the multiple chain case, it is shown how this model approximates to 
a set partitioning problem under certain conditions. Efficient heuristics are developed to solve this 
partitioning problem. With certain simplifying assumptions, the associated communication problem is then 
included in the model. 
1. INTRODUCTION 
The File Assignment Problem (FAP) has generally been recognized as crucial to the design of a good 
distributed information system. It has hence received a considerable amount of attention in the 
literature since the time it was first investigated by Chu [l]. The FAP entails allocating a set of F 
distinct files among a set of M computer installations (nodes). The allocation is to be made so as to 
optimize some objective function. 
An example of the FAP is in the allocation of the public access files (such as compilers, library 
routines, etc.) among the nodes of a campus wide network of mini and micro computers. At issue here 
are decisions such as how many copies of each file is needed, and where they should be placed so as to 
obtain the desired objective. At one extreme, one could have a copy of each file placed at each node in 
the network. Apart from the feasibility of such a scheme owing to limited storage capacities at some of 
the nodes, this would involve considerable effort in maintaining file integrity when the number of 
updates to these files is large. At the other extreme, one could have a single copy of each file, placed 
somewhere in the network. One option here would be to maintain a centralized data base, accessed 
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by every node in the system. This would, however, be poor both in terms of reliability and 
performance. Hence, it is clear that several conflicting issues need to be resolved in the FAP. 
The “file” in the FAP need not be a file in the conventional sense. For example, consider the 
problem of assigning tasks to processors in multiprocessor systems. With the introduction of large 
parallel machines, and advances in programming to take advantage of such machines, the problem of 
task allocation (and, possibly, reallocation or migration) is becoming more important. The tasks 
involved cooperate in order to solve the problem. Thus one could view the subproblems to be solved 
as transactions that are served by the processes residing on various processors. In this sense, the tasks 
are like “files” accessed by the control flowing through the system. As another example, consider an 
expert system implemented on a parallel machine. Apart from the problems of parallel execution of 
logic programs, which is a topic of current research, the problem of partitioning and allocating the 
rule base and factual data base are also worth considering. Thus in this allocation problem, the 
database fragments become “tiles” and the inference tasks operating on them become the requests. 
Work on the tile allocation has proceeded in two directions. One direction is towards formulating 
the optimization problem as one which minimizes some cost function typically consisting of file 
storage costs, and/or communication costs [l-9]. The solution here is usually based on solving a 
constrained &l integer programming problem with either a linear or a non-linear objective function. 
The other direction is based on formulating the problem as one which optimizes the performance (e.g. 
the overall response time/throughput) of the system. Here, the problem is modelled as one of 
optimizing a queueing network of single servers [ 1, 1 t&l 51. The queueing networks considered here 
are assumed to have the product form (PF) property [16]. 
Both approaches have their advantages and limitations. A major limitation in the first approach is 
that delays due to queueing are either ignored or not realistically modelled. In the second approach, 
costs of communication and storage are typically not considered. 
In this paper we take the second approach and model the FAP as a queueing network optimization 
problem, with the objective of minimizing overall mean response times to customer requests. 
1.1. The FAP modeled as a queueing network optimization problem 
To see how the FAP gives rise to a queueing network optimization problem, consider a network of 
service facilities (nodes) used by a number of customers. For example, the nodes could be the 
computers in an Apollo ring, and the customers could be the processes running on each such 
computer. (This is an example of the FAP in the conventional sense.) These customers share 
information contained in a set of distinct files. Suppose that a single copy of each file is to be allocated 
among the nodes in the network. In the context of the Apollo ring network again, there could be a 
number of file servers which could store the files. (These file servers operate in a demand paged 
environment and retrieve one or more pages of information for transmission across the network to 
the processes making the requests.) Since it is likely that several customers could, at the same time, 
require information from one or more files stored at a node, some of the requests have to queue up for 
service. 
We may consider a customer request as accessing one or more of these files in some sequence. The 
result of a request typically generates some information which is to be transmitted back to the 
customer originating the request. There can also be some information being transmitted between files 
in the request sequence. If these files are located on different nodes one must also consider 
transmission times and possible queueing delays at the communication servers. Let the mean time 
taken to complete a typical request sequence be called the “cycle time”. The cycle time depends on the 
allocation and thus we want to find an allocation that gives the minimum cycle time. For tractability, 
it is usually assumed that the queueing network models of the system satisfy the PF property. 
1.2. Previous work on performance models of the FAP 
One of the earliest works on performance models was the paper by Chen [ 111, where the problem 
was posed as an open network optimization problem with a single customer chain (i.e. a single 
request type). The files, however, were allowed to be split among the nodes. Closed single chain 
network models which again allowed non-integral assignment of files were considered by Trivedi et 
al. [14,15], and Geist and Trivedi [ 131. In many cases, however, integral assignments of files are 
much more realistic. A model by Foster et al. [ 121 considered a single chain closed queueing network 
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optimization problem where only integral assignments were allowed. However, their solution 
method uses a complex two-stage iterative approach, alternately solving a non-linear program in one 
stage and an integer program in the other. It appears unlikely that the solution scheme could 
effectively be applied to a reasonably sized problem. 
The above methods generally restrict analysis to a central server network, where only one node 
makes all the demands. None of the above models considered communication times/delays. A model 
by Bryant and Agre [lo] considers a more general closed model with multiple chains (i.e. multiple 
request types). It also incorporates communication delays. The solution method outlined is a 
heuristic which, starting with an initial arbitrary allocation, considers moving a file to all other nodes 
in order to obtain the best location for it. For each hypothesized move, the resulting queueing 
network is solved for the cycle times for each customer chain using the approximate algorithm of 
Schweitzer [17]. This scheme is iteratively repeated with each file till no further improvement is 
noticed. While this model is the most comprehensive performance model of the FAP among those 
reviewed above, the solution method is a simple enumeration technique which, further, need not find 
the optimal solution. 
I .3. Research purpose 
In this paper we develop heuristics that can substantially cut down the complexity of determining a 
near optimal integral allocation. As noted earlier, the objective here is to minimize the mean overall 
response times to customer requests. In general, there may be several types of requests for file 
accesses. We assume that the models are closed, i.e. for each type of request, a fixed number of 
statistically equivalent requests circulate endlessly in the network. The problem is then modelled, as a 
closed queueing network optimization problem with multiple chains, where each chain represents a 
request type and each station corresponds to a node in the system. While closed models are more 
difficult to deal with than open models, they are more realistic. 
The rest of this paper is organized as follows: in Section 2 the model of the FAP is developed. 
Sections 3 and 4 then consider algorithms for the single and multiple chain versions of the FAP. 
Section 5 indicates how communication delays can be modelled, and Section 6 presents the 
conclusions. 
2. THE MODEL OF THE FAP 
Let there be M nodes in the problem and R chains. A total of F different files are to be allocated 
among these nodes. Each customer starts at a designated node, accesses a subset of F files according 
to a Markovian sequence, and returns to the originating node. Processing each file in the sequence 
demands a certain amount of work from the system. In particular, processing file f for customer type 
r takes 7’r,s operations. Each node m executes at a certain rate S,, which is the number of operations 
executed per second. The amount of time demanded by customer r from the tile f, which we call the 
mean tile service time demand on file f by the rth chain, if this file is placed in node m, is then T,,,/S,. 
For modelling convenience, a customer making requests from node m is assumed to access a 
dummy file 2, as the last tile in his sequence. There are M such files, one for each node and we shall 
term these files “sentinel files”. Apart from performing a policing duty, these files are also convenient 
to model any local computation that is performed when the customer’s request returns to the node 
from which it originated. 
Let x,,,~ be a O-l variable which is set to 1 if file f is allocated to node m and is set to 0 otherwise. 
Every allocation X = {x,,~} generates a mean service time demand, L,,(X), on the nodes for each 
type of customer. This is the sum of the various mean tile service time demands by customer type r for 
the files placed at node m, viz. 
-L,,(X) = i x,,/- T,JI%. (1) 
f=l 
Let L,(X) represent the total mean service demand by the rth customer chain from the network. Then, 
L,(X) = : LAX). 
m=l 
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Let W,(N, X) denote the cycle time of chains of customers when network population vector is N 
and allocation vector is X. 
The optimization problem can now be written as: 
Problem I 
min 2 p; W,(N, X) 




Xm,“fE 10, 11 {integral assignments only). 
Here, PI,. . .,/JR are specified weights. 
3. THE FAP FOR A SINGLE CUSTOMER CHAIN 
In this section we consider the special case where there is only one request type, i.e. a single chain in 
the model. This special case is important owing to the fact that the cycle time in such a network is a 
monotonic function of the nodal service times and population. We will drop the chain subscript from 
all quantities in this case. 
For the single chain case, the FAP is: 
Problem 2 
Minimize W(N, X) subject to 
f= 1,. . ., F, 
m=l 
X,,fE (0, 1); f=l,..., F;m=l,..., M. 
Assuming negligible communication delays, the Mean Value Analysis (MVA) algorithm [ 181 for 
single server nodes yields: 
WN, X) = f L,,,(X) + 5 L,(X)*Q,(N - 1, X), 
m=l m=l 
(4) 
where L,(X) is defined by equation (l), and Q,(N - 1, X) is the mean queue length that would form 
at node m with N - 1 customers in the system, and with allocation X. 
The cycle time W(N, X) is a complex, non-linear function of the allocation variables and can be 
computed with O(MN) operations by known iterative algorithms [16]. It is a convex function of the 
allocation variables [ 141, and hence the non-linear integer program, Problem 1 could be solved using 
a branch and bound procedure for small problems. As the number of variables increase, 
straightfoward application of branch and bound algorithms could require a lot of computational 
effort, and this motivates consideration of some approximate solution techniques. 
A heuristic interchange search technique is proposed, and this operates as follows: it starts with an 
allocation which attempts to balance the loads among the nodes as evenly as possible. This initial 
assignment is made by assigning each file, in turn, to a node such that the loads are maintained as 
uniformly distributed as possible among the nodes after each assignment. Once this initial allocation, 
X,, is made, the cycle time for this allocation is evaluated. The heuristic then proceeds as follows: each 
possible combination of node-pairs are considered in turn. The files present in a node-pair are then 
examined to determine whether moving a file from its present node to the other (a SHIFT operation), 
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or a pairwise exchange of files between nodes (a SWAP operation) would reduce the cycle time. With 
F tiles and M nodes, F(M - 1) possible SHIFTS and at most F(lc - 1) possible SWAPS are examined. 
Assuming F > M, thus 0(F2) such possibilities are examined. The cycle time which would result from 
each such operation is evaluated, and the lowest of such times, W(X,), corresponding to an allocation 
X1, is compared with W(X,). If W(X,) > W(X,), the search terminates with X, as the best allocation 
found; otherwise the allocation X, is chosen, and this completes one iteration of the search. The next 
iteration now tries to find an assignment X, which has a cycle time less than that of assignment X,. 
This process continues till no further decrease in cycle time is possible. Obviously the iterations must 
terminate, but results obtained need not be optimal. 
For each potential SHIFT or SWAP operation considered, the exact evaluation of cycle time takes 
O(~~) operations as noted earlier. This means that each iteration of the search could take 0(~~~2) 
operations. We now describe a heuristic for the FAP which obtains good estimates of the cycle time 
for each candidate allocation in an iteration with much less computation, thereby improving the elliciency 
of the search. 
3.1. Incremental analysis 
This approach evaluates the cycle time exactly once at the start of each iteration. Each candidate 
allocation in the search process is now, however, evaluated with O(1) computations. This is based on 
incremental analysis which is described below: 
Suppose that at the start of some iteration k, the allocation X,_, is known. Then the Ioads 
generated at the nodes, L,, m = 1, . . ., M, and the resulting cycle time W(X,_ i), can be determined 
for this allocation. The heuristic then examines each file to determine the effect of a reassignment due 
to either a SHIFT operation or a SWAP operation. If this reassignment was done, it would change 
the loads at nodes i and j by some amounts AL, and AL,, leaving the loads at all other nodes 
unchanged. The resulting cycle time for this reassignment Xi is then related to W(X, _ i) by the Taylor 
series : 
2 
W(X;)=W(X,_,)+ ALi&+AL+j& W(x,-t)+i > .i ALt&+ALj&, w(x,_,)+... (5) i J 1 J 
and, for reasonably small ALi, AL, we can drop the higher order terms. 
For notationaf convenience, we shall write W to mean W(X,_ r ). For the allocation X,_ 1f let Q,(N) 
denote the mean queue length at node PI, n = 1, . . ., M, at population N, and let ;IN be the 
corresponding throughput of the network. Let 
U,(N) = lNLi (6) 
and 
Lemma I 
AQJN) = Q,(N) - Qi(N -. 1). (7) 
(8) 
A proof of Lemma 1 is given in Ref. [ 191. 
Proposition 1 
where 
1 - U,(N) 1 _ [Q&IN - 111” _ 1 - U,(N) 1 - vi(N)(N - 1)/N L,Ui(N - 1) _1- Ui(N - l)(N - Z)/(N - 1) (10) 
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and 
L tz = U,(N) Q,(N) (1 - Ui(N)) AQ,(N) Li 1 . L (11) 
The derivation of this approximate expression is given in Ref. [19]. Using arguments similar to that 
used for Proposition 1, it is possible to obtain an approximate expression for the partial derivative of 









t,z -~ Q,(N) AQj(N) 
Qi(N - 1) AQj(N - 1) 
- il,LiLj 1 - ui(N)(N - 1)/N 1 - Ui(N - l)(N - 2)/(N - 1) 1 (13) 
and 
t4 = & AQ i(N) AQj(N). (14) 
N i j 
3.2. Experimental results 
Table 1 tabulates the results of using the incremental approach on some randomly generated 
problems. Results presented are for some typical problems, indicating the improvement in cycle times 
resulting from the search over that obtained by the initial load balancing allocation. For illustrating 
the effectiveness of the heuristic, the values of the cycle time obtained for the initial allocation were 
scaled to a 100.00 with the cycle time for the best allocation found by the heuristic being 
correspondingly scaled. For test cases where the number of nodes, files and customer types were 
reasonably small, the optimum allocation was evaluated by an exhaustive search. For these cases, the 
cycle times corresponding to the optimal allocation, appropriately scaled, is also indicated in Table 1. 
In general, the improvements ranged from 0 to 43x, with the most significant improvements 
occurring when the network populations were small. The tests were carried out using a VAX 1 l/750 
machine running the VMS operating system. Table 1 indicates the time taken by the heuristic and the 
exhaustive search to obtain these allocations. 
In general, in the absence of communication delays, and when the customer populations are large, 
the FAP for the single chain case generally reduces to a problem of balancing the loads among the 
Table 1. Result of some test problems for single chain case 
Size of problem Minimum found Time taken (s) 
Problem (nodes, tiles, 
















2, 5, 12 10NlO 
3,4, 8 95.42 
2, 10, 6 95.14 
3, 6, 10 97.36 
3, 7, 5 93.20 
3, 7, 5 97.28 
4, 6, 8 100.00 
4, 7, 5 97.01 
3,9, 8 95.03 
3, 16, 5 87.28 
4, 9, 15 98.09 
3, 18, 15 96.47 
12, 29, 15 86.11 
15, 50, 10 78.92 
18, 55, 5 56.79 
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nodes as evenly as possible. This follows from the fact that in the case of an isolated M/M/l station, 
the response time is a convex function of load with monotonically increasing derivative. 
4. FAP FOR MULTIPLE CHAIN NETWORKS 
Let w,,,,(N, X) denote the mean residence time of a customer belonging to chain r, at station m when 
the population vector is N and allocation vector is X. Then, under the PF assumption, the MVA 
algorithm gives : 
WAN3 X) = L,,(X) 1 + t 4mjlN - e,, X) 
[ 
, 
j= 1 1 
where qmj(N - e,,X) is the queue length of chain j customers at station m when one chain r customer is 
removed from the network. In order to use this equation, we assume that: 
qmj(N - e,, X) z z (Nj - djr), 
j 
where Sj, e 1, if j = r, else = 0. The above equation makes the assumption that the mean queue 
lengths are proportional to the loads at the nodes. This then gives the approximation to the mean 
residence time as i;,,(N, X), where 
i&,(N, X) = L,,(X) 1 - 
[ 
L,(-v 
L,(x) +ir L;j:x)y]. 
The approximation for the cycle time for chain r, $%‘,(N, X), is then given by 
EgN, X) = F iir,,(N, X). 
m=1 
(15) 
As it was not possible to provide error bounds for the above approximation, its performance was 
studied experimentally. About 2000 different network configurations were randomly generated for 
testing, and the error in estimating the cycle times for each chain was obtained. This was expressed as 
the ratio of the difference between the exact values and the approximate values, to the exact values. 
The errors were less than 5 % whenever the allocations gave a network that was reasonably balanced 
with regard to the time demands at the nodes. The maximum error found was about 38 y0 for some 
chain, on an unbalanced allocation. Although such errors of 38 % on an experimental result are surely 
unacceptable, the errors in the approximation for network configurations which gave lower objective 
function values, namely the allocations which gave a more balanced network, were within 5 % as 
mentioned above. Hence this approximation is expected to perform better for a problem such as the 
FAP. These errors are based on total network populations of up to 30. It is expected that larger 
network populations could increase the errors. For larger populations, however, an approximation 
based on a load balancing heuristic gives good results. 
4.1. The simplified model for multiple chains 
Now consider the case where all processors operate at the same speed S. Assuming negligible 
communication times and delays, the total load on chain I, L,(X) is given, using equations (1) and (2) 
as 
(16) 
Hence, L,(X) is independent of the allocation, namely, L,(X) = L,. 
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From (15), the estimate, mr(N, X), of the cycle time for the rth customer is 
er(N, X) = t L,,,(X) l + 5 NjLm,j(X)lLj - Lm,r(x)ILr ’ 
m=l [ j= 1 1 
Therefore, after some elementary algebra, we can write 
where 
d,,= i f+[ 2 NjTj,gILj - Tr*gILr . 




The first term in the objective function is now a constant and is removed from the objective 
function. Problem 1 is now reformulated as 
Problem 1’ 
min ? i i df,gx,,+,,g 
m=l f=l g=l 
s.t. x,,s= 1; f= 1, 2,. ., F, 
m=l 
X,,fE {f-t I>; f= 1, . . ., F; m = 1, . ., M, 
with d,, as defined by equation (19). 
The set partitioning problem. Problem 1’ can now be interpreted as a set partitioning problem as 
follows: We have a weighted, undirected complete graph G. The vertices in this graph are the files 
labelled 1 through F. The edges connecting two vertices f and g represent the queueing delays that 
would be induced if files f and g were placed on the same node. Let w(f, g) = (d,,, + d,,f) represent 
the weight on the edge connecting vertex (file) f with vertex g in this graph. We can partition this 
graph into M vertex disjoint cliques. The problem is then to do the partitioning such that the sum of 
the weights on the edges in all the cliques is minimized. 
This is still a hard problem. It falls into the class of NPcomplete problems and is essentially in the 
same form as the k-min cluster problem discussed by Sahni and Gonzalez [20]. As a result, we look 
for a heuristic solution technique. Some heuristics have been proposed for the maximization version 
for this type of a partitioning problem [20,21]. The maximization version is to partition the set of F 
vertices into M disjoint sets (nodes) such that the weights on the edges joining vertices in different sets 
(nodes) is maximized. (Obviously, this is equivalent to the problem of minimizing the sum of the 
weights on the arcs within the subsets.) Sahni and Gonzalez show that the maximization version of 
the problem, termed as the k-max cut problem, has an &-approximation algorithm. They give a one- 
step heuristic algorithm for this version which obtains a bound on the closeness of their heuristic 
solution with respect to the optimal value. If EW* represents the optimal value for this version of the 
problem, and if E W is the value found by their heuristic, then the error bound obtained by them is 
IEW* - EWI <L 
EW* ‘M’ 
Hence, for the maximization version, the value returned by the heuristic quickly approaches the 
optimal as the number of partitions required increases. 
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Since the heuristic proposed by Sahni and Gonzalez [20] does guarantee a good bound on the 
maximization version it is hence very likely that it performs well when the minimization version is 
considered. We use it to obtain an initial allocation and then try to improve it by using another 
heuristic based on the scheme detailed by Lin and Kernighan [21]. The heuristic proposed by them is 
a version of an interchange search method and is similar, in method of operation, to the search 
technique used in Section 3 for the single chain case. More details on this technique may be found in 
Ref. [19]. 
The algorithm, proposed here, which we call LOCSEARCH, involves a one time cost of 
O(R2F2 + F3M) for the initial allocation. The cost per iteration is then 0(F2). In contrast, the 
interchange search algorithm proposed by Bryant and Agre [lo], which we shall call INTSEARCH, 
has time complexity 0(FMR2) per iteration. 
4.2. Experimental results 
The LOCSEARCH algorithm was tested for its effectiveness in finding good solutions. To 
determine how close the best allocation found by LOCSEARCH was relative to the optimal 
allocation, it was compared to the optimal allocation found by exhaustive search. A large number of 
randomly generated examples were tested. The tests were carried out on a VAX 1 l/750 machine running 
the VMS operating system. It may be noted that with M nodes and F files, the number of allocations 
to be considered in an exhaustive search is MF, and hence exhaustive search becomes prohibitively 
expensive in terms of computational effort as the number of nodes and files increase. For example, a 
reasonably small problem with 4 nodes, 6 files and 4 customer chains, required almost half an hour of 
CPU time to obtain the optimal solution through an exhaustive search. Hence the performance of the 
heuristic in obtaining allocations close to the optimal could perforce only be tested out for problems 
of a reasonably small size in the number of nodes and number of files. For larger problems, the 
performance of the heuristic was tested only by comparing the improvement obtained by the 
technique over that found by a simple load balancing heuristic. Some of these results are tabulated in 
Table 2. 
The LOCSEARCH heuristic is also compared with the INTSEARCH heuristic of Bryant and Agre 
[lo], as shown in Table 2. The INTSEARCH heuristic used the same starting allocation here, as used 
by LOCSEARCH for purposes of comparison of the algorithms. The time taken by the 
LOCSEARCH and INTSEARCH algorithms in obtaining the final allocation is reported, as also the 
time taken for the exhaustive search, where applicable. The network populations were restricted to be 
between 1 and 5 customers per chain. 
Table 2, the minimum values reported represent the cycle time values for the network based on the 
final allocations found by the two heuristics and by the exhaustive search technique. These values 
have been normalized relative to the value of the cycle time for the initial allocation found by the load 
balancing heuristic. The value of the allocation found by the load balancing heuristic was, for 
convenience, scaled to a 100.00. Thus, an entry of 85.7 in a column for “Min found”, for example, 
would represent an improvement in cycle time of 14.3% over the allocation found by the load 
balancing heuristic. 
Table 2. Same speed at all nodes; initral allocation: load balance 
Size of problem 













3, 4. 3 85.7 0.21 85.7 0.62 
3, 4, 5 73.6 0.32 ‘73.6 1.06 
3, 5, 4 91.5 0.34 100.0 0.73 
3, 6, 4 78.1 0.44 78.7 1.96 
4, 4, 6 100.3 0.47 1 Co.0 1.64 
2, 10, 5 92.2 0.84 100.0 1.08 
4. 6, 4 87.2 0.5 1 89.0 1.62 
7, IO, 5 98.6 1.60 99.3 16.44 
8, 16, 4 97.4 34.0 99.1 35.75 
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Table 3. Same speed at all nodes; initial allocation: Sahni and Gonzalez [20] 
Size of problem 







3. 4, 3 85.13 85.73 85.73 
3, 4, 5 13.64 13.64 73.64 
3, 5,4 98.77 97.19 97.19 
3. 6, 4 93.31 78.68 78.68 
4, 4, 6 101.57 100.31 99.60 
2, 10, 5 103.30 92.19 82.19 
4, 6, 4 95.51 87.20 87.20 
IO, 25, 15 100.75 96.78 _ 
7, 10. 5 107.14 98.58 _ 
8, 16, 4 104.66 97.39 
Table 2 shows that the load balancing heuristic performs well in some cases too, although the 
partitioning algorithm almost always improves on the initial solution found thus. 
Now, the effectiveness of the algorithm of Sahni and Gonzalez [20] in obtaining a good initial 
allocation was tested. This was done by repeating the LOCSEARCH algorithm over all the problems 
generated earlier, except that the starting allocation was now provided by the algorithm of Sahni and 
Gonzalez, instead of by the load balancing heuristic. Table 3 reports the results of some of these 
experiments. These results are for the same test problems as reported in Table 2. In Table 3, the cycle 
time values returned by the heuristic of Sahni and Gonzalez and by LOCSEARCH have both been 
normalized relative to the cycle time found by the load balancing heuristic. It can be seen from the 
table that the algorithm of Sahni and Gonzalez is much more effective in providing a good allocation 
compared to that found by the load balancing heuristic for the problems of smaller size. In fact, in two 
cases, it does provide the optimal allocation. However, the load balancing heuristic appears more 
effective in providing initial allocations for larger problems. 
About 100 different problems were thus tested. Based on these test results, we make some 
observations: 
(i) It appears that LOCSEARCH runs faster than INTSEARCH although, on one occasion, it 
returned with a value worse than the initial allocation value. This is due to the error in the 
approximation scheme adopted by us for the solution of the queueing network. 
(ii) The best allocations found by both LOCSEARCH and INTSEARCH are usually quite close to 
the optimum, wherever it was possible to evaluate the optimum through exhaustive search. 
(iii) In general, for these cases, LOCSEARCH appears to do much better than INTSEARCH both 
in terms of speed of execution and in finding better allocations. However, in quite a few cases, the 
allocations found represented only a marginal improvement over the initial load balancing heuristic. 
Also, from Table 2, it can be seen that LOCSEARCH performs significantly faster than the 
INTSEARCH heuristic as the problem size gets large. 
We now consider the use of the above approach on networks where the speeds of the various nodes 
were allowed to be different. The major difficulty here is that the weights on the arcs between files f and 
g, viz w(f, g), are no longer constant, but vary for each allocation, since each allocation causes the L, 
values to change. The LOCSEARCH algorithm can be modified to account for this. This modified 
algorithm has a more complex objective function since equation (15) is now used in place of (16) for 
the objective function, and this results in the presence of a variable term in the denominator of the 
objective function. The search method is more complex as a result, although it proceeds along similar 
lines as for the case where all nodes were identical. 
The initial allocation is based on balancing the loads at all nodes. We also do not have a 
partitioning algorithm in the former sense, since the w(f, g) values change with the allocation. Also, 
internal weights are to be recalculated for each possible change in allocation, viz. a time complexity of 
O(R*F*) for each change in allocation. This makes the algorithm less effective in terms of execution 
speed. However, comparison with the performance of INTSEARCH for these cases indicates that 
LOCSEARCH does better on these cases too. About 20 different test problems were randomly 
generated and the heuristics were tested here. Table 4 details some of the representative results. 
The results in Table 4 indicate that (i) on the average LOCSEARCH takes less than half the time 
taken by INTSEARCH, although it is not as effective as before in finding better allocations than the 
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Size of problem 
M, F, R 
LOCSEARCH INTSEARCH 
Time Time 
Min taken Min taken 





4,4, 4 65.8 0.94 62.0 1.73 
4, 4, 6 59.6 1.56 63.1 3.33 
4, 4, 6 69.9 1.57 74.1 3.39 
4, 4, 6 100.0 0.57 100.0 2.11 
2, 12, 5 97.8 2.99 96.6 1.82 
3, 8, 6 95.0 3.86 97.2 6.21 
4, 7, 6 88.6 3.52 89.7 6.90 
4, 8, 8 91.3 7.16 91.7 13.70 
7, 12, 10 83.5 25.50 85.6 74.0 
10, 26, 15 87.8 361.87 87.6 685.0 









*Job was aborted after it took more than 100.000 s of CPU time 
INTSEARCH heuristic; and (ii) both heuristics find values up to 40% lower than those found by the 
load balancing heuristic. 
5. MODELING COMMUNICATION TIMES/DELAYS 
So far, we have ignored the communication times and their attendant delays. In general, including 
these effects in the model makes it very difficult to analyze the model except, probably, through brute 
force enumeration techniques. In this section, one approach is outlined for modeling the 
communications problem is outlined. This is an approximation technique for which no error bounds 
are available, and assumes that the sum of the mean communication times/delays in a cycle, 
henceforth referred to as the communications component of the cycle time, is a relatively small 
component of the cycle time: the major component being the sum of the mean residence times at the 
node. An alternate approach may be found in Ref. [ 191. 
5.1. A two stage approach to model the communication component 
This approach first obtains a set of promising allocations ignoring the communication delay 
altogether. The next stage then evaluates each allocation by considering the time demands these 
allocations place on the communication channels, with their attendant queueing delays. We try to 
adjust the mean service times at the nodes in such a manner that the mean response times at the nodes 
obtained with these adjusted service time demands absorb these communication times and delays. 
This is an iterative procedure which we outline below. The underlying premise here is that the 
communications component of the cycle time is not significant enough to affect the allocations found 
promising in stage 1. 
The primary reason for considering a two-stage approach to the FAP is twofold: (i) to avoid large 
increase in problem size, since modeling the channel servers as service stations in the model, may 
increase the number of stations from M to M(M + 1)/2; and (ii) to avoid assumption of a fixed 
communication path between each pair of nodes. In the second stage, we use an open model 
consisting of only communication servers which carry the traffic between various tiles (whose 
locations were determined in step 1). More specifically, let &,,,(N, X) denote the throughput of the 
communication server sending chain r traffic from node m to node n and let A,.@, X) be the 
throughput of chain r for allocation X. For this chain, let u,,(X) be the visit ratio to node m. and 
f,.,(X) the fraction of traffic from node m, bound for node n. Then 
Let gi denote the set of files allocated to node i and let zrgr be the average number of bits transmitted 
by a chain r request from tile f to tile g. Then the average time, z,,,,,~, needed to transmit data from node 
m to node n for a chain r request is 
rmnr = z E ‘J#mn, (20) 
n n 
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where pmn is the speed of the communication link connecting nodes m and n. Thus we have an R-chain 
open network with up to M(M - 1)/2 stations. It can be solved easily to get the mean response times, 
S,,,,(fi, X). Assuming that there is no fixed path between nodes for a message to travel on, we can 
solve for the optimal routing for these messages using one of several schemes outlined by various 
authors [22-241. For example, Kleinrock [22] considers each channel server as an M/M/l queue in 
his model, and considers the problem of obtaining a routing of the messages for minimizing the total 
delay experienced in the network for all the messages circulating in the network. 
Let us suppose we have solved the routing problem given an allocation X, and obtained the mean 
response times &,,(N, X) arising therefrom for transmitting messages between every pair of nodes n, 
m for each customer class r. We now try to adjust the mean service time demands, Cm(X) at the nodes 
in such a manner that the resulting nodal response times wk,(N, X) absorb the communication delays 
(i.e. the mean response times at the channels) 6&N, X). For clarity of the ensuing discussion, we 
henceforth omit the subscript X. Hence, we first set 
NAN = wmm + : fmdL(~). (21) 
n=l 
The MVA algorithm gives 
wkr(N) = Lm,.[ 1 + Qk(N - e,)] 
and this is approximated as (also see Schweitzer [17]) 
j#l 
1 . (22) 
Once the w;,(N) values have been estimated using equation (21), the new cycle time with these 
mean response times is calculated, and the throughput is obtained using Little’s result [25]. Now the 
new mean queue lengths at the nodes is obtained at population vector (N). These values are now used 
in (22) to obtain the Ld, values. 
With these new Lk, values, the closed network can now be re-solved for the candidate allocations 
to determine better values for the throughputs to be used in stage 2, and hence better estimates for w,, 
for use in (21) and so on. If the communications component is small to begin with, such iteration may, 
however, not be necessary. 
If there were several candidate allocations to begin with, the best one can be selected on the basis of 
the cycle time of the network after accounting for the communication times. 
6. CONCLUSION 
The FAP modeled as a queueing network optimization problem is a complex problem. Usually 
this problem is addressed as a special case of a queueing network optimization problem with a single 
class of customers, without considering communication delays. In many cases, the problem has been 
posed as one for which continuous valued solutions are adequate. The objective of this paper was to 
extend the means by which this complex problem may be addressed and where integer solutions were 
necessary. 
This paper considered approximate heuristic solutions to the FAP which enables the problem to be 
modeled with many customer chains, and which found integer allocations. A single chain version of 
the model was first addressed, and this was analyzed using an incremental analytic approach. The 
multiple chain version of the problem was transformed, by an approximation, into a graph 
partitioning problem which was then analyzed with the aid of some existing algorithmic techniques 
which were adapted for this case. Finally, some means of approximately modeling communication 
times and delays have been proposed. 
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