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DIFFERENTIAL TRANSCENDENCE & ALGEBRAICITY CRITERIA FOR
THE SERIES COUNTING WEIGHTED QUADRANT WALKS
THOMAS DREYFUS AND KILIAN RASCHEL
Abstract. We consider weighted small step walks in the positive quadrant, and provide
algebraicity and differential transcendence results for the underlying generating functions: we
prove that depending on the probabilities of allowed steps, certain of the generating functions
are algebraic over the field of rational functions, while some others do not satisfy any algebraic
differential equation with rational function coefficients. Our techniques involve differential
Galois theory for difference equations as well as complex analysis (Weierstrass parameterization
of elliptic curves). We also extend to the weighted case many key intermediate results, as a
theorem of analytic continuation of the generating functions.
Introduction
Take a walk with small steps in the positive quadrant Z2>0 = {0, 1, 2, . . .}2, that is a succession
of points
P0, P1, . . . , Pk,
where each Pn lies in the quarter plane, where the moves (or steps) Pn+1 −Pn belong to a finite
step set S ⊂ {0,±1}2 which has been chosen a priori, and the probability to move in the direction
Pn+1 − Pn = (i, j) is equal to some weight-parameter di,j , with
∑
(i,j)∈S di,j = 1. The following
picture is an example of such path:
S =
{ }
P0 = (0, 0)
Such objects are very natural both in combinatorics and probability theory: they are inter-
esting for themselves and also because they are strongly related to other discrete structures, see
[BMM10, DW15] and references therein.
Our main object of investigation is the probability
(1) P[P0
k−→(i, j)]
Date: October 16, 2018.
2010 Mathematics Subject Classification. 05A15,30D05,39A06.
Key words and phrases. Random walks in the quarter plane, Difference Galois theory, Elliptic functions,
Transcendence, Algebraicity.
This project has received funding from the European Research Council (ERC) under the European Union’s
Horizon 2020 research and innovation programme under the Grant Agreement No 648132 and the Grant Agreement
No 759702.
1
2 THOMAS DREYFUS AND KILIAN RASCHEL
that the walk started at P0 be at some generic position (i, j) after the kth step, with all inter-
mediate points Pn remaining in the cone. More specifically we shall turn our attention to the
generating function (or counting function)
(2) Q(x, y; t) =
∑
i,j,k>0
P[P0
k−→ (i, j)]xiyjtk.
We are interesting in classifying the algebraic nature of the above series: to which of the following
classes does the function (2) belong to:
(3) {rational} ⊂ {algebraic} ⊂ {holonomic} ⊂ {differentially algebraic}
v.s. {differentially transcendental}?
Rational and algebraic functions are classical notions. ByQ(x, y; t) holonomic (resp. differentially
algebraic) we mean that all of x 7→ Q(x, y; t), y 7→ Q(x, y; t) and t 7→ Q(x, y; t) satisfy a linear
(resp. algebraic) differential equation with coefficients in C(x), C(y) and C(t), respectively; see
Definition 30 for a more precise statement. We say that Q(x, y; t) is differentially transcendental
if it is not differentially algebraic. Our main results give sufficient conditions on the weights di,j
to characterize the algebraic nature (3) of the counting function (2).
Motivations to consider models of weighted walks. In this article we shall go beyond the
classical hypothesis consisting in studying unweighted walks, that is walks with di,j = 1/|S| for
all (i, j) ∈ S. Indeed, motivations to consider weighted models are multiple: first, they offer a
natural framework to generalize the numerous results established for unweighted lattice walks,
see our bibliography for a nonexhaustive list of works concerning unweighted quadrant walks,
especially [BMM10, BRS14, BK10, DHRS18, FR10, KR12, KR15, Mis09, MM14, MR09]. Second,
some models of unweighted walks in dimension 3 happen to be, after projection, equivalent to
models of 2D weighted walks [BBMKM16]. Needless to mention that lattice walks in 3D represent
a particularly challenging topic, see [BBMKM16, DHW16]. Third, these models with weights
yield results in probability theory, where the hypothesis to have only uniform probabilities (case
of unweighted lattice walks) is too restrictive. Fourth, since there exist infinitely many weighted
models (compare with only 79 unweighted small step models!), case-by-case reasonings should
be excluded, and in some sense only intrinsic arguments merge up, like in [FIM99, DHRS17].
Literature. There is a large literature on (mostly unweighted) walks in the quarter plane,
focusing on various probabilistic and combinatorial aspects. Two main questions have attracted
the attention of the mathematical community:
• finding a closed-form expression for the probability (1), or equivalently for the series (2);
• characterizing the algebraic nature of the series (2), according to the classes depicted in
(3).
The first question, combinatorial in nature, should not put the second one in the shade: knowing
the nature of Q(x, y; t) has consequences on the asymptotic behavior of the coefficients, and
further allows to apprehend the complexity of these lattice paths problems (to illustrate this
fact, let us remind that unconstrained walks are associated with rational generating functions,
while walks confined to a half-plane admit algebraic counting functions [BMP00]). This is the
second question that we shall consider in the present work.
To summarize the main results obtained so far in the literature, one can say that for unweighted
quadrant models, the generating function (2) is holonomic (third class of functions in (3)) if and
only if a certain group of transformations (simply related to the weights, see (30)) is finite;
note that models having a finite group are models to which a generalization of the well-known
reflection principle applies. This is a very satisfactory result, as it connects combinatorial aspects
ON THE ALGEBRAIC NATURE OF WEIGHTED QUADRANT WALKS 3
to geometric features. Moreover, there are various tools for verifying whether given parameters
lead to a finite or infinite group [BMM10, FR10, KY15].
Going back to the algebraic nature of the counting function, the pioneering result is [FIM99]
(Chapter 4 of that book), which states that if the group is finite, the function (2) is holonomic, and
even algebraic provided that some further condition be satisfied. Then Mishna [Mis09], Mishna
and Rechnitzer [MR09], Mishna and Melczer [MM14] observed that there exist infinite group
models such that the series is nonholonomic. Bousquet-Me´lou and Mishna [BMM10], Bostan
and Kauers [BK10] proved that the series is holonomic for all unweighted quadrant models with
finite group. The converse statement is shown in [KR12, BRS14]: for all infinite group models, the
series is nonholonomic. The combination of all these works yields the aforementioned equivalence
between finite group and holonomic generating function.
The question of differential algebraicity was approached more recently. Bernardi, Bousquet-
Me´lou and the second author of the present paper showed [BBMR17] that despite being non-
holonomic, 9 unweighted quadrant models are differentially algebraic. In [DHRS18, DHRS17],
the first author of this paper, Hardouin, Roques and Singer proved that all 47 remaining infinite
group models are differentially transcendental. See [FR10, KY15, DHW16] for related studies.
Main results. The above recap shows how actively the combinatorial community took posses-
sion of these quadrant walk problems. It also illustrates that within a relatively small class of
problems (only 79 unweighted different models!), there exists a remarkable variety of behaviors.
This certainly explains the vivid interest in this model.
In this article we bring three main contributions, building on the recent works [FIM99, KR12,
KR15, DHR18, DHRS18, DHRS17] and mixing techniques coming from complex analysis and
Galois theory. The first contribution is about the techniques: along the way of proving our other
contributions we generalize a certain number of results of [FIM99] (stationary probabilistic case)
and [KR12] (unweighted combinatorial case). In particular we prove an analytic continuation
result of the generating functions to a certain elliptic curve, see Theorem 28.
The differential Galois results of [DHRS18] are applied in the setting of unweighted walks with
infinite group, and the only serious obstruction to their extension to the weighted case was to
prove the analytic continuation result of Theorem 28. Accordingly the results of [DHRS18] may
be extended to the weighted case. Our second contribution is to provide differential transcendence
sufficient conditions for infinite group weighted walks, see Theorems 35, 39 and 41. Those are
consequences of a more general result, Proposition 32, coming from [DHR18], which is a criteria
(i.e., a necessary and sufficient condition) for differential transcendence. The latter is however
not totally explicit in terms of the parameters di,j , contrary to the (easily verified) sufficient
conditions. Note that the proofs here are omitted since they are similar to [DHRS18].
Our third result is about models having a finite group. Theorem 42 and Corollary 43 show that
the generating functions are then holonomic, and even algebraic if and only if a certain quantity
vanishes (namely, the alternating sum of the monomial xy under the orbit of the group).
Structure of the paper.
• Section 1: statement of the kernel functional equation (6) satisfied by the generating
function, study of the zero set defined by the kernel. Results in that section generalize
results in [FIM99, KR12], at several places with new and minimal proofs.
• Section 2: elliptic parametrization of the zero set of the kernel and continuation of the
generating functions. Results in this section are importantly used in Sections 3 and 4.
• Section 3: statement of Theorems 35, 39 and 41, giving sufficient conditions for differen-
tial transcendence of the counting series.
• Section 4: Theorem 42 and Corollary 43 on algebraicity criteria for the generating func-
tions in the finite group case.
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1. Kernel of the walk
1.1. Functional equation. Weighted walks with small steps in the quarter plane are sums of
steps taken in a step set S, itself being a subset of { , , , , , , , }, or alternatively
Steps will be identified with pairs (i, j) ∈ {0,±1}2\{(0, 0)}. For (i, j) ∈ {0,±1}2, let di,j ∈ [0, 1]
with
∑
di,j = 1. We consider quadrant walks starting from P0 = (0, 0) ∈ Z2>0, which at each
time move in the direction (i, j) (resp. stay at the same position) with probability di,j (resp.
d0,0). A walk will be called unweighted if d0,0 = 0 and if in addition all nonzero di,j take the
same value.
As said in the introduction, we will mainly focus on the probability P[P0
k−→(i, j)] that the walk
be at position (i, j) after k steps, starting from P0 and with all intermediate points P1, . . . , Pk−1
in the quarter plane. The corresponding trivariate generating function Q(x, y; t) is defined in (2).
Being the generating function of probabilities, Q(x, y; t) converges for all (x, y, t) ∈ C3 such that
|x|, |y| 6 1 and |t| < 1. Note that in several papers, as in [BMM10], it is not assumed that∑
di,j = 1. However, after a rescaling of the t-variable, we may always reduce to this case.
The kernel of the walk is the polynomial defined by K(x, y; t) := xy(1 − tS(x, y)), where
S(x, y) denotes the jump polynomial
(4) S(x, y) =
∑
(i,j)∈{0,±1}2
di,jx
iyj = A−1(x)
1
y
+A0(x) +A1(x)y = B−1(y)
1
x
+B0(y) +B1(y)x,
and Ai(x) ∈ x−1R[x], Bi(y) ∈ y−1R[y]. Define further
(5) F 1(x; t) := K(x, 0; t)Q(x, 0; t) and F 2(y; t) := K(0, y; t)Q(0, y; t).
The following is an adaptation of [BMM10, Lemma 4] to our context; the proof is omitted since
it is exactly the same as in [BMM10, DHRS17].
Lemma 1. The generating function Q(x, y; t) introduced in (2) satisfies the functional equation
(6) K(x, y; t)Q(x, y; t) = F 1(x; t) + F 2(y; t)−K(0, 0; t)Q(0, 0; t) + xy.
1.2. Nondegenerate walks. From now, let us fix t ∈ (0, 1). The kernel curve Et is defined as
the zero set in P1(C)2 of the homogeneous polynomial
(7) K(x0, x1, y0, y1; t) = x0x1y0y1 − t
2∑
i,j=0
di−1,j−1x
i
0x
2−i
1 y
j
0y
2−j
1 ,
namely,
(8) Et = {([x0 :x1], [y0 :y1]) ∈ P1(C)2 : K(x0, x1, y0, y1; t) = 0}.
Working in P1(C) rather than on C appears to be particularly convenient and allows avoiding
tedious discussions (as in particular on the number of branch points, see [KR12, Section 2.1]).
To simplify our notation, for x = [x0 :x1] and y = [y0 : y1] ∈ P1(C), we shall alternatively write
K(x, y; t), K(x, y0, y1; t) and K(x0, x1, y; t) instead of K(x0, x1, y0, y1; t).
Following [FIM99] we introduce the concept of degenerate model.
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Definition 2. A walk is called degenerate if one of the following assertions holds:
• (x, y) 7→ K(x, y; t) is reducible over C[x, y];
• (x, y) 7→ K(x, y; t) has not bidegree (2, 2), that is x- or y-degree smaller than or equal
to 1.
By (4) or (7), the terms in x2 (resp. y2) in K(x, y; t)/t form a polynomial of degree at most
two in y (resp. x), which does not depend upon t. So (x, y) 7→ K(x, y; t) has not bidegree (2, 2)
for one particular t ∈ C∗ if and only if it has not bidegree (2, 2) for every value of t ∈ C∗.
On the other hand, the polynomial K(x, y; t) might be irreducible for some values of t ∈ C∗
and reducible for other values of t, so that the notion of degenerate model a priori depends on t.
However, we will see in Proposition 3 and its proof that a walk is degenerate for a specific value
of t ∈ (0, 1) if and only if it is degenerate for every t ∈ (0, 1), so that the values of t yielding a
factorization of K are outside of (0, 1). Note that by [DHRS17, Proposition 1.2], it was already
known that the latter values were algebraic over Q(di,j).
It is natural to ask whether one can have a geometric understanding of degenerate models, to
what Proposition 3 below answers. An analogue of it has been proved in [FIM99, Lemma 2.3.2]
in the case t = 1 and in [DHRS17, Proposition 1.2] when t is transcendental over Q(di,j). It is
noteworthy that the step sets leading to degenerate models are exactly the same if t is a free
variable in (0, 1) (our results), if t is transcendental over Q(di,j) (results of [DHRS17]) or if t is
fixed to be equal to 1 ([FIM99]).
Proposition 3. A walk (or model) is degenerate if and only if at least one of the following holds:
(1) All the weights are 0 except maybe {d1,1, d0,0, d−1,−1} or {d−1,1, d0,0, d1,−1}. This corre-
sponds to walks with steps supported in one of the following configurations:
(2) There exists i ∈ {−1, 1} such that di,−1 = di,0 = di,1 = 0. This corresponds to (half-
space) walks with steps supported in one of the following configurations:
(3) There exists j ∈ {−1, 1} such that d−1,j = d0,j = d1,j = 0. This corresponds to (half-
space) walks with steps supported in one of the following configurations:
With Ai and Bi defined in (4), introduce
A˜i = xAi ∈ R[x] and B˜i = yBi ∈ R[y].
Note that Case 2 (resp. Case 3) of Proposition 3 holds if and only if at least one of B˜±1 (resp.
A˜±1) is identically zero. Before proving Proposition 3, we state and show an intermediate lemma.
Lemma 4. Assume that none of A˜±1, B˜±1 is identically zero, and remind that t ∈ (0, 1). Let
i ∈ {−1, 1} be fixed. The following holds:
• If A˜i(x) = tA˜0(x) − x = 0, then x = 0;
• If B˜i(y) = tB˜0(y)− y = 0, then y = 0.
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Proof. The proof is elementary: as we shall see the roots of the polynomials A˜±1(x) and B˜±1(y)
have nonpositive real parts, while the roots of the polynomials tA˜0(x) − x and tB˜0(y) − y are
real and nonnegative. If they coincide they must be zero.
Let us prove only the first item of Lemma 4, as the other one is similar. Since t ∈ (0, 1), the
polynomial tA˜0(x) − x is not identically zero. First, let us show that the roots of
tA˜0(x)− x = d−1,0t+ (d0,0t− 1)x+ d1,0tx2
are real and nonnegative. Indeed,
tA˜0(0) > 0 and tA˜0(1)− 1 < 0,
since t ∈ (0, 1) and d−1,0 + d0,0 + d1,0 ∈ [0, 1]. If d1,0 > 0 then limx→+∞ tA˜0(x) − x = +∞ and
the mean value theorem implies that the two roots of the quadratic real polynomial tA˜0(x) − x
are real nonnegative. If d1,0 = 0, then A˜0(x) has degree exactly one and the mean value theorem
implies the existence of one real root in [0, 1).
On the contrary, the coefficients of the quadratic polynomial A˜i(x) are all positive, and thus
its roots are necessarily real nonpositive, or complex conjugate numbers with nonpositive real
parts. It shows that a common root of A˜i(x) and tA˜0(x)− x has to be x = 0. 
Proof of Proposition 3. The proof extends that of [DHRS17, Proposition 1.2] in the situation
where t is not necessarily transcendental over Q(di,j). We are going to detail (and generalize)
only the parts of the proof in [DHRS17] where the transcendence hypothesis is used.
First, the proof that Cases (1), (2) and (3) in the statement of Proposition 3 correspond to
degenerate walks is exactly the same. More precisely:
• The first (resp. the second) configuration of Case (1) corresponds to a kernel which is a
univariate polynomial in xy (resp. a quadratic form in (x, y)), and it may be factorized.
• The first (resp. second) configuration of Case (2) corresponds to a kernel with x-valuation
(resp. x-degree) larger than or equal to 1 (resp. smaller than or equal to 1). Obviously,
a kernel with x-degree larger than or equal to 1 may be factorized by x, leading indeed
to a degenerate case.
• Similarly, the first (resp. second) configuration of Case (3) corresponds to a kernel with
y-valuation (resp. y-degree) bigger than or equal to 1 (resp. smaller than or equal to 1).
Conversely, let us assume that the walk is degenerate for t ∈ (0, 1), but that we are not in
Cases (2) or (3), and let us prove that we are in Case (1). Our assumption implies that the
kernel has bidegree (2, 2) and bivaluation (0, 0), that is x- and y-valuation equal to 0. Therefore,
according to the dichotomy of Definition 2, K(x, y; t) is reducible over C[x, y]. Let us write a
factorization
(9) K(x, y; t) = −f1(x, y)f2(x, y),
with nonconstant f1(x, y), f2(x, y) ∈ C[x, y]. In the proof of [DHRS17, Proposition 1.2], it is
shown that f1(x, y) and f2(x, y) are irreducible polynomials of bidegree (1, 1), and to conclude
the authors use the real structure of the kernel. Moreover, the assumption that t is transcendental
over Q(di,j) is only used in the first part of the proof of [DHRS17, Proposition 1.2]. Thus, to
extend their result in our context, we just have to show that for every t ∈ (0, 1):
• f1 and f2 in (9) have bidegree (1, 1);
• f1 and f2 are irreducible in the ring C[x, y].
We claim that both f1 and f2 in (9) have bidegree (1, 1). Suppose that f1 or f2 does not have
bidegree (1, 1). Since K is of bidegree at most (2, 2) then at least one of the fi’s has degree 0 in
x or y. Up to interchange of x and y, and f1 and f2, we assume that f1(x, y) has y-degree 0 and
we denote it by f1(x).
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The factorization (9) then reduces to K(x, y; t) = −f1(x)f2(x, y), and we deduce that f1(x)
is a common factor of the nonzero polynomials A˜−1, tA˜0 − x and A˜1 (these polynomials are all
nonzero because we are not in Cases (2) and (3) of Proposition 3). By Lemma 4, x = 0 is the
only possible common root of the three previous polynomials. Hence d−1,−1 = d−1,0 = d−1,1 = 0,
which contradicts that Case 2 does not hold. Therefore f1(x) has degree 0, contradicting that
f1(x, y) is nonconstant and showing the claim.
We claim that f1 and f2 are irreducible in the ring C[x, y]. If not, then f1(x, y) = (ax−b)(cy−d)
for some a, b, c, d ∈ C. Since f1(x, y) has bidegree (1, 1), we have ac 6= 0. Then it follows from
(4) that
0 = K
( b
a
, y; t
)
=
b
a
y − t
(
A˜−1
( b
a
)
+ A˜0
( b
a
)
y + A˜1
( b
a
)
y2
)
.
In particular we find A˜1(
b
a ) = tA˜0(
b
a ) − ba = 0, hence by Lemma 4, b = 0. This contradicts the
fact that K has x-valuation 0. A similar argument shows that f2(x, y) is irreducible. 
From now, we assume that the walk is nondegenerate. This discards only one-dimensional
problems (resp. walks with support included in a half-plane), which are easier to study and whose
generating functions are systematically algebraic, as explained in [BMM10, Section 2.1].
1.3. Unit circles on the kernel curve. Due to the natural domain of convergence of the power
series Q(x, y; t), the domains of Et where |x| = 1 and |y| = 1 are particularly interesting; some
of their properties are studied in Lemmas 5 and 6.
Hereafter we do the convention that the modulus of an element of P1(C)\{[1 :0]} is the modulus
of its corresponding complex number. Furthermore, the point [1 : 0] has modulus strictly bigger
than that of any other element in P1(C).
Lemma 5. There are no x, y ∈ P1(C) with |x| = |y| = 1 such that (x, y) ∈ Et.
Proof. Let x, y ∈ P1(C) with |x| = |y| = 1. They might be identified with the corresponding
elements of C. The triangular inequality yields |S(x, y)| 6 1 (recall that ∑ di,j = 1) and finally
t|S(x, y)| < 1. Since |xy| = 1, we deduce the inequality K(x, y; t) 6= 0. 
Introduce the sets
(10) Γx = Et
⋂
{|x| = 1} and Γy = Et
⋂
{|y| = 1}.
Let us see y 7→ K(x, y; t) as a polynomial of degree two, and let (in what follows, √ · denotes a
fixed determination of the complex square root)
Y±(x, t) = Y±(x) =
−tA0(x) + 1±
√
(tA0(x)− 1)2 − 4t2A−1(x)A1(x)
2tA1(x)
be the two roots. For all x ∈ P1(C), we have (x, Y±(x)) ∈ Et. Similarly, let the two roots of
x 7→ K(x, y; t) be denoted by
X±(y, t) = X±(y) =
−tB0(y) + 1±
√
(tB0(y)− 1)2 − 4t2B−1(y)B1(y)
2tB1(y)
.
For all y ∈ P1(C), we have (X±(y), y) ∈ Et.
The following result generalizes [FIM99, Lemma 2.3.4]. It is illustrated on Figure 1.
Lemma 6. Assume that the walk is nondegenerate. The set Γx is composed of two disjoint
connected (for the classical topology of P1(C)2) paths: Γ−x such that (x, y) ∈ Γ−x ⇒ |y| < 1, and
Γ+x such that (x, y) ∈ Γ+x ⇒ |y| > 1. A symmetric statement holds for Γy.
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Figure 1. The unit circle (in green) and the paths Y+({|x| = 1}) (blue) and
Y−({|x| = 1}) (red), for the model with jumps d−1,1 = 12 , d−1,0 = d0,−1 = d1,1 =
1/6 (see on the left of Figure 8) and t = 0.96
Proof. By definition
Γx = {(x, Y−(x)) : |x| = 1}
⋃
{(x, Y+(x)) : |x| = 1}.
We need here to consider the t-dependency of Y±(x, t), which is defined for all t ∈ (0, 1). Note
that A1(x) is not identically zero since otherwise the walk would be degenerate (Definition 2).
The Taylor expansion at t = 0 of Y±(x, t) gives
Y+(x, t) =
1
tA1(x)
+ o(1/t), Y−(x, t) =
t
4
4A−1(x)A1(x) −A0(x)2
A1(x)
+ o(t),
proving that when x is fixed with A1(x) 6= 0, Y+(x, t) goes to infinity and Y−(x, t) goes to 0 when
t goes to 0. (Note, it may happen that the numerator 4A−1(x)A1(x) − A0(x)2 be identically
zero, but the conclusion remains.) Since the path {(x, Y±(x, t)) : |x| = 1} cannot intersect the
unit disk by Lemma 5, we obtain that when t is close to zero, the path {(x, Y−(x, t)) : |x| = 1}
has y-coordinates with modulus strictly smaller than 1, while {(x, Y+(x, t)) : |x| = 1} has y-
coordinates with modulus strictly bigger than 1. So the result stated in Lemma 6 is correct for
t close to zero. Let us prove the result for an arbitrary t. To the contrary, assume that it is not
the case. Since the two paths depend continuously upon t ∈ (0, 1), there must exists t0 ∈ (0, 1)
such that one of the two paths intersect Et0
⋂{|y| = 1}, thereby contradicting Lemma 5. 
1.4. Discriminants and genus of the walk. Remind that we have assumed that the walk is
not degenerate. Let us define the genus of the walk as the genus of the algebraic curve Et. As we
will see, the genus may be equal to zero or one, but we will only discuss nondegenerate walks of
genus one, the genus zero case being considered in [Mis09, MR09, MM14, DHRS17]. Moreover,
when t is transcendental over Q(di,j), every nondegenerate weighted walk of genus zero has a
differentially transcendental generating function [DHRS17].
For [x0 :x1], [y0 :y1] ∈ P1(C), denote by ∆x[x0:x1] and ∆
y
[y0:y1]
(or ∆x[x0:x1](t) and ∆
y
[y0:y1]
(t) if it is
convenient to emphasize the t-dependency) the discriminants of the second degree homogeneous
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polynomials y 7→ K(x0, x1, y; t) and x 7→ K(x, y0, y1; t), respectively, i.e.,
(11) ∆x[x0:x1] = t
2
((
d−1,0x
2
1 −
1
t
x0x1 + d0,0x0x1 + d1,0x
2
0
)2
− 4(d−1,1x21 + d0,1x0x1 + d1,1x20)(d−1,−1x21 + d0,−1x0x1 + d1,−1x20)
)
and
(12) ∆y[y0:y1] = t
2
((
d0,−1y
2
1 −
1
t
y0y1 + d0,0y0y1 + d0,1y
2
0
)2
− 4(d1,−1y21 + d1,0y0y1 + d1,1y20)(d−1,−1y21 + d−1,0y0y1 + d−1,1y20)
)
.
The polynomial ∆x[x0:x1] (resp. ∆
y
[y0:y1]
) is of degree four and so has four roots a1, a2, a3, a4 (resp.
b1, b2, b3, b4). We also introduce
(13) D(x) := ∆x[x:1] =
4∑
j=0
αjx
j and E(y) := ∆y[y:1] =
4∑
j=0
βjy
j .
See Figure 2 for two different plots of D (one when a4 > 0, another one when a4 < 0). Plainly,
the signs of
α4 =
(
d21,0 − 4d1,1d1,−1
)
t2 and β4 =
(
d20,1 − 4d1,1d−1,1
)
t2
are independent of t ∈ (0, 1).
Proposition 7 ([Dui10, §2.4.1, especially Proposition 2.4.3],[DHRS17, Lemma 1.4]). Assume
that the walk is not degenerate. The following facts are equivalent:
(1) The algebraic curve Et is a genus one curve with no singularity
∗, i.e., Et is an elliptic
curve;
(2) The discriminant ∆x[x0:x1] has simple roots in P
1(C);
(3) The discriminant ∆y[y0:y1] has simple roots in P
1(C).
Otherwise, Et is a genus zero algebraic curve with exactly one singularity.
When t is transcendental over Q(di,j), Lemma 8 provides a simple, geometric characterization
of genus zero and genus one algebraic curves. This result will be generalized for every values of
t ∈ (0, 1) in Proposition 9.
Lemma 8 ([DHRS17], Lemma 1.5). Assume that t is transcendental over Q(di,j). A walk whose
discriminant ∆y[y0:y1] has double roots is a model whose steps are supported in one of the following
configurations:
∗Let us recall the definition of singularities of Et in the affine chart C2. We may extend the notion of singularity
in the other affine charts similarly. The point P ∈ Et
⋂
C2 is a singularity if and only if the following partial
derivatives both vanish at P :
∂K(x, 1, y, 1; t)
∂x
and
∂K(x, 1, y, 1; t)
∂y
.
For instance, if P = ([a : 1], [b : 1]) ∈ Et with ab 6= 0, then P is a singularity if and only if
b− t
2∑
i=1, j=0
idi−1,j−1a
i−1bj = a− t
2∑
i=0, j=1
jdi−1,j−1a
ibj−1 = 0.
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Conversely, for any t ∈ (0, 1), if the steps are supported by one of the above configurations, then
∆y[y0:y1] has a double root.
When the di,j form a configuration different to those listed in Lemma 8, it might be possible
that for some values of t algebraic over Q(di,j), Et has genus zero, while for generic values, Et has
genus one. Similarly to what occurs in the degenerate/nondegenerate situation (Proposition 3),
we will see that these critical values of t are outside the interval (0, 1), as shows the following:
Proposition 9. The following dichotomy holds:
• The walk is nondegenerate and, for all t ∈ (0, 1), Et is an elliptic curve;
• The steps are supported in one of the configurations of Lemma 8.
Remark 10. Geometrically, the configurations such that the walk is nondegenerate and Et is an
elliptic curve correspond to the situation where there are no three consecutive directions with
weight zero, or equivalently, when the step set is not included in any half-space.
In the case t = 1, it is proved in [FIM99, Lemma 2.3.10] that, besides the models listed in
Lemma 8, any nondegenerate model such that the drift is zero, i.e.,
(
∑
i idi,j ,
∑
j jdi,j) = (0, 0),
has a curve Et of genus 0 (and in particular is not elliptic). See Remark 16 for further related
comments.
The heart of the proof of Proposition 9 is the following theorem.
Theorem 11. Assume that the walk is not in a configuration described in Lemma 8. Then for
all t ∈ (0, 1), the four roots of ∆x[x0:x1](t) are in P1(R), are distinct, and depend continuously
upon t. Furthermore, two of them (say a1(t), a2(t)) satisfy −1 < a1(t) < a2(t) < 1 and the other
two (namely a3(t), a4(t)) satisfy 1 < |a3(t)|, |a4(t)|. Finally,
• α4 > 0 implies that a3(t), a4(t) are both positive;
• α4 = 0 implies that one of a3(t), a4(t) is positive and the other one is [1 :0];
• α4 < 0 implies that one of a3(t), a4(t) is positive and the other one is negative.
The same holds for ∆y[y0:y1](t).
Remark 12. As in [FIM99] we choose to order the ai(t) in such a way that the cycle of P
1(R)
starting from −1 and going to +∞, and then from −∞ to −1, crosses the ai(t) in the order
a1(t), a2(t), a3(t), a4(t), see Figure 2. We order the bi(t) in the same way.
With Theorem 11 as an assumption, we can now provide a proof of Proposition 9.
Proof of Proposition 9. Assume that the model is in a half-space configuration of Lemma 8.
Then by Lemma 8, ∆y[y0:y1] has a double root for every t ∈ (0, 1), and Proposition 7 implies that
the walk is degenerate, or for every t ∈ (0, 1) the algebraic curve Et is not an elliptic curve.
Conversely, assume that the walk is not in a configuration of Lemma 8. Then, the walk is not
degenerate by Proposition 3. By Theorem 11, for every t ∈ (0, 1) the roots of the discriminant
are distinct, and Proposition 7 implies that for any t ∈ (0, 1) the algebraic curve Et is an elliptic
curve. 
The rest of the subsection will be devoted to the proof of Theorem 11. Let us do the proof for
the discriminant ∆y[y0:y1](t), the other case being clearly similar. Expanding the formula (12),
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Figure 2. Plot of D(x) defined in (13) and ordering of a1, a2, a3, a4, see Re-
mark 12. On the left, a4 > 0 and on the right, a4 < 0
∆y[y0:y1](t) is found to be equal to
(14)
(
d20,1 − 4d1,1d−1,1
)
t2y40 +
(
2t2d0,1d0,0 − 2td0,1 − 4t2(d1,0d−1,1 + d1,1d−1,0)
)
y30y1
+
(
1 + t2d20,0 + 2t
2d0,−1d0,1 − 4t2(d1,−1d−1,1 + d1,0d−1,0 + d1,1d−1,−1)
)
y20y
2
1
+
(
2t2d0,−1d0,0 − 2td0,−1 − 4t2(d1,−1d−1,0 + d1,0d−1,−1)
)
y0y
3
1 +
(
d20,−1 − 4d1,−1d−1,−1
)
t2y41 .
Let us set
(15)

B˜1(y0, y1) = d1,−1y
2
1 + d1,0y0y1 + d1,1y
2
0 ,
B0(y0, y1, t) = d0,−1y
2
1 −
1
t
y0y1 + d0,0y0y1 + d0,1y
2
0 ,
B˜−1(y0, y1) = d−1,−1y
2
1 + d−1,0y0y1 + d−1,1y
2
0 .
With the above notations, the discriminant may be written
∆y[y0:y1](t) = t
2B20(y0, y1, t)− 4t2B˜1(y0, y1) B˜−1(y0, y1)
=
(
tB0(y0, y1, t) + 2t
√
B˜1(y0, y1) B˜−1(y0, y1)
)
×
(
tB0(y0, y1, t)− 2t
√
B˜1(y0, y1) B˜−1(y0, y1)
)
= ∆+(y0, y1, t)×∆−(y0, y1, t),
(16)
where the last equality is a definition. Obviously the zeros of the factors ∆±(y0, y1, t) of (16) are
roots of ∆y[y0:y1](t). The innocent and trivial factorization (16) of the discriminant is the crucial
point of the proof of Theorem 11.
We are going to split the proof of Theorem 11 into several lemmas. Our strategy is to show
that for every t ∈ (0, 1), ∆−(y0, y1, t) has at least two distinct real zeros (resp. ∆+(y0, y1, t) has
at least two nonzero distinct real zeros), see Lemmas 13 and 14, and that the four zeros obtained
in this way are all distinct, see Lemma 15. Figure 3 represents an example of plot of ∆−(y, 1, t)
and ∆+(y, 1, t), illustrating the preceding properties.
Lemma 13. Assume that the walk is not in a configuration described in Lemma 8. For all
t ∈ (0, 1), the factor ∆+(y, 1, t) has one zero in (0, 1) and one zero in (1,+∞), see Figure 3.
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Proof. Let us first remark that both B˜1(y, 1) and B˜−1(y, 1) are nonnegative for y ∈ [0,+∞),
which by (16) implies that ∆+(y, 1, t) and ∆−(y, 1, t) are real valued on [0,+∞). We shall now
prove the following: for every t ∈ (0, 1), there exists εt ∈ (0, 1) such that
∆+(εt, 1, t) > 0,(17)
∆+(1, 1, t) < 0,(18)
lim
y→+∞
∆+(y, 1, t) = +∞.(19)
Applying the mean value theorem to ∆+(y, 1, t) on [εt,+∞) readily leads to Lemma 13. It thus
remains to prove (17), (18) and (19).
The inequality (17) is straightforward when ∆+(0, 1, t) = t(d0,−1+2
√
d−1,−1d1,−1) > 0, since
the function y 7→ ∆+(y, 1, t) is continuous.
Assume now that ∆+(0, 1, t) = 0, in other words, that 0 is a zero of ∆+(y, 1, t). In this situa-
tion, we shall prove the existence of another zero in (0, 1). We have d0,−1 + 2
√
d−1,−1d1,−1 = 0,
which implies d0,−1 = d−1,−1d1,−1 = 0. Assume that d−1,−1 = 0. Then d−1,0 and d1,−1 are both
nonzero since otherwise the walk would be in a configuration described in Lemma 8. Then by
(15) and (16), ∆+(y, 1, t) is equivalent at y = 0 to 2t
√
d−1,0d1,−1×√y with 2t
√
d−1,0d1,−1 > 0.
For every t ∈ (0, 1), there necessarily exists εt ∈ (0, 1) such that y 7→ ∆+(y, 1, t) is strictly
increasing in [0, εt). So ∆
+(εt, 1, t) > 0, thereby proving (17). The case d1,−1 = 0 is similar.
To prove (18) we use the basic inequality of arithmetic and geometric means√
B˜1 B˜−1 6
B˜1 + B˜−1
2
,
which eventually entails that
∆+(1, 1, t) = tB0(1, 1, t) + 2t
√
B˜1(1, 1) B˜−1(1, 1) 6 t
∑
di,j − 1 < 0.
Finally we prove our claim (19). It is obvious when d0,1 + 2
√
d−1,1d1,1 > 0, as in this case
∆+(y, 1, t) is equivalent when y → +∞ to t(d0,1 + 2
√
d−1,1d1,1)y
2. Since d0,1 + 2
√
d−1,1d1,1
is nonnegative, the only nontrivial case is when the latter coefficient is zero. We must have
d0,1 = d−1,1d1,1 = 0. If d1,1 = 0 then d−1,1 and d1,0 are both nonzero, since otherwise the walk
would be in one of the configurations of Lemma 8. Then B˜1(y, 1)B˜−1(y, 1) has degree three with
positive dominant term d−1,1d1,0, while B0(y, 1, t) has degree one, and therefore (19) holds. The
case d−1,1 = 0 may be treated similarly. 
Lemma 14. Assume that the walk is not in a configuration described in Lemma 8. For all
t ∈ (0, 1), the factor ∆−(y, 1, t) has one zero in (−1, 1). Furthermore,
• If β4 > 0, ∆−(y, 1, t) has one zero in (1,+∞);
• If β4 = 0, [1 :0] is a zero of ∆−(y0, y1, t);
• If β4 < 0, ∆−(y, 1, t) has one zero in (−∞,−1), see Figure 3.
Proof. Though similar to that of Lemma 13, the proof is more subtle for two reasons: first,
different cases may occur according to the sign of β4; second, the function ∆
− is not necessarily
real on (−∞, 0) and so one cannot directly apply the mean value theorem, as soon as negative
values of y are concerned.
Let us first consider the zero in (−1, 1). There are two cases, according to whether the
condition below is satisfied or not:
(20) ∃z ∈ (−1, 0] such that B˜1(z, 1)B˜−1(z, 1) = 0.
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Figure 3. Left: plots of ∆−(y, 1, t) (color red) and ∆+(y, 1, t) (color blue) in
the case β4 > 0. Right: same plots in the case β4 < 0. In all cases, the functions
admit one zero in (−1, 1) and one zero in |y| > 1
We first assume that (20) is not satisfied. Remind that B˜1 and B˜−1 are positive on [0, 1]. Then
they are positive on [−1, 1], and ∆− is well defined and real on [−1, 1]. Let us prove the identities
∆−(−1, 1, t) > 0,(21)
∆−(1, 1, t) < 0.(22)
The inequality of arithmetic and geometric means gives −
√
B˜1 B˜−1 > − B˜1+B˜−12 , and finally
entails that
∆−(−1, 1, t) = tB0(−1, 1, t)− 2t
√
B˜1(−1, 1) B˜−1(−1, 1) > 1− t
∑
i,j
di,j > 0,
thereby proving (21). On the other hand, B˜1(1, 1) and B˜−1(1, 1) are both positive and with (18),
∆−(1, 1, t) 6 ∆+(1, 1, t) < 0,
which shows (22). Then the mean value theorem easily implies that ∆−(y, 1, t) has one zero in
(−1, 1).
Assuming now that the condition (20) is satisfied, let us consider the associated z with biggest
value, i.e., with smallest absolute value. The inequality (21) might not be true anymore (simply
because ∆−(−1, 1, t) might be nonreal). Instead let us prove that
(23) ∆−(z, 1, t) > 0.
Along the proof of Lemma 4, we have seen that B0(y, 1, t) has no root in (−∞, 0) and so has
constant sign on this interval. If d0,1 6= 0, then the quadratic polynomial B0(y, 1, t) has dominant
term d0,1 > 0 and is therefore positive on (−∞, 0). If d0,1 = 0, then the affine function B0(y, 1, t)
has dominant term d0,0 − 1/t < 0 (we use t ∈ (0, 1) and d0,0 ∈ [0, 1]) and is also positive on
(−∞, 0). Therefore B0(z, 1, t) > 0. With B˜1(z, 1)B˜−1(z, 1) = 0, we deduce (23). Note that (22)
still holds true in this context. By construction, B˜1(z, 1)B˜−1(z, 1) > 0 on [z, 0] ⊂ [z, 1]. Applying
the mean value theorem we deduce that ∆−(y, 1, t) has one zero in [z, 1) ⊂ (−1, 1).
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We now focus on the other zero of ∆−. Consider first the subcase β4 > 0. Recall that by (14)
the condition β4 > 0 is equivalent to d0,1 > 2
√
d1,1d−1,1. Therefore one obtains
(24) lim
y→+∞
∆−(y, 1, t) = +∞ if β4 > 0.
Together with (22), the mean value theorem implies that for β4 > 0, ∆
−(y, 1, t) has at least one
real zero in (1,+∞).
If β4 = 0, [1 :0] is obviously a zero of ∆
−(y0, y1, t). If now β4 < 0, i.e.,
(25) 0 6 d0,1 < 2
√
d1,1d−1,1,
then we must have d1,1d−1,1 6= 0, for otherwise (25) could not be true. Then both B˜1(y, 1) and
B˜−1(y, 1) have degree two with a positive dominant term. Therefore
lim
y→−∞
B˜1(y, 1)B˜−1(y, 1) = +∞.
Consider now the condition
(26) ∃z 6 0 such that B˜1(z, 1)B˜−1(z, 1) = 0.
Remind that B˜1(y, 1)B˜−1(y, 1) is strictly positive on (0,+∞). If there is no z satisfying to (26),
then ∆− is real on R, and using (25) we easily compute
(27) lim
y→−∞
∆−(y, 1, t) = −∞ if β4 < 0.
We conclude by the mean value theorem applied to the function ∆− on (−∞,−1), using further
(21).
If (26) holds true, let us consider the smallest z, i.e., with largest absolute value. Then (23)
is satisfied and we conclude by the same line of argument. The proof is complete. 
Lemma 15. Assume that the walk is not in a configuration described in Lemma 8. For all
t ∈ (0, 1) and [y0 :y1] ∈ P1(C) \ {[0 :1]} such that ∆+(y0, y1, t) = 0,
(28) ∆−(y0, y1, t) 6= ∆+(y0, y1, t).
Proof. Thanks to (19), [1 :0] cannot be a zero of the factor ∆+(y0, y1, t). So we may assume that
[y0 :y1] = [y :1] with y ∈ C∗. If ∆−(y, 1, t) = ∆+(y, 1, t) for some t, then necessarily
(29) B0(y, 1, t) = B˜1(y, 1) = 0 or B0(y, 1, t) = B˜−1(y, 1) = 0.
Lemma 4 yields y = 0. Thus for t ∈ (0, 1), [y0 :y1] ∈ P1(C) \ {[0 : 1]}, with ∆+(y0, y1, t) = 0, we
have ∆−(y0, y1, t) 6= ∆+(y0, y1, t). 
We are now able to show Theorem 11.
Proof of Theorem 11. By Lemmas 13 and 14, ∆−(y0, y1, t) has at least two distinct real zeros
(resp. ∆+(y0, y1, t) has at least two distinct nonzero real zeros). With Lemma 15, the four zeros
are distinct. Going back to Lemmas 13 and 14, we obtain that they are located as stated in
Theorem 11. 
Remark 16. If the weights are not supported in any half-space (or equivalently, if the steps are
not in a configuration of Lemma 8), then the step set polynomial S(x, y) =
∑
di,jx
iyj defined
in (4) has a unique global minimizing point (x0, y0) on R
2
>0, which satisfies
∂S
∂x
(x0, y0) =
∂S
∂y
(x0, y0) = 0,
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Figure 4. The maps ι1 and ι2 restricted to the kernel curve Et
see [BRS14, Theorem 4]. (This point (x0, y0) is important, in particular S(x0, y0) is related to
the exponential growth of the total number of excursions by [BRS14, Theorem 4].) Obviously
one has S(x0, y0) 6 S(1, 1) = 1, as (x0, y0) is a global minimizer. Taking
t = t0 =
1
S(x0, y0)
> 1,
the point (x0, y0) is a singularity of Et (for t = t0), and Et becomes of genus 0, see Proposition 7.
We conjecture that t0 is the smallest value of t > 0 for which Et has genus 0. This holds
true in case of a zero drift, for which t0 = 1 and two branch points are equal to 1 by [FIM99,
Chapter 6].
Assumption 17. From now we assume that the model is nondegenerate and that Et is an elliptic
curve.
Recall that Proposition 9 gives a very simple characterization of walks satisfying Assump-
tion 17.
1.5. Group of the walk. Following [FIM99, Chapter 2], [BMM10, Section 3] or [KY15, Sec-
tion 3], we attach to any model its group, which by definition is the group 〈i1, i2〉 generated by
the involutive birational transformations of P1(C)2 given by
(30) ι1(x, y) =
(
x0
x1
,
A−1(
x0
x1
)
A1(
x0
x1
)y0y1
)
and ι2(x, y) =
(
B−1(
y0
y1
)
B1(
y0
y1
)x0x1
,
y0
y1
)
,
with our notation (4).
The kernel curve Et is left invariant by the natural action of this group, see (8). For a fixed
value of x, there are at most two possible values of y such that (x, y) ∈ Et. The involution ι1
corresponds to interchanging these values, see Figure 4. A similar interpretation can be given
for ι2.
Let us finally define
τ = ι2 ◦ ι1.
Note that such a map is known as a QRT-map and has been widely studied, see [Dui10]. As
we will see later, the algebraic nature of the series (2), according to the classes depicted in (3),
highly depends on the fact that τ has finite or infinite order. Note that when the di,j are fixed,
the cardinality of the group on Et depends upon t, see [FR11] for concrete examples.
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2. Analytic continuation of the generating functions
The goal of this section is to prove that F 1(x; t) and F 2(y; t) defined in (6) may be continued
into multivalued meromorphic functions on the elliptic curve Et. We are going to use a uni-
formization of Et via the Weierstrass elliptic function in order to see the multivalued functions
as univalued meromorphic functions on C. The starting point is that for t fixed in (0, 1), the
generating function Q(x, y; t) is analytic for |x|, |y| < 1, see Section 1.
2.1. Uniformization of the elliptic curve Et. Recall that Assumption 17 holds: the walk is
nondegenerate and Et is an elliptic curve. This implies (Proposition 7) that the discriminants
∆x[x0:x1] and ∆
y
[y0:y1]
have four distinct zeros.
Since Et is an elliptic curve, we can identify Et with C/(Zω1+Zω2), with (ω1, ω2) ∈ C2 basis
of a lattice, via the (Zω1 + Zω2)-periodic map
(31)
Λ : C → Et
ω 7→ (q1(ω), q2(ω)),
where q1, q2 are rational functions of ℘ and its derivative d℘/dω, and ℘ is the Weierstrass function
associated with the lattice Zω1 + Zω2:
(32) ℘(ω) = ℘(ω;ω1, ω2) :=
1
ω2
+
∑
(ℓ1,ℓ2)∈Z2\{(0,0)}
(
1
(ω + ℓ1ω1 + ℓ2ω2)2
− 1
(ℓ1ω1 + ℓ2ω2)2
)
.
Then the field of meromorphic functions on Et may be identified with the field of meromorphic
functions on C/(Zω1 + Zω2), i.e., the field of meromorphic functions on C that are (ω1, ω2)-
periodic (or elliptic). Classically, this latter field is equal to C(℘, ℘′), see [WW96].
The goal of this subsection is to give explicit expressions for q1(ω), q2(ω), ω1 and ω2. Such
computations have been already performed in [FIM99, Section 3.3] when t = 1, and in [Ras12]
in the unweighted case for t ∈ (0, 1/|S|).
The maps ι1, ι2 and τ may be lifted to the ω-plane. We will call them ι˜1, ι˜2 and τ˜ , respectively.
So we have the commutative diagrams
Et
ιk // Et
C
Λ
OO
ι˜k
// C
Λ
OO
Et
τ // Et
C
Λ
OO
τ˜
// C
Λ
OO
More precisely, following [Dui10] (see in particular Proposition 2.5.2, Page 35 and Remark 2.3.8),
there exist two complex numbers ω3 and ω4 such that
(33) ι˜1(ω) = −ω + ω4, ι˜2(ω) = −ω + ω3 and τ˜ (ω) = ω − ω4 + ω3.
Up to a variable change of the form ω 7→ ω + ω4, we may always reduce to the case ω4 = 0. So
let us assume that ω4 = 0 in (33).
We have Λ(ω) = Λ(ω + ω1) = Λ(ω + ω2) for all ω ∈ C. This implies that for all ℓ1, ℓ2 ∈ Z, ι˜2
may be replaced by ω 7→ −ω + ω3 + ℓ1ω1 + ℓ2ω2. This shows that ω3 is not uniquely defined: it
is only defined modulo the lattice Zω1 + Zω2. A suitable choice of ω1, ω2 and ω3 will be made
in Proposition 18 and Lemma 23.
Using (11) and (13), the discriminant D(x) can be written as
D(x) = B2(x) − 4A(x)C(x),
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with 
A(x)= t(d−1,1 + d0,1x+ d1,1x
2),
B(x)= t(d−1,0 − 1tx+ d0,0x+ d1,0x2),
C(x)= t(d−1,−1 + d0,−1x+ d1,−1x
2).
The link between the above notations and the A˜i’s used in Section 1 is A = tA˜1, B = tA˜0 − x
and C = tA˜−1.
The following proposition is the adaptation of [FIM99, Lemma 3.3.1] to our context. Remind
that we have ordered the ai’s in such a way that the cycle of P
1(R) starting from −1 and going
to +∞, and then from −∞ to −1, crosses the ai’s in the order a1, a2, a3, a4, see Figure 2 and
Remark 12. Before stating Proposition 18, note the following convention: a path of integration
in an integral of the form
∫ aj
ai
is the real path from ai to aj if ai 6 aj , and otherwise is the union
of the real paths from ai to +∞ and from −∞ to aj.
Proposition 18. The elliptic curve Et in (8) admits a uniformization of the form
Et =
{
(x(ω), y(ω)) : ω ∈ C/(Zω1 + Zω2)
}
,
where x(ω) and y(ω) are given by (note that z = 2A(x)y +B(x))
x(ω) z(ω)
a4 6= [1:0]
[
a4 +
D′(a4)
℘(ω)− 16D
′′(a4)
: 1
] [
D′(a4)℘
′(ω)
2(℘(ω)− 16D
′′(a4))2
: 1
]
a4 = [1:0] [℘(ω)− α2/3 : α3] [−℘′(ω) : 2α3]
The above formulas use the Weierstrass elliptic function ℘(ω) = ℘(ω;ω1, ω2) defined in (32).
Moreover, a suitable choice for the periods (ω1, ω2) is given by the elliptic integrals
(34) ω1 = i
∫ a4
a3
dx√
|D(x)| ∈ iR>0 and ω2 =
∫ a1
a4
dx√
D(x)
∈ R>0.
Before proving Proposition 18, let us do a series of remarks.
• Formula (34) is stated in [FIM99, Lemma 3.3.2] for t = 1. Note a small misprint in [FIM99,
Lemma 3.3.2], namely a (multiplicative) factor of 2 that should be 1.
• Note that the expression (34) for the periods is not unique (however, it is unique up to a
unimodular transform). Our motivation for doing this particular choice is to have a real positive
period (namely, ω2) and a purely imaginary one (ω1).
•As we shall see along the proof, the elliptic curveEt admits the classicalWeierstrass canonical
form
(35) Et = {(u, v) ∈ P1(C)2 : v2 = 4u3 − g2u− g3},
with real invariants g2, g3 defined in (38) (resp. (37)) in the case a4 6= [1 : 0] (resp. a4 = [1 : 0]).
Furthermore, the discriminant of 4u3 − g2u− g3 is positive.
• Obviously, replacing z by −z in the statement of Proposition 18 gives another equivalent
uniformization, see (36). We have arbitrarily fixed the sign of z by demanding that z and ℘′
should have the same sign, as in [FIM99, Lemma 3.3.1].
• An alternative, more symmetric formula for the second coordinate of the uniformization
y(ω) will be given in (46).
• Remind that ω3 is defined modulo the lattice. In what follows, with the above expressions
(34) of ω1 and ω2, we will fix ω3 in the fundamental parallelogram [0, ω1)+ [0, ω2). Remark that
an explicit formula for ω3 will be obtained in (47).
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Proof of Proposition 18. Letting z = 2A(x)y + B(x), the equality K(x, y; t) = 0 can easily be
reformulated as
(36) z2 = D(x).
Assume first that a4 = [1:0]. We have α4 = 0 in (13) and thus α3 6= 0 (otherwise [1 :0] would
be a double zero of the discriminant, contradicting our assumption). In this case we perform the
changes of variable
x =
u− α2/3
α3
and z =
−v
2α3
in order to recover the Weierstrass canonical form (35). We just have to set u = ℘ and v = ℘′
to obtain the result announced in Proposition 18. In this case the invariants are given by
(37) g2 =
4
3
α22 − 4α1α3 and g3 = −
8
27
α32 +
4
3
α1α2α3 − 4α0α23.
In particular, g2 and g3 are clearly polynomial functions of t.
Assume now that a4 6= [1:0]. The main idea is to reduce to the case a4 = [1:0] by performing
a fractional linear transformation. The branch point a4 is a simple zero of D(x) and hence
D′(a4) 6= 0. Introduce
u =
D′(a4)
x− a4 and v =
2zD′(a4)
(x− a4)2 .
Then the Taylor formula D(x) =
∑4
j=1(x− a4)j D
(j)(a4)
j! allows us to express (36) as
v2 = 4u3 + 2D′′(a4)u
2 +
2u
3
D(3)(a4)D
′(a4) +
D(4)(a4)D
′(a4)
2
6
.
Letting finally u = u+ D
′′(a4)
6 , we obtain the Weierstrass canonical form (35), where
(38) g2 =
D′′(a4)
2
3
− 2D
′(a4)D
(3)(a4)
3
and g3 = −D
′′(a4)
3
27
+
D′(a4)D
′′(a4)D
(3)(a4)
9
− D
′(a4)
2D(4)(a4)
6
.
Again, we just have to set u = ℘ and v = ℘′ to obtain the result.
In both cases the invariants g2, g3 are real and the discriminant of 4u
3 − g2u − g3 is strictly
positive (this follows from the fact that the ai’s are real and distinct). Let e1 > e2 > e3 be the
three real roots of the discriminant. By [WW96, Section 20.32, Example 1] we may choose ω1, ω2
as follows (here we replace ω1 by −ω1 in order to have a period in iR>0):
(39) ω1 = 2i
∫ e3
−∞
du√
g2u+ g3 − 4u3
and ω2 = 2
∫ +∞
e1
du√
4u3 − g2u− g3
.
In particular ω2 is real while ω1 is a pure imaginary.
Note that since 4u3−g2u−g3 has three distinct real roots, one has by [WW96, Section 20.32]
(40) e1 = ℘
(ω2
2
)
> e2 = ℘
(
ω1 + ω2
2
)
> e3 = ℘
(ω1
2
)
.
We now prove that, with x(ω) as in the statement of Proposition 18,
(41) x(0) = a4, x
(ω1
2
)
= a3, x
(
ω1 + ω2
2
)
= a2, x
(ω2
2
)
= a1.
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The correspondence in (41) is illustrated on Figure 5. Let us first note that the change of variable
between the x-variable in (36) and the u-variable in (40) is just
(42) x =

a4 +
D′(a4)
u− D′′(a4)6
when a4 6= [1:0],
u− α2/3
α3
otherwise.
Remind that a1, a2, a3, a4 are the roots of the discriminant. By construction the roots of ∆
x
[x0:x1]
correspond to the double roots of y 7→ K(aj , y; t). Therefore, the (aj , Y±(aj)) are the fixed points
by ι1. Since a1, a2, a3, a4 are distinct and {0, ω12 , ω22 , ω1+ω22 } are the four distinct fixed points
modulo Zω1 + Zω2 of ι˜1(ω) = −ω, we find the equality of sets
Λ
{
0,
ω1
2
,
ω2
2
,
ω1 + ω2
2
}
=
{
(a1, Y±(a1)), (a2, Y±(a2)), (a3, Y±(a3)), (a4, Y±(a4))
}
.
By construction we have x(0) = a4. To pursue, note that
α3 = 2d1,0(d0,0 − 1/t)− 4d1,1d0,−1 − 4d0,1d1,−1,
see (14). Since the di,j ’s are positive and d0,0 − 1/t < 0 (we use t ∈ (0, 1)), we obtain α3 6 0.
In the case a4 = [1 : 0] we must have α4 = 0 and α3 6= 0. Hence α3 < 0, and the function in
(42) is decreasing. With (40) we conclude that
x
(ω2
2
)
< x
(
ω1 + ω2
2
)
< x
(ω1
2
)
,
and thus (41) holds since a1 < a2 < a3 < a4 = +∞, see Figure 2, Theorem 11 and Remark 12.
Let us now consider the case a4 6= [1 :0] and α4 > 0. With the assertion on the sign of a3, a4
in Theorem 11, we deduce that a4 is the biggest root, see Figure 2. Hence D
′(a4) > 0. Since all
of a1, a2, a3 are smaller than a4 we must have, due to (42), ei <
D′′(a4)
6 . The function (42) being
decreasing for u ∈ (−∞, D′′(a4)6 ) and the ei’s being ordered as in (40), we deduce (41), similarly
to the case a4 = [1:0].
Consider finally the case a4 6= [1 : 0] and α4 < 0. With the assertion on the sign of a3, a4 in
Theorem 11, we deduce that a4 is the smallest root, see Figure 2. Hence D
′(a4) > 0. Since all
of a1, a2, a3 are bigger than a4 we must have, due to (42), ei >
D′′(a4)
6 . The function (42) being
decreasing for u ∈ (D′′(a4)6 ,+∞) and the ei’s being ordered as in (40), we deduce (41).
We now move to the proof of the formulas (34) for the periods. To that purpose, we perform
in (39) the variable change (42). We first assume that a4 6= [1:0]. A straightforward computation
shows that
(43) D(x) = z2 = v2
(x− a4)4
4D′(a4)2
=
(x − a4)4
4D′(a4)2
(4u3 − g2u− g3).
In particular
√
4u3 − g2u− g3 = 2D
′(a4)
(x−a4)2
√
D(x). Therefore with (39) du = −D
′(a4)
(x−a4)2
dx, and with
(41) we find
ω2 = 2
∫ +∞
℘(
ω2
2
)
du√
4u3 − g2u− g3
=
∫ a1
a4
dx√
D(x)
.
Similarly, −4u3 + g2u+ g3 is positive for u ∈ (−∞, e3) and
ω1 = 2i
∫ ℘(ω12 )
−∞
du√
−4u3 + g2u+ g3
= 2i
∫ ℘(ω12 )
−∞
du√
|4u3 − g2u− g3|
= i
∫ a4
a3
dx√
|D(x)| .
The computations are very similar in the case a4 = [1:0] and we omit them. 
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Figure 5. Real points of x(ω) and y(ω) on the fundamental parallelogram.
Here Λ(ωai) = (ai, Y±(ai)) and Λ(ωbj ) = (X±(bj), bj)
2.2. Further properties of the uniformization. We start by studying the real and non-real
points of x(ω) and y(ω).
Lemma 19. The following holds:
• ω ∈ {ω12 Z+ ω2R} =⇒ x(ω), y(ω) ∈ P1(R) (dashed line on Figure 5);
• ω ∈ {ω1R+ ω22 Z} =⇒ x(ω) ∈ P1(R) (dotted line on Figure 5);
• ω ∈ {ω1R+ ω22 Z} \ {ω12 Z+ ω22 Z} =⇒ y(ω) /∈ R.
Proof. The proof follows from the (well-known) location of the real points of ℘, ℘′ on the funda-
mental parallelogram, and the location of the purely imaginary points of ℘′ when one period is
real and the other one purely imaginary. In particular it is known [WW96, Section 20.32, Exam-
ple 2] that ℘ is real on the perimeter of the fundamental parallelogram (and on the half-perimeter
as well).
Let ω denote the complex conjugate number of ω ∈ C. Since by Proposition 18 the period ω1
is purely imaginary and ω2 is real, we have for all ω ∈ C
(44) ℘(ω) = ℘(ω) and ℘′(ω) = ℘′(ω),
see (32). Moreover, once again by (32), we have
(45) ℘(−ω) = ℘(ω) and ℘′(−ω) = −℘′(ω).
Let ω ∈ ω12 Z+ ω2R. With (45) and the (ω1, ω2)-periodicity, we get that ℘(ω) = ℘(ω) = ℘(ω)
and ℘′(ω) = ℘′(ω) = ℘′(ω). This shows that ℘(ω), ℘′(ω) ∈ P1(R), and thereby proves the first
item of Lemma 19.
Let ω ∈ ω1R+ ω22 Z. Using (45) and the (ω1, ω2)-ellipticity, we get ℘(ω) = ℘(ω) = ℘(−ω) =
℘(ω) and ℘′(ω) = ℘′(ω) = ℘′(−ω) = −℘′(ω). As a consequence, ℘(ω) ∈ P1(R) and ℘′(ω) ∈
iR
⋃
[1 :0], and thus the second item of Lemma 19 is proved.
Using Proposition 18, we deduce that x(ω) ∈ P1(R) for ω ∈ {ω1R+ ω22 Z}
⋃{ω12 Z+ω2R}. Let
us remind that the three zeros of ℘′ modulo ω1Z + ω2Z are
ω1
2 ,
ω2
2 ,
ω1+ω2
2 and that its unique
(triple) pole is at 0. So ℘′(ω) ∈ iR∗ for ω that belongs to {ω1R+ ω22 Z}\{ω12 Z+ ω22 Z} (third item
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of Lemma 19). We then conclude with Lemma 18 that ω ∈ {ω12 Z + ω2R} implies z(ω) ∈ P1(R),
and ω ∈ {ω1R+ ω22 Z}\{ω12 Z+ ω22 Z} yields z(ω) /∈ P1(R). The result on y(ω) follows by combining
the results on x(ω) and z(ω). 
Recall that ω3 is introduced in (33). The statement hereafter is illustrated on Figure 5.
Lemma 20. The following holds:
• (x(0), y(0)) = (a4, Y±(a4));
• (x(ω12 ), y(ω12 )) = (a3, Y±(a3));
• (x(ω1+ω22 ), y(ω1+ω22 )) = (a2, Y±(a2));
• (x(ω22 ), y(ω22 )) = (a1, Y±(a1));
• (x(ω32 ), y(ω32 )) = (X±(b4), b4);
• (x(ω1+ω32 ), y(ω1+ω32 )) = (X±(b3), b3);
• (x(ω1+ω2+ω32 ), y(ω1+ω2+ω32 )) = (X±(b2), b2);
• (x(ω2+ω32 ), y(ω2+ω32 )) = (X±(b1), b1).
Proof. The statements for the ai’s have been shown in the proof of Proposition 18. Those
concerning the bi’s are a priori unclear, as the coordinates x(ω) and y(ω) do not play a symmetric
role in Proposition 18. However, using the exact same ideas as in [KR12, Equation (3.3)], we
can rewrite the formula y(ω) in Proposition 18 more symmetrically, as follows:
(46) y(ω) =

b4 +
E′(b4)
℘(ω − ω3/2)− E′′(b4)6
when b4 6= [1:0],
℘(ω − ω3/2)− β2/3
β3
otherwise,
with the help of the notation (13). The result follows. 
Let P be the counterclockwise oriented boundary of the half-parallelogram with vertices 0, ω22 ,
ω1+ω2
2 ,
ω1
2 , i.e., the union of the four segments [0, ω2/2], [ω2/2, (ω1 + ω2)/2], [(ω1 + ω2)/2, ω1/2]
and [ω1/2, 0], see the left display on Figure 6.
Lemma 21. The function ω 7→ x(ω) is continuous and one-to-one from P to P1(R).
Proof. It is most well known that ℘ is one-to-one from the boundary P of the half-parallelogram
to P1(R). Indeed ℘ is real on P (Example 2 in [WW96, 20.32]) and goes from +∞ to −∞ when
P is oriented counterclockwise. If ℘ was not strictly decreasing along P this would contradict the
fact that ℘ has order 2 (i.e., the fact that ℘ takes each value of P1(C) twice within a fundamental
parallelogram).
To conclude, let us notice that x(ω) is a fractional linear transform with real coefficients of
℘(ω) (see Proposition 18), thus the same result holds for x, thereby proving Lemma 21. 
The following remark describes the behavior of x(ω) in the half-parallelogram; see also Fig-
ure 6.
Remark 22. Remind, see Remark 12, that we have ordered the ai’s in such a way that the cycle
of P1(R) starting from −1 and going to +∞, and then from −∞ to −1, crosses the ai in the
order a1, a2, a3, a4, see Figure 2. Remind also, see Theorem 11, that −1 < a1 < a2 < 1 and
1 < |a3|, |a4|.
The following is a byproduct of the proof of Lemma 21: using the monotonicity of x(ω) along
P shown in Lemma 21, we have proven that for all ω ∈ [ω2/2, (ω1 + ω2)/2], x(ω) ∈ [a1, a2]
and then |x(ω)| < 1. Similarly, we have also proven that for all ω ∈ [0, ω1/2], |x(ω)| > 1.
With the same arguments, for all ω ∈ [ω1/2, (ω1 + ω2)/2], x(ω) ∈ [a2, a3], and then there exists
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Figure 6. Left: orientation of the half-parallelogram P . Right: location of ω0
and ω′0 on the half-parallelogram, such that x(ω0) = 1 and x(ω
′
0) = −1. On the
blue part of P , one has |x(ω)| > 1 and on the red part, |x(ω)| 6 1
ω0 ∈ (ω1/2, (ω1+ω2)/2) such that x(ω0) = 1, see Figure 6. Similarly, there exists ω′0 ∈ (0, ω2/2)
such that x(ω′0) = −1.
By (46), a similar statement holds true for y(ω): for all ω ∈ [(ω2 + ω3)/2, (ω1 + ω2 + ω3)/2],
|y(ω)| < 1, and for all ω ∈ [ω3/2, (ω1 + ω3)/2], |y(ω)| > 1.
We now compute an explicit expression for ω3.
Lemma 23. One has
(47) ω3 =
∫ X±(b4)
a4
dx√
D(x)
∈ (0, ω2).
Proof. We first show that ω3 ∈ (0, ω2). By Theorem 11, b4 ∈ P1(R). Since the real polynomial
x 7→ K(x, b4; t) has a double root and b4 ∈ P1(R), we obtain that X±(b4) ∈ P1(R). With the
same notation as in Lemma 21, there exists ω˜ ∈ P such that x(ω˜) = X±(b4). We have two
possibilities:
• (x(ω˜), y(ω˜)) = (X±(b4), b4);
• (x(ω˜), y(ω˜)) = ι1(X±(b4), b4).
Remind that (x(ω32 ), y(
ω3
2 )) = (X±(b4), b4), see Lemma 20. Since ι˜1(ω˜) = −ω˜ by (33), we obtain
ω3
2 ∈ ±ω˜ + ω1Z + ω2Z. Further, the fact that ω˜ ∈ P yields ω32 ∈ {ω1R+ ω22 Z}
⋃{ω12 Z+ ω2R}.
Since y(ω32 ) = b4 is also real, Lemma 19 implies that
ω3
2 ∈ {ω12 Z+ ω2R}. So ω3 ∈ {ω1Z+ ω2R}.
Since ω3 belongs to the fundamental parallelogram ω1[0, 1)+ ω2[0, 1), we find that 0 6 ω3 < ω2.
Note that ω3 6= 0, since otherwise ι˜1 = ι˜2, which is not possible by definition of ι1 and ι2. So
ω3 ∈ (0, ω2). With ω32 ∈ ±ω˜ + ω1Z+ ω2Z and ω˜ ∈ P , we also deduce that 0 6 ω˜ < ω2/2.
Introduce
(48) Ω3 = 2
∫ +∞
℘(ω3/2)
du√
4u3 − g2u− g3
=
∫ X±(b4)
a4
dx√
D(x)
,
where the second equality follows from a similar reasoning as in the proof of Proposition 18.
Our aim is to prove that ω3 = Ω3, see (47), and we first prove that Ω3 ∈ (0, ω2). Using
together the facts that 0 6 ω˜ < ω2/2, (x(ω˜), y(ω˜)) = (X±(b4), b4) and Remark 22, we find
X±(b4) ∈ (a4, a1). By Theorem 11 and its proof, the discriminant is positive on this interval.
With (a4, X±(b4)) ⊂ (a4, a1), this implies that Ω3 =
∫X±(b4)
a4
dx√
D(x)
∈ (0, ∫ a1
a4
dx√
D(x)
) = (0, ω2).
Using an inverse of the Weierstrass function, see [WW96, § 20.221], we get that ℘(ω32 ) = ℘(Ω32 ).
This finally entails
ω3
2
=
Ω3
2
mod ω1Z+ ω2Z, or
ω3
2
= −Ω3
2
mod ω1Z+ ω2Z.
ON THE ALGEBRAIC NATURE OF WEIGHTED QUADRANT WALKS 23
The only solution satisfying to the constraints Ω3, ω3 ∈ (0, ω2) is Ω3 = ω3, which completes the
proof. 
2.3. Analytic continuation. The goal of this subsection is to prove that the functions F 1(x; t)
and F 2(y; t) introduced in (5) admit multivalued meromorphic continuations on Et, that we will
call rx and ry.
Define the domains
(49) Dx := Et
⋂
{|x| < 1}, Dy := Et
⋂
{|y| < 1} and Dx,y := Dx
⋂
Dy.
Remind that for t fixed in (0, 1), Q(x, y; t) converges for |x| 6 1 and |y| 6 1, being a generating
function of probabilities. The same holds for F 1(x; t) and F 2(y; t). Remind also that we have
defined in (10)
Γx = Et
⋂
{|x| = 1} and Γy = Et
⋂
{|y| = 1}.
Γx is the union of two disjoint connected paths Γ
±
x such that (x, y) ∈ Γ+x ⇒ |y| > 1 and (x, y) ∈
Γ−x ⇒ |y| < 1, see Lemma 6. A similar statement holds for Γy.
We first prove a few topological properties of the domains (49).
Lemma 24. One has Dx,y 6= ∅.
Lemma 25. The sets Dx and Dy are connected.
Proof of Lemmas 24 and 25. Lemma 24 is obvious from Lemma 6, as Dx,y contains Γ−x and Γ−y .
Let us do the proof of Lemma 25 for Dx, the other case being similar. By definition,
(50) Dx = {(x, Y−(x)) : |x| < 1}
⋃
{(x, Y+(x)) : |x| < 1}.
Since both sets {(x, Y−(x)) : |x| < 1} and {(x, Y+(x)) : |x| < 1} are obviously connected, it
suffices to prove that they have a nonempty intersection.
As we can see in Theorem 11, there exists |a1| < 1 such that y 7→ K(a1, y; t) has a double
root. This means that Y−(a1) = Y+(a1), proving that
(a1, Y±(a1)) ∈ {(x, Y−(x)) : |x| < 1}
⋂
{(x, Y+(x)) : |x| < 1}. 
Let us examine the consequences of Lemmas 24 and 25. We may define the three generating
functions Q(x, y; t), F 1(x; t) and F 2(y; t) on Dx,y. Restricting the main functional equation (6)
on Dx,y, we obtain
(51) 0 = F 1(x; t) + F 2(y; t)−K(0, 0; t)Q(0, 0; t) + xy.
Since F 1(x; t) is analytic for |x| < 1, it is analytic in Dx. We may define F 2(y; t) on Dx \ Dx,y
in the following way:
F 2(y; t) = −F 1(x; t) +K(0, 0; t)Q(0, 0; t)− xy.
Using (51), we obtain an analytic continuation of F 2(y; t) on Dx. Similarly F 2(y; t) is analytic
in Dy, and we may continue F 1(x; t) on Dy.
Since the union of two connected sets (Dx and Dy) with nonempty intersection (viz, Dx,y) is
connected, we have proved that we may use (51) to lift F 1(x; t) and F 2(y; t) as meromorphic
functions on the open connected domain
D := Dx
⋃
Dy.
The domain D 6= Et admits the paths Γ+x ,Γ+y as boundary, and obviously contains Γ−x ,Γ−y .
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The next step is to apply Λ in (31) so as to lift F 1(x; t) and F 2(y; t) on the universal covering
C of Et. The map Λ being (ω1, ω2)-periodic, it induces a map Λ˜ from C/(ω1Z + ω2Z) to Et,
which is an homeomorphism. Then
Λ˜−1(D), Λ˜−1(Dx) and Λ˜−1(Dy)
are connected domains. Using the homeomorphism property of Λ˜, we obtain that the boundary
of the open set Λ˜−1(Dx) is the image under Λ˜−1 of the boundary of Dx. By Lemma 6, we deduce
that the boundary of Λ˜−1(Dx) is composed by the two paths Λ˜−1(Γ±x ). A similar statement
holds for Λ˜−1(Dy). Finally, the boundary of the open connected set Λ˜−1(D) is composed of the
paths Λ˜−1(Γ+x ) and Λ˜
−1(Γ+y ), and by construction Λ˜
−1(D) contains Λ˜−1(Γ−x ) and Λ˜−1(Γ−y ). See
Figure 7 for an illustration.
Consider now Λ−1(D), the preimage of D via Λ. It is (ω1, ω2)-periodic but not necessarily
connected anymore. Let us fix D˜ ⊂ C, a connected component of Λ−1(D) in the ω-plane that
intersects the fundamental parallelogram ω1[0, 1) + ω2[0, 1). In particular we have Λ(D˜) = D.
Similarly, let us define D˜x ⊂ C and D˜y ⊂ C such that
Λ(D˜x) = Dx, Λ(D˜y) = Dy and D˜ = D˜x
⋃
D˜y.
Note that by definition, any pair of (distinct) paths among the four paths Γ±x ,Γ
±
y has an empty
intersection. From what precedes, there exist connected paths Γ˜±x and Γ˜
±
y such that
• Λ(Γ˜±x ) = Γ±x and Λ(Γ˜±y ) = Γ±y ;
• D˜x is delimited by Γ˜+x and Γ˜−x ;
• D˜y is delimited by Γ˜+y and Γ˜−y ;
• D˜ is delimited by Γ˜+x and Γ˜+y , and contains Γ˜−x and Γ˜−y .
In the lemma hereafter, we derive some properties of the paths Γ˜±x and Γ˜
±
y . See Figure 7 for a
typical example.
Lemma 26. The following holds:
(1) The paths Γ˜±x are ω1-periodic, and do not cross the vertical straight lines going through
ℓω2/2, for any ℓ ∈ Z;
(2) The paths Γ˜±y are ω1-periodic, and do not cross the vertical straight lines going through
ω3/2 + ℓω2/2, for any ℓ ∈ Z;
(3) The domain D˜ is ω1-periodic;
(4) The domain D˜ is delimited by a left boundary, namely Γ˜+x , and a right boundary, Γ˜+y .
Our proof of Lemma 26 will use various properties of the uniformization. In comparison, let
us note that the proof of [FIM99] (valid for t = 1) is based on more topological arguments, as
the homology classes of Γ˜±x , see [FIM99, Chapter 3].
Proof. Let us begin with the paths Γ˜±x . By Remark 22, for all ω belonging to the vertical seg-
ment [ω2/2, (ω1 + ω2)/2] one has |x(ω)| < 1, and similarly on [0, ω1/2] one has |x(ω)| > 1. This
implies that for all ℓ ∈ Z, Γ˜±x do not cross the vertical segments [ω2/2 + ℓω2, (ω1 + ω2)/2) + ℓω2]
and [ℓω2, ω1/2 + ℓω2]. Then, for all ℓ ∈ Z, they do not cross the vertical segments
[ℓω2/2, ω1/2 + ℓω2/2]. It follows from the same Remark 22 that the preimage of −1 by x(ω)
belongs to the horizontal lines going through ℓω1, ℓ ∈ Z, see the right display on Figure 6. Sim-
ilarly, the preimage of 1 belongs to the horizontal lines going through (2ℓ+1)ω1/2, ℓ ∈ Z. Since
for all ℓ ∈ Z, the connected paths Γ˜±x do not cross the vertical segments [ℓω2/2, ω1/2 + ℓω2/2],
we deduce the existence of ℓ′ ∈ Z, such that one of the paths Γ˜±x crosses the horizontal segments
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[ℓ′ω2, ω2/2+ℓ
′ω2] and [ω1/2+ℓ
′ω2, (ω1+ω2)/2+ℓ
′ω2]. Let us first assume that Γ˜
+
x is the crossing
path.
Using Proposition 18 together with the fact that ℘(ω) = ℘(ω), see (44), we deduce that
x(ω) = x(ω), and then Γ˜+x is sent by complex conjugation to a translation of Γ˜
±
x by the periods
ω1, ω2. Since Γ
+
x
⋂
Γ−x = ∅ and the crossing point of Γ˜
+
x with the horizontal line Rω2 is fixed
by complex conjugation, it follows that Γ˜+x is setwise fixed by complex conjugation. We deduce
that Γ˜+x is symmetric w.r.t. the horizontal line going through 0. It follows that the restriction of
Γ˜+x to the horizontal strip R+ (−1/2, 1/2)ω1 does not cross the vertical segments going through
ℓω2/2, ℓ ∈ Z. Furthermore, there exists ω′ belonging to the horizontal line going through −ω12 ,
such that ω′ and ω′+ω1 belong to Γ˜
+
x . Since Λ(ω) = Λ(ω+ω1) we deduce that Γ˜
+
x is ω1-periodic,
and does not cross the vertical lines going through ℓω2/2, ℓ ∈ Z.
Since ι1(Γ
−
x ) = Γ
+
x and since Γ˜
±
x are connected, there exist ℓ1, ℓ2 ∈ Z such that ι˜1(Γ˜+x ) =
Γ˜−x + ℓ1ω1+ ℓ2ω2. As Γ˜
+
x is ω1-periodic, we may take ℓ1 = 0. Using ι˜1(ω) = −ω, we deduce from
what we proved for Γ˜+x that similar results hold for Γ˜
−
x : it is an ω1-periodic path of C that does
not cross the vertical lines going through ℓω2/2, ℓ ∈ Z. The proof in the case where Γ˜−x is the
crossing path is totally similar, and the proof of (1) is complete.
Let us now show (2). With (46), a similar statement is valid for Γ˜±y : they are ω1-periodic
paths of C that do not cross the vertical lines going through ω3/2 + ℓω2/2, ℓ ∈ Z.
We prove (3). We deduce the ω1-periodicity of D˜ from the fact (proved above the statement
of Lemma 26) that D˜ is delimited by Γ˜+x and Γ˜+y , which are ω1-periodic.
Let us conclude with the proof of (4). By the first two points, the curves Γ˜+x and Γ˜
+
y do not
cross convenient vertical lines. Furthermore, by construction Γ+x
⋂
Γ+y = ∅, proving that the two
boundaries do not cross. Then, one path is the left boundary of D˜ while the other one is the
right boundary. It remains to determine which one is the left one.
We use ι˜1(Γ˜
+
x ) = Γ˜
−
x + ℓ2ω2, for some ℓ2 ∈ Z, and ι˜1(ω) = −ω, to deduce that there exists
ℓx ∈ Z such that the two paths Γ˜±x are symmetric w.r.t. the vertical line going through ℓxω2/2.
Furthermore, since Dx 6= Et and since Γ˜±x are the boundaries of D˜x, we deduce that one of Γ˜±x
belongs to one of the vertical strips
Rω1 + (ℓx − 1, ℓx)ω2
2
and Rω1 + (ℓx, ℓx + 1)
ω2
2
,
and the remaining path of Γ˜±x lies in the other strip. Remind that Γ˜
±
x are symmetric the one
of the other w.r.t. the vertical line going through ℓxω2/2. Moreover, with Remark 22, one has
|x(ℓω2/2)| < 1 (resp. |x(ℓω2/2)| > 1) for odd (resp. even) values of ℓ. We deduce that ℓx should
be odd.
Similarly, using ι2(Γ
+
y ) = Γ
−
y and ι˜2(ω) = −ω + ω3, there exists an odd integer ℓy such that
each of Γ˜±y belongs to one of the vertical strips
Rω1 + (ℓy − 1, ℓy)ω2
2
+
ω3
2
and Rω1 + (ℓy, ℓy + 1)
ω2
2
+
ω3
2
,
and Γ˜±y are symmetric w.r.t. the vertical line going through ℓyω2/2 + ω3/2.
To conclude the proof of (4), we first note that D˜x
⋂ D˜y 6= ∅ since otherwise D˜ = D˜x⋃ D˜y
would not be connected. Remind that D˜x is delimited by Γ˜+x and Γ˜−x , and D˜y is delimited by
Γ˜+y and Γ˜
−
y . This shows that the domain delimited by Γ˜
±
x has nonempty intersection with the
domain bounded by Γ˜±y . Since ω3 ∈ (0, ω2), the odd integer ℓ such that ℓω2/2 + ω3/2 is the
closest to ℓxω2/2 is ℓx. This shows that ℓy = ℓx. Then one of the two curves Γ˜
±
x has to be on the
26 THOMAS DREYFUS AND KILIAN RASCHEL
• • • •
•
0 ω2/2
ω1/2
✲✛
ω3/2
✲✛
ω3/2
✲✛ ω2
✻
❄
ω1
Γ˜+x Γ˜
−
xΓ˜
−
y Γ˜
+
y
Figure 7. The parallelogram ω1[0, 1) + ω2[0, 1), and important points and do-
mains on it
left to Γ˜±y , and the latter has to be the left boundary of D˜. Since Γ˜+x and Γ˜+y are the boundaries
of D˜, the result follows. 
Lemma 27. There exists a nonempty open connected set U ⊂ C such that τ˜ (U) ⊂ D˜⋂ τ˜ (D˜).
Furthermore, we have ⋃
ℓ∈Z
τ˜ ℓ
(D˜) = C.
Proof. Remind that D˜ is delimited by Γ˜+x and Γ˜+y . With ι1(Γ+x ) = Γ−x and ι2(Γ−x ) ∈ Dy we
deduce that τ(Γ+x ) ⊂ D. Using τ˜ (ω) = ω + ω3, we deduce the existence of ℓ1, ℓ2 ∈ Z such that
τ˜ (Γ˜+x ) ∈ D˜ + ℓ1ω1 + ℓ2ω2. By Lemma 26, D˜ is ω1-periodic and we may assume ℓ1 = 0. By
Lemma 26, the left boundary of D˜ is Γ˜+x . By Lemma 23, ω3 ∈ (0, ω2), proving that ℓ2 = 0, since
otherwise D˜ = C which contradicts Γ˜+x
⋂ D˜ = ∅. We thus have
(52) τ˜ (Γ˜+x ) ⊂ D˜.
The map τ˜ being continuous, τ˜(D˜) is an open connected domain. Since Γ˜+x is the left boundary
of the open set D˜, we deduce from (52) that there exists a nonempty open connected set U ⊂ D˜
such that τ˜ (U) ⊂ D˜. This shows that τ˜ (U) ⊂ D˜⋂ τ˜ (D˜).
A straightforward induction yields that for all k ∈ N, ⋃kℓ=−k τ˜ ℓ(D˜) is a connected domain
with left boundary Γ˜+x − kω3 and right boundary Γ˜+y + kω3. Since ω3 > 0, we deduce the result
by making k going to infinity. 
Theorem 28. The functions F 1(x; t) and F 2(y; t) may be lifted to the universal cover of Et. We
will call respectively rx and ry the continuations. Seen as functions of ω, they are meromorphic
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on C and satisfy
ry(ω + ω3; t) = ry(ω; t) + x(ω)(y(ω)− y(−ω)),(53)
ry(ω + ω1; t) = ry(ω; t),(54)
rx(ω + ω3; t) = rx(ω; t) + y(−ω)(x(ω)− x(ω + ω3)),(55)
rx(ω + ω1; t) = rx(ω; t).(56)
Proof. By Lemma 26, D˜ is ω1-periodic, proving that D˜ is stable by addition by ω1. Since at
this step of the continuation, F 1 is univalued as a function on D, we find that the analytic
continuation of rx on D˜ is ω1-periodic, see (56). The same holds for ry , see (54).
Consider x(ω) and y(ω) as defined in Proposition 18. From (51) we deduce that for all ω ∈ D˜,
(57) x(ω)y(ω) + rx(ω; t) + ry(ω; t)−K(0, 0; t)Q(0, 0; t) = 0.
With the same reasons as in the proof of Lemma 26, there exist ℓ1, ℓ2 ∈ Z such that ι˜1(Γ˜+x ) =
Γ˜−x + ℓ1ω1 + ℓ2ω2. Since Γ˜
+
x is ω1-periodic, we may take ℓ1 = 0. Let us set ℓ2 = ℓ and apply
ω 7→ −ω+ℓω2 to both sides of (57). Using rx(ω; t) = rx(−ω+ℓω2; t) (this follows from ι˜1(ω) = −ω
and ι1(F
1) = F 1) we deduce that
(58) x(−ω)y(−ω) + rx(ω; t) + ry(−ω + ℓω2; t)−K(0, 0; t)Q(0, 0; t) = 0.
Consider the open connected set of Lemma 27 such that τ˜(U) ⊂ D˜⋂ τ˜ (D˜). The shift ω 7→ ω+ω3
maps U into D˜. Apply ω 7→ −ω + ω3 + ℓω2 to both sides of (58). Using ry(−ω + ℓω2; t) =
ry(ω + ω3; t) (this follows from ι˜2(ω) = −ω + ω3 and ι2(F 2) = F 2), we obtain that for all ω ∈ U
(59) x(ω + ω3)y(ω + ω3) + rx(ω + ω3; t) + ry(−ω + ℓω2; t)−K(0, 0; t)Q(0, 0; t) = 0.
Subtracting (57) to (58) (resp. (58) to (59)), we find
ry(−ω + ℓω2; t)− ry(ω; t) = x(ω)y(ω)− x(−ω)y(−ω),
rx(ω + ω3; t)− rx(ω; t) = x(−ω)y(−ω)− x(ω + ω3)y(ω + ω3).
We now use ry(−ω + ℓω2; t) = ry(ω + ω3; t), x(−ω) = x(ω) and y(−ω) = y(ω + ω3) to deduce
that (53) and (55) are valid for every ω ∈ U . Let us now define r′x and r′y, analytic on τ˜ (D˜), by
means of the formulas, for all ω ∈ D˜,
r′x(ω + ω3) = rx(ω) + y(−ω)(x(ω)− x(ω + ω3)),
r′y(ω + ω3) = ry(ω) + x(ω)(y(ω) − y(−ω)).
From what precedes, rx and r
′
x (resp. ry and r
′
y) are equal on τ˜ (U) ⊂ D˜
⋂
τ˜ (D˜), see Lemma 27, so
the analytic continuation principle allows us to continue rx and ry on the connected set D˜
⋃
τ˜ (D˜).
Iterating the same reasoning, we find that generating functions rx and ry as well as the identities
(53) and (55) can be extended to the whole connected domain
⋃
ℓ∈Z τ˜
ℓ(D˜). With Lemma 27, the
latter is C. By construction, the lifts are ω1-periodic, as already stated. 
Remark 29. So far we have considered walks that start at the origin (0, 0). We could similarly
handle models of walks starting at the point (i, j) with probability pi,j , such that
∑
i,j pi,j = 1.
In this situation, the functional equation satisfied by the generating function is
K(x, y; t)Q(x, y; t) =
∑
i,j>0
pi,jx
i+1yj+1 + F 1(x; t) + F 2(y; t)−K(0, 0; t)Q(0, 0; t).
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Using exactly the same strategy, we may prove that the functions rx and ry may be continued
to C. They are ω1-periodic and satisfy
ry(ω + ω3; t)− ry(ω; t) =
∑
i,j>0
pi,jx
i+1(ω)yj+1(ω)−
∑
i,j>0
pi,jx
i+1(−ω)yj+1(−ω),
rx(ω + ω3; t)− rx(ω; t) =
∑
i,j>0
pi,jx
i+1(−ω)yj+1(−ω)−
∑
i,j>0
pi,jx
i+1(ω + ω3)y
j+1(ω + ω3).
3. Sufficient conditions for differential transcendence
Throughout this section, we assume that τ˜ has infinite order, which is equivalent to doing the
hypothesis that the group is infinite. Our main results are to derive differential transcendence
criteria for rx and ry. By Theorem 28, these functions satisfy difference equations of the form
τ˜ (f)− f = b,
with τ˜ defined in (33). Galois theoretic methods to study the differential properties of such
functions have been developed in [HS08, DHR18, DHRS18, DHRS17], see also [Har16]. In this
section we describe a consequence of the latter theory and show how it will be used to prove that
in many cases, x 7→ Q(x, 0; t) and y 7→ Q(0, y; t) are differentially transcendental.
3.1. Background of difference Galois theory. We remind that Et is an elliptic curve. The
field Mer(Et) of meromorphic functions on the elliptic curve may be identified, via the Weier-
strass elliptic function, to the field of meromorphic functions on C which are (ω1, ω2)-periodic.
We have a natural derivation on this field given by the ω-derivative ∂ω. As Theorem 28 shows,
the continuations of rx and ry belong to Mer(C), the field of meromorphic functions on C. The
latter may be equipped with the derivation ∂ω, and the inclusion(Mer(Et), ∂ω) ⊂ (Mer(C), ∂ω)
of differential fields holds.
Definition 30. Let (E, ∂ω) ⊂ (F, ∂ω) be differential fields. We say that f ∈ F is differentially
algebraic over E if it satisfies a nontrivial algebraic differential equation with coefficients in E,
i.e., if for some m there exists a nonzero polynomial P (y0, . . . , ym) ∈ E[y0, . . . , ym] such that
P (f, ∂ω(f), . . . , ∂
m
ω (f)) = 0.
We say that f is differentially transcendental over E if it is not differentially algebraic.
Our first remark is that by [DHRS18, Lemmas 6.3 and 6.4], the series x 7→ Q(x, 0; t) is differ-
entially algebraic over C(x) if and only if ω 7→ rx(ω; t) is differentially algebraic over Mer(Et).
And symmetrically the same holds for y 7→ Q(0, y; t) and ω 7→ ry(ω; t). We may therefore focus
on rx and ry.
Definition 31. A (∂ω , τ˜)-field is a triple (K, ∂ω, τ˜ ), where K is a field, ∂ω is a derivation on K,
τ˜ is an automorphism of K, and where ∂ω and τ˜ commute on K.
Since by (33) τ˜ (ω) = ω + ω3, we deduce that on Mer(C),
τ˜ ◦ ∂ω = ∂ω ◦ τ˜ .
Then the triples
(Mer(Et), ∂ω, τ˜) and (Mer(C), ∂ω , τ˜) provide examples for Definition 31.
Proposition 2.6 of [DHR18] gives a criterion for differential transcendence in the above general
setting; we are now going to translate it in our context. The result of [DHR18] only requires the
assumption to embed the solutions rx and ry into a (∂ω, τ˜ )-field. This is done due to Theorem 28
and, remarkably, this is the only point where analytic tools are needed in this section.
ON THE ALGEBRAIC NATURE OF WEIGHTED QUADRANT WALKS 29
Proposition 32 ([DHR18]). Let b ∈ Mer(Et) and f ∈Mer(C). Assume that
τ˜ (f)− f = b.
If f is differentially algebraic over Mer(Et), then there exist an integer n > 0, c0, . . . , cn−1 ∈ C
and g ∈ Mer(Et), such that
(60) ∂nω(b) + cn−1∂
n−1
ω (b) + · · ·+ c1∂ω(b) + c0b = τ˜ (g)− g.
Let
(61) b1 = ι1(y)(x − τ(x)) and b2 = x(y − ι1(y))
be the quantities that appear in the right-hand sides of Equations (55) and (53) of Theorem 28.
By [DHRS18, Corollary 3.9 and Proposition 3.10], Proposition 32 has the following consequence:
Corollary 33. Assume that b1 (resp. b2) in (61) has a pole P ∈ Et of order m > 1 such that
none of the τk(P ) with k ∈ Z \ {0} is a pole of order > m of b1 (resp. b2). Then x 7→ Q(x, 0; t)
and y 7→ Q(0, y; t) are differentially transcendental over C(x) and C(y), respectively.
Remark 34. As in the end of Section 2.3, we may consider walks starting at the point (i, j) with
probability pi,j ,
∑
i,j pi,j = 1. A similar criterion to Corollary 33 might be derived but it would
be less effective, since the second member of the equation appearing in Remark 29 may have
many poles.
3.2. Differential transcendence for genus one walks. In this section we consider walks of
genus one and derive criteria that ensure that the functions x 7→ Q(x, 0; t) and y 7→ Q(0, y; t)
are differentially transcendental over C(x) and C(y), respectively. These criteria are strong and
tractable enough to show that these functions are differentially transcendental in many concrete
weighted cases.
As suggested by Corollary 33, we are now interested in the poles of b1 and b2 in (61). In the
unweighted case, see [DHRS18], a set of simple criteria to apply Corollary 33 has been given. As
we wrote in the introduction, the only serious obstruction to the extension of the results to the
weighted case was the analytic continuation of the generating functions, which was unknown in
this setting. Since the latter has been proved in this paper (our Theorem 28), the arguments of
[DHRS18] may be straightforwardly adapted to the weighted case. For this reason, the results
will be given without proof.
Let us compute the poles of b2 = x(y− ι1(y)). Let P1, P2 be the poles of x and Q1, Q2 be the
poles of y. We may prove that the poles of b2 are
{P1, P2, Q1, Q2, ι1(Q1), ι1(Q2)}.
We are going to see the poles of b1 and b2 as elements of P
1(C)2.
We split the analysis in three cases: generic case (Theorem 35), double pole case (Theorem 39)
and triple pole case (Theorem 41).
Generic case. This is the situation where at least one of the two quantities
(62)
∆x[1:0]
t2
= d21,0 − 4d1,−1d1,1 and
∆y[1:0]
t2
= d20,1 − 4d−1,1d1,1
is not a square in Q(di,j , t). Note that almost every choice of the di,j leads to a generic case.
Theorem 35 ([DHRS18], Proposition 5.1). If at least one of of the quantities in (62) is not a
square in Q(di,j , t), then the generating functions x 7→ Q(x, 0; t) and y 7→ Q(0, y; t) are differen-
tially transcendental over C(x) and C(y), respectively.
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Figure 8. Three models, to which (from left to right) Theorems 35, 39 and 41 apply
Corollary 36. Assume di,j ∈ Q and t transcendental. If at least one of of the quantities in (62)
is not a square in Q, then x 7→ Q(x, 0; t) and y 7→ Q(0, y; t) are differentially transcendental over
C(x) and C(y), respectively.
Example 37. Consider the leftmost model on Figure 8. This is an example that comes from a
projection of a three-dimensional model, and to which Theorem 35 applies. We have
∆y[1:0]
t2
= d20,1 − 4d−1,1d1,1 = −
1
3
,
which obviously is not a square in Q(di,j , t) (remind that t is real).
Example 38. Consider the walk with d−1,1 = d1,1 = d1,−1 = d0,−1 = 1/4 and all other di,j = 0.
By (7) the kernel curve Et is defined by
K(x0, x1, y0, y1; t) = x0x1y0y1 − t
4
(x21y
2
0 + x
2
0y
2
0 + x
2
0y
2
1 + x0x1y
2
1) = 0.
To compute the poles P1 and P2 of x, we have to solve K(1, 0, y0, y1; t) = 0, which gives the
simple equation
t
4
(y20 + y
2
1) = 0.
Its solutions in P1(C) are [i :1] and [−i :1], so
P1, P2 = ([1 :0], [±i :1]).
Likewise, in order to compute the poles Q1, Q2 of y, we solve K(x0, x1, 1, 0; t) = 0 and find
Q1, Q2 = ([±i :1], [1 :0]).
To compute ι1(Q1), ι1(Q2) we have to find the other root of K(±i, 1, y0, y1; t) = 0. We obtain
ι1(Q1), ι1(Q2) = ([+i :1], [t(1 + i) :4]), ([−i :1], [t(1− i) :4]).
As Example 38 shows, although the kernel curve Et has coefficients in Q(di,j , t), the poles of
b1 or b2 may belong to a nontrivial intermediate field extension Q(di,j , t) ⊂ L ⊂ C. When this
is the case, the authors of [DHRS18] use a Galois action to derive that at least one pole of b1 or
b2 should be alone in its orbit with respect to τ , allowing them to apply Corollary 33.
Let us consider unweighted quadrant walks. Then [DHRS18, Proposition 5.1] allows us to
conclude that when Assumption 17 is satisfied, 26 over the 51 unweighted quadrant models listed
in [KR12] have a differentially transcendental generating function. In the weighted context, we
find that almost every choice of the di,j ’s leads to a differentially transcendental counting function.
Double pole case. Assume that d1,1 = 0 and d1,0d0,1 6= 0. By [DHRS18, Section 5.2.1], the proof
being similar in our situation, the function b2 admits at least two double poles, and to deduce
that x 7→ Q(x, 0; t) and y 7→ Q(0, y; t) are differentially transcendental over C(x) and C(y),
respectively, it suffices to prove that one of the double poles is alone in its orbit with respect to
τ . Let us give a criterion ensuring such a result.
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Theorem 39 ([DHRS18], Theorem 5.3). Assume that d1,1 = 0 and d1,0d0,1 6= 0. Assume
further that there are no point of Et(Q(di,j , t)) that is fixed by ι1 or ι2. Then x 7→ Q(x, 0; t) and
y 7→ Q(0, y; t) are differentially transcendental over C(x) and C(y), respectively.
Example 40. Consider the second model on Figure 8; it provides an example of model to which
Theorem 39 applies. Assume that t is transcendental. We have to check that there are no point
of Et(Q(t)) fixed by ι1 or ι2.
If we take the notations of Section 1.4, we find that the fixed points of ι1 and ι2 are of the
form (X±(bi), bi) and (ai, Y±(ai)). Furthermore, the ai’s and bi’s are roots of the discriminant.
Since t is transcendental over Q, we may identify Q(t) with the field of rational functions in t,
and the discriminants become polynomials with coefficients in Q(t). We now have to prove that
they have no root in Q(t), i.e., that the two following polynomials have no root in Q(t):(
x21 −
6
t
x0x1 + x
2
0
)2 − 4x0x1(d−1,1x21 + 2x0x1) and (y21 − 6t y0y1 + 2y20)2 − 4y0y1(y0y1 + y20).
We begin by the first one. To the contrary, assume the existence of x0, x1 ∈ Q(t) with (x0, x1) 6=
(0, 0) that cancel the discriminant. If x1 = 0 then necessarily x0 = 0, and so we may assume
that x1 = 1 in the projective coordinates. We have to consider
(63)
(
1− 6
t
x0 + x
2
0
)2 − 4x0(d−1,1 + 2x0).
Obviously, (63) implies that x0 is nonzero, and so seen as a rational function of t, x0 has no zero.
Moreover, t = 0 may be its only pole, of order at most one. So a rational solution must take the
form x0 = a/t for some a ∈ Q. However, replacing x0 by a/t in (63), we easily notice that no
value of a works. This proves that the first discriminant has no root in Q(t).
Let us now consider the second discriminant. As above let us assume that it has a root in
Q(t), which leads to a root in Q(t) of(
1− 6
t
y0 + 2y
2
0
)2 − 4y0(y0 + y20).
Again, y0 has no zero and t = 0 is its only pole, of order one. So y0 = a/t and we find a = 3,
which however turns out to be impossible. We then conclude that Theorem 39 applies.
Let us consider unweighted quadrant walks. Then [DHRS18, Theorem 5.3] concludes that
when Assumption 17 is satisfied and t is transcendental, 5 over the 51 unweighted quadrant
models listed in [KR12] have a differentially transcendental generating function.
Triple pole case. Assume that d1,1 = d1,0 = 0 and d0,1 6= 0. By [DHRS18, Section 5.2.2], the
proof being similar in our situation, the function b2 admits exactly one triple pole, and the other
poles are at most double. Then, Corollary 33 applies and we obtain the result below:
Theorem 41 ([DHRS18], Theorem 5.4). Assume that d1,1 = d1,0 = 0 and d0,1 6= 0. Then x 7→
Q(x, 0; t) and y 7→ Q(0, y; t) are differentially transcendental over C(x) and C(y), respectively.
Similarly, assume that d1,1 = d0,1 = 0 and d1,0 6= 0. Then x 7→ Q(x, 0; t) and y 7→ Q(0, y; t)
are differentially transcendental over C(x) and C(y), respectively.
See Figure 8 for an example of model to which Theorem 41 applies.
Let us consider unweighted quadrant walks. Then [DHRS18, Theorem 5.4] concludes that
when Assumption 17 is satisfied, 9 over the 51 unweighted quadrant models listed in [KR12]
have a differentially transcendental generating function. Thus the combination of the three above
theorems allows us to conclude that when t is transcendental, 40 over the 51 unweighted quadrant
models listed in [KR12] have a differentially transcendental generating function. Among the 11
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remaining cases, 9 are differentially algebraic, see [BBMR17, DHRS18], and 2 are differentially
transcendental, see [DHRS18].
4. A sufficient condition for algebraicity
The aim of the present section is to give sufficient conditions for the algebraicity of the
generating functions. Throughout the section it will be assumed that t ∈ (0, 1) is such that
the kernel curve is nondegenerate and elliptic (Assumption 17), see Proposition 3 and Lemma 8.
Let 〈ι1, ι2〉 be the group introduced in Section 1, see (30). In this section we restrict ourselves to
the case of a finite group. Extending results of [BMM10, FR10, KR12, KR15] to the weighted
case, we prove that the generating function (x, y) 7→ Q(x, y; t) is systematically holonomic, and
even algebraic if the orbit-sum
(64) O(x, y) =
∑
θ∈〈ι1,ι2〉
sign(θ) · θ(xy)
identically vanishes (in the definition (64) above, sign(θ) = 1 (resp. −1) if the number of elements
ι1, ι2 used to write θ ∈ 〈ι1, ι2〉 is even (resp. odd)).
Theorem 42. Let 0 < t < 1 be such that the group 〈ι1, ι2〉 restricted to the kernel curve Et is
finite (i.e., ω3/ω2 = k/ℓ ∈ Q, gcd(k, ℓ) = 1, see Proposition 18). Then the function (x, y) 7→
Q(x, y; t) is holonomic. Moreover, it is algebraic if and only if the orbit-sum O(x(ω), y(ω)) is
identically zero.
Corollary 43. If the group 〈ι1, ι2〉 of birational transformations of P1(C)2 is finite, then for
all 0 < t < 1, the function (x, y) 7→ Q(x, y; t) is holonomic. Moreover, if the orbit-sum (64) is
identically zero, then the above generating function is algebraic for all 0 < t < 1.
Before proving these results, let us do a series of remarks.
• As an example, Corollary 43 applies to the three models of Figure 9, which admit a group
of order 10, as shown in [KY15]. The orbit-sum (64) is 0, see again [KY15], from which it follows
that these models are algebraic (as functions of x and y). This gives another proof of this fact,
after the recent proof given in [BBMR17] (note, [BBMR17] proves the algebraicity of Q(x, y; t)
in the three variables).
• Theorem 42 and Corollary 43 apply exactly the same, for walks starting at point (i, j) with
probability pi,j ,
∑
i,j pi,j = 1. In the orbit sum (64), xy should be replaced by
∑
i,j pi,jx
i+1yj+1,
and b1 and b2 in (65) become as in Remark 29.
• For all 23 finite group models of unweighted walks listed in [BMM10], Corollary 43 is proved
in [BMM10] for 22 out of the 23 models, while the article [BK10] concludes the proof for the last
model (Gessel’s walk).
Moreover, for certain families of weighted walks, Corollary 43 is shown in [KY15]. Note that
these families in [KY15] completely describe the models having a group of order 4, 6 and 8.
This is actually a refined version of Corollary 43 which is proved in [BMM10, BK10, KY15],
as the holonomy and algebraicity of the generating functions are proved in the three variables
x, y, t, whereas we show these properties only in the variables x and y.
• The above results hold when a certain group is finite, so it is natural to ask how often this
property happens to be satisfied. Note a first subtlety: in Theorem 42 the group is defined on Et,
while in Corollary 43 it is considered as acting on P1(C)2. As obviously Et is strictly included
in P1(C)2, the second group has an order larger than or equal to that of the first one. A more
precise comparison of the two groups may be found in [FR10, Section 2].
When the group 〈ι1, ι2〉 acts on P1(C)2 (Corollary 43), its only known possible orders are 4,
6, 8, 10 and +∞, see [KY15]. It is believed that the cardinality of finite groups in the weighted
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Figure 9. Three models with a group of order 10. These models, proposed in
[KY15] and conjectured to be algebraic, were recently solved in [BBMR17]
case may be bounded by 10. On the other hand, restricted to Et (as in Theorem 42), the group
can take any order (even and equal to or larger than 4), see [FR11].
• From a methodological viewpoint, the proof of Theorem 42 is largely inspired by [KR15,
Section 9].
Before starting the proof of Theorem 42 we need some notation. Let b1(ω), b2(ω) be the liftings
of b1, b2 in (61) on the universal cover of Et:
(65) b1(ω) = y(ω + ω3)(x(ω) − x(ω + ω3)) and b2(ω) = x(ω)(y(ω)− y(−ω)).
Remind that τ˜ (ω) = ω + ω3 with ω3 ∈ (0, ω2), see Lemma 23. By (53) and (55) one has
(66) τ˜ (rx)− rx = b1 and τ˜(ry)− ry = b2.
Finally we introduce
(67) O1(ω) = b1(ω)+τ˜(b1(ω))+· · ·+τ˜ ℓ−1(b1(ω)), O2(ω) = b2(ω)+τ˜(b2(ω))+· · ·+τ˜ ℓ−1(b2(ω)),
and as we will see below, we have, with O as in (64),
O2(ω) = −O1(ω) = O(x(ω), y(ω)).
As sums of (ω1, ω2)-elliptic functions, O1 and O2 are (ω1, ω2)-elliptic.
Proof of Theorem 42. Remind that ℓ is defined by ω3/ω2 = k/ℓ ∈ Q. For 0 6 n 6 ℓ − 1, apply
τ˜n to Equation (66) and sum these ℓ identities. We easily obtain
(68) τ˜ ℓ(rx(ω; t))− rx(ω; t) = O1(ω) and τ˜ ℓ(ry(ω; t))− ry(ω; t) = O2(ω).
We deduce that for every (ω1, ω2)-elliptic function τ˜
ℓf(ω) = f(ω + ℓω3) = f(ω + kω2) = f(ω),
showing that τ˜ ℓ restricted to the field of (ω1, ω2)-elliptic functions is equal to the identity. Con-
sequently τ˜ ℓ(x(ω)y(ω)) = x(ω)y(ω). As we may see in the proof of Theorem 28, we have
b1(ω) + b2(ω) = τ˜(x(ω)y(ω)) − x(ω)y(ω). We conclude from (67) that O1(ω) = −O2(ω).
Let us first assume that the orbit-sum O1(ω) identically vanishes. Let us rewrite the first
identity of (68) as
rx(ω + ℓω3; t)− rx(ω; t) = 0,
which reads that rx is ℓω3-periodic. Being in addition ω1-periodic by (56), we deduce that rx is
(ω1, ℓω3)-elliptic, and therefore (ω1, kω2)-elliptic since ω3/ω2 = k/ℓ. Using Lemma 44 below, we
obtain that rx(ω; t) is an algebraic function of x(ω). For the exact same reasons, ry(ω; t) is an
algebraic function of y(ω). This shows that x 7→ Q(x, 0; t) and y 7→ Q(0, y; t) are algebraic. We
conclude with the main functional equation (6) that (x, y) 7→ Q(x, y; t) is algebraic.
Conversely, assume that the function (x, y) 7→ Q(x, y; t) is algebraic. Then rx(ω; t) (resp.
ry(ω; t)) is algebraic in x(ω) (resp. y(ω)) and rx(ω; t) is algebraic in ℘(ω), due to Proposi-
tion 18. By [DR15, Proposition 6], there exist ℓ1, ℓ2 ∈ N∗ such that rx(ω; t) is (ℓ1ω1, ℓ2ω2)-
elliptic. Note that due to Theorem 28 (ω1-periodicity, see (56)), we may take ℓ1 = 1. We have
rx(ω + kℓ2ω2; t)− rx(ω; t) = 0, and therefore rx(ω+ ℓℓ2ω3; t)− rx(ω; t) = 0. For 0 6 n 6 ℓℓ2−1,
apply τ˜n to Equations (53) and (55) and make the sum of these ℓℓ2 identities. We easily obtain
that
b1(ω) + τ˜ (b1(ω)) + · · ·+ τ˜ ℓℓ2−1(b1(ω)) = 0.
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Using τ˜ ℓ(b1(ω)) = b1(ω), we deduce that
0 = b1(ω)+ τ˜(b1(ω))+ · · ·+ τ˜ ℓℓ2−1(b1(ω)) = ℓ2
(
b1(ω)+ τ˜(b1(ω))+ · · ·+ τ˜ ℓ−1(b1(ω))
)
= ℓ2O1(ω).
Then O1(ω) = 0. We conclude with O1(ω) = −O2(ω) that O2(ω) = 0.
We now assume that the orbit-sum O1(ω) is nonzero and want to prove the holonomy. Set
Ω1 = ω1, Ω2 = kω2 and consider ζ(ω; Ω1,Ω2) that is meromorphic on the complex plane and
is the (opposite of the) antiderivative of the Weierstrass ℘-function: ζ′ = −℘, coupled with the
condition limω→0 ζ(ω; Ω1,Ω2)− 1ω = 0, see [WW96, 20.4]:
ζ(ω; Ω1,Ω2) :=
1
ω
+
∑
(ℓ1,ℓ2)∈Z2\{(0,0)}
(
1
ω + ℓ1Ω1 + ℓ2Ω2
− 1
ℓ1Ω1 + ℓ2Ω2
+
ω
(ℓ1Ω1 + ℓ2Ω2)2
)
.
As in [FIM99, Equation (4.3.7)], the key idea is to introduce
(69) φ(ω) =
Ω1
2iπ
ζ(ω; Ω1,Ω2)− ω
iπ
ζ(Ω1/2; Ω1,Ω2)
and to prove that
(70) φ(ω +Ω1) = φ(ω) and φ(ω +Ω2) = φ(ω) + 1.
Using the quasi-periodicity property of ζ, that is for i ∈ {1, 2},
ζ(ω +Ωi; Ω1,Ω2)− ζ(ω; Ω1,Ω2) = 2ζ(Ωi/2; Ω1,Ω2),
see [WW96, 20.41], we obtain that φ is Ω1-periodic (first identity in (70)). Using further the
relation
ζ(Ω1/2; Ω1,Ω2)Ω2 − ζ(Ω2/2; Ω1,Ω2)Ω1 = −πi,
see [WW96, 20.411] (the minus sign in front of πi differs from [WW96], as the role of Ω1 and Ω2
is reversed here), we deduce that the function φ satisfies φ(ω+ kω2) = φ(ω) + 1 (second identity
in (70)).
With the help of the property (70) satisfied by φ and the (ω1, ω2)-ellipticity of O1, we may
rewrite the first identity in (68) as the fact that the function
(71) ψ(ω) = rx(ω)−O1(ω)φ(ω)
is kω2-periodic:
ψ(ω + kω2) = ψ(ω).
With the ω1-periodicity, we find using Lemma 44 that ψ is algebraic in the variable x(ω).
Writing (71) under the form rx(ω) = ψ(ω) +O1(ω)φ(ω), one sees that rx(ω) is the sum of an
algebraic function in x(ω) and the function O1(ω)φ(ω). We claim that O1(ω)φ(ω) is holonomic
in the variable x(ω). First, since it is (ω1, ω2)-elliptic, O1(ω) is algebraic in x(ω). Second, φ′(ω)
is a rational function of x(ω), as ζ′(ω) = −℘(ω). So O1(ω)φ(ω) is holonomic in the variable
x(ω), proving the claim. We conclude using closure properties of holonomic functions. 
Proof of Corollary 43. If the group 〈ι1, ι2〉 of birational transformation of P1(C)2 is finite, then
for any 0 < t < 1, the group 〈ι1, ι2〉 restricted to the kernel curve Et is finite too, see [FR10,
Section 2]. By Proposition 9, Assumption 17 is satisfied for every t ∈ (0, 1). The proof of
Corollary 43 is then a straightforward consequence of Theorem 42. 
Lemma 44. Let f(ω) be a (ω1, kω2)-elliptic function. Then f(ω) is algebraic in x(ω).
Proof. The functions f(ω) and ℘(ω) are (ω1, kω2)-elliptic. Using a well-known property of elliptic
functions, there must exist a nonzero polynomial P ∈ C[X,Y ] such that P (f, ℘) = 0, see [WW96,
20.54]. Thus f(ω) is algebraic in ℘(ω), and hence also in x(ω) due to Proposition 18. 
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