In solid mechanics, linear structures often exhibit (local) nonlinear behavior when close to failure. For instance, the elastic deformation of a structure becomes plastic after being deformed beyond recovery. To properly assess such problems in a real-life application, we need fast and multi-query evaluations of coupled linear and nonlinear structural systems, whose approximations are not straight forward and often computationally expensive. In this work, we propose a linear-nonlinear domain decomposition, where the two systems are coupled through the solutions on a prescribed linear-nonlinear interface. After necessary sensitivity analysis, e.g. for structures with a high dimensional parameter space, we adopt a non-intrusive method, e.g. Gaussian processes regression (GPR), to solve for the solution on the interface. We then utilize different model order reduction techniques to address the linear and nonlinear problems individually. To accelerate the approximation, we employ again the non-intrusive GPR for the nonlinearity, while intrusive model order reduction methods, e.g. the conventional reduced basis (RB) method or the static-condensation reduced-basis-element (SCRBE) method, are employed for the solution in the linear subdomain. The proposed method is applicable for problems with pre-determined linear-nonlinear domain decomposition. We provide several numerical examples to demonstrate the effectiveness of our method.
Introduction 1
Benefiting from the rapid development of computational capabilities and simulation techniques, finite el-2 ement methods (FEMs) [58, 59] have received extensive recognition as a tool for high-fidelity approximation 3 of complex systems governed by partial differential equations. Nevertheless, the need for increasing resolu- 
The Schmidt-Eckart-Young theorem [13, 41, 46] shows that V N is the L 2 -optimal basis of size N within the 
119
The solution in the reduced space V N can be expressed as u N (µ) = N i=1 ψ i u N i , so that (1) can be 120 reinterpreted as a system of size N in the reduced space:
This procedure is a Galerkin projection of the finite element space onto the reduced space. For the optimality 122 of this method and its associated a priori and a posteriori error estimation, we refer the reader to [21, 40, 41] . 
The SCRBE method

124
The SCRBE method has been successfully developed in [14, 16, 17, 26] . To briefly introduce this method,
125
we define a component library consisting of n arch archetype components and their associated physical do- π(k, j) maps the jth port of instantiation k to the local port on its archetype component, and
is a parametrized geometric mapping. We note that the kth instantiated component may connect to no more 132 than n γ π(k) other instantiations.
133
All n inst instantiated components are then connected together to form the physical system Ω = ∪ ninst k=1Ω k .
134
The resulting system parameter becomes µ = (µ 1 at the global port γ l as ρ l = {(k, j), (k , j )}, l = 1, · · · , n γ glo . For ports on the global boundary, we have 138 ρ l = {(k, j)} where γ k,j is the corresponding local port. We further define the port map π k (j) = l that maps 139 a local port index j of a instantiation k to its global counterpart l.
140
We require conforming port spaces and denote the finite element dimension of global port l as N of dimension N h,π(k) on each instantiation, so that the elliptic problem (1) can be reformulated as finding
2.2.1. Static condensation and reduced order approximation 
where
j=1 M π(k),j , and N π(k) and M π(k),j indicate the number of 158 reduced bubble functions associated with each instantiation and the number of reduced port functions 159 associated with each local port, respectively.
160
We approximate the finite element solution
two separate reduced spaces:
can be recovered independently on each instantiation k by solving
and u
We note that We reiterate that we assume a prescribed linear-nonlinear domain decomposition, and in this section and 172 onwards, we shall affix the subscripts "LIN" and "NLIN" to specify quantities that pertain to the linear and 173 nonlinear subdomains, respectively. We define the linear subdomain where only linear operators act upon
174
as Ω LIN (µ) and the nonlinear subdomain where the nonlinear operators are defined over as Ω NLIN (µ) such
and the interface between them
We briefly summarize the method proposed in [2] . We first introduce the corresponding finite element 
The operators can readily be defined as a(·, ·; µ) :
We point out that the continuity condition on the linear-nonlinear interface Γ is weakly incorporated into
184
(11) through the test function v which does not vanish on Γ. . These two models are coupled through the part of the shared solution on Γ(µ). To 189 ensure the consistency of the solution on Γ(µ), the constraint u 
where u 
where R + (·; µ) is the residual vector over the nonlinear subdomain with respect to b(u
N,M,h and over the linear subdomain with regard to a(u applied to various problems and their error estimation in [12, 18, 19] .
inputs, with X being the input space, and y i ∈ R are the corresponding outputs. A Gaussian process 218 assumes that the input-output map follow an unknown regression function: f : X → R, such that
or y i = f (x i ) + if corrupted by noise. In a GPR model, we first assume a prior on the unknown function f to be a GP, effected by noise fluctuations:
where m(x) = β T H(x) is the mean, H(x) are the basis functions in X, β T are the corresponding coefficients,
222
and κ(·, ·) : X × X → R is the covariance function that estimates the resemblance of two inputs.
223
With many possible covariance functions, we briefly present one kernel that is used in this work, referred 224 to as the automatic relevance determination-squared exponential (ARD-SE) covariance function:
This kernel takes the individual length scale for each input dimension into consideration, hence permitting 226 a more flexible measurement.
227
Given M observations, a prior joint GP can be defined:
, and I M is the M -dimensional unit matrix. To infer 229 noise free output f * at an unobserved point x * ∈ X, the posterior distribution shall be drawn from
The unknown hyperparameters θ = {σ f , σ 1 , · · · , σ d , σ y } can be estimated by maximizing the marginal 231 likelihood p(y|X, θ):
2.4. The DGSM
233
We reiterate that we deal with large-scale structures that permit high dimensional parameter spaces.
234
However, the GPR often fails to learn a high dimensional multivariate problem, since the Euclidean length 235 based inputs correlation becomes less informative as the input dimension increases, and the computational 236 effort needed to learn one function grows exponentially [5, 53] . This is referred to as the curse of dimen-237 sionality [4] . In our work, instead of learning a nonlinear problem with high dimensional parameter inputs,
238
we focus on methodologies that compress the input space while retaining parameters that bring significant 239 uncertainty with respect to the quantity of interest. A common method to reduce the number of parameters 240 is sensitivity analysis, which employs sensitivity indices to rank the importance of parameters. to the local change of θ i . This quantity shall be used here to construct the DGSM for i = 1, · · · , d:
where p(θ) is the probability density function. The element effect (EE) is adopted to evaluate ∂l/∂θ i [30, 52],
252
expressed as a straightforward finite difference approach: 
where E θi and V θi are the mean and variance, respectively, taken over θ i , V(l) is the total variance of 
where C i is the Poincaré constant and its value depends on the probability distribution. Hence, parameters
263
with low DGSMs are expected to have less significance on the corresponding output of interest, and they
264
can be removed without reducing the accuracy of the global problem. and Ω NLIN , respectively. The parameter space can be rewritten as
We note that µ NLIN is considered of more importance for the treatment of the solution over the 270 nonlinear subdomain than is µ LIN . Hence, µ NLIN are used as one part of the input to the nonlinear model.
271
The contribution of µ LIN can be attributed to the solution on the interface which serves as the other part of 272 the input to the nonlinear model. We consider the problem (11) and use the approximation from the hybrid-
273
SCRBE solver introduced in Sec.2.2.2 as the "truth". We notice that the essential step in a hybrid-SCRBE 
279
In order to enable a global reduction while utilizing the advanced computational acceleration provided 280 by the SCRBE solver for linear systems simultaneously, we incorporate the sensitivity analysis with the 281 GPR approach to decouple the physical system. Specifically, we employ the DGSMs with respect to u 
285
Taking the approximation of u Γ h (µ) as part of the inputs, another set of GPRs can be constructed to estimate 
3.1. Methodology
296
We start with the special case where only one nonlinear subdomain and one linear-nonlinear interface 297 are present, and we then generalize the method to the general setting where multiple nonlinear subdomains 298 and interfaces coexist. We first carry out the sensitivity analysis over the interface. Since there may not be 299 any output designed specifically for the linear-nonlinear interface, we integrate (21) and (23), and propose 300 a modified versionν i as the DGSM for the ith parameter that does not require any output function:
where · denotes the L 2 norm. All parameters can be ranked according to their impact on u 
305
We then construct an orthonormal reduced basis space interface is expressed as
where u Γ L,i is the individual coefficient which we can model through GPRs. For each basis coefficient i, 
The inferred RB approximation reads
To treat the local nonlinearities and construct a model order reduced approximation for u parameters to formulate a new set of GP models to fully reduce the nonlinear subsystem.
imation is expressed as
where u , where
The fully reduced estimation for the nonlinear subdomain reads
To incorporate the two approximations in the linear-nonlinear coupled system, we take u 
where two of the three terms, u
, have already been estimated 335 through their associated GPRs. The remaining part u
can be calculated by the 336 SCRBE solver.
337
We recall that in the SCRBE approach, u N,M (µ) is split into u 
We then propose to split the port approximation
is the port approximation without counting the linear-nonlinear interface Γ, and V 
In a divide-and-conquer manner, the global RB approximation u N,M,L,K (µ) is thus separated into four
The first and second terms can be approximated independently with complexity O(Ln 
Analogous to (36), we decompose the global RB approximation u N,M,L,K (µ) into segments on the interfaces 366 and the interior of the nonlinear components
We note that a total number of 
Error analysis 371
We reiterate that we use the hybrid-SCRBE approximation as our truth reference. Hence, we compare our 
To facilitate the error analysis in Sec. 4, we define the POD solutions u interfaces and nonlinear subdomain interiors, respectively. We note that in the nonlinear setting, projected 380 POD solutions are often more accurate than solutions obtained by solving a reduced nonlinear problem using 381 either intrusive or non-intrusive approaches in the same space, due to the limitation of available data and the 382 intrinsic nonlinear behavior [7, 41] . This could potentially lead to the stagnation of the error convergence.
383
For the comparison of errors, we define the relative POD errors as
As discussed in Sec. For the error analysis of the adjacent linear components, we note that there is no error in the approx- 
where 
where C(µ) depends only on µ. 
By definition, the bilinear form a is coercive and continuous, we can then define the coercivity and continuity 401 constants with respect to · as
Applying the coercivity and continuity constant to the equation above, we have
α(µ) and this completes the proof. 
Numerical results
409
We consider three dimensional elasto-plastic problems with local linear isotropic hardening. For an 410 elasto-plastic body with small deformation, the definition of the Cauchy strain tensor ε and the equation of
where u is the displacement field, σ is the Cauchy stress tensor and b is a body force. In the theory of 413 classical rate-dependent plasticity, e.g. [8, 20, 48] , it is assumed that the strain tensor ε can be decomposed
414
into an elastic part and a plastic component, denoted by ε e and ε p , respectively, such that ε = ε e + ε p . The 415 stress response is only related to the elastic strain ε e . Considering the linear isotropic elasticity, Hooke's 416 law yields
where the stiffness tensor is defined as
Here E is the Young's modulus, ν is the Poisson's ratio, I is the fourth-order identity tensor and 1 is the 419 second-order identity tensor.
420
Next, we define a material internal variable q ∈ R m and a yield function g : 
430
We further assume that the hardening depends only on the total plastic deformation, quantified by the 431 effective plastic strain ε p , i.e. q = q(ε p ). This scalar ε p is defined as
where C is a positive constant and can be determined via the uniaxial test of a given material.
433
In the plastic or neutral loading stage, the consistency conditionġ = 0 yields
Thus we obtain the expression of the stress rateσ in terms of the total strain rateε as
where C ep is the elasto-plastic stiffness tensor defined by
with sgn denoting the sign function.
In the J 2 flow theory, the yield function, often referred to as the von Mises yield criterion, is given by
where α is a set of internal variables representing the center of the von Mises yield surface, σ Y is the von example. We assume that the hybrid-SCRBE solutions are accurate enough for engineering applications, so 445 that we can use the hybrid-SCRBE solution as the reference, or truth solution, to validate our approach.
446
In all numerical examples, the MATLAB function RegressionGP.fit is used to train the GPR models and 447 construct predictions. is applied on the plastic side of the beams, and boundary on the elastic side of the beams is assumed free.
453
The degrees of freedom of the full model are 64, 785 in the original finite element space. We introduce so that plasticity does not occur, and the body force of the nonlinear component is set to 1 × 10 7 N/m 3 .
460
To construct the model, we randomly generate 500 uniformly distributed sample points in the parameter 461 domain as the training set, and another 500 samples as the testing set.
462
We note that since there are only two parameters, sensitivity analysis is not necessary. We also point 463 out that due to the relatively small number of degrees of freedom, we are able to solve this model in the 464 high fidelity finite element space. Hence instead of the hybrid-SCRBE solver, we employ the FE solver and 465 utilize these high fidelity solutions as training samples, testing sets, and truth references. In addition, we 466 construct the reduction model in the traditional RB sense as described in Sec. 2.1 over the linear component We show first in Fig. 3 three RB coefficients from the training set on the linear-nonlinear interface and 471 three RB coefficients over the nonlinear subdomain with regard to the two corresponding parameter values.
472
We observe that as the index of the basis function increases, the coefficient values become less smooth and 473 harder to predict, which may be an indicator for a denser training set for higher dimensional coefficients, 474 or decreasing accuracy for fixed number of training data. Next, we show the predictive results for the RB coefficients both on the linear-nonlinear interface and over the nonlinear domain with a 95% confidence level in Fig. 4 . We notice that the confidence range enlarges as the index of the RB basis function increases,
477
hence resulting in a larger amount of uncertainty.
478
Lastly, we present the convergence of the model which is constructed from 500 randomly generated model, and observe that the error on the interface again reflects the error over the nonlinear subdomain.
485
We further point out that the plateau in the convergence is due to the decreasing smoothness of the POD 486 mode coefficients as the POD mode index number increases, making it more and more difficult for the GPR 487 to achieve the same predictive accuracy, as shown in Fig. 3 . Consequently, more and more data is required respectively. In total, we have 40 parameters for the model.
509
We construct the model using 500 randomly generated and uniformly distributed parameter points as 510 the training set, and another 500 such samples as the testing set. We note that since there are two linear-511 nonlinear interfaces on the nonlinear component, we denote the interface on top as Γ 1 and the interface on 512 bottom as Γ 2 . We show sensitivity results in fig. 7(a) . In this analysis we employ 20 parameter samples and 513 we observe that the most important parameters for both interfaces are the nonlinear and linear parameters 514 of the components that are close to these interfaces. We further notice that after sorting the parameters 515 according to the significance of their sensitivity indices, the first 24 parameters capture a majority of the 516 model uncertainty on the linear-nonlinear interfaces. However, we show later that for engineering accuracy, 517 a small number of parameters suffices. In Fig. 7(b) , we show the first 20 singular values of each solution part.
518
The singular values over the nonlinear subdomain inevitably decay slower than the ones on the interfaces.
519
It can be deduced that the error over the nonlinear subdomain will dominate and may potentially serve as 520 the error indicator for the whole system.
521
Lastly, we present the convergence results of 500 randomly generated testing parameters, the mean significantly. In Fig. 7 The third example is a three story structural building that consists of 408 components, among which 120 536 are horizontal and vertical steel beams and the rest 288 are other components, e.g. connectors and adapters.
537
As shown in Fig. 8(a)-(d) , the two components in yellow are treated as plastic components with a low yield total, we have 122 parameters for the whole model.
549
We construct the GPR-SCRBE model using 500 randomly generated and uniformly distributed points in 550 the parameter domain as the training set, and another 500 such samples are employed as the testing set. We 551 first show the result of the sensitivity analysis in Fig. 8(e) , which is obtained from 20 parameter samples as 552 discussed in Sec. 3.1. We notice that the most important parameters are the yield stress and the body forces decay slower than on the interfaces. We conjecture that the error over the nonlinear subdomain dominates 559 and may serve as an error indicator of the whole system.
560
We then present the convergence of the solution at 500 randomly generated testing parameters, the mean (42) and (43) .
