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Various methods of approximating the eigenvalues and invariant subspaces 
of nonself-adjoint differential and integral operators are unified in a general 
theory. Error bounds are given, from which most of the error bounds in the 
literature can be derived. Computable error bounds are given for simple eigen- 
values, and trace formulae are used to improve the accuracy of the computed 
eigenvalues. 
I. INTRODUCTION 
A large number of methods are used in practice to solve eigenvalue problems 
for differential or integral operators. For example, eigenvalues in boundary 
problems may be approximated by variational methods, by finite difference and 
interpolation methods. To compare these methods, it is necessary to investigate 
them theoretically, in order to answer questions of convergence, speed of 
convergence, and error estimates. 
These problems have been studied specifically for each class of equations and 
each method. To better understand the different types of convergence, it is 
useful to present these different methods in a unifying theoretical framework, 
and functional analysis provides valuable tools for that. 
We consider an operator T, in general unbounded, and approximations T, , 
n = 1, 2,... with the same domain of definition, such that: T,x - TX, x E Dom( T) 
for n --) co. We are concerned with the approximation of the eigenelements of T 
by those of T, . 
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Rocquencourt, NSF Grant DCR-7203712 A02 and AEC Contract AT(04-3) 326 PA # 30. 
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1. After a review of the principal approximation methods in Section II, 
we give, in III, error bounds which are valid for any approximation which 
provides the convergence of the eigenvalues with preservation of the multi- 
plicities (an extension of the works done by Bramble-Osborn [3] when 
]I T - T, Ij -+ 0, and by Osborn [15] when T, is a compact approximation of T). 
2. A more detailed study of the convergence is done in Section IV with 
the additional hypothesis (due to J. Lemordant): T, is a strong approximation 
of T. This is verified by many practical methods. We consider T, as the result 
of the perturbation of T by T - T, i.e., T,, = T - (T - T,). The perturbation 
T - T, which is pointwise convergent to 0, is such that the resolvents also 
converge pointwise to 0. However the Neumann series expansion of the appro- 
ximate resolvent exists, as well as the series expansions for eigenvalues and 
spectral projections, established by Kato [lo, p. 3721, for an analytic perturbation 
(norm convergence of the resolvents). We derive asymptotic expansions in 
Section V. 
3. For a simple eigenvalue, the roles of T and T, can be reversed and we 
give in Section VI, not only computable a posteriori error bounds, but also a 
way to compute a better approximation to the exact eigenvalue. 
This value is computed with an approximate eigenvector, which can be vn, 
eigenvector of T, , or the asymptotic expansion of order 1. This computation 
only requires the knowledge of TV* , but increases significantly the accuracy of 
the eigenvalue. Numerical examples are given. 
II. THE APPROXIMATION T, OF T 
Let X be a Banach space, on @, normed by // * /I , T a closed linear operator 
from X to X, with domain of definition Dam(T) = D. g(X) is the space of 
closed linear operators from X to X with domain D. 9(X) is the algebra of 
bounded linear operators on X. 
X is an isolated eigenvalue of T, with finite algebraic multiplicity m. r is a 
positively oriented rectifiable curve enclosing X, but excluding any other point 
of the spectrum of T. R(z) = (T - x)-l is the resolvent of T, for z in the 
resolvent set of T. P = (- 1/2&r) Jr R(z) d z, is the spectral projection associated 
with h, on PX, the spectral subspace. 
We want to approximate X and PX. 
Let T, , n = 1,2,..., be a sequence of operators in g(X). T, is an approximu- 
tion of T if 
T,,x + TX, for any x E D. (2.1) 
R,(z) = (T, - 2)-l, for z in p(T,J, the resolvent set of T,, . 
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If rc p(T,), P, = -l/Z&f J&(z) d z, is the spectral projection associated 
with the spectrum of T, inside r. 
Equation (2.1) is not, in general, sufficient to imply the convergence of exactly 
m eigenvalues I!,,~ , i = l,..., m of T, inside r to h, counting multiplicities (cf. 
Chatelin [5]). 
What conditions do we have to add? 
Let us suppose that the approximation T, is stable [5]: 
‘; %(x>li < J,f, for z on r, n large enough. (2.2) 
Then the resolvent converges pointwise: R,(x) x ---f R(z) x, for z on r, x in X, 
P,x + Px, II(P - P,) P/j -+ 0, and dim P,X 3 dim PX, for n large enough. 
(A particular case of stable approximation can be found in Grigorieff [9] with the 
concept of proper approximation). With a stable approximation, the spectrum 
of T, inside T’ is not empty, but it may be too big, we are then lead to the notion 
of strongly stable approximation [5]: 
The stable approximation T, is strongly stable if 
dim P-X = dim PX, for n large enough. (2.3) 
Most classical methods to approximate the eigenvalues of T are strongly 
stable, when either T or T-l is compact. These methods can be classified in the 
following way. 
II. 1. Generalized uniform approximation (Kato [IO, p. 2061) 
2.a-T, T, E L?(X), 1; T - T,, /j -+ 0 
EXAMPLES. For an integral operator with kernel, projection methods, 
deenerate kernel method (Atkinson [2]). 
For a differential operator, when considering T-l: the Rayleigh-Galerkin 
method (Varga [21] for the self-adjoint case, Bamble-Osborn [3] for the non- 
self-adjoint case), some external finite elements methods (least square method 
of Bramble and Schatz, Nitsche’s method [3]). 
2.b-T, T,, E U(X), j/ R,(z) - R(.z)lI ---f 0 for z E p(T). 
EXAMPLE. For a differential operator, approximation by a neighboring 
differential operator (Canosa-Gomes [4], Pruess [14], Day [8]), analytic perturba- 
tion theory (Kato [lo, p. 3651). 
11.2. Generalized Compact Approximation 
2.c-T, T, E Z(X), and T, - T is a compact approximation (c.a.): 
T,x 4 TX, 
is relatively compact. 
and the set Gl {(T - T,) x; ‘1 x I’ < I} (2.4) 
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EXAMPLE. Approximation of an integral operator with kernel by using 
approximate quadrature formulae; method of Nystrlim (Anselone [l]) and 
method of Kantorovitch (Vainikko [20]). 
2.d-T, T,, E @p(X), and R,(x) - R(z) is a c.a. for z E r. 
EXAMPLE. Some finite difference schemes for ordinary and partial dif- 
ferential equations (Vainikko [9], Kreiss [ll], Grigorieff [23, 241). 
Remark. If T and T,, are densely defined selfadjoint operators in a Hilbert 
space, T, - T c.a. * 11 T, - T II-+ 0. 
All the convergence proofs are in the cited references except for the method 
of approximation by a neighboring differential operator, for which the proof of 
the generalized uniform approximation is in Chatelin-Lemordant [7]. Kato 
showed long ago [lo, p. 2121 that the generalized uniform approximation is a 
strongly stable approximation, since 11 P, - P (/ -+ 0. Anselone [l] extended the 
property to a c.a. It is clear from the following: 
LEMMA 1. P, - P is a ca. o P,,x -+ Px and dim P,,X = dim PX for n 
large enough. 
Anselone [l] proved the => implication. Grigorieff [9] showed the reciprocal. 
It is worth noticing that if P,, and P are orthogonal projections in a Hilbert space 
(T and T,, densely defined and self-adjoint), then P, - P c.a. * 1) P, - P II--+ 0. 
Remark. When T-l is self-adjoint but not compact, the Rayleigh-Ritz 
method may well not be strongly stable, as shown in Rappaz [16]. 
III. ERROR BOUNDS ON EIGENELEMENTS FOR A 
STRONGLY STABLE APPROXIMATION 
Under the assumptions (2.1), (2.2) and (2.3) of Section II, there are exactly m 
eigenvalues, counting multiplicities, & , i = l,..., m of T,, inside r for n large 
enough. We consider the approximation of h by: 
T - T,, is unbounded in general, but (T - T,) P is a closed operator with 
domain X, hence bounded. Moreover, since P is a compact projection, 
I/(T - T,) P I/ --f 0. Th e b ounds will be expressed in terms of ]I( T - T,) P /I or 
I/(T - T,Jrpx jl , where (T - T,Jlpx is the restriction of T - T,, to PX. 
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Let us borrow from Kato [lo, p. 1971 the definition of the gap 8(M, A) between 
two closed subspaces, M and N, of X: 
6(M, N) = max[sup dist(x, N), sup dist(x, M)]. 
EEM XCN 
il.l!!l=l Il.Zil=l 
THEOREM 1. Let T, E g(X), n = 1, 2 ,..., be a sequence of strongly stable 
approximations of T E V(X). For n large enough: 
S(PX, P,X) G C I\( T - T,) PI: . 
Proof. It is adapted from the proof of Theorems 1 and 2 of Osborn [ 151, 
where T and T,, are bounded and T - T,, is a c.a. The bound on 6 is based on 
the following: 
S(PX, PnX) < max(lj(P - P,) P j/ , II(P - P,) P, ii), 
;i(P - P,) PII < ~~ZIII$ R,&)I~ * /i R(z)ii) * ; (T - T,) P/I , 
il(P - P,) P, I/ < C il(P - P,) P iI , 
since dim P,X = dim PX and Ij(P - P,) P // -+ 0 (Kato [25]). 
A - An == tr(TP - T,P,), w h ere TP and T-P, are bounded operators. Hence 
the proof of Theorem 2 holds. 
If T, is a strong approximation of T (definition in Section IV), we get a 
sharper bound on 1 A - An 1 , namely a theorem analogous to Theorem 3 in [15] 
is valid even for T and T, unbounded. 
IV. THE STRONG APPROXIMATION T, OF T 
IV.]. 
DEFINITION. Let T, , n = 1,2,..., be a sequence of operators 
is a strong approximation of T if: 
T,,x ---f TX, x E D: (T, is an approximation of T) 
I/P - Tn) Wll” II -+ 0, for any x on P. 
in g(X). T,, 
(2.1) 
(4.1) 
Let S be the reduced resolvent in z = A: S = lim,,, R(z) (1 - P). 
LEMMA 2. If T, is a strong approximation of T, then (T - T,) R(z) is 
uniformly bounded in n, J/[(T - T,) R(z)12 11 ---f 0 for any z # h inside I’, and 
NT - Tn) s12 II - 0. 
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Proof. (T - T,) R(x) E 9(X) an converges pointwise to 0 uniformly for d 
z E P, then it is uniformly bounded in n. (T - T,,) R(z) = (T - T,) R(x) x 
(P + 1 - P) with (T - T,) R(z) P = (T - T,) PA(z) and (T - T,) R(z) x 
(1 - P) holomorphic in z inside P, then (4.1) is valid for any z inside P. And 
T,, can be considered as the result of the perturbation of T by T, - T. The 
study which follows adapts and extends Kato’s material in [lo] to the case of an 
unbounded perturbation T, - T which converges pointwise to 0 and verifies 
(4.1). 
LEMMA 3. R,(z) can be represented by the second Neumann series, 
R&4 = R(z) f [CT - T,) R(W’, 
k=O 
z E r. 
Proof. T,-zl=T-z-T+T,,=[l-(T-T,JR(z)](T--1). If 
MT - T,) N412 II< 1, 1 - CT - Tn) R( z is invertible and its inverse may be ) 
represented by CF=‘=, [(T - T,) R(z)]~. Th e expansion of the lemma follows. 
Remark 1. R,(x) - R(z) = R(z) (T - Tm) R(z) + R(z) (1 + (T - T,) x 
R(4) C,“=, [CT - TJ WV”. 
Then W4 - R( .z x-+0, for XE X, ZE P. And R,(z) is uniformly >> 
bounded in n for z E P. T, is a stable approximation. 
Remark 2. Lemma 3 would still be valid if the assumption (4.1) was replaced 
by 3p E N: I/[(T - T,) R(Z)]” jl ---f 0, for z E I’. 
LEMMA 4. A strong approximation is strongly stable. 
Proof. We have to prove that (2.3) holds. Let 12 be fixed such that 
jj[(T - T,) R(z)12 Jj < 1. And consider the perturbation of T defined by 
t E [0, 11: T(t) = T - t(T - T,). 
T(0) = T and T(1) = T, . The second Neumann series of (T(t) - zl)-l = 
R(t, z) exists for any t in [0, 11. When t -+ 0, 11 R(t, z) - R(z)11 -+ 0 and 
[j P(t) - PI/ + 0. For t small enough such that // P(t) - P j/ < 1, 
dim P(t) X = m. But P(t) is uniformly continuous in t on [0, 11, we then deduce 
that dim P(1) X = m = dim P,X. 
h is stable under the perturbation T - T, (Kato [lo, p. 4371) whenever T, 
is a strong approximation. 
THEOREM 2. The approximations defined in 2.a and 2.c are strong approxima- 
tions. 
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Proof. Obvious for 2.a. For 2.q if T, - T is a c.a. Uz=r (T, - T) R(z) B is 
relatively compact, where B is the unit ball of X, and x E p(T); then (4.1) follows. 
For unbounded operators, we have the following results. 
THEOREM 2bis. Let T E g(X), the neighboring approximation T, of T, 
(resp. the holomorphic family of type (A), T(s), s in a domain of C) fulljills the 
condition: 
‘I( T - T$‘) R(z)11 + 0, for z E p(T), ((t) ye@ T(s)). (“1 
Proof. 
(1) Neighboring approximation: The proof of (*) is in [7]. Example: 
X =: C(0, I) with the uniform norm, D = {x E X; 3” E X and x(O) =- x( 1) = 01, 
T: x E D t+ p,x” + p,x’ + pzx, T,: x E D H pc’x” + pp’x’ - pp’x, 
where pi, pjn), i = 0, 1, 2 are real valued continuous functions on [0, I], 
max,,C1gl 1 pi - pi.“’ j -+ 0, and p, < 0. 
(2) holomorphic family of type (A), (cf. Kato [lo, p. 3751): (*) is proved 
by considering T and T(s) as bounded operators from D to X, where D is 
converted into a Banach space by the new norm: j/x jio = !’ x il,Y +- / Tx lix, 
CCED. 
IV.2. Series Expansions of the Eigenvalues and Spectral Projections 
h eigenvalue of algebraic multiplicity m, is a pole of order I, 1 < I < m, of 
R(z), whose Laurent expansion can be written: 
with 
I,,=- 1 
S’-“’ = -D”, k ;s 1, D=(T-A)P, 
SC4 = Sk, k3 1, S = hi R(z) (1 - P). 
Using the Neumann series of R,(z), we get (Kato [IO, p. 76, 771): 
p, - p = 2 c ,“‘“I’( T _ Tn) S(h) . . . (T - T,&) ,+I), (4.2) 
p-=2 *
k, -I- kz+...-kk,==p-1 
* 
I kj > --I A I,j = l,...,p 
An - h = ; f $1 tr[(T - T,) SCkl’ . . . (T - ‘j” n ) s(b)], 
Tk1 * 
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This extends the validity of the series expansion (4.2) and (4.3) to a case 
where the perturbation T - T, is not a generalized uniform approximation of 0 
(Kato [lo, p. 3721). 
(4.2) and (4.3) validate the extrapolation processes on eigenvalues and inva- 
riant subspaces (cf. [ll]). 
All operators which appear in (4.3) contain at least one factor with finite 
rank, then the traces of these operators are defined and obey the rules of calcula- 
tion with the trace, for example, the order of the factors can be changed cyclic- 
ally and (l/m) / tr A 1 < 11 A /j . 
From the expansions (4.2) and (4.3), we derive asymptotic expansions of X of 
order I and 2, and of P of order 1. 
V. ASYMPTOTIC EXPANSIONS FOR EIGENVALUES AND EIGENELENIENTS 
Let E, denote ll(T - T,) P /I . 
5.1. Suppose that 1 = 1. 
THEOREM 3. For n large enough: 
1 
X = X, + ; tr(T - T,) P + O(CX,E,), (5.1) 
h = An + $ tr(T - T,) P + i tr( T - T,) S(T - T,) P + O(CQ!?,E,), (5.2) 
where CZ, < M, fin + 0. 
Proof. 
(1) (5.1). The complete proof is in [7]. Let p = 1 in (4.3) to get 
(l/m) tr( T - T,) P which appears the principal term in the expansion of X. 
The remaining term cr = l/m cf, l/p C* tr(T - T,) S%) ... (T - T,) Sk,) 
can be decomposed into the sum a1 over k, where one Kj is nonpositive, plus the 
sum u2 over the set of Kj where two Kj are nonpositive, and so on. 
We prove in [7] that ( C,” ok 1 < C’E,,~, and 1 q 1 < C&,E~ , where a, is at 
least bounded in general. 
(2) (5.2). The proof is easily adapted from the preceding one and from 
[7], with /3, = j/[(T - T,) Slz [j -+ 0. 
With stronger assumptions on T, , it can be shown that CL, + 0, see para- 
graph 5.3 for the case: I/(T - T,) R(z)\1 + 0, and [22] for a compact approxima- 
tion. In this case (5.1) improves on the bound j X - h, 1 < C I/(2’ - Tn)tPX /I 
proved in Theorem 2 of l-151. 
(5.1) and (5.2) will be used in Section VI to improve on the value X, as an 
approximation of X. 
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THEOREM 4. For n large enough: 
11 P - P,P ~j = O(E,), (5.3) 
I/ P - P,P + S(T - T,) P ;I = O(q,), (5.4) 
” P - P,P + S(T - T,) P + S( T - T,) S(T - T,) P 
- P(T - T,) S2(T - T,) P II = O&en). (5.5) 
01, and ,13* are given by Theorem 3. 
Proof. (5.3) is given by Theorem 1. The proof of (5.4) (resp. (5.5)) is identical 
to the proof of (5.1) (resp. (5.2)). 
5.2. When I > 1, (5.1) and (5.3) are still valid. Formulae (5.2), (5.4), (5.5) 
take a more complicated form. For example (l/m) tr( T - T,) S(T - T,) P in 
(5.2) has to be replaced by l/m Ck=, tr(T - T,) Sk(T - T,) ZY+*. 
5.3. We suppose that D = X and Ii(T* - Ta*) P* ~’ -+O. 
In general, the pointwise convergence of T - T, to 0 does not imply the 
pointwise convergence of T* - T,,* to 0. We assume that T,*x -+ T*x, 
x E Dom( T*). Since c,,,* = I/( T* - T,*) P* /I + 0, we see that CY, is of order E,* 
by using the fact that, for example, 
h / tr(T - T,) S(T - T,) P j < I’ S /I E,E,* . 
Then follows: 
THEOREM 5. For n large enough 
A=&+ $ tr(T - T,) P + O(E,E,*). (5.6) 
When T, T,, E Z(X), jj T - T, /I + 0, (5.6) is the bound given in Theorem 2 
of [3]. Theorem 5 proves the validity of the bound when T,, is a strong appro- 
ximation of T, and T-*x --+ T*x, x E Dom(T*). 
5.4. We have seen that h - An is of order (l/m) / tr(T - T,) P 1 < en . 
In general X - A, is of order E, like lI(P - P,) PI! . But it may be of greater order 
as seen on the following examples. 
I-With the projection method, T,, = rr,T is the approximation of T 
compact, where n, is a sequence of projections such that T,~ ---f 1, rrn* + 1. 
$ tr(T - T,) P = k tr(1 - .rr,) TP. 
f j tr(T - T,) P I < I](1 - r,J TP I; !‘(I - n,*) P* iI . 
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Hence for the Galerkin method rr,Tn, , which yields the same X, , 
we get 
1 X - h, j =O[max(ll(l - ‘rr,) 93; v E PX, (1 'p I/ = 1) . max(ll(1 - 7rn*) v; y E P*X*, 
II v II == 111. 
2-Another example worked out by Babugka is given in [15]. 
VI. COMPUTABLE ERROR BOUNDS 
Looking back to the proof of the formula (4.3), we shall easily show that the 
roles of T and T, can be exchanged for a simple eigenvalue X. Then we shall get 
computable error bounds in terms of j/(T - T,) P,, 11 . 
LEMMA 5. 
ll(T - T,) P II - 0 * ll(T - Tn) Pn II + Q> for?24 co, 
ll[(T - Tn) J+>]” II -+ 0 3 ll[(T - T,) JL(42 II -+ 0, for z 0% r, n + 00. 
Proof. 
II(T - T,) P,, II G ll(T - T,) P II + IV - Ta) P’ - PAI . 
It follows from (4.2) that j/(T - T,) (P - P,Jjl < C jl(T - T,) P 11 *
l\([T - T,) R,(z)]~ I\ can be bounded in terms of ll[(T - T,) R(z)12 /I and 
Ij(T - T,) (R,(z) - R(z))11 , which tend to 0. 
Let h be a simple eigenvalue of T, isolated by r. For n large enough, there exists 
exactly one eigenvalue X, of T, , inside I! 
We consider T as the result of the perturbation of T, by T - T,: 
T = T,, +(T- Tn). R(Z) = R,(z) f [-(T - T,J K&)lk. 
k-0 
The formula corresponding to (4.3) is then, for m = 1: 
;\--A~= i yxtr[(T- T,JS$'***(T- T,)S$)], 
p-1 * 
(6-l) 
P-P, = $ (-l)pc S>)(T- T,)S$' +a- (T - T,) St& 
'p-2 * 
Let qn be a normalized eigenvector associated with h, . Let E, denote 
ll(T - T,) P,, II = II P, II . ll(T - T,) vn /I . From (6.1), (5.1), (5.3, (5.4) we get: 
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THEOREM 6. For n large enough 
X = A, + tr(T - T,) P, + 0(&c,), 
X = A, -t tr(T - T,) P, - tr(T - T,) S,(T - T,) P, + 0(&&Q 
!I PYn - vn -+ S,( T - T,) ~~ j: = O(a,r,). 




VI.1. Improvement of the Computed Eigenvalues 
1. Expansion of X of order 1: 
p,, = A, + tr(T - T,,) P, = tr TP,, , approximates h to the order &El, , 
p,, = (THIS , vn*), where F~* is the eigenvector of T,* associated to A,, such 
that (vn , qn*) :=I 1, (when T, is densely defined). In general A, approximates X 
to the order 2, . The Galerkin method yields A, = Pi. Let T,, = VT~T?T% be the 
Galerkin approximation of T compact, where n, is a sequence of projections 
such that CT~ ---f 1. We do not assume that rn* + I. Then T,, is not a uniform 
approximation of T, but T, is a strong approximation of T. 
P% - A, = tr(T - Tn) P, = ((T - T-1 R, vn*) -= ((1 - TJ Gn I vn*) 
::= (Tyn, (1 - rV*) vn*) = 0, 
since vn* E R(v,*T*~~*); pn is not always an improvement on An , cf. [22]. 
2. Expansion of h of order 2: 
“n =X,+tr(T- T,)P,--tr(T- T,)S,(T- TJP, 
= tr T(P, - S,(T - T,J P,). 
Since tr T,S,(T - T,) P, = tr T,P,S,(T - T,) P, = 0, v, = (T&, , qln*), 
-CT 
where &, =: pn - S,(T - T,) vn = vfl - S,Tq, , is an approximate eigen- 
vector of T of order Z& (cf. (6.4)). #n is computed from ~~ by solving 
(T, - &J A == (1 - PA Tvn . V, approximates A to the order &fl,& = o(Q, 
and is always an improvement on A, , even for the Galerkin method. 
The trace formulae pCLn a d v, can be used, with a small amount of extra work, 
to improve the computed eigenvalue A, . The price to pay is to estimate T?, and 
Wn - Indeed, P,Tylz = pnvR and P,T&, = v,~, , since PnTP,, and 
Pn Wn - SP’J are operators of rank one. 
When T is a densely defined self-adjoint operator in a Hilbert space, the 
bound (6.2) has to be compared to the following result of Kato [26]: T is self- 
adjoint, and x E Dam(T), with j/ x 11 = 1, then there exists A E u(T) such that 
1 X - (Tx, x)1 < f [I! TX ~j‘z - (Tx, x)~], 
where d is the distance of the Rayleigh quotient (TX, x) to o(T) - {A}. 
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If T,, (not self-adjoint in general) is such that A, and ((2’ - T,) IJI~ , vn) are 
real, with x = v’n , we get for the Rayleigh quotient p,, = (TV, , cp,): 
I X - (TG , dl < f CIIU’ - Tn) FJ,, II2 - ((T - T,) ‘~,a , ~4~1, 
(cf. Linz [13] for the case of symmetric integral operators). 
When T and T, are self-adjoint, p n = pa; when T, is not self-adjoint, they are 
two distinct approximations of X of order 2. 
VI.2. Numerical Examples. 
We want to approximate h by pn = tr TP, , if A, # t.~~, and by 
V - tr T(P, - S,TP,) if A, = pIl . R- If Tq,, is not computable in closed form, 
we use the approximation TN of T, where N is larger than 11. 
6.2.1. The Nystriim method. T, is a compact approximation of T [l]: 
x = C(0, l), with II x Ilm = my I x(t)1 .
TX(S) = s: k(s, t) x(t) dt, where R is continuous on [0, 112. T,x(s) = 
Cy=, w&(s, t,J x(tnj), where 0 < tnj < 1 and the weights wSj are such that 
C,“=, wfijx(tnj) -+ li x(t) dt for any x E X. 
The approximate eigenvalue problem can be written (ni denoted by i): 
With the same mesh points on [0, l] for s and t, we compute the eigenvalues A, 
and eigenvectors t&Q, i = l,..., 1z of the matrix A, with (i, j)th element equal 
to wik(ti , tj), i, j = I,..., n. 
The approximate eigenvectors in X are then defined by 
V7ds) = f c wjh(s9 tj) %(G), s # si . 
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pn = tr TP,, = Cy=, (TV,) (t,) . vn*(ti), where qs*(ti), i = l,..., n, is the 
eigenvector of A,H associated with A, , such that xi vn(tj) . va*(tj) = 1. 
EXAMPLE. (Cf. Brakhage [27] and Linz [13]) 
TX(S) = s1 10@%(t) dt. 
0 
[0, I] is divided in n intervals, and we use the Gauss formula with two points on 
each segment. A,, is of order 2n. Tqo, is computed with 50 intervals. 
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We compute in Table I, in double precision, the 3 largest eigenvalues 
TABLE I 
A’ -= 13,530 301 645, Xx = 1,059 832 233, X3 = 3,560 748 271 u lo-’ 
212 4 8 12 16 20 60 
~~~.~ ---.~-- ~~~ ~-. ..-. .--- - -~ ~-- - 
A’ - A,’ 6.4 x 10 a 4 x 10-S 8 x 1O-6 2.5 :: 10 -Ii IO-6 IO-” 
AL - t4t’ I.1 -: 10-F 4.8 x 1O-9 1.9 x 10-l” 1.9 s lo-” 3.2 :< IO-= 2 x 10-1,’ 
- 
---- 
h” - A,,’ 2.9 A lo-” 1.8 x lo-’ 3.7 x 1O-5 1.2 :< IO-” 4.7 x 10-O 5.1 x IO-* 
A? - p,,? 1.9 Y. 1O-5 8.4 x 1O-8 3.3 x 1O-9 3.4 ;< IO-lo 5.7 x lo-” -lo-‘5 
~~~ ~~~~ ___ 
x3 - A,3 3 y j JO-3 2 x 10-p 4 x 10-S 1.3 x 10-j 5.3 x lo-” 5.7 x IO--8 
Iv - p,,3 1.7 :: 10--s 1.3 x to-7 6 x 1O-8 6.3 x 10-l” 1.1 K 10-l” 2 x IO-‘.’ 
-~~ -~~ ___ -~-- - 
Since k(s, t) L- 10eSt is of class Cm, it can be shown that with the Gauss 
formula with two points, j h - A, ; = 0(1/n”) and j X - pn I = 0(1/n*). 
6.2.2. The GaZerkin method. I/ T, - T jj + 0. X == F(O, 1) with an ortho- 
normal basis. In this case pn = An, we compute V, 7-m~ tr T(Pn - S,T) P, =~= 
(TI,& , v,*). The computation of I,& from ~~ is specially easy, it yields: 
#,, = (1 !An) T$L,, and 
Let A, be the matrix of T, , (T,)~ (resp. (cpn*)J is an eigenvector of A, (resp. 
.4,nH), with 
EXAMPLE. TX(S) = ji k(s, t) x(t) dt, where 
k(s, t) = (I - s) t if t > s 
F= (I - t) s if t < s 
x”i z-Y 1 
J&2 > k = 1, 2,... 
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The orthonormal basis of L*(O, 1) is chosen to be 
e,(s) = 1, e,(s) = 2l/* cos(k - 1) i-q 
The matrix of the Galerkin approximation T, is 
4 = (Tej, 4i.+l,...,n. 
k = 2, 3,.... 
T*tp,, is computed with a Galerkin approximation of order 100. We compute, 
in double precision, the first and fourth largest eigenvalues in Table II 
TABLE II 
n 4 8 12 16 20 30 
Al - A,’ 9 x 1O-4 7.8 x 1O-5 2 x 10-6 8 x lo-’ 3.9 x 1O-6 1.1 x 1O-B 
A’ - Y,l 4.2 x 1O-5 8.9 x lo-’ 1.2 x lo-’ 4.8 x 10-s 2.2 x 10-s 1.7 x 10-s 
A4 - A,4 1.7 x 1O-3 6.1 x 10-s 1.7 x 1O-5 6.9 x lo+ 3.5 x 1O-6 1 x 10-G 
x4 - Y-4 4.3 x 1O-4 8.7 x 10-s 1.1 x 1O-6 2.7 x lo-’ 9.8 x lo-* 2.6 x 10-s 
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