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Δ͜ͱͰैདྷͷ AlphaΞʔΩςΫνϟʹ͓͍ͯ΋ Livermore LoopίʔυΛ༻͍ͨධՁΛ
ߦͬͨɽSTRAIGHTΞʔΩςΫνϟͱैདྷͷΞʔΩςΫνϟͦΕͧΕͷ࣮ߦ݁ՌΛجʹ
ൺֱධՁΛߦͬͨɽLivermore KernelΛ࢖༻ͨ͠ධՁͰ͸ɼैདྷͷAlphaΞʔΩςΫνϟ
ͱൺ΂ͯ STRAIGHTΞʔΩςΫνϟ͸ IPCΛ࠷େͰ 88%ɼฏۉͰ 29%޲্ͤͨ͞ɽ͞
Βʹɼಉ͡ॲཧΛߦ͏ͨΊʹඞཁͳ໋ྩ਺ʹ͍ͭͯɼैདྷͷ AlphaΞʔΩςΫνϟͱൺ






ͱͰ IPC͕ैདྷҎ্ʹ޲্͢Δ͜ͱ͕෼͔ͬͨɽຊ࿦จͷධՁͰ͸ Livermore Kernel 5ʹ

























































͕Β΋ɼݫ͍͠ిྗ੍໿ (55%)ͷ΋ͱͰ͸ɼFlicker͸ PCPGΑΓ༏Εɼฏۉ 27%ͷੑೳ
޲্Λ͍ࣔͯ͠Δɽ






















































ධՁʹ͸ɼϕϯνϚʔΫͱͯ͠ Livermore Loop KernelɼϓϩηοαΞʔΩςΫνϟͱ







































































































































ΓɼλʔϯΞϥ΢ϯυͯ͠ 0ʹ໭ΔɽϨδελϑΝΠϧ͸ɼ210 + mΤϯτϦͷςʔϒϧ





































Ұͭલͷϧʔϓͷ݁Ռ (x[i − 1])Λ RMOV໋ྩΛ༻͍Δ͜ͱͰҠಈ͠ɼϝϞϦʹಡΈʹ
ߦ͔ͳͯ͘΋ྑ͍ίʔυʹͳ͍ͬͯΔɽՃ͑ͯɼ͜ͷΑ͏ͳ̍ॏϧʔϓͷίʔυͷ৔߹ɼ
STRAIGHTίʔυͰ͸ϧʔϓຖʹ࢖ΘΕΔม਺ (ਤ 3.3.2ͷྫͰ͸ i΍ loopͱ͍ͬͨม਺)
͸ϩʔυ͢Δඞཁ͕ͳ͘RMOVΛ༻͍Δ͜ͱͰ܁Γฦ͠࢖͍·Θ͢͜ͱ͕Ͱ͖Δɽ·ͨɼ
STRAIGHTίʔυʹ͓͍ͯ͜ͷΑ͏ͳίʔυͰ͸ϧʔϓͷ̍ճ໨Λϧʔϓ͔Β֎ʹग़͠ɼ

















ਤ 3.4.1ͷྫͰ͸ɼADD໋ྩͷOpcode͕ 8ͳͷͰOpcode෼ͷ࠷ॳͷ 6Ϗοτʹ 8Λೖ
ΕΔɽADD໋ྩ͸ 2ͭͷϨδελΛऔΔͷͰɼҎ߱ͷ਺ࣈ͸ 2ͭͱ΋Ϩδελ஋ͱ͠ɼͦ
ΕͧΕ 10Ϗοτʹม׵͢ΔɽόΠφϦίʔυ͸ 8Ϗοτຖʹهड़͢ΔͷͰɼม׵ͨ͠஋
Λ࿈݁͠ઌ಄͔Β 8Ϗοτຖʹ෼͚Δඞཁ͕͋ΔɽSTRAIGHTʹ͓͍ͯ 1໋ྩ͸ 32Ϗο





















































































































































































FPST)ɼRPͷҠಈ (RPINC)ɼൺֱ (SLT)ɼϨδελҠಈ (RMOV)͔ΒͳΔɽSTRAIGHT
Ξηϯϒϥ΍ STRAIGHT σίʔμ͸͜ΕΒͷ໋ྩʹରԠ͢ΔΑ͏ʹ࣮૷ͨ͠ɽ·ͨɼ
STRAIGHTΤϛϡϨʔλͷ࣮ߦ෦෼Ͱ͸ɼ͜ΕΒͷ໋ྩҰͭҰͭͷॲཧΛ࣮૷ͨ͠ɽ
ද 5.1: STRAIGHT໋ྩηοτ ver1.0
Φϖίʔυ छྨ ໋ྩܗࣜ Φϖίʔυ छྨ ໋ྩܗࣜ Φϖίʔυ छྨ ໋ྩܗࣜ
0 NOP 16 FSUB TwoReg 32 SPADD OneReg
1 J ZeroReg 17 FSUBi OneReg 33 SPADDi ZeroReg
2 JR OneReg 18 FMUL TwoReg 34 FPADD OneReg
3 JAL ZeroReg 19 FMULi OneReg 35 FPADDi ZeroReg
4 BEZ OneReg 20 FDIV TwoReg 36 LD OneReg
5 BNZ OneReg 21 FDIVi OneReg 37 SPLD ZeroReg
6 FPBEZ OneReg 22 SHL TwoReg 38 FPLD ZeroReg
7 FPBNZ OneReg 23 SHLi OneReg 39 ST TwoReg
8 ADD TwoReg 24 SHR TwoReg 40 SPST OneReg
9 ADDi OneReg 25 SHRi OneReg 41 FPST OneReg
10 SUB TwoReg 26 AND TwoReg 42 RPINC ZeroReg
11 SUBi OneReg 27 ANDi OneReg 43 SLT TwoReg
12 FTOI OneReg 28 OR TwoReg 44 RMOV OneReg
13 ITOF OneReg 29 ORi OneReg 45 MUL TwoReg
14 FADD TwoReg 30 XOR TwoReg 46 MULi OneReg

































S rcReg[i] = (RP − S rcOperand[i] + MAX RP)%MAX RP (5.2.1)






































































































ද 7.1: Livermore Loop Kernelͱϧʔϓ಺༰
Kernel Description Kernel Description
1 hydrodynamics fragment 13 2-D particle in a cell
2 incomplete Cholesky conjugate gradient 14 1-D particle in a cell
3 inner product 15 casual Fortran
4 banded linear systems solution 16 Monte Carlo search
5 tridiagonal linear systems solution 17 implicit conditional computation
6 general linear recurrence equations 18 2-D explicit hydrodynamics fragment
7 equation of state fragment 19 general linear recurrence equations
8 alternating direction implicit integration 20 discrete ordinates transport
9 integrate predictors 21 matrix-matrix transport
10 difference predictors 22 Planckian distribution
11 first sum 23 2-D implicit hydrodynamics fragment
12 first difference 24 location of a first array minimum.
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7.2 Kernel 5
ຊ࿦จͰ͸ɼKernel 1ɼ 2ɼ 3ɼ 4ɼ 5ɼ 6ɼ 7ɼ 9ɼ 10ɼ 11ɼ 12ɼ 19ͷ STRAIGHT









ਤ 7.2.1: Livermore Kernel 5 Cݴޠίʔυ
34









































































ϑϩϯτΤϯυϨΠςϯγ 7 cycle 5 cycle
ൃߦ෯ int2, fp2, mem2
D1Ωϟογϡ 64KB, 8way, 64Bline, 3cycle hit latency
I1Ωϟογϡ 64KB, 8way, 64Bline, 3cycle hit latency




࡞੒ͨ͠ Livermore KernelͷશͯͷϕϯνϚʔΫͰ 2k໋ྩεΩοϓޙɼ1M໋ྩ࣮ߦ
ͷγϛϡϨʔγϣϯΛߦͬͨɽ࣮ߦ݁Ռͱͯ͠ग़ྗ͞Εͨ IPCΛਤ 8.2.1ʹࣔ͢ɽ͜͜Ͱ











͸Kernel 19Ͱ͋Γ IPC͸ 3.28ͰɼSTRAIGHT͸Alpha͔Β 88%ɼSTRAIGHTύϥϝλ
Λ࢖༻ͨ͠Alpha͔Β 83%ͷ IPCΛ޲্͍ͤͯ͞Δɽ·ͨɼSTRAIGHTΞʔΩςΫνϟ















ਤ 8.3.2͸ͦΕΒͷ Alphaʹର͢Δ STRAIGHTͷׂ߹Λ͍ࣔͯ͠Δɽਤ 8.3.2ΛݟΔͱɼ
શͯͷϕϯνϚʔΫʹ͓͍ͯ 1000ϧʔϓ࣮ߦ࣌ͷ໋ྩ਺ͱαΠΫϧ਺͸ɼAlphaͱൺ΂
ͯSTRAIGHTͷํ͕গͳ͍͜ͱ͕෼͔ΔɽKernel 10Ͱ͸ɼAlphaͱൺ΂ͯSTRAIGHTͷ






ਤ 8.3.2: Alphaʹର͢Δ STRAIGHTͷ 1000ϧʔϓ࣮ߦ࣌ͷ໋ྩ਺ͱαΠΫϧ਺ͷׂ߹
ਤ 8.3.3ʹSTRAIGHTʹ͓͚Δ 1000ϧʔϓ࣮ߦ࣌ͷϩʔυɾετΞ਺ɼਤ 8.3.4ʹAlpha
ʹ͓͚Δ 1000ϧʔϓ࣮ߦ࣌ͷϩʔυɾετΞ਺Λࣔ͢ɽ·ͨɼ1000ϧʔϓ࣮ߦ࣌ͷϩʔυ
ͱετΞͷ߹ܭͰ͋ΔϝϞϦ࢖༻໋ྩ਺ʹ͍ͭͯɼAlphaʹର͢Δ STRAIGHTͷׂ߹Λ
ਤ 8.3.5ʹࣔ͢ɽਤ 8.3.3ɼਤ 8.3.4ɼਤ 8.3.5ΛݟΔͱɼશͯͷϕϯνϚʔΫʹ͓͍ͯ 1000
ϧʔϓ࣮ߦ࣌ͷϩʔυɾετΞ਺͸ɼAlphaͱൺ΂ͯ STRAIGHTͷํ͕গͳ͍͜ͱ͕෼͔
ΔɽKernel 10Ͱ͸ɼAlphaͱൺ΂ͯ STRAIGHTͷϩʔυ਺͸ 10%ɼετΞ਺͸ 21%Ͱ͋
ΓɼϩʔυͱετΞͷ߹ܭͷϝϞϦ࢖༻໋ྩ਺͸ 13%Ͱ 87%Λ࡟ݮ͍ͯ͠Δɽશͯͷϕϯ







ͷ஋ (ϨδελมҐ஋)͕ैདྷΞʔΩςΫνϟͷ 5ϏοτͰࢦఆͰ͖Δ࠷େ஋ͷ 31ΑΓେ
໋͖͍ྩΛΧ΢ϯτͨ͠ɽਤ 8.3.6͸ɼSTRAIGHTʹ͓͚Δ 1M໋ྩ࣮ߦதͷ RMOVͱ






ਤ 8.3.3: STRAIGHTʹ͓͚Δ 1000ϧʔϓ࣮ߦ࣌ͷϩʔυɾετΞ਺
43
ਤ 8.3.4: Alphaʹ͓͚Δ 1000ϧʔϓ࣮ߦ࣌ͷϩʔυɾετΞ਺
ਤ 8.3.5: Alphaʹର͢Δ STRAIGHTͷ 1000ϧʔϓ࣮ߦ࣌ͷϝϞϦ࢖༻໋ྩ਺ͷׂ߹
44











ྩ਺͕A͸ 10ɼB͸ 100ͩͬͨ৔߹ɼA͸ 5αΠΫϧͰऴΘΔͷʹର͠B͸ 50αΠΫϧ
͔͔ͬͯ͠·͏ɽ·ͨɼA͸B͕ऴΘΔલʹಉ͡ॲཧΛ 10ճߦ͏͜ͱ͕Ͱ͖Δͱ͍͏͜
ͱʹ΋ͳΔɽ͜ͷ͜ͱ͔ΒɼSTRAIGHTΞʔΩςΫνϟ͸ैདྷͷAlphaΞʔΩςΫνϟʹ
ରͯ͠ਤ 8.2.1ͷ௨Γ IPCΛ޲্ͤ͞ͳ͕Βɼਤ 8.3.2ͷ௨Γಉ͡ॲཧʹඞཁͳ໋ྩ਺Λେ
෯ʹ࡟ݮ͍ͯ͠ΔͷͰɼ࣮ࡍʹ IPCͰදه͞ΕΔ஋Ҏ্ͷੑೳΛظ଴͢Δ͜ͱ͕Ͱ͖Δɽ
ਤ 8.4.1ʹAlphaͱ STRAIGHTͷͦΕͧΕʹ͓͚Δ IPCΛɼ1000ϧʔϓ࣮ߦ࣌ͷඞཁ໋
ྩ਺ͰׂͬͨੑೳΛࣔ͢ɽ·ͨɼͦͷ࣌ͷAlphaͷੑೳΛ 1ͱͨ͠৔߹ͷ STRAIGHTͷ
ੑೳΛਤ 8.4.2ʹࣔ͢ɽIPCʹ͍ͭͯ͸ਤ 8.2.1ͷ஋Λɼඞཁ໋ྩ਺ʹ͍ͭͯ͸ਤ 8.3.1ͷ














υΛ༗ޮར༻Ͱ͖Δ͜ͱΛظ଴͠ɼ7ষͰऔΓ্͛ͨ Livermore Kernel 5ʹ͍ͭͯϧʔϓ
ΞϯϩʔϦϯάͷ࠷దԽΛͨ͠ɽϧʔϓΞϯϩʔϦϯάͷ࠷దԽʹ͍ͭͯ͸ 7ষͰ঺հ͠
ͨ௨ΓͰ͋Δɽਤ 7.2.1ΛݟͯΘ͔Δ௨ΓɼKernel 5͸ 2ॏϧʔϓͳͷͰ֎ଆͱ಺ଆ 2ͭ
ͷϧʔϓʹؔͯ͠ϧʔϓΞϯϩʔϦϯά͢Δ͜ͱ͕Ͱ͖ΔɽϧʔϓΞϯϩʔϦϯάͨ͠




ϯάͱ಺ଆʹ 2ஈϧʔϓΞϯϩʔϦϯάɼ֎ଆʹ 10ஈϧʔϓΞϯϩʔϦϯάͱ಺ଆʹ 2
ஈϧʔϓΞϯϩʔϦϯάͰ͋Δɽ
ਤ 8.5.1ΛݟΔͱɼ಺ଆͷϧʔϓΞϯϩʔϦϯάΛ 2ஈʹ͢Δͱ IPC͕ͦͷ··ͷͱ͖








ਤ 8.5.1: ϧʔϓΞϯϩʔϦϯάΛͨ͠Kernel 5ͷ IPC
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࣍ʹɼϧʔϓΞϯϩʔϦϯάͨ͠Kernel 5Λ 1000ϧʔϓ࣮ߦͨ͠ͱ͖ͷ໋ྩ਺ͱαΠ
Ϋϧ਺Λਤ 8.5.2ʹɼͦͷ࣌ͷϩʔυɾετΞ਺Λਤ 8.5.3ʹࣔ͢ɽਤ 8.5.2ΛݟΔͱϧʔ
ϓΞϯϩʔϦϯάͷஈ਺Λେ͖͘͢Δຖʹɼಉ͡ॲཧʹඞཁͳ໋ྩ਺΍αΠΫϧ਺͕࡟ݮ
Ͱ͖͍ͯΔ͜ͱ͕෼͔Δɽಛʹਤ 8.5.1Ͱ IPC͕Ұ൪ߴ͔ͬͨ֎ଆ 10ஈ಺ଆ 2ஈʹ͍ͭͯ




υɾετΞ໋ྩ͸ݮ͍ͬͯͳ͍͜ͱ͕෼͔Δɽਤ 8.5.3ʹ͓͍ͯɼ֎ଆ 10ஈ಺ଆ 2ஈʹͭ
͍ͯ͸ϝϞϦ࢖༻໋ྩ਺͕Կ΋͠ͳ͍ Kernel 5ʹରͯ͠ 80%ͱͳ͍ͬͯΔɽ͜Ε͸্Ͱ
ड़΂ͨɼϧʔϓΞϯϩʔϦϯάʹΑͬͯ࡟ݮͰ͖Δ໋ྩதʹϩʔυ΍ετΞͱ໋͍ͬͨྩ
͕ଟؚ͘·Ε͍ͯͳ͍͜ͱΛҙຯ͍ͯ͠Δɽ
ਤ 8.5.2: ϧʔϓΞϯϩʔϦϯάΛͨ͠Kernel 5ͷ໋ྩ਺ͱαΠΫϧ਺
ϧʔϓΞϯϩʔϦϯάͨ͠Kernel 5Λ 1M໋ྩ࣮ߦͨ͠ͱ͖ͷɼRMOV਺ͱιʔεΦϖ
ϥϯυͰࢦఆ͞ΕΔมҐ͕ 32Ҏ্ͷ໋ྩ਺Λਤ 8.5.4ʹࣔ͢ɽਤ 8.5.4ΛݟͯΘ͔Δ௨Γɼ
ϧʔϓΞϯϩʔϦϯάͷஈ਺Λେ͖͘͢ΔͱɼRMOVΛ࡟ݮͰ͖Δͱಉ࣌ʹɼมҐ 32Ҏ
্ͷ໋ྩΛ૿Ճͤ͞Δ͜ͱ͕Ͱ͖͍ͯΔɽಛʹ֎ଆ 10ஈ಺ଆ 2ஈʹ͍ͭͯ͸ɼRMOV͕




ਤ 8.5.3: ϧʔϓΞϯϩʔϦϯάΛͨ͠Kernel 5ͷϩʔυ਺ͱετΞ਺
ਤ 8.5.4: ϧʔϓΞϯϩʔϦϯάΛͨ͠Kernel 5ͷ RMOV਺ͱมҐ 32Ҏ্ͷ਺
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࠷ޙʹɼਤ 8.5.1ͷ IPCΛɼਤ 8.5.2ͷඞཁ໋ྩ਺Ͱׂͬͨ૯߹తͳੑೳΛൺֱ͢Δɽਤ
8.2.1ʹࣔ͢ Kernel 5ͷ Alphaͷ IPCΛɼਤ 8.3.1ʹࣔ͢ Kernel 5ͷ Alphaͷඞཁ໋ྩ਺
Ͱׂͬͨ஋Λ Alphaͷ૯߹తͳੑೳͱͨ͠ɽKernel 5ʹ͓͚Δ AlphaͷੑೳΛ 1ͱͯ͠ɼ












IPC্͕͕Δͱ͍͏͜ͱͰ͸ͳ͘ɼKernel 5ͷྫͰ͸಺ଆϧʔϓΛ 2ஈ͔Β 5ஈʹͨ͠ͱ
͜ΖɼԿ΋͠ͳ͍Kernel 5ΑΓ IPC͕Լ͕ͬͯ͠·ͬͨɽ͞Βʹɼਤ 8.5.1Ͱ͸֎ଆϧʔ
ϓͷΞϯϩʔϦϯάஈ਺Λɼ2ஈɼ5ஈɼ10ஈͱ૿΍͢ͱ IPC͸্͕͍ͬͯΔ͕ɼ2ஈ͔































ઃܭͨ͠ STRAIGHTγϛϡϨʔλͱ Livermore KernelΛ࢖༻ͨ͠ධՁͰ͸ɼैདྷͷ
AlphaΞʔΩςΫνϟͱൺ΂ͯ STRAIGHTΞʔΩςΫνϟ͸ IPCΛ࠷େͰ 88%ɼฏۉͰ
29%޲্ͤͨ͞ɽ͞Βʹɼಉ͡ॲཧΛߦ͏ͨΊʹඞཁͳ໋ྩ਺ʹ͍ͭͯɼैདྷͷ Alpha







ຊ࿦จͷධՁͰ͸ Livermore Kernel 5ʹϧʔϓΞϯϩʔϦϯάΛɼ֎ଆϧʔϓʹ 10ஈɼ
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