Advanced computing and data acquisition technologies have made possible the collection of high-dimensional data streams in many fields. Efficient online monitoring tools which can correctly identify any abnormal data stream for such data are highly sought after. However, most of the existing monitoring procedures directly apply the false discover rate (FDR) controlling procedure to the data at each time point, and the FDR at each time point (the point-wise FDR) is either specified by users or determined by the in-control (IC) average run length (ARL). If the point-wise FDR is specified by users, the resulting procedure lacks control of the global FDR and keeps users in the dark in terms of the IC-ARL. If the point-wise FDR is determined by the IC-ARL, the resulting procedure does not give users the flexibility to choose the number of false alarms (Type-I errors) they can tolerate when identifying abnormal data streams, which often makes the procedure too conservative. To address those limitations, we propose a twostage monitoring procedure that can control both the IC-ARL and Type-I errors at the levels specified by users. As a result, the proposed procedure allows users to choose not only how often they expect any false alarms when all data streams are IC, but also how many false alarms they can tolerate when identifying abnormal data streams.
Introduction
Recent advances in data acquisition technologies have greatly facilitated the collection of massive data in many industries. The number of data streams needed to be monitored in many statistical process control (SPC) applications has grown significantly. For example, in a network traffic surveillance application, Lévy-Leduc and Roueff (2009) considered the problem of monitoring thousands of Internet traffic metrics provided by a French Internet service provider. In a health-care monitoring application, Spiegelhalter et al. (2012) discussed how to simultaneously monitor 200,000 indicators of excess mortality in the UK health system.
In the era of big data, the dimension of data streams available for monitoring will continue to grow. The demand for efficient monitoring schemes that can work for high-dimensional data streams has never been greater.
Different from monitoring a single data stream, a desired monitoring scheme for high dimensional data streams not only needs to raise an alarm as early as possible when some data streams are out-of-control (OC), but also needs to correctly identify those OC data streams.
The research problem of monitoring high-dimensional data streams for this purpose has attracted considerable attention in the literature recently. A number of monitoring schemes have been proposed, including those in Grigg and Spiegelhalter (2008) , Tsung (2009, 2012) , and Gandy and Lau (2013) . A common theme in those methods is to monitor each data stream by one control chart, and calculate the p-values of the charting statistics, and then apply some existing false discover rate (FDR) controlling procedure from the multiple hypothesis testing literature to those p-values at each time point. Since the FDR controlling procedure is used separately at each time point in those methods, the FDR is only controlled locally at each time point. We refer to the FDR at each time point as the point-wise FDR hereafter. However, when designing a monitoring scheme, it is more desirable to have control of certain global measures, for example, in this case, control of a global FDR. Because it has long been believed to be true that if the point-wise FDR is controlled locally at each time point, the FDR over any window of time (the global FDR) will be controlled at the same level (see, for example, Grigg and Spiegelhalter (2008) ), the approach based on controlling the point-wise FDR has dominated the literature for developing monitoring schemes for highdimensional data streams. In Section 2, we show that, contrary to the common perceptions, control of the point-wise FDR does not guarantee control of the global FDR.
In addition to the lack of global FDR control, the above point-wise FDR monitoring schemes do not directly tell users what is the expected in-control (IC) average run length (ARL). The IC-ARL is the expected number of observations collected before any false alarm occurs in any data stream when the system is IC. It is widely used to measure how often to expect a false alarm when the system is IC in the literature. In many applications, the system is usually expected to be IC most of the time, and users do not want a monitoring scheme to raise any false alarm too often. Therefore, the IC-ARL is also a reasonable global measure to consider when designing monitoring schemes for high-dimensional data streams. Different from the other methods mentioned above, which simply apply the FDR controlling procedure at each time point using the point-wise FDR pre-specified by users, Tsung (2009, 2012) designed their monitoring scheme to have the desired IC-ARL. More specifically, they determined the point-wise FDR used in the FDR controlling procedure at each time point through Monte-Carlo simulation so that the resulting monitoring scheme has the desired IC-ARL. Although their procedure has control of a global measure, the IC-ARL, the pointwise FDR used in their FDR controlling procedure is completely determined by the specified IC-ARL, and a larger IC-ARL implies a smaller point-wise FDR. However, the point-wise FDR reflects how much users can tolerate false alarms (Type-I errors) when identifying OC data streams. The smaller the point-wise FDR, the less powerful the monitoring scheme for detecting OC data streams. Therefore, the monitoring scheme in Tsung (2009, 2012) can not have both the IC-ARL and Type-I errors controlled at the user's desired level. One has to be compromised.
From the above discussion, we can see that an attractive monitoring scheme for highdimensional data streams should be able to achieve global control of certain false alarm rate and at the same time allow users to choose the level of Type-I errors they can tolerate when identifying OC data streams. As we show later, the existing monitoring procedures mentioned above were developed using a single-stage strategy. The nature of this singlestage strategy makes it difficult to modify those procedures in order for them to have the above two desired properties. In this paper, different from the single-stage strategy used in those existing monitoring schemes, we propose a general two-stage strategy to design high-dimensional data monitoring schemes. As shown in Section 3, the high-dimensional data monitoring problem can be formulated in a way that we essentially need to answer the following two questions at each time point when monitoring high-dimensional data: the first question is if there are any OC data streams, and if the answer to this question is "yes", then the second question is where the OC data streams are. Based on this formulation, we propose the following two-stage procedure. In the first stage, at each time point a global test is conducted based on information gathered across all the data streams to decide if there are any OC data streams. This answers the "IF" question. The decision rule for this global test can be naturally used to satisfy the global IC-ARL requirement. If it is determined that there exists at least one OC data stream from the first stage, we move to the second stage and carry out some local tests to identify which data streams are OC. This answers the "WHERE" question. The decision rule for those local tests will be determined to control certain Type-I error rates. As a result, our proposed two-stage procedure allows users to choose not only how often they expect a false alarm when the system is IC (the IC-ARL requirement) but also how many false alarms they can tolerate when identifying OC data streams (the Type-I error rate requirement). Due to this extra flexibility, our two-stage procedure can significantly outperform the method proposed in Tsung (2009, 2012) as shown in our simulation studies.
The rest of the paper is organized as follows. In Section 2, we provide some useful insight of the existing point-wise FDR monitoring schemes and explain why those monitoring schemes lack control of the global FDR. In Section 3, we introduce our general two-stage procedure for monitoring high-dimensional data streams. In Section 4, we demonstrate the use of this general approach in developing a new monitoring scheme for detecting Gaussian data streams with location shifts. A simulation study is reported in Section 5 to compare the performance of this new monitoring scheme with some existing method. In Section 6, we demonstrate the application of our proposed two-stage procedure using a real data set from a manufacturing process. Finally, we provide some concluding remarks in Section 7.
2 Results on existing high-dimensional data monitor-
ing procedures
The setup for our high-dimension data monitoring problem is the following. There are m data streams in the system, where m can be hundreds or thousands. We denote the observation from the i-th data stream at time t by X i,t , i = 1, ..., m, t = 1, 2, .... Since a time series model can be used to decorrelate the temporal correlation between the observations from each data stream and a spatial model can be used to decorrelate the spatial correlation between the data streams before applying monitoring schemes, without loss of generality, we assume that the X i,t are independent both within each data stream and between different data streams. When the system is in-control, the underlying distribution of {X i,1 , X i,2 , ...} is called the in-control distribution, denoted by F i,0 , i = 1, ..., m.
Following the above setup, at any time t, we observe X i,1 , X i,2 , ..., X i,t , i = 1, ..., m, and the task of our online monitoring scheme at time t is to determine if the distribution of X i,1 , X i,2 , ..., X i,t is the same as F i,0 for all i = 1, 2, ..., m. When some of the distributions of X i,1 , X i,2 , ...., X i,t have changed from F i,0 , we not only want to trigger an alarm as early as possible, but also want to correctly identify those data streams that have changed from F i,0 . This is equivalent to conducting the following multiple hypothesis testing, for i = 1, ..., m,
where
is the OC distribution and τ i is the change-point for the i-th data stream.
Most of the existing methods use the above formulation to design their monitoring schemes, which we refer to as "the single-stage strategy". Denote the p-value based on some appropriate test statistic for the above hypothesis testing problem by p i,t . Then most of the existing monitoring schemes are constructed by applying some existing FDR controlling procedure, such as the step-up procedures proposed by Benjamini and Hochberg (1995) and Benjamini and Yekutieli (2001) , to those p i,t at each time point with some FDR specified by users. The scheme sets off an alarm if the FDR controlling procedure produces at least one rejection and the data stream corresponding to the rejected null hypothesis is then identified as the OC data stream. In the following, we show that control of the point-wise FDR in those methods does not guarantee control of the global FDR. 
To begin with, we introduce a few notations. Denote the unknown numbers of IC and OC data streams at time t by m 0,t and m 1,t = m − m 0,t , respectively. In other words, m 0,t and m 1,t are the unknown numbers of true and false null hypotheses for the hypothesis testing problem in (2.1), respectively. Let R t be the number of rejected hypotheses based on some rejection rule. Among those R t rejected hypotheses, V t (unknown) of them are falsely rejected and S t (unknown) of them are correctly rejected. Those V t rejections are false alarms or Type I errors. The situation discussed above is summarized in Table 1 . The point-wise FDR at time t is then defined as the expected proportion of Type-I errors among the rejected hypotheses at time t, that is, LFDR t = E(Q t ), where Q t = V t /R t if R t > 0 and 0 if R t = 0. Alternatively, it can be written as
Similarly, an appropriate way to define the global FDR up to time T is
When the system is IC, that is, all the null hypotheses are true with m 0,t = m for t = 1, ..., T , the global FDR and point-wise FDR are then equivalent to,
R t ≥ 1) and LFDR t = P (R t ≥ 1).
Since most of the point-wise FDR monitoring procedures can have the point-wise FDR controlled at the level of α, then P (R t ≥ 1) is controlled at the level of α for every t. But it does not guarantee that P ( T t=1 R t ≥ 1) is also controlled at the level of α. It is easy to see that, if T is large enough, we will eventually encounter a false alarm. In other words, P ( T t=1 R t ≥ 1) will approach 1. Therefore, the global FDR can approach 1 in this case. When the system is OC, as shown in our simulation studies reported in Section 5, the global FDR can be also much higher than the point-wise FDR.
To see it theoretically, note that
this helps explain why control of the point-wise FDR does not guarantee control of the global FDR in those point-wise FDR monitoring procedures.
To develop a procedure which can have the global FDR control, we notice that
Therefore, we have GFDR T ≤ T t=1 LFDR t . This implies that, if we can control the pointwise FDR at the level of α/T , the global FDR is controlled at the level of α. However, in many applications, T is usually large, and then the level for the point-wise FDR, α/T , can be extremely small, which will make the resulting procedure extremely conservative for detecting OC data streams. Therefore, although the above Bonferroni-type of adjustment gives us a simple procedure which has the desired global FDR control, the procedure might not be very attractive for use in practice. How to design a monitoring scheme which has proper control of global FDR remains an open problem.
Even if we were able to design a monitoring scheme that has proper control of global FDR, similar to the monitoring scheme in Tsung (2009, 2012) , we would not have the flexibility of choosing the point-wise FDR at the user's desired level. This is simply the result of using the singe-stage strategy. As mentioned in the Introduction, it is quite challenging to develop a monitoring scheme based on the single-stage strategy that can have the control of certain global false alarm rate and at the same time allow the users to choose the level of Type-I errors they can tolerate when identifying OC data streams. In the following, we propose a monitoring scheme using a two-stage strategy that can easily have the two desired properties.
Proposed two-stage monitoring procedure
As shown in the previous section, the online high-dimensional data monitoring problem can be formulated into a hypothesis testing problem in (2.1) at each time point t. However, this single-stage strategy leads to many restrictions of the resulting procedures. To help alleviate those restrictions, we formulate the monitoring problem into a two-stage hypothesis testing problem. At the first stage, we conduct the following global test by pulling all the information across the m data streams,
If H 0,t is accepted, it indicates that there is no OC data stream and all data streams are IC at time t. A rejection of H 0,t indicates that some of the data streams are OC, in which case, we move to our second stage and conduct the multiple hypothesis testing in (2.1) to identify which data streams are OC under the condition that H 0,t is rejected in the first stage.
In the above two-stage formulation, we can have the control limit developed for the hypothesis testing problem in each of the two stages, which allows us to design our monitoring scheme to satisfy both the IC-ARL and Type-I error rate requirements. In the following, we describe our two-stage monitoring procedure in detail.
First stage: Controlling the IC-ARL
In the first stage, we test the hypotheses in (3.1) at each time t. Denote an appropriate test statistic for this hypothesis testing problem by G t , which is usually a function of the observations from all data streams up to time t. Without loss of generality, we assume that H 0,t is rejected if G t is too large. Then we can use G t as our global monitoring statistic in the first stage. If G t is smaller than some control limit, denoted by h, we declare that there is no OC data stream and all data streams are IC. If G t is larger than h, we signal an alarm, suggesting some of the data streams are OC. Based on this formulation, the monitoring in the first stage is similar to the standard monitoring of one data stream, and we can choose the control limit h such that the IC-ARL of the above monitoring scheme is equal to some pre-specified value. Therefore, by choosing the control limit h in this stage, users are able to choose how often they want a false alarm to occur when the system is IC.
Although we can choose any test statistic for the hypotheses in (3.1) as our global monitoring statistic G t and the control limit h can be chosen accordingly to satisfy the IC-ARL requirement, we need to choose G t carefully so that it can be powerful to reject H 0,t for different OC scenarios. How to develop an efficient global monitoring statistic has been also an active research area in SPC. In Section 4, we will give some examples of such G t .
Second stage: Controlling the Type-I error rate 3.2.1 Decision rule
In the first stage we monitor the global monitoring statistic G t . If G t < h, we declare that there is no OC data stream and continue to monitor at the next time point. If G t > h, we signal an alarm, suggesting some of the data streams are OC, and move to the second stage of our monitoring procedure, which is to identify which data stream is OC. As mentioned earlier, this task is equivalent to the multiple hypothesis testing problem in (2.1) under the condition that G t > h. Denote the standardized test statistic we use for the hypothesis testing problem in (2.1) by W i,t and assume that H 0,i,t is rejected if W i,t is too large. To decide which data stream is OC, a natural decision rule is the following: if W i,t is larger than some control limit, say c h , we reject H 0,i,t and conclude that the i-th data stream is OC; otherwise, we do not reject H 0,i,t and conclude that the i-th data stream is IC. Here the subscript "h" in the control limit c is to show that it depends on the control limit h we obtain from the first stage. Based on the above decision rule, our remaining task is to determine the threshold c h . Since this is a multiple hypothesis testing problem, we need to determine c h to control certain Type-I error rate. The Type-I error rate in our monitoring application simply reflects how much we can tolerate false alarms when identifying abnormal data streams. Therefore, by choosing the control limit c h in our second stage, users are able to choose how many false alarms they want to tolerate when identifying OC data streams.
Choice of Type-I error rate
When testing a single hypothesis, the Type-I error rate is simply the probability of a Type-I error. When testing multiple hypotheses in (2.1), there is a Type-I error associated with each H 0,i,t , i = 1, ..., m. Therefore, there are many ways to define the overall Type-I error rate when testing those multiple hypotheses simultaneously. Besides the FDR, some of the standard Type-I error rates used in the multiple hypothesis testing literature are the following (see, for example, Dudoit et al. (2003) ):
• The per-comparison error rate (PCER) is defined as the expected number of Type-I errors divided by the number of hypotheses.
• The family-wise error rate (FWER) is defined as the probability of at least one Type-I error.
Using the notations introduced in Table 1 ,
The FWER control is the most conservative of the above three Type-I error rates, and is usually considered to be too conservative for the high-dimensional data monitoring purpose.
The FDR control is less conservative than the FWER control, and it is a popular choice in many multiple hypothesis testing problems. However, similar to what we explain in Section 2, it is difficult to figure out a way to determine c h such that the resulting procedure can have proper control of global FDR. If we use the PCER as the choice of Type-I error rate, we can define the point-wise PCER and global PCER as follows,
Notice that the global PCER is simply the average of the point-wise PCERs, which implies that, if all the point-wise PCERs are controlled at the level of α, the global PCER is controlled at the level of α. Therefore, we can focus on the point-wise PCER when developing the decision rule. This is one of the advantages of using the PCER over the FDR. Furthermore, by definition, mLPCER t is simply the expected number of Type-I errors (false alarms). As a result, it is straightforward for users to specify the desired level of LPCER t from the number of false alarms they can tolerate when identifying OC data streams. Due to the above reasons, in the following we use the PCER as the choice of Type-I error rate in our second stage and describe how to determine c h to control the PCER.
Determining the control limit based on the PCER
Without loss of generality, we assume that the first m 0,t data streams are IC. Then for any given c h , we have
where the subscript "H 1,t " indicates that the probabilities are calculated under the setting where the first m 0,t data streams are IC and the remaining are OC. Therefore, for the PCER at the pre-specified level α, we need to determine c h such that
The above conditional probabilities are very challenging to calculate. To circumvent this difficulty, we denote the marginal p-value of W i,t by p i,t and the probability density function of p i,t when the data stream is OC by ℓ i,t (·). As shown in the Appendix, if
are all non-increasing functions, we have, for i = 1, ..., m 0,t ,
where the subscript "H 0,t " indicates that the probabilities are calculated under the null hypothesis H 0,t in (3.1); that is, m 0,t = m and all data streams are IC. Therefore,
To find c h that satisfies (3.2), we only need to find c h such that
Note that the above condition that ℓ 1,t (·), ..., ℓ m,t (·) are all non-increasing functions is not restrictive and is satisfied for most of the commonly used charting statistics, including the CUSUM statistic we used in Section 4.
To make the above task for finding c h easier, we assume that both G t and W i,t (i = 1, ..., m) follow their respective null steady-state distributions when H 0,t is true. Under this assumption, P H 0,t W i,t > c h |G t > h does not depend on t. Then given the control limit h we obtain from the first stage, the control limit c h of our second stage can be found as follows.
Step 1: For any given c h , generate m IC data streams and keep monitoring them using the global monitoring statistic G t . When G t is larger than the given control limit h, record the proportion of W i,t that is larger than the given value of c h and denote it byp.
Step 2: Repeat Step 1 B times (for example, B = 2500). Then the average of thep over the B replications can be used to approximate
Step 3: Using Steps 1 and 2, we can obtain the approximate of
We can then use some numerical method, for example, the bisection method to obtain the control limit c h of our second stage that satisfies (3.3).
In the following, we summarize our two-stage monitoring procedure.
Stage 1: We first select an appropriate global monitoring statistic G t . The monitoring scheme in the first stage is simply calculating G t at each time point and comparing G t with the pre-specified control limit h. If G t is larger than h, we signal an alarm indicating that there exists at least one OC data stream, and proceed to the second stage. Otherwise, we continue the monitoring using G t . The control limit h is determined by using Monte Carlo simulation and bisection method such that the IC-ARL of the above monitoring scheme based on G t is equal to the pre-specified IC-ARL.
Stage 2: If G t is larger than h and an alarm is given in the first stage, we then construct the local monitoring statistic W i,t for each data stream. If W i,t is larger than the control limit c h , the i-th data stream is OC. Otherwise, it is IC. The control limit c h in this stage is determined using the three steps described above.
From the summary of our two-stage procedure, the control limit h in our first stage is determined by the IC-ARL, which controls how often we expect a false alarm when the system is actually IC. The control limit c h in our second stage is determined by the PCER, which controls how many false alarms we can tolerate. Therefore, by using our two-stage monitoring procedure, the users can design their own monitoring scheme depending on how often they want to expect any false alarm when the system is IC and how many false alarms they can tolerate when identifying OC data streams.
4 Two-stage monitoring procedure for Gaussian data streams with location shifts
In this section, we show how to develop a two-stage monitoring procedure for highdimensional data streams in one particular setting following the general approach we describe in Section 3. The setting we consider here is that the IC distribution F i,0 (i = 1, ..., m) is the Gaussian distribution with mean µ i,0 and variance 1 (denoted by N(µ i,0 , 1) ), and the target OC distribution F i,1 (i = 1, ..., m) is also some Gaussian distribution with mean µ i,1 and variance 1 (denoted by N(µ i,1 , 1) ). Under the Gaussian distribution assumption, an optimal monitoring statistic for each data stream is the CUSUM statistic. For example, to detect an upward mean shift, the CUSUM statistic for the i-th data stream is defined as
where k i = (µ i,1 − µ i,0 )/2 is the reference value and usually specified before the monitoring based on the target OC distribution mean µ i,1 .
To implement our two-stage monitoring procedure, we first need to find an appropriate global monitoring statistic G t , which has good power to detect any type of OC scenarios. 
where I {A} is the indicator function and takes 1 if A is true and 0 otherwise.
To use the above G t in the monitoring scheme, it is important that those p-values, p i,t , can be calculated quickly. Grigg and Spiegelhalter (2008) developed an empirical approximation to the null steady-state distribution of the CUSUM statistic defined in (4.1) and further provides a close-form formula to approximate the steady-state p-value. Since this formula only works when the CUSUM statistic reaches its steady-state, to make use of this formula, we modify the definition of the CUSUM statistic a little. Instead of starting the CUSUM statistic at 0, i.e., C + i,0 = 0 as in (4.1), we start the CUSUM statistic at some value randomly drawn from the null steady-state distribution of C j=1 can serve as a random sample from the null steady-state distribution of C + i,t . Our modified CUSUM statistic is then defined as follows. For i = 1, ..., m,
where V i is randomly drawn with replacement from {C j=1 . Since the above modified CUSUM statistic starts from the steady-state, the null distribution of the C + * i,t at any time point t follows the null steady-state distribution. As a result, we can utilize the close-form formula provided in Grigg and Spiegelhalter (2008) to calculate the p-values of the C + * i,t quickly. For simplicity, we abuse the notation and also denote those p-values by p i,t . Based on the above modified CUSUM statistics and their corresponding p-values p i,t , we calculate G t in (4.2). Our monitoring scheme in the first stage is then to monitor those G t from our modified CUSUM statistics and signals an alarm if G t > h, where h is the control limit and can be determined through Monte-Carlo simulation to satisfy the IC-ARL requirement.
If we signal an alarm, i.e., G t > h, in our first stage, we move to our second stage to identify which data stream is OC. In this stage, we first need to identify the appropriate test statistic W i,t for the hypothesis testing problem (2.1) for each data stream. Due to the optimality of the CUSUM statistic, we can use the above modified C + * i,t as our W i,t . Alternatively we can also use 1 −p i,t , where p i,t is again the p-value of C + * i,t , as our W i,t . Since 1 − p i,t is simply a non-decreasing function of C + * i,t , these two test statistics are equivalent. Given the fact that the p i,t have been calculated in our first stage, we use 1 − p i,t as our W i,t in this example. Based on 1 − p i,t as our W i,t , we next use Monte-Carlo simulation and the bisection method as described in Section 3 to determine the control limit c h of our second stage to satisfy the PCER requirement, that is, finding c h such that
where α is the desired PCER. Recall that, in order to easily use Monte Carlo simulation and the bisection method to determine the above control limit c h , we need to assume that both G t and W i,t (i = 1, ..., m) follow their respective null steady-state distributions when H 0,t is true. Therefore, our modification of the CUSUM statistics described earlier is also necessary for this assumption to hold. Once we obtain the control limit c h using Monte Carlo simulation and the bisection method, we identify the i-th data stream as the OC data stream if 1 − p i,t > c h , and as the IC data stream otherwise.
Simulation Study
In this section, we refer to our two-stage procedure described in Section 4 as the two-stage CUSUM procedure. In the following, we present a simulation study to compare the performance of this two-stage CUSUM procedure with the one using the methodology proposed in Tsung (2009, 2012) .
Using the methodology proposed in Tsung (2009, 2012) in the setting considered in Section 4, at each time point t, we will monitor each data stream using the CUSUM statistic and calculate its p-value. To use the close-form formula provided in Grigg and Spiegelhalter (2008) 
where q is the point-wise FDR and is determined by Monte Carlo simulation to satisfy the desired IC-ARL. If I = 0, all the data streams are IC. If I > 0, all the data streams associated with p (1),t , ..., p (I),t are classified as the OC data streams and the rest are the IC data streams.
Hereafter, we refer to this procedure as the LT procedure.
Since both our two-stage CUSUM procedure and the LT procedure can be designed to have the desired IC-ARL control, we compare these two procedures based on how quickly they can correctly identify all the OC data streams. If there is only one data stream, this can be easily measured by the OC-ARL, which is the average number of the observations collected after the system becomes OC at the time when the scheme triggers an alarm.
However, when there are a large number of data streams, even if there is only one OC data stream, it is not guaranteed that the scheme can identify the right OC data stream at the first time when it triggers an alarm. When there are multiple OC data streams, it is also quite often that the scheme will not be able to identify all the OC data streams at once. Therefore, using the OC-ARL might not be able to reflect well the performance when monitoring high-dimensional data streams.
To find an appropriate criterion to evaluate the performance, different from the simulations conducted to obtain the OC-ARL where the monitoring is stopped at the first time when the scheme triggers an alarm, in our simulations we assume that after the OC data stream is identified by the scheme, the monitoring of that data stream continues, the observations collected afterwards from that data stream will be drawn from its IC distribution, and its CUSUM statistic will be restarted at the value randomly drawn with replacement from {C + j,2000 } 10 6 j=1 as described in the previous section. When all the OC data streams are identified, the monitoring is stopped and we calculate the average time to detect all the OC data streams, which we denote by the ATDOC. Comparing with the OC-ARL, the ATDOC can better measure how effective the monitoring scheme is in terms of detecting all the OC data streams. Therefore, in the following we use the ATDOC criterion to compare the performance of the two monitoring schemes.
The simulation settings we consider here are similar to those used in Zou et al. (2014) . In both scenarios, µ is the target OC mean value specified in the CUSUM statistic, and throughout the simulations, we set µ = 0.5.
In the first simulation study, we choose m = 100. The desired IC-ARL is set at 200, 500, 1000 or 10000. Besides the IC-ARL, we also need to specify the desired PCER for our two-stage CUSUM procedure. Three scenarios are considered: PCER=0.01, 0.03 or 0.05.
The control limits h in the first stage and c h in the second stage for our two-stage CUSUM procedure along with the point-wise FDR q for the LT procedure can be obtained through
Monte-Carlo simulation. The results are presented in Table 2 . Using those control limits, we apply our two-stage CUSUM procedure and the LT procedure to different OC settings. Tables 3 and 4 reports the the average and standard deviation of the ATDOC of the two procedures from 1000 simulations for those settings. As we can see, in all the settings considered here, for our two-stage CUSUM procedure, higher PCERs lead to smaller ATDOCs. So if we want to detect the OC data streams faster, we can increase the PCER that we can tolerate. In contrast, the LT procedure does not have this kind of flexibility. Comparing between these two procedures, our two-stage CUSUM procedure has smaller ATDOC than the LT procedure for all the settings except for the case of m 1 = 1, and the advantage of our two-stage CUSUM procedure over the LT procedure becomes more pronounced when the number of the OC data streams increases. When PCER=0.05, our two-stage CUSUM procedure can cut the ATDOC of the LT procedure by half in many cases. In the case of m 1 = 1, since there is only one OC data stream, the ATDOC is roughly equal to the OC-ARL. Based on our simulation, the LT procedure has very similar OC-ARL performance as the one using the global monitoring statistic max i=1,...,m C + i,t . As mentioned earlier, the monitoring scheme using max i=1,...,m C + i,t is optimal when there is exactly one OC data stream. This explains why the LT procedure performs better than the two-stage CUSUM procedure when m 1 = 1.
We also report in Tables 5 and 6 the simulated global FDR of the LT procedure and the simulated global PCER for our two-stage CUSUM procedure in the settings considered above. As we can see from the table, the global FDR of the LT procedure can be much higher than the point-wise FDR q. This shows that control of the point-wise FDR does not guarantee control of the global FDR. In contrast, our two-stage CUSUM procedure remains control of the global PCER in all the settings.
We also conduct a simulation study with a higher dimension m = 1000. For our two-stage procedure, PCER is set at 0.005, 0.01 or 0.02. The control limits h and c h for our two-stage CUSUM procedure along with the point-wise FDR q for the LT procedure obtained through Monte-Carlo simulation for IC-ARL=1000 are listed in Table 7 . The ATDOC comparison between the two-stage CUSUM procedure and the LT procedure is reported in Figure 1 . Similar to the m = 100 case, our two-stage CUSUM procedure has much smaller ATDOC than the LT procedure in all the cases except the case of m 1 = 1. The explanation is the same as the one given above. Figure 2 shows the global FDR control of the LT procedure and the global PCER control of our two-stage CUSUM procedure. In both figures, the ratio of the global FDR and the point-wise FDR is plotted for the LT procedure, and the ratio of the global PCER and its nominal value is plotted for our two-stage CUSUM procedure.
As we can see, the global FDR can be much higher than the point-wise FDR in the LT procedure, while our two-stage CUSUM procedure has good control of the global PCER. 
Real data application
In this section, we use a real data set to demonstrate the application of our proposed two-stage procedure. The data set we use was collected from a modern semiconductor manufacturing process and is publicly available in the UC Irvine Machine Learning Repository Grigg and Spiegelhalter (2008) to those CUSUM statistics C + * i,t , we obtain their marginal p-values, p i,t . According to Zou et al. (2014) , although there exists certain weak positive dependence structure in this data set, their proposed global monitoring statistic G t in (4.2) can still be effective. Therefore, in our proposed two-stage procedure, we still use this G t as our global monitoring statistic and calculate its value based on {p i,t } 400 i=1
to decide whether an alarm should be given at t. If G t is greater than the control limit h, we then compare 1 − p i,t to the appropriate control limit c h to decide whether the data stream is nonconforming. In the above two-stage procedure, we set the nominal IC-ARL to be 1000, and the corresponding control limits h and c h used in the two stages are listed in Table 8 .
As a comparison, we also apply the LT procedure to this data set and its control limit q for the same nominal IC-ARL is also reported in Table 8 . By using our proposed two-stage procedure, we detect 102 out of 104 nonconforming vectors. In those 102 detected nonconforming vectors, we discover 3124, 4221, 5683 nonconforming features using PCER=0.005, 0.01, 0.02, respectively; and their respective average 
Concluding Remarks
In this paper, we introduce a general two-stage monitoring procedure for high-dimensional data streams. The proposed monitoring procedure can control both the IC-ARL and Type-I errors at the levels specified by users. Therefore, by using the proposed two-stage monitoring procedure, the users can choose how often they want to expect any false alarm when the system is IC and how many false alarms they can tolerate when identifying OC data streams.
This gives the users more freedom to design the desired monitoring procedure for highdimensional data streams. Our simulation study shows that the proposed method has better performance comparing with the existing methods.
When monitoring high-dimensional data streams, depending on the purpose, two types of monitoring schemes are needed. The first type is for applications where any OC data stream indicates the same abnormality in the whole system and requires the same corrective action. As a result, those applications do not require the identification of OC data streams.
For this monitoring purpose, a monitoring scheme which tracks a single global monitoring statistic such as those proposed in Tartakovsky et al. (2006) , Mei (2010) , Xie and Siegmund (2013) , Zou et al. (2014) can achieve the goal. The second type of monitoring schemes is for applications where different OC data streams indicate different problems in the system, and require different corrective actions. As a result, this type of monitoring schemes needs to identify which data streams are OC. The monitoring schemes proposed in in Grigg and Spiegelhalter (2008) , Tsung (2009, 2012) , and Gandy and Lau (2013) belong to this category. In the past, the research on these two types of monitoring schemes has not overlapped. In this paper, the two-stage method we propose for the second type of monitoring schemes makes use of the development from the research on the first type of monitoring schemes. Therefore, our proposed two-stage method provides an important linkage between research on these two types of monitoring schemes.
In our proposed two-stage monitoring scheme, we choose the PCER as the Type-I error rate when identifying the OC data streams in our second stage. As mentioned in the paper, the main reason for this choice is that the global PCER can be easily controlled by controlling the point-wise PCER. In some applications, it might be acceptable to control only the pointwise Type-I error rate when identifying the OC data streams. If this is the case, the FDR might be a better choice than the PCER. However, to apply the existing FDR controlling procedures to our second stage essentially requires the calculation of the following p-values, denoted by p * i,t , which are not the marginal p-values, but are conditional on that G t > h, p * i,t = P H 0,i,t W i,t > w i,t |G t > h , where w i,t is the observed value of the test statistic W i,t , the subscript "H 0,i,t " indicates that the probability is calculated under the null hypothesis H 0,i,t ; that is, the i-th data stream is IC. The above conditional probability is very challenging to calculate. Therefore, the existing FDR controlling procedures cannot be directly applied to our second stage. In our future research, we will explore the estimation approach proposed by Storey (2002) to develop a suitable FDR controlling procedure for the second stage of our two-stage monitoring scheme.
Proposition 1. If ℓ 1,t (·), ..., ℓ m,t (·) are all non-increasing functions, then we have, for i = 1, ..., m 0,t ,
Proof. Since the proof will be the same for each time point t, for the sake of notational simplicity, we drop the subscript "t" in the proof below. Therefore, we need to prove that, for i ≤ m 0 ,
Below we prove that
For i = 2, ..., m 0 , it can be proved similarly.
Based on the definition of conditional probabilities, it is easy to see that . Therefore, to prove (7.1), it suffices to show that, P Denote the probability density function of W i under the null and alternative hypotheses by f i (·) and g i (·), respectively. Therefore, Denote the p-value of W i by p i and its probability density function when the data stream is OC by ℓ i (·). Then (7.2) and (7.3) can be calculated using their p-values. That is, P H 1 W 1 < c h and G > h P H 0 W 1 < c h and G > h
ℓ m 0 +1 (p m 0 +1 ) · · · ℓ m (p m )dp m · · · dp 2 dp 1 1 v 1 v 2 0 · · · vm 0 dp m · · · dp 2 dp 1 , and P H 1 W 1 > c h and G > h P H 0 W 1 > c h and G > h ℓ m 0 +1 (p m 0 +1 ) · · · ℓ m (p m )dp m · · · dp 2 dp 1
· · · vm 0 dp m · · · dp 2 dp 1 .
Here v ℓ m 0 +1 (p m 0 +1 ) · · · ℓ m (p m )dp m · · · dp 2 v 2 0 · · · vm 0 dp m · · · dp 2 .
Since ℓ m 0 +1 (·), ..., ℓ m (·) are all non-increasing functions, and v 2 , ..., v m are all non-increasing functions of p 1 , it is not difficult to see that b(p 1 ) is a non-decreasing function of p 1 . Then P H 1 W 1 < c h and G > h P H 0 W 1 < c h and G > h
a(p 1 ) · b(p 1 )dp 1 1 v 1 a(p 1 )dp 1 ≥ 1 v 1 a(p 1 ) · b(v 1 )dp 1 1 v 1 a(p 1 )dp 1 = b(v 1 ), a(p 1 ) · b(p 1 )dp 1 v 1 0 a(p 1 )dp 1 ≤ v 1 0 a(p 1 ) · b(v 1 )dp 1 v 1 0 a(p 1 )dp 1 = b(v 1 ). 
