Abstract. We present a new multivariate spline using mixed partial derivatives. We show the existence and uniqueness of the proposed multivariate spline problem, and propose a simple finite element approximation.
1. Introduction. Multivariate splines are often used to interpolate and smooth scattered data [8, 13] . A multivariate spline is given as follows. Let Ω ⊂ R d with d ∈ N be a closed and bounded region. Given a set G = {p i } N i=0 of scattered points inΩ and a set {z i } N i=0 , the multivariate L-spline is a smooth function u : Ω → R which satisfies
where V is a Sobolev space, L p is a linear partial differential operator, and λ is a positive constant.
There are a few choices for L p . The first choice is to take L p u as the Hessian of the smoother u leading to a thin plate spline [12, 13] . Then we need to have V = H 2 (Ω). There are two drawbacks of this approach. The first drawback is that a finite element approximation of this spline requires a H 2 -conforming finite element space. One can use a mixed finite element space to obtain an efficient numerical technique as in [6] but the numerical scheme is still complicated. The other drawback is that the problem is not well-posed if the dimension d > 3. It is often very important to deal with a high-dimensional problem. The second choice is to choose L p u as the Laplacian of the smoother u. This choice also has the same two drawbacks as above.
The third choice, which is more practical for a high-dimensional problem, is to choose L p u as the gradient of the smoother u. In that case we need to define V = H 1 (Ω). While we can apply a very efficient finite element scheme to approximate the solution in this case, the continuous problem is not well-posed with this choice. The obvious reason for this is the point value of a function in H 1 (Ω) is not defined when d ≥ 2. Due to its efficiency this approach is very popular for a highdimensional problem although the ill-posedness of the problem in the continuous setting exhibits when the mesh is well-refined [5] .
We aim at proposing a multivariate spline problem which is suitable for a high-dimensional data problem, and which allows an efficient finite element approximation. There are some finite element approaches for the smoothing problem [2, [6] [7] [8] [9] . Some of them [6] [7] [8] are direct finite element approximations of the continuous problem proposed in [12, 13] , whereas a new finite element spline is proposed in [9] . A finite element method [9, 11] is more efficient for a high-dimensional problem with a large data set than a traditional radial basis function approach [14] since the arising linear system is sparse and does not depend on the number of data points.
In this paper we introduce a very simple multivariate spline using a mixed partial derivative of the smoother. This new multivariate spline is defined for any dimension d ∈ N, and therefore, very useful for a high-dimensional data smoothing problem. This multivariate spline also allows an efficient finite element approximation. Therefore, it can be applied to a problem with a large data set. Since a finite element method can be efficiently used to approximate the solution of a variational problem, we propose a variational formulation of the multivariate problem. This paper is organized as follows. We present our multivariate spline in the next section. We show the existence of a unique solution of the multivariate spline problem. A finite element method is outlined in Section 3. Finally, a conclusion is drawn in the last section.
A new multivariate spline. Let B = {0, 1}
d \0, where 0 ∈ R d is a zero vector. We consider a standard multi-index notation with α = (α 1 , · · · , α d ) ∈ B so that a mixed derivative of a sufficiently smooth function u is denoted by
where we use the usual Cartesian coordinate system with x = (
We use the standard notation for Sobolev spaces on Ω [1, 3, 4] . The set of all square-integrable functions in Ω is denoted by L 2 (Ω); and
where these spaces are equipped with norms
, and
Note that semi-norms on H 1 (Ω) and H 1 m (Ω) are defined as
respectively. We note that the space H Our new multivariate spline is a smooth function u : Ω → R which is the minimum of We now show that the multivariate spline problem is well-posed. In order to show this we introduce a bilinear form a(·, ·) defined by
and a linear form (·) defined by
is the column vector of the function values of u at the measurement points {p i } N i=0 , and z ∈ R N is a column vector having ith component z i . Then the multivariate spline problem is to find u ∈ V such that
(2.
2)
The following lemma shows that the bilinear form a(·, ·) is positive-definite on the space V . Proof.
where · is the standard Euclidean norm on R N . If a(u, u) = 0, we have P u = 0, and D α u = 0 for all α ∈ B, and hence P u = 0, and ∇u = 0.
Here since u is a continuous function, ∇u = 0 implies that u is a constant function in Ω. Moreover, using that fact G has at least one point, and P u = 0 we obtain u = 0. Hence a(u, u) is positivedefinite.
Since the bilinear form a(·, ·) and the linear form (·) as defined above satisfy all the assumptions of Lax-Milgram lemma [3, 4] the unique minimizer is the solution of the variational problem (2.2). Furthermore, the following corollary holds.
Corollary 2.2. Under the assumptions of Lemma 2.1, the variational problem (2.2) admits a unique solution which depends continuously on the data with respect to the energy norm · a defined as
That means the bilinear form a(·, ·), and the linear form (·) are continuous on V . Moreover, we have
and hence a(·, ·) is also coercive on V . Hence from the Lax-Milgram lemma [3, 4] there exists a unique solution u of the variational problem (2.2), and the solution depends continuously on the data z.
3. A finite element scheme. We assume that the domain Ω is a d-dimensional hypercuboid. A more general case can be considered for the numerical approximation but we restrict ourselves to this simple case now. Let T h be a tensor product partition of the domain Ω with the mesh-size h, where each element in T h is a hyper-cuboid. Let P(T ) be the space of multi-linear polynomials on T . Then the lowest order tensor product finite element space is defined as
A great advantage of this multivariate spline is that V h ⊂ V if the element space V h is constructed by using the tensor product of H 1 -conforming one-dimensional finite element spaces in each element T ∈ T h . Now a conforming finite element approach is to find u h ∈ V h such that
Then the continuity and coercivity of the bilinear form a(·, ·) on V h follows exactly as in the continuous setting. Hence Lax-Milgram lemma [3, 4] shows that there exists a unique solution of the discrete solution. Moreover, Céa lemma provides an optimal a priori error estimate of the discrete solution.
Lemma 3.1. Let u and u h be the solutions of the continuous problem (2.2) and the discrete problem (3.2), respectively. Then we have the following a priori error estimate
Conclusion.
We have presented a new multivariate smoothing spline using mixed partial derivatives of the smoother. The new multivariate spline is defined for any dimensional data, and therefore, very useful for the high-dimensional data smoothing problem. Moreover, an easy finite element method can be used to compute the approximate solution of the multivariate spline.
