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 Subject review 
The developmental tendencies of cumulative displacement time series associated with reservoir landslides influenced by large water reservoirs must be 
effectively predicted. However, traditional methods do not encompass the dynamic response relationships between landslide deformation and its influencing 
factors. Therefore, a new approach based on the exponential smoothing (ES) and multivariate extreme learning machine methods was introduced to reveal 
the influencing factors of landslide deformation and to forecast landslide displacement values. First, the influencing factors of reservoir landslide 
deformation were analysed. Second, the ES method was used to predict the trend term displacement and obtain the periodic term displacement by 
determining the trend term from the cumulative displacement. Next, multivariate influencing factors were analysed to explain the periodic term displacement. 
Then, an extreme learning machine (ELM) model was established to predict the periodic term displacement based on the multivariable analysis of 
influencing factors. Finally, cumulative displacement prediction values were obtained by adding the trend and periodic displacement prediction values. The 
Bazimen and Baishuihe landslides in Three Gorges Reservoir Area (TGRA) were selected as case studies. The proposed ES-multivariate ELM (ES-MELM) 
model was compared to the ES-univariate ELM (ES-ELM) model. The results show that reservoir landslide deformation is mainly influenced by periodic 
reservoir water level fluctuations and heavy rainfall. Additionally, the proposed model yields more accurate predictions than the ES-ELM model.  
 
Keywords: displacement prediction; exponential smoothing; Extreme Learning Machine; multivariate influencing factors; reservoir landslide; Three 
Gorges Reservoir 
 
Analiza faktora utjecaja i predviđanje pomaka klizišta akumulacije – studija slučaja Three Gorges Reservoir (Kina) 
  
Pregledni članak 
Potrebno je učinkovito predviđati kako će se vremenski odvijati kumulativni pomaci povezani s klizištima akumulacija. Međutim, tradicionalne metode ne 
obuhvaćaju dinamički uspostavljene odnose između deformacije klizišta i faktora koji na to utječu. Dakle, uveden je novi pristup na temelju 
eksponencijalnog izglađivanja (EI) i multivarijatnih metoda ekstremno učećeg stroja kako bi se otkrili čimbenici od utjecaja na deformacije klizišta i 
predvidjele vrijednosti pomaka klizišta. Prvo su analizirani faktori koji utječu na deformacije klizišta akumulacije. Zatim je EI postupak rabljen za 
predviđanje trajanja trenda pomaka i dobivanje trajanja periodičnog pomaka određivanjem trajanja trenda iz kumulativnog pomaka. Dalje, analizirani su 
multivarijatni utjecajni faktori kako bi objasnili trajanje periodičnog pomaka. Nakon toga, postavljen je model ekstremno učećeg stroja kako bi se 
predvidjelo trajanje periodičnog pomaka na temelju multivarijatne analize utjecajnih čimbenika. Konačno, dobivene su vrijednosti predviđanja 
kumulativnog pomaka dodavanjem vrijednosti predviđanja trenda i periodičnog pomaka. Bazimen i Baishuihe klizišta u području Three Gorges Reservoir 
odabrana su kao studije slučaja. Predloženi model EI-multivarijatnog ekstremno učećeg stroja (ES-MELM) uspoređen je s modelom EI-univarijantnog 
ekstremno učećeg stroja (ES-ELM). Rezultati pokazuju da je deformacija klizišta akumulacije uglavnom pod utjecajem periodičnih oscilacija razine vode 
akumulacije i obilnih kiša. Osim toga, predloženi model pridonosi točnijem predviđanju od ES-ELM modela.  
  
Ključne riječi: eksponencijalno izglađivanje (EI); ekstremno učeći stroj (Extreme Learning Machine); klizište akumulacije; predviđanje pomaka; 





To meet the needs of flood control and clean energy, 
many large-scale hydropower projects have been built. 
Large dams have attracted attention not only for their 
enormous economic benefits but also because they cause 
environmental degradation and increasingly frequent 
geological disasters [1, 2]. For example, Three Gorges 
Dam in China, which is one of the largest water 
conservation projects, has led to the reactivation of many 
reservoir landslides [3, 4]. Reservoir landslides are more 
likely to be reactivated because of rapid groundwater level 
fluctuations, which are mainly caused by heavy rainfall 
and reservoir water level fluctuations [5÷8]. People’s lives 
and property can be seriously threatened by reactivated 
reservoir landslides. Therefore, future landslide 
development and deformation must be predicted [9]. 
Landslide monitoring plays an important role in early 
warnings of landslide failure. Global Positioning Systems 
(GPS), rain gauges, groundwater level monitoring 
equipment and other instruments have been frequently 
used by geological engineers to monitor reservoir 
landslides [10, 11]. Additionally, many researchers [12÷14] 
have focused on the regularity of monitoring data. They 
suggest that reservoir landslide deformation is continuous 
under the joint actions of geological conditions and 
external factors. Thus, monthly cumulative displacement 
can be decomposed into a trend item and a monthly 
periodic term. The trend item values reflect future 
development and the slope potential energy under the 
control of geological conditions, such as the landslide 
terrain structure, the permeability coefficient, and the shear 
strength. The monthly periodic term values reflect periodic 
characteristics, which are influenced by external factors 
such as the reservoir water level and seasonal rainfall. The 
exponential smoothing (ES) method [15, 16], which 
predicts test data using historical data through stepwise 
regression, is used to predict the trend item values of 
cumulative displacement. Meanwhile, the cumulative 
displacement was decomposed into trend item and 
monthly periodic term values by subtracting the trend item 
values from the cumulative displacement values. 
Some displacement prediction models that use 
decomposition have been proposed based on the influence 
of rainfall and the reservoir water level on monthly 
periodic displacement [17, 18]. This study will also 
explore the relationship between the monthly periodic term 
displacement and external factors [19÷22] to advance 
model construction. Multivariate prediction models, which 
contain abundant information about complex non-linear 
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systems, will be used to predict monthly periodic item 
values if landslide displacement is dependent on 
influencing factors [23÷25]. Following multivariate 
dependence analyses, mathematical models such as the 
local linear model [26÷28], artificial neural network 
(ANN)[29÷31], Volterra adaptive model [32, 33], support 
vector machine (SVM) [34, 38], Extreme Learning 
Machine [39÷41] and others have been used for 
multivariate time series prediction. Among these 
mathematical models, ELM exhibits many unique 
advantages in solving small sample size, nonlinear and 
high-dimensional pattern recognition problems. Therefore, 
ELM [42] is used to predict the monthly periodic term 
displacement in this study.  
As discussed above, the trend term values of 
cumulative displacement will be predicted using the ES 
method. The monthly periodic term values of cumulative 
displacement will be predicted by a multivariable ELM 
model. The final predicted values can be obtained by 
adding the predicted trend term values and periodic term 
values. A hybrid model based on the ES method and 
multivariate ELM (ES-MELM model) is proposed to 
discuss the effects of influencing factors on landslide 
deformation and to predict the cumulative landslide 
displacement values. Baishuihe landslide and Bazimen 
landslide (Fig. 1) in the TGRA are taken as examples. The 
ES-ELM model based on the ES method and uni-variable 








The ES-MELM model includes four steps. First, the 
dependence of cumulative displacement on monthly 
rainfall and monthly average reservoir water level were 
analysed. Second, trend displacement was predicted using 
the ES method. Third, the influencing factors were used to 
analyse and predict monthly periodic term displacement 
using the ELM model. Finally, the total displacement 
prediction value was obtained by adding the trend and 
monthly periodic prediction values. A flowchart of the 
proposed model is shown in Fig. 2. 
 
 





2.1  Exponential smoothing  
 
The ES [14] method is excellent for real-time forecast. 
It weights the observed time series unequally by time. 
Recent observations are weighted more heavily than older 
observations. In this paper, double exponential smoothing 
(DES) was used to forecast the basic trend characteristics 
of landslide displacement time series. Assuming that 
𝑦𝑦1,𝑦𝑦2,⋯ , 𝑦𝑦𝑡𝑡  represent a displacement time series, the 
single exponential smoothing formula is as follows:  
 
𝑆𝑆𝑡𝑡′ =  𝛼𝛼𝑌𝑌𝑡𝑡−1 + (1 − 𝛼𝛼)𝑆𝑆𝑡𝑡−1′                                                      (1)  
 
Suppose that the single exponential smoothing value of 
the first t times is 𝑆𝑆𝑡𝑡′ , then the prediction formula DES 
value 𝑆𝑆𝑡𝑡′′ of the first t times is as follows:  
 
𝑆𝑆𝑡𝑡′′ =  𝛼𝛼𝑆𝑆𝑡𝑡−1′ + (1 − 𝛼𝛼)𝑆𝑆𝑡𝑡−1′′                                                    (2)   
 
In Eqs. (1) and (2), 𝑆𝑆𝑡𝑡−1′  and 𝑆𝑆𝑡𝑡−1′′  are single and 
double exponential smoothing values of the first t−1 times, 
respectively. Y(t) is the actual monitoring value for the first 
t landslide displacement. The parameter  𝛼𝛼 ∈ [0, 1) 
determines the degree of exponential decay. 
 
2.2 Principle of Extreme Learning Machine 
 
Extreme Learning Machine [43] is a single-hidden 
layer feed forward neural network (SLFN) with randomly 
generated hidden nodes that are independent of the training 
data. Input weights and biases can be randomly chosen, and 
output weights can be analytically determined using the 
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Moore-Penrose (MP) generalized inverse. Compared with 
traditional popular gradient-based learning algorithms for 
SLFNs, ELM not only learns much faster with higher 
generalization ability but also avoids many difficulties 
associated with stopping criteria, learning rates, learning 
epochs, and local minima. The ELM model has been used 
in many areas, such as time series prediction [44, 45], 
image quality assessment [46], classification [47, 48], face 
recognition [49, 50] and others. The structure of ELM is 
illustrated in Fig. 3.  
 
 
Figure 3 Structure of ELM model 
 
For N distinct samples (xi, ti), where xi = [xi1, xi2, …, 
xin]T ∈ Rn and ti = [ti1, ti2, …, tim]T ∈ Rm, standard SLFNs 
with 𝑁𝑁� hidden neurons and activation function g(x) are 
mathematically modelled as follows. 
 
� 𝛽𝛽𝑖𝑖g�𝑤𝑤𝑖𝑖𝑥𝑥𝑗𝑗 + 𝑏𝑏𝑖𝑖�
𝑁𝑁�
𝑖𝑖=1 = 𝑜𝑜𝑗𝑗 , 𝑗𝑗 = 1, 2,⋯ ,𝑁𝑁.                         (6) 
 
where wi = [wi1, wi2, …, win]T is the weight vector of the 
connections between the input neurons and the ith hidden 
neuron, βi = [βi1, βi2, …, βim]T is the weight vector 
connecting the ith hidden neuron and the output neuron,; oi 
= [oj1, oj2, …, ojm]T is the jth output vector of the SLFN and 
bi is the threshold of the ith hidden neuron. wi· xj denotes the 
inner product of wi and xj. The above N equations can be 
written compactly as follows: 
 





𝑔𝑔(𝑤𝑤1𝑥𝑥1 + 𝑏𝑏1) ⋯ 𝑔𝑔(𝑤𝑤𝑁𝑁�𝑥𝑥1 + 𝑏𝑏𝑁𝑁�)
⋮ ⋱ ⋮



















                                                (8) 
 
H is the hidden-layer output matrix of the neural 
network. The ith column of H is the ith hidden neuron’s 
output vector with respect to inputs x1, x2, …, xN. 
ELM theories claim that the input weights wi and 
hidden biased bi can be randomly generated instead of 
tuned. To minimize the cost function ‖O−T‖, where T = 
[t1, t2,…, tN]T is the target value matrix, the output weights 






,               (9) 
𝑖𝑖 = 1, 2,⋯ ,𝑁𝑁;  𝑗𝑗 = 1, 2,⋯ ,𝑁𝑁. 
 
The un-normalized method for the input and output data 





     (10) 
𝑖𝑖 = 1, 2,⋯ ,𝑁𝑁;  𝑗𝑗 = 1, 2,⋯ ,𝑁𝑁. 
 
The hidden notes considerably influence the 
predictive ability of ELM. In this study, the number of 
hidden notes was set as a small default value (15) for all 
prediction models. 
 
3  Case studies 
 
The TGRA [51, 52] is located at the junction of the 
Yangtze River Basin and Sichuan Basin, encompassing a 
total area of 5,67×104 km2 and covering a total mainstream 
segment length of 574 km. The construction of Three 
Gorges Dam began in 1994. The dam began to store water 
in 2003. We have surveyed 5386 landslides in the TGRA 
since December 2009. Two reservoir landslides in the 
TGRA, Baishuihe landslide and Bazimen landslide, were 
selected as case studies to analyse influencing factors and 
displacement prediction. 
 
3.1  Baishuihe landslide 
3.1.1 Geological conditions 
 
Baishuihe landslide [53, 54], which lies on the 
southern Yangtze River, is located in Shazhenxi in Zigui 
county. The bedrock ridges located to the east and west are 
considered landslide boundaries. The elevation of the 
landslide ranges from 70 m to 300 m, and the length from 
the north to south is 780 m, while the width from the east to 
the west is 700 m3. A topographical map depicting the 
monitoring network is shown in Fig. 4. 
 
 
Figure 4 Topographical map of  Baishuihe landslide, with the location of 
GPS monitoring stations 
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This landslide is mainly composed of quaternary 
residual deposits and accumulations. The formation 
lithology comprises thick, bedded Jurassic sandstone and 
thin. The main development direction of joint fissures is 
nearly east-west, with north-south dipping fractures. 
Schematic crosssection I-I' is shown in Fig. 5. 
Clear macroscopic signs of deformation have appeared 
on the surface of Baishuihe landslide since June 2003. Six 
GPS monitoring stations and other professorial monitoring 
devices were arranged to monitor landslide deformation 
from November 2003 to January 2009. The landslide 
displacement system used in this study contained ZG118 
GPS monitoring displacement time series R1i (i = 1, 2, …, 
63)in a strong deformation area, monthly rainfall time 
series S1i (i = 1, 2, …, 63), and monthly average water level 
series T1i (i = 1, 2, …, 63). For the Baishuihe landslide 
displacement system, the first 48 displacement time series 
from November 2003 to October 2007 were used for model 
training, and the 15 displacement time series from 




Figure 5 Geological section I-I′of Baishuihe landslide 
 
3.1.2 Analysis of influencing factors 
 
Before displacement prediction using the EM-MELM 
model, it is necessary to analyse the dependence of 
cumulative displacement on its influencing factors. The 
Baishuihe landslide displacement system is shown in Fig. 6. 
It can be observed that the ZG118 cumulative displacement 
curve shows step-style evolution characteristics under the 
influence of the seasonal rainfall and periodic fluctuations 
of the reservoir level. 
 
 
Figure 6 Correlation curve of rainfall, water level and displacement on 
Baishuihe landslide 
 
Severe deformation can be observed during the rainy 
season, and there is little deformation in the dry season. As 
is shown from April to August 2007, monthly rainfall 
increases drastically, and landslide displacement rapidly 
increased from 600 mm to 1450 mm in this period. Smaller 
rainfall amounts from January to March 2008 were 
associated with almost no deformation. Another example 
extends from May to August 2004 in the rainy season, 
when there was severe landslide deformation. However, 
deformation became less severe during the winter. 
Meanwhile, little landslide deformation occurred when the 
water level was high and stable. It can be observed that 
landslide deformation was not severe from November 2006 
to April 2007 when the water level remained at 155 m, but 
when the water level declined from 175 m to 140 m, 
landslide deformation increased significantly. When the 
water level fluctuated cyclically from 145÷175 m, 
landslide deformation displayed a similar trend. These 
phenomena indicate that water level fluctuations and 
seasonal rainfall had significant impacts on Baishuihe 
landslide deformation. 
 
3.1.3 Trend item displacement prediction 
 
The DES method (smoothness index=0,8) was used to 
predict trend item displacement r1i (i = 1, 2, …, 63) and 
obtain the monthly periodic displacement time series R'1i (i 
= 1, 2, …, 63), R1i = R'1i + r1i. The decomposition results 
are shown in Fig. 7.  
 
 
Figure 7 Displacement time series decomposition of Baishuihe landslide  
 
The monthly periodic displacement time series R'1i and 
its influencing factors are shown in Fig. 8. Displacement 
values become alternately large or small due to the 
combined effects of heavy rainfall and cyclical fluctuations 
of the water level. Therefore, a multivariate time series 
based predictor can be used to predict periodic item 
displacement values. 
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Figure 8 Correlation curve of monthly periodic term displacement, 
rainfall and reservoir water level 
 
3.1.4 Monthly periodic item prediction using MELM 
 
It is important to select appropriate input variables and 
output variables for multivariable ELM modelling. The 
required input variables include monthly rainfall, the 
monthly reservoir water level and the number of 
displacements at different time intervals that have a 
significant influence on the predicted monthly periodic 
item displacements. The periodic item displacement 
variation belongs to a multivariate time series. Therefore, 
in this study, the correlation analysis technique was 
employed to calculate the input variables from multivariate 
displacement [55÷57]. As shown in Figure 8, monthly 
rainfall in the first month (𝑇𝑇1,𝑖𝑖−1 ), water level fluctuations 
in the first month (𝑆𝑆1,𝑖𝑖−1 ), and periodic item displacement 
in the first two months (𝑅𝑅′1,𝑖𝑖−2,𝑅𝑅′1,𝑖𝑖−1 )  strongly 
influence the displacement and the prediction in the next 
month  𝑅𝑅′1,𝑛𝑛.  
Therefore, the multivariate time series used for monthly 
periodic item predictions are as follows: periodic item 
displacement time series R’1i, monthly average water level 
𝑆𝑆1,𝑖𝑖, and monthly rainfall 𝑇𝑇1,𝑖𝑖 (i = 1, 2, …, 63). The input 
variables for the MELM model are shown in Eq.(11). 
 
𝑉𝑉𝑖𝑖−1 = (𝑅𝑅′1,𝑖𝑖−2,𝑅𝑅′1,𝑖𝑖−1 , 𝑆𝑆1,𝑖𝑖−1,𝑇𝑇1,𝑖𝑖−1 )                  (11) 
 
where i = 3, 4, …, 63. If the deterministic function 𝐹𝐹(𝑉𝑉𝑖𝑖−1) 
is known, 𝑅𝑅′1,𝑖𝑖 can be predicted. 
 
 𝑅𝑅′1,𝑖𝑖 = 𝐹𝐹(𝑉𝑉𝑖𝑖−1)                                                                       (12) 
 
The MELM model was used to calculate the 
deterministic function 𝐹𝐹(𝑉𝑉𝑖𝑖−1). Vi−1 was set as the model 
input variables.  𝑅𝑅′1,𝑖𝑖 was set as the model output variables. 
The final predicted values can be obtained by adding the 
trend displacement values and monthly periodic 
displacement values: 
 
R1,I = R'1,I + r1,i.                                      (13) 
 
In addition, for the ES-ELM model, the input variables 
were(𝑅𝑅′1,𝑖𝑖−2,𝑅𝑅′1,𝑖𝑖−1 ). The output variable was 𝑅𝑅′1,𝑖𝑖. The 
predicted values of monthly periodic item displacement are 
shown in Fig. 9. 
 
 
Figure 9 Comparison of measured fluctuation and ELM model, MELM 
model 
 
3.1.5 Final prediction results using ES-MELM  
 
The final prediction results of cumulative displacement 
were obtained by adding the trend values predicted using 
the DES method and the periodic values predicted using 




Figure 10 Comparison of final predicted and measured cumulative 
displacement values on Baishuihe landslide 
 
In Fig. 10, the ES-ELM model can only predict the 
basic trend characteristics of landslide displacement, while 
the EM-MELM model can predict the step-style variational 
characteristics of the landslide displacement curves. In this 
study, root-mean-square error (RMSE) and mean absolute 
percentage error (MAPE) were used as accuracy 
assessment tools, as shown in Tab. 1. The results in Fig. 10 
and Tab. 1 suggest that the prediction accuracy of 
ES-MELM is higher than that of ES-ELM. 
 
Table 1Prediction accuracy comparison between ES-MELM and 
ES-ELM model 
Model RMSE / mm MAPE / % 
ES-MELM 31,13 1,33 
ES-ELM 52,93 1,58 
 
3.2  Bazimen landslide 
3.2.1 Geological conditions  
 
Bazimen landslide [58, 59] is located on the right bank 
of the Xiangxi River, which is a major tributary of the 
Yangtze River. It is a three-level accumulation platform 
with a grooved shape and main sliding direction of 
approximately 110° NE. The landslide length is 550 m, 
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with 350 m located underwater. The landslide width is 
approximately 80÷120 m. The average thickness of the slip 
body is approximately 30 m. A topographical map 
depicting the monitoring network is shown in Fig. 11. 
Bazimen landslide is composed of loose Colluvial 
products and slope sediments. The rock and soil layers are 
mainly distributed at the centre of the landslide, including a 
fragmented, silty clay layer, a silty clay offshoot of the 
fragmented stone layer, and gravel soil layers. The 
landslide is mainly sliding along the bedrock surface. 
Colluvial deposits can be observed in the deeper portions 
of local gullies. A bedrock slide above 139 m level is 
mainly composed of Lower Jurassic Xiangxi group (J1) 
layers. Underwater, the Yanchang formation mainly 
comprises the middle strata (T2). A surface gully has 
developed in the landslide area. The groundwater aquifer in 
the study area can be divided into a loosely accumulated 
pore water aquifer rock group and a bedrock fissure water 
aquifer rock group. Cross section I-I' is shown in Fig. 12. 
 
 
Figure 11Topographical map of Bazimen landslide, with the location of 
GPS monitoring stations
 
Figure 12 Geological section I-I' of Bazimen landslide 
 
Four GPS points, rain gauges, and other instruments 
have been used to monitor landslide deformation since 
2003. The ZG111 GPS monitoring displacement time 
series R2i (i = 1, 2, …, 58), monthly rainfall series S2i (i = 1, 
2, …, 58), and monthly average reservoir water level time 
series T2i (i = 1, 2, …, 58) from August 2003 to October 
2008 were selected as case studies. The first 48 time series 
of the deformation system were used for model training, 
while the other 10 time series from February 2008 to 
November 2008 were used for model testing. 
 
3.2.2 Analysis of influencing factors 
 
The correlation curves between cumulative 
displacement, monthly rainfall, and monthly average water 
level are shown in Fig. 13. 
After the impoundment of TGR in June 2003, Bazimen 
landslide deformed severely. When the water level dropped 
during the rainy season from May to July 2004, substantial 
deformation occurred in the middle and upper areas. In 
June 2005, some existing cracks expanded. Fig. 13 shows 
that larger rainfall events caused stronger landslide 
deformation. In addition, when the water level is higher, 
landslide deformation is less severe, but when the water 
level falls fast, landslide deformation is more severe. The 
correlation curves indicate that water level fluctuations and 
seasonal rainfall are the factors influencing Bazimen 
landslide deformation. 
 
Figure 13 Correlation curve of cumulative displacement and monthly 
rainfall, monthly water level 
 
3.2.3 Time series decomposition and periodic term predict  
 
The DES method was adopted to predict trend term 
displacement time series r2,i based on a smoothness index 
of 0,8. The multivariate time series of the periodic 
landslide deformation term were as follows: the monthly 
periodic term displacement time series R'2,i, the average 
monthly water level time series S2,i, and the monthly 
rainfall time series T2,i, where i = 1, 2, …, 58. A correlation 
analysis was used to calculate the input variables for 
periodic displacements. The input and output variable 
analysis of the Bazimen landslide suggested that monthly 
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rainfall during the first month, water level fluctuations 
during the first month, and periodic item displacement 
during the first three months strongly influence the 
displacement and the prediction in the next month. 
Multivariate inputs can be reconstructed as follows: 
 
𝑉𝑉𝑖𝑖−1 = �𝑅𝑅′2,𝑖𝑖−1,𝑅𝑅′2,𝑖𝑖−2,𝑅𝑅′2,𝑖𝑖−3, 𝑆𝑆2,𝑖𝑖−1 ,𝑇𝑇2,𝑖𝑖−1 �                (14) 
 
where 𝑖𝑖 =  4, 5, … ,58. The deterministic function 𝐺𝐺(𝑉𝑉𝑛𝑛) 
must then be further explored: 
 
 𝑅𝑅′2,𝑖𝑖 = 𝐺𝐺(𝑉𝑉𝑖𝑖−1)                                                                       (15)   
 
The MELM model was used to calculate the 
deterministic function 𝐺𝐺(𝑉𝑉𝑖𝑖−1). The input variables were 
Vi-1. The output variables were 𝑅𝑅′2,𝑖𝑖. 
For the ES-ELM model, the input variables were 
(𝑅𝑅′2,𝑖𝑖−1,𝑅𝑅′2,𝑖𝑖−2,𝑅𝑅′2,𝑖𝑖−3) , and the output variables 
were  𝑅𝑅′2,𝑖𝑖 . Plots of time series decomposition and 
prediction results for the periodic term displacement are 
shown in Fig. 14.
Figure 14 Time series decomposition of cumulative displacement and periodic term displacement prediction 
 
 
Figure 15 Comparison of predicted and measured cumulative 
displacement in Bazimen landslide 
 
3.2.4 Final prediction results 
 
The final displacement prediction results are shown in 
Fig. 15 and Tab. 2. It can be observed that the proposed 
model produces satisfactory prediction results and exhibits 
higher prediction accuracy compared to the ES-ELM 
model.  
 
Table 2comparison ofES-MELM and ES-ELM model 
Model RMSE/ mm MAPE / % 
ES-MELM 14,80 1,42 
ES-ELM 24,63 1,87 
 
4  Discussion 
 
In this study, the external influencing factors of 
landslide displacement were analysed. An ES-MELM 
model based on exponential smoothing and multivariable 
extreme learning machine methods was proposed to 
predict landslide displacement values. 
For the ES-MELM model, the displacement 
decomposition results show that the DES method can 
decompose the cumulative displacement time series into a 
trend item and periodic item. According to the periodic 
displacement time series, theBaishuihe and Bazimen 
landslides exhibit significant relationships between the 
water level, rainfall, and periodic landslide displacement. 
The fluctuations of the reservoir water level and heavy 
rainfall are the main influencing factors of landslide 
deformation. The water level and rainfall variables must be 
added to the displacement prediction models to construct a 
multivariable time series model. 
For the ES-ELM and ES-MELM models, the forecast 
results show that the ES-MELM model displays a higher 
prediction accuracy compared to the ES-ELM model. The 
EM-MELM model cannot only efficiently predict the 
development of cumulative landslide displacement but 
also reflect the factors that cause landslide deformation. 
The multivariate time series analysis provides an effective 
approach for constructing the dynamic response 
relationship between influencing factors and landslide 
displacement.  
 
5  Conclusions 
 
Reservoir landslides in TGRA are influenced by many 
factors, and the evolution process of the landslide 
displacement system exhibits obvious non-linear 
characteristics. The multivariable time series analysis 
shows that fluctuations of the reservoir water level and 
heavy rainfall are the main factors affecting reservoir 
landslide deformation. The model comparisons show that 
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the proposed ES-MELM model yields more accurate 
prediction results than the ES-ELM model with more 
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