Abstract: A foundation polynomial is used to induce polynomial bases for F n?1 x], the vector space of polynomials of degree less than n over an arbitrary eld F. The associated bases are then used to block diagonalize the Bezout matrix of two polynomials under congruence.
Introduction
In a sequence of recent papers, 10], 6], 4] it was shown how to reduce Bezout and Hankel matrices over an algebraically closed eld F using a congruence transformation. These methods in essence consist of a combination of 1. a vector space V of polynomials with a bilinear form < j > 2. a study of suitable change of basis matrices on V and 3. an expansion theory that mimics the theory of a complex variable, using di erentiation and the "point at in nity". Not surprisingly, con uent Vandermonde matrices play an important role.
In this paper, we shall use a foundation polynomial (x) to induce four sets of dual polynomial bases for the vector space V =< 1; x; ::; x n?1 > over an arbitrary eld F. Various change of basis matrices will then be used to derive the desired generalization of the con uent Vandermonde matrix. We shall replace di erentiation by p-adic expansion and the point at in nity by partial fraction expansions on the one hand and the product rule for divided di erences on the other. This will ensure that we do not have to embed V into an algebra of Laurent strings, in order to get a basis free environment. In fact the basis free setting is supplied by the di erence quotient D (x; y) = (x) ? (y) x ? y :
( It will be seen that the various standard matrices appear as change of basis matrices and consequently we obtain several relevant matrix identities. In addition, we shall give the matrix representative of the "shift operator", S, relative to the various bases. The ideas in 6] will then be used to reduce the Bezout matrix over the arbitrary eld F. Let us begin by de ning our concepts and giving the associated notation. For any two polynomials f(x); g(x) In particular the " ip matrix" ? n with ones on the counter diagonal will be denoted by F n . It is well known that over any ring with identity L f ? f = ? f L T f : (1.5) Suppose next that p(x) is a prime polynomial of degree @(p) = l over F, i.e. p(x) is monic and irreducible. Then the hypercompanion matrix associated with p(x) m is de ned by the m m block matrix ; (1.6) where N = E 1;l = e 1 e T l and e i is the standard unit vector. 
for some nite non-negative integer k.
We note in passing that the p-adic expansion in lemma 1.1 gives a generalization of the "Taylor series" for polynomials. Throughout this paper, we shall denote the minimal polynomial of x by x (x) and the degree of a polynomial p(x) by @(p(x)).
We conclude this section by giving an outline of this paper. In section 2, we de ne a bilinear form on the vector space V induced by . In section 3 we discuss generalized polynomial bases, while in section 4, we examine the change of basis matrices. We then investigate dual bases and conclude in section 6 with the reduction of the Bezoutian.
The bilinear form induced by (x)
Consider the foundation polynomial (x) = c 0 +c 1 x+:::+x n . We may associate with the vector space V =< 1; x; :::; x n?1 > which is a subspace of F x], the algebra of all polynomials over F. There are now two ways to proceed. Either we consider V as a subalgebra of F x], with multiplication de ned modulo , ( i.e. as a F x] module with the module action de ned appropriately) or we embed V into F((x ?1 )), the in nite dimensional space of truncated formal Laurent series in 1=x. This approach is discussed in 11] and 12]. We propose to use the former avenue of attack, and use the fact that if f 2 V and jf then f = 0, while the latter is the more standard approach.
The embedding procedure has the e ect of allowing one to work in a basis free setting, while at the same time mimicking residue theory and as such facilitate the computations. The Laurent strings have the form a = P 1 j=?na a j (x ?1 ) j , with a j = 0 for j < ?n a , and represent an expansion about in nity. Needelss to say, after the manipulations have been performed in F((x ?1 )), one has to come down to V for a nal conclusion. In the next three sections, we shall rst investigate the bases for V induced by the elementary polynomial (x), after which we shall derive their duals. 
is the prime factorization of and that It is clear that G ?1 = (H), where = 1 + ::: + s . On the other hand, since GH = HG and H is non-derogatory, G must also be a polynomial in H. In fact since gcd( ; ) = 1, there exist polynomials (x) and (x) such that + = 1, and hence G = (H).
Next let S be the shift operator ( 10] , 11]) de ned by S(f) = (xf) mod (x); f 2 V:
In other words, S(f) gives the remainder when xf(x) is divided by (x). We shall repeatedly use the following trivial property of S. Lemma 3.1. For any polynomials f(
Proof. Since S(x k ) = (S) k+1 (1), we have S l (x k ) = S l S k (1). The lemma now follows from the linearity of S.
It is easily seen that S] ST = L (3.8) and hence that (x) is the minimal polynomial of S on V. In other words, S is nonderogatory on V. Consequently, (1. The freedom that we have is in the selection of the leaders x i of the Jacobson chains. It goes without saying that these leaders x i , indeed all the links in the chain, are made up of polynomials.
Let us now show that for two particular choices of x i , we obtain two fundamental polynomial bases for the vectorspace V. These bases are induced by the polynomial (x) and depend on its prime factorization (3.1) and thus on the eld F.
We rst need a preliminary result. 
(iv) relative to S, both i and h i have the minimal polynomial q i (x) mi .
Proof. (i) Clearly, q mi i (S) (x) = q mi i (S) (S)(1) = (S)(1) = 0.
Since V i is S invariant it follows that h i = g i i 2 V i .
(ii) This follows from the primary decomposition theorem.
(iii) On account of lemma 3.1, and because h i (S) i (x) = i (x), we have
The last equality is clear. 
k (x) = S k q i (S) j h i (x), which says that we need a simple way of nding its coe cients c (ij) k . Not surprisingly, these coe cients can be found by using the q i -adic expansion of f(x). This is made more precise by the following lemma: Proof. First observe that h i (S)h j (S)(1) = h i (S) ij . Now applying the projection operator h t (S) to both sides of (3. and this nishes the proof.
Let us now brie y digress to make some remarks. 
Dual Bases
We now turn to the question of nding the duals of the three fundamental bases that we have met thus far. It goes without saying that in what follows all duality statements shall be with respect to this bilinear form < j > of (2. (5.14) and we have our dual bases. Our aim is to nd the coe cients We conclude this paper by showing that as a byproduct of our study of fundamental bases for V, we obtain a string of interesting matrix identities, which in turn allow us to reduce the Hankel and Bezout matrices over an arbitrary eld, via congruence. Needless to say, the matrix identities can be interpreted in terms of the action of the shift operator S. It can be shown that (6.9) reduces to (6.5) when (x) splits into linear factors over F.
In conclusion, let us now use Theorem 6.1, to diagonalize the Hankel matrix H(f= ) of two polynomials f(x) and (x) 10] via congruence. in which we substitute the expression (6.9) for B( ; f) to give the desired diagonalization.
We close with the remark that the above identities can be used, in conjunction with the results of 9] to compute the determinant of the padic coe cient matrix. In fact,
Res(q i ; q j ) mimj ; (6.12) which reduces to the well known formula for the determinant of the con uent Vandermonde matrix when the q i 's are linear. Details will be provided elsewhere.
