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Abstract
Robust multi-object tracking (MOT) is a prerequisite for
a safe deployment of self-driving cars. Tracking objects,
however, remains a highly challenging problem, especially
in cluttered autonomous driving scenes in which objects tend
to interact with each other in complex ways and frequently
get occluded. We propose a novel approach to MOT that
uses attention to compute track embeddings that encode the
spatiotemporal dependencies between observed objects. This
attention measurement encoding allows our model to relax
hard data associations, which may lead to unrecoverable
errors. Instead, our model aggregates information from all
object detections via soft data associations. The resulting
latent space representation allows our model to learn to
reason about occlusions in a holistic data-driven way and
maintain track estimates for objects even when they are
occluded. Our experimental results on the Waymo Open
Dataset suggest that our approach leverages modern large-
scale datasets and performs favorably compared to the state
of the art in visual multi-object tracking.
1. Introduction
Being able to detect and track multiple moving objects in
crowded environments simultaneously is a prerequisite for
a safe deployment of self-driving cars [11, 16, 24]. De-
spite remarkable advances in object detection in recent
years [31, 23, 22], multi-object tracking (MOT) in complex
scenes remains a highly challenging problem. As the objects
move around the scene, they may interact with each other
in complex ways that are hard to predict. Furthermore, the
objects may frequently occlude each other, which may result
in missed detections. Finally, changes in object appearance,
as well as similar object appearances, may make it difficult
to recognize previously seen objects. In the commonly used
“tracking-by-detection” paradigm, a tracker fuses detections
to produce object tracks that are consistent over time. A key
tt - 1t - 2
probability
. . . 
z00
z01 z
0
2 z03
z04
zN3 z
N
4zocc
zN2 z
N
3
zN2zocc
probability
Detection
Measurement Encoding
Data Association
. . . 
. . . 
tt-1
t-1 t
Figure 1: Overview. We propose a novel approach to multi-object
tracking. Given object detections based on the measurements z0,
our model encodes spatiotemporal context information for each
measurement with N self-attention layers, resulting in features zN
that learn from soft association values, which do not rely on hard-
associated tracks. Based on the aggregated features, the model then
predicts a probability distribution for each track that captures soft
data associations and a latent state zocc, which indicates that the
track is occluded.
-
challenge, therefore, is to associate incoming detections of
previously observed objects with the corresponding existing
tracks.
Data association in most existing methods is based on
similarity scores computed between the detections and the
existing tracks. The representation of existing tracks can
rely on the last detections [48] or it can be aggregated from
historical detections associated with the tracks [26, 33]. Fig-
ure 2 groups approaches to multi-object tracking by how
they leverage context information.
One common assumption made by the above-mentioned
methods is that their track state estimates updated by only
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Figure 2: Comparison of encoding methods. We illustrate how tracking methods use context and history. The red and orange circles
represent detections associated with tracks. The white circles represent incoming detections that are yet to be associated. (a) Consider how
similar an incoming detection is to the latest detection associated with each track. (b) Aggregate information from all detections that are
associated with each track via hard data association. (c) Share information between tracks. (d) Aggregate information from all detections to
leverage the spatiotemporal context without committing to any hard data associations.
the hard-associated detections capture all information rel-
evant for subsequent tracking decisions. This assumption,
however, is suboptimal as it collapses multiple data associa-
tion hypotheses into a single mode, ignoring the contextual
information from other unselected association candidates
and the effects of possible association errors. The error intro-
duced by a single incorrect association may propagate and
substantially affect subsequent data associations, especially
when the input detections are noisy.
To relax the hard data association constraint, some meth-
ods use multi-hypothesis tracking [8, 17, 29], and others
simply pick the top associated candidates by applying a
threshold to the similarities. This, however, requires com-
plex heuristics and hyper-parameter tuning and may easily
overfit to certain scenes. Instead, a unified and data-driven
approach may be able to implicitly aggregate information
from all candidate detections across frames to update track
states without committing to any hard association. Such a
soft data association framework may be able to learn long-
term and highly interactive relationships between detections
and tracks from large-scale datasets without cumbersome
heuristics and hyper-parameters.
Inspired by recent advances in natural language process-
ing [9, 10, 20, 36, 43], we formulate MOT as a sequence-to-
sequence problem using attention models, where the input
of the model is a series of frames with detections, and the
output consists of the trajectories of the detected objects.
Specifically, we propose an attention measurement encod-
ing to compute track embeddings that reason about the spa-
tiotemporal dependencies between all objects, as observed
by all detections in a given temporal window. This allows
us to avoid hard data association, which is prone to error
propagation and may lead to unrecoverable states. Instead,
our method maintains a latent space representation that ag-
gregates information from soft data associations. The soft
associations further allow us to explicitly reason about occlu-
sions in a data-driven way. Most existing methods determine
the associations based on the similarity between an indi-
vidual pair of a detection and a track. However, picking a
single threshold to determine if an object is occluded without
context information is challenging. The track embeddings
computed by our method, on the other hand, contain rich
contextual information for effective occlusion reasoning.
To evaluate the effectiveness of the proposed approach,
we present an extensive ablation study on the Waymo Open
Dataset [39] as well as other benchmark datasets. The results
suggest that our method performs favorably when compared
to the state of the art in visual multi-object tracking.
2. Related Work
Multi-Object Tracking. Most existing approaches to multi-
object tracking, including this one, follow the “tracking-by-
detection” paradigm. Offline methods [34, 37, 40, 41, 42,
47, 50, 53, 54] process an entire video in a batch fashion.
However, these methods are not applicable to most online
application. An autonomous vehicle, for instance, must pre-
dict the states of objects immediately when new detections
become available. Most recent approaches to multi-object
tracking are therefore online methods that do not depend
on future frames [3, 4, 7, 17, 25, 33, 45, 48, 52, 55]. Most
online methods estimate similarity scores between the de-
tections and the existing tracks based on various cues, such
as predicted bounding boxes [4] and appearance similar-
ity [18]. While some methods [4, 18] only take the last
detection corresponding to a track into account, some tech-
niques aggregate temporal information into a track history.
For instance, DEEP Sort [48] computes the maximum sim-
ilarity between the detection and any detections that were
previously associated with the track. Other methods rely on
recurrent neural networks to accumulate temporal informa-
tion [7, 17, 26, 33, 55]. Sadeghian et al. [33] apply several
recurrent neural networks to learn per-track motion cues,
interaction cues, and appearance cues. As opposed to in-
ferring interactions directly from the tracks, their method,
however, relies on a rasterized occupancy map as a proxy
for inferring interaction cues. For each incoming detection,
the recurrence methods update an internal representation
that corresponds to the matching tracks. Here, however, an
erroneous data association can cause the internal represen-
tation to end up in a bad state, which the method may not
be able to recover from. To tackle this issue, we propose to
break up the causality between spatiotemporal information
aggregation and data association. We encode the detections
along with soft attentions to all the other detections in a fixed
temporal window into a latent space representation without
committing to any hard data associations.
Occlusion Reasoning. A key challenge in multi-object
tracking is to robustly track objects even when they can-
not be observed due to occlusions or false negatives of the
trained object detector. Even though some methods aim to re-
cover detections by applying a single object tracker [55] or a
regression head in detector [3], the object may still be missed
during full occlusions. Most online trackers, therefore, pre-
dict an occlusion whenever the similarity scores are below a
fine-tuned threshold and adopt the buffer-and-recover mecha-
nism [17] by extrapolating the state with motion model, or by
relying on appearance re-identification [48]. Predefined mo-
tion models, however, often cannot accurately predict target
positions during occlusion, especially in complex interactive
scenes. Choosing a single hand-crafted similarity threshold
to predict occlusions in a variety of complex scenes may be
suboptimal. We therefore directly learn to explicitly predict
occlusions without any hand-crafted geometry or appearance
similarity constraints by introducing an occlusion state in
a latent representation. The virtual candidates proposed by
FAMNet [6] are similar to our explicit occlusion reasoning.
However, FAMNet chooses the locations of the virtual can-
didates by using heuristics, while our approach learns the
occlusion embedding without any hand-crafted rules.
Attention Networks. Transformer networks [9, 10, 20, 36,
43] and other graph neural networks [2, 44, 49] have recently
gained momentum. In addition to successful applications
to natural language processing formulated as sequence-to-
sequence problems, there is evidence that suggests that Trans-
former networks can capture long-range dependencies and
interactions between agents [38, 46]. We formulate multi-
object tracking as a sequence-to-sequence problem, where
the input consists of sequences of frames with detections, and
the output consists of sequences that may have different start
and end times. Other recent methods have adopted attention
mechanisms to contextual information [7, 52, 55]. However,
these techniques encode information conditioned on trajecto-
ries formed by hard data associations. We propose attention
measurement encoding to aggregate spatiotemporal infor-
mation without conditioning on past trajectory estimates,
allowing our method to gracefully handle erroneous data
associations.
3. Track with Soft Data Association
We adopt the tracking-by-detection paradigm, where a
tracker fuses object detections to produce object tracks that
are consistent over time. We propose an attention measure-
ment encoding mechanism to aggregate the spatiotemporal
context into a latent space representation without committing
to hard data associations. We further propose an attention as-
sociation mechanism that explicitly reasons about occlusions
without any predefined similarity thresholds. The proposed
attention measurement encoding processes the detections in
a temporal window consisting of object measurements, such
as position and appearance, and predicts a fixed-dimensional
feature vector for each detection. The output features are
then passed to the attention data association to form target
trajectories. See Figure 1 for an overview of our approach.
We will explain the two proposed modules in detail in the
rest of this section.
3.1. Attention Measurement Encoding
Most existing tracking methods associate incoming de-
tections in a pairwise fashion with object states predicted by
a simple motion model, such as a constant velocity model,
using a Kalman filter or recurrent neural networks. Recent
work, however, has demonstrated that aggregating temporal
information, as well as context information, may improve
multi-object tracking by exploiting higher-order information
in addition to pairwise similarities between detections [33].
We propose to leverage the spatiotemporal dependencies by
using an attention measurement encoding mechanism that
applies self-attention layers to soft associated detection mea-
surements. This enables us to implicitly learn motion and
context models without any hard data associations.
Attention with Transformer Network. For each new de-
tection obtained at time t comprising raw measurements xt,i,
a feed-forward neural network computes a measurement em-
bedding z0t,i. This network consists of two fully-connected
layers, followed by a normalization layer [1]. The two fully-
connected layers use ReLU and linear activation functions,
respectively. We then apply stacked attention measurement
encoding layers on top of the measurement features z0 to
encode the spatiotemporal context information from each
detection without any hard data associations. Considering
detections at time t, our goal is to encode the information
from the detections obtained in the past Lenc frames, i.e.,
{zτ,i|∀i, τ ∈ [t− Lenc, t]}. Following the Transformer ar-
chitecture [43], an attention measurement encoding layer
consists of two sub-layers, where the first is a self-attention
layer, and the second is a point-wise feed forward network.
Both sub-layers follow the “Add-&-Norm“ structure adopted
by [43], where the output of each layer is used as the in-
put to the following layer by layer normalization [1], i.e.,
zo = LayerNorm(F (zi) + zi). In the self-attention sub-
layer, a measurement embedding feature is updated with
scaled dot-product attention, leading to
zoi =
∑
j
softmax(
QiK
>
j√
dk
)Vi, (1)
where Qi = Wqzi, Ki = Wkzi and Vi = Wvzi are the
query, key, value features obtained by applying a linear trans-
formation on an embedding feature zi with size dk, and j
denotes the index of all detections in previous Lenc frames.
This means that each measurement embedding will be up-
dated by using a weighted sum of past measurements. After
self-attention, we apply layer normalization followed by
a feed-forward network with a fully-connected layer and
“Add-&-Norm”. Overall, the attention measurement encod-
ing mechanism consists of Nenc such attention layers to
increase the capacity of the model.
Relative Time Encoding. Self-attention networks are un-
ordered. It is therefore important to properly encode the tem-
poral information. One way to do this is to have the attention
value Ai,j = QiK>j in Equation 1 consider the temporal
difference, (ti− tj), between zi and zj . In this work, we em-
ploy the relative encoding proposed by Transformer-XL [9],
leading to
Ai,j = QiK
>
j +QiR
>
i−j + uK
>
j + vR
>
i−j , (2)
where Rk ∈ Rdk , k ∈ [−Lenc, Lenc] is a learned relative
attention feature, and u, v ∈ Rdk are bias terms for the mea-
surement attention and the relative attention. Note that, in
contrast to our work, the Transformer-XL obtains Rk by
applying the linear transform to the sinusoidal positional
encoding proposed by the original formulation of the Trans-
former [43]. The reason for this modification is that we found
that using the sinusoidal positional encoding often leads to
non-convergence, whereas directly learning Rk yields su-
perior performance. Figure 2 illustrates how our method
differs from existing methods in terms of how contextual
information flows while tracking objects.
3.2. Attention Association and Explicit Occlusion
Reasoning
Data association refers to the task of assigning each in-
coming detection d in a given frame to an existing track T
or a new track. To this end, many existing methods estimate
a similarity score s(d, T ) between pairs of detections and
tracks. The Hungarian algorithm [27] then computes the opti-
mal assignment between detections and tracks using bipartite
matching. In multi-object tracking, however, objects tend
to occlude each other, which can lead to missed detections,
also known as false negative detections. A robust tracking
technique must not erroneously associate another nearby
detection with the track that corresponds to the occluded
object.
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Figure 3: Attention association with explicit occlusion
reasoning. Our method explicitly reasons about occlusions
by attending to a separate occlusion state. The orange cir-
cles refer to associated detections, the white circles refer to
incoming detections, and the gray circles refer to occlusion
states. The model classifies a track as occluded if the track
embedding most strongly attends to the occlusion state and
maintains the state embedding for future association.
Many methods [48, 33, 55], therefore, apply a threshold
to the similarity scores to prevent such detections from er-
roneously being associated with the track. Using the same
threshold for all data associations, however, may lead to
sub-optimal results despite substantial efforts to fine-tune
the threshold, especially on large-scale datasets.
We propose an attention association mechanism to ex-
plicitly reason about missed detections. We formulate the
data association problem as a dynamic classification prob-
lem. Each track effectively chooses one of the detections
in the incoming frame. We obtain the classification scores
by computing the attention values between a track embed-
ding zT and all detection embeddings zdi . In our method, the
track embedding zT is simply the embedding of the latest
associated detection of a trajectory. In addition, considering
occlusion, a track does not necessarily select one detection
out of all available ones, as mentioned earlier in this section.
Therefore, we propose to learn an occlusion state occ with
embedding zocc ∈ Rdk , which represents the class that a
track can choose in order not to associate with any available
detection. As a result, the probability that a track T is asso-
ciated with a detection di, or the latent occlusion state o, can
be cast as a softmax function, leading to
p(di|T ) = exp(z
d
i
>
zT )
exp(zocc>zT ) +
∑
j exp(z
d
j
>
zT )
, (3)
where the logits are the attention values between the track
embeddings and the detection embeddings. We can then
train the model using a cross-entropy association loss for
each alive track, giving
L(T ) = −yT,olog(p(o|T ))−
∑
i
yT,ilog(p(di|T )), (4)
where yT,i = 1 if track T and detection di belong to the
same identity, otherwise yT,i = 0, and yT,o = 1 only if
yT,i = 0 for all i. During inference, each track will associate
with the detection di, i = arg maxj p(dj |t). However, if
p(o|T ) > p(di|T ), the track will be marked as “occluded”
and does not associate with any detection.
3.3. Track Management
We adopt a simple track management technique that is
similar to the mechanism used by SORT [4] to control the
initialization and the termination of tracks. When an incom-
ing detection is not associated with any track, it is used to
initialize an “unpromoted” track for which we do not output
a tracked target until it is “promoted“. An unpromoted track
becomes a promoted track when it is associated with any
detection in the following frames. A track will be killed in
the system if there is no associated detection in consecutive
Tlost frames. We set different thresholds for unpromoted and
promoted tracks, denoting as TUPlost and T
P
lost, where T
P
lost
is usually larger than TUPlost since unpromoted tracks often
have a higher probability of containing false positives. If
two tracks compete for one measurement, the optimal as-
signment, e.g., Hungarian matching, or a greedy algorithm,
will assign the track of the higher score to that measurement.
The other track will then typically be classified as occluded
because other measurements are usually further from the
track and have lower attention values than the occlusion
state. Note that SORT always sets TPlost = 1 to compensate
for a simple motion model. On the contrary, our proposed
method implicitly learns the motion model from data using
the proposed attention measurement encoding mechanism.
Our technique can further reason about occlusions with the
attention association mechanism. Therefore, both modules
enable us to recover from occlusions and maintain tracks
longer.
4. Experimental Evaluation
We present an extensive experimental evaluation based
on several public benchmark datasets. We conduct a detailed
ablation study and compare our method with the state of the
art in visual multi-object tracking.
4.1. Experimental Setup
4.1.1 Implementation Details.
We implemented the proposed method in Tensorflow. We
trained all the models with a single NVIDIA V100 GPU. The
network is trained with batch size 16 and SGD optimizer
with 1e-3 learning rate and 0.9 momentum, and each training
sequence is sampled with 32 consecutive frames with ran-
dom start timestamp. The input detection bounding boxes are
normalized to [0, 1] with camera width and height. For sim-
plicity, we set dk = 64 for all fully-connected layers in our
network. We use the track management hyper-parameters
TUPlost = 2 and T
P
lost = 5, unless specified otherwise.
4.1.2 Evaluation Metrics.
We adopt the CLEAR MOT metrics [19]. These metrics con-
sider the multi-object tracking accuracy (MOTA), the num-
ber of track identity switches (IDS), the number of false pos-
itives (FP), and the number of false negatives (FN). MOTA,
however, heavily depends on the performance of the object
detector. Therefore, we also include IDF1 score [32].
4.1.3 Baseline Methods.
We compare our approach with the following baseline meth-
ods to evaluate different aspects of the techniques:
• An IOU Tracker that relies on a constant velocity mo-
tion model and uses intersection-over-union (IOU) as
the similarity function between predicted states and
detections.
• A Center Tracker that relies on a constant velocity
motion model and uses negative L2 distance between
the box centers of the predicted states and the detections
as the similarity function.
• A Learned Similarity Tracker that relies on a learned
pairwise similarity function. We encode each detection
measurement using 4 fully-connected layers to produce
a 64-d feature for each detection. We compute the
cosine similarity between each track embedding t and
detection embedding d as t>d/(‖t‖‖d‖). We optimize
the similarity using a contrastive loss [18], where we
set the margin to 0.3. We then use Hungarian matching
based on the resulting similarity scores.
4.1.4 Public Benchmark Datasets.
We use the following public benchmark datasets in our ex-
perimental evaluation:
• The Waymo Open Dataset [39] is a large-scale
dataset for autonomous driving. The dataset comprises
798 training sequences and 202 validation sequences.
Each sequence spans 20 seconds and is densely labeled
at 10 frames per second with camera object tracks. We
trained and evaluated on the images recorded by the
“front” camera to track vehicles in our experiments.
• The KITTI Vision Benchmark Suite [12] comprises
21 training sequences and 19 test sequences. We trained
on the camera images to track cars in our experiments.
• The Multiple Object Tracking Benchmark [19] is a
unified framework for evaluating multi-object tracking
methods. We adopt the MOT17 benchmark, which
comprises 7 sequences featuring crowded scenes with
lots of pedestrians.
4.2. Ablation Studies in a Controlled Environment
We first evaluate our approach in a controlled environ-
ment that does not depend on the performance of a trained
object detector. To this end, we run our method on the
ground truth labels of the Waymo Open Dataset as if they
were the detections predicted by an object detector. To
simulate occlusions and missed detections, we randomly
drop Ndrop ∼ U(1, 5) consecutive bounding boxes for every
10 frames in a given track with probability pdrop, processing
each ground truth trajectory independently. We present a
performance analysis of the methods in the controlled envi-
ronment in Table 1. Both the IOU Tracker and the Center
Tracker perform poorly as their constant velocity motion
models fail to accurately predict the motion of objects dur-
ing occlusions. The Learned Similarity Tracker outperforms
both the IOU Tracker and the Center Tracker by a large mar-
gin as it is able to recognize previously seen objects based
on their appearance. Our method performs better than all
baseline methods. Attention measurement encoding leads to
a MOTA improvement of 1.07 % - 1.18 % and an IDS reduc-
tion of 9.0 % - 9.2 %. The explicit occlusion reasoning leads
to an even more pronounced IDF1 improvement of 24 %.
4.3. Evaluation of Explicit Occlusion Reasoning
The goal of the explicit occlusion reasoning mechanism
introduced in Section 3.2 is to improve the performance
when tracking objects that occasionally get occluded. False
positive occlusion predictions, however, may increase the
number of missed detections. Therefore, Table 2 (a) evalu-
ates how the explicit occlusion reasoning performs for differ-
ent detection drop probabilities pdrop. Interestingly, the two
proposed mechanisms affect the tracking quality in different
ways depending on the detection noise. On the one hand,
attention measurement encoding leads to the highest gain
in MOTA in the absence of simulated occlusions. On the
other hand, attending to the occlusion state leads to the most
pronounced improvements when the detections are highly
noisy. In Table 2 (b), we frame the occlusion prediction
as a binary classification problem and report metrics, in-
cluding accuracy, recall, and precision. The results suggest
that our method improves the performance of the occlusion
prediction by choosing to operate at a high precision.
4.4. Evaluation of Attention Measurement Encod-
ing
Hyper-parameters. We evaluate the effects of the atten-
tion measurement encoding hyper-parameters on the per-
formance in the controlled environment described in Sec-
tion 4.2. Specifically, we set pdrop = 0.3 and consider
different values for the size Lenc of the encoding window
and the number Nenc of encoding layers. As shown in Ta-
ble 3, as Lenc increases, the tracking performance becomes
better. These results suggest that our method leverages all
Number of training sequences
M
O
TA
44
46
48
50
1 5 10 50 100 500
Learned Similarity Ours w/o AE Ours
Figure 4: Learning curves. The learning curves suggest
that our approach benefits the most from modern large-scale
datasets, such as the Waymo Open Dataset.
available information from context and history. We also ob-
serve that using an encoding window that spans more than
10 frames only leads to marginal improvements, while in-
troducing more computational complexity. Considering the
number of stacked encoding layers Nenc, the performance
gain is shown with only 1 layer. When increasing Nenc,
the improvement become more pronounced. However, with
Nenc > 3, we observe that it takes the model much longer
to converge, while with Nenc = 3, it takes the model only a
few epochs. In fact, we found that Nenc > 3 often resulted
in unstable states in our experiments. As a result, we choose
Lenc = 5 and Nenc = 2 in all remaining experiments.
Exploiting future information. To demonstrate the ben-
efits of avoiding hard data associations, we conduct exper-
iments in which we delay the data association for Lfuture
frames. In this way, all the detections in time t will be
encoded with context information from time t − Lenc to
t+ Lfuture with the proposed attention measurement encod-
ing. We show the results in Table 4 using ground truth as
detection with simulated occlusions where pdrop = 0.3. En-
coding window Lenc and Nenc are set to 5 and 2, respectively.
With only 2 frames of delayed associations, the model outper-
forms the variants that only have access to past information
(see Table 3). This implies that the implicit state informa-
tion of the measurement is improved after integrating more
information from the future. Therefore, it is reasonable not
to commit to hard associations when gathering spatiotempo-
ral information from past measurements. The results also
demonstrate that our technique performs well when used for
offline applications, such as semi-supervised learning.
4.5. Scalability on Large-Scale Datasets
The goal of our approach is to learn complicated depen-
dencies between tracks and detections from data. The learn-
ing curves on the Waymo Open Dataset, which are depicted
in Figure 4, suggest that our method scales well with the size
of the dataset. As a consequence, our method is able to learn
considerably more complex dependencies between tracks
and detections from data, which makes it a great technique
whenever large amounts of training data are available.
Table 1: Performance in a controlled environment. We run the methods on the ground truth labels of the Waymo Open
Dataset as if they were object detections. Here, we simulate occlusions with pdrop = 0.3.
Method AE Occ MOTA ↑ IDF1 ↑ IDR ↑ IDP ↑ IDS (k) ↓ FP ↓ FN ↓
IOU 38.0 33.7 24.0 56.6 25.2 4 184.7k
Center 47.9 25.2 25.1 25.4 172.1 41 4.2k
Learned Similarity 83.2 30.0 29.2 30.2 50.9 15 5.5k
Ours
87.9 32.2 32.2 32.2 40.9 31 60
3 88.9 32.4 32.4 32.4 37.3 8 33
3 91.4 56.2 56.1 56.3 28.1 21 1008
3 3 92.7 56.3 56.2 56.3 24.0 6 681
t = 1 t = 3 t=5 t=7 t=9
Figure 5: An example showcasing the explicit occlusion reasoning. We show an occlusion scenario as handled by our
model with and without explicit occlusion reasoning. Top: The baseline model without explicit occlusion reasoning. Bottom:
Our method with attention measurement encoding and explicit occlusion reasoning. The car on the left side is occluded
between t = 3 and t = 7. At t = 3, our method attends to the occlusion state with a value of 0.43, maintains the track
throughout the occlusion, and then recovers the same track at t = 7.
4.6. Evaluation on Public Benchmark Datasets
4.6.1 Waymo Open Dataset
We evaluate the proposed method on the Waymo Open
Dataset [39] with detections provided by a trained object
detector. We compare the method with several baseline meth-
ods as well as Tracktor [3], a state-of-the-art visual tracking
method that relies on a two-stage object detector. To obtain
a fair comparison, we train the Faster R-CNN [31] object
detector with ResNet-101 [14] as the backbone network.
We refer to the supplementary material for more metrics
and training details of the trained detector and the Tracktor
method.
We summarize the results in Table 5 (a). The IOU Tracker
and the Center Tracker both perform poorly as their simple
motion models do not accurately capture the complex ego
and vehicle motion patterns observed in the scenes. Track-
tor [3] performs 3.2 % worse than our Learned Similarity
Tracker baseline in terms of MOTA, but 13 % better in terms
of IDS. This may be owing to the fact that Tracktor relies
on a constant motion model as well as a camera motion
compensation to predict the ROI in the next frame. The
regression head of the detector is not able to localize objects
if the predicted ROI does not have enough overlap with the
actual target. Tracktor heavily depends on the appearance
of objects. In the crowded scenes observed in the Waymo
Open Dataset, however, many objects may share similar
appearances in nearby locations.
Our method performs favorably compared to the afore-
mentioned methods. Specifically, our method achieves a
5.0 % higher MOTA and a 30.8 % lower IDS when compared
to Tracktor. The results suggest that our method is able to
account for the noise of the object detector. In addition,
the proposed attention measurement encoding effectively
exploits spatiotemporal context information to improve data
association. To further evaluate how the attention measure-
ment encoding captures spatiotemporal context information,
we evaluate the performance of a variant of our method that
has access to the next 2 frames, effectively gathering infor-
mation from the future. This variant achieves even better
performance, suggesting that our method effectively lever-
ages the additional temporal context. We also evaluate our
method when the attention measurement encoding aggre-
gates the appearance features extracted by ROI Align [13]
Table 2: Robustness with respect to missed detections.
We evaluate the gain in MOTA achieved by attention mea-
surement encoding (AE) and explicit occlusion reason-
ing (Occ) as a function of the probability of dropped de-
tections. The results in (a) suggest that the explicit occlusion
reasoning becomes more beneficial as the rate of occlusions
increases. The results in (b) summarize the occlusion classi-
fication performance as a function of the drop probability.
(a)
Drop prob. MOTA Gain. w/ AE Gain w/ Occ
0.0 98.6 2.1 -0.5
0.1 97.0 0.8 2.0
0.2 95.4 1.6 2.5
0.3 92.6 1.0 3.6
0.4 90.8 1.1 4.8
(b)
Drop prob. AE Accuracy ↑ Recall ↑ Precision ↑
0.3 87.4 57.6 87.1
0.3 3 89.4 60.1 91.9
0.4 85.6 57.9 91.7
0.4 3 88.2 64.2 93.3
Table 3: Attention measurement encoding hyper-
parameters. We compare the tracking performance in terms
of MOTA for different numbers of encoding layers Nenc as
well as different sizes of the encoding window Lenc.
Nenc
Lenc 1 2 3
2 89.7 89.5 89.5
5 90.3 91.8 92.0
10 91.6 92.2 92.7
20 92.1 92.2 92.8
Table 4: Improved tracking with future information. We
evaluate the tracking performance when delaying the data
association by different numbers Lfuture of frames. The re-
sults suggest that the additional implicit state information
extracted from future measurements improves the perfor-
mance of the model. This underlines that it is reasonable to
avoid hard data associations when gathering spatiotemporal
information.
Lfuture MOTA ↑ IDS (k) ↓ FP ↓ FN ↓
0 92.5 24.5 5 676
2 93.3 22.0 23 631
5 93.7 20.5 7 643
along with the detected bounding boxes. The results suggest
that the proposed framework generalizes to different fea-
ture modalities. Finally, we present an example of how our
method successfully tracks through an occlusion in Figure 5.
4.6.2 KITTI Tracking Benchmark
We evaluate the performance of our approach when tracking
cars in the camera images. To this end, we use the detec-
tions predicted by RRC [30]. The results, summarized in
Table 5 (b), suggest that, on this dataset, our method achieves
similar performance to the state of the art. Interestingly, our
method achieves even better performance when pre-trained
on the Waymo Open Dataset, leading to a 17% decrease in
IDS. These results confirm the benefits of methods such as
ours that leverage modern large-scale datasets. Note, how-
ever, that we do not use any image features nor 3D priors in
this experiment, which is in contrast to other methods, such
as BeyondPixel [35].
4.6.3 MOT17 Benchmark
As demonstrated in Section 4.5, our method is designed to
leverage large-scale datasets comprising hundreds or thou-
sands of scenes, which is in contrast to the MOT17 bench-
mark. The results on this dataset, shown in Table 5 (c), are
insightful nevertheless. First, the results suggest that learn-
ing an effective association model for the MOT17 bench-
mark dataset is challenging. One reason for this may be
that the camera view, the frame rate, and the image resolu-
tion vary substantially across sequences. It is further worth
pointing out that top-performing methods tend to rely on cer-
tain guided detections to achieve better performance on this
dataset, ranging from highly optimized detectors [3, 5] to
single object trackers [6, 55]. To obtain the most informative
evaluation, we therefore provide results for our method on
both the public detections provided by the dataset as well as
the private detections used by Tracktor [3].
5. Conclusion
We presented a novel approach to multi-object tracking
that leverages the exciting recent developments in attention
models in conjunction with the availability of modern large-
scale datasets. We proposed attention measurement encod-
ing to aggregate the rich spatiotemporal context observed
in modern datasets into a latent space representation. This
allows our model to avoid committing to any hard data asso-
ciations that may lead to unrecoverable states. We proposed
a mechanism to learn to explicitly reason about occlusions
based on the latent space representation. This allows our
model to track objects through occlusions while taking into
account the context of the scene. We conducted an extensive
experiments on the public benchmark datasets to evaluate the
Table 5: Performance on public benchmark datasets.
(a) Waymo Open Dataset.
Method MOTA ↑ IDF1 ↑ IDR ↑ IDP ↑ IDS (k) ↓ FP (k) ↓ FN (k) ↓
IOU 26.5 30.1 20.3 57.8 22.6 9.6 330.2
Center 28.7 25.7 21.1 32.6 107.5 33.7 204.1
Tracktor [17] 44.4 46.8 37.6 61.8 16.7 16.7 226.6
Learned Similarity 47.8 48.6 39.9 62.1 19.1 30.1 202.0
Ours w/o AE, Occ 48.3 49.8 41.0 63.6 15.6 34.0 200.9
Ours w/o AE 49.1 55.0 45.4 65.8 13.1 32.00 201.9
Ours 49.4 55.8 46.0 70.9 11.4 31.9 201.9
Ours w/ appearance 49.5 54.1 44.3 69.4 11.3 31.9 201.8
Ours w/ future info 49.6 56.5 46.6 71.7 10.8 29.1 201.7
(b) KITTI-Car Benchmark.
Method MOTA ↑ MOTP ↑ MT ↑ ML ↓ FP ↓ FN ↓ IDS ↓
mbodSSP [21] 72.7 78.8 48.8 8.7 1918 7360 114
CIWT [28] 75.4 79.4 49.9 10.3 954 7345 165
MDP [51] 76.6 82.1 52.2 13.4 606 7315 130
FAMNet [6] 77.1 79.4 49.9 10.3 954 7345 165
BeyondPixel [35] 84.2 85.7 73.2 2.8 705 4247 468
Ours 84.2 85.3 71.1 3.3 433 4531 490
Ours pre-trained on Waymo 84.3 85.3 70.3 3.5 406 4575 408
(c) MOT17 Benchmark.
Method
Guided
Detections MOTA ↑ IDF1 ↑ MT ↑ ML ↓ FP ↓ FN ↓ IDS ↓
DMAN [55] 3 48.2 55.7 19.3 38.3 26218 263608 2194
MOTDT [5] 3 50.9 52.7 17.5 35.7 24069 250768 2474
FAMNet [6] 3 52.0 48.7 17.5 33.4 14138 250768 2474
Tracktor++ [3] 3 53.5 52.3 19.5 36.6 12201 248047 2072
Ours 43.4 30.9 15.2 35.2 21600 285129 12843
Ours 3 55.9 44.3 24.2 28.9 19683 217926 11178
effectiveness of the proposed approach. The results suggest
that our approach performs favorably against or comparable
to several baseline methods as well as state-of-the-art meth-
ods. We further demonstrated that our method benefits from
large-scale datasets as it is able to learn complex dependen-
cies between tracks and detections from data. In future work,
we will explore approaches to training our tracking model
jointly with the detection model. Furthermore, we will inves-
tigate mechanisms to predict refined track estimates based
on the spatiotemporal dependencies encoded in the latent
space representation.
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A. Tracktor Setup on the Waymo Open
Dataset
Since Tracktor [3] only relies on a two-stage detector and
a few hyper-parameters, we performed a fair comparison
using a vanilla Faster R-CNN [31] with ResNet-101 [14]
as the backbone network. The model achieves 41.3% AP
(76.7% APL, 42.1% APM , 9.28% APS) on the vehicle class
on the Waymo Open Dataset [39]. To gather the detections
for tracking, we set the non-maximum suppression threshold
to be 0.6, and we discard all detections with score lower than
Measurement: 𝒙𝒊 = (𝒙𝟏, 𝒚𝟏,𝒙𝟐, 𝒚𝟐)
FC: 64 + ReLU
FC: 64
LayerNorm
Attention Measurement Encoding Layers
FC: 64 + ReLU
FC: 64 + tanh
Attention Association
𝑧+,
𝑧+-
𝑧+
Figure 6: Overall Network Architecture. We present the
end-to-end network architecture for a detection bounding
box. The measurement of a detection di is denoted as xi.
The embeddings before and after N attention measurement
encoding layers are denoted as z0i and z
N
i , respectively. Be-
fore the attention association, we apply two more layers to
obtain the final embedding zi.
0.5. We optimized the parameters of the Tracktor method on
the dataset and set σactive = 0.4, λactive = 0.6, and λnew =
0.3.
B. Network Architecture Details
We show the detailed network architecture of the pro-
posed method in Figure 6. For all the experiments pre-
sented in the paper except Ours w/ appearance in Table
5 of the paper, we only use the bounding box coordinates
(x1, y1, x2, y2) as the detection measurement values. Before
the attention measurement encoding layers, the measure-
ments are passed through two fully-connected layers and
LayerNorm [1]. After encoding with the spatiotemporal con-
text information, the embeddings are further passed through
two fully-conntected layers. However, the activation of the
final layer is tanh since we found it leads to a more stable
training process.
C. Experiments with Simulation Dataset
We create a simulated environment to evaluate the pro-
posed multi-object tracking method with different chal-
lenges that could be faced in MOT. In the simulation, we
put Np particles of the same size in the box with ran-
dom initial positions p = (px, py) ∼ U(0, 1) and veloci-
ties vi = (vx, vy) ∼ N(0, 0.1). In each time step, we com-
pute a new position of a particle as pt+1 = pt+vt. When the
center of a particle exceeds the boundary, it will bounce back
with reversed velocity (−vx, vy) or (vx,−vy). To obtain the
detection results, we add another random perturbation to the
Figure 7: Simulation Environment Illustration. To better
understand the challenges introduced by different noise and
group dynamic models, we create a simulation environment
and separately impose several types of challenges, including
measurement noise, mutual/environmental occlusions, and
group context. Left: The true state of the objects. Right:
Simulated detections affected by occlusions and position
noise.
groundtruth position d = p+ nd, nd ∼ N(0, 0.05), serving
as the input to tracker. Since we focus on learning the motion
and context modeling in this work, the appearance feature is
not considered in this setting. For each setting, we generate
1000 train sequences and 20 test sequences. Each sequence
contains 600 frames. We illustrate a sample image for both
generated GT and detections in Figure 7.
Basic Environment with Detection Noise. We first evalu-
ate the proposed method in the simplest setup, where there
is only displacement noise nd in the simulation. We further
apply a random force f = (fx, fy) ∼ N(0, 0.01) to the par-
ticles to simulate independent environmental forces. We re-
port the quantitative evaluation in Table 6 with Np = 5. We
first show the performance of a standard Kalman filter-based
tracker denoted as IOU tracker. Owing to the simplicity
of the dataset, the IOU tracker can already achieve 94.08%
MOTA. The Learned baseline performs slightly better than
the IOU tracker with 0.54% in MOTA. However, the number
of id switches is higher than that of the IOU tracker while
leading to fewer false negatives because a learned tracker
could still associate detections that have no overlap with
previous bounding boxes. We show the performance of the
proposed method in Table 6 with the ablation study of two
proposed components: AE represents attention measurement
encoding, and Occ represents the existence of the occlusion
state for attention association. All the variants of our method
achieve higher MOTA than the baselines, while the attention
measurement encoding improves the tracking performance
with a 5% reduction in the id switches with or without oc-
clusion reasoning. We note that the occlusion state does not
improve the tracking performance much since there is no
actual occlusion in this simplest setting.
Track with Occlusions. To simulate challenging cases in
multi-object tracking, we inject occlusion noise into the sim-
ulation. Specifically, we simulation two types of occlusions:
Method AE Occ MOTA IDS FP FN
IOU Tracker 94.08 1642 740 1168
Learned 94.62 1731 745 745
Ours
94.84 1669 732 732
3 94.96 1589 740 740
3 94.65 1671 736 736
3 3 95.07 1573 731 731
Table 6: Track with random force and measurement
noises. We show the comparisons between the baseline
methods and the proposed method on the synthetic dataset
with radom forces and measurement noises. The results
show that the proposed method can better understand the
motion model of the particles with attention measuremetn
encoding.
Method AE Occ MOTA IDS FP FN
IOU tracker 75.59 2321 417 11907
Learned 91.59 1962 511 2563
Ours
91.82 1818 518 2558
3 91.90 1793 507 2550
3 91.86 1800 515 2556
3 3 91.95 1752 511 2550
Table 7: Track with Occlusions. We evaluate the proposed
method on the synthetic dataset with simulated occlusions:
mutual and environmental occlusion. The results show that
the explicit occlusion reasoning (Occ) is able to reason about
occlusion explicitly and recover the track when detection
shows up again.
mutual occlusions and environmental occlusions. To sim-
ulate mutual occlusions, we assign a random depth value
to each particle. When the IOU between two particles is
higher than 0.3, we remove the detection of the particle with
larger depth value. For environmental occlusion, we simu-
late an occlusion block with random position and size in each
sequence. Every particle that has overlap will be marked
missed in the detections.
We apply the baseline methods and our approach to this
synthetic occlusion dataset and show the comparisons in
Table 7. With synthesized occlusion, the performance of
IOU tracker drops drastically compared to Table 6 because
it is not able track the particles correctly after occlusion,
resulting many false negatives and id switches. Learned
trackers, however, suffer less from the additional occlusion
noise. With the proposed method, the attention measurement
encoding, comparing to occlusion-free environment, still
bring improvement with 2.5% drop of id switches. On the
other hand, the explicit reasoning of occlusion state improve
the id switches by 2.7% since there is systematic occlusion
Np = 5 Np = 10
Method AE Occ MOTA IDS FP FN MOTA IDS FP FN
IOU tracker 94.7 2809 113 234 86.6 14.6k 568 871
Learned 95.2 2634 123 123 88.0 12.6k 257 257
Ours
95.3 2606 116 116 87.5 13.8k 605 605
3 97.9 1130 66 66 93.4 7.1k 446 446
3 95.3 2605 114 114 87.3 14.1k 597 597
3 3 97.7 1204 74 74 93.3 7.1k 449 449
Table 8: Track with Social Forces. We evaluate the proposed method on the synthetic dataset with social forces. The results
demonstrate that the proposed attention measurement encoding (AE) could leverage the context information from other
particles to better track the targets.
noise introduced.
Track with Social Forces. Finally, to demonstrate the ef-
fectiveness of the proposed attention measurement encoding
to learn from spatiotemporal context information, we apply
social forces [15] to the particles by considering the repulsive
effects between the particles, where they try to not collide
with each other. Note that there is no occlusion simulation.
Specifically, let pi be the position of a particle i, the repulsive
social forces for the specific particle i can be formulated as
fi =
∑
j
F0e
− ||pi−pj ||R · ∇(pi − pj), (5)
where j denote the index of all the other particles in the
scene, F0 denotes the base force magnitude,R denotes the
tolerance radius, and ∇(pi − pj) denotes the unit vector
from j to i. By simulating the simple social force model,
the particles movements are now depending on each other,
and therefore the state of the other particles would be an
important information for reliably tracking a particle.
We show the comparisons in Table 8 with both Np = 5
and NP = 10 settings to illustrate how the trackers per-
forms in different densities. Without any occlusions, the
IOU tracker performs reasonably well. However, id switches
occur when particles interact with each other and change
their motion drastically because of that. Similar results are
shown in both the Learned baseline and our methods baseline
since it is difficult to track the objects without the context
information. However, with the proposed attention mea-
surement encoding, the MOTA is improved by 2.4% with
Np = 5 and 5.9% with Np = 10, and the number of id
switches are greatly reduced. This is because the tracker is
able to reason about the interaction between particles and
associate the particles with better state estimation.
