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Introduccio´n
Antecedentes histo´ricos
El problema de calcular la suma de la serie
ζ (s) =
∑
n≥1
1
ns
= 1 +
1
2s
+
1
3s
+ · · · , (1)
para s ≥ 2, entero, habı´a atraı´do la atencio´n de varios matema´ticos desde el siglo XVII. Ası´, a
comienzos del siglo XVIII las series infinitas pasan a ser uno de los temas estrellas dentro del universo
matema´tico de la e´poca. El estudio sobre si convergı´an hacia un nu´mero o si se hacı´an cada vez ma´s
grandes serı´a uno de los retos de cualquier matema´tico de aquel entonces. Actualmente la serie (1)
es conocida bajo el nombre de funcio´n zeta de Riemann [28, 31, 39, 70], quien la extendio´ al campo
complejo, mostrando, y previendo, muchas de sus interesantes propiedades.
Euler en 1735 anuncio´ que habı´a encontrado el elegante e inesperado resultado ζ (2) = pi2/6,
dando solucio´n ası´ al llamado Problema de Basilea [40], que sin lugar a dudas le abrio´ las puertas
para ingresar a la e´lite matema´tica de su e´poca. Dicho triunfo estimulo´ formidablemente a Euler, de
forma tal, que en 1750 llego´ a reportar el resultado general [24]
ζ (2k) = (−1)k−1 (2pi)
2k B2k
2 (2k)!
, k = 1, 2, . . . ,
donde los B2k son los llamados nu´meros de Bernoulli [1, 27].
Desafortunadamente Euler no obtuvo nada acerca de los casos impares, todos sus intentos por
evaluar ζ (2k + 1), k ∈ N, fueron fallidos. Hasta la fecha, el cara´cter aritme´tico de estos nu´meros
(exceptuando ζ (3)); es decir, si son racionales o irracionales, sigue siendo un problema abierto dentro
de la comunidad matema´tica.
Despue´s de los estudios iniciados por Euler, nada se supo sobre la naturaleza aritme´tica de ζ (2k + 1)
para k ∈ N, hasta que Roger Ape´ry, en el an˜o 1979, sorprendio´ a la comunidad matema´tica con una
demostracio´n de la irracionalidad de ζ (3) [2]. De ahı´ el conocido teorema de Ape´ry, ζ (3) /∈ Q.
E´l so´lo brindo´ una breve descripcio´n de su impresionante demostracio´n, cuyos resultados se pueden
encontrar de forma detallada en [2, 26, 71, 91]. Como reconocimiento a este resultado, la constante
ζ (3), se denomina actualmente, constante de Ape´ry.
El me´todo de obtencio´n de los aproximantes, aunque ingenioso, no hacı´a, sin embargo, uso alguno
de resultados que no hubieran sido conocidos por los matema´ticos del siglo XVIII. ¡Una demostracio´n
que se le habı´a escapado al gran Euler! Una excelente exposicio´n puede encontrarse en Vander Poorten
13
[91], quien dio una conferencia sobre la demostracio´n de Ape´ry en el congreso internacional celebrado
ese mismo an˜o en Helsinki.
A partir de la demostracio´n de la irracionalidad de ζ (3) dada por Ape´ry, se organizaron mu´ltiples
seminarios en los que se pretendı´a entender dicha demostracio´n, con la finalidad de responder a las
interrogantes acerca de las propiedades aritme´ticas de la funcio´n zeta de Riemann en enteros impares.
No obstante, hasta la fecha no se sabe siquiera si ζ (5) es irracional o no; algunos de los pocos resul-
tados relacionados con dicho nu´mero se pueden encontrar en [75, 77, 87, 93, 94, 96]. Sin embargo, el
resultado de Ape´ry inspiro´ a varios autores [11, 13, 15, 18, 20, 57, 66, 68, 82, 83, 97] a construir dife-
rentes me´todos para explicar la irracionalidad de ζ (3). Sorprendentemente, estos me´todos conducen
a la misma sucesio´n de aproximantes racionales de la clase de Ape´ry. En [11] se muestra que todos
estos me´todos coinciden, teniendo como origen comu´n, un problema de aproximacio´n simulta´nea. A
este hecho se le denomina “feno´meno de Ape´ry”.
Uno de ellos, se basa en una integral doble que involucra los polinomios de Legendre, la cual fue
considerada por Beukers [11, 18, 19, 58]
r(0,0)n = q
(0,0)
n ζ (3)− p(0,0)n = −
∫ 1
0
∫ 1
0
log xy
1− xyLn (x)Ln (y) dxdy (2)
=
∫ 1
0
∫ 1
0
∫ 1
0
(xyz (1− x) (1− y) (1− z))n
(1− (1− xy) z)n+1 dxdydz,
donde
q(0,0)n =
n∑
k=0
(
n+ k
k
)2(
n
k
)2
, y p(0,0)n =
n∑
k=0
(
n+ k
k
)2(
n
k
)2
γn,k, (3)
γn,k =
n∑
j=1
1
j3
+
k∑
j=1
(−1)j−1
2j3
(
n+ j
j
)−1(
n
j
)−1
,
son los aproximantes racionales de Ape´ry, y
Ln (z) =
1
n!
dn
dzn
zn (1− z)n =
n∑
k=0
l
(n)
k z
k, l
(n)
k = (−1)k
(
n+ k
k
)(
n
k
)
,
denotan los polinomios de Legendre, ortogonales con respecto a la medida de Lebesgue en (0, 1). Por
otra parte, Beukers demostro´ de una manera sencilla que r(0,0)n = O
((√
2− 1)4n), lo cua´l le per-
mitio´ dar una nueva demostracio´n de la irracionalidad de ζ (3). Es de vital importancia destacar, que
para ciertas modificaciones de la integral de Beukers (2), se ha mejorado la medida de irracionalidad
[44, 72] dada por Ape´ry [2, 91, 92].
De una manera similar a [37], Beukers [20] considero´ un problema de aproximacio´n racional en
un intento por formular de un modo ma´s natural la demostracio´n de Ape´ry. Para ello introdujo la
funcio´n racional
Rn (z) =
(n− z + 1)2n
(−z)2n+1
, (4)
donde (t)n = t (t+ 1) · · · (t+ n− 1) denota el sı´mbolo de Pochhammer [38], a partir de la cual
mediante el ca´lculo de su desarrollo en fracciones simples, dedujo de forma directa los aproximantes
racionales de Ape´ry (3).
Sorokin en [82, 89], obtuvo los aproximantes racionales de Ape´ry (3) del mismo modo que Beu-
kers, considerando el problema de aproximacio´n racional
An (z) f1 (z) +Bn (z) f2 (z)− Cn (z) = O
(
z−n−1
)
,
An (z) f2 (z) + 2Bn (z) f3 (z)−Dn (z) = O
(
z−n−1
)
,
donde An (z) y Bn (z) son polinomios de grado exactamente n y
f1 (z) =
∫ 1
0
dx
z − x, f2 (z) = −
∫ 1
0
log x
z − xdx, f3 (z) =
1
2
∫ 1
0
log2 x
z − xdx.
De este modo, demostro´ que la solucio´n de este problema viene dada por las relaciones de ortogona-
lidad ∫ 1
0
(An (x)−Bn (x) log x)xkdx = 0,
k = 0, . . . , n− 1,∫ 1
0
((An (x)−Bn (x) log x) log x)xkdx = 0,
junto con la condicio´n An (1) = 0. Luego, usando la convolucio´n de Mellin [88, 89, 90] como un
ingrediente crucial, consiguio´ lo siguiente
r(0,0)n =
∫ 1
0
(An (x)−Bn (x) log x) log x
1− x dx
= −
∫ 1
0
∫ 1
0
log xy
1− xyLn (x)Ln (y) dxdy,
lo cual implica la irracionalidad de ζ (3) de acuerdo con la estimacio´n de Beukers dada en (2), ve´ase
[18].
Otra de las principales aportaciones que han sido desarrolladas para explicar la irracionalidad de
ζ (3), fue propuesta por Nesterenko, quien en 1996 inspirado en la obra de Gutnik [37] considero´ la
siguiente modificacio´n de la funcio´n racional (4) de Beukers
Rn (z) =
(1− z)2n
(z)2n+1
, (5)
y de esta manera demostro´ que la sucesio´n residuo dada en (2) se podı´a escribir de la siguiente forma
r(0,0)n = −
∑
k≥1
∂
∂k
(
(1− k)2n
(k)2n+1
)
=
1
2pii
∫
L
(1− ν)2n
(ν)2n+1
( pi
sinpiν
)2
dν,
donde L es la lı´nea vertical Re z = C, 0 < C < n+ 1, orientada de arriba hacia abajo.
De hecho, e´l aplico´ a esta integral, el conocido me´todo de Laplace, del que se dara´ una breve des-
cripcio´n en el capı´tulo preliminar, lo cual le permitio´ llegar al mismo comportamiento de la sucesio´n
residuo (2) encontrado por Beukers.
Luego, en el an˜o 2009, Nesterenko publico´ una nueva demostracio´n de la irracionalidad de ζ (3)
[59], demostrando para l3nBn, l3nDn ∈ Z, lo siguiente
(−1)n l3n
∑
k≥1
∂
∂k
k−2 [(n−1)/2]∏
j=1
k − j
k + j
[n/2]∏
j=1
k − j
k + j
 = (−1)n−1 l3n (2Bnζ (3)−Dn) < (4/5)n ,
donde
Bn =
[(n−1)/2]∑
k=0
bk y Dn =
[n/2]∑
k=1
(
2bkH
3
k + akH
2
k
)
,
con
bk = (−1)n−1
([
n−1
2
]
+ k
k
)([
n
2
]
+ k
k
)([
n−1
2
]
k
)([
n
2
]
k
)
,
ak = bk
2
k
+
[(n−1)/2]∑
j=0
(
1
k − j −
1
k + j
)
+
[n/2]∑
j=0
(
1
k − j −
1
k + j
) ,
lo cual prueba evidentemente el teorema de Ape´ry. Aquı´, ln denota el mı´nimo comu´n mu´ltiplo de
{1, 2, . . . , n} y H(r)k el k-e´simo nu´mero harmo´nico de orden r (H(1)k = Hk y H0 = 0) [27].
Se conoce adema´s, que de los pocos resultados desarrollados para ζ (4), se encuentran los aporta-
dos por Zudilin en [100, 101], donde basado en la serie de tipo hipergeome´trica
rn,z =
(−1)n+1
6
∑
k≥1
∂
∂k
(
(1− k)2n (k + n+ 1)2n (2k + n)
(k)4n+1
)
= qn,zζ (4)− pn,z (6)
= O
((
3− 2
√
3
)3n)
,
dedujo la relacio´n de recurrencia [103]
(n+ 1)5 yn+1 − 3 (2n+ 1)
(
3n2 + 3n+ 1
) (
15n2 + 15n+ 4
)
yn
− 3n3 (9n2 − 1) yn−1 = 0, n ≥ 1,
donde los aproximantes racionales involucrados en (6), la satisfacen con condiciones iniciales
q0,z = 1, q1,z = 12, p0,z = 0, p1,z = 13,
y a partir de la misma obtuvo el desarrollo en fraciones continuas,
ζ (4) =
13 |
| Pz (0) +
17 · 2 · 3 · 4 |
| Pz (1) +
27 · 5 · 6 · 7 |
| Pz (2) + · · ·
+
n7 (3n− 1) (3n) (3n+ 1) |
| Pz (n) + · · · ,
siendo Pz (n) = 3 (2n+ 1) (3n2 + 3n+ 1) (15n2 + 15n+ 4).
Otros resultados relevantes, relacionados con las propiedades aritme´ticas de la funcio´n zeta de
Riemann en argumentos pares o impares, sera´n descritos en algunos de los capı´tulos de esta tesis,
segu´n corresponda al desarrollo seguido en el mismo.
Estructura de la tesis
Para una eficiente estructuracio´n y comprensio´n de los resultados de esta tesis doctoral, la misma
se ha dividido en 4 capı´tulos, adema´s de la presente introduccio´n y una bibliografı´a final comu´n para
todos los capı´tulos. En los capı´tulos 2, 3 y 4, compuestos a su vez de secciones y subsecciones, se ha
incluido una breve introduccio´n, a modo de resumen, de su contenido y desarrollo ası´ como una u´ltima
seccio´n donde se detallan los resultados alcanzados en los mismos. A continuacio´n se enunciara´, de
manera descriptiva, los contenidos y principales resultados de cada uno de los capı´tulos.
El primer capı´tulo de esta tesis, se recogen aquellos conceptos ba´sicos, que son importantes para
el buen desarrollo de los capı´tulos que le siguen a continuacio´n. El mismo se divide en 4 secciones.
En la primera seccio´n se brinda un breve resumen del problema de Riemann-Hilbert, tanto escalar
como matricial. En la segunda, se enuncian algunos conceptos y definiciones, correspondientes a las
relaciones de recurrencia y fracciones continuas irregulares. En la tercera se da una breve descripcio´n
del conocido Me´todo de Laplace, y por u´ltimo, en la cuarta seccio´n, se detallan las aproximaciones
simulta´neas de Hermite-Pade´.
En el segundo capı´tulo, se presenta una nueva sucesio´n de aproximantes racionales a ζ (3) que
prueba el teorema de Ape´ry. Para ello, en la primera seccio´n, se desarrolla como ingrediente clave
un problema de Riemann-Hilbert, que luego da lugar en la pro´xima seccio´n, a reformular, a partir
de cada una de las entradas de la matriz de Riemann-Hilbert, un problema de aproximacio´n racional
simulta´nea. Como resultado de ello, en la tercera seccio´n, se describen de forma explı´cita dichos
aproximantes. Para concluir, en la cuarta seccio´n, se calcula el ana´logo del determinante wronskiano
(usualmente conocido como determinante de Casorati) vinculado a dichos aproximantes racionales,
a partir del cual, se deduce de una manera directa, la relacio´n de recurrencia correspondiente a estos
aproximantes racionales, ası´ como un nuevo desarrollo en fracciones continuas para ζ (3) [13].
En el tercer capı´tulo, se exponen en la primera seccio´n, infinitos aproximantes racionales que de-
penden de ciertos para´metros, y que prueban la irracionalidad de ζ (3) [12]. En la segunda seccio´n, se
logra vincular cada uno de estos aproximantes racionales con un problema de aproximacio´n racional
simulta´nea cerca del infinito. De esta manera, siguiendo la misma estrategia del capı´tulo anterior, se
llega a deducir una relacio´n de recurrencia, ası´ como un nuevo desarrollo en fracciones continuas
para ζ (3). Las u´ltimas dos secciones de este capı´tulo, esta´n dedicadas al estudio de ciertas funciones
racionales, deducidas a partir de un problema de aproximacio´n racional simulta´nea, de las cuales se
infieren nuevos aproximantes racionales a ζ (4) y sus correspondientes relaciones de recurrencia, las
que permiten obtener de forma directa, nuevos desarrollos en fracciones continuas para ζ (4) [14].
En el cuarto y u´ltimo capı´tulo, se plantea un problema de aproximacio´n racional simulta´nea cerca
del infinito, a partir del cual, se consiguen excelentes aproximantes racionales, a los valores de la
funcio´n zeta de Riemann en argumentos enteros, tanto pares como impares. Adema´s, se concluye el
capı´tulo, con ejemplos nume´ricos que evidencian la efectividad de dichos aproximantes [15].
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Capı´tulo 1
Preliminares
1.1. Problema de Riemann-Hilbert
El problema de Riemman-Hilbert constituye una importante herramienta dentro de la teorı´a de
funciones analı´ticas, poseyendo una fuerte conexio´n con problemas de aplicacio´n fı´sica como la elas-
ticidad y la hidrodina´mica [56]. Ba´sicamente, esta teorı´a tiene como objetivo central encontrar una
funcio´n que sea analı´tica en una determinada regio´n, teniendo en cuenta ciertas relaciones de salto
entre sus valores lı´mites sobre los puntos de un contorno dado. Tal problema fue mencionado por Rie-
mann en su ce´lebre disertacio´n, ma´s fue estudiado primeramente por Hilbert, de ahı´ la terminologı´a,
problema de Riemann-Hilbert.
Los problemas de frontera o de Riemann-Hilbert para funciones analı´ticas han resultado ser una
herramienta fundamental en la teorı´a de ecuaciones diferenciales, tanto ordinarias como parciales,
estando en la base de te´cnicas tan fundamentales como el scattering inverso y otros. A partir de los
trabajos de Fokas, Its y Kitaev en los an˜os 90 [32], estos me´todos han empezado a jugar un papel
preponderante en la teorı´a de polinomios ortogonales. A continuacio´n se dara´ un breve resumen de
algunas te´cnicas del problema de Riemann-Hilbert y del papel de puente que las mismas juegan entre
la teorı´a moderna de funciones especiales, polinomios ortogonales y teorı´a analı´tica de nu´meros.
Teorema (Liouville) 1.1.1. Si f es una funcio´n entera y
f (z) = O (zn) , cuando n→∞,
entonces f es un polinomio de grado≤ n, es decir, f ∈ Pn, siendo Pn es el subespacio n-dimensional
del espacio lineal de los polinomios con coeficientes complejos P.
Teorema (Morera) 1.1.1. Si f es una funcio´n continua en el dominio Ω y se verifica∮
γ
f (t) dt = 0,
para todo contorno cerrado γ en Ω, entonces f es una funcio´n analı´tica en Ω.
1.1.1. Problema escalar de Riemann-Hilbert
Supo´ngase que γ es una curva o contorno (o unio´n de los mismos) en el plano complejo C;
buscando simplicidad y en aras de una visio´n global del problema, se ha de imponer en lo sucesivo
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tantas hipo´tesis sobre los objetos con que se operara´, como sean necesarias. En particular, conside´rese
γ suave a trozos, denotando por γ0 el conjunto de sus puntos regulares, es decir, aquellos que no sean
extremos de un arco o puntos de interseccio´n. Si se fija una orientacio´n arbitraria de γ, entonces dada
una funcio´n f analı´tica en C\γ, se denotara´ en adelante por f+ y f− los valores de frontera de f por
la izquierda y por la derecha en γ, respectivamente, si estos existen.
f+ (t) = l´ım
z→t
z pertenece al lado +
f (z) y f− (t) = l´ım
z→t
z pertenece al lado -
f (z) .
Si sobre γ se tiene definida una funcio´n compleja v, entonces su integral tipo Cauchy es
C (v) (z) def= 1
2pii
∮
γ
v (t)
t− zdt, z ∈ C\γ. (1.1)
Si v es Ho¨lder a trozos entonces C (v) es una funcio´n analı´tica en C\γ, que posee valores de frontera
continuos en γ0. Uno de los teoremas fundamentales en la teorı´a de valores de frontera para funciones
analı´ticas es el de Sokhotsky-Plemelj [3] que afirma
Teorema 1.1.1. Sea v una funcio´n definida sobre γ. Si v es Ho¨lder-continua
|v (x)− v (y)| ≤ K |x− y|α , α > 0,
entonces (1.1) define una funcio´n analı´tica en C\γ, y
f+ (t)− f− (t) = v (t) , t ∈ γ0.
O sea, se puede recuperar el valor del integrando en (1.1) como el salto aditivo de la integral tipo
Cauchy a trave´s de γ. En otras palabras, si dados γ y v como se definen en el teorema anterior, se
desea encontrar una funcio´n f que sea holomorfa en C\γ y cuyos valores de frontera satisfagan la
siguiente condicio´n de salto aditivo,
f+ (t) = f− (t) + v (t) , t ∈ γ0,
entonces una posible solucio´n es C (v). Obviamente, la solucio´n no es u´nica: C (v) + g, donde g es
entera, tiene el mismo salto a trave´s de γ. Para lograr la unicidad se deben imponer algunas condi-
ciones adicionales sobre f , tales como que f (∞) = 0, y describir su comportamiento en los puntos
irregulares γ\γ0.
Un problema de salto multiplicativo o de Riemann-Hilbert homoge´neo es el de encontrar una
funcio´n f que sea holomorfa en C\γ, cuyos valores de frontera satisfagan
f+ (t) = f− (t) v (t) , t ∈ γ0,
unido a la condicio´n asinto´tica
f (z) = 1 +O (1/z) , z →∞.
En determinadas ocasiones, por ejemplo, si γ es un contorno de Jordan y v es real y positiva sobre el
mismo, el problema multiplicativo se puede reducir al aditivo tomando logaritmos
(log f)+ (t) = (log f)+ (t) + log v (t) , t ∈ γ0,
log f (z) = O (1/z) , z →∞,
siendo una posible solucio´n
f (z) = exp
(
1
2pii
∮
γ
log v (t)
t− z dt
)
, z ∈ C\γ.
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1.1.2. Problema matricial de Riemann-Hilbert
El problema de Riemann-Hilbert [30, 48, 50, 85] para polinomios ortogonales [16, 29, 53], fue
introducido por Fokas, Its y Kitaev en [32]. Lo cierto es, que la situacio´n anterior se complica, si en
vez de considerar funciones escalares se considera el caso matricial. Para una funcio´n peso w (x),
conside´rese el problema de encontrar una funcio´n Y : C\R→ C2×2 que satisfaga:
I. Y es analı´tica (lo cual significa que toda entrada Yij es una funcio´n ana´litica en C\R).
II. Y tiene valores fronteras para x ∈ R, denotados mediante Y± (x), y
Y+ (x) = Y− (x)
(
1 w (x)
0 1
)
.
III.
Y (z) = (I +O (1/z))
(
zn 0
0 z−n
)
, z →∞.
Teorema 1.1.2. La u´nica solucio´n del problema de Riemann-Hilbert I,II y III viene dada mediante
(ve´ase [48])
Y (z) =
 γ
−1
n pn (z)
γ−1n
2pii
∮ ∞
−∞
pn (t)w (t)
t− z dt
−2piiγn−1pn−1 (z) −γn−1
∮ ∞
−∞
pn−1 (t)w (t)
t− z dt
 ,
donde pn (t) son polinomios ortonormales con respecto a w (x) y γn el coeficiente principal de estos
polinomios (ve´ase [53]).
1.2. Relaciones de recurrencia y fracciones continuas irregulares
Para k ∈ N, conside´rese la siguiente relacio´n de recurrencia de orden k con coeficientes variables
un = αn,1un−1 + . . .+ αn,kun−k, n = 1, 2, . . . , (1.2)
para la cual los coeficientes tienen lı´mite
l´ım
n→∞
αn,i = αi, i = 1, 2, . . . , k. (1.3)
Entonces, al polinomio
λk − α1λk−1 − . . .− ak =
k∏
i=1
(λ− λi) , (1.4)
se le denomina, polinomio caracterı´stico de la relacio´n de recurrencia (1.2). Adema´s, la relacio´n de
recurrencia (1.2) se dice que es no-degenerada si αn,i 6= 0 para n ∈ N.
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Teorema 1.2.1. (Teorema de Perron) Supo´ngase que para la relacio´n de recurrencia no-degenerada
(1.2), se verifica la condicio´n (1.3), y todos los ceros del polinomio caracterı´stico esta´n ordenados en
mo´dulo |λ1| < · · · < |λk|. Entonces para cada cero λ del polinomio caracterı´stico (1.4) existe una
solucio´n (un)n≥1−k de (1.2) tal que (ve´ase [62, 63])
l´ım
n→∞
un+1
un
= λ.
No´tese que, la solucio´n general (un)n≥1−k puede ser expresada como una combinacio´n lineal de
las k-soluciones linealmente independientes (un,i)n≥1−k de (1.2) tal que
l´ım
n→∞
un+1,i
un,i
= λi, i = 1, 2, . . . , k.
Teorema 1.2.2. Sean (pn)n≥−1 y (qn)n≥−1 dos sucesiones de nu´meros, tales que q−1 = 0, p−1 = q0 =
1 y pnqn−1 − pn−1qn 6= 0 para n = 0, 1, 2, . . .. Entonces existe una u´nica fraccio´n continua irregular
a0 +
b1 |
| a1 +
b2 |
| a2 +
b3 |
| a3 + · · ·+
bn |
| an + · · · , (1.5)
cuyo n-e´simo numerador es pn y cuyo n-e´simo denominador es qn, para cada n ≥ 0. Ma´s precisa-
mente (ve´ase [45, pa´g. 20] y [25, pa´g. 43])
a0 = p0, a1 = q1, b1 = p1 − p0q1,
an =
pnqn−2 − pn−2qn
pn−1qn−2 − pn−2qn−1 , bn =
pn−1qn − pnqn−1
pn−1qn−2 − pn−2qn−1 , n = 2, 3, . . .
Teorema 1.2.3. Dos fracciones continuas irregulares
a0 +
b1 |
| a1 +
b2 |
| a2 +
b3 |
| a3 + · · ·+
bn |
| an + · · · , a
′
0 +
b′1 |
| a′1
+
b′2 |
| a′2
+
b′3 |
| a′3
+ · · ·+ b
′
n |
| a′n
+ · · · ,
son equivalentes, si y so´lo si existe una sucesio´n de nu´meros (cn)n≥0 distinta de cero, con c0 = 1 de
manera que (ve´ase [45, pa´g. 31] y [25, pa´g. 44])
a′n = cnan, n = 0, 1, 2, . . . , b
′
n = cncn−1bn, n = 1, 2, . . . (1.6)
1.3. Me´todo de Laplace
En esta seccio´n, se dara´ una breve descripcio´n del conocido e importante me´todo de Laplace
[54, 54]. Este me´todo se aplica a integrales de contorno de la forma
F (z) =
∫
C
g (ω) ezf(ω)dω,
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donde C es un camino en el plano complejo y las funciones f y g son lo suficientemente suaves
o analı´ticas. Los puntos de silla y los valores extremos del integrando, son los puntos en los que
Re f ′ (ω) se anula. Estos puntos pueden dar las principales contribuciones al comportamiento asinto´ti-
co de la funcio´n F (z) cuando z →∞. Este me´todo ofrece la siguiente representacio´n asinto´tica∫
C
g (ω) ezf(ω)dω ∼ g (z0) ezf(z0)
√
2pi
z |f ′′ (z0)|e
iϕn , cuando z →∞,
donde z0 es un punto de silla o un valor extremo de Re f (ω), adema´s
ϕn =
pi − θ
2
+ npi, (n = 0, 1) ,
θ = arg f
′′
(z0) .
1.4. Aproximaciones simulta´neas de Pade´
Este concepto data del siglo pasado y se le conoce como aproximaciones de Hermite-Pade´. Con-
side´rese r funciones (f1, f2, . . . , fr) de la forma
fj (z) =
∫ ∞
−∞
dµj (x)
z − x , j = 1, . . . , r, z /∈ R,
con un desarrollo formal cerca del infinito
fj (z) =
∑
k≥0
ck,j
zk+1
, j = 1, . . . , r.
Dado un multi-ı´ndice ~n = (n1, n2, . . . , nr) ∈ Nr con longitud |~n| = n1 + n2 + · · · + nr y con los
nj ∈ N, se distinguira´n dos tipos de aproximaciones diferentes
1. Aproximacio´n Hermite-Pade´ de tipo I: El objetivo es encontrar polinomios (A~n,1, . . . , A~n,r),
donde A~n,j es de grado ≤ nj − 1 y un polinomio B~n tal que
r∑
j=1
A~n,j (z) fj (z)−B~n (z) = O
(
1
z|~n|
)
, z →∞.
Para este tipo de aproximacio´n, los polinomios A~n,j con 1 ≤ j ≤ r, pueden ser determinados
mediante el sistema de ecuaciones lineales homoge´neas, con |~n| coeficientes inco´gnitas y |~n|−1
ecuaciones lineales
r∑
j=1
∫ ∞
−∞
xνA~n,j (x) dµj (x) = 0, ν = 0, 1, . . . , |~n| − 2,
donde el polinomio B~n viene dado por
B~n (z) =
r∑
j=1
∫ ∞
−∞
A~n,j (z)− A~n,j (x)
z − x dµj (x) ,
24 Capı´tulo 1. Preliminares
siendo el error de aproximacio´n
r∑
j=1
A~n,j (z) fj (z)−B~n (z) =
r∑
j=1
∫ ∞
−∞
A~n,j (x)
z − x dµj (x) .
2. Aproximacio´n Hermite-Pade´ de tipo II: El objetivo es hallar un polinomio P~n de grado ≤ |~n|,
y r polinomios Q~n,1, . . . , Q~n,r tales que
P~n (z) fj (z)−Q~n,j (z) = O
(
1
znj+1
)
, z →∞.
El denominador comu´n P~n puede ser determinado mediante el sistema de ecuaciones lineales
homoge´neas, con a lo sumo |~n|+ 1 coeficientes inco´gnitas y |~n| ecuaciones lineales∫ ∞
−∞
xνP~n (x) dµj (x) = 0, ν = 0, 1, . . . , nj − 1, j = 1, . . . , r,
donde los numeradores vienen dados por
Q~n,j (z) =
∫ ∞
−∞
P~n (z)− P~n (x)
z − x dµj (x) , j = 1, . . . , r,
siendo el error de aproximacio´n
P~n (z) fj (z)−Q~n,j (z) =
∫ ∞
−∞
P~n (x)
z − x dµj (x) , j = 1, . . . , r.
Una nocio´n importante en las aproximaciones de Hermite-Pade´ es la normalidad [82].
Definicio´n 1.4.1. Un multi-ı´ndice ~n = (n1, n2, . . . , nr) ∈ Nr, ~n 6= 0 se dice normal para un problema
de aproximacio´n si se obtienen polinomios con el mayor grado posible esperado.
Nota 1.4.1. En el caso que todos los polinomios sean normales se tiene la unicidad para el problema.
Ası´, en el caso Pade´, si todos los ı´ndices de la aproximacio´n son normales [82], entonces la tabla
de Pade´ no contiene bloques, es decir, las secciones de la tabla de Pade´ contienen las mismas fun-
ciones racionales como aproximacio´n. La normalidad tambie´n es importante en las aproximaciones
de Hermite-Pade´. Un multi-ı´ndice es normal para la aproximacio´n de tipo I si el grado de cada A~n,j
es nj − 1. De la misma forma ~n es normal en la aproximacio´n de tipo II si el grado de Q~n,j es |~n|.
Existe un tipo de funciones particularmente importantes para este tipo de aproximaciones; estas son
las funciones de Markov, puesto que todos sus ı´ndices son normales.
Para el estudio de la irracionalidad de ζ (3), en la secciones 2.2 y 3.2 se hace uso de un problema
mixto de tipo I y tipo II. Por lo que, en la siguiente afirmacio´n, se muestra de manera precisa co´mo
probar la irracionalidad de un nu´mero real.
Lema 1.4.1. Sea x un nu´mero real. Si existen enteros pn y qn tales que
i) qnx− pn 6= 0 para todo n ∈ N,
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ii) l´ım
n→∞
(qnx− pn) = 0,
entonces x es irracional.
Demostracio´n
En efecto, supo´ngase que x es racional, entonces x = p/q para ciertos enteros p, q, y
qnx− pn = pqn − qpn
q
.
Puesto que pqn− qpn es un entero no nulo, aplicando la suposicio´n i) se deduce que |pqn− qpn| ≥ 1.
De esta manera se verifica
|qnx− pn| ≥ 1 ≥ 1|q| .
Lo cual contradice la suposicio´n dos, ası´ dicha contradiccio´n prueba la irracionalidad del nu´mero
x.
Lema 1.4.2. Sea ln el mı´nimo comu´n mu´ltiplo de {1, 2, . . . , n}. Entonces
l´ım
n→∞
sup n
√
ln ≤ e. (1.7)
Demostracio´n
En efecto, como es conocido, el mı´nimo comu´n mu´ltiplo de {1, 2, . . . , n} viene dado por ln =
ps11 p
s2
2 · · · pspi(n)pi(n) , donde pj , 1 ≤ j ≤ spi(n) son los nu´meros primos, pi (n) es el nu´mero de primos
menores o iguales que n, y sj es el mayor exponente de pj en la factorizacio´n de cada nu´mero m ≤ n.
En particular, esto significa que psjj ≤ n, de modo que ln ≤ npi(n) y ası´ se tiene
n
√
ln ≤ n
√
npi(n) = epi(n)/n lnn.
Debido al siguiente comportamiento asinto´tico
l´ım
n→∞
pi (n)
n/ lnn
= 1,
se consigue la desigualdad deseada (1.7).
No´tese adema´s, que usando una cota inferior ln ≥ ps11 ps22 · · · pspi(n)pi(n) y el Teorema de los nu´meros
primos en la forma
l´ım
n→∞
pn
n lnn
= 1,
se puede probar tambie´n que l´ım
n→∞
ı´nf n
√
ln ≥ e. Por consiguiente, se llega al siguiente resultado
l´ım
n→∞
n
√
ln = e. (1.8)
Cualquiera sea la forma (1.7) o´ (1.8), ambas son u´tiles para probar la irracionalidad de ζ (3).
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Capı´tulo 2
Nuevos aproximantes racionales a ζ(3)
En este capı´tulo se obtendra´n nuevos aproximantes racionales a ζ (3) distintos a los dados por
Ape´ry en [91], los cuales igualmente prueban la irracionalidad de dicho nu´mero. Como se ha visto
antes, Ape´ry fue el primero en dar una demostracio´n formal de la irracionalidad de ζ (3), dicha prueba
tenı´a como ingrediente fundamental la siguiente relacio´n de recurrencia (ve´ase [2, 8, 21, 46, 47, 86,
91, 100, 104])
(n+ 1)3yn+1 − (2n+ 1)(17n2 + 17n+ 5)yn + n3yn−1 = 0, n ≥ 1, (2.1)
la cual satisfacen la sucesio´n de los numeradores p(0,0)n y denominadores q
(0,0)
n de los aproximantes
racionales (3) a ζ (3) con condiciones iniciales
p
(0,0)
0 = 0, p
(0,0)
1 = 6, q
(0,0)
0 = 1, q
(0,0)
1 = 5.
Adema´s, a partir de la relacio´n de recurrencia anterior y de los aproximantes racionales (3) a ζ (3),
Ape´ry [91] dedujo el siguiente desarrollo en fracciones continuas
ζ (3) =
6 |
| 5 −
1 |
| 117 −
64 |
| 535 − · · · −
n6 |
| (2n+ 1) (17n2 + 17n+ 5) − · · ·
Tambie´n, de forma similar, en 1996 Nesterenko [57] propuso el siguiente desarrollo en fracciones
continuas
2ζ (3) = 2 +
1 |
| 2 +
2 |
| 4 +
1 |
| 3 +
4 |
| 2 +
2 |
| 4 +
6 |
| 6 +
4 |
| 5 + · · · ,
donde los numeradores an, n ≥ 1, y los denominadoress bn, n ≥ 2, esta´n definidos mediante
b4k+1 = 2k + 2, a4k+1 = k (k + 1) , b4k+2 = 2k + 4,
a4k+2 = (k + 1) (k + 2) , b4k+3 = 2k + 3,
a4k+3 = (k + 1)
2 , b4k = 2k, a4k = (k + 1)
2 .
Este capı´tulo tiene como objetivo fundamental, encontrar a partir de los nuevos aproximantes racio-
nales, una nueva relacio´n de recurrencia ası´ como un nuevo desarrollo en fracciones continuas para
ζ (3).
Para ello, en la pro´xima seccio´n, se usara´ como ingrediente clave, un problema de Riemann-
Hilbert asociado a un problema de aproximacio´n racional simulta´nea, lo cual, ma´s adelante, posibi-
litara´ determinar los nuevos aproximantes racionales a ζ (3), que luego dara´n lugar a la relacio´n de
recurrencia de tipo Ape´ry (2.45) y al nuevo desarrollo en fracciones continuas (2.54).
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2.1. Desarrollo del problema de Riemann-Hilbert
Conside´rese el siguiente problema de Riemann-Hilbert:
Problema 2.1.1. Encontrar una funcio´n matricial Y (z) ∈ C4×4 de manera que:
I. Y (z) sea analı´tica en C\(0, 1),
II. Se verifique la siguiente condicio´n de salto
Y+(z) = Y−(z)

1 0 w1(z) w2(z)
0 1 w2(z) w3(z)
0 0 1 0
0 0 0 1
 , z ∈ (0, 1), (2.2)
donde wi(z) = logi−1 z, i = 1, 2, 3 (siendo w1(z) = 1).
III. El comportamiento asinto´tico cerca del infinito sea como sigue
Y (z)

z−n−1 0 0 0
0 z−n 0 0
0 0 zn 0
0 0 0 zn
→

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , z →∞. (2.3)
Supo´ngase que Y (z) es una solucio´n del problema de Riemann-Hilbert 2.1.1, entonces para sus
entradas se tiene el siguiente comportamiento
Y
(n+1)
1,1 (z) Y
(n−1)
1,2 (z) Y
(n)
1,3 (z) Y
(n)
1,4 (z)
Y
(n)
2,1 (z) Y
(n)
2,2 (z) Y
(n)
2,3 (z) Y
(n)
2,4 (z)
Y
(n)
3,1 (z) Y
(n−1)
3,2 (z) Y
(n)
3,3 (z) Y
(n)
3,4 (z)
Y
(n)
4,1 (z) Y
(n−1)
4,2 (z) Y
(n)
4,3 (z) Y
(n)
4,4 (z)
 =

zn+1 +O(zn) O(zn−1) O(z−n−1) O(z−n−1)
O(zn) zn +O(zn−1) O(z−n−1) O(z−n−1)
O(zn) O(zn−1) z−n +O(z−n−1) O(z−n−1)
O(zn) O(zn−1) O(z−n−1) z−n +O(z−n−1)
 .
No´tese que a partir de la condicio´n de salto (2.2) y el comportamiento en el infinito (2.3) se tiene
(Y
(n)
i,3 )+ = (Y
(n)
i,3 )− + w1Y
(n+δi,1)
i,1 + w2Y
(n+δi,2−1)
i,2 ,
(Y
(n)
i,4 )+ = (Y
(n)
i,4 )− + w2Y
(n+δi,1)
i,1 + w3Y
(n+δi,2−1)
i,2 , i = 1, 2, 3, 4.
Por consiguiente, haciendo uso del teorema Sokhotski-Plemelj, se deduce salvo un factor multiplica-
dor,
Y
(n)
i,3 (z) =
∫ 1
0
w1(x)Y
(n+δi,1)
i,1 (x) + w2(x)Y
(n+δi,2−1)
i,2 (x)
z − x dx, (2.4)
Y
(n)
i,4 (z) =
∫ 1
0
w2(x)Y
(n+δi,1)
i,1 (x) + w3(x)Y
(n+δi,2−1)
i,2 (x)
z − x dx. (2.5)
2.1. Desarrollo del problema de Riemann-Hilbert 29
De esta manera, se consiguen las siguientes condiciones de ortogonalidad∫ 1
0
(
w1(x)Y
(n+δi,1)
i,1 (x) + w2(x)Y
(n+δi,2−1)
i,2 (x)
)
xkdx = 0, k = 0, . . . , n− δi,3 − 1,∫ 1
0
(
w2(x)Y
(n+δi,1)
i,1 (x) + w3(x)Y
(n+δi,2−1)
i,2 (x)
)
xkdx = 0, k = 0, . . . , n− δi,4 − 1,
(2.6)
garantizando ası´, el comportamiento z−nδi,3+z−nδi,4+O (z−n−1) en el infinito, tanto para (2.4) como
para (2.5). Obse´rvese adema´s que Y (n+δi,1)i,1 (z) y Y
(n+δi,2−1)
i,2 (z) son polinomios de grado exactamente
n+δi,1 y n+δi,2−1, respectivamente, y el coeficiente principal de los polinomios Y (n+1)1,1 (z) y Y (n)2,2 (z)
es igual a 1.
Las condiciones de ortogonalidad (2.6), junto con estas condiciones adicionales, conducen a un
sistema de ecuaciones lineales indeterminado, por tanto, la i-e´sima fila esta´ determinada salvo un
factor constante.
Obse´rvese que el detY (z) se comporta como z, cuando z → ∞, por tanto, al problema 2.1.1 se
le denomina indeterminado. En lo que resta de seccio´n, se asumira´ que el problema 2.1.1 admite una
solucio´n Y (z).
Definicio´n 2.1.1. Un problema 2.1.1 para el cual la condicio´n III implica que detY (z) = zp (p ∈ N)
cuando z →∞, se le denomina problema de Riemann-Hilbert p-descompensado.
A continuacio´n, se mostrara´ co´mo es posible encontrar el par indeterminado de polinomios Y (n+1)1,1 (z)
y Y (n−1)1,2 (z), de manera directa, a partir de un problema de Riemann-Hilbert asociado al problema
2.1.1. Para ello conside´rese el siguiente problema de Riemann-Hilbert:
Problema 2.1.2. Encontrar una funcio´n matricial V (z) ∈ C4×4 de manera que:
I. V (z) sea analı´tica en C\(0, 1),
II.
V+(z) = V−(z)

1 0 w1(z) w2(z)
0 1 w2(z) w3(z)
0 0 1 0
0 0 0 1
 , z ∈ (0, 1), (2.7)
III.
V (z)

z−n−1 0 0 0
0 z−n 0 0
0 0 zn 0
0 0 0 zn+1
→

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , z →∞. (2.8)
Puesto que detV (z) = 1, cuando z → ∞, esto implica la existencia de V −1(z), con tal que V (z)
resuelva el problema 2.1.2. Por tanto, si Y (z) y V (z) son soluciones de los problemas 2.1.1 y 2.1.2,
respectivamente, entonces Y (z)V −1(z) es una funcio´n matricial entera, y su comportamiento cuando
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z →∞ es
Y (z)V −1(z) =
(
I +O (z−1))

zn+1 0 0 0
0 zn 0 0
0 0 z−n 0
0 0 0 z−n

×

z−n−1 0 0 0
0 z−n 0 0
0 0 zn 0
0 0 0 zn+1
(I +O (z−1))
=

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 z
+O(1),
donde I denota la matriz identidad. Por consiguiente
Y (z) =
O(1) +

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 z

V (z).
Luego, denotando A = O(1), se deduce que esta matriz de coeficientes deberı´a ser, en general, de la
forma
A =

0 0 0 a1,4
0 0 0 a2,4
0 0 0 a3,4
a4,1 a4,2 a4,3 a4,4
 ,
para ciertas entradas a4,i y ai,4, con i = 1, 2, 3, 4. Escribiendo
V (z) =
(
I +
V1
z
+ · · ·
)
zn+1 0 0 0
0 zn 0 0
0 0 z−n 0
0 0 0 z−n−1
 ,
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donde V1 es una matriz constante de dimensio´n 4. Por tanto
Y (z)

z−n−1 0 0 0
0 z−n 0 0
0 0 zn 0
0 0 0 zn

=
A+

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 z

(I + V1z + · · ·
)
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 z−1

= I + A

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
+

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
V1

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
+O (z−1)
= I +

0 0 0 0
0 0 0 0
0 0 0 0
a4,1 a4,2 a4,3 0
+

0 0 0 0
0 0 0 0
0 0 0 0
(V1)4,1 (V1)4,2 (V1)4,3 0
+O (z−1) .
No´tese que si se escoge a4,i = −(V1)4,i, i = 1, 2, 3, entonces Y (z) resuelve el problema 2.1.1.
Obviamente, au´n las entradas ai,4, i = 1, 2, 3, 4, siguen siendo indeterminadas. Luego, si se supone
que Y (n+1)1,1 (z) se anula en z = 1 entonces
(1 0 0 a1,4)

V1,1(1)
V2,1(1)
V3,1(1)
V4,1(1)
 = 0,
determina gene´ricamente a a1,4. Por tanto, es necesario que Y
(n+δi,1)
i,1 (z) = 0 en z = 1, para i =
1, 2, 3, 4, lo cual, conduce directamente a la determinacio´n de a1,4, a2,4, a3,4, a4,4, de tal manera, que
−1 es un valor propio de A con vectores propios
V1,1(1)
V2,1(1)
V3,1(1)
V4,1(1)
 .
Por consiguiente, si el problema 2.1.2 admite por solucio´n V (z) tal que V4,1(1) 6= 0, entonces es
posible encontrar una solucio´n u´nica del problema 2.1.1, donde Y (n+δi,1)i,1 (1) = 0, i = 1, 2, 3, 4. De
hecho, se puede proceder de manera directa a partir de la funcio´n matricial
W (z) = Y (z)

(z − 1)−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , (2.9)
debido a que z = 1 es un cero de los polinomios Y (n+δi,1)i,1 (z) para i = 1, 2, 3, 4. De un modo ma´s
preciso, se formula el siguiente problema:
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Problema 2.1.3. Encontrar una funcio´n matricial W (z) ∈ C4×4 de manera que:
I. W (z) sea analı´tica en C\(0, 1),
II.
W+(z) = W−(z)

z − 1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


1 0 w1(z) w2(z)
0 1 w2(z) w3(z)
0 0 1 0
0 0 0 1

×

(z − 1)−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

= W−(z)

1 0 (z − 1)w1(z) (z − 1)w2(z)
0 1 w2(z) w3(z)
0 0 1 0
0 0 0 1
 , z ∈ (1, 0),
III.
W (z)

z−n 0 0 0
0 z−n 0 0
0 0 zn 0
0 0 0 zn
→

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , z →∞.
Te´ngase en cuenta que detW (z) = 1 cuando z →∞, por tanto, el problema 2.1.3 es un problema
de Riemann-Hilbert determinado, con una solucio´n u´nica siempre que exista. Luego, si se escribe la
i-e´sima fila de W (z) como
(Wi,1 Wi,2 Wi,3 Wi,4), i = 1, 2, 3, 4,
entonces, se deduce claramemente que Wi,1(z) y Wi,2(z) son polinomios de grado n + δi,1 − 1 y
n+ δi,2 − 1, respectivamente. En consecuencia
Y
(n+δi,1)
i,1 (z) = (z − 1)Wi,1(z), Y (n+δi,1)i,1 (1) = 0, (2.10)
Y
(n+δi,2−1)
i,2 (z) = Wi,2(z), i = 1, 2, 3, 4. (2.11)
2.2. Problema de aproximacio´n racional simulta´nea
En esta seccio´n, se establecera´ una relacio´n, entre cada una de las soluciones del problema de
Riemann-Hilbert 2.1.1, con un problema de aproximacio´n racional simulta´nea cerca del infinito.
Obse´rvese que a partir de la expresio´n (2.4), se deduce lo siguiente
Y
(n)
i,3 (z) =
∫ 1
0
Y
(n+δi,1)
i,1 (x)∓ Y (n+δi,1)i,1 (z) +
(
Y
(n+δi,2−1)
i,2 (x)∓ Y (n+δi,2−1)i,2 (z)
)
log x
z − x dx,
= Y
(n+δi,1)
i,1 (z)
∫ 1
0
dx
z − x + Y
(n+δi,2−1)
i,2 (z)
∫ 1
0
log x
z − xdx− C
(i)
n+δi,1
(z),
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donde
C
(i)
n+δi,1
(z) =
∫ 1
0
Y
(n+δi,1)
i,1 (z)− Y (n+δi,1)i,1 (x) +
(
Y
(n+δi,2−1)
i,2 (z)− Y (n+δi,2−1)i,2 (x)
)
log x
z − x dx,
es un polinomio de grado a lo ma´s n+δi,1. Adema´s, abusando de la notacio´n, en lo anterior, entie´ndase
por ∓x = −x+ x. De manera ana´loga, a partir (2.5) se obtiene
Y
(n)
i,4 (z) = Y
(n+δi,1)
i,1 (z)
∫ 1
0
log x
z − xdx+ Y
(n+δi,2−1)
i,2 (z)
∫ 1
0
log2 x
z − xdx−D
(i)
n+δi,1
(z),
siendo
D
(i)
n+δi,1
(z) =
∫ 1
0
Y
(n+δi,1)
i,1 (z)− Y (n+δi,1)i,1 (x) +
(
Y
(n+δi,2−1)
i,2 (z)− Y (n+δi,2−1)i,2 (x)
)
log x
z − x log x dx,
tambie´n un polinomio de grado a lo ma´s n+ δi,1. En consecuencia, para el sistema de funciones
fj (z) =
1
(j − 1)!
∫ 1
0
logj−1 x
z − x dx, j ∈ N, (2.12)
cuando j = 1, 2, 3, y los polinomios Y (n+δi,1)i,1 (z), Y
(n+δi,2−1)
i,2 (z), C
(i)
n+δi,1
(z), y D(i)n+δi,1(z) se consigue
el siguiente problema de aproximacio´n racional simulta´nea cerca del infinito
Y
(n+δi,1)
i,1 (z)f1(z) + Y
(n+δi,2−1)
i,2 (z)f2(z)− C(i)n+δi,1(z) = z−nδi,3 +O
(
z−n−1
)
, (2.13)
Y
(n+δi,1)
i,1 (z)f2(z) + 2Y
(n+δi,2−1)
i,2 (z)f3(z)−D(i)n+δi,1(z) = z−nδi,4 +O
(
z−n−1
)
, (2.14)
donde
Y
(n+δi,1)
i,1 (z) =
n+δi,1∑
k=0
y
(i,1)
k,n+δi,1
zk, con Y (n+δi,1)i,1 (1) = 0, y
(1,1)
n+1,n+1 = 1, (2.15)
Y
(n+δi,2−1)
i,2 (z) =
n+δi,2−1∑
k=0
y
(i,2)
k,n+δi,2−1z
k, con y(2,2)n,n = 1,
son polinomios de grado exactamente n+ δi,1 y n+ δi,2 − 1, respectivamente.
Obse´rvese que, tanto (2.13) como (2.14), definen un problema de aproximacio´n racional de ti-
po I para los sistemas (f1, f2) y (f2, f3), respectivamente. La combinacio´n (2.13)-(2.14) forma un
problema de aproximacio´n de tipo II con denominador comu´n(
Y
(n+δi,1)
i,1 , Y
(n+δi,2−1)
i,2
)
.
De modo que este hecho motiva a que se denomine (2.13)-(2.14) problema de aproximacio´n racional
mixto de tipo I y tipo II.
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Por otra parte, las relaciones de ortogonalidad (2.6) se pueden reescribir como sigue∫ 1
0
Y
(n+δi,1)
i,1 (x)x
kdµ1(x) +
∫ 1
0
Y
(n+δi,2−1)
i,2 (x)x
kdµ2(x) = 0, 0 ≤ k ≤ n− δi,3 − 1,∫ 1
0
Y
(n+δi,1)
i,1 (x)x
kdµ2(x) +
∫ 1
0
Y
(n+δi,2−1)
i,2 (x)x
kdµ3(x) = 0, 0 ≤ k ≤ n− δi,4 − 1,
donde dµi(x) = logi−1 x dx, i = 1, 2, 3. Obse´rvese que para el sistema anterior, se tienen (2n− δi,3 − δi,4)-
ecuaciones lineales con (2n− δi,3 − δi,4)-inco´gnitas, ya que segu´n (2.15) se cuenta con dos coefi-
cientes del polinomio Y (n+1)1,1 (x), un coeficiente de los polinomios Y
(n)
i,1 (x) con i = 2, 3, 4 y otro
coeficiente del polinomio Y (n)2,2 (x), junto con las condiciones∫ 1
0
(
Y
(n)
3,1 (x) + Y
(n−1)
3,2 (x) log x
)
xn−1dx = 1,∫ 1
0
(
Y
(n)
4,1 (x) + Y
(n−1)
4,2 (x) log x
)
log xxn−1dx = 1. (2.16)
A continuacio´n, se expone las relaciones que existen entre los problemas de aproximacio´n racional
simulta´nea con los problemas 2.1.1 y 2.1.3, respectivamente. Ası´, a partir de (2.10)-(2.11) y (2.13)-
(2.14), se consigue
Wi,1(z)
∫ 1
0
(x− 1)
z − x dµ1(x) +Wi,2(z)f2(z)− C˜
(i)
n+δi,1
(z) = z−nδi,3 +O
(
z−n−1
)
, (2.17)
Wi,1(z)
∫ 1
0
(x− 1)
z − x dµ2(x) + 2Wi,2(z)f3(z)− D˜
(i)
n+δi,1
(z) = z−nδi,4 +O
(
z−n−1
)
. (2.18)
Obse´rvese que∫ 1
0
x− 1
z − x dµi(x) =
∫ 1
0
x− z + z − 1
z − x dµi(x) = (z − 1)fi(z)−
∫ 1
0
dµi(x),
y ∫ 1
0
dµ1(x) = 1,
∫ 1
0
dµ2(x) =
∫ 1
0
log x dx = −1.
En consecuencia, el problema de aproximacio´n (2.17)-(2.18) toma la forma
(z − 1)Wi,1(z)f1(z) +Wi,2(z)f2(z)− C˜(i)n+δi,1(z)−Wi,1(z) = z−nδi,3 +O
(
z−n−1
)
, (2.19)
(z − 1)Wi,1(z)f2(z) + 2Wi,2(z)f3(z)− D˜(i)n+δi,1(z) +Wi,1(z) = z−nδi,4 +O
(
z−n−1
)
, (2.20)
lo cual se corresponde con las ecuaciones (2.13)-(2.14). Por consiguiente, adema´s de (2.10) y (2.11)
se tiene
C
(i)
n+δi,1
(z) = C˜
(i)
n+δi,1
(z) +Wi,1(z),
D
(i)
n+δi,1
(z) = D˜
(i)
n+δi,1
(z)−Wi,1(z).
Por tanto, es suficiente considerar o bien el problema 2.1.1 o bien el problema 2.1.3.
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2.3. Aproximantes racionales a ζ(3)
En esta seccio´n se dara´ de forma explı´cita, los nuevos aproximantes racionales que prueban el teo-
rema de Ape´ry, y que dan lugar a un nuevo desarrollo en fracciones continuas. Para ello, se hara´ uso
del problema de aproximacio´n racional simulta´nea, derivado de la cuarta fila de la matriz Y (z). Se
puede comprobar, que para la primera y tercera fila de esta matriz, so´lo es posible determinar exce-
lentes aproximantes racionales a ζ(3), aunque no prueban su irracionalidad. En cuanto a la primera
fila, los resultados son similares a los de la cuarta, ve´ase [10, 11].
Para cualquier entero positivo k ∈ N, la funcio´n zeta de Riemann se puede expresar como (ve´ase
[23, pag. 14])
ζ (k) =
(−1)k−1
(k − 1)!
∫ 1
0
logk−1 x
1− x dx. (2.21)
No´tese que esta representacio´n esta´ relacionada salvo un factor multiplicador con el sistema de fun-
ciones (2.12). En particular f1 (1) es la transformada de Cauchy de la medida de Lebesgue soportada
en el intervalo (0, 1), f2 (1) = −ζ (2), y f3 (1) = ζ (3).
Ası´ el siguiente problema de aproximacio´n racional simulta´nea cerca del infinito, asociado a la
cuarta fila de la matriz Y (z), del problema de Riemann-Hilbert 2.1.1, se expresa mediante
Y
(n)
4,1 (z) f1 (z) + Y
(n−1)
4,2 (z) f2 (z)− Cn (z) = O
(
z−n−1
)
, (2.22)
Y
(n)
4,1 (z) f2 (z) + 2Y
(n−1)
4,2 (z) f3 (z)−Dn (z) = O
(
z−n
)
, (2.23)
donde Y (n)4,1 (1) = 0, y
Y
(n)
4,1 (z) =
n∑
k=0
y
(4,1)
k,n z
k, Y
(n−1)
4,2 (z) =
n−1∑
k=0
y
(4,2)
k,n−1z
k,
son polinomios de grado exactamente n y n− 1, respectivamente.
Obse´rvese que, sustituyendo z = 1 en el problema de aproximacio´n simulta´nea (2.22)-(2.23), se
tiene a partir de (2.23) lo siguiente
2Y
(n−1)
4,2 (1)ζ(3)−Dn(1) = Y (n)4,4 (1), n ≥ 1, (2.24)
donde
Dn(z) =
∫ 1
0
Y
(n)
4,1 (z)− Y (n)4,1 (x) +
(
Y
(n−1)
4,2 (z)− Y (n−1)4,2 (x)
)
log x
z − x log x dx, (2.25)
y
Y
(n)
4,4 (z) =
∫ 1
0
Y
(n)
4,1 (x) + Y
(n−1)
4,2 (x) log x
z − x log xdx. (2.26)
Ası´ pues, el sistema de ecuaciones lineales que se deriva de (2.22)-(2.23), y que posibilita deter-
minar los coeficientes (inco´gnitas) de los polinomios Y (n−1)4,2 (z) y Y
(n)
4,1 (z), viene dado mediante las
relaciones de ortogonalidad∫ 1
0
xk
(
Y
(n)
4,1 (x) + Y
(n−1)
4,2 (x) log x
)
dx = 0, k = 0, . . . , n− 1, (2.27)∫ 1
0
xk
(
Y
(n)
4,1 (x) + Y
(n−1)
4,2 (x) log x
)
log xdx = 0, k = 0, . . . , n− 2, (2.28)
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conjuntamente con las dos condiciones adicionales, Y (n)4,1 (1) = 0 y (2.16), resultantes del problema
de Riemann-Hilbert 2.1.1.
Sin embargo, esta u´ltima normalizacio´n es irrelevante en lo sucesivo, debido a que se trata simple-
mente de un factor multiplicador, lo cual implica que la solucio´n del anterior sistema de ecuaciones,
es u´nica, salvo dicho factor. No´tese adema´s, que a partir de las relaciones (2.25) y (2.26) se deduce
fa´cilmente que este factor se cancela en (2.24), de ahı´ su irrelevancia.
Obse´rvese que las condiciones de ortogonalidad (2.27) y (2.28) se pueden reescribir a partir de
las siguientes formas
Fn (x) = Y
(n)
4,1 (x) + Y
(n−1)
4,2 (x) log x y Gn (x) = Fn (x) log x, (2.29)
como sigue ∫ 1
0
Fn (x)x
kdx = 0, k = 0, . . . , n− 1, (2.30)∫ 1
0
Gn (x)x
kdx = 0, k = 0, . . . , n− 2. (2.31)
Evidentemente, a partir de (2.30)-(2.31) se verifica lo siguiente∫ 1
0
Fn (x) (P (x) +Q (x) log x) dx = 0, ∀P (x) ∈ Pn−1, Q (x) ∈ Pn−2.
No´tese adema´s, que esta relacio´n se puede interpretar como una condicio´n de ortogonalidad entre dos
formas (2.29) diferentes, es decir∫ 1
0
Fn (x)Fm (x) dx = 0, siempre que m 6= n.
Claramente, otra consecuencia de las relaciones de ortogonalidad (2.30)-(2.31) queda reflejada en las
siguientes relaciones ∫ 1
0
p (x)
Fn (x)
z − x dx = p (z)
∫ 1
0
Fn (x)
z − x dx, (2.32)∫ 1
0
q (x)
Gn (x)
z − x dx = q (z)
∫ 1
0
Gn (x)
z − x dx, (2.33)
siendo p (x) y q (x) polinomios arbitrarios de grado a lo ma´s n y n − 1, respectivamente. Ası´, defi-
niendo
R1,n (t) =
∫ 1
0
Fn (x)x
tdx y R2,n (t) =
∫ 1
0
Gn (x)x
tdx, (Re t > −1), (2.34)
y aplicando la identidad ∫ 1
0
xi logj xdx = (−1)j j! 1
(i+ 1)j+1
, (2.35)
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se tiene
R1,n (t) =
n∑
k=0
y
(4,1)
k,n
t+ k + 1
−
n−1∑
k=0
y
(4,2)
k,n−1
(t+ k + 1)2
.
R2,n (t) = −
n∑
k=0
y
(4,1)
k,n
(t+ k + 1)2
+ 2
n−1∑
k=0
y
(4,2)
k,n−1
(t+ k + 1)3
.
Luego, basado en lo anterior y utilizando la condicio´n (2.9), que implica que Y (n)4,1 (1) = 0 y las
condiciones de ortogonalidad (2.30)-(2.31), se deduce el siguiente resultado
R1,n (t) =
(−t)2n
(t+ 1)2n+1
(
t+ n+ 1
t− n+ 1
)
,
de donde se infiere
R2,n (t) = 2R1,n (t)
[
n−2∑
k=0
1
t− k −
n∑
k=1
1
t+ k
+
n
(t+ 1)2 − n2
]
.
Obse´rvese que estas dos u´ltimas expresiones, representan la continuacio´n analı´tica de las funciones
que figuran en (2.34). En consecuencia, los coeficientes y(4,1)k,n y y
(4,2)
k,n−1 se pueden escribir explı´cita-
mente, como sigue
y
(4,2)
k,n−1 = − (t+ k + 1)2R1,n (t)
∣∣∣
t=−k−1
, k = 0, . . . , n− 1,
=
(
n+ k
k
)2(
n
k
)2(
n− k
n+ k
)
, (2.36)
y
y
(4,1)
k,n =
d
dt
[
(t+ k + 1)2R1,n (t)
] ∣∣∣
t=−k−1
, k = 0, . . . , n− 1,
= 2y
(4,2)
k,n−1
[
Hn+k−1 − 2Hk +Hn−k−1 + n
n2 − k2
]
, (2.37)
donde, en particular,
y(4,1)n,n = (t+ n+ 1)R
(4)
1,n(t)
∣∣∣
t=−n−1
= − 2
n
(
2n− 1
n− 1
)2
. (2.38)
Obse´rvese que a partir de las expresiones anteriores, se deduce claramente que y(4,2)k,n−1 ∈ Z y lny(4,1)k,n ∈
Z. Adema´s, teniendo en cuenta (2.36)-(2.38) y (2.25), se infieren las siguientes expresiones
Y
(n−1)
4,2 (1) =
n−1∑
k=0
(
n+ k
k
)2(
n
k
)2(
n− k
n+ k
)
, n ≥ 1,
Dn (1) = 2
n−1∑
k=1
y
(4,2)
k,n−1H
(3)
k −
n∑
k=1
y
(4,1)
k,n H
(2)
k , n ≥ 1.
(2.39)
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Por razones de brevedad, se denotara´n las sucesiones implicadas en (2.24), como
(qn)n≥1 =
{
2Y
(n−1)
4,2 (1)
}
n≥1
, (pn)n≥1 = {Dn(1)}n≥1 ,
(rn)n≥1 =
{
Y
(n)
4,4 (1)
}
n≥1
. (2.40)
De esta manera, (2.24) se reescribe como sigue
qnζ (3)− pn = rn, n ≥ 1. (2.41)
Llegado a este punto, obse´rvese que una de las principales dificultades en el estudio de la irracionali-
dad de ζ (3), es determinar si los elementos de la sucesio´n residuo (2.41) se anulan o no [10, 11]. En
esencia, dos enfoques diferentes se han propuesto para responder a esta cuestion, la integral de con-
torno propuesta por Nesterenko [57] y la integral doble que involucra los polinomios de Legendre,
considerada por Beukers [18, 19, 20, 82, 89]. Una vez se ha sen˜alado lo anterior, serı´a interesante for-
mular la siguiente pregunta: ¿sera´ posible que los elementos de la sucesio´n residuo (rn)n≥1 dados en
(2.41) no se anulen? El siguiente lema da una respuesta simple a la pregunta anterior (ve´ase [10, 11]).
Lema 2.3.1. Supo´ngase que Y (n)4,1 (x) ∈ Pn\{0}, Y (n−1)4,2 (x) ∈ Pn−1\{0} son soluciones del pro-
blema de aproximacio´n simulta´nea (2.22)-(2.23). Entonces, para n = 1, 2, ..., la funcio´n residuo
Y
(n)
4,4 (z) no se anula en z = 1.
Demostracio´n
En efecto, supo´ngase que Y (n)4,4 (1) = 0, eso significa,
rn =
∫ 1
0
Y
(n)
4,1 (x) + Y
(n−1)
4,2 (x) log x
1− x log xdx = 0.
Luego, considerando la funcio´n auxiliar
fn (x) =

2
(
Y
(n)
4,1 (x) + Y
(n−1)
4,2 (x) log x
)2
1− x , 0 < x < 1,
0, x = 1,
donde Y (n)4,1 (x) y Y
(n−1)
4,2 (x) son las soluciones polinomiales del problema de aproximacio´n simulta´nea
(2.22)-(2.23) y teniendo en cuenta que fn(x) ≥ 0, ası´ como∫ 1
0
fn (x) dx > 0.
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Entonces, se deduce lo siguiente
0 <
∫ 1
0
fn (x) dx = 2
∫ 1
0
(
Y
(n)
4,1 (x) + Y
(n−1)
4,2 (x) log x
)2
1− x dx
= 2
∫ 1
0
Y
(n)
4,1 (x)
2 + 2Y
(n)
4,1 (x)Y
(n−1)
4,2 (x) log x+ Y
(n−1)
4,2 (x)
2 log2 x
1− x dx
= 2
∫ 1
0
Y
(n)
4,1 (x)Fn (x)
1− x dx+ 2
∫ 1
0
Y
(n−1)
4,2 (x)Gn (x)
1− x dx
= 2Y
(n)
4,1 (1)
∫ 1
0
Fn (x)
1− x dx+ 2Y
(n−1)
4,2 (1)
∫ 1
0
Gn (x)
1− x dx
= qnrn.
Por tanto, rn no puede anularse. Esta contradiccio´n prueba la hipo´tesis inicial. De este modo, el lema
queda demostrado.
Como consecuencia del lema anterior, los elementos de la sucesio´n (rn)n≥1, tienen el mismo signo
que (qn)n≥1. Adema´s de ello, dichos elementos son estrictamente positivos. Este hecho se debe a que
(qn)n≥1 forma una sucesio´n estrictamente positiva, ve´ase (2.36).
2.4. Relacio´n de recurrencia de tipo Ape´ry e irracionalidad de
ζ(3)
Obviamente, del problema de aproximacio´n racional simulta´nea (2.22)-(2.23), se observa que la
funcio´n residuo Y (n)4,4 (z) decrece en el infinito, mientras que el polinomio Y
(n−1)
4,2 (z) crece. Sin embar-
go, no es evidente que este comportamiento se conserve en el punto singular z = 1. A continuacio´n,
se va a probar que las sucesiones nume´ricas formadas por Y (n−1)4,2 (1) y Y
(n)
4,4 (1), van a conservar tal
comportamiento y adema´s sera´n linealmente independientes. En los lemas que vienen a continuacio´n,
se dara´ cumplida respuesta a tales cuestiones.
Lema 2.4.1. Las sucesiones (qn)n≥1 y (rn)n≥1 son linealmente independientes.
Demostracio´n
En efecto, es suficiente probar, que el ana´logo del determinante wronskiano para qn y rn no se
anula, es decir
W (qn, rn) = det
(
qn rn
qn+1 rn+1
)
6= 0, n ≥ 1.
Ahora, conside´rese la siguiente integral
In = 2
∫ 1
0
Fn (x)Fn+1 (x)
1− x dx.
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Luego, usando las expresiones (2.32)-(2.33) ası´ como la condicio´n Y (n)4,1 (1) = 0, se tiene
In = 2
∫ 1
0
Fn (x)Fn+1 (x)
1− x dx
= 2
∫ 1
0
Y
(n)
4,1 (x)Fn+1 (x)
1− x dx+ 2
∫ 1
0
Y
(n−1)
4,2 (x)Gn+1 (x)
1− x dx
= 2Y
(n−1)
4,2 (1)
∫ 1
0
Gn+1 (x)
1− x dx = qnrn+1. (2.42)
Por otra parte
In = 2
∫ 1
0
Fn (x)Fn+1 (x)
1− x dx
= 2
∫ 1
0
Y
(n+1)
4,1 (x)Fn (x)
1− x dx+ 2
∫ 1
0
Y
(n)
4,2 (x)Gn (x)
1− x dx
= qn+1rn − 2
(
y
(4,1)
n+1,n+1R1,n (n) + y
(4,2)
n,n R2,n (n− 1)
)
. (2.43)
Igualando (2.42) y (2.43) se obtiene
W (qn, rn) = qnrn+1 − qn+1rn = pnqn+1 − pn+1qn
= −2
[
y
(4,1)
n+1,n+1R1,n (n) + y
(4,2)
n,n R2,n (n− 1)
]
= −4 (2n+ 1) (3n
2 + 3n+ 1)
n3 (n+ 1)3
6= 0. (2.44)
De esta forma, el lema queda demostrado.
Teorema 2.4.1. Las sucesiones (pn)n≥1, (qn)n≥1 y (rn)n≥1 verifican la siguiente relacio´n de recu-
rrencia de tipo Ape´ry
αnyn+2 + βnyn+1 + γnyn = 0, n = 1, 2, . . . , (2.45)
donde
αn = (n+ 2)
3(2n+ 1) (3n2 + 3n+ 1) ,
βn = −2 (102n6 + 612n5 + 1462n4 + 1768n3 + 1143n2 + 382n+ 52) ,
γn = n
3(2n+ 3) (3n2 + 9n+ 7) .
(2.46)
Demostracio´n
En efecto, a partir del lema 2.4.1 y (2.44), se tiene
qn+1rn+2 = qn+2rn+1 −Wn+1 ⇔ rn+2 = qn+2
qn+1
rn+1 − Wn+1
qn+1
,
qnrn+1 = qn+1rn −Wn ⇔ qn
qn+1
rn+1 = rn − Wn
qn+1
,
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donde
Wn =
4 (2n+ 1) (3n2 + 3n+ 1)
n3 (n+ 1)3
.
De esta manera, multiplicando la primera ecuacio´n por Wn, la segunda ecuacio´n por −Wn+1, y adi-
cionado ambas ecuaciones se obtiene
Wnrn+2 −
(
Wn
qn+2
qn+1
+Wn+1
qn
qn+1
)
rn+1 +Wn+1rn = 0, n ≥ 1.
Luego, multiplicando la ecuacio´n anterior por n3 (n+ 1)3 (n+ 2)3, se consigue
αnrn+2 − β˜nrn+1 + γnrn = 0, n = 1, 2, . . . ,
donde αn y γn esta´n dados en (2.46), y
β˜n = αn
qn+2
qn+1
+ γn
qn
qn+1
. (2.47)
Claramente, lo anterior implica la verificacio´n de la relacio´n de recurrencia
αnyn+2 − β˜nyn+1 + γnyn = 0, n = 1, 2, . . . , (2.48)
por las sucesiones involucradas en (2.24). Adema´s, cualquier solucio´n de (2.48) pertenece al subespa-
cio generado por dos soluciones linealmente independientes, es decir, {qn, pn}, o equivalentemente,
{qn, rn}. Tambie´n, de la ecuacio´n (2.48) se tiene
β˜n = αn
pn+2
pn+1
+ γn
pn
pn+1
= αn
rn+2
rn+1
+ γn
rn
rn+1
= αn
qn+2
qn+1
+ γn
qn
qn+1
. (2.49)
No´tese adema´s, que a partir de (2.47) se deduce que la sucesio´n β˜n/n6 converge cuando n → ∞
(ve´ase [10, 11]). Si por el contrario, esta sucesio´n fuese divergente, entonces se comportarı´a de igual
modo que el te´rmino divergente del miembro derecho de (2.47), que sin pe´rdida de generalidad, serı´a
qn+2/qn+1. A continuacio´n, asumiendo este comportamiento para β˜n en la ecuacio´n (2.48) cuando
n es suficientemente grande, se tendrı´a que qn+2/qn+1 converge, contradiciendo de esta forma la
hipo´tesis inicial. Ahora, so´lo es una cuestio´n de realizar un simple ca´lculo, para determinar de forma
explı´cita el coeficiente β˜n = an6 + bn5 + cn4 + dn3 + en2 + fn + g. De esta manera, a partir de
(2.39) y (2.49) se consigue un sistema de ecuaciones lineales para determinar las inco´gnitas a, b, c,
d, e, f y g. En particular, para n = 1, 2, . . . , 7 dicho sistema conduce a la siguiente solucio´n a = 204,
b = 1224, c = 2924, d = 3536, e = 2286, f = 764 y g = 104. Por tanto, β˜n = −βn, lo cual completa
la demostracio´n.
Obse´rvese que haciendo uso de las expresiones
qn = 2
n−1∑
k=0
y
(4,2)
k,n−1 y pn = 2
n−1∑
k=1
y
(4,2)
k,n−1H
(3)
k −
n∑
k=1
y
(4,1)
k,n H
(2)
k , (2.50)
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ası´ como y(4,2)k,n−1 ∈ Z, lny(4,1)k,n ∈ Z, y teniendo en cuenta que
ljn
k∑
ν=1
1
νj
∈ Z, k = 0, 1, . . . , n, j ∈ Z+, (2.51)
se deduce claramente que qn ∈ Z y l3npn ∈ Z.
Es importante destacar, que los nuevos aproximantes racionales (2.50) tambie´n prueban la irracio-
nalidad de ζ(3), lo cual se muestra en el siguiente corolario.
Corolario 2.4.2. (Teorema de Ape´ry) El nu´mero real ζ(3) es irracional.
Demostracio´n
En efecto, la ecuacio´n caracterı´stica para (2.45) es
λ2 − 34λ+ 1, (2.52)
y sus ceros son
λ1 =
(√
2 + 1
)4
y λ2 =
(√
2− 1
)4
, (2.53)
respectivamente. Por consiguiente, a partir del teorema de Perron 1.2.1 se consigue el comportamiento
asinto´tico qn = O (λn1 ) y rn = O (λn2 ), cuando n tiende a infinito, para las dos soluciones linealmente
independientes, respectivamente. De esta manera, a partir de (2.41) se tiene
qnζ (3)− pn = O
((√
2− 1
)4n)
.
Luego haciendo uso del lema 1.4.2 se obtiene
l´ım
n→∞
sup n
√
l3n (qnζ (3)− pn) ≤ e3
(√
2− 1
)4
= 0, 591263 . . . < 1.
Ası´, la irracionalidad de ζ (3) se deduce a partir del lema 1.4.1.
Teorema 2.4.3. Se verifica el siguiente desarrollo en fracciones continuas
ζ (3) =
2 |
| 2 +
−42 |
| 125 +
760 |
| Q3 +
P4 |
| Q4 + · · ·+
Pn |
| Qn + · · · , (2.54)
donde
Pn = −(n− 2)3(n− 1)3(2n− 5)(2n− 1)
(
3n2 − 15n+ 19) (3n2 − 3n+ 1) ,
y
Qn = −2(102n6 − 612n5 + 1462n4 − 1768n3 + 1143n2 − 382n+ 52).
Demostracio´n
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En efecto, fijando p−1 = q0 = 1 y p0 = q−1 = 0, por el teorema 1.2.2 se concluye que
a1 = 2, a2 = 125/8,
b1 = 2, b2 = −21/4.
(2.55)
Adema´s, a partir de la relacio´n de recurrencia (2.45) se tiene
yn = −βn−2
αn−2
yn−1 − γn−2
αn−2
yn−2.
De esta manera, se han construido los elementos de la fraccio´n continua irregular (1.5) la cual satis-
face (2.55) y
an = −βn−2
αn−2
, bn = − γn−2
αn−2
, n ≥ 3.
Ahora ya se esta´ en condiciones de aplicar el teorema 1.2.3 con la eleccio´n c0 = c1 = 1, c2 = 8 y
cn = −αn−2, para n ≥ 3, obtenie´ndose de este modo el resultado deseado.
2.5. Discusio´n de resultados
En esta seccio´n se discuten los principales resultados alcanzados a lo largo del capı´tulo. A con-
tinuacio´n, se muestra una tabla comparativa, entre los aproximantes de Ape´ry y los de la primera,
tercera y cuarta fila de Y (z), respectivamente.
n r
(0,0)
n Y
(n)
1,4 (1) Y
(n)
3,4 (1) Y
(n)
4,4 (1)
4 1,173× 10−7 −1,036× 10−7 0,223× 10−4 9,674× 10−7
10 2,235× 10−17 −2,116× 10−17 1,357× 10−14 1,503× 10−16
25 6,500× 10−41 −6,354× 10−41 1,257× 10−37 4,014× 10−40
37 1,550× 10−59 −1,526× 10−59 4,885× 10−56 9,393× 10−59
47 5,322× 10−75 −5,257× 10−75 2,255× 10−71 3,199× 10−74
50 1,239× 10−79 −1,225× 10−79 5,664× 10−76 7,433× 10−79
Como se puede apreciar, el comportamiento que siguen las sucesiones residuos correspondientes a
la primera, tercera y cuarta fila de Y (z), respectivamente, es similar al comportamiento de la suce-
sio´n residuo generada a partir de los aproximantes de Ape´ry. Adema´s de ello, estas filas dan lugar a
sucesiones de aproximantes racionales a ζ (3) que verifican una relacio´n de recurrencia de segundo
orden, con el mismo polinomio caracterı´stico dado por la relacio´n de recurrencia de Ape´ry (2.1), por
ejemplo, para la primera fila se tiene la siguiente relacio´n de recurrencia
(n+ 1)3 (n+ 3)4
(
3n2 + 6n+ 2
)
yn+2
− (n+ 2)4 (2n+ 3) (51n4 + 306n3 + 631n2 + 516n+ 126) yn+1
+ (n+ 1)4 (n+ 2)3
(
3n2 + 12n+ 11
)
yn = 0, n = 1, 2, . . . ,
con condiciones iniciales
v1 = −19/16, v2 = −3635/81, u1 = −1, u2 = −112/3.
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De esta manera, segu´n el teorema de Perron, se corrobora lo explicado anteriormente. Adema´s, a
partir de la relacio´n de recurrencia, se tiene el siguiente desarrollo en fracciones continuas
ζ(3) =
19 |
| 16 +
−1164 |
| 58160 +
−8643024 |
| 330075 +
+ · · ·+ −n
7 (n− 1)4 (n− 2)3 (3n2 − 1) (3n2 − 12n+ 11) |
| n4 (2n− 1) (51n4 − 102n3 + 19n2 + 32n− 14) + · · ·
Capı´tulo 3
Aproximantes diofa´nticos de ζ(3) y ζ(4)
A pesar del tiempo transcurrido desde el descubrimiento de Ape´ry, so´lo se conocen unas pocas su-
cesiones de aproximantes racionales distintas a (3) que prueban la irracionalidad de ζ (3) [44, 59, 72].
La primera parte de este capı´tulo, se dedica a introducir, nuevas (infinitas) sucesiones de aproximan-
tes racionales que prueban el teorema de Ape´ry. En la primera seccio´n, se obtiene un conjunto de
aproximantes racionales clasificados en doce tipos [12], q(i,j)n ζ (3) − p(i,j)n , 1 ≤ i ≤ 4, 1 ≤ j ≤ 3,
que dependen de ciertos para´metros, los cuales permiten generar infinitos aproximantes cuya sucesio´n
residuo es
q(i,j)n ζ (3)− p(i,j)n =
1
2pii
∫ 1/2+i∞
1/2−i∞
R
(i,j)
1,n (ν − 1)
( pi
sin piν
)2
dν, (3.1)
donde las funciones R(i,j)1,n (ν − 1), son modificaciones de la funcio´n (5). La segunda seccio´n, se
dedica a vincular estos nuevos aproximantes racionales con un problema de aproximacio´n racional
simulta´nea cerca del infinito. De esta manera, en la tercera seccio´n, se determina explı´citamente, el
ana´logo del determinante wronskiano (3.25) para las sucesiones involucradas en (3.1) para i = 1
y j = 2, y a partir del mismo se deduce la relacio´n de recurrencia (3.26) correspondiente a estos
aproximantes racionales, ası´ como un nuevo desarrollo en fracciones continuas (3.28) para ζ (3).
Las u´ltimas dos secciones de este capı´tulo, esta´n dedicadas al estudio de ciertas funciones raciona-
les (3.39) [14], deducidas a partir de un problema de aproximacio´n racional simulta´nea, de las cuales
se infieren nuevos aproximantes racionales a ζ (4), clasificados en tres tipos q(l)n ζ (4)−p(l)n , l = 1, 2, 3,
y cuyas sucesiones residuos se escriben en la forma
q(l)n ζ (4)− p(l)n = −
1
2pii
∫ 1/2+i∞
1/2−i∞
R
(l)
1,n (ν − 1)
( pi
sin piν
)2
dν,
donde las funciones racionalesR(l)1,n (t), l = 1, 2, 3, vienen dadas en (3.39). Adema´s de ello, a partir de
estas funciones racionales (3.39), se obtienen nuevas relaciones de recurrencia de segundo orden, tras
aplicarle el algoritmo de Zeilberger [4, 5, 6, 7, 64, 65, 67] a (3.39), las que permiten escribir de forma
directa, nuevos desarrollos en fracciones continuas para ζ (4). Cabe destacar, que estas relaciones
de recurrencia de segundo orden, no brindan aproximantes diofa´nticos que prueban la irracionalidad
de ζ (4), sin embargo, presentan un eficiente y ra´pido algoritmo para el ca´lculo de esta constante.
Tambie´n, existen otros resultados, relacionados con el nu´mero ζ (4), los cuales han sido desarrollados
en su gran mayorı´a por Zudilin (ve´ase [15, 24, 41, 84, 98, 100, 101, 103]).
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3.1. Nuevos aproximantes diofa´nticos de ζ(3)
Defı´nase las siguientes sucesiones de funciones racionales(
R
(i,j)
1,n (t)
)
n≥0
, i = 1, 2, 3, 4, j = 1, 2, 3,
donde
R
(i,j)
1,n (t) =
θ(i,j)(t) (−t)2n
(t+ 1)2n+1
, (3.2)
y
θ(i,j)(t) =
[δ1,j(t+ n+ ρ) + δ2,j(t+ ϑn+ 1) + δ3,j(υt− χn− ψ)]δi,2+1
(t− n+ 1)2−δi,1(t+ n+ 1)−δi,3 , (3.3)
con ρ ∈ N \ {1}, ϑ ∈ Z\ {−1, 0, 1}, υ, χ ∈ N (χ ≥ υ), ψ ∈ N ∪ {0} y δi,j que denota la funcio´n
delta de Kronecker.
Obse´rvese que el desarrollo en fracciones simples de (3.2) viene dado mediante
R
(i,j)
1,n (t) =
n∑
k=0
a
(i,j)
k,n
t+ k + 1
−
n−δi,3∑
k=0
b
(i,j)
k,n−δi,3
(t+ k + 1)2
, (3.4)
con coeficientes
b
(i,j)
k,n−δi,3 = − (t+ k + 1)2R
(i,j)
1,n (t)
∣∣∣
t=−k−1
, k = 0, . . . , n− δi,3,
= −
(
n+ k
k
)2(
n
k
)2
θ(i,j) (−k − 1) , (3.5)
y
a
(i,j)
k,n = Res
t=−k−1
R
(i,j)
1,n (t), k = 0, . . . , n− δi,3,
= 2b
(i,j)
k,n−δi,3
[
Hn+k−1 − 2Hk +Hn−k−δi,3 − ϕ(i,j) (−k − 1)
]
, (3.6)
donde
ϕ(i,j)(t) =
d
dt
log θ(i,j)(t).
Por otra parte, se cumple la siguiente situacio´n particular
a(3,j)n,n = (t+ n+ 1)R
(3,j)
1,n (t)
∣∣∣
t=−n−1
=
(−1)δ3,j
n2−δ2,j
(
2n− 1
n− 1
)2
σ3,j, (3.7)
donde σ3,1 = ρ − 1, σ3,2 = ϑ − 1, σ3,3 = υ(n + 1) + χn + ψ. Adema´s, a partir de las anteriores
expresiones explı´citas de los coeficientes (3.5)-(3.7) se verifica
nωi,jb
(i,j)
k,n−δi,3 , n
ωi,j lna
(i,j)
k,n ∈ Z, k = 0, . . . , n. (3.8)
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Ahora bien, denotando mediante
R
(i,j)
2,n (t) =
d
dt
R
(i,j)
1,n (t) ,
se deduce
R
(i,j)
2,n (t) = 2R
(i,j)
1,n (t)
n−2∑
k=0
1
t− k −
n−δi,3+1∑
k=1
1
t+ k
+ ϕ(i,j)(t)
 . (3.9)
Para el resultado principal de esta seccio´n, se necesitaran los siguientes lemas.
Lema 3.1.1. Es va´lida la siguiente relacio´n∑
t≥0
R
(i,j)
2,n (t) = q
(i,j)
n ζ (3)− p(i,j)n , n = 0, 1, . . . , (3.10)
donde
q(i,j)n = 2
n−δi,3∑
k=0
b
(i,j)
k,n−δi,3 y p
(i,j)
n = 2
n−δi,3∑
k=1
b
(i,j)
k,n−δi,3H
(3)
k −
n∑
k=1
a
(i,j)
k,n H
(2)
k , (3.11)
cuyos coeficientes a(i,j)k,n y b
(i,j)
k,n−δi,3 esta´n dados en (3.5)-(3.7). Adema´s, n
ωi,jq
(i,j)
n ∈ Z, y nωi,j l3np(i,j)n ∈
Z, donde
(ωi,j)4,3 =

1 0 1
2 0 2
1 0 1
2 1 2
 .
Demostracio´n
En efecto, puesto que R(i,j)1,n (t) = O
(
t−2−δi,3
)
cuando t→∞, entonces se deduce
n∑
k=0
a
(i,j)
k,n =
n∑
k=0
Res
t=−k−1
R
(i,j)
1,n (t) = −Res
t=∞
R
(i,j)
1,n (t) = 0. (3.12)
Luego, denotando
r(i,j)n =
∑
t≥0
R
(i,j)
2,n (t) ,
se tiene la siguiente relacio´n
r(i,j)n = 2
∑
t≥0
n−δi,3∑
k=0
b
(i,j)
k,n−δi,3
(t+ k + 1)3
−
∑
t≥0
n∑
k=0
a
(i,j)
k,n
(t+ k + 1)2
= 2
n−δi,3∑
k=0
∑
l≥k+1
b
(i,j)
k,n−δi,3
l3
−
n∑
k=0
∑
l≥k+1
a
(i,j)
k,n
l2
= 2
n−δi,3∑
k=0
b
(i,j)
k,n−δi,3
(∑
l≥1
−
k∑
l=1
)
1
l3
−
n∑
k=0
a
(i,j)
k,n
(∑
l≥1
−
k∑
l=1
)
1
l2
= 2
n−δi,3∑
k=0
b
(i,j)
k,n−δi,3
∑
l≥1
1
l3
− 2
n−δi,3∑
k=1
b
(i,j)
k,n−δi,3
k∑
l=1
1
l3
+
n∑
k=1
a
(i,j)
k,n
k∑
l=1
1
l2
,
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la cual coincide con (3.10) al considerar las expresiones dadas en (3.11). Finalmente, usando (2.51) y
las inclusiones (3.8), se deduce que nωi,jq(i,j)n ∈ Z y nωi,j l3np(i,j)n ∈ Z. De esta manera, el lema queda
demostrado.
Lema 3.1.2. Se satisface la siguiente relacio´n para (3.10)
r(i,j)n =
1
2pii
∫ −1/2+i∞
−1/2−i∞
R
(i,j)
1,n (ν)
( pi
sin piν
)2
dν. (3.13)
Demostracio´n
En efecto, para la evaluacio´n de la integral (3.13), se debe expresar dicha integral como lı´mite
de integrales de contorno sobre la curva Ωn,i,j , la cual se extiende a lo largo de la lı´nea imaginaria
desde −1/2 + iLn,i,j hasta −1/2− iLn,i,j y luego en sentido antihorario a lo largo de un semicı´rculo
centrado en −1/2 desde −1/2 + iLn,i,j hasta −1/2 − iLn,i,j , donde el radio de dicho semicı´rculo
satisface Ln,i,j > n+2. Adema´s, se toma Ln,i,j mayor que n+2, a fin de que las n+1 singularidades
de la funcio´n integrando queden en el interior del recinto de dicha curva. Obse´rvese que sobre el arco
de Ωn,i,j la funcio´n racional R
(i,j)
1,n (t) = O
(
L−2n,i,j
)
, mientras que la funcio´n (sin piz)−1 esta´ acotada.
Ahora, por el teorema de los residuos, se puede calcular (3.13), como se muestra a continuacio´n
Res
t=n
(
R
(i,j)
1,n (z)
( pi
sin piz
)2)
= R
(i,j)
2,n (n), n = 0, 1, 2, . . . ,
lo cual se puede comprobar fa´cilmente considerando los siguientes desarrollos sobre los enteros
R
(i,j)
1,n (z) = R
(i,j)
1,n (n) +R
(i,j)
2,n (n) (z − n) +O
(
(z − n)2) ,( pi
sinpiz
)2
=
1
(z − n)2 +O (1) .
Por consiguiente
r(i,j)n =
1
2pii
∫ −1/2+i∞
−1/2−i∞
R
(i,j)
1,n (ν)
( pi
sin piν
)2
dν.
Ası´ el lema queda demostrado.
Teorema 3.1.1. Se verifica la siguiente fo´rmula asinto´tica
r(i,j)n =
−pi3/2η(i,j)
n3/2−δi,421/4
(√
2− 1
)4n
(1 + o (1)) ,
donde
(
η(i,j)
)
4,3
=

−1 − |ϑ|
ϑ
1
1 |ϑ|
ϑ
1
1 |ϑ|
ϑ
−1
1 1 −1
 .
Demostracio´n
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En efecto, la expresio´n (3.13) se puede reescribir como sigue
r(i,j)n =
1
2pii
∫ 1/2+i∞
1/2−i∞
(1− ν)2n
(ν)2n+1
( pi
sin piν
)2
θ(i,j) (ν − 1) dν. (3.14)
Ahora, teniendo en cuenta las estimaciones
log θ(i,j) (z − 1)
∣∣∣
z=(n+1)t
∼

log
(t+ 1)2−δi,1−δi,4
(t− 1)2−δi,1 − δi,4 log (n+ 1) , j = 1,
log
(t+ 1)δi,3 (t+ ϑ)δi,2+1
(t− 1)2−δi,1 − δi,4 log (n+ 1) , j = 2,
log
(t+ 1)δi,3 (υt− χ)δi,2+1
(t− 1)2−δi,1 − δi,4 log (n+ 1) , j = 3,
mediante ca´lculo directo para z = (n+ 1)t se obtiene
log
(1− z)2n
(z)2n+1
( pi
sin piz
)2
θ(i,j) (z − 1)
∣∣∣
z=(n+1)t
= log g(i,j) (t) + 2 (n+ 1) f(t)
− (2 + δi,4) log (n+ 1) + 2 log 2pi +O
(
n−1
)
,
donde
g(i,j)(t) =

(t+ 1)2−δi,1−δi,4
(t− 1)2−δi,1 g(t), j = 1,
(t+ 1)δi,3 (t+ ϑ)δi,2+1
(t− 1)2−δi,1 g (t) , j = 2,
(t+ 1)δi,3 (υt− χ)δi,2+1
(t− 1)2−δi,1 g (t) , j = 3,
y
g(t) =
1 + t
(1− t) t2 ,
f(t) = (1− t) log (1− t) + 2t log t− (1 + t) log (1 + t) .
Ası´, la expresio´n (3.14) se transforma en
r(i,j)n =
2pii
n1+δi,4
∫ 1/√2+i∞
1/
√
2−i∞
g(i,j) (t) e2(n+1)f(t)
(
1 +O (n−1)) dt.
Obse´rvese que, t = 1/
√
2 es el u´nico ma´ximo de la funcio´n Re f(t) sobre el contorno de integracio´n.
Por tanto, utilizando el me´todo de Laplace se obtiene
r(i,j)n = −
pi3/2η(i,j)
21/4n1+δi,4(n+ 1)1/2
∣∣∣g(i,j) (√2−1)∣∣∣ (√2− 1)4n+4 (1 +O (n−1)) ,
lo que ofrece la estimacio´n requerida.
Cabe sen˜alar, que los nuevos aproximantes racionales (3.11) tambie´n prueban la irracionalidad de
ζ(3), lo cual viene enunciado en el corolario 2.4.2.
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Demostracio´n
En efecto, proce´dase por reduccio´n al absurdo, esto es, ζ (3) = p/q, donde p ∈ Z, q ∈ N, entonces
qnωi,j l3nr
(i,j)
n = n
ωi,j l3nq
(i,j)
n p− qnωi,j l3np(i,j)n ,
es un nu´mero entero distinto de cero. Por consiguiente
1 ≤ qnωi,j l3n
∣∣r(i,j)n ∣∣ = O(l3n (√2− 1)4n) ,
lo cual contradice la hipo´tesis realizada sobre la racionalidad de ζ(3), puesto que para cualquier ε > 0
y cualquier n suficientemente grande, la estimacio´n ln < e(1+ε)n implica que e3
(√
2− 1)4 < 1.
A continuacio´n, se dara´n otras propiedades de estos nuevos aproximantes racionales a ζ(3).
3.2. Relacio´n con un problema de aproximacio´n simulta´nea
En esta seccio´n se vincula los aproximantes racionales antes mencionados, con un problema de
aproximacio´n racional simulta´nea cerca del infinito. Para tal pro´posito, se han de definir los siguientes
polinomios
A(i,j)n (z) =
n∑
k=0
a
(i,j)
k,n z
k y B(i,j)n−δi,3(z) =
n−δi,3∑
k=0
b
(i,j)
k,n−δi,3z
k, (3.15)
con coeficientes dados en (3.5)-(3.7). Obse´rvese que b(i,j)0,n−δi,3 = −θ(i,j) (−1), y a partir de la ecuacio´n
(3.12) se deduce que A(i,j)n (1) = 0. Adema´s, haciendo uso de las expresiones (3.4) y (3.9) se tiene
R
(i,j)
1,n (t) =
∫ 1
0
F (i,j)n (x)x
tdx y R(i,j)2,n (t) =
∫ 1
0
G(i,j)n (x)x
tdx, (Re t > −1), (3.16)
donde
F (i,j)n (x) = A
(i,j)
n (x) +B
(i,j)
n−δi,3 (x) log x y G
(i,j)
n (x) = F
(i,j)
n (x) log x.
No´tese que las expresiones (3.2) y (3.9) representan la continuacio´n analı´tica de las funciones que
figuran en (3.16).
Teniendo en cuenta los ceros de las funciones racionales (3.4) y (3.9), que no dependen de los
para´metros (ρ, ϑ, υ, χ, y ψ) implicados en (3.3), se determinan las siguientes condiciones de ortogo-
nalidad ∫ 1
0
F (i,j)n (x)x
kdx = 0, k = 0, . . . , n− 2 + δi,1,
∫ 1
0
G(i,j)n (x)x
kdx = 0, k = 0, . . . , n− 2.
(3.17)
Si los coeficientes de los polinomios (3.15), fuesen desconocidos, entonces los ceros que dependen de
los para´metros ρ, ϑ, υ, χ, o ψ proporcionan condiciones adicionales al anterior sistema indeterminado
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de ecuaciones lineales para determinar estos coeficientes. Como una consecuencia de las anteriores
condiciones de ortogonalidad, se tiene∫ 1
0
p (x)
F
(i,j)
n (x)
z − x dx = p(z)
∫ 1
0
F
(i,j)
n (x)
z − x dx,∫ 1
0
q (x)
G
(i,j)
n (x)
z − x dx = q(z)
∫ 1
0
G
(i,j)
n (x)
z − x dx,
(3.18)
donde p(z) y q(z) son polinomios arbitrarios de grado a lo sumo n+δi,1−1 y n−1, respectivamente.
Denotando por
r
(i,j)
n,1 (z) =
∫ 1
0
F
(i,j)
n (x)
z − x dx y r
(i,j)
n,2 (z) =
∫ 1
0
G
(i,j)
n (x)
z − x dx, (3.19)
se observa que las ecuaciones (3.17) implican que r(i,j)n,1 (z) = O
(
z−n−δi,1
)
y r(i,j)n,2 (z) = O (z−n). Lue-
go, haciendo p(z) = q(z) = 1 en las ecuaciones (3.18), entonces mediante una adicio´n y sustraccio´n
apropiada de los te´rminos polino´micos en el numerador de sus miembros derechos, se obtiene
∫ 1
0
F
(i,j)
n (x)
z − x dx =
∫ 1
0
A
(i,j)
n (x) +B
(i,j)
n−δi,3 (x) log x
z − x dx (3.20)
= A(i,j)n (z)f1(z) +B
(i,j)
n−δi,3(z)f2 (z)− C(i,j)n (z),∫ 1
0
G
(i,j)
n (x)
z − x dx =
∫ 1
0
A
(i,j)
n (x) +B
(i,j)
n−δi,3 (x) log x
z − x log xdx (3.21)
= A(i,j)n (z)f2(z) + 2B
(i,j)
n−δi,3(z)f3 (z)−D(i,j)n (z),
donde fj(z) viene dado en (2.12) y
C(i,j)n (z) =
∫ 1
0
A
(i,j)
n (z) +B
(i,j)
n−δi,3(z) log x− F
(i,j)
n (x)
z − x dx, (3.22)
D(i,j)n (z) =
∫ 1
0
(
A
(i,j)
n (z) +B
(i,j)
n−δi,3(z) log x
)
log x−G(i,j)n (x)
z − x dx. (3.23)
En consecuencia, para el sistema de funciones (2.12) y los polinomios A(i,j)n (z), B
(i,j)
n−δi,3(z), C
(i,j)
n (z),
y D(i,j)n (z) se consigue un problema de aproximacio´n racional simulta´nea cerca del infinito. No´te-
se que la solucio´n de este problema so´lo depende de los coeficientes de los polinomios A(i,j)n (z) y
B
(i,j)
n−δi,3(z), puesto que los coeficientes para z
−j (1 ≤ j ≤ n − 1 + δi,1) en el desarrollo en serie de
Laurent de A(i,j)n (z)f1(z) + B
(i,j)
n−δi,3(z)f2(z) y para z
−j (1 ≤ j ≤ n − 1) en el desarrollo en serie
de A(i,j)n (z)f2(z) + 2B
(i,j)
n−δi,3(z)f3(z) se anulan, mientras que los coeficientes para z
j (0 ≤ j ≤ n)
coinciden con los coeficientes correspondientes de C(i,j)n (z) y D
(i,j)
n (z), respectivamente.
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3.3. Relacio´n de recurrencia de tipo Ape´ry para los aproximan-
tes diofa´nticos de ζ(3)
En lo que sigue, sin pe´rdida de generalidad, el desarrollo de esta seccio´n se restringira´ al caso
particular i = 1 y j = 2. El resto de los casos, se puede tratar como se indica en los resultados que
siguen a continuacio´n.
Considerando el caso particular z = 1 en el problema de aproximacio´n racional simulta´nea (3.20)-
(3.21) se tiene
r(1,2)n (1) = 2B
(1,2)
n (1)ζ(3)−D(1,2)n (1), n ≥ 1,
donde
(2Bn(1))n≥1 =
(
q
(1,2)
n
)
n≥1
, (Dn(1))n≥1 =
(
p
(1,2)
n
)
n≥1
,(
r
(1,2)
n,2 (1)
)
n≥1
=
(
r
(1,2)
n
)
n≥1
.
A continuacio´n, se obtendra´ una expresio´n explı´cita para el ana´logo del determinante wronskiano, el
cual se escribe en funcio´n de las sucesiones anteriores, es decir
W
(
q(1,2)n , r
(1,2)
n
)
= det
(
q
(1,2)
n r
(1,2)
n
q
(1,2)
n+1 r
(1,2)
n+1
)
= −W (q(1,2)n , p(1,2)n ) .
Lema 3.3.1. Es va´lida la siguiente relacio´n
W (qn, pn) =
2Nn
n3 (n+ 1)3
6= 0, n ≥ 1, (3.24)
donde
Nn = (24ϑ2n3 + 30ϑ2n2 + 16ϑ2n+ 3ϑ2 + 9ϑn2 + 5ϑn
+ ϑ− 12n3 − 21n2 − 11n− 2), ϑ ∈ N \ {1}.
Demostracio´n
En efecto, considerando la integral
In = 2
∫ 1
0
F
(1,2)
n (x)F
(1,2)
n+1 (x)
1− x dx, n ≥ 1,
y haciendo uso de las expresiones (3.18) ası´ como de la condicio´nA(1,2)n (1) = 0 y siguiendo el mismo
procedimiento utilizado en la demostracio´n del lema 2.4.1 se tiene
W (qn, rn) = −2
[
a
(1,2)
n+1,n+1R
(1,2)
1,n (n)
+ b
(1,2)
n+1,n+1
(
R
(1,2)
2,n (n) +R
(1,2)
2,n (n− 1)
)
+ b
(1,2)
n,n+1R
(1,2)
2,n (n− 1)
]
,
= − 2Nn
n3 (n+ 1)3
, n ≥ 1. (3.25)
Para finalizar, obse´rvese que Nn es un polinomio de grado 2 en ϑ, con ceros no enteros. De hecho,
cuando n → ∞ sus ceros tienden a 1/√2 y −1/√2, respectivamente. De esta manera se deduce
claramente que Nn 6= 0 para ϑ ∈ N \ {1}, y n ≥ 1, lo cual completa la demostracio´n.
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Teorema 3.3.1. Las sucesiones
(
p
(1,2)
n
)
n≥1
,
(
q
(1,2)
n
)
n≥1
y
(
r
(1,2)
n
)
n≥1
verifican la siguiente relacio´n
de recurrencia de segundo orden
αnyn+2 + βnyn+1 + γnyn = 0, n = 1, 2, . . . , ϑ ∈ N \ {1}, (3.26)
donde
αn = (n+ 2)
3(24ϑ2n3 + 30ϑ2n2 + 16ϑ2n+ 3ϑ2 + 9ϑn2 + 5ϑn+ ϑ
−12n3 − 21n2 − 11n− 2),
βn = −2(408ϑ2n6 + 2346ϑ2n5 + 5336ϑ2n4 + 6130ϑ2n3 + 3810ϑ2n2 + 1268ϑ2n
+172ϑ2 + 153ϑn5 + 769ϑn4 + 1417ϑn3 + 1143ϑn2 + 382ϑn+ 52ϑ
−204n6 − 1275n5 − 3181n4 − 4011n3 − 2667n2 − 886n− 120),
γn = n
3(24ϑ2n3 + 102ϑ2n2 + 148ϑ2n+ 73ϑ2 + 9ϑn2 + 23ϑn+ 15ϑ
−12n3 − 57n2 − 89n− 46).
(3.27)
Demostracio´n
En efecto, basta seguir el procedimiento descrito en la demostracio´n del teorema 2.4.1, para ası´ ob-
tener el resultado deseado.
Obse´rvese que el polinomio caracterı´stico de la relacio´n de recurrencia (3.26) viene dado por
t2 − 34t+ 1, el cual coincide con el que se deriva a partir de la relacio´n de recurrencia de Ape´ry [2].
En consecuencia, los nuevos aproximantes diofa´nticos a ζ (3) expuestos en esta seccio´n, no mejoran
la medida de irracionalidad obtenida en [2, 18, 57], o sea (µ = 13.4178202 . . .).
Una consecuencia importante del teorema anterior es la representacio´n en fraccio´n continua del
nu´mero ζ(3). A continuacio´n, se presenta una de las varias posibles representaciones en fracciones
continuas, las cuales se pueden deducir a partir del enfoque seguido en esta seccio´n (ve´ase las funcio-
nes racionales (3.2) ası´ como el problema de aproximacio´n simulta´nea (3.20)-(3.21)).
Corolario 3.3.2. Se verifica el siguiente desarrollo en fracciones continuas
ζ(3) =
9 |
| 8 +
−184 |
| 359 +
−30672 |
| Q3 +
P4 |
| Q4 + · · ·+
Pn |
| Qn + · · · , (3.28)
donde
Pn = −9(n− 2)3(n− 1)3
(
28n3 − 213n2 + 543n− 464) (28n3 − 45n2 + 27n− 6),
y
Qn = 6(476n6 − 2907n5 + 7077n4 − 8715n3 + 5715n2 − 1926n+ 264).
Demostracio´n
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Fijando p−1 = q0 = 1, p0 = q−1 = 0, y ϑ = 2 mediante el teorema 1.2.2 se deduce
a1 = 8, a2 = 359/24,
b1 = 9, b2 = −23/3.
(3.29)
Adema´s, a partir de la relacio´n de recurrencia (3.26) se tiene
yn = −βn−2
αn−2
yn−1 − γn−2
αn−2
yn−2.
Por tanto, se han construido los elementos de la fraccio´n continua irregular (1.5) la cual satisface
(3.29) y
an = −βn−2
αn−2
, bn = − γn−2
αn−2
, n ≥ 3.
Luego, haciendo uso del teorema 1.2.3, con la eleccio´n c0 = c1 = 1, c2 = 24 y cn = −αn−2, para
n ≥ 3, se consigue el resultado deseado.
3.4. Problema de aproximacio´n simulta´nea y aproximantes diofa´nti-
cos de ζ(4)
Para el sistema de funciones (2.12) y los polinomios A(i,l)n (z), 1 ≤ i ≤ 4, 1 ≤ l ≤ 3, conside´rese
el siguiente problema de aproximacio´n racional simulta´nea cerca del infinito
4∑
i=1
(−1)i−1A(i,l)n (z) fi (z)− C(l)n (z) = O
(
z−n−δ1,l
)
, (3.30)
4∑
i=1
(−1)i iA(i,l)n (z) fi+1 (z)−D(l)n (z) = O
(
z−n
)
, (3.31)
conjuntamente con las condiciones adicionales A(i,l)n (1) = 0, i = 1, 2, 4, siendo
A(i,l)n (z) =
n∑
j=0
α
(l,n)
i,j z
j,
polinomios de grado exactamente n.
Al problema de aproximacio´n simulta´nea (3.30)-(3.31), se le denomina, problema de aproxi-
macio´n racional mixto de tipo I y tipo II (vea´se la seccio´n 2.2). Este problema de aproximacio´n,
conduce a un sistema de ecuaciones lineales, en el que se deben determinar (6n+ 3)-inco´gnitas, es-
to es, los coeficientes de los polinomios involucrados en el problema de aproximacio´n simulta´nea
(3.30)-(3.31).
El hecho de que los polinomios C(l)n (z) y D(l)n (z) dependen de A(i,l)n , i = 1, 2, 4, (ve´ase ma´s
adelante las expresiones (3.32) y (3.34)) hace posible encontrar un sistema de ecuaciones lineales
au´n ma´s pequen˜o para (4n+ 1)-inco´gnitas. Dicho sistema se puede inferir a partir de las condiciones
de ortogonalidad (3.37). A continuacio´n se dara´ una explicacio´n detallada de estos hechos.
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Obse´rvese que de la expresio´n (3.30) se deduce
4∑
i=1
(−1)i−1
(i− 1)!
∫ 1
0
A(i,l)n (z) logi−1 x
z − x dx− C
(l)
n (z) = O
(
z−n−δ1,l
)
.
Adema´s, teniendo en cuenta que
A(i,l)n (z)−A(i,l)n (x)
z − x ,
son polinomios de grado exactamente n− 1, entonces se consigue
4∑
i=1
(−1)i−1
(i− 1)!
∫ 1
0
A(i,l)n (z)−A(i,l)n (x)
z − x log
i−1 xdx = C(l)n (z) ∈ Pn. (3.32)
En consecuencia, el te´rmino residuo viene dado por
r
(l,n)
1 (z) =
4∑
i=1
(−1)i−1
(i− 1)!
∫ 1
0
A(i,l)n (x) logi−1 x
z − x dx
=
∞∑
k=n+δ1,l−1
1
zk+1
∫ 1
0
xk
(
4∑
i=1
(−1)i−1A(i,l)n (x) logi−1 x
(i− 1)!
)
dx = O (z−n−δ1,l) ,
donde la condicio´n de ortogonalidad∫ 1
0
xk
(
4∑
i=1
(−1)i−1A(i,l)n (x) logi−1 x
(i− 1)!
)
dx = 0, k = 0, . . . , n− 2 + δ1,l, (3.33)
garantiza el orden establecido cerca del infinito impuesto por la ecuacio´n (3.30).
De forma ana´loga, se procede con la ecuacio´n (3.31) del problema de aproximacio´n simulta´nea
(3.30)-(3.31). De esta manera se obtiene
4∑
i=1
(−1)i
(i− 1)!
∫ 1
0
A(i,l)n (x)−A(i,l)n (x)
z − x log
i x = D(l)n (z) ∈ Pn. (3.34)
Por consiguiente, una segunda condicio´n de ortogonalidad viene dada por∫ 1
0
xk
(
4∑
i=1
(−1)i−1A(i,l)n (x) logi−1 x
(i− 1)!
)
log xdx, k = 0, . . . , n− 2, (3.35)
la cual garantiza el orden establecido cerca del infinito del segundo te´rmino residuo
r
(l,n)
2 (z) =
4∑
i=1
(−1)i
(i− 1)!
∫ 1
0
A(i,l)n (x) logi x
z − x dx (3.36)
= −
∞∑
k=n−1
1
zk+1
∫ 1
0
xk
(
4∑
i=1
(−1)i−1A(i,l)n (x) logi−1 x
(i− 1)!
)
log xdx = O (z−n) .
56 Capı´tulo 3. Aproximantes diofa´nticos de ζ(3) y ζ(4)
No´tese que las condiciones de ortogonalidad (3.33) y (3.35) se pueden reescribir a partir de las si-
guientes formas
F (l)n (x) =
4∑
i=1
(−1)i−1A(i,l)n (x) logi−1 x
(i− 1)! y G
(l)
n (x) = F (l)n (x) log x,
como se sigue ∫ 1
0
F (l)n (x)xkdx = 0, k = 0, . . . , n− 2 + δi,1,
∫ 1
0
G(l)n (x)xkdx = 0, k = 0, . . . , n− 2.
(3.37)
Ahora, definiendo
R(l)1,n (t) =
∫ 1
0
F (l)n (x)xtdx y R(l)2,n (t) =
∫ 1
0
G(l)n (x)xtdx, (Re t > −1),
y aplicando la identidad (2.35) se obtiene
R(l)1,n (t) =
4∑
i=1
n∑
j=0
α
(l,n)
i,j
(t+ j + 1)i
, (3.38)
R(l)2,n (t) = −
4∑
i=1
i
n∑
j=0
α
(l,n)
i,j
(t+ j + 1)i+1
.
Obse´rvese que siR(l)1,n (t) tiene adema´s los mismos ceros que el polinomio
(t+ n+ 2)2n−1 (t+ 2n+ 1)
δ1,l (2t+ n+ 2)2δ3,l+1 ,
el sistema de ecuaciones lineales resultante, au´n continua siendo indeterminado.
De esta forma, ba´sandose en las anteriores condiciones adicionales, en la expresio´n (3.38), en
la condicio´n A(i,l)n (1) = 0, i = 1, 2, 4, y en las condiciones de ortogonalidad (3.37), se deduce al
siguiente resultado
R(l)1,n (t) =
(−t)2n (t+ n+ 2)2n−1 θl,n (t)
(t+ 1)4n+1
, 1 ≤ l ≤ 3, (3.39)
donde
θl,n (t) =
(t+ 2n+ 1)δ1,l (2t+ n+ 2)2δ3,l+1
(t− n+ 1)2−δ1,l .
Obse´rvese que, sustituyendo z = 1 en el problema de aproximacio´n simulta´nea (3.30)-(3.31), se tiene
a partir de (3.31) lo siguiente
3A(3,l)n (1)ζ(4)−D(l)n (1) = r(l,n)2 (1) , n ≥ 1, (3.40)
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donde
A(3,l)n (1) =
n∑
j=0
α
(l,n)
3,j y D(l)n (1) =
4∑
i=1
i
n∑
j=1
α
(l,n)
i,j H
(i+1)
j .
Por razones de brevedad, se denotara´n las sucesiones implicadas en (3.40), como
qn,l = 3
n∑
j=0
α
(l,n)
3,j , pn,l =
4∑
i=1
i
n∑
j=1
α
(l,n)
i,j H
(i+1)
j , (3.41)
(rn,l)n≥1 =
{
r
(l,n)
2 (1)
}
n≥1
.
De esta manera, (3.40) se reescribe como sigue
qn,lζ (4)− pn,l = rn,l, n ≥ 1. (3.42)
Luego, escribiendo
R(l)2,n (t) =
d
dt
R(l)1,n (t) ,
se tiene el siguiente lema.
Lema 3.4.1. Se verifica la siguiente relacio´n para (3.42)
rn,l = −
∑
t≥0
R(l)2,n (t) , n ≥ 1.
Demostracio´n
En efecto, desarrollandoR(l)1,n (t) en fracciones simples
R(l)1,n (t) =
4∑
i=1
n∑
j=0
α
(l,n)
i,j
(t+ j + 1)i
, (3.43)
y teniendo en cuenta las condiciones A(i,l)n (1) = 0, i = 1, 2, 4, se deduce lo siguiente
rn,l =
∑
t≥0
4∑
i=1
i
n∑
j=0
α
(l,n)
i,j
(t+ j + 1)i+1
=
4∑
i=1
i
n∑
j=0
∑
k≥j+1
α
(l,n)
i,j
ki+1
=
4∑
i=1
i
n∑
j=0
α
(l,n)
i,j
(∑
k≥1
−
j∑
k=1
)
1
ki+1
= 3
n∑
j=0
α
(l,n)
3,j
∑
k≥1
1
k4
−
4∑
i=1
i
n∑
j=1
α
(l,n)
i,j
j∑
k=1
1
ki+1
,
lo cual coincide con (3.42) al considerar las expresiones dadas en (3.41). Por tanto, el lema queda
demostrado.
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Lema 3.4.2. Es va´lida la siguiente relacio´n para (3.42)
rn,l = − 1
2pii
∫ −1/2+i∞
−1/2−i∞
R(l)1,n (ν)
( pi
sinpiν
)2
dν. (3.44)
Demostracio´n
En efecto, aplicando el teorema de los residuos basta con verificar la siguiente relacio´n
1
2pii
∫ −1/2+i∞
−1/2−i∞
R(l)1,n (ν)
( pi
sin piν
)2
dν =
∑
j≥0
R(l)2,n (j) .
De esta manera se tiene
rn,l = − 1
2pii
∫ −1/2+i∞
−1/2−i∞
R(l)1,n (ν)
( pi
sinpiν
)2
dν.
Ası´, el lema queda demostrado.
Teorema 3.4.1. Se verifica la siguiente fo´rmula asinto´tica para (3.42)
rn,l = Kl,n
(
2
√
3− 3
)3n
(1 + o (1)) ,
donde
Kl,n = (−1)
δ1,l pi3/222δ1,l+5(1−δ1,l)/2
3(2δ1,l+5δ2,l+δ3,l)/4n15/2−δ1,l+δ2,l−δ3,l
.
Demostracio´n
En efecto, a partir de (3.44) se tiene
rn,l = − 1
2pii
∫ 1/2+i∞
1/2−i∞
(1− ν)2n
(ν)2n+1
( pi
sin piν
)2
G (ν) θl,n (ν − 1) dν, (3.45)
donde
G (z) =
(z + n+ 1)2n−1
(z)2n+1
=
(
Γ (z + 2n) Γ (z)
Γ (z + n+ 1)2
)2
.
Luego, usando la relacio´n
log Γ (z) =
(
z − 1
2
)
log z − z + 1
2
log 2pi + ρ (z) , |ρ (z)| ≤ K |Rez|−1 ,
siendoK una constante absoluta, so´lo es cuestio´n de ca´lculo, verificar que para z = (n+1)t se cumple
logG (z)
∣∣∣
z=(n+1)t
= (2z + 4n− 1) log (z + 2n) + (2z − 1) log z
− (4z + 4n+ 2) log (z + n+ 1) + 4 +O (n−1) ∣∣∣
z=(n+1)t
∼ log g˜ (t) + 2 (n+ 1) f˜ (t)− 6 log (n+ 1) + 4,
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donde
g˜ (t) =
(t+ 1)2
t (t+ 2)5
,
f˜ (t) = (t+ 2) log (t+ 2) + t log t− 2 (t+ 1) log (t+ 1) .
De esta manera, teneniendo en cuentas las estimaciones
ln θl,n (z − 1)
∣∣∣
z=(n+1)t
∼ ln
(
(t+ 2)δ1,l (2t+ 1)3δ3,l+1
(t− 1)2−δ1,l
)
+ ln (n+ 1)δ1,l−δ2,l+δ3,l ,
se consigue para z = (n+ 1)t lo siguiente
log
(1− z)2n
(z)2n+1
( pi
sin piz
)2
G (z) θl,n (z − 1)
∣∣∣
z=(n+1)t
= log g(l) (t) + 2 (n+ 1) f (l) (t)
− (8− δ1,l + δ2,l − δ3,l) log (n+ 1) + 2 log 2pi + 4 +O
(
n−1
)
,
siendo
g(l) (t) = − (t+ 1)
3 (2t+ 1)3δ3,l+1
(t− 1)3−δ1,l t3 (t+ 2)5−δ1,l ,
f (l) (t) = (t+ 2) log (t+ 2)− 3 (t+ 1) log (t+ 1) + 3t log t+ (1− t) log (1− t) .
Por consiguiente, la expresio´n (3.45) se transforma en
rn,l =
2pie4
n7−δ1,l+δ2,l−δ3,li
∫ ξ+i∞
ξ−i∞
g(l) (t) e2(n+1)f
(l)(t)
(
1 +O (n−1)) dt,
donde el punto
ξ =
1
2
(√
3 + 2
√
3− 1
)
,
es un valor extremo para la funcio´n Ref (l) (t) sobre el contorno de integracio´n. Por tanto, a partir del
me´todo de Laplace se obtiene
rn,l =
(−1)δ1,l 23(1−δ1,l)+5δ1,l/23(−δ2,l−δ1,l/4)pie4
n7−δ1,l+δ2,l−δ3,l
×
(
2
√
3 + 3
)(1−δ1,l)/2 (
2
√
3− 3
)3n+(3−l)(1−δ1,l)+δ1,l
×
(
2pi
n+ 1
(
4
√
3
)−1)1/2 (
1 +O (n−1)) .
De esta forma, el teorema queda demostrado.
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3.5. Relaciones de recurrencia para los aproximantes diofa´nticos
de ζ(4)
Lema 3.5.1. Se verifica la siguiente identidad
α(1)n R(1)1,n+2 (t) + β(1)n R(1)1,n+1 (t) + γ(1)n R(1)1,n (t) = S(1)n (t+ 1)− S(1)n (t) , n = 1, 2, . . . , (3.46)
siendo S(1)n (t) = s
(1)
n (t)R(1)1,n (t), con s(1)n (t) dado en (3.48) y
α
(1)
n = (n+ 1)(n+ 2)7(156n5 + 299n4 + 296n3 + 159n2 + 44n+ 5),
β
(1)
n = 6(n+ 1)3(7020n10 + 66105n9 + 272904n8 + 651396n7
+999934n6 + 1039061n5 + 745775n4 + 365788n3
+116588n2 + 21744n+ 1808),
γ
(1)
n = −3n6(3n+ 1)(3n+ 2)(156n5 + 1079n4 + 3052n3 + 4401n2 + 3226n+ 959).
(3.47)
Demostracio´n
En efecto, dividiendo ambos lados de (3.46) medianteR(1)1,n (t), entonces la demostracio´n se redu-
ce a la verificacio´n de la identidad
α(1)n
R(1)1,n+2 (t)
R(1)1,n (t)
+ β(1)n
R(1)1,n+1 (t)
R(1)1,n (t)
+ γ(1)n = s
(1)
n (t+ 1)
R(1)1,n (t+ 1)
R(1)1,n (t)
− s(1)n (t) ,
donde
s(1)n (t) =
(t− n) (t− n+ 1)
(n+ 1)2 (t+ n+ 2)6 (2t+ n+ 2)
∑
0≤j≤10
a
(n)
j,1 t
j, (3.48)
siendo
a
(n)
0,1 = −(n+ 1)2(n+ 2)4(709644n14 + 7947251n13 + 40958180n12 + 129008529n11
+ 278011982n10 + 434496995n9 + 508850400n8 + 454360048n7
+ 311075426n6 + 162416604n5 + 63545130n4 + 18032060n3
+ 3504810n2 + 417536n+ 23016),
a
(n)
1,1 = −(n+ 1)(n+ 2)3(2573688n15 + 32107634n14 + 185682117n13 + 661065262n12
+ 1622215805n11 + 2910242130n10 + 3949128709n9 + 4134730864n8
+ 3372780323n7 + 2144799582n6 + 1053681111n5 + 391939354n4
+ 106661255n3 + 20034878n2 + 2322452n+ 125336),
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a
(n)
2,1 = −(n+ 2)2(3552744n16 + 48478430n15 + 308187769n14 + 1211880148n13
+ 3300019159n12 + 6602517802n11 + 10054432219n10 + 11916298341n9
+ 11142859511n8 + 8270812637n7 + 4861063255n6 + 2234552979n5
+ 784907013n4 + 203139920n3 + 36521218n2 + 4075576n+ 212840),
a
(n)
3,1 = −(n+ 2)(1842672n16 + 24169496n15 + 145453323n14 + 528815703n13
+ 1284478110n12 + 2172158612n11 + 2576416966n10 + 2086057516n9
+ 1036841896n8 + 158828894n7 − 197746229n6 − 196355867n5
− 101589589n4 − 34751253n3 − 7735966n2 − 1022528n− 61240),
a
(n)
4,1 = 618540n
16 + 12273859n15 + 109561231n14 + 592205522n13
+ 2179584562n12 + 5788078432n11 + 11435704096n10 + 17083813426n9
+ 19453793382n8 + 16943825389n7 + 11292448387n6 + 5740166135n5
+ 2200345745n4 + 618044836n3 + 119913446n2 + 14360976n+ 800656,
a
(n)
5,1 = 1351896n
15 + 21132982n14 + 155455146n13 + 710530940n12
+ 2238913697n11 + 5105146851n10 + 8629596061n9 + 10945320083n8
+ 10475680365n7 + 7580020609n6 + 4138848148n5 + 1689027018n4
+ 501539540n3 + 102275550n2 + 12811950n+ 744240,
a
(n)
6,1 = (n+ 1)(748176n
13 + 10554076n12 + 69671202n11 + 278854109n10
+ 740986736n9 + 1362104193n8 + 1768940560n7 + 1642628189n6
+ 1099473216n5 + 532128586n4 + 183578770n3 + 42752658n2
+ 6028622n+ 389616),
a
(n)
7,1 =
(
20n4 + 217n3 + 807n2 + 1186n+ 590
)
(9516n9 + 64181n8 + 181050n7
+ 280021n6 + 264810n5 + 164073n4 + 69150n3 + 19000n2 + 3078n+ 224),
a
(n)
8,1 = (n+ 2)(2n
2 + 53n+ 65)(9516n9 + 64181n8 + 181050n7 + 280021n6
+ 264810n5 + 164073n4 + 69150n3 + 19000n2 + 3078n+ 224),
a
(n)
9,1 = (11n+ 17)(9516n
9 + 64181n8 + 181050n7 + 280021n6 + 264810n5
+ 164073n4 + 69150n3 + 19000n2 + 3078n+ 224),
a
(n)
10,1 = (9516n
9 + 64181n8 + 181050n7 + 280021n6 + 264810n5 + 164073n4
+ 69150n3 + 19000n2 + 3078n+ 224).
Por tanto, el lema queda demostrado.
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Teorema 3.5.1. Las suceciones (pn,1)n≥1, (qn,1)n≥1 y (rn,1)n≥1 satisfacen la siguiente relacio´n de
recurrencia
α(1)n yn+2 + β
(1)
n yn+1 + γ
(1)
n yn = 0, n = 1, 2, . . . , (3.49)
donde α(1)n , β
(1)
n y γ
(1)
n esta´n dados en (3.47).
Demostracio´n
En efecto, usando (3.42) y el lema 3.5.1 se consigue
α(1)n rn+2,1 + β
(1)
n rn+1,1 + γ
(1)
n rn,1 = −
∑
j≥0
(
S(1)′n (t+ 1)− S(1)′n (t)
) ∣∣∣
t=j
= −S(1)′n (0) = s(1)′n (0)R(1)1,n (0)− s(1)n (0)R(1)2,n (0) = 0,
puesto queR(1)1,n (0) = R(1)2,n (0) = 0 para n ≥ 1. Luego, para la sucesio´n (qn,1)n≥1 se ha de usar
qn,1 = 3
n∑
k=0
d
dt
[
(t+ k + 1)4R(1)1,n (t)
] ∣∣∣
t=−k−1
.
De esta forma se tiene
α(1)n qn+2,1 + β
(1)
n qn+1,1 + γ
(1)
n qn,1 = 3
∑
k∈Z
d
dt
[
(t+ k + 1)4
(
S(1)n (t+ 1)− S(1)n (t)
)] ∣∣∣
t=−k−1
,
donde
3
∑
k∈Z
d
dt
[
(t+ k + 1)4
(
S(1)n (t+ 1)− S(1)n (t)
)] ∣∣∣
t=−k−1
=
= 12
∑
k∈Z
[
(t+ k + 1)3
(
S(l)n (t+ 1)− S(l)n (t)
)] ∣∣∣
t=−k−1
+ 3
∑
k∈Z
[
(t+ k + 1)4
(
S(1)′n (t+ 1)− S(1)′n (t)
)] ∣∣∣
t=−k−1
= 12j4
∑
k∈Z
(
S(1)n (j − k)− S(1)n (j − k − 1)
) ∣∣∣
j=0
+ 3j3
∑
k∈Z
(
S(1)′n (j − k)− S(1)′n (j − k − 1)
) ∣∣∣
j=0
= 0.
Finalmente, la sucesio´n pn,1 = qn,1ζ (4) − rn,1 satisface la relacio´n de recurrencia (3.49) como una
combinacio´n lineal de las sucesiones qn,1 y rn,1, ası´ pues, el teorema queda demostrado.
No´tese que siguiendo el procedimiento descrito anteriormente, se consiguen tambie´n las siguien-
tes relaciones de recurrencia
α(l)n yn+2 + β
(l)
n yn+1 + γ
(l)
n yn = 0, n ≥ 1, l = 2, 3, (3.50)
donde α(l)n , β
(l)
n y γ
(l)
n vienen dados mediante
α(2)n = (n+ 1)(n+ 2)
9(78n5 + 182n4 + 186n3 + 99n2 + 27n+ 3),
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β(2)n = 6(n+ 1)
5(3510n10 + 34515n9 + 149160n8
+ 372732n7 + 596567n6 + 640097n5 + 467634n4
+ 230368n3 + 73364n2 + 13672n+ 1136),
γ(2)n = −3n8(3n+ 1)(3n+ 2)(78n5 + 572n4 + 1694n3 + 2529n2 + 1901n+ 575),
α(3)n = (n+ 1)(n+ 2)
7(78n5 + 208n4 + 238n3 + 147n2 + 49n+ 7),
β(3)n = 6(n+ 1)
3(3510n10 + 35685n9 + 159690n8
+ 413268n7 + 683759n6 + 755299n5 + 564844n4
+ 283304n3 + 91588n2 + 17304n+ 1456),
γ(3)n − 3n6(3n+ 1)(3n+ 2)(78n5 + 598n4 + 1850n3 + 2889n2 + 2279n+ 727).
Es evidente, que haciendo uso del teorema 3.4.1, de las relaciones de recurrencia (3.49)-(3.50) y del
teorema de Perron, se demuestra el teorema que se enuncia a continuacio´n.
Teorema 3.5.2. Se verifican para las suceciones (pn,l)n≥1, (qn,l)n≥1 y (rn,l)n≥1 los siguientes lı´mites
l´ım
n→∞
pn,l
qn,l
= ζ (4) ,
l´ım
n→∞
|qn,l|1/n = −
(
2
√
3 + 3
)3
,
l´ım
n→∞
|rn,l|1/n =
(
2
√
3− 3
)3
, l = 1, 2, 3,
donde ∓ (2√3± 3)3 son las raı´ces del polinomio caracterı´stico
λ2 + 270λ− 27,
de las relaciones de recurrencia (3.49)-(3.50).
Obse´rvese que considerando pn,l/qn,l, l = 1, 2, como convergentes de un desarrollo en fracciones
continuas de ζ (4) y haciendo la transformacio´n equivalente para dicho desarrollo (ve´ase los teoremas
1.2.2 y 1.2.3) se deduce el siguiente teorema.
Teorema 3.5.3. Se verifican los siguientes desarrollos en fracciones continuas
ζ(4) =
33 |
| 30 +
5754 |
| 11741 +
−543755520 |
| Q(1)3
+
P(1)4 |
| Q(1)4
+ · · ·+ P
(1)
n |
| Q(1)n
+ · · · ,
donde
P(1)n = 3(n− 2)7(n− 1)7(3n− 5)(3n− 4)(156n5 − 2041n4 + 10748n3
− 28479n2 + 37970n− 20377)(156n5 − 481n4 + 660n3 − 495n2 + 198n− 33),
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y
Q(1)n = −6(n− 1)3(7020n10 − 74295n9 + 346614n8 − 935148n7 + 1610278n6
− 1845475n5 + 1426245n4 − 736340n3 + 244156n2 − 47168n+ 4048).
ζ(4) =
14 |
| 12 +
−6900 |
| −7377 +
790164480 |
| Q(2)3
+
P(2)4 |
| Q(2)4
+ · · ·+ P
(2)
n |
| Q(2)n
+ · · · ,
donde
P(2)n = 3(n− 2)9(n− 1)9(3n− 5)(3n− 4)(78n5 − 988n4 + 5022n3 − 12807n2
+ 16389n− 8421)(78n5 − 208n4 + 238n3 − 147n2 + 49n− 7),
y
Q(2)n = −6(n− 1)5(3510n10 − 35685n9 + 159690n8 − 413268n7 + 683759n6
− 755299n5 + 564844n4 − 283304n3 + 91588n2 − 17304n+ 1456).
3.6. Discusio´n de resultados
Denotando por pi(i,j)n = p
(i,j)
n /q
(i,j)
n , 0 ≤ i ≤ 4, 0 ≤ j ≤ 3 y mediante pi(0,0)n = p(0,0)n /q(0,0)n
los aproximantes de Ape´ry dados en (3), en la Figura 3.1 se muestra una comparacio´n entre los
aproximantes de Ape´ry pi(0,0)n y los doce aproximantes diofa´nticos pi
(i,j)
n para los siguientes para´metros
ρ ϑ υ, χ, ψ
2 2 1, 1, 1
4 784 49, 891, 97
913 93 413, 732, 231
23 57 713, 3427, 231
Como se puede apreciar, dichos resultados se ilustraron a trave´s de una matriz rectangular de cuadra-
dos, formada por trece filas y nueve columnas, donde se utilizo´ una escala de grises, para la cual, el
color de cada cuadrado se determina mediante el valor de la funcio´n
f(pi(i,j)n ) =
∣∣∣(log ∣∣ζ(3)− pi(i,j)n ∣∣)−1∣∣∣ , 0 ≤ i ≤ 4, 0 ≤ j ≤ 3, n = 2, . . . 10, (3.51)
la que oscila entre 0,0144346 . . . y 0,137009 . . . . Adema´s, los valores cercanos al mı´nimo de la fun-
cio´n (3.51), se muestran como cuadrados blancos, mientras que sus ma´ximos se muestran como
cuadrados negros. De hecho, diez iteraciones fueron suficientes para revelar la alta precisio´n de los
resultados alcanzados en la primera parte de este capı´tulo. Claramente, en la Figura 3.1, la oscuridad
disminuye a medida que el nu´mero de iteraciones crece, lo cual se corresponde con los resultados
analı´ticos dados en las secciones 3.1 y 3.3.
A continuacio´n, se exponen cuatro tablas, donde las tres primeras muestran una comparacio´n de
la velocidad de convergencia, entre los aproximantes racionales pi(0,0)n de Ape´ry y tres casos seleccio-
nados de los doce aproximantes diofa´nticos pi(i,j)n , y en la u´ltima tabla, se muestra una comparacio´n
entre las sucesiones residuos, correspondientes a dichos aproximantes.
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I Comparacio´n entre los aproximantes racionales pi(0,0)n de Ape´ry y los aproximantes racionales
pi
(1,1)
n para ρ = 2
n pi
(0,0)
n ζ (3)− pi(0,0)n pi(1,1)n ζ (3)− pi(1,1)n
2 351
292
2,109× 10−6 1327
1104
0,00006
3 62531
52020
1,968× 10−9 104377
86832
5,776× 10−8
4 11424695
9504288
1,778× 10−12 58624219
48769920
5,211× 10−11
· · · · ·
· · · · ·
· · · · ·
· · · · ·
· · · · ·
50 · 2,795× 10−153 · 9,250× 10−152
II Comparacio´n entre los aproximantes racionales pi(0,0)n de Ape´ry y los aproximantes racionales
pi
(1,2)
n para ϑ = 2
n pi
(0,0)
n ζ (3)− pi(0,0)n pi(1,2)n ζ (3)− pi(1,2)n
2 351
292
2,109× 10−6 1077
896
0,00004
3 62531
52020
1,968× 10−9 1987
1653
3,686× 10−8
4 11424695
9504288
1,778× 10−12 34774333
28929024
3,006× 10−11
· · · · ·
· · · · ·
· · · · ·
· · · · ·
· · · · ·
50 · 2,795× 10−153 · 3,505× 10−152
III Comparacio´n entre los aproximantes racionales pi(0,0)n de Ape´ry y los aproximantes racionales
pi
(1,3)
n para υ = χ = ψ = 1
n pi
(0,0)
n ζ (3)− pi(0,0)n pi(1,3)n ζ (3)− pi(1,3)n
2 351
292
2,109× 10−6 2231
1856
9,489× 10−6
3 62531
52020
1,968× 10−9 783217
651564
6,216× 10−9
4 11424695
9504288
1,778× 10−12 118221931
98349696
4,550× 10−12
· · · · ·
· · · · ·
· · · · ·
· · · · ·
· · · · ·
50 · 2,795× 10−153 · 3,114× 10−153
IV Comparacio´n entre las sucesiones residuos, de los aproximantes racionales pi(0,0)n de Ape´ry y
los aproximantes racionales pi(1,1)n , pi
(1,2)
n y pi
(1,3)
n para ρ = 2, ϑ = 2 y υ = χ = ψ = 1,
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respectivamente
n r
(0,0)
n r
(1,1)
n r
(1,2)
n r
(1,3)
n
2 0,00030 0,00442 0,00537 −0,00220
3 5,686× 10−6 0,00006 0,00008 −0,00002
4 1,173× 10−7 1,103× 10−6 1,510× 10−6 −3,885× 10−7
· · · · ·
· · · · ·
· · · · ·
· · · · ·
· · · · ·
50 1,238× 10−79 7,520× 10−79 1,177× 10−78 −1,412× 10−79
Es importante destacar, que pequen˜as modificaciones θ(t) en (3.2) podrı´an dar lugar a nuevos
aproximantes racionales que no demuestran la irracionalidad de ζ (3). Por ejemplo, las siguientes
funciones racionales
R˜
(1)
1,n =
(−t)2n
(t+ 1)2n+1
(
t+ n+ 1
t+ n+ 2
)
, (3.52)
y
R˜
(2)
1,n =
(−t)2n
(t+ 1)2n+1
(
ant
2 + bn
t− n+ 1
)
, (3.53)
donde an = 4n (2Hn −H2n−1)− 1 y bn = (n + 1)an − 2n, dan lugar a sucesiones de aproximantes
racionales a ζ (3) que verifican una relacio´n de recurrencia de segundo orden, con el mismo polinomio
caracterı´stico dado por la relacio´n de recurrencia de Ape´ry (2.1), sin embargo, no demuestran la
irracionalidad de dicho nu´mero. No obstante, la convergencia de estos aproximantes racionales a
ζ (3) es excelente, tal como se aprecia en la Figura 3.2.
Obse´rvese en la siguiente tabla, como desde el punto de vista nume´rico, las sucesiones residuos
(3.42) para los nuevos aproximantes racionales (3.41) a ζ (4), mejoran en comparacio´n a los obtenidos
por Zudilin [100, 101].
n rn,z rn,1 rn,2 rn,3
4 9,435× 10−7 −8,324× 10−7 8,931× 10−8 9,531× 10−6
10 1,195× 10−13 −1,326× 10−14 2,175× 10−16 1,427× 10−13
25 −1,324× 10−29 −2,136× 10−31 5,480× 10−34 2,228× 10−30
34 6,223× 10−39 −5,339× 10−41 7,373× 10−44 5,536× 10−40
45 −3,112× 10−50 −1,507× 10−52 1,184× 10−55 1,556× 10−51
50 2,396× 10−55 −9,361× 10−58 5,956× 10−61 9,656× 10−57
donde (rn,z)n≥1 es la sucesio´n residuo dada en (6).
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Figura 3.1: De izquierda a derecha se muestran en escala de grises los valores de la funcio´n (3.51)
para n = 2, . . . , 10, y de arriba hacia abajo sus argumentos son: pi(0,0)n , pi
(1,1)
n para ρ = 2, pi
(2,1)
n para
ρ = 4, pi(3,1)n para ρ = 913, pi
(4,1)
n para ρ = 23, pi
(1,2)
n para ϑ = 2, pi
(2,2)
n para ϑ = 784, pi
(3,2)
n para
ϑ = 93, pi(4,2)n para ϑ = 57, pi
(1,3)
n para υ = χ = ψ = 1, pi
(2,3)
n para υ = 49, χ = 891, ψ = 97, pi
(3,3)
n
para υ = 413, χ = 732, ψ = 231, pi(4,3)n para υ = 713, χ = 3427, ψ = 231. Para n = 10 (la ltima
columna) se observa un alto nivel de coincidencia entre todos los aproximantes diofa´nticos.
Figura 3.2: La funcio´n (3.51) se traza para n = 2, . . . , 10 de modo que: el sı´mbolo • se utiliza para
representar los aproximantes de Ape´ry, mientras que  y  se utilizan para los aproximantes obtenidos
a partir de (3.52) y (3.53), respectivamente.
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Capı´tulo 4
Aproximantes racionales a los valores de la
funcio´n zeta de Riemann en enteros
Como es conocido, en 2001, Ball y Rivoal [17, 73, 74, 78] probaron que la sucesio´n {ζ (2k + 1)}k≥1
contiene una infinidad de irracionales. En otra direccio´n, para el 2002, Zudilin probo´ que al menos
uno de los nu´meros ζ (5), ζ (7), ζ (9) y ζ (11) es irracional [94]. Lo cierto es, que son escasos los
resultados que existen acerca de las propiedades aritme´ticas de los nu´meros ζ (2k + 1), con k ∈ N,
los cuales pueden consultarse en [33, 34, 35, 36, 51, 69, 76, 79, 80, 81, 95, 99, 102].
Unos de los objetivos fundamentales de este capı´tulo, es presentar excelentes aproximantes ra-
cionales a los valores de la funcio´n zeta de Riemann en argumentos enteros. Para tal propo´sito, en la
primera seccio´n se hara´ uso de un problema de aproximacio´n simulta´nea mixto, el cual posibilitara´ dar
de formar explı´cita dichos aproximantes racionales, lo cual sera´ expuesto en la primera seccio´n de este
capı´tulo.
En la pro´xima seccio´n, se estudiara´n los residuos involucrados en dichos aproximantes racionales,
y por u´ltimo, se expondra´n algunos ejemplos y resultados nume´ricos vinculados con las secciones
anteriores.
4.1. Problema de aproximacio´n simulta´nea vinculado con ζ(s),
s ∈ N\ {1}
Recue´rdese que la funcio´n zeta de Riemann (2.21) esta´ relacionada salvo un factor multiplicador
con el sistema de funciones (2.12). En particular, fk (1) = ζ (k), fk+1 (1) = −ζ (k + 1) y fk+2 (1) =
ζ (k + 2), siendo k > 1 un entero impar.
Por tanto, para el sistema {fk, fk+1, fk+2} y los polinomios A(k)n (z), B(k)n (z), C(k)n (z), y D(k)n (z)
se formula el siguiente problema de aproximacio´n racional simulta´nea cerca del infinito
A(k)n (z)fk (z) + kB
(k)
n (z)fk+1 (z)− C(k)n (z) = O
(
z−n−1
)
, (4.1)
A(k)n (z) fk+1 (z) + (k + 1)B
(k)
n (z) fk+2 (z)−D(k)n (z) = O
(
z−n−1
)
, (4.2)
A(k)n (1) = 0, (4.3)
donde
A(k)n (z) =
n∑
j=0
a
(k)
j,nz
j y B(k)n (z) =
n∑
j=0
b
(k)
j,nz
j,
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son polinomios de grado exactamente n. Como se ha explicado anteriormente, al problema (4.1)-
(4.2), se le denomina, problema de aproximacio´n racional mixto de tipo I y tipo II (vea´se la seccio´n
2.2).
Se puede comprobar fa´cilmente que este problema de aproximacio´n, conduce a un sistema de
ecuaciones lineales, para el que se deben determinar (4n+ 3)-inco´gnitas, estas son, los coeficientes
de los polinomios involucrados en el problema de aproximacio´n (4.1)-(4.2).
El hecho de que los polinomios C(k)n (z) y D
(k)
n (z) dependen de A
(k)
n (z) y B
(k)
n (z) (ve´ase ma´s
adelante las expresiones (4.4) y (4.6)) hace posible encontrar un sistema de ecuaciones lineales au´n
ma´s pequen˜o para (2n+ 1)-inco´gnitas. Dicho sistema se puede inferir a partir de las condiciones de
ortogonalidad (4.10). A continuacio´n se dara´ una explicacio´n detallada de estos hechos.
Es evidente que sustituyendo f1 (z) y f2 (z) en la expresio´n (4.1) se obtiene
1
(k − 1)!
∫ 1
0
A
(k)
n (z) +B
(k)
n (z) log x
z − x log
k−1 xdx− C(k)n (z) = O
(
z−n−1
)
.
Adema´s, teniendo en cuenta que
A
(k)
n (z)− A(k)n (x)
z − x y
B
(k)
n (z)−B(k)n (x)
z − x ,
son polinomios de grado exactamente n− 1, entonces se tiene
1
(k − 1)!
∫ 1
0
A
(k)
n (z)− A(k)n (x)
z − x log
k−1 xdx
+
1
(k − 1)!
∫ 1
0
B
(k)
n (z)−B(k)n (x)
z − x log
k xdx = C(k)n (z) ∈ Pn. (4.4)
En consecuencia, el te´rmino residuo viene dado mediante
r
(k)
n,1 (z) =
1
(k − 1)!
∫ 1
0
A
(k)
n (x) +B
(k)
n (x) log x
z − x log
k−1 xdx
=
1
(k − 1)!
∞∑
ν=n
1
zν+1
∫ 1
0
xν
(
A(k)n (x) +B
(k)
n (x) log x
)
logk−1 xdx = O (z−n−1) ,
donde la condicio´n de ortogonalidad∫ 1
0
xν
(
A(k)n (x) +B
(k)
n (x) log x
)
logk−1 xdx = 0, ν = 0, . . . , n− 1, (4.5)
garantiza el orden establecido cerca del infinito impuesto por la ecuacio´n (4.1). De forma ana´loga, se
procede con la ecuacio´n (4.2) del problema de aproximacio´n racional (4.1)-(4.2). De esta manera se
obtiene
1
k!
∫ 1
0
A
(k)
n (z)− A(k)n (x)
z − x log
k xdx
+
1
k!
∫ 1
0
B
(k)
n (z)−B(k)n (x)
z − x log
k+1 xdx = D(k)n (z) ∈ Pn. (4.6)
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Por consiguiente, una segunda condicio´n de ortogonalidad viene dada como sigue∫ 1
0
xν
(
A(k)n (x) +B
(k)
n (x) log x
)
logk xdx = 0, ν = 0, . . . , n− 1, (4.7)
la cual garantiza el orden establecido cerca del infinito del segundo te´rmino residuo
r
(k)
n,2 (z) =
1
k!
∫ 1
0
A
(k)
n (x) +B
(k)
n (x) log x
z − x log
k xdx (4.8)
=
1
k!
∞∑
ν=n
1
zν+1
∫ 1
0
xν
(
A(k)n (x) +B
(k)
n (x) log x
)
logk xdx = O (z−n−1) .
Por tanto, se comprueba de esta manera, que las (4n+ 3)-inco´gnitas del problema de aproximacio´n
incial, se reducen simplemente a la determinacio´n de (2n+ 1)-coeficientes inco´gnitas, debido a que
C
(k)
n (z) y D
(k)
n (z) dependen de los polinomios A
(k)
n (z) y B
(k)
n (z). No´tese que las condiciones de
ortogonalidad (4.5) y (4.7) se pueden reescribir a partir de las siguientes formas
F (k)n (x) = A
(k)
n (x) +B
(k)
n (x) log x y G
(k)
n (x) = F
(k)
n (x) log x, (4.9)
como se sigue∫ 1
0
F (k)n (x)x
ν logk−1 xdx =
∫ 1
0
G(k)n (x)x
ν logk−1 xdx = 0, ν = 0, . . . , n− 1. (4.10)
Por tanto, a partir de (4.10) se verifica lo siguiente∫ 1
0
F (k)n (x) (P (x) +Q (x) log x) log
k−1 xdx = 0, ∀ P (x) , Q (x) ∈ Pn−1.
Adema´s, esta relacio´n se puede interpretar como una condicio´n de ortogonalidad entre dos formas
(4.9) diferentes, es decir∫ 1
0
F (k)n (x)F
(k)
m (x) log
k−1 xdx = 0, siempre que n 6= m.
Claramente, otra consecuencia de las relaciones de ortogonalidad (4.10) se representa mediante∫ 1
0
p (x)
F
(k)
n (x)
z − x log
k−1 xdx = p (z)
∫ 1
0
F
(k)
n (x)
z − x log
k−1 xdx,∫ 1
0
q (x)
G
(k)
n (x)
z − x log
k−1 xdx = q (z)
∫ 1
0
G
(k)
n (x)
z − x log
k−1 xdx,
donde p(z) y q(z) son polinomios arbitrarios de grado a lo ma´s n. Ahora, definiendo
R
(k)
1,n (t) =
∫ 1
0
F (k)n (x)x
tdx y R(k)2,n (t) =
∫ 1
0
G(k)n (x)x
tdx, (Re t > −1), (4.11)
72 Capı´tulo 4. Aproximantes racionales a los valores de la funcio´n zeta de Riemann en enteros
y aplicando la identidad (2.35) se tiene
R
(k)
1,n (t) = (k − 1)!
n∑
j=0
[
a
(k)
j,n
(t+ j + 1)k
− k b
(k)
j,n
(t+ j + 1)k+1
]
,
R
(k)
2,n (t) = −k!
n∑
j=0
[
a
(k)
j,n
(t+ j + 1)k+1
− (k + 1) b
(k)
j,n
(t+ j + 1)k+2
]
. (4.12)
De esta manera, basa´ndose, en la condicio´n (4.3), y en las condiciones de ortogonalidad (4.10), se
obtiene el siguiente resultado
R
(k)
1,n (t) = −κ(k)n
(−t)2n
(t+ 1)k+1n+1
P
(k)
n(k−1) (t) , (4.13)
donde
κ(k)n =
k!n!k−1
P
(k)
n(k−1) (−1)
.
y P (k)n(k−1) (t) es un polinomio indeterminado de grado exactamente n (k − 1). Adema´s, se puede com-
probar que
R
(k)
2,n (t) = 2R
(k)
1,n (t)
n−1∑
j=0
1
t− j −
k + 1
2
n+1∑
j=1
1
t+ j
+
P
(k)′
n(k−1) (t)
2P
(k)
n(k−1) (t)
 . (4.14)
Obse´rvese que la expresiones (4.13) y (4.14), representan la continuacio´n analı´tica de las funciones
que figuran en (4.11). En consecuencia, los coeficientes a(k)j,n y b
(k)
j,n se pueden escribir explı´citamente,
como sigue
b
(k)
j,n = −
κ
(k)
n
k!
(t+ j + 1)k+1R
(k)
1,n (t)
∣∣∣
t=−j−1
, j = 0, . . . , n,
=
κ
(k)
n
k!n!k−1
(
n+ j
j
)2(
n
j
)k+1
P
(k)
n(k−1) (−j − 1) , (4.15)
y
a
(k)
j,n =
1
(k − 1)!
d
dt
[
(t+ j + 1)k+1R
(k)
1,n (t)
] ∣∣∣
t=−j−1
, j = 0, . . . , n,
= 2kb
(k)
j,n
Hn+j − k + 3
2
Hj +
k + 1
2
Hn−j −
P
(k)′
n(k−1) (−j − 1)
2P
(k)
n(k−1) (−j − 1)
 . (4.16)
Obse´rvese adema´s, que estos coeficientes se pueden determinar simplemente a partir de la solucio´n
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del siguiente sistema
1 1 · · · 1 1 0 0 · · · 0 0
1 1
2k
· · · 1
nk
1
(n+1)k
−k −k
2k+1
· · · −k
nk+1
−k
(n+1)k+1
1
2k
1
3k
· · · 1
(n+1)k
1
(n+2)k
−k
2k+1
−k
3k+1
· · · −k
(n+1)k+1
−k
(n+2)k+1
...
...
...
...
...
...
...
...
1
nk
1
(n+1)k
· · · 1
(2n−1)k
1
(2n)k
−k
nk+1
−k
(n+1)k+1
· · · −k
(2n−1)k+1
−k
(2n)k+1
−1 −1
2k+1
· · · −1
nk+1
−1
(n+1)k+1
k + 1 k+1
2k+2
· · · k+1
nk+2
k+1
(n+1)k+2
−1
2k+1
−1
3k+1
· · · −1
(n+1)k+1
−1
(n+2)k+1
k+1
2k+2
k+1
3k+2
· · · k+1
(n+1)k+2
k+1
(n+2)k+2
...
...
...
...
...
...
...
...
−1
nk+1
−1
(n+1)k+1
· · · −1
(2n−1)k+1
−1
(2n)k+1
k+1
nk+2
k+1
(n+1)k+2
· · · k+1
(2n−1)k+2
k+1
(2n)k+2

.
En consecuencia, teniendo en cuenta lo anterior y las expresiones (4.4) y (4.6) se deduce
B(k)n (1) = −
κ
(k)
n
k!n!k−1
n∑
j=0
(
n+ j
j
)2(
n
j
)k+1
P
(k)
n(k−1) (−j − 1) , B(k)0 (1) = 1,
C(k)n (1) =
n∑
j=1
[
a
(k)
j,nH
(k)
j − kb(k)j,nH(k+1)j
]
, C
(k)
0 (1) = 0,
D(k)n (1) =
n∑
j=1
[
(k + 1) b
(k)
j,nH
(k+2)
j − a(k)j,nH(k+1)j
]
, D
(k)
0 (1) = 0.
No´tese que en particular para n ∈ N∪{0}, el problema de aproximacio´n racional (4.1)-(4.2) cuando
z = 1 toma la siguiente forma
kB(k)n (1)fk+1 (1)− C(k)n (1) =
1
(k − 1)!
∫ 1
0
F
(k)
n (x)
1− x log
k−1 xdx, (4.17)
(k + 1)B(k)n (1) fk+2 (1)−D(k)n (1) =
1
k!
∫ 1
0
G
(k)
n (x)
1− x log
k−1 xdx. (4.18)
Por razones de brevedad, se denotara´n las sucesiones implicadas en (4.17)-(4.18) como(
q(k)n
)
n≥0 =
{
(k + 1)B(k)n (1)
}
n≥0 ,
(
p(k)n
)
n≥0 =
{
D(k)n (1)
}
n≥0 ,(
qˆ(k)n
)
n≥0 = −
(
kB(k)n (1)
)
n≥0 ,
(
pˆ(k)n
)
n≥0 =
{
C(k)n (1)
}
n≥0 ,(
r(k)n
)
n≥0 =
{
r
(k)
n,2 (1)
}
n≥0
,
(
rˆ(k)n
)
n≥0 =
{
r
(k)
n,1 (1)
}
n≥0
.
Luego (4.17)-(4.18) se reescriben como sigue
qˆ(k)n ζ (k + 1)− pˆ(k)n = rˆ(k)n , q(k)n ζ (k + 2)− p(k)n = r(k)n , n ≥ 0. (4.19)
A continuacio´n se expondra´n un teorema donde se evidencia que el residuo r(k)n no se anula.
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Teorema 4.1.1. Supo´ngase que A(k)n (x) , B(k)n (x) ∈ Pn\{0} son soluciones del problema de aproxi-
macio´n simulta´nea (4.1)-(4.3). Entonces, para n = 0, 1, 2, ..., la funcio´n residuo r(k)n,2(z) no se anula
en z = 1.
Demostracio´n
En efecto, proce´dase por reduccio´n al absurdo, esto es, r(k)n,2(1) = 0, lo que significa
r(k)n =
1
k!
∫ 1
0
A
(k)
n (x) +B
(k)
n (x) log x
1− x log
k xdx = 0.
Luego, considerando la funcio´n auxiliar
f (k)n (x) =

(
A
(k)
n (x) +B
(k)
n (x) log x
)2
logk−1 x
1− x , 0 < x < 1,
0, x = 1,
donde A(k)n (x) y B
(k)
n (x) son las soluciones polinomiales del problema de aproximacio´n simulta´nea
(4.1)-(4.3) y teniendo en cuenta que f (k)n (x) ≥ 0, ası´ como∫ 1
0
f (k)n (x) dx > 0.
Entonces, se deduce lo siguiente
0 <
k + 1
k!
∫ 1
0
f (k)n (x) dx =
k + 1
k!
∫ 1
0
(
A
(k)
n (x) +B
(k)
n (x) log x
)2
logk−1 x
1− x dx
=
k + 1
k!
∫ 1
0
A
(k)
n (x)2 + 2A
(k)
n (x)B
(k)
n (x) log x+B
(k)
n (x)2 log
2 x
1− x log
k−1 xdx
=
k + 1
k!
∫ 1
0
A
(k)
n (x)F
(k)
n (x)
1− x log
k−1 xdx+
k + 1
k!
∫ 1
0
B
(k)
n (x)G
(k)
n (x)
1− x log
k−1 xdx
=
(k + 1)A
(k)
n (1)
k!
∫ 1
0
F
(k)
n (x)
1− x log
k−1 xdx+
(k + 1)B
(k)
n (1)
k!
∫ 1
0
G
(k)
n (x)
1− x log
k−1 xdx
= q(k)n r
(k)
n .
Por tanto, rn no puede anularse. Esta contradiccio´n prueba la hipo´tesis inicial. De este modo, el
teorema queda demostrado.
Como consecuencia del teorema anterior, los elementos de la sucesio´n
(
r
(k)
n
)
n≥0
tienen el mismo
signo que
(
q
(k)
n
)
n≥0
.
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n
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4.2. Representacio´n de
(
r
(k)
n
)
n≥0
a partir de una integral de con-
torno
A continuacio´n se presenta un lema, mediante el cual se expresan los residuos
(
r
(k)
n
)
n≥0
como
una integral de contorno.
Teorema 4.2.1. Se verifican las siguientes relaciones para el te´rmino residuo (4.8) cuando z = 1
r(k)n =
1
2piik!
∫ −1/2+i∞
−1/2−i∞
R
(k)
1,n(ν)
( pi
sin piν
)2
dν =
1
k!
∞∑
t=n
R
(k)
2,n (t) . (4.20)
Demostracio´n
En efecto, el nu´cleo de Cauchy 1/(z − x) en la expresio´n integral para el residuo (4.8), se puede
sustituir por la expresio´n
1
x− z =
1
2iz
∫
Re ν=−1/2
(
−x
z
)ν ( 1
sin piν
)
dν,
∣∣∣x
z
∣∣∣ < 1, x 6= 0,
donde la lı´nea vertical Re ν = −1/2 esta´ orientada de arriba hacia abajo. No´tese´ que dicha integral
converge uniformemente para ε ≤ x ≤ 1, y z < −1 − ε, ε ∈ (0, 1). En consecuencia, se cumple lo
siguiente
r
(k)
n,2 (z) = −
1
k!
∫ 1
0
(
1
2zi
∫
Re ν=−1/2
(
−x
z
)ν dν
sin piν
)
G(k)n (x) log
k−1 xdx
= − 1
2zik!
∫
Re ν=−1/2
(∫ 1
0
xνG(k)n (x) log
k−1 xdx
)(
−1
z
)ν
dν
sin piν
= − 1
2zpiik!
∫
Re ν=−1/2
R
(k)
2,n (ν)
(
−1
z
)ν
pidν
sin piν
, (4.21)
puesto que z < −1 y 0 < x ≤ 1. Ahora bien, acoplando la funcio´n integrando en (4.21) mediante el
uso de la fo´rmula de derivacio´n (4.14) y tomando lı´mite cuando z tiende a 1 se consigue
q(k)n ζ (k + 2)− p(k)n =
1
2piik!
∫ −1/2+i∞
−1/2−i∞
R
(k)
n,1(ν)
( pi
sin piν
)2
dν.
Luego, so´lo queda por demostrar que
1
k!
∑
t≥0
R
(k)
2,n (t) = q
(k)
n ζ (k + 2)− p(k)n .
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Para ello, basta tener en cuenta que A(k)n (1) = 0, y luego haciendo uso de (4.12), se tiene
1
k!
∑
t≥0
R
(k)
2,n (t) = (k + 1)
∑
t≥0
n∑
j=0
b
(k)
j,n
(t+ j + 1)k+2
−
∑
t≥0
n∑
j=0
a
(k)
j,n
(t+ j + 1)k+1
= (k + 1)
n∑
j=0
∑
l≥j+1
b
(k)
j,n
lk+2
−
n∑
j=0
∑
l≥j+1
a
(k)
j,n
lk+1
= (k + 1)
n∑
j=0
b
(k)
j,n
(∑
l≥1
−
j∑
l=1
)
1
lk+2
−
n∑
j=0
a
(k)
j,n
(∑
l≥1
−
j∑
l=1
)
1
lk+1
= (k + 1)
n∑
j=0
b
(k)
j,n
∑
l≥1
1
lk+2
− (k + 1)
n∑
j=1
b
(k)
j,n
j∑
l=1
1
lk+2
+
n∑
j=1
a
(k)
j,n
j∑
l=1
1
lk+1
,
de donde se sigue
q(k)n = (k + 1)
n∑
j=0
b
(k)
j,n y p
(k)
n = (k + 1)
n∑
j=1
b
(k)
j,nH
(k+2)
j −
n∑
j=1
a
(k)
j,nH
(k+1)
j .
Este resultado se corresponde con (4.19). De esta forma, el teorema queda demostrado.
Llegado a este punto, es totalmente necesario el estudio de los ceros del polinomio P (k)n(k−1) (t), lo
cual posibilitarı´a de forma efectiva, determinar el comportamiento asinto´tico de los residuos r(k)n , a
partir del me´todo de Laplace, aplica´ndose pues, a (4.20). Esta cuestio´n queda como problema abierto
de esta tesis doctoral.
A continuacio´n se mostrara´, el compartamiento que siguen algunos residuos para los primeros n.
n q
(1)
n ζ (3)− p(1)n q(27)n ζ (29)− p(27)n q(35)n ζ (37)− p(35)n q(39)n ζ (41)− p(39)n
1 0,02057 8,370× 10−6 3,229× 10−7 6,345× 10−8
7 1,433× 10−12 9,049× 10−20 2,512× 10−23 3,794× 10−25
25 6,500× 10−41 5,319× 10−49 1,809× 10−53 8,815× 10−56
34 6,879× 10−55 5,194× 10−63 1,266× 10−67 5,133× 10−70
45 6,548× 10−72 5,100× 10−80 9,668× 10−85 3,399× 10−88
50 1,239× 10−79 9,980× 10−88 1,742× 10−92 5,837× 10−95
4.3. Ejemplos nume´ricos de los aproximantes racionales. Discu-
sio´n de resultados
En esta seccio´n se dara´n algunos ejemplos nume´ricos, donde se resalta la velocidad de convergen-
cia de los aproximantes racionales expuestos a continuacio´n.
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I Aproximantes racionales a ζ (5)
n p
(3)
n /q
(3)
n ζ (5)− p(3)n /q(3)n
1 200
193
0,000658325
2 1193096709
1150607924
5,064× 10−7
3 83320088643112085473325
80352838722733659446868
4,113× 10−10
4 442202476872959085926909789087863004126875
426454470602886307095240199838131677727104
3,424× 10−13
5 80236495088546709948043087446448576238829878564279976819467888207
77379060103809162825796985303074423411579893795225283068654384000
2,889× 10−16
30 · 7,215× 10−93
37 · 2,635× 10−114
42 · 1,284× 10−129
50 · 4,071× 10−154
II Aproximantes racionales a ζ (7)
n p
(5)
n /q
(5)
n ζ (7)− p(5)n /q(5)n
1 3808
3777
0,000141705
2 1581134880721329
1568042966905180
7,133× 10−8
3 550810359798780529506267393799430964061
546249570639182786118197944314698083884
4,654× 10−11
4 206302328839127088897201131688130390001000423002686228115931485796875
204594115815481327003095832746318425389629788514757721321372722371072
3,389× 10−14
5 · 2,612× 10−17
30 · 4,481× 10−94
37 · 1,609× 10−115
42 · 7,774× 10−131
50 · 2,439× 10−155
III Aproximantes racionales a ζ (13)
n p
(11)
n /q
(11)
n ζ (13)− p(11)n /q(11)n
1 16746496
16744449
4,638× 10−7
2 5866785788869311043396925597895
5866065944528804420313872478428
4,239× 10−11
3 · 1,087× 10−14
4 · 4,360× 10−18
5 · 2,213× 10−21
30 · 5,634× 10−99
37 · 1,838× 10−120
42 · 8,451× 10−136
50 · 2,497× 10−160
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IV Aproximantes racionales a ζ (29)
n p
(27)
n /q
(27)
n ζ (29)− p(27)n /q(27)n
1 72057589877178368
72057589742960641
1,447× 10−14
2 · 2,072× 10−21
3 · 1,376× 10−26
4 · 4,903× 10−31
5 · 4,349× 10−35
30 · 1,381× 10−116
37 · 2,663× 10−138
42 · 9,270× 10−154
50 · 1,952× 10−178
V Aproximantes racionales a ζ (41)
n p
(39)
n /q
(39)
n ζ (41)− p(39)n /q(39)n
1 1208925819590989674708992
1208925819590439918895105
2,740× 10−20
2 · 1,367× 10−29
3 · 3,154× 10−36
4 · 1,132× 10−41
5 · 1,860× 10−46
30 · 5,342× 10−132
37 · 5,630× 10−154
42 · 1,417× 10−169
50 · 2,005× 10−194
En la figura que viene a continuacio´n, se puede observar cua´n ra´pido convergen los aproximantes
racionales correspondientes a ζ (5), ζ (7), ζ (13), ζ (29) y ζ (41), respectivamente, en correspondencia
con las tablas anteriores.
Figura 4.1: De izquierda a derecha se muestran en escala de grises los valores de la funcio´n (4.22),
para n = 2, . . . , 10 y de arriba hacia abajo sus argumentos son pi(3)n , pi
(5)
n , pi
(11)
n , pi
(27)
n y pi
(39)
n , respecti-
vamente.
Como se ha podido observar, los resultados se han ilustrados mediante una matriz rectangular de
cuadrados, formada por cinco filas y nueve columnas, donde se utilizo´ una escala de grises, para la
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cual, el color de cada cuadrado se determina mediante el valor de la funcio´n
f(pi(k)n ) =
∣∣∣(log ∣∣ζ(k + 2)− pi(k)n ∣∣)−1∣∣∣ , k = 3, 5, 11, 27, 39, n = 2, . . . 10, (4.22)
siendo pi(k)n = p
(k)
n /q
(k)
n .
A modo de resumen, se mostrara´ en la siguiente tabla, el nu´mero de iteraciones realizadas para
que los aproximantes racionales antes expuestos, alcancen una cota de error de 10−154:
ζ ζ (5) ζ (9) ζ (13) ζ (19) ζ (23) ζ (29) ζ (37) ζ (41)
n 50 49 48 46 45 42 39 37
Algunos autores se han dedicado al estudio de determinados algoritmos [22, 61], que estiman ciertos
valores de la funcio´n zeta de Riemann en enteros. Es evidente, segu´n se ha mostrado anteriormente,
que en este capı´tulo, se presenta un nuevo algoritmo, capaz de brindar excelentes aproximantes racio-
nales, a valores de la funcio´n zeta de Riemann para cualquier argumento entero, con las limitaciones
que el software (Mathematica) disponible en el mercado, tenga para resolver en aritme´tica exacta
sistemas de ecuaciones lineales.
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Resumen de conclusiones y problemas abiertos
Para finalizar esta tesis doctoral, se concluye con una exposicio´n, a modo de resumen, de los
principales resultados, desarrollados a lo largo de toda la investigacio´n doctoral, recogidos en las
secciones 2.5, 3.6 y 4.3. Adema´s, de una serie de cuestiones y problemas abiertos que han surgido
durante el proceso investigador.
* Conclusiones
1. Diferentes formulaciones del problema de Riemann-Hilbert, conllevan a diferentes apro-
ximaciones diofa´nticas a ζ (3), tal es el caso, de los problemas de Riemann-Hilbert p-
descompensados. En particular, para p = 1 se tiene la siguiente formulacio´n:
Problema 4.3.1. Encontrar una funcio´n matricial F (z) ∈ C4×4 de manera que:
I. F (z) sea analı´tica en C\(0, 1),
II. Se verifique la siguiente condicio´n de salto
F+(z) = F−(z)

1 0 w1(z) w2(z)
0 1 w2(z) w3(z)
0 0 1 0
0 0 0 1
 , z ∈ (0, 1).
III. El comportamiento asinto´tico cerca del infinito sea como sigue
F (z)

z−n 0 0 0
0 z−n−1 0 0
0 0 zn 0
0 0 0 zn
→

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , z →∞.
A partir de la cual, se formulan los siguientes problemas de aproximacio´n simulta´nea
F
(n+δi,1−1)
i,1 (z) f1 (z) + F
(n+δi,2)
i,2 (z) f2 (z)− Cn+δi,2 (z) = z−nδi,3 +O
(
z−n−1
)
,
F
(n+δi,1−1)
i,1 (z) f2 (z) + 2F
(n+δi,2)
i,2 (z) f3 (z)−Dn+δi,2 (z) = z−nδi,4 +O
(
z−n−1
)
,
F
(n+δi,1−1)
i,1 (1) = 0, i = 1, . . . , 4,
siendo F (n+δi,1−1)i,1 (z), F
(n+δi,2)
i,2 polinomios de grado n+δi,1−1 y n+δi,2, respectivamente.
Como resultado de lo anterior, para i = 1, se tienen los aproximantes de Ape´ry (2)-(3) y
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para el resto se consigue
2F
(n+δi,2)
i,2 (1) ζ (3)−Dn+δi,2 (1) =
∫ 1
0
F
(n+δi,1−1)
i,1 (x) + F
(n+δi,2)
i,2 (x) log x
1− x log xdx
= O
((√
2− 1
)4n)
.
Lo cual evidentemente, da excelentes aproximantes racionales a ζ (3), aunque para estos
casos, como es posible comprobar, no se prueba su irracionalidad.
2. Se han encontrado infinitas aproximaciones diofa´nticas a ζ (3) que prueban el teorema de
Ape´ry.
3. Modificaciones θ(t) en
R˜n (t) =
(−t)2n θ(t)
(t+ 1)2n+1
, (4.23)
podrı´an dar lugar a nuevos aproximantes racionales que no demuestren la irracionalidad de
ζ (3), aunque es posible que los mismos conduzcan a excelentes aproximantes diofa´nticos
a dicho nu´mero.
4. Se han encontrado nuevas relaciones de recurrencia y nuevos desarrollos en fracciones
continuas para ζ (3) y ζ (4).
5. Los nuevos aproximantes diofa´nticos de ζ (4) mejoran nume´ricamente en comparacio´n a
los obtenidos por Zudilin.
6. Se han encontrado excelentes aproximantes racionales a los valores de la funcio´n zeta de
Riemann en argumentos enteros.
7. Se ha expuesto un algoritmo eficiente, para el ca´lculo de aproximaciones diofa´nticas, a los
valores de la funcio´n zeta de Riemann en argumentos enteros.
* Problemas abiertos
1. ¿Es posible encontrar nuevas funciones racionales del tipo (4.23), que mejoren la medida
de irracionalidad de ζ (3) dada por Ape´ry? En caso afirmativo, ¿es posible que dichos
resultados este´n vinculados con problemas de Riemann-Hilbert p-descompensados?
2. A priori se desconoce un criterio formal, que permita encontrar excelentes aproximantes
diofa´nticos que prueben la irracionalidad de ζ (3), a partir de funciones racionales del tipo
(4.23). Es aconsejable abundar en esta cuestio´n.
3. ¿Es posible a partir de las te´cnicas desarrolladas en las secciones 3.1-3.3, probar que
ζ (3)2 sea irracional? En caso afirmativo, ¿es posible extender este esquema y construir
una demostracio´n de la trascendencia de ζ (3)?
En particular, para i = 1, j = 1, 2, conside´rese la siguiente funcio´n auxiliar
f (1,l)n (x) =

2
(
A
(1,l)
n (x) +B
(1,l)
n (x) log x
)2
1− x , 0 < x < 1, l = 1, 2,
0, x = 1,
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de donde se puede comprobar que
0 <
∫ 1
0
f (1,l)n (x) dx = q
(1,l)
n r
(1,l)
n − 2b(1,l)n,n R(1,l)2,n (n− 1) ,
siendo
2b(1,l)n,n R
(1,l)
2,n (n− 1) =

2n+ 1
n5
> 0, l = 1,
3
n3
> 0, l = 2.
Por tanto, q(1,l)n r
(1,l)
n > 2b
(1,l)
n,n R
(1,l)
2,n (n− 1) > 0. Luego, teniendo en cuenta que la suce-
sio´n
{
q
(1,l)
n
}
n≥0
es estrictamente positiva, se deduce entonces que r(1,l)n > 0 y p
(1,l)
n =
q
(1,l)
n ζ (3)− r(1,l)n > 0. Es evidente, que a partir de un cierto n > n0, n0 ∈ N, se tiene
0 < l6nnq
(1,1)
n q
(1,2)
n ζ (3)
2
− l6nn
(
p(1,1)n r
(1,2)
n + p
(1,2)
n r
(1,1)
n + p
(1,1)
n p
(1,2)
n
)
= l6nnr
(1,1)
n r
(1,2)
n < 1.
Por consiguiente, cabrı´a estudiar, considerando la libertad que proporcionan los para´me-
tros ρ y θ, la existencia de sucesiones de enteros p(ρ,θ)n estrictamente positivas, que verifi-
quen
0 < l6nnq
(1,1)
n q
(1,2)
n ζ (3)
2 − p(ρ,θ)n = l6nnr(1,1)n r(1,2)n < 1, n > n0, n0 ∈ N,
dando lugar de esta manera, a la prueba de la irracionalidad del nu´mero real ζ (3)2.
4. ¿Existen modificaciones θ˜n (t) en
Rn (t) =
(−t)2n (t+ n+ 2)2n−1 θ˜n (t)
(t+ 1)4n+1
,
que conduzcan a aproximantes diofa´nticos a ζ (4) que prueben su irracionalidad?
5. Se ha vinculado el estudio de la irracionalidad de ζ (k + 2), con k entero impar, a la
localizacio´n de los ceros del polinomio P (k)n(k−1) (t) involucrado en (4.13), vea´se la Figura
4.2.
6. Considerando la integral auxiliar
I(k)n =
∫ 1
0
F
(k)
n (x)F
(k)
n+1 (x)
1− x log
k−1 xdx = k!q(k)n r
(k)
n+1
= k!q
(k)
n+1r
(k)
n − a(k)n+1,n+1R(k)n,1 (n)− b(k)n+1,n+1R(k)n,2 (n) .
Queda por determinar explı´citamente el ana´logo del determinante wronskiano
W (k)n = det
(
q
(k)
n r
(k)
n
q
(k)
n+1 r
(k)
n+1
)
= − 1
k!
(
a
(k)
n+1,n+1R
(k)
n,1 (n) + b
(k)
n+1,n+1R
(k)
n,2 (n)
)
,
asociado a los aproximantes racionales a ζ (k + 2), con k entero impar. Este resultado
permitirı´a dar solucio´n al siguiente problema abierto.
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7. Determinar las relaciones de recurrencia de orden 2 o´ superior, vinculadas a los aproxi-
mantes racionales a ζ (s), s ∈ N\ {1}. En particular, para los aproximantes racionales a
ζ (k + 2), con k entero impar, habrı´a que estudiar relaciones del tipo
W (k)n r
(k)
n+2 −
(
W (k)n
q
(k)
n+2
q
(k)
n+1
+W
(k)
n+1
q
(k)
n
q
(k)
n+1
)
r
(k)
n+1 +W
(k)
n+1r
(k)
n = 0, n ≥ 1.
8. Au´n queda por estimar los te´rminos de las sucesiones residuos
r(k)n =
1
2piik!
∫ −1/2+i∞
−1/2−i∞
R
(k)
1,n(ν)
( pi
sin piν
)2
dν.
Para ello, bastarı´a con escribirlos en la forma
r(k)n = −
2pii
nΘ(k)
∫ %+i∞
%−i∞
gk (t) e
2(n+1)fk(t)
(
1 +O (n−1)) dt,
donde % tiene que ser un punto de silla o un valor extremo de la funcio´n Refk (t) sobre el
contorno de integracio´n y Θ (k) es un nu´mero entero que depende de k. Por tanto, a partir
del me´todo de Laplace se conseguirı´a
r(k)n = −2pin−Θ(k)gk (%) ezfk(%)
√
2pi
z |f ′′k (%)|
eiϕm(%)
(
1 +O (n−1)) ,
donde
ϕm (%) = pi (m+ 1)− arg f
′′
k (%)
2
, (m = 0, 1).
9. Conside´rese el retı´culo Lk formado por las soluciones del sistema diofa´ntico de congruen-
cias [9]
~x ∈ Lk :
{〈
~x, ~p (k,n)
〉 ≡ 0 modH(k)n ,〈
~x, ~q (k,n)
〉 ≡ 0 modH(k)n ,
donde las coordenadas de los vectores
~p (k,n) =
(
p˜(k)n , p˜
(k)
n−1, . . . , p˜
(k)
n−r
)
, ~q (k,n) =
(
q˜(k)n , q˜
(k)
n−1, . . . , q˜
(k)
n−r
)
,
son los numeradores y denominadores de los aproximantes racionales a ζ (k + 2), con k
entero impar y Hn es una cierta sucesio´n (fijada) de nu´meros naturales, n ∈ N. Serı´a
interesante reducir una de las bases que genera el retı´culo Lk haciendo uso de estos apro-
ximantes racionales a ζ (k + 2)
r∑
i=0
xip˜
(k)
n−i
r∑
i=0
xiq˜
(k)
n−i
=
H(k)n P(k,n)
H(k)n Q(k,n)
,
4.3. Ejemplos nume´ricos de los aproximantes racionales. Discusio´n de resultados 85
de modo que se pueda eliminar el crecimiento de las sucesio´n residuo r˜(k)n = q˜
(k)
n ζ (k + 2)−
p˜
(k)
n mediante la transformacio´n
Q(k,n)ζ (k + 2)− P(k,n) =
〈
~x, ~f (k,n)
〉
H(k)n
,
donde ~f (k,n) = ~q (k,n)ζ (k + 2)− ~p (k,n). No´tese que el retı´culo Lk puede ser generado por
infinitas bases, esencialmente, quedarı´a por estudiar aquella base reducida
(
~b
(k,n)
j
)
1≤j≤r+1
,
que permita que 〈
~b
(k,n)
j ,
~f (k,n)
〉
H(k)n
→ 0 cuando n→∞,
proba´ndose de esta manera, la irracionalidad de ζ (k + 2), con k entero impar. Para tal
propo´sito, se puede hacer uso del algoritmo LLL (Lenstra, Lenstra y Lova´sz) [52], el cual
en principio deberı´a proporcionar la solucio´n deseada y en tiempo polinomial, suponiendo
que la dimensio´n de Lk este´ fijada, ve´ase [49]. No´tese que se tiene la libertad de ir iterando
el proceso descrito anteriormente, en correspondencia con la dimensio´n r+ 1 del retı´culo
Lk, hasta que se haya alcanzado la convergencia adecuada. Claro esta´, que lo anterior no
es un problema trivial, pero sı´ da excelentes pautas a seguir, en trabajos futuros. Adema´s,
este problema abierto, tambie´n esta´ vinculado al estudio de funciones del tipo
Rn,k (t) =
(−t)2ni Pnj(t)
(t+ 1)k+1n+1
,
donde queda por investigar los polinomios Pnj(t) o´ptimos, que darı´an lugar a la prueba de
la irracionalidad de ζ (k + 2), con k entero impar.
Figura 4.2: Estos gra´ficos representan los polinomios de para´metros n = 2, k = 3 y n = 3, k = 3,
respectivamente
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