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For a sequence of partial sums of d-dimensional independent identically
distributed random vectors a corresponding multivariate renewal process is defined
componentwise. Via strong invariance together with an extreme value limit theorem
for Rayleigh processes, a number of weak asymptotic results are established for the
d-dimensional renewal process. Similar theorems for the estimated version of this
process are also derived. These results are suggested to serve as simultaneous
asymptotic testing devices for detecting changes in the multivariate setting.  1996
Academic Press, Inc.
1. Introduction
Consider a sequence X1 , X2 , . . . of independent identically distributed
(i.i.d.) d-dimensional random vectors. Let Xk=(Xk1 , ..., Xkd)T where T
denotes transposition. Assume that
EX1i=+i>0 \i=1, ..., d (1.1)
and
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where +=(+1 , ..., +d)T and where 7=(_ij) for _ij=Cov(X1i , X1j). Denote
Sn=X1+ } } } +Xn and Sni=X1i+ } } } +Xni . Define componentwise
renewals as
Ni (t)=min[n1: Sni>t] (1.3)
(cf. Csenki [3]) and define the d-dimensional renewal process pointwise for
t0 by
M(t)=(M1(t), ..., Md (t))T=(N1(t+1)&t, ..., Nd (t+d)&t)T. (1.4)
In Steinebach and Eastwood [18] we developed extreme value
asymptotics for increments of one-dimensional renewal processes. The
latter have been motivated as possible asymptotic testing devices for
detecting changes in the intensity of a general renewal counting process (for
further details see Steinebach [16]). These results concerning the
increments of counting processes should be seen in the light of earlier
studies by Kendall and Kendall [12], Cso rgo and Horva th [4], and
Eastwood [8] on pontogram asymptotics.
In the present paper we propose similar asymptotics for the d-dimen-
sional renewal process defined in (1.4). These will be useful as simultaneous
asymptotic testing devices for detecting changes in the d-dimensional
setting assuming only counting data is available. For example, an insurer
might be interested in simultaneously testing for a possible change in any
of the subgroups making up his portfolio.
Similar asymptotics have been provided by Cso rgo and Horva th [5] to
deal with changepoint problems based on U-statistics. A recent comprehen-
sive survey of invariance principles for partial sums, renewal processes,
empirical and quantile processes is given in Cso rgo and Horva th [6].
The extreme value asymptotics presented in Section 2 are derived from
corresponding results for the Euclidean norm of the d-dimensional Wiener
process. A key tool for the proof of the latter assertions is provided by the
high level extremes of Rayleigh processes studied in Albin [1]. In Section 3
we state a suitable extreme value limit theorem based on Theorems 9 and
10 of Albin [1]. Via the invariance principles for the d-dimensional renewal
process developed in Section 4, we are then in a position to prove the
desired extreme value asymptotics for [M(t)] in Section 5. To apply these
asymptotics in practice, we introduce in Section 6 corresponding versions
for the process [M (t)], where
M (t)=(M 1(t), ..., M d (t))T=(N1(t+^1)&t, ..., Nd (t+^d)&t)T (1.5)


































































Here and in the following we assume that the d-dimensional renewal
process has been observed until time n.
2. Extreme Value Asymptotics for [M(t)]
To present the results of this section, we need the following notations:
D=diag(+&11 , ..., +
&1
d ) and 7=B
2, (2.1)
where +i (i=1, ..., d ) and 7 are defined as in (1.1) and (1.2), respectively.
B denotes the unique symmetric root of 7 while diag abbreviates diagonal
matrix. Consider
E (1)n = sup
1tTn
t&12 |B&1D&1M(t)|,








where [Tn] and [hn] are suitably chosen sequences of real numbers and
|x| denotes the Euclidean norm of a vector x=(x1 , ..., xd)T, i.e.,




Depending on the size of Tn and hn we obtain different types of extreme
value asymptotics:







D E (n  ), (2.2)
where
a (1)n =(2 log log Tn)
12,
b (1)n =2 log log Tn+(d2) log log log Tn&log(21(d2)),
and
P(Ex)=exp(&2e&x) for all x # R.
































































Remark 2.1. Theorem 2.1 provides an analog of the multivariate partial
sum extreme value asymptotics in Horva th [11], which via invariance is
based on a corresponding result for the multivariate OrnsteinUhlenbeck
process (cf. Lemmas 2.1 and 2.2 in Horva th [11]).
Theorem 2.2. Suppose E |X1 | r< for some r>2, hn  , and
Tnhn  , then if
2<r<4 and h&1n T
2r
n log(Tnhn)  0,
or if
r4 and h&2n Tn(log Tn)







D E (n  ), (2.3)
where
a (2)n =(2 log(Tnhn))
12,
b (2)n =2 log(Tnhn)+(d2) log log(Tnhn)&log(1(d2)),
and E as in Theorem 2.1.






D E (n  ), (2.4)
where
a (3)n =(2 log(Tnhn))
12,
b (3)n =2 log(Tnhn)+(d2) log log(Tnhn)&log((23) 1(d2)),
and E as in Theorem 2.1.
Remark 2.2. Typical choices for the sequences [Tn] and [hn] in
Theorems 2.2 and 2.3 are Tn=n and hn=cn p for some 0<p<1 and c>0.





































































In the previous theorems the choices of [Tn] and [hn] with Tnhn  
lead us to an extreme value limiting behaviour of the Gumbel type. Next
we consider the situation where Tnhn=O(1).
Theorem 2.4. If E |X1 | r< for some 2<r<4, Tnhn  c0, and









2&12 |Z(t+2)&2Z(t+1)+Z(t)| (n  ), (2.6)
where [Z(t)] denotes a d-dimensional standard Wiener process.
Corollary 2.1. If c=0 in the assumption of Theorem 2.4, then
(E (2)n )
2 wD /2d (2.7)
and
(E (3)n )
2 wD /2d (n  ), (2.8)
where /2d represents a /
2-random variable with d degrees of freedom.
Remark 2.3. As can easily be seen from the proof of Theorem 2.4, the
moment assumption can be weakened to
EH( |X1 | )<
for some non-negative real-valued function H satisfying H(x)x2 A  and
H(x)x3 a as x   (details are given in Section 5).
Remark 2.4. We note that the theorems above generalize the two-sided
versions of their counterparts in Steinebach and Eastwood [18] to d
dimensions except for the problem of estimating + which will be addressed
in Section 6.
3. Extreme Value Asymptotics for Rayleigh Processes
Let [|(t): t0] be a separable Rd-valued stationary Gaussian process,
with independent standardized component processes |1 , ..., |d possessing
covariance functions r1 , ..., rd satisfying
ri (h)=1&Ci |h|:+o( |h| :) as h  0 (3.1)
































































for some constants 0<:2 and C1 , ..., Cd>0, and
ri (h)=o(1(log h)) as h   for all i=1, ..., d. (3.2)
Theorems 2.1 and 2.3 are based on the following extreme value asymptotics




turn is based on Theorems 9 and 10 of Albin [1].
Lemma 3.1. Let E(v)=sup0tv ||(t)|. Then there exists a constant
0<H=H d:(C1 , ..., Cd)< such that
avE(v)&bv w




bv=2 log v+(d2&1+1:) log log v&log(21&1:H&11(d2)).
Remark 3.1. If C1= } } } =Cd=C, then we conclude from Albin [1,
p. 119] that the constant H of Lemma 3.1 equals




where H: is the constant introduced by Pickands [14]. It is known that
H1=1 and H2=?&12. Lindgren [13] also calculated H d2(C1 , ..., Cd).
Proof. Since the main ingredient of this proof is Theorem 10 of Albin
[1], we will first describe how to verify the technical conditions required
there. In the second part we then only need to redefine the normalizing
constants to achieve the asymptotics in (3.3). In the following we quote
conditions and theorems of Albin [1] without further reference.
First we are going to verify conditions A([0]), B, C0([0]), D(0), D$, and
(2.15) (with c=0) of Theorem 10. From the proof of Theorem 9
(pp. 117119) we know that the following conditions hold:








































































Eq. (2.13) with q(u)=u&2:;
B and (2.23).
Now Theorem 3 shows that (2.12) together with (2.13) implies condition
A([0, )) which contains A([0]). Moreover, by Theorem 6, (2.23) yields
(2.3) which in turn gives condition C. From Theorem 2 we know that
conditions A([0]), B, and C also imply C 0([0]). Since conditions D(0)
and D$ hold by our assumption (3.2) (cf. p. 119), only (2.15) remains to be
proven. The latter is easily checked because
q(u+xw(u))q(u)=\ uu+xu+
2d
 1 as u  .
Consequently, if T(u)tq(u)[H(1&G(u))] as u  , where H=
H d:(C1 , ..., Cd) is the constant of Theorem 9, then we obtain
lim
u  
P \ 1w(u) [E(T(u))&u]x+=exp(&e&x), x # R, (3.4)
by Theorem 10, providing the desired extreme value asymptotics.





we choose T(u)=K(u22)&# exp(u22), where K=1(d2)(21:H) and where
#=d2&1+1:. For v sufficiently large, let now T(u)=v. Then we have
log v=u22&# log(u22)+log K,
i.e.,







































































log (u22)=log log v+o(1) as v  . (3.5)
Furthermore, these statements imply
u22=log v+# log log v&log K+o(1)
or equivalently
u=(2 log v+2# log log v&2 log K+o(1))12.
By a two-term Taylor series expansion, we arrive at
u=(2 log v)12+(2 log v)&12 (# log log v&log K+o(1)),
i.e.,
u(2 log v)12=2 log v+# log log v&log K+o(1)
=2 log v+# log log v&log(21&1:H &11(d2))+log 2+o(1)
=bv+log 2+o(1). (3.6)
Finally, combining (3.4)(3.6) results in
lim
v  
P(avE(v)&bv&log 2x&log 2)=exp(&e&(x&log 2))=exp(&2e&x)
for x # R. This completes the proof of Lemma 3.1.
4. Invariance Principles for [M(t)]
In this section we prove two invariance principles for the d-dimensional
renewal process. These correspond to the two moment conditions
E |X1 | 2 log log |X1 |< and E |X1 | r< for some r>2,
which appear in Theorem 2.1 and Theorems 2.22.4, respectively. The same
technique can be used to derive invariance principles under a more general
moment condition like
EH( |X1 | )<
producing convergence rates of the type O(H&1(T )) or o(H &1(T ))
depending on the regularity conditions imposed on the real-valued function
H (cf. Berger [2] and Einmahl [9, 10]). As usual, the processes under
consideration have to be reconstructed on a large enough probability space
































































(0, A, P) which also accommodates a d-dimensional Wiener process. For
details we refer to the papers cited above.
Using the notations of Sections 1 and 2, we obtain:
Lemma 4.1. Assume that E |X1 | 2 log log |X1 |<. Then there exists a
d-dimensional Wiener process [W(t): t0], W(t)=(W1(t), ..., Wd (t))T,
with EW(t)=0 and EW(s) W(t)T=D7D min(s, t) such that
sup
0tT
|M(t)&W(t)|=o((Tlog log T )12) a.s. (T  ). (4.1)
Proof. We shall approximate the multivariate renewal process by the
same Wiener process (suitably normalized) which approximates the under-
lying partial sum sequence. This method is well-established (cf. Cso rgo and
Horva th [6, Section 2.1]). However, for sake of completeness, we briefly
outline below the main steps of the proof.
Since |x|d 12 max1id |xi | for any vector x=(x1 , ..., xd)T # Rd, it









Theorem 2 of Einmahl [9] in combination with Theorem 1.2.1 of Cso rgo
and Re ve sz [7] and the law of the iterated logarithm for [Ni (t)] yield the
existence of a d-dimensional Wiener process [W (t): t0], W (t)=(W 1(t), ...,








W i (t)+O((t log log t)14 (log t)12)+o((tlog log t)12)
=Wi (t)+o((tlog log t)12) a.s. (t  ).
Via the moment assumption on X1 and the strong law of large numbers for
[Ni (t)], we also have
D2(t)=O(max(X1i , ..., XNi (t+i), i))
=o((Ni (t+i)log log Ni (t+i))12)
=o((tlog log t)12) a.s. (t  ).
which completes the proof of Lemma 4.1.
































































In the same vein we can prove the following lemma, only replacing
Einmahl [9] by Berger [2] and Einmahl [10].
Lemma 4.2. Assume that E |X1 | r< for some r>2. Then there exists
a Wiener process [W(t)] as in Lemma 4.1 such that if 2<r<4, then
sup
0tT
|M(t)&W(t)|=o(T 1r) a.s. (T  ) (4.2)




=O((T log log T )14 (log T)12) a.s. (T  ). (4.3)
We note that our lemmas extend the weak asymptotics of Csenki [3] by
providing almost sure invariance principles for the multivariate renewal
process including rates of convergence.
5. Proofs of the Results in Section 2
Proof of Theorem 2.1. We follow the lines of Steinebach [15, Lemmas
2.12.3]. First, we observe that assertion (2.2) holds with
E (1)n = sup
1tTn
t&12 |Z(t)|,
replacing E (1)n . Here [Z(t)]=[B
&1D&1W(t)] is a d-dimensional standard
Wiener process and [W(t)] is the Wiener process of Lemma 4.1. Note that
E (1)n = sup
0slog Tn
e&s2 |Z(es)|
and the components of [e&s2Z(es)] are independent standardized
OrnsteinUhlenbeck processes with covariance functions
ri (h)=exp(&|h|2)=1& 12 |h|+o( |h| ) as h  0.
Consequently, Lemma 3.1 applies with :=1, C1= } } } =Cd=12,
H=H 11(12)=12 (see Remark 3.1), v=log Tn , av=a
(1)
n , and bv=b
(1)
n .
Next we verify that as n  ,
a (1)n sup
1tr(Tn)
t&12 |B&1D&1M(t)|&b (1)n  & a.s. (5.1)



































































t&12 |Z(t)|&b (1)n  & a.s., (5.2)
where r(Tn)=exp(log Tn) p for arbitrary 0<p<1.
By the law of the iterated logarithm
max
1id




t&12 |B&1D&1M(t)|=O((log log r(Tn))12) a.s.
As a (1)n =(2 log log Tn)
12, b (1)n t2 log log Tn , and log log r(Tn)=
p log log Tn , where p may be arbitrarily small, the proof of (5.1) is




t&12 |B&1D&1M(t)&Z(t)|  0 a.s.
By our strong invariance principle of Lemma 4.1 we have
t&12 |B&1D&1M(t)&Z(t)|=o((log log t)&12) a.s.
which in turn gives
Dn=o(a (1)n log log r(Tn))
12)=o(1) a.s.
Remark 5.1. The proof of Theorem 2.1 clearly shows that the




Proof of Theorem 2.2. Let
E (2)n = sup
0tTn
h&12n |Z(t+hn)&Z(t)|.






D E (n  ) (5.3)






































































P 0 (n  ). (5.4)
Note that




D [Z(s)], we can apply Lemma 3.1 again with





So, assertion (3.3) holds with :=1, C1= } } } =Cd=1, H=H 11(1)=1,
v=Tnhn , av=a (2)n , and bv=b
(2)
n , giving (5.3).










12 T 1rn ],
O[(h&1n log(Tnhn) log Tn)
12 (Tn log log Tn)14,
2<r<4
r4.
From here we arrive at (5.4) taking into account the conditions on the
sequences [Tn] and [hn].
Proof of Theorem 2.3. The arguments needed here are similar to those
presented in the proof of Theorem 2.2. Note that








Choosing [|(t)]=[(Z(t+1)&Z(t))&(Z(t+2)&Z(t+1))] with covariance
functions
1& 32 |h| for |h|1,
ri (h)={ 12 |h|&1 for 1 |h|2,0 otherwise,
Lemma 3.1 applies again with :=1, C1= } } } =Cd=32, H=H 11(32)=
32, v=Tnhn , av=a (3)n , and bv=b
(3)
n . Another application of Lemma 4.2
completes the proof.
































































Proof of Theorem 2.4. The invariance principle in Lemma 4.2 together
with the fact that Tnhn  c gives





















|Z(s+1)&Z(s)| (n  )
which results in (2.5).
Similar arguments verify (2.6).
Proof of Corollary 2.1. Corollary 2.1 follows immediately from









where Z1 , ..., Zd are i.i.d. standard normal random variables.
Remark 5.2. The moment assumption in Theorem 2.4 can be weakened
to
EH( |X1 | )<,
where 0H(x)<, H(x)x2=h(x) A , and H(x)x3 a as x   (cf.
Einmahl [9]). Under these conditions an invariance principle like the one
of Lemma 4.2 still applies but with oP(H&1(T)) replacing the almost sure
rates of convergence stated there. Note that if
y=H(x)=h(x) x2  ,
then
x   and x=( yh(x))12=o( y12) as y  .
Therefore
H&1(T )=o(T 12) as T  .
































































Hence the proof of Theorem 2.4 goes through with the a.s. rate
o(h&12n (Tn+hn)
1r) replaced by oP(h&12n H
&1(Tn+hn)),
the latter being oP(1) again.
6. Extreme Value Asymptotics for [M (t)]
With [M (t)] as in (1.5) we now introduce
E (1)n = sup
1tTn
t&12 |B&1D&1M (t)|,




E (3)n = sup
0tTn
(2hn)&12 |B&1D&1[(M (t+hn)&M (t))
&(M (t+2hn)&M (t+hn))]|.
Theorem 6.1. Assume that E |X1 | 2 log log |X1 |<, n$Tn=O(1) for






D E (n  ), (6.1)
where a (1)n , b
(1)
n , and E are as in Theorem 2.1.
Proof. First, show that
a (1)n sup
1tr(Tn)
t&12 |B&1D&1M (t)|&b (1)n  & a.s. (n  ), (6.2)
where r(Tn)=exp(log Tn) p for arbitrary 0<p<1 as in the proof of
Theorem 2.1. Now
Ni (t+^i)&t=[Ni (t(+^i +i) +i)&t(+^i +i)]+t((+^ i +i)&1).
Consequently, by the law of the iterated logarithm we arrive at
max
1id
t&12 |Ni (t+^i)&t|=O((log log t)12+t12((+^i +i)&1)) a.s.,
sup
1tr(Tn)
t&12 |B&1D&1M (t)|=O(( p log log Tn)12
+(r(Tn) log log nn)12) a.s.
As p can be chosen arbitrarily small and r(Tn)exp(log n) p, we obtain
(6.2).
































































Finally, we are going to show
a (1)n sup
r(Tn)tTn
t&12 |M (t)&M(t)| wP 0 as n  , (6.3)
which together with (2.2) completes the proof of Theorem 6.1.
Note that by Lemma 4.1,
t&12[(Ni (t+^i)&t)&(Ni (t+i)&t)]
=t&12+&1i [Wi (t+^i +i)&Wi (t)]
+t12((+^i +i)&1)+o((log log t)&12) a.s. (6.4)
Next, by the central limit theorem
( +^i +i)&1=OP(n&12). (6.5)





t&12 |Wi (t+s)&Wi (t)|=OP(n&14(log Tn)12), (6.6)
where =n=cn&12, c>0. Setting x2n=c1 =n log Tn for some c1>0,













=O((Tn=n) exp(&c2x2n =n)) for some constant c2>0.
Since [Tn] grows at a polynomial rate, we only need to choose the
constant c1 in x2n large enough, i.e., $(c1c2&1)>12, to obtain
(Tn=n) exp(&c2x2n=n)  0 as n  
which proves (6.6).




=OP(n&14(log Tn)12+(Tnn)12)+oP((log log r(Tn))&12)
=oP(1a (1)n ).
This implies (6.3) and completes the proof of Theorem 6.1.
































































Theorem 6.2. Suppose E |X1 | r< for some r>2, hn  , Tnhn  ,
n&1hn log(Tnhn)  0, and n&12h&1n Tn log n log(Tnhn)  0, then if
2<r<4 and h&1n T
2r
n log(Tnhn)  0,
or if
r4 and h&2n Tn(log Tn)







D E (n  ), (6.7)
where a (2)n , b
(2)
n , and E are as in Theorem 2.1.






P 0 (n  ).
Let R(Tn) denote either of the two strong approximation rates in






h&12n |(M (t+hn)&M (t))&(M(t+hn)&M(t))|
=OP( max
1id
h&12n |[Ni ((t+hn) +^i)&Ni (t+^i)]
&[Ni ((t+hn) +i)&Ni (t+i)]| )
=OP \ max1id h&12n _ sup0tTn+hn sup0s(Tn+hn) =n |Wi (t+s)&Wi (t)|
+hn \ +^i+i&1++R(Tn)&+















































































The last equality is valid by our assumptions on [Tn] and [hn] taking into
account the definition of =n .
Remark 6.1. Note that the sequences [hn] and [Tn] chosen in
Remark 2.2 still satisfy the assumptions of Theorem 6.2.
Theorem 6.3. If E |X1 | r< for some r>2, hn  , Tn hn  , and
n&12h&1n Tn log(Tn hn)  0, then if
2<r<4 and h&1n T
2r
n log(Tnhn)  0,
or if
r4 and h&2n Tn(log Tn)







D E (n  ), (6.8)
where a (3)n , b
(3)
n , and E are as in Theorem 2.3.
Proof. Along the same lines as in the proof of Theorem 6.2, we obtain
|E (3)n &E
(3)




This completes the proof of Theorem 6.3.
Remark 6.2. For statistical applications of Theorems 6.16.3 one still
has to estimate the matrices B and D of (2.1). This has to be done not only
consistently but also at a good enough rate, e.g., a polynomial rate of
convergence will suffice here.
By the central limit theorem it can easily be seen that
D &1=diag( +^1 , ..., +^d)=D&1+OP(n&12) as n  .
In a forthcoming paper on applications of Theorems 6.16.3 to
changepoint problems for multivariate renewal processes, we will also
develop an estimator B with
B &1=B&1+OP(n&p) as n   for some p>0.
For a one-dimensional version of the latter estimation we refer the reader
to Steinebach [17].
































































Theorem 6.4. If E |X1 | r< for some r>2, Tnhn  c0, hn  ,









2&12 |Z(t+2)&2Z(t+1)+Z(t)| (n  ), (6.10)
where [Z(t)] denotes a d-dimensional standard Wiener process.
Corollary 6.1. For c=0 in the assumptions of Theorem 6.4, we have
(E (2)n )
2 wD /2d (6.11)
and
(E (3)n )
2 wD /2d as n  . (6.12)




&12 log nhn)12+(hn n)12+R(Tn)h12n )
=OP((log n)12n14+(hn n)12+R(Tn)h12n )
=oP(1) as n  .
Here R(Tn) denotes either of the approximation rates in Lemma 4.2 and
R(Tn)=o(h12n ) by our moment assumptions on X1 . These moment
assumptions could also be relaxed along the lines of Remark 5.2.
Applications of Theorem 2.4 and Corollary 2.1 complete the proofs of (6.9)
and (6.11).
Similar arguments apply to E (3)n . We note that the condition hnn  0
can even be omitted here.
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