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1. INTRODUCTION 
Perturbation problems in nonlinear oscillations have been studied from two 
points of view. One may seek asymptotic expansions of the solution in a small 
parameter, and give error estimates valid on some interval of time, generally an 
expanding interval of the form 0 ,( t .< L/C for some positive constants L, a. 
Or one may attempt to prove existence of periodic solutions for all time, and 
investigate their stability. These approaches overlap, in that a well-known 
theorem (stated below) enables one to deduce existence and stability properties 
of periodic solutions from the first term of an asymptotic expansion when that 
first term satisfies a certain condition. 
The purpose of the present paper is to extend the theory to provide stability 
criteria for periodic solutions which are known to exist but for which the first 
term of the asymptotic expansion does not determine stability. Some of our 
results have been announced in [5], which also poses a larger problem about the 
topological conjugacy of a map with its asymptotic approximations; one aspect of 
this problem is addressed in Section 4 below. Both problems arose from [4], in 
which the qualitative features of a certain spin/orbit resonance problem are 
shown to depend upon second-order terms in the asymptotic expansion. 
Section 5 of the present paper contains an additional application, a system of 
two coupled Duffing equations. 
More specifically, we shall consider a system of familiar form 
2 = EF(X, t, E)’ (1) 
where .Y E iwp’, E is a small parameter, and F is periodic in t with period 27r. 
If x(t; a, G) is the solution of (1) such that x(0; a, c) = a, then the map 
ft: Iw’” - W defined by ft(a) = (2 ; x r a, E) is called the period ntap. If a is a 
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fixed point of fc then x(t; a, 6) is a 2rr-periodic solution of (1). We assume 
that an m-term asymptotic expansion g, of fE is available, by which we mean that 
f&4 = &> + Em+a4, 
g,(x) = x + %(4 + “. + a%L(X), 
(2) 
wheref2(x) is not assumed to be known, and where we have used the fact that 
f. is the identity map. We shall assume that the functions in (2) are infinitely 
differentiable in x and E, although in each application only a finite number 
of derivatives (depending, for instance, on m) will be required. Asymptotic 
expansion of the form (2) can be obtained by the methods of averaging and 
multiple scales (see [6, lo]). 
For the reader’s convenience we state and prove the following classical 
theorem, referred to above, which we shall generalize. 
1.1. THEOREM. Suppose (2) holds with m = I, and suppose g,(x,) = 0 and 
g;(x,,), the Jacobian matrix of g, at x,, , is nonsingular. Then there exists a unique 
fixed point X(E) of fG such that X( E - x,, as E + 0; furthermore, X(C) is infinitely ) 
differentiable in 6. If in addition g:(x,,) is hyperbolic (has no eigenvalues on the 
unit circle) fey all small positive E, then f :(x(c)) is hyperbolic of the same type 
(i.e., has the same number of eigenvalues on either side of the unit circle as does 
g:(x,)) for su$iciently small positive E. In particular if all eigenvalues of g:(xJ 
lie inside the unit circle then the fixed point of f6 is an attractor. 
Proof. The equation fC(x) = x is equivalent to gl(x) + C&X) = 0, which 
has the unique solution X(C) as specified, according to the implicit function 
theorem. It follows that f :(X(c)) == I + c[gi(xJ + o(l)] as E + 0. Now g:(x,) = 
I + cg;(xa) is hyperbolic for small E, with Y eigenvalues inside the unit circle 
and n - r outside, if and only if g;(x,) h as r eigenvalues with negative real 
parts and n - r with positive real parts. The same is then true for gi(x,,) + o( 1) 
for small enough E. That X(C) is an attractor if Y = n follows from Hartman’s 
theorem [7, p. 801. Q.E.D. 
If we remove the assumption that g;(x,,) is nonsingular, we are in the realm 
of bifurcation theory: it is possible that multiple rest points emerge from x0 . 
We shall not consider this case. However, suppose that g;(x,,) is nonsingular, 
as in Theorem 1.1, but that I + ~gi(x,) is not hyperbolic. Suppose that additional 
terms are calculated, so that (2) holds with m > 1. It follows from Theorem 1.1, 
applied separately to f6 and g, , that there exist unique fixed points X(C) of 
f< and X*(C) of g, tending to x,, as E - 0. It is tempting to conjecture that if 
X*(C) is an attractor for g, then X(E) is an attractor for fC: this is after all what 
Theorem 1.1 asserts when m = 1, and it is implicit in many nonrigorous 
stability calculations using asymptotic expansions. However, we shall see that 
in general this is false. 
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The additional condition which must be imposed is that X*(C) be a “k- 
attractor” (or more generally, “k-hyperbolic”) for some k < m. We turn now 
to the definition of this concept. 
2. ~HYPERBOLICITY 
Let j<: R2 -+ R2 be the linear map whose matrix is 
and let g, be the same map with the 2 term deleted. Then g, and jC have fixed 
points at the origin, and g, has the double eigenvalue 1 + 2, so that the origin 
is a source (repeller). According to the false conjecture advanced in the Introduc- 
tion, one would expect the origin to be a source for jf also, for any value of a, 
yet jC has eigenvalues 1 + (1 & CZ) c2, giving a saddle if a > 1. The hyperbolicity 
present at order l 2 is capable of being destroyed by a perturbation of order l 3. 
We shall define “k-hyperbolicity” to mean hyperbolicity which is present 
at order 2 and is incapable of being destroyed by perturbations of higher 
order. Precisely, 
2.1. DEFINITION. A continuous matrix function L, of E, defined for E > 0 
and such that L, = I, is k-hyperbolic if for every matrix function N, defined 
for E 3 0 satisfying N = o(G), there exists an interval 0 < E < 6x in which 
L, + N, is hyperbolic of the same type (i.e., with the same number of eigenvalues 
on each side of the unit circle). 
In this section we shall explore this definition and determine some sufficient 
conditions. Observe first of all that when E = 0 all eigenvalues of L, are 1. 
As E increases they bifurcate, Y eigenvalues entering the unit circle and n - Y == s 
eigenvalues leaving it. It can be shown that k-hyperbolicity implies that these 
eigenvalues “leave the unit circle at rate 8,” i.e., there will exist a constant 
0 > 0 such that the eigenvalues of L, lie outside the annulus 
I - be” < 1 A 1 < 1 + be”. 
The argument of Theorem 1. I shows that any matrix L, = I + E& which is 
hyperbolic is automatically l-hyperbolic. This is the reason for the relative 
simplicity of Theorem 1 .I ; the analogous statement is false for k > 1, as 
shown by the example with which we began this section. We shall now discuss 
a number of sufficient conditions for k-hyperbolicity, leaving the proofs to the 
appendix of this section. 
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Our most usable sufficient condition for k-hyperbolicity is 
2.2. THEOREM. If L, = I f ELM + . ‘. + ckLk , if the eigenvalues of L, are 
distinct, and if the eigenvalues hi(c) of L, suitably numbered satisfy 1 X,(e)1 < 
1 - cEk for i = I,..., r, 1 X,(e)1 > 1 + cek for i = 7 + l,..., n, for some constant 
c > 0, then L, is k-hyperbolic. 
Note carefully that Theorem 2.2 assumes that the eigenvalues of L, are 
distinct, not those of L, . The former implies the latter, but the latter alone 
is insufficient. If the eigenvalues of L, are distinct but those of L, are not, or 
more generally, if there exists an interval 0 < E < c0 in which L, has a full 
set of eigenvectors, let C, be a (possibly complex) continuous matrix whose 
columns are eigenvectors, so that C,1L6C, = diag(X,(c),..., X,(E)). There is 
some lattitude in choosing C, , since each column can be scaled by any non- 
vanishing complex continuous function of E. It is possible that C, will become 
unbounded as E ---f 0, or will approach a matrix C,, which is singular; these 
situations result from the angle between eigenvectors approaching zero as 
E -+ 0, and can lead to failure of k-hyperbolicity. But the condition that “C,, 
exists and is nonsingular” can replace the hypothesis that “the eigenvalues 
of L, are distinct” in Theorem 2.2. 
More generally still, if L, is not diagonalizable, we may take for C, a matrix 
of root vectors (eigenvectors and generalized eigenvectors) such that CT~L$‘~ 
has Jordan form with small off-diagonal elements. This leads to the following 
definition and theorem. 
2.3. DEFINITION. A continuous matrix function L, of E, defined for e 3 0 
and such that L, = I, is strongly k-hyperbolic if there exists a continuous real 
matrix C, defined in an interval 0 < E < l a such that C, is nonsingular (even 
for E = 0) and such that 
for 0 < E < E,, , where A,, B, are r x r and s x s blocks, respectively, and 
jj A, /j < 1 - cek, /I B,l 11 < 1 - cck, for some C > 0. (Here // A Ij = sup{// Ax /I: 
11 x 11 = l}, where j] x 11 is the Euclidean norm for vectors.) 
Remark. The restriction to real matrices C, is not serious; it merely means 
choosing a real (rather than Jordan) canonical form, and allows some simplifica- 
tion later. 
2.4. THEOREM. Strong k-hyperbolicity implies k-hyperbolicity. 
The proofs of Theorems 2.2 and 2.4 are given in the appendix to this section. 
Theorem 2.2 is shown to follow from 2.4, and 2.4 is proved using results of 
Hirsch and Pugh [2]. 
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APPENDIX TO SECTION 2 
Proof of Theorem 2.2. We show that the hypotheses of Theorem 2.2 imply 
that L, is strongly K-hyperbolic; then Theorem 2.2 follows from Theorem 2.4. 
Write L, = I + rL, + c2L, . Now L, + & has distinct eigenvalues for 6 = 0, 
and hence for small 6 it has distinct eigenvalues which are continuous, in fact 
analytic, functions of E. (See any treatment of algebraic functions, for instance, 
[I, Chap. 121.) Hence L, + & has n linearly independent eigenvectors of unit 
length which depend continuously on E; let them form the columns of C, , 
placing first the eigenvectors associated with the eigenvalues satisfying 1 X,(e)1 < 
1 - cck. Now C, diagonalizes L, , and remains nonsingular for E = 0. Finally, 
letting A, and B, be the blocks in C;lLJ’E containing eigenvalues < 1 and > 1, 
respectively, we see 11 A, 11 < 1 - ~8 and 11 B;l /I < (1 + cck)-l < 1 - (c/2) ck 
for sufficiently small E, since the norm of a diagonal matrix equals the absolute 
value of its largest element. Q.E.D. 
The proof of Theorem 2.4 is based on the following result of Hirsch and 
Pugh contained in [2, 4.7, 4.81. 
2.5. THEOREM. Let P > 0 and 6 > 0 satisfy 7 + 36 < 1, and let R be 
an n x n matrix with 
where R,, and S,, are r x T blocks. Suppose the following inequalities are satisfied: 
(i) the norms of R,, , R&l, S;‘, and S,, are less than r + 6; 
(ii) the norms of the off-diagonal blocks RI2 , R,, , S,, , and S,, are less than 6, 
the norms being the Euclidean operator norm as in Definition 2.3. Then R is hyper- 
bolic with r eigenvalues inside the unit circle. 
Proof of Theorem 2.4. Let N, be as in Definition 2.1 and let n/r, = L, + N, . 
We must prove that MC is hyperbolic with r eigenvalues inside the unit circle. 
We have 
and 
(C;lMJ’)-’ = [A;‘;lT” K2c 
B;' + W22. 
], 
where 
II zijc II and II Wi, II are 4~“). 
505/36/3-7 
430 MURDOCK AND ROBINSON 
Now it is easy to show that the blocks occurring in these matrices satisfy the 
estimates required for Lemma 2.5 with 7 = 1 - ceL and 6 = o(@), which 
imply T + 36 < 1 for small positive E. For instance, 
li(B, + Z& II = II(I + B;%J1 B;’ II 
= Il(I - B;lZ,,, + . ..) B;ll/ = (1 - c&) + o(<“). Q.E.D. 
3. HYPERBOLIC FIXED POINTS 
We are now prepared to state the following generalization of Theorem I. 
3.1. THEOREM. Let f< and g, be Cm diffeomorphisms of [w” into itself (or of a 
neighborhood of x0 E W into W) which are C” in E and which satisfy Eqs. (2). 
Assume that g,(x,) = 0, and that gi(xO) is nonsingular. Then there exist unique 
fixed points X(e) off< and x*(e) of g, w tc a h’ h pp roach x,, as E --f 0. These fixed 
points are C” functions of c, and there exists a constant c > 0 such that I\ z(e) - 
x*(6)1\ < CE~ for all sujicientZy small positive E. If in addition g:(x*(c)) is k-hyper- 
bolic for some k < m, then f :(X(c)) is hyperbolic of the same type. 
Proof. The existence and smoothness of X(E) and X*(C) is evident from 
Theorem 1. Introduce the coordinate change x H y defined by x = X*(C) f y; 
in the new coordinates g, becomes G,(y) = g,(x*(e) + y) - X*(E), with its 
fixed point at y = 0, and fe becomes FC(y) = fJx*(<) + y) - x*(e). Further- 
more (2) and Taylor’s theorem imply 
G,(y) = y + G(y) + ... + I”% + ~“+lG,(y)> 
F,(Y) = G,(Y) + l “+%(Y>> 
where G,(y) = g,(x, + y) and PC(y) = fC(x*(e) + y); however, Gi # gi for 
i > 1 (in general) and the series for G,(y) need not terminate at order m. 
Observe that G:(O) = g:(x*(e)) and hence is k-hyperbolic. Also note that 
G,(O) = 0 implies G,(O) = 0 for all i. 
The fixed point of F, is y(e) = Z(E) - x*(e); we shall show that /j y(~)\] < CP 
for some c > 0. By Taylor’s theorem there exists an asymptotic expansion 
$6) - al6 + a.$ + .... But y(e) satisfies 
G,(y(+ + G(Y(~)) + .a- + l 1G, y ( 74) + ~Yam) + Rm))) = 0. 
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Substituting the series for ~(6) yields 
G;(O) a, = 0, hence a, = 0 
since G;(O) = g;(q,) is nonsingular; inductively, ai = 0 for i < m. The 
argument fails for a,,, since the series for pE( Y(E)) may contain a constant term. 
Now take c = max{l ,2 ] a, I}. 
Write G,(y) =z y I EGO. Since T(C) = O(P) we have 
Iqjq6)) = I + EG,(jqE)) t o(P+l), 
= G:(O) + o(E”‘+~). 
Since G:(O) is k-hyperbolic with k < m, F:( Y(C)) is hyperbolic of the same 
type. QED. 
4. LOCAL TOPOLOGICAL CONJUGACY 
In Theorem 3.1 we have proved that a K-hyperbolic fixed point of g, implies 
a fixed point of the same type for fC . Since two hyperbolic fixed points of 
the same type are locally topologically conjugate, there exist neighborhoods 
of X*(C) and F(C) on which the orbit structure of the maps g, and f< are the 
same. However, the size of these neighborhoods depends upon E in a way 
which is unclear from these considerations. In this section we show that under 
the assumption of strong k-hyperbolicity topological conjugacy occurs at least 
on neighborhoods of size 0(&-l). Th e considerations of this section are rather 
technical, and the reader interested primarily in applications of Theorem 3.1 
may proceed directly to Section 5. 
The theorem of this section contains new results even in the case k = I, 
in which case the size of the neighborhoods of conjugacy is independent of E. 
It is known that when the first-order method of averaging yields an attracting 
fixed point for ,f, , there also exists a neighborhood of fixed size contained 
in the basin of attraction of that fixed point; this fact has been put to good 
use by Loud and Sethna [3], in combination with Liapunov functions, to obtain 
large basins of attraction in certain cases. Our proof is independent of the 
averaging method and yields the fixed-size neighborhoods for saddles as well as 
sources and skinks. 
4.1. THEOREM. Let ft and g, be C * dijfeomorphisms of R” which are CJ; 
in E and sati& (2). Suppose g,(s,) =: 0 and g;(x,,) is nonsingular. Let X*(G) and 
X(E) be as in Theorem 3.1, and assume that g:(x*(c)) = L, + O(E”‘~-~) where 
k :< m and where L, is strongly k-hyperbolic. Then there exists a neighborhood 
A( of X*(E) of the form 
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and homeomorphisms h, , k,: W --f UP defined for suficiently small E, such that 
(a> h, 0 g&4 = fc 0 W-9 for x E 4 y 
(b) k, 0 gJx) = L, 0 k,(x) fey x E 4 . 
Furthermore 
and 
11 h,(x) - x /I = O(P) 
/j kE(x) - x :, = 0(&-l) uniformly on KY. 
Remark 1. Statement (a) says g, is locally (topologically) conjugate to fe 
in Ju; ; (b) says g, is locally conjugate to L, in the same neighborhood. In other 
words, fe restricted to the neighborhood h,(4) of T(C) “looks like” gE restricted 
to MC , which looks likeL, restricted to k,(Jy;). We have placedg, “in the middle,” 
but the roles of fC and g, can be interchanged, giving conjugacies on some 
neighborhood 11 x - %(e)li < c~E~~-~ between f6 and L, or between fC and g, . 
Note that the estimate of jl h,(x) - x 11 is the same order of magnitude, O(P), 
as the bound on jl X*(C) - x(c)ii, and hence is optimal. Note also that the bound 
on the distance which the homeomorphism moves points is better for the 
conjugacy of g, with f, than for the conjugacy of g, with L, . 
Remark 2. We have not been able to prove Theorem 4.1 under the hypothe- 
sis of (weak) k-hyperbolicity alone, for the following reason. For each E > 0, 
there exists a norm j lE under whichl, contradicts one subspace of the hyperbolic 
splitting and expands the other (see [7, p. 711). However, this norm constructed 
in the usual manner “blows up” as E + 0. In Lemma 4.2 below we obtain 
a norm [ It which remains bounded, under the strong k-hyperbolicity assump- 
tion. 
The proof of Theorem 4.1 consists in a reduction to the theorem of Hartman 
and Grobman (Lemma 4.4 below) and will occupy the remainder of this section. 
4.2, LEMMA. Let L, be strongly k-hyperbolic and let C, be as in Dejinition 2.3. 
Let /I 11 be the Euclidean norm and define 1 x If = I/ C’,lx 11. Then 
(a) I lE is a norm and is uniformly equivalent to // //, i.e., there exist constants 
01, p > 0 independent of E such that 
for E in a closed interval 0 < E < E,, and for all x E UP; 
(b) there exists an E-dependent splitting UP = 8, 0% , with 6, and 
9c invariant under L, , such that I L,x I6 < (1 - CEI’) 1 x IE for x E 8, and 
iLL;ln: ‘< < (1 - CC”) 1 x 1. for x E e . 
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Proof. Statement (a) is equivalent to the existence of constants 01, /3 such that 
0 < a < II C;‘x II < p, 
for all x E @” such that I/ x j/ = 1. Now the Cartesian product of [0, EJ with 
the unit sphere in @” is compact; hence jj C;‘x jj achieves a maximum and 
minimum. Since C;’ is nonsingular we have jj C’;-‘x // > 0, so the minimum is 
positive. 
The proof of(b) is immediate from Definition 2.3, letting 8, = C,(R’ x {0}), 
Fe = C,({O} x UP). Q.E.D. 
For the next lemma, let G,(y) = gJx*(e) f y) - x*(c) as in the proof of 
Theorem 3.1, and letF,(y) = f,(a(c) + y) - X(C). Write G,(y) = L,y + 4,(y), 
F,(y) = L,y + #Jy). We estimate the norms and Lipschitz constants of & and 
Z/J< on shrinking neighborhoods of zero, using the norm 1 JE . We shall use 
the same notation for the norm of a linear map as for the vector space norm 
from which it is induced; thus 
;I A ~j = sup{l! Ax /I: II x I/ = I}, i A j6 = sup{1 Ax IE: I x jt = 11. 
4.3. LEMMA. For any constant cl > 0 there exist constants cz and cl, with 
c2 > 0 and 0 < l 1 < q, , such that 
(9 I C,(y)i, < w”~ 
(ii) / A(y < cl@, 
(iii) i 4.(v) - A(Y < 4 i Y - Y IE , and 
6) I YUY) - #X9)it G ~6’ /Y - 3 IE 
for 0 < E < cl and for all y, 9 in the ball / y lE < c#-~. 
Proof. By Lemma 4.2(a) it suffices to prove the same statements with j IE 
replaced by /j I). From (2) we may write g<(x) = x + &(x), so that &(y) = 
42.(x*(‘> + Y> - d:(~*(QYl. F rom Taylor’s theorem, 11 &(y)iI = O(c 11 y [Is), 
so that for j/y /I = 0(&l) we have 11 &(y)ll = O(c2”-l), a stronger assertion 
than (i). Differentiating gives 4:(y) _ c[g:(x*(e) + y) - &X*(E))], from which 
II #l(y)ll = Ok II y II>, or O(4 on a neighborhood of size 0(&-l). Statement 
(iii) now follows from the usual relation between the norm of the derivative and 
the Lipschitz constant. The results for & are slightly harder. We have 
#s(Y) == 4W(E) + Y) - m*(~))Yl + ~““%W + Y)> 
from which 
+ c il &(X*(E) t 39 - $Xx*(~))y II + ~‘-l Ilj,($~) + 3%. 
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The first term is O(P) since 11 X(C) - x*(~)il = O(c+-l), and the last term 
is O(P i). The middle term is O(r [I y 11”) as for CC ; this proves (ii). Similarly, 
These terms are O(P), O(C 1’ y pi), and O(E”+~), respectively, implying (iv). 
Q.E.D. 
The following lemma, a version of the Hartman-Grobman theorem, gives 
conditions under which maps L + @, L + Y are conjugate. We will apply 
this to a modification of L, + c#+ and L, c tiE to prove Theorem 4.1. 
4.4. LEMMA. Let W = 8 @ .F, let L: IIF + !W be a linear map having 
& and 9 as invariant subspaces, and suppose for some y < 1, 
where / is some norm on lW. Suppose @, Y: W - W are continuous maps 
satisfy@ : @@)I < CL, I Vx)l < P, I Q(x) - @(r>l < I” 1 .r: - y I, I Vu(x) - 
Y(y)\ < p ~ x - y 1 for all x, y in W, and suppose p < / L-l 1-l and p < 1 - y. 
Then there exists a homeomorphism H: II%‘? ---f W such that 
and 
Hc(L-;@) =(L+Y)oH 
~ H(x) - s < 1~ @ - Y $“/(l - y - p), 
where 1’ CD - Y ,,” == sup{ 1 Q(x) - Y(x)i : x e RF}. 
Remarks. This type of result has been proved many times. Our statement 
is based upon [ll], in which everything is proved except the last statement, 
which we prove below. The proof in [I I] uses Moser’s functional-analytic 
approach. Similar proofs may be found in 18; 7, Theorem 10, p. 751; these 
proofs are longer but do not require ~ @ /, i Y / small. (In [7] the last line on 
p. 77 needs to be corrected.) Another class of proofs is geometric in nature, 
using either tubular families [9] or unstable disk families [12, Sect. 41. The 
latter proof gives conjugacies near complicated invariant sets with hyperbolic 
structure, not merely near fixed points, 
Proof. Only the last inequality requires proof. Let S be a metric space 
with metric p, T: S --f S a contraction with contraction constant k and fixed 
point SX, and s,) an element of S withp(s, , Ts,) < a. Then fromp(s, , Tnso) < 
P(s, z 7\,) ~.- -,- p(Tn-Iso , T1’sO) it follows, letting n - co, that p(S, , S*) (_ 
a/( 1 - k). In [I 11, H is constructed as the fixed point of such a mapping with 
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k = y + CL, S being a function space. T moves the identity mapping in S 
(playing the role of sa) a distance at most equal to jl @ - Y I/,, . The result 
follows. Q.E.D. 
Proof of Theorem 4.1. Let L, , G, , F, , q5, I/. be as above. For each fixed 
6, & and & satisfy inequalities (i)-(iv) of Lemma 4.3 on a neighborhood of 0 
having radius c&l; note that cr in these inequalities may be taken arbitrarily 
small by also decreasing c2 . Let @< , ‘y, be the result of restricting 4, , I& respec- 
tively to this neighborhood and reextending to lP in such a way that inequalities 
(i)-(iv) are globally satisfied. That may be done by defining 
where x’ is the point of the spheroid j x j = c &-l lying on the line from 0 
to x’; x’ is uniquely defined since the unit ball in / IE is convex. 
Now observe that inequalities (i)-(iv) coincide with some of the hypotheses 
of Lemma 4.4, with p = CUE B. We must verify the remaining hypotheses of 
Lemma 4.4, namely, p < 1 L-l 1-l and p < 1 - y. Since the contracting 
constant for L, (resp. ~5;~) on the contracting (resp. expanding) subspace is 
y = I - ccl:, these conditions are just cl8 < j L;’ 1~~ and cr@ < ~8. The 
former is clear (for small 6) since L, -+ I, and the latter may be secured by 
choosing cr = c/2. Then Lemma 4.4 implies the existence of a homeomorphism 
H,: UP -+ llP such that 
and 
H, 0 (4 t 0,) = (L, + Y,) 0 H (*I 
I H,(y) - y 16 < 2 sup 1 QE - ‘P6 !&E~. c**> 
Now (*) falls short of the desired result H, 0 G, = F, 0 H, in that it contains 
cP~, YE rather than &, $C . We wish to assert that there is a neighborhood of 
zero of radius 0(8-l) in which it is permissible to replace @, , Ye by 4. , #C . 
We may of course replace QC by & on the left-hand side in / y IE < c&l, 
but on the right-hand side H, may map points of this neighborhood outside 
of the region where Y< = J,!J~ . Let D, denote the disk 1 y iB < c&~. We shall 
show below that 1 H,(y) - y If = O(P). Accepting this it follows first that 
H,(O) E D, , and then, since H, carries fixed points of L, + @, to fixed points 
of L, + YC and the only fixed point of L, + Y, in D, is 0, that H,(O) = 0. 
Then, using 1 H,(y) - y If = O(+ g a ain, it follows that for small E, H,(D,/2) C 
D, , where D,/2 denotes 1 y It < c,E~-~/~. Thus on DE/2 we have H, 0 G, = 
F, 0 H, . By Lemma 4.2(a) there is a cs > 0 such that this holds on 11 y /I < ca~~;-l. 
Finally, setting h,(x) = H,(x - X*(C)) + g(c), an easy calculation shows 
h, og6(x) = fc 0 h<(x) for I/ x - x*(c)I~ < c&-r. 
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Next we prove the statement / H,(y) - y jE = O(P) used in the previous 
paragraph, which will follow from (**) if we show sup j @e - Ye IE = O(P+“). 
Now this supremum equals the maximum of 1 &(y) - &(y)lC for 1 y lE < c&~. 
A short calculation ( jf is defined in the proof of Lemma 4.3) shows that 
d,(Y) - #E(Y) = 4%*(4 + Y) - NW + Y)l - ~“+‘fm + Y), 
which, using&%(e)) = 0 and jj X*(E) - %(<)I/ = O(P), implies II &(y) - &(y)ll = 
o(E”+1 IIY II), or jl&(y) - &(y)ll = O(P+“) for j/y 11 < c&r. Lemma 4.2(a) 
allows the replacement of II [I by j IE . 
It remains to prove the statements concerning k, . One shows exactly as 
above the existence of a global homeomorphism K, such that KE 0 (LE + @,) = 
L, 0 Kc. This time the subtlety concerning the replacing of Ye by & does not 
arise, and we conclude at once that 
K 0 G(Y) = ~2 0 K,(Y) for 1 y 1. < cs~“-~, 
and hence for 11 y j/ < CUE k--l. The rest is the same except that we only have 
sup 1 !PS IE = O(P-i) so that I Kc(y) - y IE = 0(&l). This estimate for 
I Ye IE follows from 
$4(y) = &qqq + y - d:(x*k))Yl + e”+!&k) + Y) 
together with /I &(X*(E) + y) - &(x*(e)y)ll = O(ll y 11”) and 11 X*(C) - K(~)jl = 
O(P). Q.E.D. 
5. AN APPLICATION 
The example which motivated the definition of k-hyperbolicity is treated at 
length in [4]. This will not be repeated here except to note that 2-hyperbolicity 
could be deduced from Theorem 2.2 in that example (the method in [4] was 
ad hoc and suitable only for k = n = 2). It is interesting to note that in that 
example the initial differential equation contains only perturbations of order E; 
in the course of the analysis one introduces p = G12 and obtains equations in 
which the damping is of order p2, leading to 2-hyperbolicity. In the present 
section we consider an example in which the damping is of order c2 from the 
start. 
Namely, we consider the system of two coupled Duffing equations 
f + •~(28)3i + (1 + 2~or)x + ~(8/3) x3 = ~(2 cos t) + O(e3), 
ji + e2(2kS)j + k2y + ~(2kc)x + <(8/3)y3 = l (2k cos kt) + O(c3). (3) 
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Here K 2 1 is an integer, LY is a “detuning” of the resonance in the first equation, 
6 > 0 is a damping coefficient, and c is a coupling constant appearing in the 
second equation only. The numerical coefficients are for ease in calculating. 
At first sight one might expect that positive damping at order c2 would 
suffice to stabilize some periodic solutions of (3) independently of the third- 
order terms which we have left unspecified. We will show that this is correct 
provided k > 1, with the possible exception of two critical values of CX; but 
that when k = 1 it is probable that the third-order terms can destabilize the 
solutions in some circumstances. 
We apply to (3) the Van der Pol transformation 
x = 24 cos t + v sin t, 
k = -u sin t + v cos t, 
y = r cos kt + s sin kt, 
j = k(-r sin kt + s cos kt), 
(4) 
obtaining 
zi = --c[2 cos t - 2ax - (8/3) x3] sin t + ~~(2 83) sin t + O(E~), 
ti = +~[2 cos t - 2~ - (8/3) x3] cos t - ~~(2 82) cos t + O(c3), 
+ = --~[2 cos kt - 2cx - (8/3)y3] sin kt + ~~(2 Sj) sin kt + O(c3), 
s = +c[2 cos kt - 2cx - (8/3)y3] cos kt - ~~(2 Sj) cos kt + O(c3). 
Here x, f, y, j are the functions of u, v, r, s given in (4). Writing z = col(u, v, r, S) 
we may express (5) in the form 
t = EF(z, t) + c2G(z, t) + O(c3), (5’) 
where F and G are 2n-periodic in t. We shall make use of the fact that the 
terms of F not involving c are Hamiltonian; explicitly, there exists H(z, t) 
such that 
F(z, t) = JVH + h, (6) 
where 
and 
12 = col(0, 0,2cx sin kt, -2cx cos kt), 
0 1 0 0 
J= 
---I 0 0 0 i 1 0 0 0 1 0 O-1 0 
v = col(a/au, a/av, ajar, a/as). 
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The second-order method of averaging applied to (5’) consists of the observa- 
tion that there exists a change of variables x t) 1 of the form 
where @ and Y are periodic in t, which carries (5’) into the system 
where the bars denote time averages and where F, is the matrix of partial deriva- 
tives. Here @ is the solution of 
@t(L t) = F(5, t) - &I (8) 
which satisfies 5 = 0, and Y is defined by a similar equation which we shall 
not need. For details of the method of averaging consult [6, IO]. If P(l) has 
a simple zero, the period map of (7) h as a fixed point, and the linearization 
of the period map at the fixed point equals, up to second order, the exponential 
of the linearization of (7) at that point. Thus we can determine L, = I + 
4 + c2L2 3 and apply Theorem 2.2 to obtain conditions under which it is 
2-hyperbolic. 
Calculating the first-order terms in (7) is relatively easy, but the second- 
order terms are already quite difficult. We shall take advantage of a stratagem 
which allows us to avoid calculating most of these terms when k > 1. Namely, 
making use of (6) and (8) we seek Cp in the form 
aj=lJ+v, U, = JVH - JVH, v, = h - h, i=J===o. 
Then F,@ = (JVH),U + (JVH),V + h,U + h,V. The last term vanishes 
because of the arrangement of zeros in h, and V. The second and third terms 
average to zero, as may be seen by counting the harmonics of t present in each 
factor. For instance, I/’ = col(0, 0, V, , V,) with V, and V, containing only 
harmonics of order K -& 1 in t, whereas the last two rows of (JVH), contain 
only the harmonics 0,272, and 4k. Since we are now assuming K > 1, no possible 
product can have a nonvanishing average. Hence we may write (7) in the form 
[ = (EP + c2(JVH),U} + c2c + O(E~). (9) 
The last part of our stratagem for avoiding calculations of second-order terms 
is to observe that the bracketed part of (9) is Hamiltonian. It is in fact what 
would be obtained if the second-order averaging method were applied to the 
Hamiltonian system 1 = EJVH, and the averaging transformation is known to 
preserve Hamiltonicity, as may be seen by writing it in terms of a generating 
function (see “Van Zeipel’s method” in [6j). All of our results will be deduced 
from (9) when k > 1. 
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Initially we consider only the first-order terms in (9); written out, using 
1 = col(u, V, Y, s) again for convenience (this should not be confused with the 
previous U, o, r, s which form x), this gives 
zi = + + u2 + vyv, 
d = E(1 - (CX + ua + G)U), 
i = E(Y2 + ?)s, 
s = E(1 - (Y2 + S2)Y). 
This system has a rest point at (u, 0, 1,O) for each real root u of u3 + OIU - 1 = 0. 
This cubic has one, two, or three distinct real roots according as 01 is greater, 
equal to, or less than -3(2)lj3/2; this is readily seen by graphing 01 = (1 - u3)/u. 
The linearized system at each of these rest points has the coefficient matrix 
'6 
0 
F&O, 
1,O) 
i -(l,uO+ 
0 
24 0 = 
0 0 0 1 
0 0 -3 0 I  
with eigenvalues fi31/2 and f(i(l + 2u3)l12/u). Since L, = exp EF~(u, 0, 1,O) + 
O(G), this matrix coincides with L, . This matrix is singular only if u = - 1/2l/s, 
the point of coalescence of two roots of the cubic when OL = -3(2)V3/2. Thus 
with this exception, Theorem 1 .l shows that rest points near these exist for 
the exact system. The eigenvalues are pure imaginary if u > -1/2r/a; hence 
when there is a single rest point its eigenvalues are pure imaginary, and when 
there are three, two of these have pure imaginary eigenvalues. We wish to 
ask whether the second-order damping stabilizes the rest points for which the 
first-order approximation yields pure imaginary eigenvalues (corresponding 
to eigenvalues on the unit circle for L, .) But before considering second-order 
terms we note for future use that the eigenvalues of L, = p<(u, 0, 1, 0) are 
distinct except for the cases u = 1 (a = 0) and u = -8 (a = -9/4). Thus 
except for these instances, Theorem 2.2 will be applicable and we shall show 
that the fixed points (which have pure imaginary eigenvalues in the first 
approximations) are in fact 2-hyperbolic sinks. The instances in which L, 
has repeated eigenvalues we do not pursue. 
Thus we consider the second-order terms in (9). System (9) has rest points 
located at (u, 0, 1, 0) + O(E) with u depending upon 01 as above. The linearized 
equation at these rest points has a coefficient matrix of the form cJA(E) - ~~61, 
where A(C) is symmetric and IA(O) = F&u, 0, 1,O) as calculated before, 
and where -c2SI comes from calculating f?. Now if A is a real symmetric 
matrix and h is an eigenvalue of JA then so are --A, A, and -A. Since the eigen- 
values of JA(0) are distinct and pure imaginary (excluding, again, 01 = 0 and 
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-914) it follows that the eigenvalues. of JA( c are pure imaginary for sufficiently ) 
small E. Thus the real parts of the eigenvalues are -&, which shows (taking 
the exponential and applying Theorem 2.2) that the rest points are 2-hyperbolic 
sinks. 
Until now we have assumed K # 1. When K = 1 our stratagem for avoiding 
the explicit calculation of all of the second-order terms fails. But even at the 
first order there is a difference which seems significant. Averaging the O(E) 
terms in (5) when k = I (and again neglecting to change variable names) 
gives the approximate system 
zi = + + 22 + zqv, 
ir = E(1 - (a + 112 + TJ‘qu), 
1: = c((r2 + 9)s + CZI), 
s=E(l-(r2+s2)r-cu). 
Here the rest points occur at (u, 0, r, 0) where u is again a root of u3 + olu - 1 = 0 
and where Y = (1 - ~1)l/~. The significant difference spoken of above is that 
the linearization of the averaged system at this rest point has the form 
L, = F&,0, r, 0) = 
i 
+ljuo+ 2212) ‘6 
0 0 
0 0 
0 
-C i 
0 (1 - czq/a 
-3(1 - cu)“i3 0 I 
in which the lower left 2 x 2 block does not vanish. Thus for values of u which 
yield repeated eigenvalues, L, is not diagonalizable. Of course Theorem 2.2 
fails to apply, but the failure seems more serious than for k > 1 since non- 
diagonalizability of L, provided the mechanism for the failure of 2-hyperbolicity 
in the example with which we began Section 2. 
In summary, we have proved stability of certain periodic solutions of (3), 
namely, those having pure imaginary eigenvalues in the first approximation, 
when K # 1 and 01 # 0, -9/4. In the exceptional cases (k = I, and k # 1 
with Q! = 0 or -9/4) it is necessary at least to calculate the second-order terms 
in full detail, and it is possible that even higher-order terms must be determined 
if 2-hyperbolicity is shown to fail. This is most probable when k = 1 and, 
simultaneously, a: takes on certain exceptional values making L, nondiago- 
nalizable. 
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