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Abstract
The bilinear assignment problem (BAP) is a generalization of the well-known quadratic as-
signment problem (QAP). In this paper, we study the problem from the computational analysis
point of view. Several classes of neigborhood structures are introduced for the problem along
with some theoretical analysis. These neighborhoods are then explored within a local search
and a variable neighborhood search frameworks with multistart to generate robust heuristic
algorithms. Results of systematic experimental analysis have been presented which divulge
the effectiveness of our algorithms. In addition, we present several very fast construction
heuristics. Our experimental results disclosed some interesting properties of the BAP model,
different from those of comparable models. This is the first thorough experimental analysis of
algorithms on BAP. We have also introduced benchmark test instances that can be used for
future experiments on exact and heuristic algorithms for the problem.
Keywords: bilinear assignment problem, quadratic assignment problem, average solution value,
exponential neighborhoods, heuristics, local search, variable neighborhood search, VLSN search.
1 Introduction
Given a four dimensional array Q = (qijkl) of size m×m× n× n, an m×m matrix C = (cij) and
an n× n matrix D = (dkl), the bilinear assignment problem (BAP) can be stated as:
Minimize
m∑
i=1
m∑
j=1
n∑
k=1
n∑
l=1
qijklxijykl +
m∑
i=1
m∑
j=1
cijxij +
n∑
k=1
n∑
l=1
dklykl (1)
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subject to
m∑
j=1
xij = 1 i = 1, 2, . . . ,m, (2)
m∑
i=1
xij = 1 j = 1, 2, . . . ,m, (3)
n∑
l=1
ykl = 1 k = 1, 2, . . . , n, (4)
n∑
k=1
ykl = 1 l = 1, 2, . . . , n, (5)
xij , ykl ∈ {0, 1} i, j = 1, . . . ,m, k, l = 1, . . . , n. (6)
If we impose additional restrictions that m = n and xij = yij for all i, j, BAP becomes equivalent
to the well-known quadratic assignment problem (QAP) [5, 7]. As noted in [9], the constraints
xij = yij can be enforced without explicitly stating them by modifying the entries of Q, C and D.
For example, replacing cij by cij +L, dij by dij +L and qijij by qijij − 2L, for some large L results
in an increase in the objective function value by
∑n
i,j=1 L(xij − 2xijyij + yij) =
∑n
i,j=1 L(xij −
yij)
2. Since L is large, in an optimal solution, xij = yij is forced and hence the modified BAP
becomes QAP. Therefore, BAP is also strongly NP-hard. Moreover, since the reduction described
above preserves the objective values of the solutions that satisfy xij = yij , BAP inherits the
approximability hardness of QAP [27]. That is, for any α > 1, BAP does not have a polynomial
time α-approximation algorithm, unless P=NP. Further, BAP is NP-hard even if m = n and Q is a
diagonal matrix [9]. A special case of BAP, called the independent quadratic assignment problem,
was studied by Burkard et al. [6] and identified polynomially solvable special cases.
Since BAP is a generalization of the QAP, all of the applications of QAP can be solved as
BAP. In addition, BAP can be used to model other discrete optimization problems with practical
applications. Tsui and Chang [29,30] used BAP to model a door dock assignment problem. Consider
a sorting facility of a large shipping company where m loaded inbound trucks are arriving from
different locations, and they need to be assigned to m inbound doors of the facility. The shipments
from the inbound trucks need to be transferred to n outbound trucks, which carries the shipments
to different customer locations. The sorting facility also has n outbound doors for the outbound
trucks. Let wij denote the amount of items from i-th inbound truck that need to be transferred to
j-th outbound truck/customer location, and let dij denote the distance between the i-th inbound
door and the j-th outbound door. Then the problem of assigning inbound trucks to inbound doors
and outbound trucks to outbound doors, so that the total work needed to transfer all items from
inbound to outbound trucks, is exactly BAP with costs qijkl = wikdjl. Torki et al. [28] used BAP
to develop heuristic algorithms for QAP with a low rank cost matrix. BAP also encompasses
well-known disjoint matching problem [9,11,12] and axial 3-dimensional assignment problem [9,24].
Despite the applicability and unifying capabilities of the model, BAP is not studied systemati-
cally from an experimental analysis point of view. In [29,30], the authors proposed local search and
branch and bound algorithms to solve BAP, but detailed computational analysis was not provided.
The model was specially structured to focus on a single application, which limited the applica-
bility of these algorithms for the general case. Torki et al. [28] presented experimental results on
algorithms for low rank BAP in connection with developing heuristics for QAP. To the best of our
knowledge, no other experimental studies on the model are available.
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In this paper, we present various neighborhoods associated with a feasible solution of BAP and
analyze their theoretical properties in the context of local search algorithms, particularly on the
worst case behavior. Some of these neighborhoods are of exponential size but can be searched
for an improving solution in polynomial time. Local search algorithms with such very large scale
neighborhoods (VLSN) proved to be an effective solution approach for many hard combinatorial
optimization problems [2, 3]. We also present extensive experimental results by embedding these
neighborhoods within a variable neighborhood search (VNS) framework in addition to the standard
and multi-start VLSN local search. Some very fast construction heuristics are also provided along
with experimental analysis. Although local search and variable neighborhood search are well known
algorithmic paradigms that are thoroughly investigated in the context of various combinatorial op-
timization problems, to achieve effectiveness and obtain superior outcomes variable neighborhood
search algorithms needs to exploit special problem structures that efficiently link the various neigh-
borhoods under consideration. In this sense, developing variable neighborhood search algorithms
is always intriguing, especially when it comes to new optimization problems having several well de-
signed neighborhood structures with interesting properties. Our experimental analysis shows that
the average behavior of the algorithms are much better and the established negative worst case
performance hardly occurs. Such a conclusion can only be made by systematic experimentation,
as we have done. On a balance of computational time and solution quality, a multi-start based
VLSN local search became our proposed approach. Although, by allowing significantly more time,
a strategic variable neighborhood search outperformed this algorithm in terms of solution quality.
The rest of the paper is organized as follows. In Section 2 we specify notations and several
relevant results that are used in the paper. In Section 3 we describe several construction heuristics
for BAP that generate reasonable solutions, often quickly. In Section 4, we present various neigh-
borhood structures and analyze their theoretical properties. We then (Section 5) describe in details
specifics of our experimental setup as well as sets of instances that we have generated for the prob-
lem. The benchmark instances that we have developed are available upon request from Abraham
Punnen (apunnen@sfu.ca) for other researchers to further study the problem. The development of
these test instances and best-known solutions is yet another contribution of this work. Sections
6 and 7 deal with experimental analysis of construction heuristics and local search algorithms.
Our computational results disclose some interesting and unexpected outcomes, particularly when
comparing standard local search with its multi-start counterpart. In Section 8 we combine better
performing construction heuristics and different local search algorithms to develop several variable
neighborhood search algorithms and present comparison with our best performing multistart local
search algorithm. Concluding remarks are presented in Section 9.
2 Notations and basic results
Let X be the set of all 0-1 m × m matrices satisfying (2) and (3) and Y be the set of all 0-1
n× n matrices satisfying (4) and (5). Also, let F be the set of all feasible solutions of BAP. Note
that |F| = m!n!. An instance of the BAP is completely represented by the triplet (Q,C,D). Let
M = M ′ = {1, 2, . . . ,m} and N = N ′ = {1, 2, . . . , n}. An x ∈ X assigns each i ∈ M a unique
j ∈ M ′. Likewise, a y ∈ Y assigns each k ∈ N a unique l ∈ N ′. Without loss of generality we
assume that m ≤ n. For x ∈ X and y ∈ Y, f(x,y) denotes the objective function value of (x,y).
Given an instance (Q,C,D) of a BAP, let A(Q,C,D) be the average of the objective function
values of all feasible solutions.
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Theorem 1 (C´ustic´ et al. [9]). A(Q,C,D) = 1
mn
m∑
i=1
m∑
j=1
n∑
k=1
n∑
l=1
qijkl +
1
m
m∑
i=1
m∑
j=1
cij +
1
n
n∑
k=1
n∑
l=1
dkl.
Consider an equivalence relation ∼ on F , where (x,y) ∼ (x′,y′) if and only if there exist
a ∈ {0, 1, . . . ,m − 1} and b ∈ {0, 1, . . . , n − 1} such that xij = x′i(j+a mod m) for all i, j, and
ykl = y
′
k(l+b mod n) for all k, l. Here and later in the paper we use the notation of xi(j+a mod m)
in a sense that, if (j + a) mod m = 0, we then assume it to refer to the variable xim. Similar
assumptions will be made for the other index of xij and variables ykl to improve the clarity of
presentation.
Let us consider an example of equivalence class for ∼. Given a ∈M , b ∈ N let (xa,yb) ∈ F be
defined as
xaij =
{
1 if j = i+ a mod m,
0 otherwise
and ybkl =
{
1 if l = k + b mod n,
0 otherwise.
Theorem 2 (C´ustic´ et al. [9]). For any instance (Q,C,D) of BAP
min
a∈M,b∈N
{f(xa,yb)} ≤ A(Q,C,D) ≤ max
a∈M,b∈N
{f(xa,yb)}.
It can be shown that any equivalence class defined by ∼ can be used to obtain the type of
inequalities stated above. Theorem 2 provides a way to find a feasible solution to BAP with
objective function value no worse than A(Q,C,D) in O(m2n2) time. To achieve this, we search
through the set of solutions defined by the equivalence class, with any feasible solution to BAP as
a starting point.
A feasible solution (x,y) to BAP is said to be no better than the average if f(x,y) ≥ A(Q,C,D).
In [9] we have provided the following lower bound for the number of feasible solutions that are no
better than the average.
Theorem 3 (C´ustic´ et al. [9]). |{(x,y) ∈ F : f(x,y) ≥ A(Q,C,D)}| ≥ (m− 1)!(n− 1)!.
An algorithm that is guaranteed to return a solution with the objective function value at most
A(Q,C,D) guarantees a solution that is no worse than (m − 1)!(n − 1)! solutions. Thus, the
domination ratio [8, 14] of such an algorithm is 1mn .
3 Construction heuristics
In this section, we consider heuristic algorithms that will generate solutions to BAP using various
construction approaches. Such algorithms are useful in situations where solutions of reasonable
quality are needed quickly. These algorithms can also be used to generate starting solutions for
more complex improvement based algorithms.
Our first algorithm, called Random, is the trivial approach of generating a feasible solution
(x,y). Both x and y are selected as random assignments in uniform fashion. It should be noted
that the expected value of the solution produced by Random is precisely A(Q,C,D).
Let us now discuss a different randomized technique, called RandomXYGreedy. This algo-
rithm builds a solution by randomly picking a ‘not yet assigned’ i ∈M or k ∈ N , and then setting
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xij or ykl to 1 for a ‘not yet assigned’ j ∈M ′ or l ∈ N ′ so that the total cost of the resulting partial
solution is minimized. A pseudo-code of RandomXYGreedy is presented in Algorithm 1. Here and
later in the paper we will present description of the algorithms by assuming that the input BAP
instance (Q,C,D) has C and D as zero arrays. This restriction is for simplicity of presentation
and does not affect neither the theoretical complexity of BAP nor the asymptotic computational
complexity of the presented algorithms. It is easy to extend the algorithms to the general case in
a straightforward way. The running time of RandomXYGreedy is O(mn2) as each addition to our
solution is selected using quadratic number of computations. However, just reading the data for
the Q matrix takes O(m2n2) time. For the rest of the paper we will consider running time of our
algorithms without including this input overhead.
Algorithm 1 RandomXYGreedy
Input: integers m,n; m×m× n× n array Q
Output: feasible solution to BAP
xij ← 0 ∀i, j; ykl ← 0 ∀k, l
while not all i ∈M and k ∈ N are assigned do
randomly pick some i ∈M or k ∈ N that is unassigned
if i is picked then
j′ ← random j ∈M that is unassigned; ∆′ ←∑k,l∈N qij′klykl
for all j ∈M that is unassigned do
∆←∑k,l∈N qijklykl . value change if i assigned to j
if ∆ < ∆′ then
j′ ← j; ∆′ ← ∆
end if
end for
xij′ ← 1 . assign i to j′
else
l′ ← random l ∈ N that is unassigned; ∆′ ←∑i,j∈M qijkl′xij
for all l ∈ N that is unassigned do
∆←∑i,j∈M qijklxij . value change if k assigned to l
if ∆ < ∆′ then
l′ ← l; ∆′ ← ∆
end if
end for
ykl′ ← 1 . assign k to l′
end if
end while
return (x, y)
Our next algorithm is fully deterministic and is called Greedy (see Algorithm 2). This is similar
to RandomXYGreedy, except that, at each iteration, we select the best available xij or ykl to be
added to the current partial solution. We start the algorithm by choosing the partial solution
xi′j′ = 1 and yk′l′ = 1 where i
′, j′, k′, l′ correspond to a smallest element in the array Q. The
total running time of this heuristic is O(n3), considering that the position of the smallest qi′j′k′l′ is
provided.
Theorem 4. The objective function value of a solution produced by the Greedy algorithm could be
arbitrarily bad and could be worse than A(Q,C,D).
Proof. Consider the following BAP instance: C and D are zero matrices and elements of 2×2×3×3
matrix Q are all zero except q1111 = −, q1122 = q1133 = , q2211 = q1123 = q1132 = 2, q2222 =
q2233 = L, where  and L are arbitrarily small and large positive numbers, respectively. At first the
algorithm will assign x11 = y11 = 1, as q1111 is the smallest element in the array. Next, all indices
i, j ∈ M such that i, j > 2 and k, l ∈ M such that k, l > 3 will be assigned within their respective
groups. This is due to the fact that any assignment in those sets adds no additional cost to the
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Algorithm 2 Greedy
Input: integers m,n; m×m× n× n array Q
Output: feasible solution to BAP
xij ← 0 ∀i, j; ykl ← 0 ∀k, l
i′, j′, k′, l′ ← argmini,j∈M,k,l∈Nqijkl; xi′j′ ← 1; yk′l′ ← 1
while not all i ∈M and k ∈ N are assigned do
∆′x ←∞; ∆′y ←∞
for all i ∈M that is unassigned do
for all j ∈M that is unassigned do
∆←∑k,l∈N qijklykl . value change if i assigned to j
if ∆ < ∆′x then
i′ ← i; j′ ← j; ∆′x ← ∆
end if
end for
end for
for all k ∈ N that is unassigned do
for all l ∈ N that is unassigned do
∆←∑i,j∈M qijklxij . value change if k assigned to l
if ∆ < ∆′y then
k′ ← k; l′ ← l; ∆′y ← ∆
end if
end for
end for
if ∆′x ≤ ∆′y then
xi′j′ ← 1 . assign i′ to j′
else
yk′l′ ← 1 . assign k′ to l′
end if
end while
return (x, y)
current partial solution. Following that, y22 = y33 = 1 will be added. And finally, x22 will be set to
1 to complete a solution with the cost 3+2L. However, an optimal solution in this case will contain
x11 = x22 = y11 = y23 = y32 = 1 with an objective value of 5. Note that A(Q,C,D) = 7+2Lmn and
the result follows.
We also consider a randomized version of Greedy, called GreedyRandomized. In this variation
a partial assignment is extended by a randomly picked xij or ykl out of h best candidates (by
solution value change), where h is some fixed number. Such approaches are generally called semi-
greedy algorithms and form an integral part of many GRASP algorithms [10,17]. To emphasize the
randomized decisions in the algorithm and its linkages to GRASP, we call it GreedyRandomized.
Finally we discuss a construction heuristic based on rounding a fractional solution. In [9], a
discretization procedure was introduced that computes a feasible solution to BAP with objective
function value no more than that of the fractional solution. Given a fractional solution to BAP
(x,y) (i.e. a solution to BAP (1)-(5) without integrality constrains (6)), we fix one side of the
solution (say x) and optimize y by solving a linear assignment problem to obtain a solution y¯ .
Then, fix y¯ and solve a linear assignment problem to find a solution x¯. Output the solution (x¯, y¯)
as a result. We denote this approach as Rounding.
Theorem 5. A feasible solution (x∗,y∗) to BAP with the cost f(x∗,y∗) ≤ A(Q,C,D), can be
obtained in O(m2n2 + n3) time using the Rounding algorithm.
Proof. Consider the fractional solution (x,y) where xij = 1/m for all i, j ∈ M , and yij = 1/n
for all i, j ∈ N . Then (x,y) is a feasible solution to the relaxation of BAP obtained by removing
the integrality restrictions (6). It is easy to see that f(x,y) = A(Q,C,D). One of the properties
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of Rounding discussed in [9] is that the resulting solution is no worse than the input fractional
solution, in terms of objective value. Apply Rounding to (x,y) to obtain the desired solution.
Rounding provides us with an alternative way to Theorem 2 for generating a BAP solution with
objective value no worse than the average. Recall, that by Theorem 3 this solution is guaranteed
to be no worse than (m− 1)!(n− 1)! feasible solutions.
It should be noted that this discretization procedure could also be applied to BAP fractional
solutions obtained from other sources, such as the solution to the relaxed version of an integer linear
programming reformulation of BAP. Some of the linearization reformulations [1, 13, 19, 22] of the
QAP can be modified to obtain the corresponding linearizations of BAP. Selecting only x and y
part from continuous solutions and ignoring other variables in the linearization formulations can
be used to initiate the rounding algorithm discussed above. However, in this case, the resulting
solution is not guaranteed to be no worse than the average.
4 Neighborhood structures and properties
Let us now discuss various neighborhoods associated with a feasible solution of BAP and analyze
their properties. We also consider worst case properties of a local optimum for these neighborhoods.
All these neighborhoods are based on reassigning parts of x ∈ X , parts of y ∈ Y, or both. The
neighborhoods that we consider can be classified into three categories: h-exchange neighborhoods,
[h, p]-exchange neighborhoods, and shift based neighborhoods.
4.1 The h-exchange neighborhood
In this class of neighborhoods, we apply an h-exchange operation to x while keeping y unchanged
or viceversa. Let us discuss this in detail with h = 2. The 2-exchange neighborhood is well studied
in the QAP literature. Our version of 2-exchange for BAP is related to the QAP variation, but also
have some significant differences due to the specific structure of our problem.
Let (x,y) be a feasible solution to BAP. Consider two elements i1, i2 ∈ M , j1, j2 ∈ M ′, such
that xi1j1 = xi2j2 = 1. Then the 2-exchange operation on the x-variables produces (x
′,y), where
x′ is obtained from x by swapping assignments of i1, i2 and j1, j2 (i.e. setting xi1j2 = xi2j1 = 1 and
xi1j1 = xi2j2 = 0). Let ∆
x
i1i2
be the change in the objective value from (x,y) to (x′,y). I.e.,
∆xi1i2 =f(x
′,y)− f(x,y)
=
m∑
i=1
m∑
j=1
n∑
k=1
n∑
l=1
qijklx
′
ijykl +
m∑
i=1
m∑
j=1
cijx
′
ij +
n∑
k=1
n∑
l=1
dklykl
−
m∑
i=1
m∑
j=1
n∑
k=1
n∑
l=1
qijklxijykl −
m∑
i=1
m∑
j=1
cijxij −
n∑
k=1
n∑
l=1
dklykl
=
n∑
k=1
n∑
l=1
(qi1j2kl + qi2j1kl − qi1j1kl − qi2j2kl)ykl + ci1j2 + ci2j1 − ci1j1 − ci2j2 .
(7)
Let 2exchangeX(x,y) be the set of all feasible solutions (x′,y), obtained from (x,y) by applying
the 2-exchange operation for all i1, i2 ∈M (with corresponding j1, j2 ∈M ′). Efficient computation
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of ∆xi1i2 is crucial in developing fast algorithms that use this neighborhood. For a fixed y, consider
the m×m matrix E such that eij =
∑n
k=1
∑n
l=1 qijklykl + cij . Then we can write ∆
x
i1i2
= ei1j2 +
ei2j1 − ei1j1 − ei2j2 . If the matrix E is available, this calculation can be done in constant time,
and hence the neighborhood 2exchangeX(x,y) can be explored in O(m2) time for an improving
solution. Note that the values of E depend only on y and not on x. Thus, we do not need to
update E within a local search algorithm as long as y remains unchanged.
Likewise, we can define a 2-exchange operation on y by keeping x constant. Consider two
elements k1, k2 ∈ N and let l1, l2 be the corresponding assignments in N ′, such that xk1l1 = xk2l2 =
1. Then the 2-exchange operation will produce (x,y′), where y′ is obtained from y by swapping
assignments of k1, k2 and l1, l2 (i.e. setting xk1l2 = xk2l1 = 1 and xk1l1 = xk2l2 = 0). Let ∆
y
k1k2
be
the change in the objective value from (x,y) to (x,y′). I.e.,
∆yk1k2 =f(x,y
′)− f(x,y)
=
m∑
i=1
m∑
j=1
(qijk1l2 + qijk2l1 − qijk1l1 − qijk2l2)xij + dk1l2 + dk2l1 − dk1l1 − dk2l2 .
(8)
Let 2exchangeY (x,y) be the set of all feasible solutions (x,y′), obtained from (x,y) by apply-
ing the 2-exchange operation on y while keeping x unchanged. As in the previous case, efficient
computation of ∆yk1k2 is crucial in developing fast algorithms that use this neighborhood. For a
fixed x consider an n × n matrix G such that gkl =
∑m
i=1
∑m
j=1 qijklxij + dkl. Then we can write
∆yk1k2 = gk1l2 + gk2l1 − gk1l1 − gk2l2 . If the matrix G is available, this calculation can be done in
constant time and hence the neighborhood 2exchangeY (x,y) can be explored in O(n2) time for an
improving solution. Note that the values of G depends only on x and not on y. Thus, we do not
need to update G within a local search algorithm as long as y remains unchanged.
The 2-exchange neighborhood of (x,y), denoted by 2exchange(x,y), is given by
2exchange(x,y) = 2exchangeX(x,y) ∪ 2exchangeY (x,y).
In a local search algorithm based on the 2exchange(x,y) neighborhood, after each move, either
x or y will be changed, but not both. To maintain our data structure, if y is changed, we update
E in O(m2) time. More specifically, suppose a 2-exchange operation takes (x,y) to (x,y′), then E
is updated as: eij ← eij + qijk1l2 + qijk2l1 − qijk1l1 − qijk2l2 , where k1, k2 ∈ N, l1, l2 ∈ N ′ are the
corresponding positions where the swap have occurred. Analogous changes will be performed on G
in O(n2) time if (x,y) is changed to (x′,y).
The general h-exchange neighborhood for BAP is obtained by replacing 2 in the above definition
by 2, 3, . . . , h. Notice that the h-exchange neighborhood can be searched for an improving solution
in O(nh) time, and already for h = 3, the running time of the algorithm that completely explores
this neighborhood is O(n3). With the same asymptotic running time we could instead optimally
reassign whole x (or y) by solving the linear assignment problem with E (or G respectively) as the
cost matrix. This fact suggests that any h larger that 3 potentially leads to a weaker algorithm in
terms of running time. Such full reassignment can be viewed as a local search based on the special
case of the h-exchange neighborhood with h = n. This special local search will be referred to as
Alternating Algorithm and will be alternating between re-optimizing x and y. For clarity, the
pseudo code for this approach is presented in Algorithm 3. Alternating Algorithm is a strategy
well-known in non-linear programming literature as coordinate-wise descent. Similar underlying
ideas are used in the context of other bilinear programming problems by various authors [18,20,25].
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Algorithm 3 Alternating Algorithm
Input: integers m,n; m×m× n× n array Q; feasible solution (x, y) to BAP
Output: feasible solution to BAP
while True do
eij ←
∑
k,l∈N qijklykl ∀i, j ∈M
x∗ ← argminx′∈X
∑
i,j∈M eijx
′
ij . solving assignment problem for x
gkl ←
∑
i,j∈M qijklx
∗
ij ∀k, l ∈ N
y∗ ← argminy′∈Y
∑
k,l∈N gkly
′
kl . solving assignment problem for y
if f(x∗,y∗) = f(x,y) then
break
end if
x← x∗; y ← y∗
end while
return (x, y)
Theorem 6. The objective function value of a locally optimal solution for BAP based on the h-
exchange neighborhood could be arbitrarily bad and could be worse than A(Q,C,D), for any h.
Proof. For a small  > 0 and a large L, we consider BAP instance (Q,C,D) such that all of its
cost elements are equal to 0, except c11 = c22 = d11 = d22 = −, and q1212 = −L. Let a feasible
solution (x,y) be such that x11 = x22 = y11 = y22 = 1. Then (x,y) is a local optimum for the
h-exchange neighborhood. Note that this local optimum can only be improved by simultaneously
making changes to both x and y, which is not possible for this neighborhood. The objective function
value of (x,y) is −4, while the optimal solution objective value is −L.
Despite the negative result of Theorem 6, we will see in Section 7.1 that on average, 2-exchange
and n-exchange (with Alternating Algorithm) are two of the most efficient neighborhoods to explore
from a practical point of view. Moreover, when restricted to non-negative input array, we can
establish some performance guarantees for 2-exchange (and consequently for any h-exchange) local
search. In particular, we derive upper bounds on the local optimum solution value and the number
of iterations to reach a solution not worse than this value bound. The proof technique follows [4],
where authors obtained similar bounds for Koopmans-Beckman QAP. In fact, these results can be
obtained for the general QAP as well, by modifying the following proof accordingly.
Theorem 7. For any BAP instance (Q,C,D) with non-negative Q and zero matrices C,D, the
cost of the local optimum for the 2-exchange neighborhood is f∗ ≤ 2mnm+nA(Q,C,D).
Proof. In this proof, for simplicity, we represent BAP as a permutation problem. As such, the
permutation formulation of BAP is
min
pi∈Π,φ∈Φ
m∑
i=1
n∑
k=1
qi pi(i) k φ(k), (9)
where Π and Φ are sets of all permutations on {1, 2, . . . ,m} and {1, 2, . . . , n}, respectively. Cost of
a particular permutation pair pi, φ is f(pi, φ) =
∑m
i=1
∑n
k=1 qi pi(i) k φ(k).
Let piij be the permutation obtained by applying a single 2-exchange operation to pi on indices
i and j. Define δpiij as an objective value difference after applying such 2-exchange:
δpiij(pi, φ) = f(piij , φ)− f(pi, φ) =
m∑
k=1
(
qi pi(j) k φ(k) + qj pi(i) k φ(k) − qi pi(i) k φ(k) − qj pi(j) k φ(k)
)
.
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Similarly we can have φkl and δ
φ
kl:
δφkl(pi, φ) = f(pi, φkl)− f(pi, φ) =
n∑
i=1
(
qi pi(i) k φ(l) + qi pi(i) l φ(k) − qi pi(i) k φ(k) − qi pi(i) l φ(l)
)
.
Summing up over all possible δpiij and δ
φ
kl we get
m∑
i,j=1
δpiij(pi, φ) =
m∑
i,j=1
n∑
k=1
qi pi(j) k φ(k) +
m∑
i,j=1
n∑
k=1
qj pi(i) k φ(k) −
m∑
i,j=1
n∑
k=1
qi pi(i) k φ(k) −
m∑
i,j=1
n∑
k=1
qj pi(j) k φ(k)
= 2
m∑
i,j=1
n∑
k=1
qi pi(j) k φ(k) − 2mf(pi, φ), (10)
n∑
k,l=1
δφkl(pi, φ) = 2
m∑
i=1
n∑
k,l=1
qi pi(i) k φ(l) − 2nf(pi, φ). (11)
Using (10) and (11) we can now compute an average cost change after 2-exchange operation on
solution (pi, φ).
∆(pi, φ) =
∑m
i,j=1 δ
pi
ij(pi, φ) +
∑n
k,l=1 δ
φ
kl(pi, φ)
m2 + n2
=
2
∑m
i,j=1
∑n
k=1 qi pi(j) k φ(k) + 2
∑m
i=1
∑n
k,l=1 qi pi(i) k φ(l) − 2(m+ n)f(pi, φ)
m2 + n2
=
2
∑m
i,j=1
∑n
k=1 qi pi(j) k φ(k) + 2
∑m
i=1
∑n
k,l=1 qi pi(i) k φ(l)
m2 + n2
−λf(pi, φ)+λ 2mn
m+n
A−λ 2mn
m+n
A
≤ −λ(f(pi, φ)− 2mn
m+ n
A) + µ− λ 2mn
m+ n
A, (12)
where λ = 2 m+nm2+n2 and µ = maxpi∈Π,φ∈Φ
[
2
∑m
i,j=1
∑n
k=1 qi pi(j) k φ(k) + 2
∑m
i=1
∑n
k,l=1 qi pi(i) k φ(l)
m2 + n2
]
.
Note that both λ and µ do not depend on any particular solution and are fixed for a given BAP
instance.
We are ready to prove the theorem by contradiction. Let (pi∗, φ∗) be the local optimum for 2-
exchange local search, with the objective function cost f∗ = f(pi∗, φ∗). Assume now that f(pi∗, φ∗) >
2mn
m+nA. Then −λ(f(pi∗, φ∗)− 2mnm+nA) < 0 and
µ− λ 2mn
m+ n
A = max
pi∈Π,φ∈Φ
[
2
∑m
i,j=1
∑n
k=1 qi pi(j) k φ(k) + 2
∑m
i=1
∑n
k,l=1 qi pi(i) k φ(l)
m2 + n2
]
− 2 m+ n
m2 + n2
2mn
m+ n
1
mn
m∑
i,j=1
n∑
k,l=1
qijkl
= max
pi∈Π,φ∈Φ
[
2
∑m
i,j=1
∑n
k=1 qi pi(j) k φ(k)
m2 + n2
+
2
∑m
i=1
∑n
k,l=1 qi pi(i) k φ(l)
m2 + n2
]
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− 2
∑m
i,j=1
∑n
k,l=1 qijkl
m2 + n2
− 2
∑m
i,j=1
∑n
k,l=1 qijkl
m2 + n2
≤ 0, (13)
which implies ∆(pi∗, φ∗) < 0. As ∆ is the average cost difference after applying 2-exchange, there
exists some swap that decreases solution cost by at least −∆(pi∗, φ∗), and that contradicts with
(pi∗, φ∗) being a local optimum.
It is easy to see that the bound µ ≤ λ 2mnm+nA from Theorem 7 is tight. Consider some ar-
bitrary bilinear assignment (pi, φ), and set all qijkl to zero except qi pi(i) k φ(k) = 1, ∀i ∀k. Then
µ = 4
∑m
i=1
∑n
k=1 qi pi(i) k φ(k)
m2 + n2
= λ 2mnm+nA = 4mnm2+n2 .
Theorem 8. For any BAP instance (Q,C,D) with elements of Q restricted to non-negative integers
and zero matrices C,D, the local search algorithm that explores 2-exchange neighborhood will reach
a solution with the cost at most 2mnm+nA(Q,C,D) in O
(
m2+n2
m+n log
∑
qijkl
)
iterations.
Proof. Inequality (12) can be also written as ∆(pi, φ) ≤ −λf(pi, φ) + µ, and so any solution with
f(pi, φ) > µλ would yield ∆(pi, φ) < 0, and would have some 2-exchange improvement possible. Note
that 2mnm+nA ≥ µλ .
Consider a cost f ′(pi, φ) = f(pi, φ)− µλ . At every step of the 2-exchange local search f ′(pi, φ) is
decreased by at least ∆(pi, φ) and becomes at most
f ′(pi, φ) + ∆(pi, φ) ≤ f ′(pi, φ) + (−λf(pi, φ) + µ) = f ′(pi, φ)− λf ′(pi, φ) = (1− λ)f ′(pi, φ).
Since elements of Q are integer, the cost at each step must decrease by at least 1. Then a number
of iterations t for C ′(pi, φ) to become less than or equal to zero has to satisfy
(1− λ)t−1(fmax − µ
λ
)− (1− λ)t(fmax − µ
λ
) ≥ 1,
(1− λ)t−1(fmax − µ
λ
)(1− (1− λ)) ≥ 1,
(1− λ)t−1 ≥ 1
(fmax − µλ )λ
,
(t− 1) log (1− λ) ≥ − log λ(fmax − µ
λ
),
t ≤ 1 + − log λ(fmax −
µ
λ )
log (1− λ) , (14)
where fmax is the highest possible solution value. It follows that
t ∈ O
(
1
λ
log λ(fmax − µ
λ
)
)
= O
(
m2 + n2
m+ n
log
m+ n
m2 + n2
(fmax − µ
λ
)
)
. (15)
This together with the fact that fmax − µλ ≤ fmax ≤
∑m
i,j=1
∑n
k,l=1 qijkl completes the proof.
It should be noted that the solution considered in the statement of Theorem 8 may not be a
local optimum. The theorem simply states that, the solution of the desired quality will be reached
by 2-exchange local search in polynomial time. It is known that for QAP, 2-exchange local search
may sometimes reach local optimum in exponential number of steps [23].
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4.2 [h, p]-exchange neighborhoods
Recall that in the h-exchange neighborhood we change either the x variables or the y variables,
but not both. Simultaneous changes in x and y could lead to more powerful neighborhoods, but
with additional computational effort in exploring them. With this motivation, we introduce the
[h, p]-exchange neighborhood for BAP.
In the [h, p]-exchange neighborhood, for each h-exchange operation on x variables, we consider
all possible p-exchange operations on y variables. Thus, the [h, p]-exchange neighborhood is the
set of all solutions (x′,y′) obtained from the given solution (x,y), such that x′ differs from x in at
most h assignments, and y′ differs from y in at most p assignments. The size of this neighborhood
is Θ(mhnp).
Theorem 9. The objective function value of a locally optimal solution for the [h, p]-exchange neigh-
borhood could be arbitrarily bad. If h < m2 or p <
n
2 this value could be arbitrarily worse thanA(Q,C,D).
Proof. Let  > 0 be an arbitrarily small and L be an arbitrarily large numbers. Consider the
BAP instance (Q,C,D) such that all of the associated cost elements are equal to 0, except qiikk =
−, qi(i+1 mod m)k(k+1 mod n) = −L, qiik(k+1 mod n) = hLm−h ∀i ∈ M ∀k ∈ N . Let (x,y) be a
feasible solution such that xii = 1 ∀i ∈M and ykk = 1 ∀k ∈ N . Note that f(x,y) = −mn.
We first show that (x,y) is a local optimum for the [h, p]-exchange neighborhood. If we assume
the opposite and (x,y) is not a local optimum, then there exist a solution (x′,y′) with x′ being
different from x in at most h assignments, y′ being different from y in at most p assignments, and
f(x′,y′) − f(x,y) < 0. Since the summation for f(x,y) comprised of exactly mn elements of Q
with value −, the only way to get an improving solution is to get some number of elements with
value −L, and therefore to flip some number of xii to xi(i+1 mod m) and ykk to yk(k+1 mod n). Let
1 < u ≤ h and 1 < v ≤ p be the number of such elements u = |{i ∈ M |x′i(i+1 mod m) = 1}| and
v = |{k ∈ N |y′k(k+1 mod n) = 1}| in (x′,y′). Then we know that the cost function f(x′,y′) contains
exactly uv number of−L. However, each of the v elements of type y′k(k+1 mod n) = 1 also contributes
at least (m− h) hLm−h = hL to the objective value (due to remaining m− h elements of type xii = 1
being unchanged). From this we get that f(x′,y′) > mn(−)+uv(−L)+hv(L) = f(x,y)+vL(h−u),
and since u ≤ h we get f(x′,y′)−f(x,y) > 0 which contradicts the fact that (x′,y′) is an improving
solution to (x,y). Hence, (x,y) must be a local optimum.
We also get that an optimal solution for this instance is xi(i+1 mod m) = 1 ∀i ∈ M and
yk(k+1 mod n) = 1 ∀k ∈ N with a total cost of −mnL. The average value of all feasible solutions
is A(Q,C,D) = mn(−L) +mn(−) +mn
hL
m−h
mn
= L 2h−mm−h −. h < m2 and appropriate choice of , L
guarantee us that considered local optimum is arbitrarily worse than A(Q,C,D). The construction
of the example for the case p < n2 is similar, so we omit the details.
One particular case of the [h, p]-exchange neighborhood deserves a special mention. If p = n,
then for each candidate h-exchange solution x′ we will consider all possible assignments for y. To
find the optimal y given x′, we can solve a linear assignment problem with cost matrix gkl =∑m
i=1
∑m
j=1 qijklx
′
ij + dkl, as in the Alternating Algorithm. Analogous situation appears when we
consider [h, p]-exchange neighborhood with h = m.
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A set of solutions defined by the union of [h, n]-exchange and [m, p]-exchange neighborhoods, for
the case h = p, will be called simply optimized h-exchange neighborhood. Note that the optimized h-
exchange neighborhood is exponential in size, but it can be searched in O(mhn3+nhm3) time due to
the fact that for fixed x (y), optimal f(x,y′) (f(x′,y)) can be found in O(n3) time. Neighborhoods
similar to optimized 2-exchange were used for unconstrained bipartite binary quadratic program by
Glover et al. [15], and for the bipartite quadratic assignment problem by Punnen and Wang [26].
As in the case of h-exchange, some performance bounds for optimized h-exchange neighborhood
can be established, if the input array Q is not allowed to have negative elements.
Theorem 10. There exists a solution with the cost f ≤ (m + n)A(Q,C,D) in the optimized 2-
exchange neighborhood of every solution to BAP, for any instance (Q,C,D) with non-negative Q
and zero matrices C,D.
Proof. The proof will follow the structure of Theorem 7, and will focus on the average solution
change to a given permutation pair solution (pi, φ) to BAP.
Let piij be the permutation obtained by applying a single 2-exchange operation to pi on indices
i and j, and φ∗ be the optimal permutation that minimizes the solution cost for such fixed piij .
Define δpiij as the objective value difference after applying such operation:
δpiij(pi, φ) = f(piij , φ
∗)− f(pi, φ) =
m∑
u=1
n∑
k=1
qupiij(u) k φ∗(k) − f(pi, φ) ≤
1
n
m∑
u=1
n∑
k,l=1
qupiij(u) k l − f(pi, φ).
The last inequality due to the fact that, for fixed piij , the value of the solution with the optimal φ
∗
is not worse than the average value of all such solutions. We also know that for any k, l ∈ N ,
m∑
u=1
qupiij(u) k l =
m∑
u=1
qupi(u) k l + qi pi(j) k l + qj pi(i) k l − qi pi(i) k l − qj pi(j) k l.
and, therefore,
δpiij(pi, φ) ≤
1
n
n∑
k,l=1
m∑
u=1
qupi(u) k l +
1
n
n∑
k,l=1
(
qi pi(j) k l + qj pi(i) k l − qi pi(i) k l − qj pi(j) k l
)− f(pi, φ).
Analogous result can be derived for similarly defined δφkl:
δφkl(pi, φ) ≤
1
m
m∑
i,j=1
n∑
v=1
qi j v φ(v) +
1
m
m∑
i,j=1
(
qi j k φ(l) + qi j l φ(k) − qi j k φ(k) − qi j l φ(l)
)− f(pi, φ).
We can now get an upper bound on the average cost change after optimized 2-exchange operation
on solution (pi, φ).
∆(pi, φ) =
∑m
i,j=1 δ
pi
ij(pi, φ) +
∑n
k,l=1 δ
φ
kl(pi, φ)
m2 + n2
≤
m2
n
∑m
u=1
∑n
k,l=1 qupi(u) k l +
2
n
∑m
i,j=1
∑n
k,l=1 qi j k l − 2mn
∑m
i=1
∑n
k,l=1 qi pi(i) k l −m2f(pi, φ)
m2 + n2
+
n2
m
∑m
i,j=1
∑n
v=1 qi j v φ(v) +
2
m
∑m
i,j=1
∑n
k,l=1 qi j k l − 2nm
∑m
i,j=1
∑n
k=1 qi j k φ(k) − n2f(pi, φ)
m2 + n2
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=
(m3 − 2m2)∑mi=1∑nk,l=1 qi pi(i) k l + (n3 − 2n2)∑mi,j=1∑nv=1 qi j v φ(v)
mn(m2 + n2)
+
2(m+ n)
∑m
i,j=1
∑n
k,l=1 qi j k l
mn(m2 + n2)
− f(pi, φ)
≤ µ− f(pi, φ),
where
µ = max
pi∈Π,φ∈Φ
[
m3
∑m
i=1
∑n
k,l=1 qi pi(i) k l + n
3
∑m
i,j=1
∑n
v=1 qi j v φ(v) + 2(m+ n)
∑m
i,j=1
∑n
k,l=1 qijkl
mn(m2 + n2)
]
.
Note that µ does not depend on any particular solution and is fixed for a given BAP instance.
For any given solution (pi, φ) to BAP, either f(pi, φ) ≤ µ or f(pi, φ) > µ, which means that
∆(pi, φ) ≤ 0, and so there exists an optimized 2-exchange operation that improves our solution cost
by at least f(pi, φ)− µ, thus, making it not worse than µ. We also notice that,
µ− (m+ n)A = µ− m+ n
mn
m∑
i,j=1
n∑
k,l=1
qijkl = µ− (m+ n)(m
2 + n2)
mn(m2 + n2)
m∑
i,j=1
n∑
k,l=1
qijkl
= max
pi∈Π
[
m3
∑m
i=1
∑n
k,l=1 qi pi(i) k l
mn(m2 + n2)
]
− m
3
∑m
i,j=1
∑n
k,l=1 qijkl
mn(m2 + n2)
+ max
φ∈Φ
[
n3
∑m
i,j=1
∑n
v=1 qi j v φ(v)
mn(m2 + n2)
]
− n
3
∑m
i,j=1
∑n
k,l=1 qijkl
mn(m2 + n2)
+
2(m+ n)
∑m
i,j=1
∑n
k,l=1 qijkl
mn(m2 + n2)
− (m
2n+ n2m)
∑m
i,j=1
∑n
k,l=1 qijkl
mn(m2 + n2)
≤ 0,
(16)
and so (m+ n)A ≥ µ, which completes the proof.
We now show that by exploiting the properties of optimized h-exchange neighborhood, one can
obtain a solution with an improved domination number, compared to the result in Theorem 3.
Theorem 11. For an integer h, a feasible solution to BAP, which is no worse than Ω((m−1)!(n−
1)! +mhn! + nhm!) feasible solutions, can be found in O(mhn3 + nhm3) time.
Proof. We show that the solution described in the statement of the theorem, can be obtained in
the desired running time by choosing the best solution in the optimized h-exchange neighborhood
of a solution with objective function value no worse than A(Q,C,D).
Let (x∗,y∗) ∈ F be a BAP solution such that f(x∗,y∗) ≤ A(Q,C,D). Solution like that can be
found in O(m2n2) time using Theorem 2. From the proof of Theorem 3 we know that there exists
a set R∼ of (m−1)!(n−1)! solutions, with one solution from every class defined by the equivalence
relation ∼, such that f(x,y) ≥ A(Q,C,D) ≥ f(x∗,y∗) for every (x,y) ∈ R∼. Let Rx denote the
[h, n]-exchange neighborhood of (x∗,y∗), and let Ry denote the [m,h]-exchange neighborhood of
(x∗,y∗). Note that Rx ∪ Ry is the optimized h-exchange neighborhood of (x∗,y∗). Rx ∪ Ry can
be searched in O(mhn3 +nhm3) time, and the result of the search has the objective function value
less or equal than every (x,y) ∈ R∼ ∪Rx ∪Ry.
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Consider R′x ⊂ Rx (R′y ⊂ Ry) to be the set of solutions constructed in the same way as Rx (Ry),
but now only considering those reassignments of h-sets S ∈ M (S ∈ N) that are different from x∗
(y∗) on entire S. By simple enumerations it can be shown that |R′x| =
(
m
h
)
(!h)n!, |R′y| =
(
n
h
)
(!h)m!
and |R′x ∩ R′y| =
(
m
h
)
(!h)
(
n
h
)
(!h), where !h denotes the number of derangements (i.e. permutations
without fixed points) of h elements. Furthermore, |R∼ ∩ R′x| ≤
(
m
h
)
(!h)(n − 1)! and |R∼ ∩ R′y| ≤(
n
h
)
(!h)(m − 1)!. The later two inequalities are due to the fact that for some fixed x′ (y′), the
relation ∼ partitions the set of solutions {x′} ×Y (X × {y′}) into equivalence classes of size n (m)
exactly, and each such class contains at most one element of R∼. Now we get that
|R∼ ∪Rx ∪Ry| ≥ |R∼ ∪Rdx ∪Rdy|
≥ |R∼|+ |Rdx|+ |Rdy| − |R∼ ∩Rdx| − |R∼ ∩Rdy| − |Rdx ∩Rdy|
≥ (m− 1)!(n− 1)! +
(
m
h
)
(!h)n! +
(
n
h
)
(!h)m!
−
(
m
h
)
(!h)(n− 1)!−
(
n
h
)
(!h)(m− 1)!−
(
m
h
)
(!h)
(
n
h
)
(!h)
∈ Ω((m− 1)!(n− 1)! +mhn! + nhm!),
which concludes the proof.
4.3 Shift based neighborhoods
Following the equivalence class example in Section 2, the shift neighborhood of a given solution
(x,y) will be comprised of all m solutions (x′,y), such that x′ij = xi(j+a mod m),∀a ∈M and all n
solutions (x,y′), such that y′kl = yk(l+b mod m),∀b ∈ N . Alternatively, shift neighborhood can be
described in terms of the permutation formulation of BAP. Given a permutation pair (pi, φ), we are
looking at all m solutions (pi′, φ), such that pi′(i) = pi(i) + a mod m,∀a ∈ M , and all n solutions
(pi, φ′), such that φ′(k) = φ(k) + b mod m,∀b ∈ N . Intuitively this means that, either pi will be
cyclically shifted by a or φ will be cyclically shifted by b, hence the name of this neighborhood. An
iteration of the local search algorithm based on Shift neighborhood will take O(mn2) time, as we
are required to fully recompute each of the m (resp. n) solutions objective values.
Using the same asymptotic running time per iteration, it is possible to explore the neighborhood
of a larger size, with the help of additional data structures eij , gkl (see Section 4.1) that maintain
partial sums of assigning i ∈M to j ∈M ′ and k ∈ N to l ∈ N ′ given y and x respectively. Consider
Θ(n2) size neighborhood shift+shuffle defined as follows. For a given permutation solution (pi, φ)
this neighborhood will contain all (pi′, φ) such that
pi′(i) = pi
(
(i mod bm
u
c)u+ b ibmu c
c+ a mod m
)
, ∀a ∈M, ∀u ∈ {1, 2, . . . , bm
2
c}, (17)
and all (pi, φ′) such that
φ′(k) = φ
(
(k mod bn
v
c)v + b kbnv c
c+ b mod n
)
, ∀b ∈ N, ∀v ∈ {1, 2, . . . , bn
2
c}. (18)
Two of the above equations are sufficient for the case of m mod u = 0 or n mod v = 0. Otherwise,
for all i > m− (m mod u) and all k > n− (n mod v) an arbitrary reassignment could be applied
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(for example pi′(i) = pi(i) and φ′(k) = φ(k)). One can visualize shuffle operation as splitting
elements of a permutation into buckets of the same size (u or v in the formulas above), and then
forming a new permutation by placing first elements from each bucket in the beginning, followed
by second elements of each bucket, and so on. Figure 1 depicts such shuffling for a permutation
pi. By combining shift and shuffle we increase the size of the explored neighborhood, at no extra
π
π′
Figure 1: Example of shuffle operation on permutation pi, with u = 3
asymptotic running time cost for the local search implementations.
Local search algorithms that explore shift or shift+shuffle neighborhoods could potentially be
stuck in the arbitrarily bad local optimum, following the same argument as in Theorem 6.
If we allow applying shift simultaneously to both x and y we will consider all mn neighbors
of the current solution, precisely as in equivalence class example from Section 2. We will call this
dual shift neighborhood of a solution (x,y). Notice that a local search algorithm that explores this
neighborhood reaches a local optimum only after a single iteration, with running time O(m2n2).
A much larger optimized shift neighborhood will be defined as follows. For every shift operation
on x we consider all possible assignments of y, and vice versa, for each shift on y we will consider
all possible assignments of x. Just like in the case of optimized h-exchange, this neighborhood is
exponential in size, but can be efficiently explored in O(mn3) running time by solving corresponding
linear assignment problems.
Theorem 12. For local search based on dual shift and optimized shift neighborhoods, the final
solution value is guaranteed to be no worse than A(Q,C,D).
Proof. The proof for dual shift neighborhood follows from the fact that we are completely exploring
the equivalence class defined by ∼ of a given solution, as in Theorem 2.
For optimized shift, notice that for each shift on one side of (x,y) we consider all possible
solutions on the other side. This includes all possible shifts on that respective side. Therefore the set
of solutions of optimized shift neigborhood includes the set of solutions of dual shift neighborhood,
and contains the solution with the value at most A(Q,C,D).
In [9] we have explored the complexity of a special case of BAP where Q, observed as a m2×n2
matrix, is restricted to be of a fixed rank. The rank of such Q is said to be at most r if and only if
there exist some m×m matrices Ap = (apij) and n× n matrices B
p
= (bpij), p = 1, . . . , r, such that
qijkl =
r∑
p=1
apijb
p
kl (19)
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for all i, j ∈M , k, l ∈ N .
Theorem 13. Alternating Algorithm and local search algorithms that explore optimized h-exchange
and optimized shift neighborhoods will find an optimal solution to BAP (Q,C,D), if Q is a non-
negative matrix of rank 1, and both C and D are zero matrices.
Proof. Note that in the case described in the statement of the theorem, we are looking for such
(x∗,y∗) that minimizes (
∑m
i,j=1 aijx
∗
ij) · (
∑n
k,l=1 bkly
∗
kl), where qijkl = aijbkl, ∀i, j ∈M, k, l ∈ N . If
we are restricted to non-negative numbers, solutions to corresponding linear assignment problems
would be an optimal solution to this BAP. It is easy to see that, for any fixed x, a solution of the
smallest value will be produced by y∗. And viceversa, for any fixed y, a solution of the smallest
value will be produced by x∗.
Optimized h-exchange neighborhood, optimized shift neighborhood and the neighborhood that
Alternating Algorithm is based on, all contain the solution that has one side of (x,y) unchanged and
has the optimal assignment on the other side. Therefore, the local search algorithms that explore
these neighborhoods will proceed to find optimal (x∗,y∗) in at most 2 iterations.
5 Experimental design and test problems
In this section we present general information on the design of our experiments and generation of
test problems.
All experiments are conducted on a PC with Intel Core i7-4790 processor, 32 GB of memory
under control of Linux Mint 17.3 (Linux Kernel 3.19.0-32-generic) 64-bit operating system. Algo-
rithms are coded using Python 2.7 programming language and run via PyPy 5.3 implementation
of Python. The linear assignment problem, that appears as a subproblem for several algorithms, is
solved using Hungarian algorithm [21] implementation in Python.
5.1 Test problems
As there are no existing benchmark instances available for BAP, we have created several sets of
test problems, which could be used by other researchers in the future experimental analysis. Three
categories of problem instances are considered: uniform, normal and euclidean.
• For uniform instances we set cij , dkl = 0 and the values qijkl are generated randomly with
uniform distribution from the interval [0,mn] and rounded to the nearest integer.
• For normal instances we set cij , dkl = 0 and the values qijkl are generated randomly following
normal distribution with mean µ = mn2 , standard deviation σ =
mn
6 and rounded to the
nearest integer.
• For euclidean instances we generate randomly with uniform distribution four sets of points
A,B,U, V in Euclidean plane of size [0, 1.5 2
√
mn] × [0, 1.5 2√mn], such that |A| = |B| = m,
|U | = |V | = n. Then C and D are chosen as zero vectors, and qijkl = ||ai − uk|| · ||bj − vl||
(rounded to the nearest integer), where ai ∈ A, bj ∈ B, uk ∈ U, vl ∈ V .
Test problems are named using the convention “type size number”, where type ∈ {uniform,
normal, euclidean}, size is of the form m×n, and number ∈ {0, 1, . . .}. For every instance type and
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size we have generated 10 problems, and all the results of experiments will be averaged over those
10 problems. For example, in a table or a figure, a data point for “uniform 50× 50” would be the
average among the 10 generated instances. This applies to objective function values, running times
and number of iterations, and would not be explicitly mentioned throughout the rest of the paper.
Problem instances, results for our final set of experiments as well as best found solutions for every
instance are available upon request from Abraham Punnen (apunnen@sfu.ca).
6 Experimental analysis of construction heuristics
In Section 3 we presented several construction approaches to generate a solution to BAP. In this
section we discuss results of computational experiments using these heuristics.
The experimental results are summarized in Table 1. For the heuristic GreedyRandomized, we
have considered the candidate list size 2, 4 and 6. In the table, columns GreedyRandomized2
and GreedyRandomized4 refer to implementations with candidate list size of 2 and 4, respectively.
Results for candidate list size 6 are excluded from the table due to poor performance.
Here and later when presenting computational results, “value” and “time” refer to objective
function value and running time of an algorithm. The best solution value among all tested heuristics
is shown in bold font. We also report (averaged over 10 instances of given type and size) the average
solution value A(Q,C,D) (denoted simply as A), computed using the closed-form expression from
Section 2.
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As the table shows, for smaller uniform and normal instances as well as for all euclidean instances
Rounding produced better quality results, however, using substantially longer time. For all other
problems RandomXYGreedy obtained better results. To our surprise, the quality of the solution
produced by Greedy was inferior to that of RandomXYGreedy. It can, perhaps, be explained as a
consequence of being “too greedy” in the beginning, leading to worse overall solution, particularly,
taking into consideration the quadratic nature of the objective function. In the initial steps the
choice is made based on the very much incomplete information about solution and the interaction
cost of x and y assignments. In addition, the running time for RandomXYGreedy was significantly
lower than that of Rounding and other algorithms. Thus, we conclude that RandomXYGreedy is
our method of choice if a solution to BAP is needed quickly.
As for the GreedyRandomized strategy, the higher the size of the candidate list, the worse is
the quality of the resulting solution. On the other hand, larger sizes of the candidate lists provide
us with more diversified ways to generate solutions for BAP. That may have advantages if the
construction is followed by an improvement approach as generally done in GRASP algorithm.
In Figures 2 and 3 we present solution value and running time results of this section for uniform
instances.
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Figure 2: Difference between solution values (to the best) for construction heuristics; uniform
instances
7 Experimental analysis of local search algorithms
Let us now discuss the results of computational experiments carried out using local search algorithms
that explore neighborhoods discussed in Section 4. All algorithms are started from the same random
solution and ran until a local optimum is reached. In addition to the objective function value and
running time we report the number of iterations for each approach.
For h-exchange neighborhoods, we selected 2 and 3-exchange local search algorithms (denoted
by 2ex and 3ex ) as well as the Alternating Algorithm (AA).
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Figure 3: Running time for construction heuristics; uniform instances
From [h, p]-exchange based algorithms, we have implemented [2, 2]-exchange local search (named
Dual2ex ). The [2, 2]-exchange neighborhood can be explored in O(m2n2) time, using efficient re-
computation of the change in the objective value. We refer to the algorithm that explores optimized
2-exchange neighborhood as 2exOpt. The running time of each iteration of this local search is
O(m2n3). To speed up this potentially slow approach, we have also considered a version, namely
2exOptHeuristic, where we use an O(n2) heuristic to solve the underlying linear assignment
problem, instead of the Hungarian algorithm with cubic running time. The running time of each
iteration of 2exOptHeuristic is then O(m2n2). Similarly defined will be 3exOpt.
Shift, ShiftShuffle, DualShift and ShiftOpt are implementations of local search based on
shift, shift+shuffle, dual shift and optimized shift neighborhoods respectively.
In addition, we consider variations of the above-mentioned algorithms, namely 2exFirst, 3ex-
First, Dual2exFirst, 2exOptFirst, 2exOptHeuristicFirst, ShiftOptFirst, where correspond-
ing neighborhoods explored only until the first improving solution is encountered.
We provide a summary of complexity results on these local search algorithms in Table 2. Here
by I we denote the number of iterations (or “moves”) that it takes for a corresponding search to
converge to a local optimum. As I could potentially be exponential in n and will vary between
algorithms, we use this notation to simply emphasize the running time of an iteration of each
approach.
Table 3 summarizes experimental results for 2ex, 3ex, AA, 2exOpt and 2exOptFirst. Results for
other algorithms are not included in the table due to inferior performance. However, figures 4 and
5 provide additional insight into the performance of all the algorithms we have tested, for the case
of uniform instances.
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Table 2: Asymptotic running time and neighborhood size per iteration for local searches
name running time neighborhood size per iteration
2ex O(n3 + In2) Θ(n2)
Shift O(In3) n
ShiftShuffle O(In3) Θ(n2)
3ex O(In3) Θ(n3)
AA O(In3) n!
DualShift O(n4) n2
Dual2ex O(In4) Θ(n4)
ShiftOpt O(In4) n · n!
2exOptHeuristic O(In4) Θ(n2 · n!)∗
2exOpt O(In5) Θ(n2 · n!)
3exOpt O(In6) Θ(n3 · n!)
* 2exOptHeuristic does not fully explore the neighborhood.
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Figure 4: Difference between solution values (to the best) for local search; uniform instances
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Figure 5: Running time to converge for local search; uniform instances
Even though the convergence speed is very fast for implementations of Shift, ShiftShuffle and
DualShift, the resulting solution values are not significantly better than the average valueA(Q,C,D)
for the instance.
The optimized shift versions, namely ShiftOpt and ShiftOptFirst produced better solutions but
still are outperformed by all remaining heuristics. This fact together with the slower convergence
speed (as compared to say 2ex ) shows the weaknesses of the approach.
Dual2ex and Dual2exFirst are heavily outperformed both in terms of convergence speed as well
as the quality of the resulting solution by AA.
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It is also worth mentioning that speeding up 2exOpt and 2exOptFirst by substituting the Hun-
garian algorithm with an O(n2) heuristic for the assignment problem did not provide us with good
results. The solution quality decreased substantially and, considering that the running time to
converge is still slower than that of AA, we discard these options.
Table 3 presents the results for the better performing set of algorithms. The performance of both
first improvement and best improvement approaches 2exFirst, 3exFirst and 2ex, 3ex respectively
are similar so we will consider only the latter two from now on. Interestingly, it is not the case
for the optimized neighborhoods. We noticed that, for uniform and normal instances 2exOptFirst
runs faster than 2exOpt, in most cases. However, for euclidean instances 2exOptFirst takes more
time to converge.
As expected, AA is better than 3ex with respect to both solution quality and running time.
We will not include any of the h-exchange neighborhood search implementations for h > 3 in this
study due to relatively poor performance and huge running time.
We focused the remaining experiments in the paper on 2ex, AA and 2exOpt. Among these 2ex
converges the fastest, 2exOpt provides the best solutions and AA assumes a “balanced” position.
It is also clear that even better solution quality could be achieved by using implementations of
optimized h-exchange neighborhood search with higher h. However, we show in the next sub-
section that this is not feasible in terms of efficient metaheuristics implementation.
7.1 Local search with multi-start
Now we would like to see how well our heuristics perform in terms of solutions quality, when the
amount of time is fixed. For this we implemented a simple multi-start strategy for each of the
algorithms. The framework will keep restarting the local search from the new Random instance
until the time limit is reached. The best solution found in the process is then reported as the result.
Time limit for each instance will be set as the following. Considering the results of the previous
sub-section, we expect 3exOptFirst to be the slowest method to converge for all of the instances.
We run it exactly once, and use its running time as a time limit for other multi-start algorithms.
Together with resulting values we also report the number of restarts of each approach in Table 4.
Clearly, the choice of time limit yields 1 as the number of starts for 3exOptFirst.
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Figure 6: Difference between solution values (to the best) for multi-start algorithms; uniform
instances
The best algorithm in these settings is AA, which consistently exhibited better performance for
all instance types. The reason behind this is the fact that a local optimum by this approach can be
reached almost as fast as by 2ex, however solution quality is much better. On the other hand, the
convergence of 2exOpt to a local optimum is very time consuming, and perhaps a better strategy
is to do more restarts with slightly less quality of resulting solution. Similar argument holds for
the case why 2exOptFirst outperforms 3exOptFirst in this type of experiments. This observation is
in contrast with the results experienced by researches of bipartite unconstrained binary quadratic
program [15] and bipartite quadratic assignment problem [26]. The difference can be attributed to
the more complex structure of BAP in comparison to problems mentioned above.
8 Variable neighborhood search
Variable neighborhood search (VNS) is an algorithmic paradigm to enhance standard local search by
making use of properties (often complementary) of multiple neighborhoods [3,16]. The 2-exchange
neighborhood is very fast to explore and optimized 2-exchange is more powerful but searching
through it for an improving solution takes significantly more time. The neighborhood considered in
the Alternating Algorithm works better when significant asymmetry is present regarding x and y
variables. Motivated by these complementary properties, we have explored VNS based algorithms
to solve BAP.
We start by attempting to improve the convergence speed of AA by the means of the faster 2ex.
The first variation, named 2ex+AA will first apply 2ex to Random starting solution and then
apply AA to the resulting solution. A more complex approach 2exAAStep (Algorithm 4) will
start by applying 2ex and as soon as the search converge it will apply a single improvement (step)
with respect to Alternating Algorithm neighborhood. After successful update the procedure defaults
to running 2ex again. The process stops when no more improvements by AA (and consequently by
2ex ) are possible.
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Algorithm 4 2exAAStep
Input: integers m,n; m×m× n× n array Q; feasible solution (x,y) to given BAP
Output: feasible solution to given BAP
while True do
(x,y)← 2ex(m,n,Q, (x,y)) . running 2-exchange local search (Section 4.1)
eij ←
∑
k,l∈N qijklykl ∀i, j ∈M
x∗ ← argminx′∈X
∑
i,j∈M eijx
′
ij . solving assignment problem for x
if f(x∗,y) < f(x,y) then
continue . restarting the procedure while loop
end if
gkl ←
∑
i,j∈M qijklx
∗
ij ∀k, l ∈ N
y∗ ← argminy′∈Y
∑
k,l∈N gkly
′
kl . solving assignment problem for y
if f(x∗,y∗) = f(x,y) then
break . algorithm converged, terminate
end if
x← x∗; y ← y∗
end while
return (x, y)
Results in Table 5 follow the structure of experimental results reported earlier in the paper. The
number of iterations that we report for 2exAAStep is the number of times the heuristic switches
from 2-exchange neighborhood to the neighborhood of the Alternating Algorithm. Clearly, this
number will be 1 for 2ex+AA by design.
As all these approaches are guaranteed to be locally optimal with respect to Alternating Algo-
rithm neighborhood, we expect the solution values to be similar. This can be seen in the table. A
main observation here is that the 2ex heuristic does not combine well with AA. Increased running
time for both 2ex+AA and 2exAAStep confirms that AA is more efficient in searching its much
larger neighborhood.
We then explored the effect of combining 2exOptFirst and AA. An algorithm that first runs AA
once and then applies 2exOptFirst until convergence will be referred to as AA+2exOptFirst . A
more desirable variable neighborhood search based on the discussed heuristics will use the fact that
most of the time running AA until convergence is faster than even a single update of the solutions
during the 2exOptFirst run. The algorithm AA2exOptFirstStep (Algorithm 5) will use AA to
reach its local optimum and then will try to escape it by applying a single first possible improvement
of the slower search 2exOptFirst. If successful, the process will start from the beginning with AA.
We will also add to the comparison variation with best improvement rule, namely AA2exOptStep.
The results of these experiments are reported in Table 6. Here, we also report the number
of iterations for AA2exOptStep and AA2exOptFirstStep, which represents the number of switches
from the Alternating Algorithm neighborhood to optimized 2-exchange neighborhood before the
algorithms converge.
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Algorithm 5 AA2exOptF irstStep
Input: integers m,n; m×m× n× n array Q; feasible solution (x,y) to given BAP
Output: feasible solution to given BAP
while True do
(x,y)← AA(m,n,Q, (x,y)) . running Alternating Algorithm (Section 4.1)
for all i1 ∈M and all i2 ∈M \ {i1} do
j1 ← assigned index to i1 in x
j2 ← assigned index to i2 in x
x∗ ← x
x∗i1j1 ← 0; x
∗
i2j2
← 0; x∗i1j2 ← 1; x
∗
i2j1
← 1 . applying 2-exchange
gkl ←
∑
i,j∈M qijklx
∗
ij ∀k, l ∈ N
y∗ ← argminy′∈Y
∑
k,l∈N gkly
′
kl . solving assignment problem for y
if f(x∗,y∗) < f(x,y) then
x← x∗; y ← y∗
continue while . restarting the procedure while loop
end if
end for
for all k1 ∈ N and all k2 ∈ N \ {k1} do
l1 ← assigned index to k1 in y
l2 ← assigned index to k2 in y
y∗ ← y
y∗k1l1 ← 0; y
∗
k2l2
← 0; y∗k1l2 ← 1; y
∗
k2l1
← 1 . applying 2-exchange
eij ←
∑
k,l∈N qijkly
∗
kl ∀i, j ∈M
x∗ ← argminx′∈X
∑
i,j∈M eijx
′
ij . solving assignment problem for x
if f(x∗,y∗) < f(x,y) then
x← x∗; y ← y∗
continue while . restarting the procedure while loop
end if
end for
break . algorithm converged, terminate
end while
return (x, y)
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Table 5: Solution value, running time in seconds and number of iterations for Alternating Algorithm
and variations (convergence to local optima)
AA 2ex+AA 2exAAStep
instances value time value time value time iter
uniform 10x10 3255 0.0 3305 0.0 3322 0.01 1
uniform 20x20 56287 0.01 56136 0.01 56076 0.01 3
uniform 30x30 297819 0.02 298485 0.03 297874 0.05 4
uniform 40x40 965875 0.06 967373 0.08 971010 0.13 5
uniform 50x50 2415720 0.11 2414279 0.18 2419385 0.34 6
uniform 60x60 5077348 0.23 5089275 0.33 5095460 0.77 9
uniform 70x70 9578626 0.32 9561747 0.51 9549687 1.25 10
uniform 80x80 16505833 0.59 16422705 0.93 16474525 1.87 10
uniform 90x90 26650437 0.93 26726070 1.16 26706156 3.04 11
uniform 100x100 41027445 1.12 41001387 1.89 41038180 4.78 14
uniform 110x110 60512662 1.72 60549540 2.37 60508210 6.87 15
uniform 120x120 86397256 2.08 86108044 3.23 86019130 10.47 18
uniform 130x130 119380881 3.02 119421396 4.06 119417016 12.52 16
uniform 140x140 161524589 3.58 161725915 5.6 161535754 16.97 18
uniform 150x150 213377462 5.02 214064556 6.9 213453225 22.48 19
normal 10x10 4037 0.0 3997 0.0 3997 0.0 2
normal 20x20 66006 0.01 66372 0.01 66104 0.01 3
normal 30x30 343319 0.02 342316 0.03 342776 0.05 3
normal 40x40 1096961 0.06 1098741 0.09 1101256 0.17 7
normal 50x50 2712329 0.12 2709929 0.2 2708557 0.38 8
normal 60x60 5668986 0.21 5671907 0.33 5678451 0.72 8
normal 70x70 10561145 0.42 10588835 0.57 10581535 1.29 10
normal 80x80 18172093 0.51 18160338 0.87 18141092 2.22 12
normal 90x90 29222387 0.91 29231041 1.3 29283340 2.84 10
normal 100x100 44751122 1.31 44735031 1.72 44753417 5.22 15
normal 110x110 65809366 1.64 65817524 2.39 65812802 6.97 15
normal 120x120 93529513 2.26 93491028 3.58 93581308 8.65 14
normal 130x130 129150096 3.26 129310194 4.14 129238943 12.84 17
normal 140x140 174245361 3.75 174296950 5.91 174169032 20.14 21
normal 150x150 230484514 4.28 230242366 7.32 230292305 24.21 21
euclidean 10x10 5032 0.0 5015 0.0 5015 0.01 1
euclidean 20x20 81714 0.01 81701 0.01 81701 0.01 2
euclidean 30x30 424425 0.03 424261 0.04 424261 0.06 3
euclidean 40x40 1331726 0.06 1330070 0.11 1330070 0.15 4
euclidean 50x50 3342515 0.13 3337157 0.24 3337157 0.35 4
euclidean 60x60 6637101 0.24 6622844 0.42 6622844 0.63 5
euclidean 70x70 12373648 0.33 12345122 0.7 12345122 1.01 4
euclidean 80x80 21088451 0.55 21060424 1.01 21060424 1.34 3
euclidean 90x90 33842019 0.85 33831315 1.48 33831315 2.01 4
euclidean 100x100 50386904 1.08 50351081 2.19 50350547 3.33 5
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We have noticed that incorporating Alternating Algorithm into optimized 2-exchange yields a
much better performance, bringing the convergence time down by at least an order of magnitude.
Among variations, AA2exOptFirstStep is consistently faster for uniform and normal instances.
However, for euclidean instances performance of all variable neighborhood search algorithms is
similar. In fact, for euclidean instances of all sizes the average number of switches between neigh-
borhoods is 1, which implies that there is no possible improvement from the optimized 2-exchange
neighborhood after the Alternating Algorithm has converged. Thus, the special structure of in-
stances must be always considered when developing metaheuristics for BAP.
Results on convergence time for all described algorithms from this sub-section, for uniform
instances, are given in Figure 7.
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Figure 7: Running time to reach the local optima by algorithms; uniform instances
Our concluding set of experiments is dedicated to finding the most efficient combination of
variable neighborhood search strategies and construction heuristics. We consider a variation of
the VNS approach with the best convergence speed performance - AA2exOptFirstStep. Namely,
let h-AA2exOptFirstStep be the algorithm that first generates h starting solution, using Ran-
domXYGreedy strategy. It then proceeds to apply AA to each of these solutions, selecting the
best one and discarding the rest. After that h-AA2exOptFirstStep will follow the description of
AA2exOptFirstStep (Algorithm 5) and will alternate between finding an improving solution using
optimized 2-exchange neighborhood and applying AA, until the convergence to local optima. In
this sense, AA2exOptFirstStep and 1-AA2exOptFirstStep are equivalent implementations.
The single iteration of AA requires O(n3) running time, whereas, a full exploration of the
optimized 2-exchange neighborhood will take O(m2n3). From the experiments in Section 7 we also
know that it usually takes AA less than 10 iterations to converge. Based on these observations, for
the following experimental analysis we have chosen h for h-AA2exOptFirstStep as h ∈ {4, 10, 100}.
In addition to versions of h-AA2exOptFirstStep we consider a simple multi-start AA strategy
that performed well in previous experiments (see Section 7.1), denoted msAA. Now however,
the starting solution each time is generated using RandomXYGreedy construction heuristic. As
32
the time limit for this multi-start approach we select the highest convergence time among all h-
AA2exOptFirstStep variations. As it often happens during the time-limited multi-start procedures,
the best solution will be found before the final iteration. Hence, in addition to the total number we
also report the average iteration (best iter) at which the finally reported solution was found, and
the standard deviation of this value.
See the results of these experiments in Table 7 and Figure 8.
33
T
ab
le
7:
S
ol
u
ti
on
va
lu
e,
ru
n
n
in
g
ti
m
e
in
se
co
n
d
s
a
n
d
n
u
m
b
er
o
f
it
er
a
ti
o
n
s
fo
r
V
a
ri
a
b
le
N
ei
g
h
b
o
rh
o
o
d
S
ea
rc
h
a
n
d
m
u
lt
i-
st
a
rt
A
A
A
A
2
E
x
O
p
tF
ir
st
S
te
p
4
A
A
2
E
x
O
p
tF
ir
st
S
te
p
1
0
A
A
2
E
x
O
p
tF
ir
st
S
te
p
1
0
0
A
A
2
E
x
O
p
tF
ir
st
S
te
p
m
sA
A
in
st
a
n
ce
s
va
lu
e
ti
m
e
it
er
va
lu
e
ti
m
e
it
er
va
lu
e
ti
m
e
it
er
va
lu
e
ti
m
e
it
er
va
lu
e
ti
m
e
it
er
b
es
t
it
er
σ
(b
es
t
it
er
)
u
n
if
o
rm
1
0
x
1
0
3
1
6
2
0
.0
2
3
3
1
2
6
0
.0
1
1
3
0
2
5
0
.0
1
1
2
9
8
3
0
.0
6
1
2
9
9
5
0
.0
7
1
1
6
4
7
4
1
u
n
if
o
rm
2
0
x
2
0
5
5
1
3
1
0
.1
5
2
5
4
6
0
1
0
.1
7
2
5
4
2
9
4
0
.1
9
2
5
3
2
8
1
0
.5
8
1
5
3
6
2
0
0
.5
9
1
3
1
5
4
3
7
u
n
if
o
rm
3
0
x
3
0
2
9
3
3
8
5
0
.8
9
3
2
9
2
0
3
9
0
.8
3
2
2
8
9
4
8
3
0
.9
2
2
2
8
6
5
4
2
2
.4
2
1
2
8
7
1
6
9
2
.4
4
1
3
0
5
7
4
9
u
n
if
o
rm
4
0
x
4
0
9
5
5
2
9
5
3
.0
3
3
9
5
0
6
0
8
2
.7
7
3
9
5
1
9
4
7
2
.8
7
2
9
4
2
8
4
9
6
.8
2
1
9
3
9
0
5
2
6
.8
5
1
3
8
8
9
3
2
u
n
if
o
rm
5
0
x
5
0
2
3
8
0
8
1
7
1
1
.3
5
5
2
3
7
9
8
3
5
1
1
.8
8
4
2
3
7
5
5
5
1
7
.4
2
2
2
3
7
0
8
0
5
1
5
.3
5
1
2
3
6
0
5
2
9
1
6
.5
6
1
6
5
8
3
5
2
u
n
if
o
rm
6
0
x
6
0
5
0
3
8
9
3
4
1
9
.9
6
3
5
0
3
0
0
8
2
1
5
.2
8
2
5
0
1
5
7
5
6
1
8
.1
6
2
4
9
9
0
8
6
8
3
5
.3
6
2
4
9
9
3
7
7
4
3
8
.4
2
2
0
8
1
1
2
3
5
u
n
if
o
rm
7
0
x
7
0
9
4
7
9
8
2
5
3
4
.2
1
4
9
4
3
6
9
7
4
4
3
.3
2
3
9
4
4
5
5
0
2
3
9
.8
5
3
9
4
1
3
8
9
3
5
4
.2
9
1
9
3
9
9
7
3
6
6
1
.7
6
2
0
3
1
1
5
6
7
u
n
if
o
rm
8
0
x
8
0
1
6
3
8
9
6
3
2
6
1
.4
7
3
1
6
3
5
7
1
6
8
5
5
.6
1
2
1
6
3
0
3
3
4
8
5
9
.1
2
2
1
6
2
6
1
2
9
5
9
5
.2
1
1
1
6
2
6
4
8
4
8
1
0
4
.0
2
1
7
9
5
5
4
u
n
if
o
rm
9
0
x
9
0
2
6
5
0
5
8
9
4
1
1
0
.5
5
3
2
6
4
5
6
7
0
0
9
4
.5
3
2
6
4
0
7
0
7
5
8
0
.0
8
1
2
6
3
5
6
1
1
6
1
5
1
.2
3
2
2
6
3
4
2
9
1
9
1
6
0
.4
5
2
2
6
8
3
6
4
u
n
if
o
rm
1
0
0
x
1
0
0
4
0
7
8
2
4
9
2
1
4
1
.5
9
3
4
0
7
1
2
9
4
9
1
8
0
.4
4
3
4
0
6
3
3
5
6
7
1
6
5
.6
3
3
4
0
5
4
0
4
3
8
2
0
8
.3
1
4
0
5
0
6
4
2
3
2
4
1
.3
2
4
1
1
1
6
9
6
u
n
if
o
rm
1
2
0
x
1
2
0
8
5
8
2
5
9
3
0
3
4
2
.1
8
3
8
5
5
7
9
1
3
9
2
7
4
.8
7
2
8
5
4
7
1
5
3
0
3
3
3
.3
9
3
8
5
3
3
5
2
3
9
4
4
1
.4
9
1
8
5
2
8
3
2
4
2
5
0
9
.3
1
2
7
3
1
2
2
7
1
u
n
if
o
rm
1
4
0
x
1
4
0
1
6
0
6
0
5
6
5
7
6
9
3
.6
7
3
1
6
0
4
1
5
3
4
9
5
5
5
.5
4
3
1
6
0
2
9
2
9
2
4
4
7
4
.4
1
1
1
6
0
0
3
5
0
0
9
7
1
9
.0
5
1
1
5
9
9
1
2
9
9
0
9
2
7
.8
8
2
8
6
1
3
1
1
2
4
u
n
if
o
rm
1
6
0
x
1
6
0
2
7
7
1
2
9
4
0
2
9
0
9
.7
9
2
2
7
6
5
6
5
7
5
1
9
1
8
.6
6
2
2
7
6
1
5
9
5
8
8
9
0
8
.2
3
2
2
7
5
7
2
1
0
3
8
1
3
8
6
.9
1
2
7
5
7
2
5
3
3
4
1
6
5
7
.7
1
3
0
2
1
5
4
1
0
0
n
o
rm
a
l
1
0
x
1
0
3
8
9
4
0
.0
2
3
3
8
5
5
0
.0
1
2
3
8
5
5
0
.0
1
1
3
8
0
8
0
.0
7
1
3
8
0
9
0
.0
7
1
1
7
4
0
3
7
n
o
rm
a
l
2
0
x
2
0
6
5
7
1
2
0
.1
5
2
6
5
0
7
7
0
.1
7
2
6
4
8
0
3
0
.2
1
6
4
2
9
3
0
.5
8
1
6
4
4
7
7
0
.5
8
1
3
0
7
3
4
8
n
o
rm
a
l
3
0
x
3
0
3
3
8
5
4
7
1
.1
7
5
3
3
7
6
9
3
0
.9
5
3
3
3
8
1
3
8
0
.7
9
1
3
3
5
1
1
3
2
.7
5
2
3
3
5
7
5
6
2
.7
6
1
4
5
7
4
4
2
n
o
rm
a
l
4
0
x
4
0
1
0
9
0
6
7
0
2
.8
1
3
1
0
8
8
3
5
7
3
.1
3
1
0
8
5
5
1
9
2
.6
9
2
1
0
8
1
3
7
5
7
.5
6
1
1
0
8
2
9
1
5
7
.5
8
1
5
4
8
1
4
6
n
o
rm
a
l
5
0
x
5
0
2
6
9
6
3
6
8
8
.2
4
3
2
6
9
2
0
3
5
8
.3
3
2
2
6
8
2
1
2
1
8
.6
6
3
2
6
7
8
3
4
5
1
7
.5
2
2
2
6
8
0
2
7
1
1
7
.5
8
1
7
5
7
1
5
5
n
o
rm
a
l
6
0
x
6
0
5
6
4
7
2
4
7
1
7
.0
6
3
5
6
3
3
1
9
4
1
4
.7
7
1
5
6
2
7
6
7
5
1
7
.0
7
2
5
6
1
6
8
9
9
3
1
.5
6
2
5
6
1
7
1
2
5
3
2
.1
8
1
7
3
8
3
5
5
n
o
rm
a
l
7
0
x
7
0
1
0
5
4
9
7
6
8
2
6
.8
9
1
1
0
5
1
9
9
2
2
3
4
.7
3
1
0
5
0
9
2
0
5
3
0
.1
9
2
1
0
4
9
3
8
0
9
5
7
.3
7
2
1
0
4
9
4
5
0
3
6
1
.8
6
2
0
1
1
0
4
6
4
n
o
rm
a
l
8
0
x
8
0
1
8
0
9
5
4
0
4
7
2
.0
5
3
1
8
0
6
9
4
0
6
5
9
.6
4
2
1
8
0
6
7
3
4
7
5
5
.4
6
2
1
8
0
3
2
0
8
1
8
6
.6
1
1
1
8
0
2
3
4
9
7
1
0
0
.1
1
2
0
9
1
1
2
6
2
n
o
rm
a
l
9
0
x
9
0
2
9
1
1
5
2
1
7
1
0
7
.7
7
3
2
9
1
0
3
5
3
8
1
0
3
.3
7
2
2
9
0
9
7
1
9
1
9
5
.2
9
2
2
9
0
4
5
9
7
8
1
6
5
.7
3
2
2
9
0
2
7
2
5
0
1
8
7
.3
2
6
4
1
2
0
7
1
n
o
rm
a
l
1
0
0
x
1
0
0
4
4
6
1
8
6
9
7
1
3
0
.7
2
4
4
5
7
8
9
1
8
1
3
8
.0
2
4
4
5
5
6
7
2
9
1
6
2
.6
1
3
4
4
4
8
4
7
4
7
2
4
5
.7
2
3
4
4
4
8
2
2
3
1
2
7
9
.7
6
2
7
4
1
7
2
6
2
n
o
rm
a
l
1
2
0
x
1
2
0
9
3
2
9
3
4
3
8
3
4
3
.2
3
9
3
1
6
2
2
4
3
3
1
3
.9
2
2
9
3
1
1
2
3
0
0
3
0
9
.4
2
9
3
0
2
3
0
4
6
5
0
6
.0
8
2
9
2
9
8
4
8
6
5
5
4
0
.0
2
8
2
1
4
9
9
3
n
o
rm
a
l
1
4
0
x
1
4
0
1
7
3
8
2
0
6
2
4
5
3
5
.5
2
1
7
3
6
5
3
5
1
0
5
1
0
.4
9
2
1
7
3
5
9
4
2
6
6
4
8
1
.5
3
1
1
7
3
4
3
4
7
1
8
8
1
5
.2
2
1
7
3
4
3
0
8
6
9
9
0
0
.0
3
2
7
9
1
4
4
7
6
n
o
rm
a
l
1
6
0
x
1
6
0
2
9
8
4
3
4
2
0
2
9
6
7
.3
3
2
2
9
7
8
4
0
8
0
6
8
9
9
.6
5
2
2
9
7
8
1
6
1
5
0
1
0
3
0
.8
4
2
2
9
7
5
4
0
2
2
0
1
2
1
1
.8
9
1
2
9
7
4
8
0
0
2
3
1
5
6
7
.9
3
2
9
4
1
2
6
6
2
eu
cl
id
ea
n
1
0
x
1
0
5
0
3
7
0
.0
2
1
5
0
2
6
0
.0
2
1
5
0
2
7
0
.0
2
1
5
0
2
6
0
.1
1
1
5
0
2
6
0
.1
1
1
1
6
6
7
eu
cl
id
ea
n
2
0
x
2
0
8
2
6
7
5
0
.2
5
1
8
2
0
0
8
0
.2
6
1
8
1
8
4
2
0
.3
1
1
8
1
7
1
8
1
.0
1
8
1
7
1
8
1
.0
1
2
9
1
2
1
1
eu
cl
id
ea
n
3
0
x
3
0
4
1
1
0
1
4
1
.7
8
1
4
0
8
7
3
9
1
.7
2
1
4
0
7
3
7
9
1
.9
1
1
4
0
6
9
7
0
4
.2
3
1
4
0
6
9
7
0
4
.2
4
1
6
2
3
2
4
3
eu
cl
id
ea
n
4
0
x
4
0
1
3
4
8
3
0
2
6
.6
8
1
1
3
4
2
1
5
9
6
.9
9
1
1
3
3
9
6
8
3
7
.0
9
1
1
3
3
7
7
9
2
1
2
.6
9
1
1
3
3
7
7
3
8
1
2
.7
2
2
0
4
4
8
5
8
eu
cl
id
ea
n
5
0
x
5
0
3
2
3
1
0
6
0
2
1
.0
5
1
3
2
1
9
2
0
7
2
0
.3
9
1
3
2
1
4
8
6
7
1
9
.9
4
1
3
2
1
0
4
4
2
3
0
.7
4
1
3
2
1
0
2
8
0
3
1
.9
7
2
5
4
3
7
3
6
eu
cl
id
ea
n
6
0
x
6
0
6
5
4
8
9
0
1
4
4
.4
2
1
6
5
1
9
0
7
5
4
4
.8
2
1
6
5
1
5
8
0
0
4
6
.2
4
1
6
5
0
7
8
3
3
6
5
.2
6
1
6
5
0
7
8
1
3
6
5
.4
1
3
0
4
3
2
2
3
eu
cl
id
ea
n
7
0
x
7
0
1
2
3
1
5
2
3
5
9
3
.9
3
1
1
2
2
8
3
2
3
9
1
0
0
.5
1
1
1
2
2
6
4
1
9
7
9
6
.2
8
1
1
2
2
5
7
6
1
9
1
2
6
.0
3
1
1
2
2
5
6
4
3
5
1
2
8
.9
4
3
8
8
7
4
7
6
eu
cl
id
ea
n
8
0
x
8
0
2
1
2
4
0
1
6
4
1
8
7
.8
9
1
2
1
1
4
3
3
1
6
1
8
3
.3
1
2
1
1
0
4
5
7
1
1
8
5
.3
5
1
2
1
0
9
6
2
5
5
2
2
9
.5
3
1
2
1
0
9
5
3
6
5
2
3
2
.0
4
5
9
1
4
4
1
3
2
eu
cl
id
ea
n
9
0
x
9
0
3
3
3
8
5
3
2
2
3
3
5
.4
8
1
3
3
3
2
3
8
6
0
3
1
9
.9
9
1
3
3
2
9
6
5
0
2
3
2
6
.2
8
1
3
3
2
7
9
5
8
8
3
8
8
.9
1
3
3
2
7
7
4
1
7
3
9
8
.2
9
5
5
8
8
1
1
2
6
eu
cl
id
ea
n
1
0
0
x
1
0
0
5
1
5
2
4
4
2
4
5
3
0
.7
1
5
1
3
8
2
5
5
2
5
3
5
.9
8
1
5
1
3
0
3
2
2
7
5
3
8
.1
1
5
1
2
8
9
1
0
0
6
3
2
.4
9
1
5
1
2
8
6
5
6
5
6
3
3
.1
6
5
9
7
1
5
8
1
3
3
eu
cl
id
ea
n
1
2
0
x
1
2
0
1
0
5
1
9
2
8
6
8
1
2
9
1
.2
7
1
1
0
5
0
9
2
4
3
3
1
2
8
4
.2
1
1
0
5
0
3
7
7
5
6
1
4
0
4
.0
1
1
1
0
4
9
6
9
8
5
0
1
4
5
6
.4
1
1
0
4
9
6
5
4
6
2
1
5
5
6
.4
5
9
0
8
9
3
1
1
2
0200000
400000
600000
800000
1000000
1200000
1400000
1 0 3 0 5 0 7 0 9 0 1 1 0 1 3 0 1 5 0
SO
LU
TI
O
N
 V
A
LU
E 
D
IF
FE
R
EN
C
E
INSTANCE SIZE, M=N
AA2ExOptFirstStep 4AA2ExOptFirstStep 10AA2ExOptFirstStep 100AA2ExOptFirstStep msAA
Figure 8: Difference between solution values (to the best) for algorithms; uniform instances
Under this considerations, multi-start AA once again performed the best. h-AA2exOptFirstStep
variations were the more efficient, the higher the number h was. Interestingly, for several in-
stance sizes, the average iteration of finding the best solution by msAA is substantially bellow
100. However, the observed standard deviation is very high, which hints towards the variability of
the solutions produced by AA. To confirm this, we present in Figures 9, 10 and 11 the spread of
solution values produced by applying AA to the solution of RandomXYGreedy (denoted as Ran-
domXYGreedy+AA). All three instances in these charts are of size m = n = 100, and we perform
100 runs of this metaheuristic.
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Figure 9: Objective solution values for RandomXYGreedy+AA metaheuristic; uniform 100 × 100
instance
At this point, we conclude that optimized 2-exchange neighborhood is too costly to explore, in
comparison to the neighborhood that AA is based on. For the general case it is more effective to
do several more restarts of AA from RandomXYGreedy solutions then to spend time escaping local
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Figure 10: Objective solution values for RandomXYGreedy+AA metaheuristic; normal 100 × 100
instance
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Figure 11: Objective solution values for RandomXYGreedy+AA metaheuristic; euclidean 100×100
instance
optima with even a single step of 2exOpt. It is suggested to only use efficient implementations of
VNS that explore optimized 2-exchange neighborhood as the final step of any metaheuristic. In
this way you can improve your solution quality without excessive time spending, while leaving all
the heavy work for Alternation Algorithm.
Our previous experiments that involve multi-start strategies (in this section and Section 7.1) have
reasonable time limit restrictions. This considerations are important when developing algorithms
to run on real-life instances. However, we are also interested in behavior of multi-start AA and
multi-start VNS in the case of unlimited (or unreasonably large) running time constraints. Figure
12 presents results of running multi-start AA, multi-start 1-AA2exOptFirstStep and multi-start
100-AA2exOptFirstStep, for a single 100× 100 uniform instance, for an exceedingly long period of
time. All starts are made from the solutions generated by RandomXYGreedy heuristic. Here we
report the change of the best found solution value, depending on time.
We can see that after 50000 seconds (0.58 days of running) multi-start VNS strategies begin
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Figure 12: Improvement over time of best found objective solution value for multi-start heuristics;
uniform 100× 100 instance
to dominate the multi-start AA, even though the later approach is much more efficient in solution
space exploration for short running times. This observation is consistent with optimized h-exchange
being a more powerful neighborhood in terms of solutions quality.
9 Conclusion
We have presented the first systematic experimental analysis of heuristics for BAP along with some
theoretical results on local search algorithms worst case performance.
Three classes of neighborhoods - h-exchange, [h, p]-exchange and shift based - are introduced.
Some of the neighborhoods are of an exponential size but can be searched for an improving solution
in polynomial time. Analysis of local optimums in terms of domination properties and relation to
average value A(Q,C,D) are presented.
Several greedy, semi-greedy and rounding construction heuristics are proposed for generating
reasonable quality solution quickly. Experimental results show that RandomXYGreedy is a good
alternative among the approaches. The built-in randomized decision steps make this heuristic valu-
able for generating starting solutions for improvement algorithms within a multistart framework.
Extensive computational analysis has been carried out on the searches based on described neigh-
borhoods. The experimental results suggest that the very large-scale neighborhood (VLSN) search
algorithm - Alternating Algorithm (AA), when used within multi-start framework, yields a more
balanced heuristic in terms of running time and solution quality. A variable neighborhood search
(VNS) algorithm, that strategically uses optimized 2-exchange neighborhood and AA neighbor-
hood, produced superior outcomes. However, this came with the downside of a significantly larger
computational time.
We hope that this study inspires additional research work on the bilinear assignment model,
particularly in the area of design and analysis of exact and heuristic algorithms.
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