We analyse the structure of filters which are space-time oriented. Basically, this paper consists of two parts. In the first one, we present the cascade of space-time DOG as an energy filter, discuss its general properties and show how to compute its energy. In the second part, we discuss the consequences of applying the sampling theorem to uniformly translating patterns in the presence of motion uncertainty. It is shown that, for a given motion uncertainty, there exists a bound on the maximum sampling interval, such that for larger values aliasing will occur.
Introduction
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The problem of the extraction of the optical flow has, in recent ytats, been treated from a new point of view, that is, through the use of space-time filters [7, 4, 6 ,5]. The basic idea behind this method is to extract the optical flow without having to perform any type of operation other than to use a collection of filters which arc tuned to different orientations in space-time (or equivalently in the frequency domain). Also, given that the outputs of these filters have been computed, it is necessary to establish a method by which we can determine the value of the tstimatcd optical flow, because the output of a filter tuned to a specific orientation (even if with maximal rtspanse) is not enough to extract the optical flow and wc have to use a complete set of filters (in the scnsc that it takes into account all possible orientations). In space-time filtering, we umvolve a squencc of images with a (space-time) filter, such that the interval h w e m SuccSSive images is small. Thc minimum temporal interval between sucessive images is basically dictated by practical considerations, because if it is too small wc get little amount of information about the moving pattern from frame to frame. On the other hand, we would like to know what the value of the maximum temporal interval between sucessive images should be such that wc umtinue to be able to use a filtering approach to the extraction of optical flow
The answer to this question comes by considering the sampling issues involved in this filtering proctss. As I will show in section 3, if the= exists a certain degree of motion uncertainty, then the maximum sampling interval. is fixed by this motion uncertainty. This means that the= exists a (non-linear) relatiamhip between the motion uncertainty and the maximum sampling interval.
The procedure of using a collection of filters to extract optical flow corresponds, in a general have to be matched in suctssive fhmes. If the temporal intend between succesive images is large and the number of edges to be matched between frames is not high, then a contour-based approach can be sucessful in extracting the optical flow. But, on the other hand, if the number of edges is large, the amount of mismatchings can lead to a high rate of error, and as a consequence of this to a wrong estimation of the optical flow.
It is therefore important to be able to detect moving fcatuns and extract their optical flow in the presence of noisy data and imprecise measurements. Depending on the spatial complexity of information available at each image, in the temporal sequence of images, it can be more reliable to use a filtering approach, especially for the casc in which the interval between these images is small and them exits a high spatial content of infomation (which makes a featwe matching approach highly unstable).
In this paper we discuss, in d o n 2, the issue of extracting the optical flow through feature or intensity based approaches versus space-time filtering, and present the space-time DOG cascade as an energy filter. In d o n 3 we analyst sampling issues which apply for uniformly translating patterns in the presence of noise (motion uncertainty). Finally, we draw conclusions in d o n 4, and make an analogy between the long and short-range processes of motion extraction in the human visual systtm and the feature-based and space-time filtering methods in Computer Vision. 
Space!-time Difference-of-Gaussian @OG) cascade as an energy filter
Space-time filtering, either through energy filters or cascades, is primarily concerned with the processing of a temporal sequence of images, such that the interval between successive images is small. In general, irrtspective of the set of parameters that we choose for the filter, there always exits a specific amount of directional -certainty which is a consequence of the fact that the filter response is not p e r f d y tuned to a particular orientation. This is a comqucna of the fact that, in addition to the rtsponsc of the 6lter to the particular orientation for which is tuned, there exists a non-zero respense to a rcstrictcd range of orientations in its neighborhood. For example, in the case of onedimensional motion (parallel to the x axis) of a given image pattern, in order to filter the specific direction (in the x-t plane or, cquivalentIy, in the frcqutncy domain) associated to its velocity, we should use a filter which exibits its support at a given onentation and is zero otherwise. In practice, we w i l l only be able to select a given orientation inside a cone, such that its apcxture is proportional to the motion uncertainty. This is a consequence of the fact that any (real) filter will not only select the particular direction for which it was &signed, but also adjacent directions h i & a fixed apcxture. As a result of this, there will always d t a motion uncertainty, and constqucntly, this will affect (space-time) the sampling pmpcrtics of the filter. This issue will be discussed in detail in the next section.
The energy ( If we want to extract the optical flow field by using a set of energy filters, each tuned to a different orientatian in space-time, then we are confronted with another sourct of motion uncertainty. This comes from the fact that we have to determine the optical flow field, given the output of a number of energy filters (with different orientations). For example, in Hecger's approach the estimated field ( v~, v,,) minimha a cost function, which consists in the sum of the difference between the mtaSufed (motion) energy and its predicted value, over all twelve filters. This mcaus that there w i l l always exist a non-zero contribution from filters which do not correspond to the right orientation, due to an overlap in the shape of neighboring filters. If wc wish to reduce the uncertainty in the motion estimate btcause of neighboring mteraction among filters, we have to enhance the orientation specificity of each filter (thus leading to less lateral overlap). But this has the consequence that, for a fixed number of filters, some orientation (mainly comsponding to the orientations between that of neighboring filters) will not be able to be selected any more. So we are faced with a trade-off betwten being able to select a specific orientation in s p a -h e , with a minimum of uncertainty, and the minimum numbers of filters necessary to span all orientations.
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The method of optical flow extraction used by Heeger [Z], although it is able to determine the optical flow for a c o l l d o n of differtnt types of moving patterns, contains some limitations which should be mentioned, that is:
1. It assumes that all images can be modeled as (locally) random pattern 2. In order to be able to use ParseVal's theorem, it is necessary to approximate the expression of the energy 3. The optimization proctdurt, which has to be perfoxmed at each image pixel, is computationally very expensive.
In particular, the issue of approximating the integral in parstval's thtorcm, leads to errors in the estimated value of the optical flow in regions when it is discontinuous, thus making it difficult to use the estimated value as input for the operation of region segmentation. This and other questions will be discussed in another paper [ 111.
Space-time sampling
In the previous section I discussed the qucstion of extracting the optical flow by using space-time filters, considertd as energy filters. Also, I proposed the use of cascades of space-time filters like the ones constructed by Flea and Jcpson as energy filters, which can be accomplished by substituting the temporal exponential by a gaussian. A c~nsequence of adopting a filtering approach to the extraction of the optical flow is the fact that it is necessary to sample the filter, or more specifically, to perform a space-time sampling of the filter. The temporal sampling issue is very cleariy determined by the fact that the temporal interval bttween sucessive images used in space-time filtering, although mall, 14 is finite. A question which is naturally raised in this context is in respect to how much can we (temporally) undersample the filter, or in a more complete statement, the convolution of the image sequence With the space-time filter, so that we arc still able to reconsvUct the original signal. For uniformly translating patterns, the spatial and temporal sampling ratios are not independent, and, as it is shown next, ifthere exists a certain amount of motion unceItainty, then there exists a maximum sampling interval, in either space or time, such that aliasing does not occur. This maximum sampling interval is shown to be a (non-linear) function of the motion uncertainty.
Initially, I will describe very succintly, for one-dimcnsional functions, the sampling theorem and generalize it to thrtc-dimcnsions (two spatial and one temporal). Next, I show that for an uniformly translating pattcm it is only xmxsaq to sample in either the spatial or temporal variables. Fiially, I relate motion uncertainty with the maximum sampling interval such that there is no aliasing.
The sampling t h e o m [12]
gives us a mathematical formulation for the nconstruction of a continuous function in terms of a collection of samples of this function, over a specific domain. If we deal with real signals, on tbc other hand, them is always a certain amount of under or oversampling depending on the specific archittctun of the filters being used. In particular, for the case of undersampling (where the spatial or temporal sampling rate is larger than the one established by the sampling theorem -the Nyquist rate), we have to dcal with the aliasing problem. The degree of aliasing which is permitted (so that it still is possiMc to mxmmuct the original function, modulo small distortions) depends not only on the filter charsctcristics but also on the type of data being filtered.
Let us start with onedimensional signals, rcprtscnttd by the functionf(x). We obtain a sample off(x),&(x), by multiplying it by a (infinite) sum of (Dirac) delta distributions, such that the sample points are equidistant (by px). 'Ihc sample funaionfs(x) is given by where If we assume thatf(kx) is band-limited (f(k,) is zero for lkxl > ;), then it is easy to check that, unless px 5 &, there will exist a region where the adjacent lobes overlap, which is a signal of undersampling, and as a c<mstqucnce of this we have the aliasing phenomenon. In order to avoid this from happening, we multiply formula we can generalize thc sampling thtortm to thFtcdimensimal functions. so, given thatf(x,y, 
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(which is equivalent to say that w is different from zero only on the plane determined by k'-3), the sampling theorem reads This means that we only need to samplef(x,y), at the Nyquist rate, in terms of its spatial variables.
Another way to understand this issue is given in terms of a fourier analysis, which, as a matter of simplicity, we apply for the two-dimensional case (x-t space.). We know that for pure translation, because of formula (3.8). the sampled function$ (kx, w) (analogously to (3.3)) is given by 00 0 0 -By using that or, by expanding the convolution we get 
