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Abstract. We propose a quantum speedup method for adiabatic generation of
cat states in bosonic Josephson junctions via shortcuts to adiabaticity. We apply
approximated counter-diabatic driving to a bosonic Josephson junction using the
Holstein-Primakoff transformation. In order to avoid the problem of divergence in
counter-diabatic driving, we take finite-size corrections into account. The resulting
counter-diabatic driving is well-defined over whole processes. Schedules of the counter-
diabatic driving consist of three steps; the counter-diabatic driving in the disordered
phase, smoothly and slowly approaching the critical point, and the counter-diabatic
driving in the ordered phase. Using the counter-diabatic driving, adiabatic generation
of cat states is successfully accelerated. The enough large quantum Fisher information
ensures that generated cat states are highly entangled.
1. Introduction
Schro¨dinger’s cat states, i.e., superposition of macroscopically or mesoscopically distinct
states, have been extensively investigated from a viewpoint of fundamental aspects of
quantum mechanics [1–22], and in experiments, cat states have already been observed in
various systems [23–36]. It is also of great interest to apply highly entangled cat states,
e.g., the GHZ state [37] and the NOON state [38], to quantum metrology, where such
highly entangled states provide phase sensitivity beyond the standard quantum limit to
the Heisenberg limit [39–46]. We can estimate potential usefulness of entangled states
applied to quantum metrology by calculating the quantum Fisher information [42].
As to atomic systems, however, the number of particles, of which phase sensitivity
approaches the Heisenberg limit, is still limited up to N ∼ 10 due to decoherence [33,46].
It is one of the challenging tasks to create truly macroscopic cat states in atomic
systems. Bosonic Josephson junctions, which consist of two coupled Bose-Einstein
condensates via Josephson coupling, have been investigated to generate macroscopic
cat states [47–59]. Note that if there is no energy imbalance between two modes of
Bose-Einstein condensates, bosonic Josephson junctions are equivalent to the Lipkin-
Meshkov-Glick model in the collective spin expression [60–62]. In these studies,
generation schemes are divided into two types, i.e., dynamical and adiabatic generation.
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Each type of schemes has both advantages and disadvantages. Dynamical generation can
achieve high fidelity to cat states in relatively short time. However, it is difficult to freeze
dynamics when cat states are obtained. In contrast, adiabatic generation is generally
robust against noises and freezes its dynamics when generation is over. However, it is
necessary to take infinitely long time. The idea of adiabatic generation of cat states in
Bose-Einstein condensates was first proposed by Cirac et al. [48] and adiabatic dynamics
of the Lipkin-Meshkov-Glick model was well-discussed in Ref. [63], which suggests that
fast generation of cat states by adiabatic tracking is difficult due to the existence of the
critical point where the gap closes, leading to the breakdown of adiabaticity according
to the adiabatic theorem [64, 65].
One of the possible candidates overcoming this difficulty is shortcuts to adiabaticity,
where we can mimic adiabatic dynamics of a desired Hamiltonian within an arbitrary
time by controlling non-adiabatic transitions [66–71]. Recently, shortcuts to adiabaticity
have, both exactly and approximately, been applied to many-body systems [72–76],
including the Lipkin-Meshkov-Glick model [77–83]. In the Lipkin-Meshkov-Glick model,
difficulty to find shortcuts depends on the sign of the nonlinear interaction. The ground
state of the anti-ferromagnetic Lipkin-Meshkov-Glick model is the spin-squeezed Dicke
state, which is unique and has been successfully produced using shortcuts to adiabaticity
with high fidelity and within short time [77,79,81]. In contrast, the ground state of the
ferromagnetic Lipkin-Meshkov-Glick model is the cat state. Shortcuts to adiabaticity in
the ferromagnetic Lipkin-Meshkov-Glick model was first studied by Takahashi using the
Holstein-Primakoff transformation in the thermodynamic limit [78]. Counter-diabatic
driving was derived for both the disordered and the ordered phases. However, this
counter-diabatic driving is ill-defined, i.e., diverges, at the critical point unless the
fixed-point condition is satisfied. As discussed in literatures, especially in Ref. [80], this
divergence is associated with the closing of the gap and the divergence of the correlation
length. Campbell et al. studied counter-diabatic driving around the critical point
applying various approaches, especially in combination with optimal control [80]. By
applying a small longitudinal field, which enables us to slightly avoid the critical point,
mean-field prescription was applied both in the invariant-based inverse engineering
approach [82] and the counter-diabatic driving approach [83].
In this paper, we propose approximated counter-diabatic driving for bosonic
Josephson junctions without energy imbalance, which is available across the critical
point, using finite-size corrections in the Holstein-Primakoff transformation. Advantages
of our method are that the counter-diabatic driving is well-defined over whole processes
and that schedules of the counter-diabatic driving can be analytically obtained. Using
our counter-diabatic driving, we can accelerate adiabatic generation of the cat state.
Schedules of the counter-diabatic driving consist of three steps. The first one is the
counter-diabatic driving in the disordered phase, where we aim to let the system be in
the ground state. The second one is smoothly and slowly approaching the critical point,
where we give up to be adiabatic but aim to suppress unfavorable transitions up to the
first excited state which degenerates into the ground state in the thermodynamic limit.
Shortcuts to adiabatic cat-state generation in bosonic Josephson junctions 3
The last one is the counter-diabatic driving in the ordered phase. Improved adiabaticity
will be demonstrated using the distribution of the eigenstate populations, the fidelity to
the ground state subspace, the residual energy, the incomplete magnetization, and the
quantum Fisher information. These results support usefulness of our method. Note that
our method should be feasible in experiments using the recent theoretical proposal [84]
and state of the art experimental techniques.
This paper is constructed as follows. In Sec. 2, we introduce bosonic Josephson
junctions without energy imbalance. The basic properties of bosonic Josephson
junctions, which are necessary for our discussions, are reviewed. We summarize counter-
diabatic driving for non-degenerate and degenerate eigenstates in Sec. 3.1 and Sec. 3.2,
respectively. The counter-diabatic driving in the Lipkin-Meshkov-Glick model using the
Holstein-Primakoff transformation in the thermodynamic limit is reviewed in Sec. 3.3.
In Sec. 3.4, we develop the counter-diabatic driving in the Lipkin-Meshkov-Glick model
using the Holstein-Primakoff transformation considering finite-size corrections. In Sec. 4,
we discuss generation of the cat state via shortcuts. We summarize in Sec. 5.
2. Bosonic Josephson junctions
The Hamiltonian of a bosonic Josephson junction without energy imbalance between two
modes of Bose-Einstein condensates, which is equivalent to the Lipkin-Meshkov-Glick
model in the collective spin expression, is given by
H0(t) = ~χS2z + ~Ω(t)Sx, (1)
where χ is the strength of the nonlinear interaction, Ω(t) is the strength of the Josephson
coupling, and Sα, α = x, y, z, is the usual angular momentum operator [48, 49, 85–88].
The size of the angular momentum S2 = S(S +1) is given by S = N/2, where N is the
fixed total number of atoms. For simplicity, hereafter, we consider the time-independent
interaction χ and the time-dependent coupling Ω(t) and we put ~ = 1. Because we are
interested in cat states, we assume the negative interaction χ < 0, with which the
ground state of the bosonic Josephson junction (1) becomes the cat state in the ordered
phase [89–93]. By using the notations of the Lipkin-Meshkov-Glick model, χ = −2J/N
and Ω(t) = −2Γ(t), in the thermodynamic limit, N →∞, the critical point at Γ(t) = J
divides into two phases, the disordered phase for Γ(t) > J and the ordered phase for
Γ(t) < J .
It is useful to apply the semi-classical approximation in order to investigate behavior
of the Hamiltonian (1) [94–99]. Introducing the continuous parameter z, limited in the
range −1 ≤ z ≤ 1, and the azimuth θ, we replace the angular momentum operators
with
Sx =
N
2
√
1− z2 cos θ, (2)
Sy =
N
2
√
1− z2 sin θ, (3)
Sz =
N
2
z, (4)
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and thus the Hamiltonian (1) becomes
H0(t) = − JN
2
z2 − Γ(t)N
√
1− z2 cos θ (5)
≃ Γ(t)N
2
θ
√
1− z2θ − JN
2
z2 − Γ(t)N
√
1− z2, (6)
where we assume θ ≪ 1. Here, the first term corresponds to the kinetic energy and the
second and the third terms represent the potential
V (z) = − JN
2
z2 − Γ(t)N
√
1− z2 (7)
≃ − Γ(t)N + 1
2
(Γ(t)− J)Nz2 + 1
8
Γ(t)Nz4. (8)
We plot the potential (7) for three regions in Fig. 1. In the disordered phase, Γ(t) > J ,
the ground state is distributed around z = 0 and thus this potential can be regarded as
the harmonic potential. However, close to the critical point, Γ(t) → J , the quadratic
term becomes small, leading to the quartic-like potential. In the ordered phase, Γ(t) < J ,
two minima appear in the quartic-like potential, and thus the harmonic approximation
at each minimum is valid. Note that two minima are given by z = ±√1− (Γ(t)/J)2
and the altitude of the spin vector φ is given by cosφ = Γ(t)/J .
3. Counter-diabatic driving
3.1. Non-degenerate eigenstates
Counter-diabatic driving in non-degenerate systems was developed by Demirplak
and Rice [66–68] and by Berry [69], independently. We consider a time-dependent
Hamiltonian with the non-degenerate eigenstates
H0(t) =
∑
n
En(t)|n(t)〉〈n(t)|, (9)
where En(t) is the eigen-energy and |n(t)〉 is the eigenstate of the Hamiltonian H0(t). If
the Hamiltonian varies slowly in time, the adiabatic approximation holds and thus each
energy eigenstate evolves as
|ψn(t)〉 = eiαn(t)|n(t)〉, (10)
where αn(t) is usually expressed by the dynamical and the Berry phases [100, 101]
αn(t) = −
∫ t
0
dt′En(t
′) + i
∫ t
0
dt′〈n(t′)|∂t′n(t′)〉. (11)
The Hamiltonian which mimics such adiabatic dynamics is given by
H(t) = H0(t) +Hcd(t), (12)
where Hcd(t) is the counter-diabatic Hamiltonian
Hcd(t) = i
∑
n
(1− |n(t)〉〈n(t)|)|∂tn(t)〉〈n(t)| (13)
= i
∑
n 6=m
〈m(t)|(∂tH0(t))|n(t)〉
En(t)− Em(t) |m(t)〉〈n(t)|. (14)
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Figure 1. Potential energy of the bosonic Josephson junction (1) for (a) Γ(t) = 2J ,
(b) Γ(t) = J , and (c) Γ(t) = 0.5J . Here, J = 1.
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3.2. Degenerate eigenstates
In degenerate systems, counter-diabatic driving was developed by Takahashi [78]. We
consider a time-dependent Hamiltonian with the degenerate eigenstates
H0(t) =
∑
n,µ
En(t)|n, µ; t〉〈n, µ; t|, (15)
where |n, µ; t〉 is the eigenstate of the Hamiltonian H0(t) and µ is an additional index
due to degeneracies. We assume that there is no level-crossing during time-evolution.
In this case, adiabatic dynamics of each energy eigenstate is given by
|ψn(t)〉 = exp
(
−i
∫ t
0
dt′En(t
′)
)∑
µ
c(n)µ (t)|n, µ; t〉, (16)
where c
(n)
µ (t) is given by
c(n)µ (t) =
∑
µ′
U
(n)
µµ′(t)c
(n)
µ′ (0), (17)
and
U (n)(t) = T exp
(
−i
∫ t
0
dt′A(n)(t′)
)
, (18)
as discussed by Wilczek and Zee [102]. Here, A(n)(t) is the gauge potential
iA
(n)
µµ′(t) = 〈n, µ; t|∂tn, µ′; t〉. (19)
The Hamiltonian which mimics such dynamics is given by Eq. (12) with the counter-
diabatic Hamiltonian
Hcd(t) = i
∑
n,µ
(
1−
∑
ν
|n, ν; t〉〈n, ν; t|
)
|∂tn, µ; t〉〈n, µ; t| (20)
= i
∑
n 6=m,µ,ν
〈m, ν; t|(∂tH0(t))|n, µ; t〉
En(t)− Em(t) |m, ν; t〉〈n, µ; t|. (21)
3.3. Lipkin-Meshkov-Glick model
In this section, we review the counter-diabatic driving in the Lipkin-Meshkov-Glick
model using the Holstein-Primakoff transformation [78]. We remark that in the
disordered phase, Γ(t) > J , (2S+1) eigenstates are separated from each other, and thus
the counter-diabatic Hamiltonian is constructed by Eq. (13) or Eq. (14). In contrast, in
the ordered phase, Γ(t) < J , eigenstates have 2-fold degeneracies except for the highest
energy eigenstate, and thus the counter-diabatic Hamiltonian is constructed by Eq. (20)
or Eq. (21). Originally, doubly degenerate ground states are the counterparts of the
singlet and the triplet states. However, using the Holstein-Primakoff transformation
and the harmonic approximation means neglecting inter-well transitions, and thus the
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degenerate ground states become the ground states of each well. Therefore, in this
approximation, the counter-diabatic Hamiltonian should be
Hcd(t) =
∑
µ
H(µ)cd (t) (22)
= i
∑
n 6=m,µ
〈m,µ; t|(∂tH0(t))|n, µ; t〉
En(t)− Em(t) |m,µ; t〉〈n, µ; t|, (23)
that is, the summation of two counter-diabatic Hamiltonian for each well, which are
formally independent of each other. As mentioned later, however, the counter-diabatic
terms for a chosen well, say the well with positive (negative) magnetization, affect the
state of the other well with negative (positive) magnetization. Therefore, the correctness
of our approximation must be confirmed by numerical simulations.
In the disordered phase, the spin vector is directed to the x-axis due to the
strong external field Γ(t). In contrast, in the ordered phase, the spin vector rotates,
pointing at a minimum of the potential, by angles ±φ, where cosφ = Γ(t)/J . By
applying the Holstein-Primakoff transformation expanded up to the second order of the
boson operators, which becomes exact in the thermodynamic limit, and applying the
Bogoliubov transformation, the Hamiltonian (1) is mapped to the harmonic oscillator
H0(t) = ω(t)
(
b†b+
1
2
)
, (24)
where b and b† are the annihilation and the creation operators obtained by the
Bogoliubov transformation. Here, we neglect constants, which differ depending on the
phases. The frequencies are given by
ω(t) = 2
√
Γ(t)(Γ(t)− J), (25)
in the disordered phase, and
ω(t) = 2
√
J2 − Γ2(t), (26)
for each minimum of the potential in the ordered phase. Note that the sign of the
rotation φ does not affect the transformed Hamiltonian (24) in this approximation.
The counter-diabatic Hamiltonian of the harmonic oscillator is already known [103]
and given by
Hcd(t) = i(∂tω(t))
4ω(t)
(b2 − b†2). (27)
In the representation of the total spin operators, the counter-diabatic Hamiltonian (27)
is rewritten as
Hcd(t) = f(t)
N
(SySz + SzSy). (28)
Here, using Eqs. (25) and (26), the schedules of the counter-diabatic driving are given
by
f(t) = −(2Γ(t)− J)(∂tΓ(t))
4Γ(t)(Γ(t)− J) , (29)
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in the disordered phase, and
f(t) =
Γ(t)(∂tΓ(t))
(J2 − Γ2(t)) (30)
in the ordered phase. Note that the schedule of the counter-diabatic driving in the
ordered phase differs by the factor two from the previous works (see e.g. Eq. (S-17) in
Supplemental Material of Ref. [80]) because we use Eq. (23) instead of Eq. (14), which
is supported by numerical simulations.
It is obvious that the counter-diabatic Hamiltonian diverges at the critical point
Γ(t) = J . It is confirmed as follows. The expansion of the transverse field Γ(t) around
the critical point Γ(t) = J is given by
Γ(t) ≈ J + (∂tΓ(t))|Γ(t)=JδΓ(t) +O(δΓ2), (31)
and thus it leads to the divergence at the critical point
f(t) ∝ ∂tΓ(t)
(∂tΓ(t))|Γ(t)=JδΓ(t) , (32)
which inevitably diverges regardless of the choice of schedules of the transverse field
Γ(t).
3.4. Finite-size corrections
In order to deal with the counter-diabatic Hamiltonian at the critical point, we consider
finite-size corrections. The Holstein-Primakoff transformation up to the third order of
the annihilation and the creation operators is given by
Sx =
N
2
− a†a, (33)
Sy =
√
N
2
(a+ a†)− 1
4
√
N
(a†aa + a†a†a), (34)
Sz =
√
N
2i
(a− a†)− 1
4i
√
N
(a†aa− a†a†a), (35)
in the disordered phase. In the ordered phase, introducing the rotation operator
Uφ = exp[−iφSy], the spin operators are rotated as
Sφx = U
φSxU
φ† = Sx cos φ− Sz sin φ, (36)
Sφy = U
φSyU
φ† = Sy, (37)
Sφz = U
φSzU
φ† = Sz cosφ+ Sx sinφ. (38)
By substituting Eqs. (33), (34), and (35) for Eq. (1), performing the harmonic
approximation after the normal ordering, and neglecting a constant energy, we obtain
H0(t) = J
2
(
1− 1
2N
)
(a2 + a†2) +
[
2Γ(t)− J
(
1− 1
N
)]
a†a, (39)
in the disordered phase. In contrast, in the ordered phase, we perform the same
procedure after replacing the spin operators in Eq. (1) with the rotated spin operators
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(36), (37), and (38), leading to the Hamiltonian
H±φ0 (t) =
Γ2(t)
2J
(
1− 1
2N
)
(a2 + a†2)
+
[
2J
(
1− 1
N
)
− Γ
2(t)
J
(
1− 3
N
)]
a†a
± 1
i
√
N
Γ(t)
J
√
J2 − Γ2(t)(a− a†), (40)
for each well of the potential.
In order to eliminate the first order terms in the ordered phase, we consider the
displaced annihilation and creation operators
a = a˜ + A±, (41)
a† = a˜† −A±, (42)
where A± is a pure imaginary and given by
A± = ± 1
iN1/2
Γ(t)
√
J2 − Γ2(t)
2J2
(
1− 1
N
)− 2Γ2(t) (1− 7
4N
) . (43)
Then, the Hamiltonian (40) is rewritten as
H±φ0 (t) =
Γ2(t)
2J
(
1− 1
2N
)
(a˜2 + a˜†2)
+
[
2J
(
1− 1
N
)
− Γ
2(t)
J
(
1− 3
N
)]
a˜†a˜, (44)
where we again neglected a constant.
Using the Bogoliubov transformation, we can diagonalize the Hamiltonian (39) and
(44) in the same way as obtaining Eq. (24). The frequencies are given by
ω(t) = 2
{[
Γ(t)− J
2
(
1− 1
N
)]2
−
(
J
2
)2(
1− 1
2N
)2}1/2
, (45)
in the disordered phase, and given by
ω(t) = 2
{[
J
(
1− 1
N
)
− Γ
2(t)
2J
(
1− 3
N
)]2
−
(
Γ2(t)
2J
)2(
1− 1
2N
)2}1/2
, (46)
for each rotation in the ordered phase.
For the disordered phase, we can easily go back to the spin operator representation
using the relation b2 − b†2 = a2 − a†2 and the Holstein-Primakoff transformation up to
the second order. The counter-diabatic Hamiltonian for the disordered phase is given
by Eq. (28) with
f(t) = −1
4
[
2Γ(t)− J (1− 1
N
)]
(∂tΓ(t))[
Γ(t)− J
2
(
1− 1
N
)]2 − (J
2
)2 (
1− 1
2N
)2 . (47)
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In contrast, in the ordered phase, we have other terms depending on the directions of
rotation due to the displacement (41) and (42), leading to the relation
b2 − b†2 = a˜2 − a˜†2 = 2i
N
(SySz + SzSy)− 4√
N
A±Sy. (48)
However, we sum up both directions of rotation as Eq. (23), and thus the second term
proportional to Sy disappears. Therefore, the counter-diabatic Hamiltonian for the
ordered phase is again given by Eq. (28) with
f(t) =
[
Γ(t)
(
1− 1
N
) (
1− 3
N
)
+ 5Γ
3(t)
2J2
(
1
N
− 7
4N2
)]
(∂tΓ(t))[
J
(
1− 1
N
)− Γ2(t)
2J
(
1− 3
N
)]2 − (Γ2(t)
2J
)2 (
1− 1
2N
)2 . (49)
Note that we can easily confirm that the schedule of the counter-diabatic driving does
not diverge and is continuous with appropriate choices of schedules of the transverse
field when N < ∞. Of course, both schedules of the counter-diabatic driving (47) and
(49) converge to Eqs. (29) and (30) in the thermodynamic limit N →∞, respectively.
4. Cat-state generation
In this section, we demonstrate generation of the cat state via shortcuts to adiabaticity.
In order to confirm usefulness of our method, we compare dynamics
i∂t|Ψ(t)〉 = H(t)|Ψ(t)〉, (50)
with and without the counter-diabatic driving. Here, we consider a polynomial schedule
Γ(t) = J [48(t/tf)
5 − 120(t/tf)4 + 100(t/tf)3 − 30(t/tf)2 + 2] (51)
= J [48s5 − 120s4 + 100s3 − 30s2 + 2], (52)
where s = t/tf . The coefficients of the schedule are determined from the boundary
conditions Γ(0) = 2J , Γ(tf/2) = J , and Γ(tf) = 0 and ∂tΓ(t)|t=0,tf/2,tf = 0. This setup
leads to the continuous counter-diabatic driving which vanishes at the initial and the
final time. Throughout this paper, we put J = 1.
The schedules of the counter-diabatic driving for N = 100, 500, 1000, and the
thermodynamic limit N → ∞ with the transverse field (51) are plotted in Fig. 2. As
mentioned in the previous works [78,80] and above, the counter-diabatic driving diverges
in the thermodynamic limit N →∞ regardless of schedules. In contrast, the schedules
of the counter-diabatic driving (47) and (49) for finite N are continuous and become
zero at the critical point.
4.1. Fidelity to the cat state
We confirm that our method can improve fidelity to the cat state. For this purpose,
we compare the distributions of the eigenstate populations at the final time, i.e., the
distributions of |〈m|Ψ(tf)〉|2, where |m〉 is the eigenstate of Sz, with and without
the counter-diabatic Hamiltonian. From the Hamiltonian (1), it is obvious that the
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Figure 2. Schedules of the counter-diabatic driving for N = 100, 500, 1000, and ∞.
Here, tf = 1.
low-energy states are given by large |m| and the high-energy states have small |m|.
If the perfect adiabatic dynamics is attained, the distribution consists of two peaks
at m = ±N/2 with the populations 0.5, respectively. We plot the distributions for
N = 1000 in Fig. 3. With the counter-diabatic Hamiltonian, the state is distributed
over low-energy states and forms a cat state. In contrast, without the counter-diabatic
Hamiltonian, the state is distributed over high-energy states. Note that even with the
counter-diabatic Hamiltonian, there is a small amount of populations in unfavorable
high-energy states. This unfavorable excitations are due to the approximation and fast
operation. Slower operation can suppress this unfavorable excitations but deviations
due to the approximation are accumulated. Therefore, we have to optimize operation
time.
As mentioned in Sec. 1, automatically freezing dynamics after creation of cat states
is one of the advantages of adiabatic generation. We demonstrate generation of the cat
state within time s = 1 and dynamics with the final HamiltonianH(tf) up to time s = 2,
and plot in Fig. 4. It is obvious that the cat state is maintained after the creation process
and thus we do not have to care about timing unless decoherence becomes problematic.
Now, we consider the fidelity to the ground state subspace F(t) = |〈ΨGS(t)|Ψ(t)〉|2,
where |ΨGS(t)〉 is the ground state for the disordered phase, Γ(t) > J , and is the sum
of the ground state and the first excited state for the ordered phase, Γ(t) < J . As
discussed in Ref. [83], this criterion of adiabaticity is rather severe especially for large
systems N → ∞. This is because not only deviations are enhanced but also the gap
closes in the limit N →∞. We plot the fidelity F(t) of both cases, with and without the
counter-diabatic Hamiltonian, in Fig. 5. Although it is the severe criterion, the fidelity
to the ground state subspace remains finite for N = 100.
It should be noted that the counter-diabatic Hamiltonian results in bad fidelities to
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Figure 3. Distributions of the populations at the final time tf for N = 1000 and
tf = 1.
Figure 4. Time-evolution of the distribution of the eigenstate populations for
N = 1000 and tf = 1.
the ground state subspace around the critical point (compare Fig. 5 (a) and (b) around
s = 1/2), which was also observed in the previous work (see Supplemental Material of
Ref. [80]). This should be attributable to the breakdown of the harmonic approximation
as discussed in Sec. 2. One might expect that we can improve adiabaticity by turning off
the counter-diabatic driving up to the critical point and turning on it at there. However,
at last, results are almost the same.
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4.2. Residual energy and incomplete magnetization
It is also of interest how the counter-diabatic driving can accelerate adiabatic dynamics.
For this purpose, we calculate the residual energy and the incomplete magnetization.
The residual energy is defined as the deviation of the energy from the ground state
energy at the final time, t = tf ,
Eres = E(tf )−Egs, (53)
where E(tf) is the energy given by the dynamical state, E(tf) = 〈Ψ(tf)|H(tf)|Ψ(tf)〉,
and Egs is the ground state energy, Egs = −JN/2. The incomplete magnetization is
given by the deviation of the order parameter, which is given by
m(tf ) =
√
1
S2
〈Ψ(tf)|Sz2|Ψ(tf)〉, (54)
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Figure 6. (a) Residual energy and (b) incomplete magnetization for N = 1000 with
and without the counter-diabatic Hamiltonian.
from that of the ground state
minc = mgs −m(tf ), (55)
where mgs is the order parameter of the ground state given by mgs = 1.
We compare the residual energy and the incomplete magnetization in the cases with
and without the counter-diabatic Hamiltonian plotted in Fig. 6. For fast operations,
where bare adiabatic tracking results in failure, we can suppress diabatic transitions
using the counter-diabatic driving. Roughly speaking, the counter-diabatic driving
accelerates dynamics by ten times or more compared with adiabatic tracking. Note
that this approximated counter-diabatic driving leads to rather bad results when bare
adiabatic tracking gives enough adiabaticity. However, this does not lower worth of our
results because acceleration of adiabatic dynamics is not necessary if the dynamics is
already adiabatic.
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Figure 7. Quantum Fisher information of the cat states generated by the counter-
diabatic driving for N = 100, 500, and 1000. Here, tf = 1.
4.3. Quantum Fisher information
Now, we estimate the quantum Fisher information FQ of the state driven by the
counter-diabatic Hamiltonian. If the quantum Fisher information satisfies FQ > N ,
then we can conclude that the state is entangled and has phase sensitivity beyond the
standard quantum limit, i.e., potentially useful applying to quantum metrology. The
upper bound of the quantum Fisher information is given by FQ = N
2, and then phase
sensitivity reaches the Heisenberg limit. Note that, for examples, the quantum Fisher
information of the GHZ state and the NOON state is given by FQ = N
2, which reaches
the Heisenberg limit, and that of the maximally spin-squeezed Dicke state is given by
FQ = N
2/2 + N , which is beyond the standard quantum limit but does not reach the
Heisenberg limit.
In our scheme, the state is the pure state and the relative Hermitian operator is Sz,
and thus the appropriate quantum Fisher information is given by
FQ[|Ψ(tf)〉, Sz] = 4(〈Ψ(tf)|S2z |Ψ(tf)〉 − 〈Ψ(tf )|Sz|Ψ(tf)〉2). (56)
We plot the quantum Fisher information for N = 100, 500, and 1000 with tf = 1 in
Fig. 7. The results show that the quantum Fisher information is far beyond the standard
quantum limit, slightly above that of the maximally spin-squeezed Dicke state, and of
course below the Heisenberg limit. It is evident that the generated cat states are truly
macroscopic entangled states. It is also remarkable that the quantum Fisher information
of the generated cat states is larger than that of the maximally spin-squeezed Dicke state,
which is the ground state of the anti-ferromagnetic Lipkin-Meshkov-Glick model, and
thus our scheme of quantum speedup is significantly useful.
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5. Conclusion remarks
We proposed the quantum speedup method to create the cat state in bosonic Josephson
junctions using the counter-diabatic driving. By taking finite-size corrections into
account, the problem of divergence in counter-diabatic driving was avoided. The cat
state was successfully produced via shortcuts. In order to confirm usefulness of our
method, we calculated the distribution of the eigenstate populations, the fidelity to
the ground state subspace, the residual energy, the incomplete magnetization, and the
quantum Fisher information. The results of the residual energy and the incomplete
magnetization suggest that our scheme mimics adiabatic dynamics faster than bare
adiabatic tracking by ten times or more. As to the quantum Fisher information, that
of the cat state generated by our scheme exceeded that of the maximally spin squeezed
Dicke state, which strongly supports usefulness of our method.
Our scheme should be feasible in experiments using a Bose-Einstein condensate
in a toroidal trap, where the scheme implementing interactions in the forms of the
Hamiltonian (1) and of the counter-diabatic Hamiltonian (28) has been theoretically
proposed [84], although it has not been observed in experiments yet. It would be more
implementable if we can simplify the form of the Hamiltonian by adequately designing
shortcuts [78, 104].
There are some possible candidates which further improve our method. One of the
methods is to control the parameters according to the schedules satisfying the fixed-
point condition, where improvement of fidelity to the ground state was observed [78].
Combining with the optimization approach and considering higher order terms of
counter-diabatic driving are, of course, able to improve adiabaticity [80]. As to
optimization, our schedule of the counter-diabatic driving should be guidance to find
optimized schedules.
Finally, we make reference to other systems, where our method might be feasible.
One of the candidates is circuit QED systems, where the scheme to realize the
Lipkin-Meshkov-Glick model was recently proposed [105]. Single-molecular magnets
are also candidates for our method, where counter-diabatic terms can be controlled by
pressures [106].
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