Absfracf-Some extensions that allow new estimating and bounding techniques for certain sequences of random variables controlled by a large deviation principle are given. These results can be thought of as generalizations and extensions of the Chernoff Bound used in communications theory.
I. INTRODUCTION
The problem of calculating the probability of a small probability event is a common one in signal detection. In hypothesis testing problems with i.i.d. or Markov alternatives, the problem of calculating the type I and I1 errors becomes the probability that an average of functionals of the observations exceeds a fixed threshold. For large numbers of observations, this probability will typically be small. Direct calculation of this test statistic's probability law is usually hopelessly complex thereby engendering the need of various bounding/estimating techniques for such situations.
C h e r n o f s Bound is the most frequently resorted to communications theory technique for these sorts of situations. Chemoff's original paper [3] was concemed with the asymptotic discemibility of two i.i.d. sequences of random variables. He showed that the logarithmic rate of probability of error to zero was given by the now-called Chemoff entropy: 1 lim -log P(error given first n observations) = inf, log (If,), where 
H ( a ) = S ( d p / d w ) " ( d q / d~~) ' -" d w ,
where p , q are the distributions of one element of the sequence under the two hypotheses and w is any measure dominating both of them. This result is considered to be one of the first large deviation theory theorems. As a consequence of the proof (in fact by application of Markov's inequality), one can show n-m n P(error given first n observations) 5 (inf, H ( a ) ) " .
It is this last result that is typically known as Chemoff's Bound. However, this result is known to be somewhat pessimistic. In fact, it is known in the i. [ l]), that the following limit holds:
Chernoff's result, with hindsight, can rightly be regarded as a particular application to the case of likelihood ratio tests of a large deviations theorem (due to CramCr). CramCr's theorem dealt with tail probabilities of sums of i.i.d. random variables. (The likelihood ratio in the i.i.d. setting can be expressed as such a sum and hence establish Chemoff's result.) CramCr's work was generalized to the Markov case by Miller [lo] and others.
More recently a very general large deviation theorem was proved for sequences of random variables by considering only properties of the moment generating function sequence [5] , [8] . In this correspondence, we consider the Chemoff/Cramtr Bound and its "square root n" refinements in the setting of these new theorems. In keeping with these new methodologies, all our technical conditions are specified in terms of the moment generating (or characteristic) functions of the sequence of interest. We present some novel examples that illustrate the use of these new techniques.
PRELIMINARIES
Lemma 1: Suppose we have a sequence of probability measures pn converging weakly to a probability measure p and a sequence of real valued functions f n converging uniformly to f , a bounded continuous function. Then,
Proof: By the uniform convergence and the finiteness of the probability measures we have that 0018-9448/93$03.00 0 1993 IEEE _ _ _~_ _ By convexity, notice that the assumption that 8, > 0 is equivalent to c'(0) < a. In the i.i.d. sum case, this is just E { X , } = c'(0) < a which by the law of large numbers is necessary for P ( 5 2 a ) -+ 0.
We will hereafter consider only the case a = 0, which by the transformation YL -a n = Y, is no loss of generality and somewhat simplifies the notation in the following proofs.
DEVELOPMENT
Let Y,, M,(O) be as previously stated. We will always assume conditions Al)-A2) and c'(0) < 0. We further assume that c ( & ) = 0 for some BO > 0, and that ~" ( 8 , ) = U' > 0. We are interested in precise estimates of the probability P ( Y n / n 2 0). Let F,(z) 
as the "twisted" or "tilted" distribution. Let Yi') be a random variable having FL" as its probability distribution. Let H,(a) denote the distribution function of Y,'eo'/fiu.
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We now need to consider the asymptotics of the integral 
Proof: We note that $,(U) is the characteristic function of Y i e o ) / f i u .
The assumed L1 convergence implies that +,(U) is L1 (for large enough n ) and hence that Y i e " / f i a has a density function h,(z) ([4, p. 
1551). The Fourier inversion formula then implies
The L1 convergence of &(.J) to exp(-u?'/2) immediately implies uniform convergence of k,(s) to e x p ( -r 2 / 2 ) / G .
We now define the sequence of probability measures p n ( d s ) = f i a e x p ( -f i a r ) d r . It is easy to check that p, is a probability measure for every n and that the sequence converges weakly to For the second alternative, note that if a probability density h, is 0 Remark 2: It is known from the proof of the Gartner-Ellis theorem that with the stated assumptions, Yn('O)/n + 0, almost surely.
This fact and the fact that M,(O) M .(e)-means that Y,('")/n
is "behaving" as if it were the sample average of some random variables converging to a mean value. Hence the idea that by scaling with l / f i instead of l / n , we may be able to have central limit theorem type behavior. The proof of Lemma 2 hinges on the fact that Y,('O) / & U converges in distribution to a standard normal.
Remark 3:
As a consequence of the hypothesis of L I convergence, we rule out "lattice type" random variables. From previous results for the i.i.d. [l] and Markov [lo] cases, we know that these must be treated separately and have (in general) a limit dependent upon the lattice spacing. We consider this case in more detail in the following theorem.
Remark 4:
It may be suspected that L1 convergence of the characteristic functions is a rather stringent condition. Perhaps so, but some further assumption on the moment generating sequence is required other than the two conditions used to invoke the Gartner-Ellis 
0-
Proof: Note that the { Y i e ) } have support on the same lattice as the {Y,}. Thus, & ( U ) is periodic with fundamental period 2 7 r a f i l d . Now, let us consider the expression in (3) multiplied by fi:
We then note that
The uniform convergence implies that we may interchange limit with sum in the following expression:
Proof: The corollary follows immediately from (1) and the preceding lemma. 0
Remark 5: One can deduce from the above derivation that (for b = 0) to zero by the convergence of q5"(w) and the dominated convergence theorem. Because of (6) , it is possible to choose 6 > 0 so that 4(w) 5 exp(-w2/4) for IwI < 6, which implies that the integrand over the second region can be made negligible by making a large. In the third region, sup{~$(w/fi) : 6 6 5 IwI 5 r f i / d } = R < 1. Nx to be a "shifted" geometric random variable with P(Nx = n ) =
(1 -p)p"-'(n 2 A) and independent of the {Xt}. The characteristic function of Yx is
Mx(iw) =
We MA ( e + 80)
where {Xi"'} are the eigenvalues of the covariance matrix of (LV',N~,...,N,)~. Therefore, for 8 < l/(211fllm),
By the arguments given in Remark 6, one can easily verify that 
We have
Now, consider what is needed for the C1 convergence condition.
We have just shown that the denominator in the last expression converges to p~( O ) / r ( @~) .
Hence, we need to show that the numerator nMn ( + + e o ) /~x (~o l~) n
Finally, we use the triangle inequality to write
By assumption e), the first term vanishes in 131 uniformly in 6.
(Evidently, the uniform convergence assumption can be weakened due to the exp(-T(@o)C) weighting factor.) Using assumption c), we can show that lp($)I 5 lil$ and I . '
-u21 5 h'2$ for some constants K l , l i 2 < 03, and from this it follows that the integral of the second absolute difference against exp( -?(8o)C) also vanishes in C1.
We remark that an interesting feature of this example is that We also point out that, while some of our assumptions might be weakened, must have a continuous component. If the distribution of @ has a discrete probability mass at For a numerical example, suppose that X , = f l with P ( X , = +1) = PO -b$ with PO < 1/2 and b 5 PO, and 9 is a uniform random variable on [0, 1] . After a little work it can be shown that Table I compares some numerical values of the exact value P ( Y n / n 2 0), the asymptotically sharp approximation given in (9) , and the crude exponential approximation exp(c(Oo)n). A similar comparison is carried out in the i.i.d. setting in ( [7, pp. 129-1311) . A practical situation where conditional i.i.d. sums arise is in the analysis of the correlator receiver for direct sequence spread spectrum, multiple access communications systems. In this application, the random phases and timing delays of interfering spread spectrum signals play the role of the "nuisance variable" 9. A more detailed large deviations analysis of this receiver is given in [ll] .
f log((1 -Po)/Po), 4 8 0 ) = l O K ( 2~E z i T 2 ) ,a2 = 1 IV. DISCUSSION We note that finding the asymptotics of M,(B0) can in of itself be a nontrivial problem. Our philosophy has been to assume that knowledge of the moment generating function sequence is complete. In the setting of the first example and in more general cases of the third, this can be a nontrivial task, even though the logarithmic
