Pain is a complex, multidimensional experience that involves dynamic interactions between sensory-discriminative and affective-emotional processes. Pain experiences have a high degree of variability depending on their context and prior anticipation. Viewing pain perception as a perceptual inference problem, we use a predictive coding paradigm to characterize both evoked and spontaneous pain. We record the local field potentials (LFPs) from the primary somatosensory cortex (S1) and the anterior cingulate cortex (ACC) of freely behaving rats-two regions known to encode the sensory-discriminative and affective-emotional aspects of pain, respectively. We further propose a framework of predictive coding to investigate the temporal coordination of oscillatory activity between the S1 and ACC. Specifically, we develop a high-level, empirical and phenomenological model to describe the macroscopic dynamics of bottom-up and top-down activity. Supported by recent experimental data, we also develop a mechanistic mean-field model to describe the mesoscopic population neuronal dynamics in the S1 and ACC populations, in both naive and chronic pain-treated animals. Our proposed predictive coding models not only replicate important experimental findings, but also provide new mechanistic insight into the uncertainty of expectation, placebo or nocebo effect, and chronic pain.
of the Z-scored firing rate of least one time bin after stimulation must be greater than 115 2.5, and (ii) if the first criterion is met, at least the next two bins must be greater than 116 1.65. These criteria must be fulfilled within 3 s after the stimulus onset. 117 Unless stated otherwise, all statistical tests were nonparametric tests without the 118 normality assumption.
119
A framework of predictive coding for pain 120 Predictive coding is aimed at minimizing the prediction error (PE) and further using it 121 to update the new prediction. The schematic diagram of predictive coding is shown in 122 Fig. 2 . In what follows, we propose the stochastic differential equations (SDEs) to 123 describe the neural oscillatory dynamics in both bottom-up and top-down pathways. 124 To explain the predictive coding idea, we first introduce some basic notations. 125 Specifically, let the latent variable z denote the subjective pain percept, let x denote the 126 observed stimulus input, and let u and v represent the proxy for the observed gamma 127 activity from the S1 and the beta activity from the ACC, respectively.
128
Bottom-up and top-down pathways. In the bottom-up pathway, we assume that 129 dynamics of u are driven by the prediction error (PE) between the stimulus input and 130 expectation, as follows 131 ξ(t) = |x(t) − z(t)|
(1)
where τ u > 0 denotes the time constant or step size to reach a steady state; u denotes 132 the additive Gaussian noise. The variable ξ denotes the PE: the difference between the 133 bottom-up finite-duration sensory input x and top-down pain-induced expectation z 134 ( Fig. 2A) ; Π 1 is a gain parameter known as step size, which weights the PE to serve as a 135 driving force in Eq (2).
136
The gain parameter Π 1 can be interpreted as a precision (i.e., inverse of variance) 137 parameter (Fig. 2B ). The inverse of variance is also known as the "surprise" signal. To 138 see this link, we can assume that there is an expectation uncertainty of z(t), or 139 equivalently, the PE ξ(t) = |x(t) − z(t)|. If x(t) is deterministic, then the variance of PE 140 PLOS 7/49
is computed as Var[ξ(t)] = Var[z(t)] = 1/Π 1 . Therefore, the precision parameter 141 controls the step size of the dynamics update in Eq (2). If the uncertainty of the 142 expectation is large, the step size will be small (or the update will be conservative); if 143 the uncertainty is low, the update will be more aggressive. 144 The S1 is known to project to the ACC [27, 28] . In the S1→ACC pathway, in the 145 simplest form, we assume that the dynamics of v are driven by the signal consisting of a 146 time-delayed u(t − ∆ u ) (where ∆ u > 0) and the pain percept, as follows
where τ v > 0 denotes the time constant, and v denotes the additive Gaussian noise.
148
Similarly, Π 2 is a gain parameter that scales the PE to obtain a new prediction 149 (Fig. 2C ), and Π 3 /Π 2 defines the relative gain between the two inputs z(t) and 150 u(t − ∆ u ). The coupling dependency between u, v and x is shown in Fig. 2D . 151 In the top-down pathway, the predictive coding uses the PE to update the 152 expectation after a certain delay. Specifically, we assume that the dynamics of pain 153 percept z follow a linear differential equation as follows 154 τ z (t) dz(t) dt = −z(t) + x(t − ∆ x ) + z (4)
where z denotes the additive Gaussian noise. In Eq (5), z(t) is reset to 0 after an 155 accumulative preset threshold Z threshold within a moving window is reached to trigger 156 an escape-type pain behavior (e.g, paw withdrawal). Equation (6) imposes an inverse constants τ u and τ v were also chosen accordingly. Based on different assumptions of x 165 and z, we simulated the dynamics of u and v from Eqs (1)-(3). we obtained the mapping of u and v in the frequency domain:
where H 3 (ω) (or H 2 (ω)) is a transfer function between V (ω) and W v (ω)-spectrum for 176 white noise (or Z(ω), unobserved); and H 1 (ω) is a transfer function between V (ω) and 177
where j = √ −1, and the approximation is derived from the 2nd-order Taylor series 179 expansion: e s ≈ 1 + s + 1 2 s 2 = 1 2 [(s + 1) 2 + 0.5]. The first term of the denominator in 180 H 1 (ω) is a 1st-order low-pass filter, and the second term is a 2nd-order low-pass filter; 181 together, H 1 (ω) operates as a low-pass filter that attenuates the high-frequency (e.g.,
182
gamma-band) activity U (ω), resulting in a lower-frequency (e.g., alpha or beta-band) 183 activity V (ω) in the top-down pathway ( Fig. 2E ). This also explains the reason why the 184 Z-scored power is shifted from the S1 gamma-band (bottom-up) to the ACC beta-band 185 (top-down).
186
Mean field models 187 To better describe the population neuronal dynamics, we introduce a mechanistic model, 188
with explicit excitatory and inhibitory populations and synapses, to the predictive 189 coding framework described above. To achieve a trade-off between biological complexity 190 and modeling complexity, we opt for a mean field model [29, 30] .
191
Background. [33, 37] , and cortical resonant frequencies [38] . 200 We propose a Wilson-Cowan (WC)-like model, with the addition of a synaptic variable for each of the neuronal population. For a single brain area, this amounts to four differential equations [39]: 
where σ is the slope and h is the threshold.
207
In this study, we are interested in the interaction of the S1 and ACC, and consider a 208 model with two excitatory-inhibitory (E-I) pairs, as described by Eqs (8)-(11) (Fig. 3A) . 209
Our recent experimental findings have provided strong evidence that that there is a 210 direct S1→ACC projection, which plays an important role in pain processing [22, 27, 28] . 211
In contrast, less is known about the role of the ACC→S1 pathway in cortical pain 212 processing. For the sake of simplicity, we have neglected feedback in our initial model. 213
Biologically-constrained mean field model. We have recently combined 214 optogenetics and electrophysiology to dissect the ACC circuit in pain processing (A.
215
Singh, unpublished data). We have found a direct S1→ACC projection engaged in 216 cortical pain processing. Notably, in naive rats, only a small percentage of the ACC 217 population was pain responsive (10-15%). Among those pain responsive neurons, about 218 20% of the population received a direct input from the S1 ( Fig. 1E ). Of the ACC 219 neurons which receive input from S1, 37% of them were pain responsive. However in 220 CFA rats, those two percentages increased to 32% and 52%, respectively ( Fig. 1F ).
221
Based on these findings, we made two modifications to the computational model.
222
First, the S1→ACC pathway is modeled with the inclusion of an additional term in 223 Eq (8) for the ACC population; namely, we changed the input P ACC E to 224 P ACC E + s S1 E (t − ∆ S1 ), where the excitatory input from the S1 is delayed by a positive 225 ∆ S1 .
226
Second, we divided the excitatory ACC neuronal population into two subpopulations 227 E 2-1 and E 2-2 ( Fig. 3B ), one of which directly receives S1 input (E 2-1 ), while the other 228 is indirectly driven by the former one (E 2-2 ). Therefore, we revised the model with two 229 excitatory-inhibitory (E-I) groups, as described by Eq (8)-(11).
230
We also scaled the inter-and intra-populations coupling strength by the relative 231 population sizes. For example, if the S1 population is twice as large as the ACC 232 population, then the coupling strength of S1→S1 and S1→ACC would be twice as large 233 PLOS 11/49 as those of ACC→S1 and ACC→ACC, respectively. Here we have assumed that there 234 are 20% of ACC excitatory neurons that receive S1 inputs; κ is the S1/ACC neuronal 235 population size ratio; ρ scales the inhibitory/excitatory strength; L is the scaling of 236 long-range projection between the two regions. We set w EE and w EI as the basic 237 coupling strength, and set other coupling strength with a proper scaling constant 238 ( Fig. 3B ).
239
Furthermore, we assumed that the external inputs were applied equally to the 240 excitatory and inhibitory populations of the S1 and ACC as follows 241 P S1 E (t) = P S1
where g S1 and g ACC denote the two gain parameters for respective neuronal population, 242
and ∆ x denotes the time delay from the input x. Let S1 + (or S1 − ) denote the ACC 243 population that receives direct S1 input (or not); let q i with subscript index 244 i = S1 + , S1 − , I denote the percentages of pain-responsive neurons in subpopulations 245 E 2-1 , E 2-2 and I 2 , respectively.
246
Computing the power using the envelope function. We computed the upper 247 and lower envelopes of the oscillatory firing rate trace. We used the average (midline) of 248 the upper and lower envelopes to calculate the time-averaged synaptic activation 249 variable s (or alternatively, the firing rate variable r) as a measure of the firing 250 dynamics in our mean field model.
251
To compute the pre-S1 synaptic activation, we integrated the average power of s S1 The custom MATLAB code for implementing two computational models is distributed 258 online (https://www.cn3lab.org/software.html).
Results

260
LFP oscillatory activity coordination in naive and chronic pain 261
rats 262 From the recorded multichannel LFPs of the S1 and ACC, we computed the Z-scored 263 spectrogram for pain episodes (time 0 represents the laser onset in evoked pain, and the 264 withdrawal onset in spontaneous pain). During evoked pain, we usually observed 265 event-related potentials (ERPs) in both S1 and ACC areas. Our prior report has 266 indicated that the ERP latency was sooner (∼200-300 ms) in the S1 than in the ACC 267 during evoked pain episodes [26] . In contrast, during spontaneous pain-like episodes,
268
ERPs occurred in either the S1, or ACC, or both areas, with a high degree of variability 269 in latency.
270
For spontaneous pain-like episodes, we investigated whether the LFP power in the 271 ACC and S1 at the beta and/or gamma bands change in a spatiotemporally coordinated 272 manner. We computed the 10-s LFP spectrograms centered around the spontaneous computed the Z-scored post-beta power related to the pre-event period. We found that 277 the averaged pre-event Z-scored gamma power in the S1 positively correlated with the 278 averaged post-event Z-scored beta power in the ACC (Fig. 1C , left panel). This suggests 279 that pre S1 gamma-ERS (or ERD) was temporally followed by post ACC beta-ERD (or 280 ERS). Notably, the correlated ERS/ERD patterns became weaker during evoked pain 281 episodes ( Fig. 1C , middle panel) and disappeared in negative control (Fig. 1C , right 282 panel). In chronic pain state, we also found similar observations in CFA rats ( Fig. 1D ). 283
In another independent investigation (A. Singh, unpublished data), we have 284 established a direct S1→ACC projection during cortical pain processing. Among the 285 pain-responsive ACC neuronal population, we have identified the subpopulation that 286 received the direct S1 input, for both naive and CFA rats ( Fig. 1E and Fig. 1F , 287 respectively). Compared to naive rats, chronic pain increased the percentage of recorded 288 ACC neurons that received the direct S1 input. Together, these findings provide 289 between the S1 and ACC. In the following computer simulations, we used the default 295 parameters listed in Table 1 . The additive Gaussian noise components { u , v , z } were 296 all assumed to have zero mean and unit variance. In each condition, we reported the 297 mean statistics based on 30 independent Monte Carlo simulations.
298
Evoked pain. In the evoked pain condition, we set the initial pain expectation to be 299 zero (i.e., z(0) = 0), and we set u(0) = 0 and v(0) = 0 for the initial Z-scored activity 300 from the S1 and ACC. In addition, we set the pain stimulus x(t) = 1 if t ∈ [4.5, 5] s and 301
x(t) = 0 otherwise. Namely, the first 4-s period prior to the stimulus was treated as the 302 baseline. Given the initial condition, we solved the first-order differential equations 303 using the forward Euler method with time step 1 ms. An illustration of representative 304 traces is shown in Fig. 4A . As seen in the figure, the z-trace closely followed the x-trace; 305 the u trace reached an initial peak and gradually decays; and the v-trace decayed slower 306 than the other traces.
307
The withdrawal latency following the noxious stimulus onset is a standard measure 308
to quantify the acute pain behavior [40] . In our simulations, we used the duration 309 between the onset of input x(t) and the time of z(t) reset as the proxy of withdrawal latency. We found that the latency decreases with increased stimulus intensity or input 311 amplitude ( Fig. 4C ). This is consistent with our prior experimental observations [41] .
312
Spontaneous pain. In the spontaneous pain condition, we set below 0 contributes to a negative area value.
320
To introduce trial variability, we assigned z(0) with different values. By varying the 321 initial condition z(0), we obtained various mean statistics for A u and A v during first dropped below 0 and then slowly rose; when the stimulus x appeared, the u and 335 v-traces gradually rose until z(t) = 0 (reset point), and then decayed to baseline.
336
Furthermore, we varied z(0) in the placebo condition and repeated 30 Monte Carlo 337 simulations. A negative correlation between A u and A v was found ( Fig. 4G ).
338
Sensitivity analysis of gain parameters and transmission delay. Thus far, we 339 have kept all gain (or precision) parameters in unity. Next, we investigated how the 340 assumed that Π 3 = Π 1 in Eq (3). To investigate the impact of gain parameters, we 342 considered two scenarios. In the first scenario, we set Π 2 = 1 and systematically varied 343 Π 1 and Π 3 together. In the second scenario, we set Π 1 = Π 3 = 1 and systematically 344 varied Π 2 . In both scenarios, the ratio Π 3 /Π 2 would deviate from unity. The results 345 from these two scenarios are shown in Fig. 5 . The qualitative phenomenon that 346 describes the correlation between A u and A v were relatively robust with a wide range of 347 gain parameters. In the evoked pain condition, the correlation value remained low. In 348 the spontaneous pain condition, the correlation value showed an increasing trend with 349 increasing Π 1 and Π 3 , and showed a decreasing trend with increasing Π 2 . In the placebo 350 condition, the correlation value remained negative for most of the parameter setup.
351
In task behaviors, the cortico-cortical transmission delay may vary. For cortical 352 communications over long-range connections or information relay between several brain 353 areas, the transmission delay may be even longer. To investigate the impact of 354 cortico-cortical transmission delay, we further varied ∆ u and examined the impact on 355 the correlation statistic ( Fig. 6 ). It was found that the correlation between A u and A v 356
were relatively stable for a wide range of delay parameters.
357
In summary, these simulation results derived from the empirical model replicates limited. Next, we extended the same line of investigations using the mean field model. 361
Computer simulations for the mean field model 362 In the following computer simulations, we used the default parameters listed in Table 2 . 363 We used the forward Euler method to numerically simulate the population dynamics for 364 a total 5.5 seconds (time step 0.1 ms). The pulse input x had a 200-ms duration. A 2-s 365 simulation interval was treated as the baseline period. The initial values of all r E/I and 366 s E/I were set to zero. We computed the midline envelopes of the synaptic activation 367 variable s and firing rate variable s of excitatory populations from the S1 and ACC.
368
Notably, the synaptic activation variable s was also highly correlated with the firing 369 rate variable r (Fig. S1 ), and here we used s to represent the firing dynamics of the S1 370 PLOS 16/49 
parameter ρ for inhibitory/excitatory strength −1.5 Scaling parameter L for long-range projection 0.1 S1/ACC population size ratio κ 2 Gain parameter g S1 2 Gain parameter g ACC 5 Scaling parameter for % of pain-responsive neurons q + S1 , q − S1 , q I 35%, 14%, 10% Slope of sigmoid function σ E = σ I S1: 0.5; ACC: 0.7 Center of sigmoid function h E = h I S1: 4; ACC: 3 Synaptic activation time constant for excitatory population τ s,E 3 ms Synaptic activation time constant for inhibitory population τ s,I 10 ms S1 firing time constant for excitatory population τ r,E 1 ms S1 firing time constant for inhibitory population τ r,I 3 ms ACC firing time constant for excitatory population τ r,E 3 ms ACC firing time constant for inhibitory population τ r,I 18 ms Ratio between activation and inactivation times of the synapse γ E/I 4 Time delay in S1→ACC projection: ∆ S1 20 ms Time delay: ∆ x 20 ms and ACC populations. Because the mean field model is aimed to characterize the 371 mesoscopic neuronal population activity (as opposed to the macroscopic activity in the 372 empirical model), it employs different time constants and delay parameters.
373
To simulate the withdrawal behavior, the reset time of latent variable z was 374 determined when the integration of z from the stimulus onset (in the presence of 375 stimulus) reached a predetermined threshold. When z was reset to 0, x was also 376 simultaneously set to 0, indicating that the animal has withdrawn or escaped from the 377 noxious stimulus. We ran numerical simulations for three pain perception conditions.
378
With different x and z, we simulated the r E/I and s E/I dynamics of neuronal 379 subpopulations in our mean field model. all populations have an oscillatory activity with stable frequency, where the S1 383 population oscillates in the gamma-band frequency and the ACC population in the 384 oscillation and computed their averaged power as a representation of the mean synaptic 386 activation ( Fig. 7B ). As seen in the figure, S1 firing increased quickly after the stimulus 387 onset, as a result of large prediction error; the two activities of the ACC populations 388 increased afterwards, as the latent variable z gradually increased. Right after 389 withdrawal, S1 population firing decreased immediately, while ACC population firing 390 decayed slower. Throughout the trial, the ACC population that received S1 inputs had 391 a greater firing intensity than the ACC population that did not.
392
We computed time-averaged pre-S1 synaptic activation and post-ACC synaptic 393 activation (Methods). By varying the stimulus amplitude, we ran 50 Monte Carlo 394 simulations and found that the result was consistent with the previous empirical model, 395 showing a relatively weak correlation for evoked pain (Fig. 7C ).
396
Spontaneous pain. In the spontaneous pain condition, we set a = 2000, 397 Z threshold = 400. As shown in Fig. S2 , the firing rate of both S1 and ACC populations 398 increased with a similar pace when the initial top-down expectation z(0) was set to a 399 positive value. We computed the pre-S1 and post-ACC activity by varying the initial 400 value of z, and found a strong positive correlation between them (Fig. 7D) , which is 401 consistent with experimental results, as well as our empirical model (Fig. 4E) .
402
Placebo condition. To simulate the placebo effect, we set a negative z(t) to 403 represent a biased subjective pain perception. In the placebo condition, we set a = 2000, 404 Z threshold = 500, and the initial top-down expectation as a negative value. The pulse 405 input has a 200-ms duration. As presented in Fig. S3 , the existence of a negative z 406 produced a large prediction error, driving the S1 population to increase the firing rate, 407
while suppressing the firing of ACC population. After the onset of stimulus, the S1 408 firing rate increased quickly, while the firing rate increase in the ACC population was 409 slower. By varying the initial value of z, we found a negative correlation between pre-S1 410 and post-ACC power (Fig. 7E ), in line with the result derived from the empirical model 411 (Fig. 4G) .
412
Within the predictive coding framework, placebo-induced treatment expectations 413 can be conceptualized as feedback-mediated predictions, which modulate pain by neural processing hierarchy [43] .
416
Chronic pain. To simulate the chronic pain condition, we considered three 417 experimental phenomena observed in chronic pain: the increasing percentage of ACC 418 neurons that receive S1 input, the increasing percentage of pain-responsive neurons in 419 each ACC subpopulation, and the activation of S1→ACC pathway (A. Singh, 420 unpublished data). We focused on the targeted ACC neuron population. Specifically,
421
we increased the percentage of ACC neurons that receive direct S1 input from 20% to 422 30%, increased the scaling parameter q S1 + from 35% to 60%, q S1 − from 14% to 20%, 423 and q I from 10% to 25%, and increased L from 0.1 to 0.2. Other model parameters 424 were kept unchanged as before (see Fig. 8A ).
425
In the evoked pain condition, we first computed the traces of synaptic variable s in 426 single-trial simulations. As expected, with a relatively low stimulus (x = 3.0), the ACC 427 population had a significantly higher firing intensity in the chronic pain condition than 428 in the naive case (Fig. 8B ). When the stimulus was sufficiently high (x = 4.0), the ACC 429 population had a similar firing intensity in both chronic and naive situations (Fig. 8C ). 430
Next, by varying the stimulus amplitude from 1.3 to 5.0, we ran 100 trials and pain, the ACC firing intensity increased disproportionally depending on the stimulus 438 intensity, which is consistent with our previous experimental findings [7] . In addition, 439 we have also computed the maximum synaptic activation as well as the latency to the 440 maximum ( Fig. S4 ).
441
We then considered the activities of ACC subpopulations E 2-1 and E 2-2 separately. 442
As shown in Fig. 8E at low-intensity stimulus, the response of the ACC subpopulation 443
with S1 input was similar to the total population's, showing a significant increase in 444 firing rate from naive to chronic pain. However, the ACC subpopulation without 445 PLOS 19/49 receiving the S1 input did not change their firing significantly (Fig. 8F ). This indicated 446 that the disproportional increase in ACC firing intensity from naive to chronic pain was 447 contributed mainly by neurons that received the S1 input. It is noticeable that under 448 high-intensity stimulus, when the difference in firing between naive and chronic was 449 small for the ACC subpopulation with the S1 input, but this difference was significant 450
for the ACC subpopulation without the S1 input, as shown in Fig. 8G ). Interestingly,
451
we found that the firing of subpopulation E 2-2 was suppressed under the chronic pain 452 condition.
453
Experimentally, we have found the ACC baseline firing rate is higher in chronic pain 454 than the naive condition (A. Singh, unpublished data). Our model prediction also 455 supported this finding (Fig. 8H) , where the time-average of ACC baseline activity was 456 computed over the period [0.5, 1.5] s.
457
In the absence of stimulus, we found that chronic pain induces more sustainable high 458
firing intensity in the ACC. We computed the fraction of time when s was greater than 459 a certain threshold within the period T s (from z onset to withdrawal), and found a 460 sigmoid-like shape with increasing z(0) (Fig. 9C) . From naive to chronic pain, the 461 sigmoid curve shifted toward the left, which indicated that the fraction of time 462 saturated at a lower z level in the chronic pain condition. As shown in Fig. 9A, when z 463 was low, chronic pain induced a higher and sustainable firing response compared with 464 the naive condition. when z was high, both curve saturated so the time above threshold 465 was nearly the same in both conditions (Fig. 9B ). This implies that if spontaneous pain 466 was primarily induced by a top-down input, then the nociceptive response of ACC 467 neurons in spontaneous pain under chronic pain would be more sustainable than that in 468 naive case.
469
In the placebo/nocebo condition, we found a monotonically increasing trend in ACC 470
firing with respect to increasing z in both naive and chronic pain conditions (Fig. 9D ), 471
where negative z(0) corresponded to the placebo effect and positive z(0) to the nocebo 472 effect. This is consistent with the definitions of placebo effect as reduced nociceptive 473 responses and the nocebo effect as increased responses. We also found that the curve 474 shifted upward from naive to chronic pain condition, indicating that the placebo effect 475 was weaker (i.e., feeling less relieved) and the nocebo effect was stronger (i.e., feeling 476 more painful) in chronic pain. The mean firing curve of each subpopulation with regard 477 PLOS 20/49 to z(0) (Fig. 9E ) demonstrated that the ACC subpopulation receiving the S1 input 478 contributed predominantly to this shift.
479
Precise noxious stimulus prediction decreases the S1 response. We first 480 fixed x and investigate how the S1 firing intensity would change in respect to different 481 z(0). As shown in Fig. 10A , the pre-stimulus S1 firing intensity increased monotonically 482 with z(0). However, the post-stimulus S1 firing intensity was determined by the PE, or 483 |x − z(0)|. As shown in Fig. 10B , the curve of post-stimulus S1 firing intensity had a 484 V-shape with regard to z(0), and the minimum of V-shape curve shifted rightward when 485
we increased the stimulus amplitude x. 486 We further investigated the effect of prediction on the S1 firing intensity. We set a 487 positive z(0) and assumed that z remained constant before the stimulus onset, which 488 represented a prediction of the stimulus x. We tested two scenarios: one with zero PE 489 (i.e., z(0) = x), the other with a PE of x (i.e., z(0) = 0). We measured the firing 490 intensity of pre-and post-stimulus S1 excitatory population, respectively. As illustrated 491 in Fig. 10C , when PE was x, the pre-stimulus S1 firing was significantly lower than the 492 post-stimulus S1 firing; however, the trend was reversed when there was a precise 493 prediction (i.e. PE=0).
494
Our mean field model prediction is in line with several experimental findings in the 495 literature. First, human S1 gamma oscillations can predict subjective pain intensity 496 (but not objective stimulus intensity) [44, 45] . Second, the precise prediction of pain 497 stimulus intensity decreases gamma-band activity [10] . Third, the prediction level is 498 positively correlated with the "rating" of pain stimulus [46] .
499
Discussion
500
Neural pathways for pain perception 501 In the paper, we have only focused our attention on the S1 and ACC circuits in the 502 context of predictive coding. In reality, however, many more cortical or subcortical for two ACC subpopulations E 2-1 (w/ direct S1 input) and E 2-2 (w/o S1). difference in the average S1 synaptic activation variable between before and after 808 stimulus in both conditions. All p-values for pairs marked in the graph are less than 809 0.0001, expect for the p = 0.0138 between PE= x and PE= 0 after onset (two pink 810 bars). This indicates that the decrease in S1 firing intensity after stimulus onset was 811 less significant with the presence of feedback. The firing before stimulus was computed 812 from the expectation z onset (from 0 if no expectation) to the stimulus x onset; the 813 firing after stimulus was computed from the stimulus onset to withdrawal. Compared to 814 Fig. 10C , the gap between before and after stimulus was smaller here. A schematic of computational model for the S1 and ACC circuits. (A) In a reduced model, each brain area is described by an excitatory (E) and an inhibitory (I) population of neurons, with inter-and intra-population coupling. The S1→ACC coupling is assumed to be excitatory and unidirectional. (B) A detailed mean-field model that account for biological constraints and details. The pain-responsive ACC neuronal population, E2-1, is assumed to receive a direct excitatory input from the S1 population E1. wEE represents the basic coupling strength between the same type of neuronal populations (E-E or I-I), wEI represents the basic coupling strength between different types of neuronal populations (E-I or I-E). ρ is a negative number that scales the strength of inhibitory input from I-neurons. L < 1 is a positive number that scales the effect of long-range S1→ACC projection. κ represents the size ratio of S1 population to ACC population. (C,D,E) Scatter plots of average pre-S1 synaptic activation s versus average post-ACC synaptic activation s derived from the mean field model simulations (n = 50) in evoked pain, spontaneous pain and placebo condition, respectively. The Pearson's correlation coefficients in three panels were −0.239 (p = 0.095), 0.413 (p = 0.0029), and −0.529 (p = 7.8 × 10 −5 ), respectively. we replotted the average ACC synaptic activation of E 2-1 (w/ S1) and E 2-2 (w/o S1) 828 during T s for low and high stimulus amplitude. Error bars were computed from 15 trials 829 with random initial x(0) ∈ [2.3, 2.7]. For low stimulus amplitude, there was a significant 830 difference between naive and chronic pain for E 2-1 (p < 0.0001, rank-sum test); but not 831 significant for E 2-2 (p = 0.86). For high stimulus amplitude, there was a less significant 832 difference between naive and chronic pain for E 2-1 (p = 0.0082); however, the difference 833 of that for E 2-2 was highly significant (p < 0.0001). (H) Average ACC synaptic w/ S1 (Naive) w/ S1 (Chronic) w/o S1 (Naive) w/o S1 (Chronic)
Ave. ACC synaptic activ. (E) Similar to panel D, except for ACC subpopulations E2-1 (w/ S1 input) and E2-2 (w/o S1 input). The subpopulation E2-1 (w/ S1 input) had a similar shape of the total population, while E2-2 (w/o S1 input) did not increase much from naive to chronic pain. 100 Monte Carlo trials were run with random z (0) There was a significant difference in the average S1 synaptic activation between pre vs. post-stimulus period in both cases. All p-values for pair comparisons marked in the graph were less than 0.0001 (rank-sum test). The pre-stimulus firing was computed from the expectation z onset (from time 0 if no expectation) to the stimulus x onset; the post-stimulus firing was computed from the stimulus onset to withdrawal. w/ S1 (Naive) w/ S1 (Chronic) w/o S1 (Naive) w/o S1 (Chronic) w/ S1 (Naive) w/ S1 (Chronic) w/o S1 (Naive) w/o S1 (Chronic) w/ S1 (Naive) w/ S1 (Chronic) w/o S1 (Naive) w/o S1 (Chronic)
Top-down expectation z(0) w/ S1 (Naive) w/ S1 (Chronic) w/o S1 (Naive) w/o S1 (Chronic) placebo | nocebo w/ S1 (Naive) w/ S1 (Chronic) w/o S1 (Naive) w/o S1 (Chronic)
Top
Top-down expectation z(0) placebo | nocebo placebo | nocebo w/ S1 (Naive) w/ S1 (Chronic) w/o S1 (Naive) w/o S1 (Chronic) All curves have a linearly decreasing shape except for the population E2-2 in chronic pain (purple), which decays exponentially. (C) The latency from the stimulus onset to the maximum defined in panel A for varying stimulus amplitude under the naive (blue) and chronic pain (red) conditions. The latency decay exponentially in chronic pain and linearly in the naive condition. (D) Similar to panel A, except for two ACC subpopulations E2-1 (w/ S1) and E2-2 (w/o S1). Mean and SEM for each group are shown. 100 Monte Carlo runs were run with random initial x(0) ∈ [1.3, 5.0]. (E) Average of middle line of ACC synaptic activation variable s from total population during the duration Ts for varying top-down expectation z(0) under naive (blue) and chronic pain (red) condition. (F) Similar to panel E, except for two ACC subpopulations E2-1 (w/ direct S1 input) and E2-2 (w/o S1 input). Mean and SEM for each group are shown. 100 Monte Carlo runs were run with random initial z(0) ∈ [0.6, 3.6]. (G) Maximum of middle line of ACC synaptic activation variable s from total population during the duration Ts between the stimulus onset to withdrawal, for varying top-down expectation z(0) under the naive (blue) and chronic pain (red) conditions. (H) Similar to panel E, except for two ACC subpopulations E2-1 (w/ direct S1 input) and E2-2 (w/o S1). The curves in panels G and H have similar shapes as in panels E and F. (I) The latency from the stimulus onset to the maximum of ACC synaptic activation for varying top-down expectation z(0) under naive (blue) and chronic pain (red) condition. (J) Similar to panel K, except for two ACC subpopulations E2-1 (w/ direct S1 input) and E2-2 (w/o S1). Mean and SEM for each group are shown. 100 Monte Carlo runs were run with random initial z(0) ∈ [−3.0, 3.0]. (K) Maximum of middle line of ACC synaptic activation variable s from total population during the duration Ts between the stimulus onset to withdrawal, for varying top-down expectation z(0) under naive (blue) and chronic pain (red) condition. (L) Similar to panel I, except for two ACC subpopulations E2-1 (w/ direct S1 input) and E2-2 (w/o S1). Ave. S1 synaptic activ. (a.u.) before onset after onset Fig S5. Comparison of average S1 synaptic activation at different periods (before vs. after onset) and PE values: PE= x (or z = 0) and PE= 0 (or z = x), with feedback from the ACC to S1. A total of 15 Monte Carlo trials were run with random x(0) ∈ [1.8, 2.2]. Mean and SEM were presented for each group. There was a significant difference in the average S1 synaptic activation variable between before and after stimulus in both conditions. All p-values for pairs marked in the graph are less than 0.0001, expect for the p = 0.0138 between PE= x and PE= 0 after onset (two pink bars). This indicates that the decrease in S1 firing intensity after the stimulus onset was less significant with the presence of feedback. The firing before stimulus was computed from the expectation z onset (from 0 if no expectation) to the stimulus x onset; the firing after stimulus was computed from the stimulus onset to withdrawal. Compared to Fig. 10C , the gap between before and after stimulus was smaller here.
