The applicability of the time-and slip-predictable earthquake recurrence models to Italian seismicity is tested through a more stringent statistical procedure than previously employed. This procedure has the following main features:
(4) the common simple inspection for alignment in the cumulative (or noncumulative) sequence of coseismic slips is translated into an equivalent regression problem, which is studied through the analysis of variance in two stages for the data being compatible with the models;
( 5 ) clustered large events within each region are accounted for by 'attaching' to each main event all the following occurrences within a given time window; (6) different magnitude thresholds are used to ensure that each event releases strain in a whole region.
The procedure is applied to two different sets of data, which, in order to maximize the number of analysable recurrences, both rely on the moment-magnitude scaling law to estimate the coseismic slip, and have therefore an intrinsic accuracy similar to that of the sets used in previous studies. The first set of data considers the complete catalogue for Italian seismicity and, capitalizing on the most extended and reliable historical seismic record in the world, contains several recurrences in each region. The second one, based only on instrumental recording, considers the recent activity of a more detailed subset of three low-seismicity regions. Each region is analysed separately to avoid bias in the regression and since it does not appear feasible to assume that the tectonic setting and the mechanical properties are identical everywhere. This analysis yields that the time-and the slip-predictable models offer a satisfactory fit to reality, respectively, in just two regions and one region out of the 19 globally analysed. The reasons for this negative result, at odds with the positive evidence which has been reported in the literature for the time-predictable model, are analysed. The potential causes might be several, but applying the same procedure to the flagships of these models, i.e. Bufe, Harsh & Burford (1977) , Shimazaki & Nakata (1980) and Papazachos (1989 Papazachos ( , 1992 , yields similar negative results. The origin of this general incapability (with very few exceptions) of the timeand slip-predictable models to represent the data appears therefore to be the stringent validation procedure adopted here. Such models appear thus too crude to be a tool of general practical utility, and can be tentatively used for time-dependent
INTRODUCTION
The phenomenology of the time-and slip-predictable earthquake recurrence models (from now on TP and SP) can be summarized as follows (Bufe et af. 1977; Shimazaki & Nakata 1980) : in the TP model the time between two occurrences in a seismic region is proportional to the 'size' of the first one, while in the SP model the 'size' of an event is proportional to the time elapsed since the previous one. Implicit in this description is also that the models are valid for the 'largest' earthquakes in each region. If either model really applied, it would represent an invaluable tool in estimating the time-dependent seismic hazard of a given region. From a theoretical point of view, such models are clearly oversimplified (cf for example , Scholz 1990 ), but the lack of a detailed understanding of the earthquake source mechanisms does not allow us to exclude a priori that the many contributing effects sum up to yield a simple phenomenology. On the other hand, the practical applicability of such models must rely on unquestionable empirical grounds. Somehow, indefinite results have been so far obtained in this respect; positive evidence has been reported in some cases (Bufe et al. 1977 Nishenko 1985; Papazachos 1989; and negative in others, with no apparent systematic structure (Thatcher 1989 ). Here we attempt to provide some further phenomenological insight by deriving a more stringent procedure to test the empirical validity of such models and applying it to Italian seismicity.
TESTING THE EMPIRICAL VALIDITY OF TIME-A N D SLIP-PREDICTABLE MODELS
In attempting to ascertain the empirical validity of the TP and SP models we face a number of problems, which will be discussed in detail below. The first problem is represented by using such models in a general tectonic setting, i.e. with a geometry different than the planar 'megafault' for which they were originally proposed. A quick analysis shows that the models are compatible also with a 3-D geometry. The second problem is the definition of the boundaries of each region in which the models are to be applied. This is generally operated on a subjective basis and therefore invites bias. While a fully objective regionalization is probably impossible, we attempt to minimize this problem by operating two independent selection criteria. The third problem is the identification of the incomplete parts of the catalogue, which must be excluded from a n a w id false results. We base the completeness evaluation on especially tailored statistical algorithms of proven efficiency. The fourth problem is represented by adopting a more reliable statistical validation procedure than the common simple alignment inspection. We translate this into an equivalent regression, which we analyse in terms of the variance. The fifth problem is that in some cases two or more earthquakes of comparable size occur so closely in time that it is impossible to hypothesize strain reloading. A slight modification of the original model, redefining an occurrence as a cluster of events within a time window short in comparison with average cycle time can easily account for this. The sixth problem is that each occurrence considered by the models should be large enough to release the accumulated strain in a whole region. We adopt different thresholds for the minimum size and analyse the stability of the results.
Let us now discuss each problem, leaving some details to the last part of the paper, in which we analyse a practical application to Italian seismicity.
Are time-and slip-predictable models tied to megafault geometry?
The TP and SP models have been originally proposed to describe the behaviour of earthquake faults constituting 'patches' of a single megafault (Bufe et al. 1977; Shimazaki & Nakata 1980) , but the megafault concept applies only to simple plate margins. Virtually all other tectonic settings are not amenable to such a simple scheme. Italy, as well as the whole central Mediterranean basin, is a typical example.
Fortunately, it appears straightforward to rewrite the TP and SP models in three rather than in two dimensions, reconciling them, at least in principle, with a generally complex non-megafault tectonic setting, as is applicable in most zones of continental deformation. To this extent it is sufficient to assume that each seismic region contains a number of active seismic faults arranged either all on the same plane (Fig. la) , i.e. according to the standard 2-D (megafault) pattern or, more generally, in a non-coplanar pattern (Fig. lb) . Each of these faults undergoes a strain linear with time but this is generally accommodated by aseismic slip except on some specific locked faults (cf: Kanamori asperities), which vary at each cycle (e.g. Pantosti, D'Addezio & Cinti 1993) . Those faults accumulate strain and, when the critical value is reached, they release it seismically through the earthquakes which enter the loading/release diagram of SP and TP models. In this way, each region undergoes a continuous tectonic loading, which is constantly accommodated through aseismic slip on most faults, except on the locked few, which slip seismically.
Some notes are in order. First, since the locked faults change at each cycle, while the variable entering the TP and SP models must be representative of a whole region, it must be some kind of spatial average, over each region, of the strain released (seismically) by each occurrence. A natural choice appears to consider a spatial average of coseismic slip. This has in turn two implications, related respectively to how this slip is measured and to how it is averaged. Surface geodetic measurements of the coseismic deformation do not yield an unequivocal answer and are so far available with a sufficient resolution for just a handful of events. Detailed indirect estimates of coseismic slip can be made inverting Eurbhquuke recurrence models in Italy 455 \ \ Figure 1 . Sketch of the active faults of a seismic region for time-and slip-predictable models in two (planar) (a) and three dimensions (non-planar) (b). For a given cycle, all faults undergo aseismic slip except the locked sections (shaded), which accumulate strain and release it only through an earthquake.
high-quality recorded seismic waveforms. But this requires high-quality data and it is possible only for the most recent occurrences. Estimates of lesser quality can be obtained by evaluating scalar moment from the gross features of the waveform, but this also requires full seismograms of decent quality, which are not always available. The standard approach so far adopted in earthquake recurrence studies uses a different perspective: while data accuracy is undoubtedly important, even more important is to analyse the largest possible number of recurrences in each region. Therefore, coseismic slip has been estimated only approximately on the basis of moment-magnitude scaling laws (Hanks & Kanamori 1979; Kasahara 1981; Purcaru & Berckhemer 1982) , which rely just on the widely available magnitude parameter.
As regards the spatial average, what matters is to represent the collective behaviour of a whole region. Independently of the geometrical (2-or 3-D) arrangement of the faults in each region (Fig. I) , the spatially averaged coseismic slip ( u ) produced by an event can be defined as the slip u on the source fault(s) weighted by the ratio of the area of the source fault(s) A to that of the active faults Atotal globally present in the region (Brune 1968) where p is the rigidity modulus, M,, is the scalar moment, A is the area of the source fault and Atotal is the total area of the faults in the region. Note that using this definition has the great advantage of considering just the scalar moments of the events, excluding the value of Atotal, which is generally unknown.
The spatial average of coseismic slip is then proportional to the seismic moment of each event. At the same time, taking into account that some events are composed of a cluster of two or more earthquakes, in light of the section on 'Accounting for clustered events' below, each event is redefined as the sum of the moments of the occurrences within a given time window short with respect to cycle time.
Identifying the seismogenic regions
This question is often disposed of on the basis of little discussion. On the other hand, it appears crucial since it defines the very sequence of events to be analysed, and, in order to give meaningful results, it should be performed a priori, and rely on criteria totally independent from the analysis of the TP and SP models. The paramount importance of this point relies on the fact that operating a non-random sampling of the earthquakes, and analysing sets of limited size, one can obtain apparent regularities at will. For example, consider the two series of random numbers chosen (Table 1 ) from columns 8 and 9 of the first two row groups of the RAND tables (e.g. Abramowitz & Stegun 1972, p. 991) : taking corresponding pairs in a x, y fashion they have a significant correlation and an R2=0.7. Obviously, there is no systematic behaviour in the RAND tables. The only cause of this apparent correlation is our non-random choice. As with all seismic regionalizations, the problem does not appear completely solvable and some degree of subjectivity must be accepted. In many cases, even operating just slight adjustments on region boundaries, which are always possible due to the strictly semiquantitative nature of tectonic arguments, can be critical.
We attempt to minimize this intrinsic subjectivity by adopting two independent criteria relying on different definitions of a region. The first criterion defines a region on the basis of tectonic character identity, i.e. compressive, tensional, etc. The boundaries of each region are therefore identified in terms of observable geological structures and lineaments, enclosing crustal domains in which the same tectonic character is retained. To ensure independence this regionalization should be performed by an author different to the one who makes the analysis, and left absolutely unchanged. Not all regions can be analysed, but only those containing a sufficient number of events to compute the statistics. According to the formulation we use (see 'selecting an appropriate validation procedure') the bare minimum appears to be four occurrences.
The second criterion defines a region as the site of a strong interaction among diverse active faults which may have different tectonic characters provided that they are spatially contiguous. It is in some sense complementary to the first one, since it disregards tectonic identity and accounts solely for the spatial proximity of epicentres. To identify regions according to this second criterion, earthquake epicentres are spatially filtered through a 21-pole Gaussian spatial (bidimensional) filter of the type
which has an amplitude response
and provides an efficient smoothing without introducing phase shifts (see, e.g. Aganval & La1 1972; Chan & Leong 1972) , yielding unbiased pictures of epicentral clustering (Mulargia, Gasperini & Tinti 1987) . A contour line constraint comes from the fact that a minimum number of four events is required in each region, so that the boundaries of each analysable region are identified by the contour line of four events. In some cases, as it is apparent in the following, further partitions with a larger number of events are possible.
Evaluating catalogue completeness
Catalogue incompleteness implies a recorded seismicity which is different to the real one. If not appropriately identified and excluded, the incomplete parts of a catalogue can void any further analysis. We study completeness through a statistical technique (Mulargia & Tinti 1985) which has proven to be much more efficient than the standard contingency tables (e.g. Caputo & Postpischl 1974) or Stepp's (1971) methods. A detailed discussion of this algorithm, which is based on a non-parametric sequential search of different regimes in seismicity, is beyond the scope of this paper, and the interested reader is addressed to the original work. A brief outline is given in the Appendix.
Selecting an appropriate validation procedure
We analyse the validity of the TP and SP models in the following way. First of all, a quick check of similar triangles in Fig. 2 allows us to translate the alignment in the strain release curve into a slip-versus-time equivalent regression problem. In the TP model the regression is performed using as the dependent variable the slip u, of the ith event and as the independent variable the subsequent time interval (t,+l -t,) (Fig. 2) . In the SP model the regression is performed using u , +~ as the dependent and ( t r t l -t,) as the independent variables. This is studied through a leastsquares regression with non-zero constant term y = a + bx, since a = 0 and b # 0 are necessary features for the models to be applicable and cannot be assumed a priori, taking, for example, a regression of the type y = bx, but must be tested (c5 Draper & Smith 1981).
We then ascertain if the data support the TP and SP models by splitting the problem into two. The first subproblem considers the existence (or non-existence) of a significant (linear) correlation between the elapsed time and the slip of the previous event (TP model), or of a significant correlation between the average coseismic slip of a seismic event and the time elapsed since the previous one (SP model). In terms of the regression this reads as a slope b # 0. Furthermore, since the accumulated strain is proportional to time after each occurrence (see Fig. 2 ), the constant term in the regression must be zero, i.e. a = 0.
The second subproblem can be addressed only if the first one received a positive answer, and regards assessing how good the TF' and SP models are at explaining the data. In other words, the first question is whether the data are compatible with the TP and SP models, and, provided that the answer is yes, the second one concerns how efficient they are in reproducing reality, since R2 gives a measure of the fraction of the data explained by the models.
The first subproblem is reformulated in the framework of statistical decision theory as testing first the hypothesis {Ha; b = 0} versus the alternative b # 0. Since the estimated standard deviation of b is equal to
F. Mulargia and P. Gasperini (4)
assuming a (close to) normal distribution for the errors E;, H,, is tested through the statistic
which is t-distributed with (n -2) degrees of freedom, n being the number of independent data, E. the regression estimated K, Y and X are, respectively, the average coseismic slip and time. The significance level at which the H, hypothesis can be rejected is then determined by reading the critical t and F tables. The standard choice of statistical decision theory is certainly to reject a hypothesis if the test yields a significance level 20.05, and tentatively to reject it if the test yields a significance level between 0.05 and 0.10.
If according to this analysis the coefficient b is found to be significantly different from zero and positive, a similar test is used to ascertain that a =O. In this case we test the hypothesis {H,; a = 0) versus the alternative a # 0. The formal equation of this test is a n X (Xi -X, , , , [ * with n -1 degrees of freedom.
Indeed, as is discussed in the following section, we account for clustered earthquakes within a time window of length w small with respect to the typical cycle time. This yields the fact that a, in the case of clustered events, may not be exactly zero but rather is positive and equal to the product 6w of the average rate of 'clustered' slip within the window and the window length w (cf: Fig. 2) . However, in all the cases we examine, 6w is so small that it can be disregarded and the test can be conducted on the hypothesis {Ha; a = 0) versus the alternative a # 0.
The second subproblem is simply studied through the square of the regression coefficient R2, which gives the fraction of data explained by the model. Acceptable models have R2 values larger than 70 per cent.
Note that each region must be analysed separately for two reasons. The first one is to avoid false results in the regression. In fact, if regions with frequent small events and regions with less frequent larger events are analysed together a fictitious significant regression is introduced in the data (Fig. 3) . The second one is that the loading rate (the slope b in the regression) is ruled by both local tectonics and the mechanical properties, which is unjustified to assume identical in all regions.
Accounting for clustered events
It happens occasionally that one occurrence is not represented by a single earthquake but rather by two or three, which are separated by a time interval much shorter than the typical cycle time (Thatcher 1990 ). This evidence is also sometimes described as the occurrence of anomalously large aftershocks of magnitude comparable with the main earthquake (cf: Bonafede, Mulargia & Boschi 1980) , under the very reasonable hypothesis that following earthquakes have been triggered by the strain rearrangement produced by the first earthquake. Note that including these events in the loading-release diagram would immediately rule out the TP and the SP models (cf: Fig. 3 ). However, this inclusion is not justified since, physically, it is unreasonable that the system has reloaded in a very short time. A viable explanation seems to be that other locked faults existed in the region although strained at a lower level. Strain migration from the first event has raised the level on them above critical. These closely following earthquakes should therefore be seen as part of the first occurrence. The problem can then be solved by redefining one event as the sum, in terms of average slip, of all the events in the region clustered within a time window of length w much smaller than the cycle time. This implies a modification of the standard models, with each main shock accounting for the sum of the average coseismic slip (calculated through the sum of the scalar moments; cf : Papazachos 1989 ) of all the events within the region and in the time window (Fig. 4) . 
The lower threshold for the events to be analysed
Under the assumption that in the seismic regions release occurs essentially through earthquakes, each event to be considered in strain loading-release analysis must release the accumulated strain in a whole region (Sykes & Quittmeyer 1981 ). An estimate of the minimum size of earthquakes to be taken into account can be inferred from the extension of the crustal region in which an earthquake releases tectonic strain, depends on seismic efficiency and can be in turn approximately estimated from the aftershock area, which shows a great variability: Kanamori & Anderson (1975) suggest a range of at least two decades. The safest strategy seems therefore to make use of different threshold values and examine the stability of the results.
A N APPLICATION TO ITALIAN SEISMICITY
The general tectonic style of Italy is dominated by the collision of the African and the Eurasian plates (e.g. McKenzie 1972; Morelli 1978; Bath 1979) , but the picture at the regional scale is complex and only recently has a detailed neotectonic regionalization been derived (Scandone 1992 ). The latter is essentially based on an exhaustive field recognition of structures and lineaments showing evidence of recent activity and identifies 58 regions of homogeneous tectonic character, i.e. compressive, tensional, etc. (Fig. 5) , with areal extents varying from lo2 to lo4 km'. Note that some regions (regions 1, 28, 52 and 53), while retaining the same tectonic characters are disjointed by a major structural discontinuity and are therefore divided into two separate regions.
Both the instrumental and the historical seismicities of the Italian territory are well known. As a seismic catalogue, we use the Istituto Nazionale di Geofisica, I1 Catalog0 dei Terremoti (1993) , which covers the period 1500 Bc-present, currently filing more than 50000 events. In order to homogenize the instrumental and non-instrumental portions, maximum intensity data have been converted into magnitudes (scaled on local magnitude) according to a tabular relation based on the median values in each intensity class (Table 2 ). This method is the most effective (Sibol, Bollinger & Birch 1987) , and, since intensity is known with an indetermination certainly smaller than one degree, magnitude can be inferred with an error around 0.6, comparable with instrumental estimates.
This catalogue has been carefully studied for completeness using the statistical technique mentioned (see Appendix), which shows the catalogue to be complete for events with M 2 5.6 after year 1600, for events with M 2 4.5 after year 1900, for events with M 2 3.6 after year 1968, and for events with M 2 3.0 after year 1970. These constraints are used in the following analysis.
The average coseismic slip of each event is estimated from magnitude through the magnitude-moment scaling law derived for Italy (Bonamassa et al. 1984; Console & Rovelli 1985) log M, = ISM + 9.1. As discussed above, in 'Are timeand slip-predictable models tied to megafault geometry?' this parametrization is certainly not the best possible, but it is the same one adopted by previous analyses.
For the first set of data, the regionalization is effected according to both the regionalization criteria previously discussed. The tectonic criterion together with the minimum number of four occurrences allows us to study six regions, i.e. (see Fig. 5 ) region 27 (Appennino Forlivese), region 29 (Appennino Umbro-Marchigiano), region 41 (Irpinia), region 44 (Crati), region 46 (Stretta di Catanzaro) and region 50 (Eolie-Patti). The epicentre spatial clustering criterion is applied with a grid d of 0.2 degrees both in latitude and longitude, together with A = 2/d. Here the minimum number requirement allows us to study six regions (Fig. 6) . However, some of the clusters identified by the latter criterion (the ones of Calabria, Irpinia-Basilicata and Naso) contain a comparatively high number of events; using the threshold of four events per region, smaller subregions can also be analysed (see Fig. 6 ). In conclusion, the regions that can be studied are: 1, Forlivese-Mugello; 2, Appennino Umbro-Marchigiano; 3, Aquila-Norcia; 4, IrpiniaBasilicata; 5, Irpinia-Basilicata second level; 6, Calabria; 7, Calabria second level; 8, Calabria third level; 9, Naso; 10, Naso second level. The events entering the regions of the first set are shown in Table 3 .
The regions we identified according to either criterion have an area varying from 800 to 4000 km'. It is therefore possible that even M = 5.6 events release strain in a whole region. Following 'The lower threshold for events to be analysed' above, we also analyse the first set with magnitude thresholds equal to 6.0 and 6.4. Higher threshold values cannot be used since they reduce the number of occurrences below the limit of four, which is the lowest possible for analysis. Event clustering within each region is accounted for by 'attaching' to each event entering the slip release diagram all the earthquakes with M 25.6 in a window length 0.1 times the cycle time. Windows up to 0.3 have been tried and found to produce no significant difference.
The second data set focuses on the recent instrumental record of low-seismicity regions provided that their historical records do not show evidence of larger activity. The aim is here to restrict the analysis to the complete part of the instrumental catalogue, which should be more reliable than its historical counterpart. An exhaustive search of analysable regions, according to the above criteria and constraints, leads to the identification of three regions, with the boundaries selected according to tectonic criterion (Fig.   5 ), but with the epicentre clustering producing no difference in the sets of events: the north-western Apennine (region 20), the Colli Albani (region 31) and Gargano (region 37). According to the completeness pattern, analysis is restricted to earthquakes with M r 3 . 6 after year 1968 in the north-western Appennine, events with M 2 3.0 after year 1970 in the Colli Albani, and events with M 2 4.5 after year 1900 in Gargano. The events entering the regions of the second set are shown in Table 3 . Also in this case, event clustering within each region has been accounted for by 'attaching' to the first occurrence the following earthquakes with magnitude above the completeness threshold in the window 0.1 times of the cyclic time, after verifying that windows up to 0.3 produce no significant difference. The test is conducted with magnitude thresholds of 3.6, 4.0 and 4.4 in the north-western Apennine, 3.0, 3.6 and 4.0 in the Colli Albani and 4.4, 4.6 and 4.8 in Gargano. 0 T r a n s f e r For e l a n d
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U n c e r t a i n
Ewe 5. The major Italian tectonic zones according to Scandone (1992) . Only some of them could be analysed (first and sccond scl) duc to an insufficient number of events. 
RESULTS AND DISCUSSION
The results of the analysis, which are reported in Table 4 There are just a few exceptions, i.e. cases in which the models appear to provide a satisfactory picture of realitj with little influence of the magnitude threshold used. Both exceptions regard the larger Italian seismicity according to the historical-instrumental catalogue. This is the case of the Tp model in the Irpinia-Basilicata smaller region and of the SP model in Calabria. In both cases, over a number of four to six recurrences, the models correctly represent the pattern in the data with a correlation coefficient R'20.9. These results appear positive enough to attempt a prediction (Table 5) including four events, the minimum we set for analysis, are shown. The locality names are: 1, Forlivese-Mugello; 2, Appennino Umbro-Marchigiano; 3, Aquila-Norcia; 4, Irpinia-Basilicata; 5, Irpinia-Basilicata second level; 6, Calabria; 7, Calabria second level; 8, Calabria third level; 9, Naso; 10, Naso second level. seems immediately possible ( Table 5 ). Both these regions have been defined through the contouring criterion. In two other regions defined by the tectonic criterion the models appear compatible with the data: in region 41 (Irpinia) the TP model provides the correct pattern, i.e. b # 0 and a = 0, and is able to explain about 0.7 of the six recurrences (R2 = 0.68); here the next occurrence is predicted at year 2057 * 22. Note how in the case of Irpinia-Basilicata defined by the contour criterion and Irpinia defined by the tectonic criterion the results are very similar. This essentially is due to the fact that the earthquake sets are almost coincident ( Table 3 ) . The SP model is also compatible with the pattern of region 29, but the scatter in the data is large, and it is able to explain only approximately 1/3 of the 11 recurrences (R2=0.32). As regards the second set of data, concerning the most recent instrumental data in lowseismicity regions, in no case were the TP and SP models found to provide a reasonable fit to the data. Our results are essentially at odds with the ones which have appeared so far in the literature. Several reasons may be responsible for this discrepancy.
A first cause could be the particular tectonics of Italy. But this should compare with the positive results claimed for Greece (Papazachos 1989; , which has a fairly similar setting.
A second plausible cause could be the use of events of insufficient size, incapable of releasing strain in a whole region. But our results appear independent of the chosen magnitude threshold: an increase of as much as 1 degree in magnitude produces no change. On the other hand, the mentioned empirical aftershock area versus magnitude relations (Kanamori and Anderson 1975) , suggest values of the order of 10-103km2 for an M z 6 . 0 event and 102-104km2 for an M=7.0 event, and our highest thresholds might still be too low. Whether the use of higher thresholds would reverse this issue is unknown, since the number of recurrences is insufficient for analysis.
A third cause could be a relatively lower data quality, in particular for the first-data set which partly has a non-instrumental character. However, the reliability of Italian historical data, due to the density of inhabitants and Table 4 . The result of the t tests on each of the seismic regions analysed. The table shows the lowest significance level s.1. at which the hypotheses of no correlation (b = 0) and of constant term equal to zero (a = 0) can be rejected. Since the slip-predictable (SP) and time-predictable T P models require that b # 0 and a = 0, the cases in which these models appear compatible with the data are those with s.1. {b} 5 0.10 and s.1. {a} 2 0.10. Only for them the correlation coefficient RZ is calculated to see what fraction of the data is explained by the models. The first set (larger historical-instrumental activity in high-seismicity regions) is shown for various magnitude thresholds (see text) in Table 4a , while the second set (recent instrumental activity in low-seismicity regions) is shown in Table 4b . Only regions with a minimum of four occurrences have been analysed. The table shows the lower magnitude threshold used, region name, type of model, and number of data N , together with t(a), r(b) values and related significance levels. N/A means that the values of a and b could not be calculated (see Table 3 ). cultural traditions, yields records of comparable quality with the instrumental ones (cf Table 2 ). Furthermore, the second set of data, which is of good instrumental quality, fared even worse. Was the quality of the data sets which obtained positive results in terms of the applicability of these models substantially better than the ones we used? Let us limit the analysis to the most important positive examples, which consider the applicability of the TP model and are those of Bufe et al. (1977 ), Shimazaki & Nakata (1980 , and Papazachos (1989 Papazachos ( , 1992 , which is also partially positive on SP. Shimazaki & Nakata (1980) used direct estimates of the average coseismic slip based either on palaeoseismic evidence or on historical reports of the height of tsunami waves, both relative to sites at an unknown distance from the earthquake source. Even leaving aside the problem of dating palaeoseismic events, it appears very difficult to assign a reliability to these estimates. The work of Bufe et al. (1977) was based, as ours, on magnitude-moment indirect estimates of coseismic slip on the basis of recent instrumental data of quality no better than our set 2. The same is true for Papazachos (1989 Papazachos ( , 1992 , who also analysed several areas together, an operation which assumes identical tectonic loading conditions and mechanical properties everywhere, and which, as discussed above, introduces a potential bias. In addition, the latter data sets included several non-instrumental historical events of quality presumably lower then the coeval ones on Italian territory.
Last, but certainly not least, our statistical validation method, more stringent than the ones used so far, could be a main reason for the discrepancy. In order to demonstrate this, we apply our validation method to the abovementioned papers. Actually, our method can be applied only partially, since we cannot modify the original regionalizations. Note that these seem to rely on ad hoc criteria to 6.9 -0.1 Today 7.1 -0.1 Within 50 y 7.2 -0.1 Within 100 y maximize the apparent efficiency of the TP model (Bufe et al. 1977) , and on more or less detailed tectonic criteria (Shimazaki & Nakata 1980; Papazachos 1989; . A time window of length 0.1 times the average interevent time is used for clustering. The results of this analysis are shown in Table 6 (see also Fig. 7) , where it is apparent that, according to our validation procedure, the TP model is compatible with only a very few sets. In particular, Bufe et aZ. 's (1977) data are not fitted by a TP model, nor are those of Bolt & Miller (1975) . Only when the two sets are combined does the TP model become acceptable and provide a good fit (R2 = 0.88). Two regions (southern Boso peninsula and Kikai island) out of three of Shimazaki & Nakata (1980) can be analysed. In no case are the TP or the SP models found to work. Only four (Leukada, Cephalonia, Zakynthos and Thessalia) of the seven regions of Papazachos (1989) reach the minimum of four events and can be analysed. Only one of them, Thessalia, appears compatible with the TP model (which also gives a good fit, with R2 larger than 0.98), irrespective of the lower magnitude threshold, and none with the SP model. The four-event limit allows us to analyse 29 regions (out of 68) of Papazachos (1992) . In only three of them (Monte Negro, South Evoikos and Southwest Crete) the TP model appears compatible with the data, where it provides a very good fit (R2 values, respectively, 0.84, 0.98, 0.99) . Increasing the lower magnitude threshold to 7.0 leaves matters unchanged. Note that the SP model appears compatible with the data in one region (Lesbos), and gives an R2 of 0.71. In all cases it is the test for significant correlation ( b ZO) which appears critical: when this is passed a good part of the data (i.e. R2) is explained by the models. It seems, therefore, a justifiable conclusion that the more stringent procedure that we used for model validation is the major reason that neither the time-predictable model Shimazaki & Nakata (1980) . and Papazachos (1989 Papazachos ( , 1992 nor the slip-predictable model appear to be practically feasible tools, except, tentatively, in a very few regions.
CONCLUSIONS
The time-and slip-predictable earthquake recurrence models have been found to give a poor representation of Italian seismicity. The discrepancy of this negative result with the positive ones reported previously in the literature is very apparent, since applying the same validation procedure adopted here to 'flagships', like Bufe et al. (1977) , Shimazaki & Nakata (1980) , and Papazachos (1989 Papazachos ( , 1992 , of the time-predictable model yields similar negative results, barring a handful of regions where the model appears to work. Nor does this model appear substantially better than the slip-predictable model, which is found to work in an equally small number of regions. As regards Italy, this analysis demonstrates that the time-and slip-predictable models seem to offer a reasonable tit to reality, respectively, in just two regions and one region out of the 19 analysed globally. Specifically, irrespective of the regionalization criterion, the time-predictable model provides a satisfactory fit only to the historically larger seismicity in the Irpinia-Basilicata region (which was the site of the last catastrophic Italian earthquake on 1980 November 23, M = 6.9) placing the next M 2 5.6 occurrence around the year 2050. The slip-predictable model appears compatible only with the occurrence record of Calabria, where the accumulated deformation already appears to be sufficient to trigger an event in excess of M 2 6.9. The inability of these models to reproduce the data in a satisfactory way is in agreement with some detailed studies of strain release in seismic cycles (Thatcher 1990) , and is shown here by the stringent validation procedure adopted. This also suggests that more complex models are required. An appealing choice, at least in principle, is to switch to locally non-linear, anelastic constitutive laws and to regard earthquakes as 'self-organized critical phenomena ' (Bak & Tang 1989) .
