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Introduction
The goal of this diploma thesis is to give a detailed description of Kirillov’s Orbit Method for the
case of compact connected Lie groups. The theory of Kirillov aims at finding all irreducible unitary
representations of a given Lie group G. By a representation we mean a homomorphism from G to
the group of linear transformations of a vector space. The classical result is the following (cf. [Vog87,
Theorem 10.1]).
Theorem (Kirillov). Suppose G is a connected, simply connected nilpotent Lie group with Lie algebra
g. Then the irreducible unitary representations of G are in a natural one-to-one correspondence with
the set of orbits of G in g∗.
For more complicated Lie groups this statement is no longer true. One has to make amendments
such as restricting to a subset of the set of orbits or trying to attach multiple representations to a
single orbit (cf. [Vog87, §10]). Though people have worked on this topic for decades there is still no
generalization which covers all Lie groups or even the case of reductive groups.
Nevertheless there are techniques which work for certain subclasses such as, for example, compact
connected Lie groups. Here one can see what made the Orbit Method so interesting in the first place:
its geometric cleanness which inspires hope that there is still a deep reason to be found why it works.
At the end of this thesis we will have seen that the Orbit Method for compact connected Lie groups can
be directly related to the classical Borel-Weil approach. This also means that it yields no new results,
but it is a nice example for this beautiful theory and will, perhaps, help to understand representation
theory for other classes of groups.
The first chapter is intended to recall some facts about Lie groups. The most important result is
that for a functional λ on the Lie algebra t of a maximal torus in a compact connected Lie group the
stabilizer is of the form C(T1) for a smaller torus T1. This allows us to define a complex structure
on the coadjoint orbit Oλ = G/C(T1). In the second chapter we present the Borel-Weil Theorem
which tells us that all irreducible unitary representations of a compact connected Lie group can be
realized in the space of holomorphic sections of the bundle G×τ C, where τ is a character of a maximal
torus. Finally, in the third chapter we show that coadjoint orbits are symplectic manifolds for which
prequantization yields a complex line bundle. Then we investigate for which classes of coadjoint orbits
one obtains representations in the space of polarized sections of the prequantum bundle. This will lead
us back to the result of Borel-Weil.
1
Chapter 1
Structure Theory of Compact Lie
Groups
1.1 Fundamentals
1.1.1 Smooth Manifolds
This section is not intended as an introduction to differentiable manifolds. We merely introduce
notations and some tools. For a comprehensive introduction into this topic consult, for example,
[Nar85], [War83] or [Hil06].
Definition 1.1.1. Let M be a second countable Hausdorff topological space. We say that M is a
smooth manifold of dimension n if there is given a family of pairs {Uj, ϕj}j∈J , where Uj is an open
set in M and ϕj : Uj → ϕ(Uj) is a homeomorphism of Uj onto an open set in Rn such that
(i)
⋃
j∈J Uj =M ; and
(ii) whenever j, k ∈ J such that Uj ∩ Uk 6= ∅, then
ϕk ◦ ϕ
−1
j : ϕj(Uj ∩ Uk)→ ϕk(Uj ∩ Uk) (1.1)
is a smooth map.
By smooth maps, we always mean infinitely differentiable maps.
The family A = {Uj, ϕj}j∈J is called an atlas of M and its elements are called charts. If
B = {Vk, ψk}k∈K is another atlas of M , then A and B are said to be compatible, if A ∪ B satisfies
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(1.1). Then A and B are contained in the larger atlas A∪ B. An atlas which is maximal with respect
to inclusion is called a differentiable structure. One can show (cf. [War83, p.5]) that each atlas of
M uniquely determines a differentiable structure on M .
Definition 1.1.2. LetM be a smooth manifold with atlas {Uj , ϕj}j∈J . Let f : M → C be a continuous
function. We say that f is smooth if for each chart (Uj , ϕj) the map
f ◦ ϕ−1j : ϕj(Uj)→ R
is smooth. Similarly, if N is another smooth manifold with atlas {Vk, ψk}k∈K , then a continuous map
f : M → N is called smooth if for all p ∈M there are j, k such that p ∈ Uj , f(p) ∈ Vk and the map
ψk ◦ f ◦ ϕ
−1
j : ϕj(Uj)→ ψk(Vk)
is smooth. The vector space of smooth real- or complex-valued functions on M is denoted by C∞(M,R)
and C∞(M,C) respectively. The support supp f ofC∞(M,C) is defined as the closure ofM\f−1({0}).
The group of diffeomorphisms on M is denoted by D(M).
Definition 1.1.3. A family {Uj}j∈J of subsets of M is called a covering of M if the union of all
Uj is M . It is called an open covering if each Uj is open. A refinement {Vk}k∈K of {Uj}j∈J is a
covering such that for each k there is an j such that Vk ⊆ Uj . A family {Uj}j∈J of subsets of M is
called locally finite if each point p ∈M has a neighborhood Vp such that Vp ∩Uj 6= ∅ for only finitely
many j ∈ J . A topological space is paracompact, if every open covering has an open locally finite
refinement. A covering {Uj}j∈J is called contractible if any non-empty intersection of finitely many
Uj is contractible.
Definition 1.1.4. A partition of unity on M is a family {fj}j∈J ⊆ C∞(M,R) such that
(i) fj ≥ 0 ∀j ∈ J ,
(ii) {supp fj}j∈J is locally finite; and
(iii)
∑
j∈J fj(p) = 1 ∀p ∈M .
It is called subordinate to the covering {Vk}k∈K if for each j there exists a k such that supp fj ⊆ Vk.
Theorem 1.1.5. Let M be a smooth manifold. According to our definition M is a second countable
Hausdorff space. Then M is paracompact, every open covering of M has a subordinate partition of
unity and any open covering has a contractible open refinement.
Proof. [War83, Lemma 1.9], [Nar85, Theorem 2.2.14] and [Wal73, Theorem 1.2]. //
For a verification of well-definedness and an extensive introduction to the following concepts, please
confer [Hil06], [Nar85] or [War83].
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Let M be a smooth manifold of dimension n and p ∈ M . On the set of pairs (f, U), where f is
a smooth real-valued function which is defined on the open neighborhood U of p, we introduce the
following equivalence relation.
(f, U) ≃ (g, V ) ⇔ f|U∩V = g|U∩V
We denote the equivalence class of (f, U) by fp and we denote the set of equivalence classes by C
∞
p .
We call C∞p the set of smooth germs in p and observe that it carries a natural algebra structure
inherited by addition and multiplication of smooth functions. The tangent space TpM of M at p is
the n-dimensional real vector space of derivations of C∞p . By a derivation we mean a real-linear map
v : C∞p → R such that
v(fp · gp) = g(p) · v(fp) + f(p) · v(gp) ∀fp, gp ∈ C
∞
p .
If N is another smooth manifold and τ : M → N is a smooth map, then the derivative of τ at p ∈M
is the linear map
τ ′(p) : TpM → Tτ(p)M, v 7→ τ
′(p)v,
where the latter is defined as
(τ ′(p)v)fp := v(f ◦ τ)τ(p) ∀fτ(p) ∈ C
∞
f(p).
The sets TM :=
⋃
p∈M TpM and TMC :=
⋃
p∈M (TpM)C inherit a natural differentiable structure from
M and are called the tangent bundle and the complexified tangent bundle. More generally one
can define the tensor bundle of type (r, s) denoted by
⊗s
r TM :=
⋃
p∈M
⊗s
r TpM which is again a
smooth manifold.
A vector field X is a smooth map X : M → TM such that π ◦X = IdM . Here π : TM →M is the
natural projection which associates to v ∈ TpM its base point p. The C∞(M,R)-module of smooth
vector fields is denoted by X (M). We will interpret X (M) as the derivations of the algebra C∞(M,R).
By XC(M) we mean the complexification of X (M) which we interpret as derivations of C∞(M,C). The
bracket [X,Y] of two vector fields X, Y is defined as the commutator X ◦Y−Y ◦X. In an analogous
manner, a tensor field T is a smooth map T : M →
⊗s
r TM with π ◦T = IdM . We denote by Ω
k(M),
k ∈ N0, the C∞(M,R)-module of smooth differential k-forms. A differential k-form or k-form is
an alternating C∞(M,R)-k-linear map from X (M) to C∞(M,R). We write d : Ωk(M) → Ωk+1(M)
for the exterior derivative and recall its definition for the cases k = 0 and k = 1:
Definition 1.1.6. Let X, Y ∈ X (M), f ∈ Ω0(M) = C∞(M) and α ∈ Ω1(M). Then
(df)(X) = X(f)
(dα)(X,Y) = X(α(Y)) −Y(α(X)) − α([X,Y]).
A form ω ∈ Ωk(M) is called closed if dω = 0. It is called exact if there is a (k − 1)-form α such that
dα = ω. Exact forms are always closed because d2 = 0. The interior product or contraction of ω
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with respect to X is defined as the (k − 1)-form
(iXω)(X1, . . . ,Xk−1) = ω(X,X1, . . . ,Xk−1) ∀X1, . . . ,Xk−1 ∈ X (M).
We define the Lie derivative of Y and the Lie derivative of ω with respect to X by the formulae
LX(Y)(p) = lim
t→0
1
t
((ΦX,t)
∗(Y)−Y)(p) ∀p ∈M,
LX(ω)(p) = lim
t→0
1
t
((ΦX,t)
∗ω − ω)(p) ∀p ∈M,
where ΦX,t is the flow of X.
Theorem 1.1.7 (Cartan Identity). The three operations are related by the following formula.
LXω = iX(dω) + d(iXω) ∀X ∈ X (M) ∀ω ∈ Ω
k(M), k ∈ N.
Proof. [War83, §2]. //
We briefly recall the definition of the de Rham cohomology. For a broad introduction confer [War83,
5.28].
Definition 1.1.8. Let M be a smooth manifold. The de Rham cohomology is defined as
HkdR(M,R) = ker dk+1/ imdk, k ∈ N0,
where dk : Ω
k(M)→ Ωk+1(M) denotes the exterior derivative.
Theorem 1.1.9 (Poincare´ Lemma). Let M be a smooth manifold, U ⊆ M an open contractible set,
k ∈ N, and ω ∈ Ωk(U). Then there exists α ∈ Ωk−1(U) such that dα = ω.
Proof. [Nar85, 2.13.1]. //
1.1.2 Lie Groups and their Lie Algebras
Definition 1.1.10. Let K denote the real or complex numbers. A K vector space g together with a
K-bilinear mapping [., .] : g× g→ g is called a Lie algebra over K, if
(i) [X,Y ] = −[Y,X ] (anti-commutativity)
(ii) [X, [Y, Z]] + [Y, [Z,X ]] + [Z, [X,Y ]] = 0 (Jacobi identity)
The operation [., .] is called the Lie bracket of g.
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Definition 1.1.11. A Lie group G is a smooth manifold which also carries a group structure such
that multiplication and inversion
m : G×G→ G, (g, h) 7→ gh, inv : G→ G, g 7→ g−1
are smooth maps. The neutral element of G is denoted by e or eG.
On a Lie group G one can define for any g ∈ G a left translation λg : G → G, h 7→ gh. In
the same way, one defines the right translation ρg. By Definition 1.1.11 the map λg is a smooth
self-map of G for each g ∈ G. We call a vector field X (G) left-invariant, if
X(λg(h)) = λ
′
g(h)(X(h)) ∀g, h ∈ G. (1.2)
The set of left-invariant vector fields is denoted by Xl(G). We see from (1.2) that a left-invariant vector
field is uniquely determined by its value at e. On the other hand, for every X ∈ TeG we can define a
left-invariant vector field X˜ by putting
X˜(g) = λ′g(e)X ∀g ∈ G.
The resulting bijection between Xl(G) and TeG gives rise to the following definition.
Definition 1.1.12. Let G be a Lie group. The associated Lie algebra g is the vector space TeG
together with the bilinear form
[, ., ] : g× g→ g, [X,Y ] := [X˜, Y˜ ](e),
where we have used the bracket of vector fields.
Proposition 1.1.13. Xl(G) is closed under the bracket operation and g is a Lie algebra.
Proof. [War83, Proposition 3.7]. //
Definition 1.1.14. Let G and H be two Lie groups with Lie algebras g and h. A Lie group homo-
morphism from G to H is a smooth map between G and H which is also a group homomorphism. By
a Lie algebra homomorphism from g to h we mean a linear map of vector spaces which preserves
the Lie bracket.
Remark 1.1.15. A continuous homomorphism between Lie groups is automatically smooth (cf.
[War83, Theorem 3.39]). Therefore we could have defined Lie group homomorphisms as continuous
maps but assumed them to be infinitely differentiable.
Proposition 1.1.16. Let G and H be two Lie groups and let ϕ : G → H be a homomorphism of
Lie groups. Then by taking the derivative of ϕ at e we obtain a homomorphism of Lie algebras
Lϕ := ϕ′(eG) : g→ h. That means the following holds.
[ϕ′(eG)X,ϕ
′(eG)Y ]H = ϕ
′(eG)([X,Y ]G) ∀X, Y ∈ g
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Proof. [War83, Theorem 3.14]. //
Definition 1.1.17. Let G and H ⊆ G be Lie groups. We say that H is a Lie subgroup of G if H is
a submanifold of G such that the inclusion i is a Lie group homomorphism.
Theorem 1.1.18. Let G be a Lie group with Lie algebra g and let h0 be a subalgebra. Then up to
isomorphism there exists a unique connected Lie subgroup H of G such that the associated Lie algebra
homomorphism satisfies Li(h) = h0.
Proof. [War83, Theorem 3.19]. //
One can interpret the Lie algebra g of a Lie group G as its local version in the following sense. Let
X ∈ g and let X˜ be the associated left-invariant vector field. Then by moving a solution around via
left-invariance one finds that each integral curve is defined on R. One then defines the exponential
map
exp: g→ G, X 7→ γX(1),
where γX : R→ G is the unique curve which solves X˜ and satisfies γX(0) = e.
Proposition 1.1.19. The exponential map satisfies
(i) exp(0) = e and exp is smooth with derivative exp′(0) = Idg;
(ii) there is a neighborhood U of 0 such that exp|U is a diffeomorphism onto its image; and
(iii) if ϕ : G→ H is a homomorphism of Lie groups then the following diagram is commutative.
G
ϕ // H
g
Lϕ
//
expG
OO
h
expH
OO
Proof. [War83, Theorem 3.31, Theorem 3.32]. //
One obvious question at this point is whether a homomorphism of Lie algebras can be lifted to a
homomorphism of Lie groups. In general this is not possible, but we have the following two propositions.
Proposition 1.1.20. Let G and H be Lie groups with Lie algebras g and h respectively, and with G
simply connected. Let ψ : g → h be a homomorphism. Then there exists a unique homomorphism
ϕ : G→ H such that Lϕ = ψ.
Proof. [War83, Theorem 3.27]. //
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Proposition 1.1.21. Let G be a connected Lie group and let ϕ and ψ be Lie group homomorphisms
from G to a Lie group H such that Lϕ = Lψ. Then ϕ = ψ.
Proof. [War83, Theorem 3.16]. //
Proposition 1.1.22. Let G be a Lie group and H a closed subgroup. Then the Lie algebra of H is
given by
h = {X ∈ g | exp(tX) ∈ H ∀t ∈ R}.
Proof. [War83, Proposition 3.33]. //
1.1.3 Basic Representation Theory
Proposition 1.1.23. Let V be a finite-dimensional real or complex vector space. Then the group
GL(V ) of real- or complex-linear invertible transformations is a Lie group with Lie algebra End(V ).
Here the Lie bracket on End(V ) is the commutator.
Proof. [War83, Example 3.10(b)]. //
Definition 1.1.24. Let G be a Lie group and V a real or complex topological vector space. Then a
representation (π, V ) of G on V is a strongly continuous group homomorphism π : G→ B(V ). Here
B(V ) denotes the algebra of continuous linear operators on V . In particular, we have
π(e) = IdV , π(gh) = π(g) ◦ π(h) ∀g, h ∈ G.
If V is finite-dimensional, then this definition reduces to π : G→ GL(V ), where GL(V ) is a Lie group
according to Proposition 1.1.23 and π is a Lie group homomorphism according to Remark 1.1.15. The
representation (π, V ) is said to be unitary if V is a complex Hilbert space and π(g) is unitary for each
g ∈ G.
As a consequence of Proposition 1.1.19 every finite-dimensional representation (π, V ) induces a Lie
algebra homomorphism Lπ : g→ End(V ) such that the following diagram is commutative.
G
pi // GL(V )
g
Lpi
//
exp
OO
End(V )
exp
OO
We call (Lπ, V ) the associated Lie algebra representation.
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Example 1.1.25. A Lie group homomorphism from G to the multiplicative group C∗ ∼= GL(C) is
called a character of G. Let π : G → S1 be a Lie group homomorphism. We view the sphere S1
as the set of unitary operators on a one-dimensional complex Hilbert space. If we interpret iR as the
tangent space at 1 and hence the Lie algebra of S1, we can define the exponential map as the usual
exponential function. The induced Lie algebra representation Lπ : g→ iR is then a functional on g.
Given representations can be used to construct new ones. The easiest example is taking two
representations (π1, V1) and (π2, V2) of G and consider the direct sum V = V1 ⊕ V2. Then we define a
representation π := π1 ⊕ π2 of G on V by putting for each g ∈ G
π(g)(v1, v2) := (π1(g)v1, π2(g)v2) ∀(v1, v2) ∈ V.
This technique works in an obvious way also for finitely many representations.
Definition 1.1.26. Let (π, V ) be a representation of a Lie group G. A closed subspace S ⊆ V is
called invariant if
π(g)S ⊆ S ∀g ∈ G.
We say that (π, V ) is irreducible if the only invariant subspaces are {0} and V . Otherwise it is called
reducible.
If (π, V ) is a reducible representation of G and S is a non-trivial invariant subspace, then one
can define a representation on S by restriction. More precisely, one has the representation (π|S , S),
where π|S(g) := π(g)|S for all g ∈ G. In the case that (π, V ) is unitary one can even decompose the
representation in the following way. Let S⊥ denote the orthogonal complement of S in V with respect
to the Hermitian inner product (., .). Then S⊥ is invariant, because for all g ∈ G
(v, π(g)w) = (π(g)∗v, w)
= (π(g−1)v, w) = 0 ∀v ∈ S, w ∈ S⊥.
For the two invariant subspaces S and S⊥ we obtain representations π|S and π|S⊥ . Furthermore we
note that π = π|S ⊕ π|S⊥ which means that we have found a decomposition of π into representations
in smaller spaces. By employing induction this idea gives the following proposition.
Proposition 1.1.27. Every finite-dimensional unitary representation of a Lie group is the (finite)
sum of irreducible representations.
In the compact case, one also has the converse.
Proposition 1.1.28. Every irreducible unitary representation of a compact Lie group is finite-dimensional.
Proof. [Kna02, Corollary 9.5]. //
9
Fundamentals
Using the following result, one obtains a similar statement for abelian groups.
Theorem 1.1.29 (Schur’s Lemma). Let (π, V ) be a finite-dimensional unitary representation of a Lie
group G. Set
M := {A ∈ GL(V ) | Aπ(g) = π(g)A ∀g ∈ G}
Then one has
π irreducible ⇔ M = C IdV .
Proof. [Kna02, Corollary 4.9]. //
Corollary 1.1.30. Let (π, V ) be an irreducible unitary representation of an abelian Lie group G. Then
V is a one-dimensional complex vector space.
In the following, we illustrate the existence of a left-invariant measure and consider its properties
for compact groups.
Theorem 1.1.31 (Haar). Let G be a locally compact topological group. Then up to a positive scalar
there exists a unique regular Borel measure µ such that∫
G
f(gh)dµ(h) =
∫
G
f(h)dµ(h)
for all measurable real or complex-valued functions f on G.
Proof. If G is an n-dimensional Lie group, then integration is realized by integrating differential forms
of degree n (cf. [War83, §4]). To prove the theorem we need to find a left-invariant non-vanishing
n-form. This is always possible by picking a non-zero n-form on g from the one-dimensional space Λng
of alternating n-forms and considering the associated left-invariant differential n-form. A proof of the
general case can be found in [Hal74, §58]. //
Proposition 1.1.32. If G is a compact Lie group, then µ is also right translation-invariant. Since
G has finite measure, we can assume µ to be a probability measure. We call the unique normed
translation-invariant measure the Haar measure on G.
Proof. [Kna02, p.239]. //
Proposition 1.1.33. Let (π, V ) be a finite-dimensional representation of a compact Lie group G on a
real or complex vector space. Then one can find an inner product on V such that G acts by orthogonal,
respectively unitary transformations.
Proof. We start with an arbitrary inner product or Hermitian inner product (., .) on V and average
over the group:
(v, w)inv :=
∫
G
(π(h)v, π(h)w)dµ(h).
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This is well-defined since h 7→ (π(h)v, π(h)) is smooth and hence measurable. In particular, it is
integrable over the compact group G. The invariance property follows from the translation-invariance
of µ with the following calculation.
(π(g)v, π(g)w)inv =
∫
G
(π(h)(π(g)v), π(h)(π(g)w))dµ(h)
=
∫
G
(π(hg)v, π(hg)w)dµ(h)
=
∫
G
(π(h)v, π(h)w)dµ(h)
= (v, w)inv .
//
Definition 1.1.34. We say that two representations (π1, V1) and (π2, V2) are equivalent if there is a
vector space isomorphismsA : V1 → V2 such that for every g ∈ G the following diagram is commutative.
V1
A // V2
V1
A
//
pi1(g)
OO
V2
pi2(g)
OO
In the case of unitary representations one additionally demands that A is a Hilbert space isomorphism.
The relation between two representations to be equivalent is clearly reflexive, symmetric and tran-
sitive. Therefore it is an equivalence relation on the set of representations and we can talk about
equivalence classes. The same is true for the equivalence of unitary representations. Furthermore if
(π1, V1) and (π2, V2) are equivalent, then π1 is irreducible if and only if π2 is irreducible, since invariant
subspaces stay invariant under the equivalence isomorphism.
Wallach shows in [Wal73, Lemma 2.3.8] that if (π, V ) is an irreducible finite-dimensional unitary
representation of G, then any G-invariant Hermitian inner product on V is a real multiple of the first
Hermitian inner product. As a corollary we obtain that two unitary irreducible finite-dimensional
representations are equivalent as representations if and only if they are equivalent as unitary represen-
tations. With these observations the following definition makes sense.
Definition 1.1.35. Let G be a Lie group. Then we define the unitary dual Gˆu as the set of
equivalence classes of irreducible unitary representations of G.
One major problem in representation theory is to describe Gˆu for a given Lie group G. In the
case of a compact Lie group, the knowledge of Gˆu is especially significant. First of all, we know from
Proposition 1.1.28 that every irreducible representation is finite-dimensional. Furthermore, Proposition
1.1.33 says that any finite-dimensional representation is unitary. Combined with Proposition 1.1.27
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we find that every finite-dimensional representations of G is equivalent to the direct sum of certain
elements of Gˆu. If G is in addition abelian, then all elements of Gˆu are of dimension one (cf. Corollary
1.1.30) and can be identified with characters of G (cp. Example 1.1.25).
1.1.4 Adjoint and Coadjoint Representation
Let G be Lie group. Since multiplication and inversion are smooth maps, the conjugation Ig by g ∈ G
Ig : G→ G, x 7→ gxg
−1
is smooth and we can calculate its derivative. Since Ig is a Lie group automorphism the induced map
LIg is a Lie algebra automorphism of g. We define a mapping Ad : G→ GL(g), g 7→ LIg. If g, h ∈ G,
then Ig ◦ Ih = Igh and the chain rule yields
Ad(gh) = I ′gh(e)
= (Ig ◦ Ih)
′(e)
= I ′g(e) ◦ I
′
h(e)
= Ad(g) ◦Ad(h).
Therefore Ad is a Lie group homomorphism to GL(g) and hence a representation of G in g. It is called
the adjoint representation. The associated Lie algebra representation is called ad : g → End(g).
For Ad and ad we have the following commutative diagram
G
Ad // GL(g)
g
ad
//
exp
OO
End (g)
exp
OO
and one can prove (cf. [Hil06, Lemma 8.1.9]) that ad is actually given by
ad(X)Y =
d
dt
|t=0Ad(exp tX)(Y ) = [X,Y ].
By g∗ we denote the dual space of g, which is the vector space of real-valued functionals on g,
i.e. linear mappings from g to R. The dual space is a vector space of the same dimension as g. The
value of a functional λ at v is often written as λ(v) =< λ, v >. This notation is employed to define for
A ∈ GL(g) the dual operator A∗ ∈ GL(g∗) by the equation
< λ,AX >=< A∗λ,X > ∀λ ∈ g∗ ∀X ∈ g.
The dual or contragrediant version Ad∗ of the adjoint representation is given by
< Ad∗(g)λ,X >=< λ,Ad(g−1)X > .
12
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Note that Ad∗(g) is not dual to Ad(g) as the notation might lead to believe, but rather Ad∗(g) =
(Ad(g−1))∗, and in particular
< Ad∗(g)λ,Ad(g)X >=< λ,X > ∀λ ∈ g∗ ∀X ∈ g.
Using the properties of Ad we observe that Ad∗ is a representation of G in g∗. It is called the coadjoint
representation or coadjoint action. The associated Lie algebra representation is then given by
ad∗(X)λ(Y ) = −λ([X,Y ]).
1.1.5 Homogeneous Spaces
Definition 1.1.36. Let G be a Lie group andM a set. An action of G onM is a map σ : G×M →M
such that
σ(gh, p) = σ(g, (σ(h, p))), σ(e, p) = p ∀g, h ∈ G ∀p ∈M.
If M is a smooth manifold and σ is a smooth map, then we call it a smooth group action. If we
fix g ∈ G, then p 7→ σ(g, p) is a diffeomorphism of M which we denote by σ(g). In fact, the map
g 7→ σ(g) is a group homomorphism from G to D(M). If the action is clear from the context, one
often writes g · p instead of σ(g)p. We say that the action is transitive if for all p, q ∈M there exists
a g ∈ G such that g · p = q. In this case we call M a homogeneous G-space. By the derivative of σ
we mean the map Lσ : g→ X (M) defined by the formula
Lσ(X)f(p) :=
d
dt |t=0
f(σ(exp−tX)p) ∀p ∈M ∀f ∈ C∞(M,R).
From [War83, Theorem 3.45] we obtain that Lσ is a Lie algebra homomorphism. If N is another
homogeneous G-spaces, then we say that a map f : M → N is G-equivariant if f(g · p) = g · f(p) for
all p ∈M and all g ∈ G.
Remark 1.1.37. Sometimes an action defined as above is called a left action. It is put in contrast
to right actions which are defined in an analogous manner. A right action σ : M × G → M is an
assignment (p, g) 7→ p · g which satisfies (p · g) · h = p · (gh) and p · e = p. Right actions intuitively
express that an product (gh) acts on p by first applying g and then h. Otherwise, the concept is
completely equivalent to left actions: one can always obtain a left action via a right action by putting
g · p := p · g−1.
Example 1.1.38. Let G be a Lie group and (π, V ) a finite-dimensional representation. Then σ : G×
V → V defined by σ(g, v) = π(g)v is a smooth action by linear transformations. G-equivariant bijective
linear maps from V to other representation spaces correspond to equivalence isomorphisms.
For an action of G on M and a point p ∈M we define the orbit of p under G as
G · p = {g · p | g ∈ G}.
13
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We observe that p ∈ G · p and that if q ∈ G · p, then G · q = G · p. In fact we note that lying in the
same orbit is an equivalence relation on M . The action is transitive if and only if G · p = M for one
and hence all p ∈M . The restriction of the action to an orbit is always transitive. Therefore any orbit
which is a submanifold of M is automatically a homogeneous G-space.
Example 1.1.39. Given a Lie group G, we have defined in Subsection 1.1.4 the coadjoint action
Ad∗ : G→ GL(g∗). Let λ ∈ g∗ be a functional on g. Then the set
Oλ := Ad
∗(G)λ = {Ad∗(g)λ | g ∈ G}
is called the coadjoint orbit of λ.
Theorem 1.1.40. Let G be a Lie group and H ⊆ G a closed Lie group. LetM := G/H = {gH | g ∈ G}
be the space of left cosets of G with respect to H and π : G → G/H, π(g) = gH the quotient map.
Then there is a unique differentiable structure on G/H such that
(i) π is smooth.
(ii) There is a neighborhood U of eH in M and a smooth map τ : U → G such that π ◦ τ = IdU .
(iii) M is a homogeneous G-space w.r.t. the smooth action σ(g1)g2H := g1g2H.
Proof. [War83, Theorem 3.58]. //
The following theorem gives a description of all homogeneous G-spaces. Let G be a Lie group and
M a homogeneous G-space. For p ∈M we define the stabilizer or isotropy group as
Gp := {g ∈ G | σ(g)p = p}.
Then the following holds.
Proposition 1.1.41. Gp is a closed Lie subgroup of G whose Lie algebra is given by gp = {X ∈
g | Lσ(X)(p) = 0}.
Proof. We observe that Gp is a closed subgroup since the action is continuous. Then [War83, Theorem
3.42] asserts that Gp is a Lie subgroup of G. Furthermore the Lie algebra gp of Gp consists of elements
X ∈ g such that for all t ∈ R we have exp(tX) ∈ Gp (cp. Proposition 1.1.22). ThereforeX ∈ gp satisfies
σ(exp(tX))p = p. By taking the derivative we conclude Lσ(X)(p) = 0. Conversely, if Lσ(X)(p) = 0,
then the flow of Lσ(X) is the constant function t 7→ p. Since on the other hand, the flow is given by
t 7→ σ(exp−tX)p, we find σ(expX)p = p. //
Theorem 1.1.42. Let σ : G ×M → M be a smooth transitive action and Gp the isotropy group of a
point in M . Then the mapping
G/Gp →M, gH 7→ σ(g)p
is a diffeomorphism.
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Proof. [War83, Theorem 3.62]. //
We can therefore identify any homogeneous G-space with a quotient space.
1.1.6 Basic Structure Theory
Definition 1.1.43. Let G be a Lie group. By a torus T we mean a compact connected abelian
subgroup of G. A torus T is called maximal if there is no torus properly containing T .
In a compact Lie group G one can always obtain a torus by considering the subgroup exp(RX) for
a non-zero X ∈ g. Note that the so obtained torus does not need to be one-dimensional. In fact, the
closure might be all of G even if G has dimension greater than one. One example is the so-called dense
wind (cf. [HN91, p.33]). A precise argument for the existence of maximal tori is [Kna02, Prop. 4.30]
which tells us that maximal tori correspond to maximal abelian subalgebras of g (cf. Theorem 1.1.18).
Moreover, we find the following properties of maximal tori (cf. [Kna02, Theorem 4.35, Theorem 4.50]).
Theorem 1.1.44. In a compact connected Lie group, any two maximal tori are conjugate to each
other.
Theorem 1.1.45. Let G be a compact connected Lie group and T1 a torus in G. Then T1 is contained
in a maximal torus. Moreover, if g ∈ G satisfies gt = tg for all t ∈ T1, then there is a torus T which
contains both T1 and g.
Let G be a compact connected Lie group and T a maximal torus. Proposition 1.1.33 tells us that
there is an inner product on g such that Ad is an orthogonal representation. With respect to this inner
product we can decompose g = t⊕ t⊥. In this way, we will view functionals λ ∈ t∗ as functionals on g
extending them by zero on t⊥.
Now if we complexify g to gC := g ⊕ ig, then we can extend the linear transformations Ad(G) to
complex-linear transformations on gC. If we extend the G-invariant inner product on g to a Hermitian
inner product on gC, we find that Ad extends to a unitary representation of G on gC. We will also
denote it by Ad.
A good summary of the following ideas can also be found in [Vog87, §1].
Construction 1.1.46. (cf. [Kna02, §IV.5] or [Wal73, §3.2]) Consider the restriction of Ad: G →
GL(gC) to T . Then Ad(T ) is a family of commuting diagonalizable unitary operators on gC. Linear
Algebra tells us that Ad(T ) must have a simultaneous eigenspace decomposition. One can show that
it has the following form:
gC = tC ⊕
∑
α∈∆
gα.
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Here for any functional α ∈ t∗
C
the space gα is defined by the formula
gα = {X ∈ gC | [H,X ] = α(H)X ∀H ∈ tC}.
∆ is defined as the finite subset of t∗
C
of non-zero functionals α such that gα 6= {0}. We call the
elements of ∆ the roots of G with respect to T and the spaces gα are called root spaces.
The relation between the roots and the eigenspaces of Ad(T ) is the following. For each α ∈ ∆
there is a character χα : T → S
1 such that Lχα = α|t and for each t ∈ T
Ad(t)X = χα(t)X ∀X ∈ g
α.
The space tC is exactly the eigenspace for the trivial character t 7→ 1 whose differential is the zero
functional which we did not include in ∆. In the following proposition we summarize some properties
of the roots. The proofs can be found in [Kna02, §IV.5] and [Wal77, 3.5].
Proposition 1.1.47. For all α, β ∈ ∆ holds:
(i) α|it is real-valued.
(ii) gα has complex dimension 1.
(iii) gα = g−α and hence −α ∈ ∆.
(iv) [tC, g
α] ⊆ gα.
(v) [gα, gβ ]


= gα+β if α+ β ∈ ∆
⊆ tC if β = −α
= {0} else.
(vi)
g = t+
∑
α∈∆+
g ∩ (gα + gα).
Let (., .) be an Ad(G)-invariant inner product on gC. We can use it to obtain an identification
of tC with t
∗
C
and gC with g
∗
C
. More precisely, for each ξ ∈ t∗
C
there is a unique Hξ ∈ tC such that
(Hξ, H) = ξ(H) for all H ∈ tC. We employ [Wal73, Lemma 3.5.8] to find that for each α ∈ ∆ we can
choose Xα ∈ gα and X−α ∈ g−α such that Hα = [Xα, X−α].
We use (., .) to define an inner product on it∗ by duality. That is, if ξ, η ∈ it∗, then we define
(ξ, η) := (Hξ, Hη). Then our considerations yield the following proposition.
Proposition 1.1.48. For each α ∈ ∆ there exists Xα ∈ gα, X−α ∈ g−α such that
ξ([Xα, X−α]) = (ξ, α) ∀ξ ∈ it
∗.
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We define tR by
tR :=
∑
α∈∆
RHα ⊂ it.
Definition 1.1.49. A connected component P of tR\(
⋃
α∈∆ kerα) is called a Weyl chamber of T .
From this definition it is clear that each root α is either positive or negative on P . Then
∆+P = {α ∈ ∆ | α(P ) > 0}
is called the set of positive roots with respect to P .
Let π be a representation of T . Apply construction 1.1.46 to π(T ) instead of Ad(T ) to obtain an
eigenspace decomposition and call the resulting functionals on tC the weights of π. Here the the zero
functional is not excluded as it was done in the definition of roots. A weight λ is called dominant, if
(Hλ, Hα) ≥ 0 ∀α ∈ ∆
+
P .
Definition 1.1.50. Let G be a compact connected Lie group. Fix a maximal torus and consider the
normalizer N(T ) = {n ∈ G | nTn−1 = T }. Then the group W (G, T ) := N(T )/T is called the Weyl
group of G with respect to T (cf. [Kna02, §IV.6]).
From Theorem 1.1.44 we know that any other maximal torus has the form gTg−1. Its normal-
izer N(gTg−1) has the form gN(T )g−1 and therefore W (G, T ) and W (G, gTg−1) are isomorphic via
conjugation. Hence the Weyl group is independent of the choice of T for our purposes.
The Weyl group W (G, T ) acts on T by conjugation: nT · t = ntn−1 for t ∈ T . The derivative of
the conjugation by n is the Lie algebra automorphism Ad(n)|t and therefore we also obtain an action
of W (G, T ) on t. For the Weyl group and its actions, we have the following theorem.
Theorem 1.1.51. The Weyl group W (G, T ) satisfies:
(i) W (G, T ) is a finite group.
(ii) The following map between the set of Weyl orbits in T and the set of conjugacy classes of T in
G is a bijection.
W · t 7→ {gtg−1 | g ∈ G}, t ∈ T
(iii) The following map between the set of Weyl orbits in t and the set of adjoint orbits is a bijection.
W ·H 7→ G ·H, H ∈ t
Proof. Statements (i) and (ii) are proved in [Wal73, Proposition 3.10.8] and [Kna02, Proposition
4.53]. Statement (iii) is a differentiated version of (ii) and an idea for its proof can be found in [DK00,
§3.8]. //
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From Theorem 1.1.45 we know that each element lies in a maximal torus. Theorem 1.1.44 tells us
that all maximal tori are conjugate. Consequently, if T is a maximal torus in a compact connected Lie
group, then each element in G is conjugate to an element of T . Hence 1.1.51(ii) says that the Weyl
orbits in T parametrize the conjugacy classes of G.
Corollary 1.1.52. Similar to our previous considerations, we use [Kna02, 4.34] which tells us that
any two maximal abelian subalgebras of g are conjugate via Ad(G). Then 1.1.51(iii) says that the Weyl
orbits in t parametrize the set of adjoint orbits of G in g. Let (., .) be the Ad(G)-invariant inner product
on g from Construction 1.1.46. We use it to identify t with t∗ and g with g∗. Then the parametrization
means that each coadjoint orbit intersects t∗ in at most |W (G, T )| points. In particular, this tells us
that each coadjoint orbit in g∗ is given by Oλ for some λ ∈ t∗.
1.1.7 Centralizers of Tori
Definition 1.1.53. Let G be a compact connected Lie group and S ⊆ G a subset. Then the central-
izer C(S) of S is the subgroup
C(S) := {g ∈ G | gsg−1 = s ∀s ∈ S}.
If T1 is a torus in G, then G/C(T1) is called a generalized flag manifold.
We will show in Proposition 1.1.55 that C(T1) is a Lie group and then Theorem 1.1.40 implies that
generalized flag manifolds are homogeneous G-spaces.
Proposition 1.1.54. Let C(T1) be a centralizer of a torus in a compact connected Lie group G. Then
C(T1) is connected. If T1 is a maximal torus, then C(T1) = T1.
Proof. We apply Theorem 1.1.45. If g ∈ G centralizes T1 then there is a torus T containing both g
and T1. This implies T ⊆ C(T1) and therefore the centralizer is connected. If T1 is a maximal torus,
then any torus T containing T1 coincides with T1 and hence g ∈ T = T1 for each g ∈ C(T1). //
Proposition 1.1.55. Let T1 be a torus with Lie algebra t1 in a compact connected Lie group G. Then
the centralizer is of the form C(T1) = {g ∈ G | Ad(g)H = H ∀H ∈ t1}. Furthermore C(T1) is a Lie
group with Lie algebra c1 = {X ∈ g | ad(X)H = 0 ∀H ∈ t1}.
Proof. From the continuity of the group operations we see that C(T1) is a closed subgroup. Then we
can use [War83, Theorem 3.42] to see that C(T1) is indeed a Lie subgroup. Since T1 is connected, we
obtain Ig(h) = ghg
−1 = h if and only if Ad(g)H = I ′g(e)H = H for all H ∈ T1 (cf. [DK00, §3.1]). The
identification of the Lie algebra is then similar to the proof of Proposition 1.1.41. //
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Let G be a compact connected Lie group, T1 a torus and T a maximal torus containing T1. Then
T is a maximal torus in C(T1). Therefore we can apply Construction 1.1.46 to obtain a root system
∆ of G relative to T and a root system ∆1 of C(T1) relative to T1. If P is a Weyl chamber of ∆ then
it is said to be T1-admissible, if there is a Weyl chamber P1 of ∆1 such that
(i) ∆+ ∩∆1 = ∆
+
P1
; and
(ii) if α ∈ ∆+\∆+P1 , β ∈ ∆1 and α+ β ∈ ∆, then α+ β ∈ ∆
+\∆+P1 .
Proposition 1.1.56. There always exist T1-admissible Weyl chambers.
Proof. [Wal73, Lemma 6.2.9]. //
In light of Proposition 1.1.56 we give an alternative construction of centralizers of tori (cf. [Wal73,
6.2.10]).
Construction 1.1.57. Let G be a compact connected Lie group and T a maximal torus in G. Let ∆
be the root system of G with respect to T and let ∆+ be a system of positive roots. Choose a subset
∆+1 of ∆
+ such that
α, β ∈ ∆+1 , α+ β ∈ ∆
+ ⇒ α+ β ∈ ∆+1 . (1.3)
Define ∆1 := −∆
+
1 ∪ ∆
+
1 and set c1 := g ∩ {tC +
∑
α∈∆1
gα} = t +
∑
α∈∆+1
g ∩ (gα + gα) and t1 :=
{H ∈ t | α(H) = 0 ∀α ∈ ∆1}. Then t1 is an abelian subalgebra of g and corresponds to the torus
T1 = {t ∈ T | χα(t) = 1 ∀α ∈ ∆
+
1 }.
Proposition 1.1.58. Let ∆1 and c1 be as in Construction 1.1.57. Then C(T1) is the uniquely deter-
mined connected Lie subgroup having Lie algebra c1.
Proof. The uniqueness follows from Theorem 1.1.18. Let c = {X ∈ g | ad(X)H = 0 ∀H ∈ t1} be the
Lie algebra of C(T1) (cp. Proposition 1.1.55). Let H ∈ t1 and let X = Xt +
∑
α∈∆+(Xα +Xα) be an
arbitrary element of g = t+
∑
α∈∆+ g ∩ (g
α + gα) (cf. Proposition 1.1.47). Then we have
ad(X)H = − ad(H)X
= − ad(H)Xt −
∑
α∈∆+
ad(H)(Xα +Xα)
= −
∑
α∈∆+
α(H)(Xα −Xα).
Hence we find c1 ⊆ c. Conversely, if ad(X)H = 0 for all H ∈ t1, then for each α either Xα = 0 or
∀H ∈ t1 : α(H) = 0 holds. Therefore c ⊆ c1. //
19
Complex Structures on Quotients
1.2 Complex Structures on Quotients
1.2.1 Complex Manifolds
Let V be a real 2n-dimensional vector space. A complex structure on V is a linear transformation
J : V → V such that J2 = − IdV . The idea is that V is actually a complex vector space VJ , but
one has forgotten how to multiply with complex scalars. More precisely, we define the complex vector
space VJ to be the vector space V by extending real scalar multiplication to complex scalars via the
formula
(x+ iy)v = xv + yJv ∀(x + iy) ∈ C ∀v ∈ VJ .
Then VJ is a complex vector space of complex dimension n. In particular, complex structures only
exist on even-dimensional vector spaces. If V is a complex vector space, we denote by JV its natural
complex structure JV : v 7→ iv.
Let V be a real vector space together with a complex structure J . We extend J uniquely to a
complex-linear transformation J on VC := V ⊕ iV and note that J
2 = − IdVC . Then VC = V
1,0 ⊕ V 0,1
decomposes into the eigenspaces of i and −i respectively, which are given by
V 1,0 = {X − iJX | X ∈ V }, V 0,1 = {X + iJX | X ∈ V }.
Proposition 1.2.1. There is a one-to-one correspondence between complex structures on V and de-
compositions VC = P ⊕ P into complex subspaces.
Proof. We have already constructed the decomposition VC = V
1,0 ⊕ V 0,1. Furthermore we note
V 1,0 = V 0,1. Conversely, if we have VC = P ⊕ P , then for any v ∈ V there is a uniquely determined
z ∈ P such that v = z + z. We can then define a linear transformation J : V → V by the formula
Jv := iz + iz
and observe J2 = − IdV . In addition, J inverts the construction above. //
Definition 1.2.2. Let M be a second countable Hausdorff topological space. We say that M is a
complex manifold of dimension n if there is given a family of pairs {Uj, ϕj}j∈J , where {Uj}j∈J is
an open covering of M and for each j ∈ J the map ϕj : Uj → ϕj(Uj) is a homeomorphism of Uj onto
an open set in Cn such that
ϕk ◦ ϕ
−1
j : ϕj(Uj ∩ Uk)→ ϕk(Uj ∩ Uk)
is a holomorphic map whenever k, j ∈ J are such that Uj ∩Uk 6= ∅. If U ⊆ Cn, then by a holomorphic
map f : U → Cm we mean a smooth map such that at each p ∈ U the derivative f ′(p) : Cn → Cm is
complex-linear.
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The family {Uj, ϕj}j∈J is called a holomorphic atlas for M . A holomorphic atlas on M which is
maximal with respect to inclusion is called a complex structure on M . Similar to the case of atlases
of smooth manifolds, a holomorphic atlas uniquely determines a complex structure. We see that a
complex manifold of dimension n is a smooth manifold of dimension 2n if we interpret Cn as R2n.
Definition 1.2.3. Let M be a complex manifold with a holomorphic atlas {Uj , ϕj}j∈J . We say that
f ∈ C∞(M,C) is holomorphic if for all pairs (Uj , ϕj) the maps f ◦ϕ
−1
j are holomorphic. If N together
with {Vk, ψk} is another complex manifold, then a smooth map f : M → N is called holomorphic if
for all p ∈M there are j, k such that p ∈ Uj , f(p) ∈ Vk and the map
ψk ◦ f ◦ ϕ
−1
j : ϕj(Uj)→ ψk(Vk) (1.4)
is holomorphic. The complex vector space of holomorphic functions on M is denoted by Hol(M,C).
Let p ∈ M and interpret M as a smooth manifold of dimension 2n. Then the real tangent space
TpM is the 2n-dimensional vector space of derivations of C
∞(M,R). If (Uj , ϕj) is a chart with p ∈ Uj,
then the derivative ϕ′(p) : TpM → Cn is a real-linear isomorphism with which we can give TpM a
complex structure Jp obtained from C
n and make it a complex vector space. Using (1.4) and the chain
rule we find that Jp is independent of the chart used. Moreover, if N is another complex manifold, we
see from the definition that a smooth map f ∈ C∞(M,N) is holomorphic if and only if its derivative
f ′(p) is complex-linear with respect to Jp and Jf(p) for all p ∈M (cf. [KN69, Proposition IX.2.3]).
We denote by (TpM)C the complexified tangent space at p and consider the decomposition (TpM)C =
TpM
1,0 ⊕ TpM
0,1 from Proposition 1.2.1. We call TpM
1,0 the holomorphic tangent space and
TpM
0,1 the antiholomorphic tangent space. If we view (TpM)C as the 2n-dimensional complex
vector space of derivations of C∞(M,C), then TpM
1,0 corresponds to the subspace of derivations which
vanish on antiholomorphic functions (cf. [GH78, p.16]). Furthermore, we find that if f ∈ C∞(M,N)
and if we extend the derivative at p to a complex-linear map f ′(p) : (TpM)C → (Tf(p)M)C for all
p ∈ M , then f is holomorphic if and only if f ′(p)(TpM1,0) ⊆ Tf(p)N
1,0 for all p ∈ M (cf. [KN69,
Proposition IX.2.9]).
Definition 1.2.4. Let M be a smooth manifold. An almost complex structure on M is a tensor
field J of type (1, 1) which is, at every point p ∈M , a complex structure on TpM . Here one interprets
the bilinear form Jp as an automorphism v 7→ Jp(v, .) ∈ Hom(TpM∗,R) ∼= TpM . We call the pair
(M,J ) an almost complex manifold and note that M necessarily has even dimension. If J is an
almost complex structure on a homogeneous G-space M with action σ, then J is called invariant, if
for all g ∈ G
Jσ(g)p ((σ(g))
′(p)v) = σ(g)′(p) (Jp(v)) ∀p ∈M ∀v ∈ TpM.
An almost complex structure J is said to be integrable, if it has no torsion, that is, if (cf.[KN69,
p.123])
N(X,Y) := [JX,JY]− [X,Y]− J [X,JY]− J [JX,Y] = 0 ∀X, Y ∈ X (M).
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Theorem 1.2.5 (Newlander-Nirenberg). An almost complex manifold (M,J ) is a complex manifold
such that J coincides with the natural complex structure on the tangent spaces, if and only if J is
integrable.
Proof. [KN69, Theorem IX.2.5]. //
Proposition 1.2.6. Let G be a Lie group and H a closed Lie subgroup. Then the invariant almost
complex structures J on M := G/H (cp. Theorem 1.1.40) are in one-to-one correspondence with the
set of linear transformations J of TeHM = g/h such that
(i) J2 = − Id
(ii) J ◦ A˜d(h) = A˜d(h) ◦ J ∀h ∈ H.
Here A˜d : g/h→ g/h is the map induced by Ad : g→ g.
Proof. Let J be an invariant almost complex structure on M and put J := JeH . Then J2 = − Id.
The action lx of x on M is defined by gH 7→ xgH . For h ∈ H we find hgH = hgh−1H which means
the action of h is given by conjugation modulo H , i.e. lh = I˜h. Therefore l
′
h(eH) = A˜d(h). Now using
the invariance of J and noting that H fixes eH we find
J(A˜d(h)X) = JeH(l
′
h(eH)X)
= l′h(eH) (JeH(X))
= A˜d(h) (J(X)) .
Now let J be given as in the proposition. We define an invariant almost complex structure J by
moving J around via the action. More precisely, we put
JxH(l
′
x(eH)X) := l
′
x(eH)I(X) ∀X ∈ TeHM ∀x ∈ G.
There are several possible elements to reach xH from eH , but if x, y ∈ G are such that xH = yH ,
then y−1x ∈ H . Furthermore lx = ly ◦ I˜y−1x. Hence we find
l′x(eH) = l
′
y(eH) ◦ A˜d(y
−1x),
which shows that J is well-defined by the above formula. //
If an invariant J is given in either way, we define P to be the subbundle of (TM)C which is at each
point gH the eigenspace to i of JgH (cf. Proposition 1.2.1). If p := (TeHM)1,0 is the i-eigenspace of J ,
then one could also define P to be the G-invariant subbundle of (TM)C having PeH = p. This definition
is possible, since p is Ad(H)-invariant by the invariance of J . Furthermore these two definitions are
equivalent, since J is the invariant extension of J to all tangent spaces.
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Proposition 1.2.7. Let J be an invariant almost complex structure on M = G/H. Then J is
integrable if and only if P is closed under the Lie bracket.
Proof. By the eigenspace property P is given by P = {X − iJX | X ∈ X (M)}. Suppose it is closed
under the Lie bracket and let X− iJX and Y− iJY ∈ P . Then we have
0 = J ([X− iJX,Y− iJY])− i([X− iJX,Y− iJY])
= J [X,Y]− iJ [X,JY]− iJ [JX,Y]− J [JX,JY]
− i[X,Y]− [X,JY]− [JX,Y] + i[JX,JY].
The imaginary part of this last expression is exactly N which then has consequently to be equal to
zero.
Suppose that N is zero. Then [X,Y] − [JX,JY] = J [X,JY] + J [JX,Y]. Computing the Lie
bracket for two arbitrary elements of P we find
[X− iJX,Y− iJY] = [X,Y]− i[X,JY]− i[JX,Y]− [JX,JY]
= −J [X,JY]− J [JX,Y]− i[X,JY]− i[JX,Y]
= (−J [X,JY]− J [JX,Y])− iJ (−J [X,JY]− J [JX,Y]) ∈ P .
//
Up to now we found that invariant complex structures come from certain A˜d(H)-invariant decom-
positions of (g/h)C which are in some sense closed under the Lie bracket. The next proposition gives
the final characterization of invariant complex structures with which we will continue to work.
Proposition 1.2.8. Suppose G is a Lie group and H ⊆ G is closed Lie subgroup. The set of invariant
complex structures on the homogeneous G-space M = G/H is in natural bijection with the set of
complex subalgebras b of gC, having the following properties:
(i) b contains hC, and Ad(H) preserves b
(ii) the intersection of b with its complex conjugate b− is precisely hC
(iii) the dimension of b/hC is half the dimension of gC/hC.
Proof. Let b with the above properties be given. We denote by π : gC → (g/h)C the quotient map and
put p := π(b). Then p∩p = {0} and since 2 dim p = dim(g/h)C we obtain (g/h)C = p⊕p. Furthermore,
p is A˜d(H)-invariant since
A˜d(h)p = A˜d(h) ◦ π(b)
= π ◦Ad(h)(b)
= π(b)
= p.
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Thus the complex structure J obtained via Proposition 1.2.1 from p is A˜d(H)-invariant and gives us
an invariant almost complex structure J on G/H according to Proposition 1.2.6. Then Proposition
1.2.7 tells us that to show integrability it suffices to show that P is closed under the Lie bracket. This
will be handled in the next proposition.
Now for the other direction, let J be an invariant complex structure on G/H . We define p and
P as before. We put b := π−1(p) which gives us a complex subspace of gC. It contains hC = kerπ.
It is furthermore Ad(H)-invariant, since Ad(h)(π−1(p)) = π−1( ˜Ad(h)p). Since complex conjugation
commutes with π, we also get b ∩ b = π−1(0) = hC. The dimension property is also satisfied, since
b/hC ≃ p and the latter has half the dimension of (g/h)C. It remains to show that b is a subalgebra of
gC. For that consider the following proposition. //
For the following proposition, we consider any homogeneous G-space M := G/H with projection
π. We denote by ρ the right-translation on G.
Proposition 1.2.9. Let b ⊆ gC an Ad(H)-invariant subspace with hC ⊆ b and denote p := b/hC ⊂
TeHMC. Let P ⊆ TMC be the G-invariant subbundle having PeH = p. Then
P is integrable ⇔ b is a subalgebra.
We do some preparational work for the proof. We denote by XC(G)
ρ(H) the complex right-H-
invariant vector fields on G. That is, X ∈ XC(G)ρ(H) satisfies
(Xf)(gh) = X(f ◦ ρh)(g) ∀g ∈ G, h ∈ H, f ∈ C
∞(G).
The derivative of the projection dπ pointwisely maps tangent space of G into tangent spaces of M . If
we want define the push-forward of a vector field X on G via dπ, we must for the well-definedness
demand that
X(f ◦ π)(g) = X(f ◦ π)(gh) ∀g ∈ G, h ∈ H, f ∈ C∞(M).
Vector fields with that property are called projectable. We find that right-H-invariant vector fields
are projectable, since π = π ◦ ρh for all h ∈ H . For projectable vector fields X, we define the push-
forward map π∗ by
π∗Xf(gH) := X(f ◦ π)(g) ∀gH ∈M, f ∈ C
∞(M).
Lemma 1.2.10. For each V ∈ XC(M) and each x ∈ M there is x ∈ U open and X ∈ XC(G) right
H-invariant such that
π∗X|U = V|U .
Proof. From Proposition we know that on a neighborhood U ⊆ M of x there is a section s : U → G.
If we denote V := π−1(U), then V ≃ U × H via (x, h) 7→ s(x)h. We also observe that V is closed
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under right-translation by H . We can then define a right-H-invariant vector field X on V from V by
the formula
Xf(s(x)h) := V(f ◦ s)(x) ∀s(x)h ∈ V, f ∈ C∞(V ).
It is clear that X is right-H-invariant (since the section corresponds to a fixed choice of an element in
s(x)H). Furthermore on U we have π∗X = V. Using cut-off functions we can define a vector field on
G which coincides with X on a smaller set and hence has the desired properties. //
Lemma 1.2.11. The set of right-H-invariant vector fields on G is closed under the Lie bracket.
Proof. Suppose X and Y right-H-invariant. Then
X(Yf)(gh) = X((Yf) ◦ ρh)(g)
= X(Y(f ◦ ρh))(g).
Doing the same for YX we find that [X,Y] is also right-H-invariant. //
Lemma 1.2.12. Let X and Y on G be right-H-invariant. Then
π∗[X,Y] = [π∗X, π∗Y].
Proof.
(π∗[X,Y]f)(gH) = (XY−YX)(f ◦ π)(g)
= X(Y(f ◦ π))(g)−Y(X(f ◦ π))(g)
= (π∗X)(Y(f ◦ π)(g))− (π∗Y)(X(f ◦ π)(g))
= ((π∗X)(π∗Y)− (π∗Y)(π∗X))f(gH)
= [π∗X, π∗Y]f(gH).
//
We denote by B the preimage of P under the map dπ : TGC → TMC.
Lemma 1.2.13. The subbundle B is left-G-invariant und right-H-invariant.
Proof. The left-G-invariance follows from the equivariance of π with respect to the left-action of G on
G and M . For the right-H-invariance, we need to show that
ρ′h(g)(Bg) = Bgh ∀g ∈ G, ∀h ∈ H.
By taking the definiton of B this reduces to showing for v ∈ TghGC
dπ′(gh)v ∈ PgH ⇔ dπ
′(g)(ρ′h−1(gh))v ∈ PgH .
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But this follows from the chain rule applied to π = π ◦ ρh which gives
dπ′(gh) = dπ′(g) ◦ ρ′h−1(gh).
//
Lemma 1.2.14. The subbundle is locally spanned by right-H-invariant vector fields.
Proof. Let g ∈ G choose U neighborhood of gH and section s : U → G with s(gH) = g and π◦s = IdU .
Let X1, . . . , Xs be a basis of Bg. Choose smooth sections X1, . . . ,Xs of B along s(U) which have these
values at g. By making U smaller, we can assume that the vector fields X1, . . . ,Xs form a basis of B
in each point of s(U). Now we can extend the vector fields uniquely to right-H-invariant vector fields
on s(U)H as it was done in Lemma 1.2.10. Since B is right-H-invariant and the derivatives of ρ(H)
are isomorphisms, the extensions span B at every point of s(U)H . //
Proposition 1.2.15. The distribution B is integrable if and only if P is integrable.
Proof. Suppose B is integrable and let V and W be sections of P . For any point in M we can choose
a neighborhood U and right-H-invariant vector fields X and Y on G such that π∗X|U = V|U and
π∗Y|U = W|U . Then Lemma 1.2.12 gives us
π∗[X,Y]|U = [V,W]|U .
Since X and Y are sections of B, the right-hand-side is P-valued. Therefore [V,W] is again a section
of P . Hence P is integrable.
Suppose P is integrable and let X and Y be sections of B. Then according to Lemma 1.2.14 around
each g ∈ G these two vector fields are sums of right-H-invariant vector fields, say X =
∑s
i=1 aiXi and
Y =
∑s
j=1 bjYj . Then their bracket is given by the term
[X,Y] =
s∑
i,j=1
ai((Xi)bj ·Yj + bj(Xi ◦Yj)) − bj((Yj)ai · Xi − ai(Yj ◦ Xi))
=
s∑
i,j=1
aibj · [Xi,Yj ] +
s∑
i,j=1
ai(Xibj) ·Yj −
s∑
i,j=1
bj(Yjai) · Xi.
We apply Lemma 1.2.12 to [Xi,Yj ] and use the integrability of P to find that π∗[Xi,Yj ] is a local
section of P . Hence [Xi,Yj ] is B-valued. Therefore [X,Y] is a section of B. //
Proof of Proposition 1.2.9. By the left-invariance of B, it is (globally) spanned by left-invariant vector
fields X˜1, . . . X˜s, where X1, . . . , Xs is a basis of b. If b is a Lie algebra, then [X˜i, X˜j ] = ˜[Xi, Xj] is a
again a section of B (c.f. Definition 1.1.12). The integrabililty of B and by Proposition 1.2.15 the
integrabilty of P follows by writing sections of B as sums and doing the same calculation as in the
previous proof.
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If on the other hand P is integrable, then B is integrable. Then if X and Y are in b, we have
[X˜, Y˜ ](e) ∈ Be = b. Hence b is a subalgebra of gC. //
Theorem 1.2.16. Let M = G/C(T1) be a generalized flag manifold and T1 ⊆ T a maximal torus.
Then to each T1-admissible Weyl chamber of T , there exists a subalgebra b of gC satisfying the as-
sumptions of Proposition 1.2.8.
Proof. Let ∆+1 be a positive root system of T1 corresponding to a T1-admissible Weyl chamber as in
Proposition 1.1.56. Define c1C := tC +
∑
α∈∆1
gα as in Construction 1.1.57 and consider
b := c1C ⊕
∑
α∈(∆+\∆+1 )
gα.
From Proposition 1.1.47 we see that b is closed under the Lie bracket and hence it is a subalgebra of gC.
Furthermore, its complex conjugate b is given by c1C⊕
∑
α∈(∆+\∆+1 )
g−α, because c1C is invariant under
complex conjugation and gα = g
−α. Therefore b∩b = c1C and 2 dim b/c1C = dim gC/c1C. Furthermore,
we have ad(c1C)b = [c1C, b] ⊆ b. Hence for H ∈ c1 = c1C ∩ g holds Ad(expH)b = exp(adH)b ⊆ b and
we find that b is Ad(C(T1))-invariant. //
Corollary 1.2.17. Any generalized flag manifold is a complex manifold with a natural G-invariant
integrable almost complex structure.
1.2.2 Coadjoint Orbits
We have given a definition of coadjoint orbits in Example 1.1.39. Furthermore, if λ ∈ g∗ and
Oλ = {Ad
∗(g)λ | g ∈ G}
is the associated coadjoint orbit, then the coadjoint action of G on Oλ is transitive. Because of
Corollary 1.1.52 we can assume that λ ∈ t∗.
We denote by Gλ the stabilizer of λ with respect to the coadjoint action. Proposition 1.1.41 tells
us that Gλ is a Lie group with Lie algebra gλ = {X ∈ g | ad
∗(X)λ = 0}.
Let f : G → Oλ be the orbit map which maps g ∈ G to the point g · λ ∈ Oλ. Then the induced
G-equivariant bijection
F : G/Gλ → Oλ, gGλ 7→ Ad
∗(g)λ
is exactly the map from Theorem 1.1.42. Of course we have not yet shown that Oλ is a smooth
manifold and hence F is not a diffeomorphism. Nevertheless we know from Theorem 1.1.40 that G/Gλ
is a homogeneous G-space and can use F to transport the differentiable structure from G/Gλ onto Oλ.
We will sketch how the differentiable structure on G/Gλ is obtained. For a detailed proof see
[War83, Theorem 3.58] or [Hil06, §8.4].
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We have stated in Proposition 1.1.19 that exp: G → G has derivative exp′(0) = Idg. With this
property one can prove for the multiplication m : G×G→ G on G that
m′(e, e)(X,Y ) = X + Y ∀X, Y ∈ G. (1.5)
We fix a vector space complement a of gλ in g such that g = a× gλ and consider the map
θ : a× gλ → G, (X,Y ) 7→ expX expY.
Then (1.5) shows that the derivative at (0, 0) is invertible and by the Inverse Function Theorem θ is a
homeomorphism on a small neighborhood. Then we can choose an open subset U of a for which the
map
f ◦ θ : U × {0} → Oλ
is a homeomorphism onto its image. Moving the image around via translation yields an atlas for which
Oλ is a smooth manifold with the following properties (cf. [Hil06, Theorem 8.4.6]).
Theorem 1.2.18.
(i) f : G→ Oλ is a submersion and Oλ → g
∗ is an immersion.
(ii) TλOλ = (ad
∗ g)λ
via F
= g/gλ.
(iii) TAd∗(g)λOλ = (ad
∗ g)(Ad∗(g)λ)
via F
= g/g(Ad∗(g)λ).
1.2.3 Stabilizers of Functionals
Let G be a compact connected Lie group and T a maximal torus. We consider a functional λ ∈ t∗.
We have stated in Subsection 1.1.6 that we view t∗ as a subset of g∗ via extending functionals by
zero on the orthogonal complement of t with respect to an Ad(G)-invariant inner product. Let t ∈ T .
The root space decomposition in Construction 1.1.46 tells us Ad(t)|t = Idt and Ad(t)t
⊥ ⊆ t⊥. Hence
Ad∗(t)λ(X + Y ) = λ(X +Ad(t−1)Y ) = λ(X + Y ) ∀X ∈ t, ∀Y ∈ t⊥.
Therefore we obtain T ⊆ Gλ.
Definition 1.2.19. If T is a maximal torus, we call a functional λ ∈ t∗ regular, if T = Gλ. Else it
is called singular.
Proposition 1.2.20. The stabilizer Gλ is connected.
Proof. This is clear for regular λ. For the general case, we show that the stabilizer GX of an element
X ∈ g with respect to the adjoint action is connected. This is sufficient since the adjoint and coadjoint
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action can be identified by using an Ad(G)-invariant inner product.
GX = {g ∈ G | Ad(g)X = X}
= {g ∈ G | Ad(g)tX = tX ∀t ∈ R}
= {g ∈ G | exp(Ad(g)tX) = exp(tX) ∀t ∈ R}
To obtain equality in the last step, we need to see equivalence of the conditions. One direction is
obvious. For the other, assume that
e = exp(Ad(g)tX)(exp(tX))−1
= exp(t(Ad(g)X −X))
Then {t(Ad(g)X − X) | exp(t(Ad(g)X − X)) = e, t ∈ R} is a linear subspace which has 0 as an
isolated point (because exp is locally invertible). Thus it must be zero and we retrieve the condition
Ad(g)tX = tX . From here we continue the calculation:
GX = {g ∈ G | exp(Ad(g)tX) = exp(tX) ∀t ∈ R}
= {g ∈ G | g exp(tX)g−1 = exp(tX)∀t ∈ R}
= C(exp(tX | t ∈ R)) = C(exp(tX | t ∈ R)) = C(T1),
where T1 = exp(tX | t ∈ R) is a torus. Thus GX is connected by Proposition 1.1.54. //
We will find another criterion for λ to be regular or singular. Recall that the Lie algebra of Gλ is
given by
gλ = {X ∈ g | λ[X,Y ] = 0 ∀Y ∈ g}.
Let (., .) denote the inner product on it∗ defined by the Ad(G)-invariant inner product on g and
duality. Then Proposition 1.1.48 asserts the existence of non-zero elements Xα, α ∈ ∆, such that
ξ([Xα, X−α]) = (ξ, α) ∀ξ ∈ it
∗.
Proposition 1.1.47 tells us that the root spaces are one-dimensional. Hence an arbitrary element X of
gC is of the form
X = Xt +
∑
α∈∆
cαXα.
Here Xt = Xt(X) is a suitable element of tC and the cα are scalars depending on X .
We are ready to determine gλ. For the following calculation we use Proposition 1.1.47 and that
λ|gα = 0 for all α ∈ ∆. Pick β ∈ ∆, then
λ([X,Xβ]) = λ([Xt +
∑
α∈∆
cαXα, Xβ])
= c−βλ([X−β , Xβ ])
= −ic−β(iλ, β).
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This calculation shows that Xβ ∈ gλC if and only if (iλ, β) = 0. Since the root space gβ is one-
dimensional and hence spanned byXβ, in this case we have g
β ⊂ gλC. Since the criterion is independent
of the sign of β, we then also have g−β ⊂ gλC. We define the singular roots of λ as
∆sing(λ) := {β ∈ ∆ | (iλ, β) = 0}
and ∆+sing(λ) := ∆
+ ∩∆sing . Then we can express our consideration in the following way.
Proposition 1.2.21. Let T be a maximal torus in G and λ ∈ t∗. Then
gλC = tC ⊕
∑
β∈∆sing(λ)
gβ
and
gλ = t⊕
∑
β∈∆+sing(λ)
g ∩ (gβ + g−β).
Therefore λ is regular if and only if ∆sing(λ) = ∅.
Let λ ∈ t∗ and α, β ∈ ∆sing(λ). Then
(iλ, α+ β) = (iλ, α) + (iλ, β) = 0.
If α+β ∈ ∆, then α+β ∈ ∆sing(λ) and therefore we can apply Construction 1.1.57 with ∆1 = ∆sing(λ).
This gives us a torus T1 ⊆ T such that C(T1) has Lie algebra gλ. Since Gλ is connected after
Proposition 1.2.20, we have Gλ = C(T1) because of Proposition 1.1.18. We have thus proved the
following important proposition.
Proposition 1.2.22. Let G be a compact connected Lie group, T a maximal torus and λ ∈ t∗. Then
there exists a torus T1 such that Gλ = C(T1). If λ is regular, then T1 = T and hence Gλ = T .
Corollary 1.2.23. Let G be a compact connected Lie group, T a maximal torus and Oλ a coadjoint
orbit. We can assume λ ∈ t∗ because of Corollary 1.1.52. From Subsection 1.2.2 we know that Oλ has
the form G/Gλ. If we apply Proposition 1.2.22 to find a torus T1 such that Gλ = C(T1), then we have
shown that any coadjoint orbit Oλ has the structure of a generalized flag manifold G/C(T1).
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Representation Theory
2.1 Complex Line Bundles
2.1.1 Line Bundles with Hermitian Connection
Definition 2.1.1. Let M be a smooth manifold. A complex line bundle L over M is a smooth
manifold L together with a smooth surjective map π : L→M such that
(i) for each p ∈M the fiber Lp := π
−1(p) is a one-dimensional complex vector space,
(ii) for each p ∈M there is a neighborhood U of p and a diffeomorphism ϕ of the form
ϕ : π−1(U)→ U × C, ϕ(q) = (π(q), φ(q)) (2.1)
such that φ|Lp : Lp → C is a complex-linear isomorphism for each fiber.
A pair (U,ϕ) is called a local trivialization. If V ⊆ M is open then a map s : V → L satisfying
s(p) ∈ Lp for all p ∈ V is called a section on V . It is called non-vanishing if s(p) 6= 0 ∈ Lp for all
p ∈ V . The C∞(V,C)-module of smooth sections on V is denoted by C∞(V, L). Let {Uj, ϕj}j∈J be
a covering by local trivializations. For each j ∈ J we obtain a non-vanishing smooth section sj on Uj
defined by the formula
sj(p) = φ
−1
j (1).
Then the family {Uj, sj}j∈J is called a local system for L. By the corresponding transition func-
tions we mean the family of functions cjk ∈ C∞(Uj ∩Uk,C), for j, k such that the intersection is not
empty, defined by
cjk(q)z = φ
−1
k ◦ φj(q)z.
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From that we find for the local system
cjksj = sk.
The transition functions satisfy the following cocycle conditions
cjk = c
−1
kj , cjkckl = cjl, (2.2)
where in the latter case j, k, l are such that Uj ∩ Uk ∩ Ul 6= ∅.
Definition 2.1.2. Let L1 and L2 be complex line bundles over a smooth manifold M . We say that
L1 and L2 are equivalent if there exists a diffeomorphism τ : L1 → L2 such that for all p ∈ M the
map
τ|(L1)p : (L1)p → (L2)p (2.3)
is a complex-linear isomorphism. This defines an equivalence relation on the set of complex line bundles
over M . If L is a complex line bundle over M , then we denote by [L] the equivalence class of L. The
set of all equivalence classes is denoted by L(M).
Proposition 2.1.3. Let {Uj}j∈J be an open covering of M and assume that for each pair j, k such
that Uj ∩Uk is not empty, we have a function cjk ∈ C∞(Uj ∩Uk) such that if Uj ∩Uk ∩Ul is not empty
the cocycle conditions (2.2) hold. Then up to equivalence there is a unique complex line bundle with a
local system {Uj, sj}j∈J which has transition functions cjk.
Sketch of proof. The complex line bundle can be realized by taking the disjoint union
⋃
j∈J Uj × C
and factor out the equivalence relation
(pj , zj) ≃ (pk, zk) ⇔ pj = pk and zj = cjk(pj)zk,
where (pj , zj) ∈ Uj × C and (pk, zk) ∈ Uk × C. Confer [Wal73, Theorem 1.2.6]. //
Proposition 2.1.4. Let L1 and L2 be complex line bundles with local systems {Uj , s
1
j}j∈J and {Uj, s
2
j}j∈J
and transition functions c1jk, c
2
jk, respectively. Then L1 and L2 are equivalent if and only if for each
j there are smooth functions gj : Uj → C
∗ such that gkc
1
jkg
−1
j = c
2
jk on each non-empty intersection
Uj ∩ Uk.
Proof. [Wal73, Proposition 1.2.7]. //
Definition 2.1.5. Let M be a smooth manifold. Then a line bundle with connection over M
is a pair (L,∇) such that L is a complex line bundle over M and ∇, which is called connection or
covariant derivative, is an assignment
∇ : XC(M)→ EndC(C
∞(M,L))
which satisfies
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(i) ∇fX+gY = f∇X + g∇Y (C∞(M,C)-linearity),
(ii) ∇Xfs = X(f)s+ f∇Xs (Leibniz rule)
for all functions f, g ∈ C∞(M,C), vector fields X, Y ∈ XC(M), and sections s ∈ C∞(M,L).
Definition 2.1.6. Let (L1,∇1) and (L2,∇2) be complex line bundles with connection over a smooth
manifold M . We say that (L1,∇1) and (L2,∇2) are equivalent as line bundles with connection,
if there exists a diffeomorphism τ : L1 → L2 satisfying the property (2.3) of an equivalence of line
bundles and in addition
τ ◦ (∇1Xs) = ∇
2
X(τ ◦ s) ∀s ∈ C
∞(M,L1) ∀X ∈ XC(M).
Proposition 2.1.7. Let p ∈M , then the value (∇Xs)(p) depends only on the values of s and X in an
arbitrarily small neighborhood of p.
Proof. Let U be open and p ∈ U . Suppose s = 0 on U . Using Theorem 1.1.5 we can find an open
neighborhood p ∈ V ⊆ U and a smooth function f such that f = 0 on V and f = 1 on M\U . Then
s = fs and we find
∇Xs(p) = ∇Xfs(p)
= X(f)(p)s(p) + f(p)∇Xs(p) = 0.
Hence any two section s, t which coincide on a small neighborhood of p have ∇Xs(p) = ∇Xt(p) for all
X ∈ XC(M). The proof for X is similar. //
Proposition 2.1.8. Let L be a complex line bundle over M . Let U ⊆M be open and let s ∈ C∞(U,L)
a non-vanishing smooth section on U . If t ∈ C∞(U,L) is another smooth section on U , then the
function f : U → C defined by
f(p)s(p) = t(p) ∀p ∈M
is smooth. In particular, any smooth section on U is given by the product of s with a smooth function.
We will use t
s
as a symbol for f .
Proof. f is smooth since on a local trivialization it is the quotient of two smooth functions. Since s is
non-vanishing, the quotient is well-defined for any section t. //
Construction 2.1.9. Let {Uj , sj}j∈J be a local system of L and consider a fixed j. Because of
Proposition 2.1.7 the restriction of ∇ to Uj is well-defined. We can define a 1-form αj : XC(Uj) →
C∞(Uj ,C) by the formula
〈αj ,X〉 =
1
2πi
∇Xsj
sj
,
where we have used the result and the notation from Proposition 2.1.8.
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Proposition 2.1.10. Fix j, k in a local system such that Uj ∩ Uk 6= ∅ and apply Construction 2.1.9.
Then
αk = αj +
1
2πi
dcjk
cjk
. (2.4)
Proof. Let X ∈ XC(M). Then
2πi 〈αj ,X〉 =
∇Xsj
sj
=
∇X(cjksk)
cjksk
=
X(cjk)
cjk
+
∇Xsk
sk
=
〈
dcjk
cjk
+ 2πiαk,X
〉
.
//
We call the family {Uj, sj , αj}j∈J a local form of ∇. Suppose that s ∈ C∞(M,L). Then from
Proposition 2.1.8 we know that there is an fj with s|Uj = fjsj for each j. Proposition 2.1.7 says that
(∇Xs)(p) = (∇Xs|Uj )(p) for each p ∈ Uj and hence we have on a fixed Uj :
∇Xs = ∇Xfjsj = X(fj)sj + 2πifjαj(X)sj ∀X ∈ XC(M). (2.5)
Therefore ∇ is uniquely determined by {Uj, sj , αj}j∈J .
Proposition 2.1.11. Let L be a complex line bundle over M , let {Uj, sj}j∈J be a local system of
L, and let {αj}j∈J be a family of local 1-forms satisfying 2.4. Then there is a uniquely determined
connection ∇ on L having {Uj , sj, αj}j∈J as a local form.
Proof. [Kos70, Corollary 1.4.1]. //
We consider a third way of looking at connections on L.
We denote C∗ := C\{0}. The 1-form 12pii
dz
z
on C∗ is invariant under multiplication with elements of
C∗. For p ∈M , any two identifications of (Lp)\{0} with C∗ are C∗-multiples of each other. Therefore,
there is a unique 1-form βp on (Lp)\{0} such that for any C∗-equivariant map
τ : C∗ → Lp\{0}
one has τ∗(βp) =
1
2pii
dz
z
.
Definition 2.1.12. Let L be a complex line bundle over M . We define the open set
L∗ :=
⋃
p∈M
(Lp\{0}).
Let α ∈ Ω1(L∗) be a 1-form. Then α is called a connection form if it satisfies
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(i) α is invariant under the action of C∗ on L by multiplication in the fibers; and
(ii) for all p ∈M one has α|Lp\{0} = βp.
Proposition 2.1.13. Let L be a complex line bundle over M . Then there is a one-to-one corres-
pondence between connections in L and connection forms on L∗. If ∇ is a connection in L, α the
corresponding connection form, and {Uj, sj , αj} a local form of ∇ then one has for any j
αj = s
∗
j (α).
Proof. [Kos70, Proposition 1.5.1]. //
Definition 2.1.14. Let (L,∇) be a line bundle with connection over M and let {Uk, sj , αj}j∈J be
a local form. Then Proposition 2.1.10 tells us that on any non-empty intersection Uj ∩ Uk we have
αk − αj =
1
2pii
dcjk
cjk
. Since
d
dcjk
cjk
= d(
1
cjk
) ∧ dcjk −
1
cjk
d2cjk
= d2(log ◦cjk)
= 0,
we find dαj = dαk. Hence there exists a unique 2-form ω such that
ω|Uj = dαj ∀j ∈ J.
It is called the curvature of ∇.
Proposition 2.1.15. Up to a constant factor, our definition of the curvature coincides with the usual
definition of a curvature of a connection. More precisely, we have
2πiω(X,Y)s = (∇X∇Y −∇Y∇X −∇[X,Y])s ∀s ∈ C
∞(M,L).
Proof. In a trivialization (Uj , sj) where s = fjsj we find using (2.5):
(∇X∇Y −∇Y∇X −∇[X,Y])s
=
(
X(Y(fj)) + 2πiX(fj)αj(Y) + 2πifjX(αj(Y)) + 2πiY(fj)αj(X)− 4π
2fjαj(Y)αj(X)
)
sj
−
(
Y(X(fj)) + 2πiY(fj)αj(X) + 2πifjY(αj(X)) + 2πiX(fj)αj(Y)− 4π
2fjαj(X)αj(Y)
)
sj
− (X(Y(fj))−Y(X(fj)) + 2πifjαj([X,Y])) sj
= 2πi ((X(αj(Y))−Y(αj(X))− αj([X,Y]))fjsj)
= 2πi(dαj(X,Y))s
= 2πiω(X,Y)s.
//
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Proposition 2.1.16. Let α be the connection form of ∇. The curvature ω is a closed 2-form and we
have the relation
dα = (π|L∗)
∗ω
Proof. [Kos70, Proposition 1.6.1]. //
Proposition 2.1.17. Let (L1,∇1) and (L2,∇2) be complex line bundles with connection over a smooth
manifold M . If (L1,∇1) and (L2,∇2) are equivalent as line bundles with connection, then ∇1 and ∇2
have the same curvature.
Proof. Let τ be the equivalence diffeomorphism and let {Uj, sj , αj}j∈J be a local form of ∇1. Then
{Uj, τ ◦ sj}j∈J is a local system of L2 and we have
∇2X(τ ◦ sj) = τ ◦ (∇
1
Xsj)
= τ ◦ (αj(X)sj)
= αj(X)(τ ◦ sj) ∀X ∈ XC(M).
Therefore {Uj, τ ◦ sj , αj}j∈J is a local form of ∇
2 and the curvatures coincide. //
Definition 2.1.18. A Hermitian structure H in L is a family {Hp}p∈M , where Hp is a Hermitian
inner product on the fiber π−1(p). It is furthermore smooth, in the sense that for any smooth sections
s and t ∈ C∞(M,L) the function p 7→ Hp(s(p), t(p)) is smooth. A connection ∇ on L and a Hermitian
structure H are said to be compatible, if
X(H(s, t)) = H(∇Xs, t) +H(s,∇Xt) ∀X ∈ X (M).
In this case we call ∇ a Hermitian connection. We denote by {|H |2p}p∈M the family of maps
|H |2p : Lp → R, z 7→ |H(z, z)|.
Definition 2.1.19. Let (L1,∇1, H1) and (L2,∇2, H2) be line bundles with Hermitian connection
over smooth manifolds M and N respectively. A isomorphism of line bundles is a diffeomorphism
τ : L1 → L2 such that there exists a (uniquely determined) diffeomorphism τˇ : M → N making the
following diagram commutative
L1
τ //
pi1

L2
pi2

M
τˇ
// N
and such that for all p ∈ M the map τ|(L1)p : (L1)p → (L2)τˇ(p) is a linear isomorphism. We call τ a
isomorphism of line bundles with connection, if τ satisfies in addition
τ ◦ (∇1Xs) ◦ τˇ
−1 = ∇2τˇ∗X(τ ◦ s ◦ τˇ
−1) ∀s ∈ C∞(N,L2) ∀X ∈ X (M). (2.6)
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τ is called isometric, if |H2|2 ◦ τ = |H1|2. We denote by E(L,∇) the subgroup of D(L) of diffeomor-
phisms which are isometric isomorphisms of line bundles with Hermitian connection. Since Kostant
shows in [Kos70, Proposition 1.9.1] that compatible Hermitian structures are unique up to factor, we
see that the definition of E(L,∇) is independent of the chosen H .
2.1.2 Homogeneous Line Bundles
Definition 2.1.20. Let G be a Lie group and M a homogeneous G-space with smooth action σ : G×
M →M . A complex line bundle L overM is called a homogeneous line bundle if there is a smooth
transitive action σL : G× L→ L such that
(i) σL(g)Lp = Lσ(g)p ∀p ∈M ∀g ∈ G
(ii) The mapping σL(g)|Lp : Lp → Lσ(g)p is a complex-linear isomorphism for all p ∈M and g ∈ G.
If (L,∇, H) is a line bundle with Hermitian connection, then we say that it is a homogeneous line
bundle with Hermitian connection, if σL(G) ⊆ E(L,∇).
Definition 2.1.21. Let L be a homogeneous line bundle over M . Then we define an action σS : G×
C∞(M,L)→ C∞(M,L) on the space of smooth sections by the formula
(σS(g)s)(p) = σL(g)(s(σ(g
−1)p)) ∀p ∈M.
This means we first manipulate the argument of s and then move the value back into the right fiber.
We observe that G acts by linear transformations and, in fact, we obtain an infinite-dimensional
representation of G in C∞(M,L) in this way.
We give a basic construction which describes all homogeneous line bundles over a homogeneous
G-space M . First of all, we assume M to be of the form M = G/H which is no restriction as we know
from Theorem 1.1.42.
Construction 2.1.22. Let χ : H → C∗ be a character of H . Then H acts on G × C from the right
via
(g, z) · h = (gh, χ(h−1)z) ∀g ∈ G ∀z ∈ C
The space of orbits under this action is denoted by G×χC. We define the map π : G×χ C→ G/H by
π([g, z]) := gH . This is well-defined since any representative of [g, z] is mapped to the coset gH . If we
give G×χ C the quotient topology, then π is continuous.
Proposition 2.1.23. The pair (G×χ C, π) together with the action g1.[g2, z] := [g1g2, z] is a homoge-
neous line bundle over G/H.
Proof. [Wal73, 5.2.2]. //
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Proposition 2.1.24. Let G be a Lie group, H a closed subgroup with a character χ : H → C∗ and
G ×χ C the homogeneous line bundle from Construction 2.1.22. Consider the following subspace of
C∞(G,C).
C∞χ (G,C) := {f ∈ C
∞(G,C) | f(gh) = χ(h−1)f(g) ∀h ∈ H}
G acts on C∞χ (G,C) by left-translation in the argument. With respect to this action and the action
σS on C
∞(G/H,G×χ C) from Definition 2.1.21 the map
Φχ : C
∞
χ (G,C)→ C
∞(G/H,G×χ C), f 7→ (gH 7→ [g, f(g)])
is G-equivariant bijection.
Proof. [Hil07, Proposition 2.12]. //
We have found in Theorem 1.1.42 a uniform description for homogeneous G-spaces. We now do
the same for homogeneous line bundles.
Theorem 2.1.25. Let L be a homogeneous line bundle over G/Gp. We define the map χ : Gp → C
by the formula
χ(g)x = σL(g)x ∀g ∈ G.
Then L is equivalent to G×χ C.
Proof. [Wal73, Lemma 5.2.3]. //
2.1.3 Holomorphic Line Bundles
Definition 2.1.26. LetM be a complex manifold. A holomorphic line bundle overM is a complex
line bundle overM for which there exists a local system {Uj, sj}j∈J such that the transition functions
are holomorphic. We call this a holomorphic local system.
Proposition 2.1.27. If L is a holomorphic line bundle over M and {Uj, sj}j∈J is a holomorphic
local system, then there is a unique complex structure (cp. Definition 1.2.2) on L such that for the
associated family of local trivializations the maps
ϕ : π−1(U)→ U × C, ϕ(q) = (π(p), φ(p))
and their inverses are holomorphic. Furthermore, the sections sj are holomorphic mappings between
complex manifolds and any section C∞(M,L) is holomorphic if and only if it has the local form s = fsj
where f is a holomorphic function. The vector space of holomorphic sections is denoted by Γhol(M,L).
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Sketch of proof. Let {Uj, ϕj}j∈J be a family of local trivializations belonging to the holomorphic local
system {Uj , sj}j∈J . Then the inverse ϕ−1 : Uj × C→ π−1(Uj) is given by (p, z) 7→ zsj(p). If (Uj , ψj)
is a holomorphic chart for M , then we obtain a chart (U˜j , ϕ˜j) for L by setting U˜j := π
−1(Uj) and
ϕ˜j(v) := (ψj(p), z) ∈ Cn+1, where v = zsj(p). If Uj , Uk have non-empty intersection, then the change
of charts is given by (z1, . . . , zn, z) 7→ (ψk ◦ ψ
−1
j (z1, . . . , zn), cjk ◦ ψ
−1
j z) and hence holomorphic. One
can show that the resulting holomorphic atlas has the desired properties. Confer [GH78, p.132]. //
Proposition 2.1.28. Let G be a Lie group with closed Lie subgroup H and let χ : H → C∗ be a
character of H. Suppose G/H carries an invariant complex structure given by b (cp. Proposition
1.2.8) and let G ×χ C be the homogeneous line bundle over G/H from Construction 2.1.22. Then to
make G ×χ C a holomorphic vector bundle amounts to giving a Lie algebra representation µ of b on
C, satisfying
(i) the complex linear extension of the differential of the group representation χ : H → C∗ agrees
with the Lie algebra representation µ restricted to hC; and
(ii) for h in H, X ∈ b, and w ∈ C
χ(h)(µ(X)w) = µ(Ad(h)X)(χ(h)w).
The space Γ(G/H,G×χ C) of holomorphic sections may be identified with the subspace C∞χ,µ(G,C) of
C∞χ (G,C) (cp. Proposition 2.1.24) given by
C∞χ,µ(G,C) := {f ∈ C
∞
χ (G,C) | X˜(f)(g) = µ(X)(f(g)) ∀X ∈ b}.
Proof. A proof of this theorem is given in [TW70, Theorem 3.6]. //
Proposition 2.1.29. Let G be a compact connected Lie group, T1 a torus and χ : C(T1) → C a
character of C(T1). We give G/C(T1) a complex structure by applying Theorem 1.2.16. Then the
homogeneous line bundle G×χ C over G/C(T1) is a holomorphic line bundle.
Sketch of proof. The complex structure on G/C(T1) comes from a subalgebra b after we have chosen
a positive Weyl chamber. Then b is of the following form.
b = c1C +
∑
α∈(∆+\∆+1 )
g−α
We define µ to be the induced Lie algebra representation Lχ of c1C extended to b by letting the right
summand act trivially. It remains to show that 2.1.28(ii) holds. Then the claim follows with this
proposition. Confer [Wal73, Proposition 6.3.3]. //
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Proposition 2.1.30. Let σS be the action of G on the space of smooth sections from Definition 2.1.21.
Then the restriction of σS to the space of holomorphic sections Γ(G/C(T1), G×χC) is a representation
of G.
Proof. We already know that G acts linearly on the smooth sections. It remains to show that the space
of holomorphic sections is invariant under the action of G. We do that by showing that C∞χ,µ(G,C) is
invariant.
Let f ∈ C∞χ,µ(G,C) and h ∈ G. Then h · f ∈ C
∞
χ (G,C) and
(X˜(h · f))(g) = X˜(g)(f ◦ λh−1)
= (λ′h−1(g)X˜(g))(f)
= X˜(h−1g)(f)
= µ(X)(f(h−1g))
= µ(X)((h · f)(g)) ∀X ∈ b−.
Therefore h · f ∈ C∞χ,µ(G,C). //
2.2 Borel-Weil Theorem
Theorem 2.2.1 (Cartan-Weyl). Let G be a compact connected Lie group, T a maximal torus and
let ∆+(gC, tC) be a system of positive roots in ∆(gC, tC). Then apart from equivalence the irreducible
finite-dimensional representations (π, V ) of G stand in one-one correspondence with the dominant
analytically integral linear functionals λ ∈ t, the correspondence being that λ is the highest weight of
π. More precisely, if we put
V n := {v ∈ V | Lπ(X)v = 0 ∀X ∈ n},
then V n is invariant under T , and the corresponding representation π+ of T on V n is irreducible and
has dominant weight λ.
Proof. [Kna02, Theorem 5.110]. //
Example 1.1.25 and Corollary 1.1.30 tell us that an irreducible unitary representation of T can
be viewed as a character τ : T → S1. Therefore the theorem suggests that the equivalence classes of
unitary irreducible representations are parametrized by characters of a maximal torus.
Construction 2.2.2. LetG be a compact connected Lie group, T a maximal torus in G and τ : T → S1
a character. Let λ := Lτ ∈ t∗. Note that according to Proposition 1.1.21 the character τ is uniquely
determined by λ. We apply Construction 2.1.22 to obtain a homogeneous line bundle G ×τ C over
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G/T . We choose a positive Weyl chamber to obtain a suitable subalgebra b as in Theorem 1.2.16.
We apply Proposition 1.2.8 to give G/T a complex structure. Then we can use Proposition 2.1.29
which gives G ×τ C the structure of a holomorphic line bundle. Using Proposition 2.1.30 we have a
representation (πλ,Γ(G/T,G×τ C)) of G in the space of holomorphic sections.
The following is a classical result in representation theory of compact connected Lie groups.
Theorem 2.2.3 (Borel-Weil). Let G be a compact connected Lie group, T a maximal torus and
τ : T → S1 a character. Apply Construction 2.2.2 to obtain a representation (πλ,Γ(G/T,G×τ C)) of
G. Then Γ(G/T,G×τ C) is non-zero if and only if Lτ is dominant. In this case, πλ is the irreducible
representation attached to Lτ by the Cartan-Weyl Theorem.
Proof. [DK00, Theorem 4.12.5]. //
Construction 2.2.4. Let G be a compact connected Lie group, T a maximal torus in G, T1 ⊆ T a
torus and χ : C(T1) → S1 a character. We apply Construction 2.1.22 to obtain a homogeneous line
bundle G ×χ C over G/C(T1). We choose a T1-admissible Weyl chamber to obtain a suitable Lie
algebra b as in Theorem 1.2.16. Then Proposition 1.2.8 tells us that there exists a complex structure
on G/C(T1). We can use Proposition 2.1.29 to give G×χC the structure of a holomorphic line bundle.
Using Proposition 2.1.30 we obtain a representation (πχ,Γ(G/C(T1), G ×χ C)) of G in the space of
holomorphic sections.
The following theorem is taken from [Wal73, Theorem 6.3.7]. We remark that it is actually true for
finite-dimensional representations (σ,W ) of a centralizer of a torus T1 instead of just one-dimensional
representations (σ,C).
Theorem 2.2.5. Let G be a compact connected Lie group and let T1 be a torus in G. Let (σ,C) be
an irreducible unitary representation of C(T1). If there exists no irreducible representation (π, V ) of
G so that the representation (π|C(T1), V
n) is equivalent with (σ,C), then Γ(G/C(T1), G ×σ C) = {0}.
If there exists such a (π, V ), then (πσ ,Γ(G/C(T1), G×σ C)) and (π, V ) are equivalent.
Proposition 2.2.6. Let G be a compact connected Lie group, T a maximal torus and λ ∈ t∗. Then
there is a one-to-one correspondence between characters τ : T → S1 and χ : Gλ → S1 which satisfy
Lτ = Lχλ =: 2πiλ. As before (cp. Subsection 1.1.6) we interpret λ as a functional on gλ which is
zero on the orthogonal complement of t.
Proof. The following proof involves some concepts which were not introduced in this work and which
are of no further relevance later on. For more detailed definitions confer [Kna02].
We have investigated the relation between λ, T and Gλ in Subsection 1.2.3. There we have shown
that T ⊆ Gλ and that the Lie algebra of Gλ is given by
gλ = t+
∑
α∈∆+sing(λ)
g ∩ (gα + g−α).
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Therefore if χ : Gλ → S1 is a character of Gλ, then χ|T is a character of T satisfying L(χ|T ) = Lχ|t.
Hence the first direction is realized by restricting χ to T .
Now let τ : T → S1 with Lτ = 2πiλ be given. Then we extend 2πiλ to a functional λ˜ on gλ which
is zero on the root spaces. Let G˜λ be a universal covering group of Gλ (see [Kna02, §I.11] for definition
and properties). Then G˜λ is a simply connected Lie group with Lie algebra gλ and there is a Lie group
homomorphism π : G˜λ → Gλ which is also a local homeomorphism. According to Proposition 1.1.20
there exists a unique character χ˜ of G˜λ such that the following left diagram is commutative. Our goal
is to find a character χ of Gλ such that the right diagram is commutative. Because then Lχ = 2πiλ˜
and the claim follows with the argumentation from the first part of the proof.
G˜λ
χ˜ // S1 G˜λ
χ˜ //
pi

S1
gλ
expgGλ
OO
2piiλ˜ // R
ei.
OO
Gλ
χ
>>
To prove the existence of χ, we will show χ˜| kerpi = 1. In this case we can define χ(a) via the
preimages of a under the covering map. More precisely, if we interpret Gλ ≃ G˜λ/ kerπ (cf. [Kna02,
Proposition 1.101]), then χ is well-defined by
χ(g kerπ) := χ˜(g), ∀g ∈ G˜λ.
First of all we show kerπ ⊆ Z(G˜λ). As a kernel of a Lie group homomorphism kerπ is normal and
since π is a covering, it is furthermore discrete. Let n ∈ kerπ. Then the function fn : g 7→ gng−1 on
G˜λ is continuous and has values in kerπ since the latter is normal. But since kerπ is a discrete set and
G˜λ is connected the function fn is constant with value fn(e) = n. But this means in fact that kerπ is
contained in the center of G˜λ.
SinceGλ is compact, its Lie algebra decomposes into gλ = Z(gλ)⊕k, where k denotes the semi-simple
Lie algebra [gλ, gλ] (cf. [Kna02, Corollary 4.25]). On group level, Gλ decomposes into the commuting
product Gλ = Z(Gλ)K, where K is a semi-simple Lie group with Lie algebra k (cf. [Kna02, Theorem
4.29]). Then we can assume that G˜λ is of the form G˜λ = K˜ × Z(gλ). Here K˜ is a universal covering
group of K. Then Weyl’s Theorem ([Kna02, Theorem 4.69]) tells us that K˜ is compact.
We note that T is a maximal torus in Gλ. Hence we obtain a decomposition t = Z(gλ)⊕tK with the
same arguments as above. Hence we can choose a maximal torus TK˜ in K˜ which has Lie algebra tK .
We then consider the subgroup A := TK˜ ×Z(gλ) of G˜λ. Via the decomposition of the Lie algebra t we
can assume that T = Z(Gλ)TK , where TK is a subgroup of K with Lie algebra tK . Hence πA : A→ T
is a covering. In particular, A has Lie algebra t.
The center Z(G˜λ) is of the form Z(G˜λ) = Z(K˜) × Z(gλ). Since the center Z(K˜) of a compact
Lie group lies in every maximal torus (cf. [Kna02, Corollary 4.47]), we find Z(G˜λ) ⊆ A. With the
inclusion shown above, we finally arrive at kerπ ⊆ A.
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We consider the following two characters of A. Firstly, we have the restriction of χ˜ to A. Its
derivative is given by L(χ˜|A) = (Lχ˜)|t = λ. Secondly, we consider τ ◦ π|A. Since π is a covering map,
this character has also differential equal to λ. Therefore χ˜|A = τ ◦π|A according to Proposition 1.1.21.
Since τ maps e to 1 and because kerπ ⊆ A, we find
1 = τ ◦ π| kerpi = (τ ◦ π|A)| kerpi
= (χ˜|A)| kerpi
= χ˜| kerpi.
With the argumentation above, this proves the existence of χ. //
Remark 2.2.7. Let us make two remarks at this point.
The above proposition is only non-trivial for the case that the functional λ ∈ t∗ is singular. If λ is
regular, then T and Gλ coincide and the statement is a tautology (cp. Subsection 1.2.3).
If τ : T → S1 is a character and λ := 12piiLτ , then τ is uniquely determined by λ according to
Proposition 1.1.21. One often interprets the existence of τ as a special property of λ. If a functional
λ lifts to a character τ of T , then λ is called analytically integral (cp. [Kna02, §IV.7]).
Proposition 2.2.8. Let G be a compact connected Lie group, T a maximal torus in G and τ : T →
S1 a character. Let λ := 12piiLτ ∈ t
∗. Apply Proposition 2.2.6 to obtain a character χ of Gλ =
C(T1). We apply Construction 2.2.2 to τ and choose a T1-admissible Weyl chamber P1. We apply
Construction 2.2.4 to χ and choose a corresponding Weyl chamber. Then (πλ,Γ(G/T,G ×τ C)) and
(πχ,Γ(G/C(T1), G×χ C)) are equivalent.
Proof. We apply Theorems 2.2.1 and 2.2.5. The unitary representation (τ,C) of C(T ) = T is one-
dimensional and hence irreducible. If λ is a dominant weight, then the Cartan-Weyl Theorem tells
us that there is a representation (π, V ) with highest weight λ such that (π|T , V
n) is equivalent to
(τ,C). Then the same is true for (χ,C) since it has also highest weight Lχ|T = λ (cp. [Kna02,
Theorem 5.110]). Then Theorem 2.2.5 tells us that τ and χ induce equivalent representations of G
in the respective spaces of holomorphic sections with highest weight λ. On the other hand, if λ is
not dominant, then there exists no such representation and the spaces of holomorphic sections are
trivial. //
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Chapter 3
The Orbit Method
3.1 Geometry of Coadjoint Orbits
3.1.1 Symplectic Structure
Definition 3.1.1. Let V be a finite-dimensional vector space and let ω be a skew-symmetric bilinear
non-degenerate form on V . Then V is called a symplectic vector space with symplectic form ω.
For a symplectic form ω on V and a set W ⊆ V one defines the orthogonal complement in the usual
way as
W⊥ω := {v ∈ V | ω(v,W ) = 0}.
A subspace P ⊆ V is called isotropic if ω(P, P ) = 0. It is called Lagrangian, if P⊥ω = P .
Definition 3.1.2. LetM be a smooth manifold, and let ω be a differential 2-form onM . Then (M,ω)
is called a symplectic manifold if
(i) ωp is a symplectic form on TpM for all p ∈M ; and
(ii) ω is closed.
Proposition 3.1.3. Let V be a finite-dimensional symplectic vector space, then V has even dimension
2m. Lagrangian subspaces exist and are isotropic subspaces of dimension m.
Proof. [Woo92, Lemma 1.2.4]. //
Corollary 3.1.4. Symplectic manifolds have even dimension.
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Let (M,ω) be a symplectic manifold. Because ωp is a non-degenerate form on each tangent space Tp,
we obtain a canonical identification of TpM with TpM
∗ (cf. [Woo92, §1.1]). Therefore, the contraction
of ω with a non-zero vector field uniquely determines a non-zero 1-form. In this way we obtain an
isomorphism
X (M)→ Ω1(M), X 7→ iXω.
Definition 3.1.5. Let f ∈ C∞(M,R). The Hamiltonian vector field Xf associated to f is the
vector field on M uniquely determined by the relation
iXfω = df.
The set of all Hamiltonian vector fields is denoted by Ham(M,ω). The bilinear form {., .} on C∞(M,R)
defined by the formula
{f, g} := ω(Xf ,Xg) ∀f, g ∈ C
∞(M,R)
is called the Poisson bracket.
Proposition 3.1.6. (Ham(M,ω), [., .]) and (C∞(M,R), {., .}) are Lie algebras and f 7→ Xf is a Lie
algebra homomorphism.
Proof. [Hil06, Proposition 7.3.4]. //
Definition 3.1.7. Let (M,ω) be a symplectic manifold. Then a smooth map τ : M → M is called
symplectomorphism or canonical transformation, if for all p ∈M
ω(τ ′(p)v, τ ′(p)w)τ(p) = ω(v, w)p ∀v, w ∈ TpM.
A vector field on M is called symplectic if the local flows are symplectomorphisms. The set of
symplectic vector fields is denoted by Symp(M,ω).
Proposition 3.1.8.
(i) X ∈ Symp(M,ω) ⇔ LXω = 0 ⇔ d(iXω) = 0
(ii) Ham(M,ω) ⊂ Symp(M,ω)
(iii) [Symp(M,ω), Symp(M,ω)] ⊆ Ham(M,ω)
Proof. [Hil06, Proposition 7.3.2, Proposition 7.3.3]. //
Definition 3.1.9. Let G be a Lie group, (M,ω) a symplectic manifold, and σ : G×M →M a smooth
action. Then σ is called a symplectic action if for each g ∈ G the diffeomorphism σ(g) is a sym-
plectomorphism (cp. Definition 1.1.36). It is called strongly symplectic or almost Hamiltonian,
if for all X ∈ g the form iLσ(X)ω is exact. This means for all X ∈ g we have Lσ(X) ∈ Ham(M,ω).
It is called Hamiltonian, if there is a homomorphism µ of Lie algebras g and C∞(M,R) such that
Xµ(X) = Lσ(X) for all X ∈ g. A smooth manifold together with a smooth transitive Hamiltonian
action is called a Hamiltonian G-space.
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Proposition 3.1.10. If G is a connected Lie group and (M,ω) a symplectic manifold, then a smooth
action of G on M is symplectic if and only if Lσ(X) ∈ Symp(M,ω) for all X ∈ g.
Proof. [Hil06, Proposition 8.2.1]. //
From Proposition 3.1.8 we know that the property Lσ(X) ∈ Symp(M,ω) is equivalent to d(iLσ(X)ω) =
0. Hence the definition of a strongly symplectic action is really a tightening of the definition of sym-
plectic action.
3.1.2 Ka¨hler Manifolds
Definition 3.1.11. Let M be a smooth manifold. A Riemannian metric G on M is a smooth
differentiable real-valued pairing G such that Gp is an inner product on each tangent space TpM . Note
that a Riemannian metric allows for concepts such as measuring of arcs lengths by integration over
the lengths of tangent vectors. If (M,J ) is an almost complex manifold and G satisfies G(JX,JY) =
G(X,Y) for all vector fields X, Y ∈ X (M), then G is called a Hermitian metric. This means a
Hermitian metric defines a Hermitian inner product on the tangent spaces TpM with respect to the
almost complex structure. We call G a Ka¨hler metric, if the fundamental 2-form Φ : (X,Y) 7→
G(X,JY) is closed. If M is a complex manifold and G is a Ka¨hler metric, then we call (M,G) a
Ka¨hler manifold.
Let (V, ω) be real symplectic 2n-dimensional vector space with a complex structure J . We say that
J and ω are compatible if J is a canonical transformation for ω, that means
ω(Jv, Jw) = ω(v, w) ∀v, w ∈ V.
If J and ω are compatible, we can define a non-degenerate symmetric bilinear form G on V by putting
G(X,Y ) := 2ω(X, JY ) ∀X, Y ∈ V. (3.1)
Then we obtain a Hermitian inner product on the complex vector space VJ by the formula
(X,Y )J := 2ω(X, JY ) + i2ω(X,Y ).
We will now construct the decomposition of VC from Proposition 1.2.1 in a different manner. We
define an injective map p : V → VC, X 7→
1
2 (X − iJX). This allows us to identify V with the the
subspace PJ := {X − iJX} and the identification satisfies that (., .)J coincides with the inner product
(., .)PJ : (Z,W ) 7→ 4iω(Z,W ) on PJ . Moreover, we find that PJ is a Lagrangian subspace of (VC, ω),
since it has dimension 2n and
ω(X − iJX, Y − iJY ) = ω(X,Y )− ω(X, iJY )− ω(iJX, Y ) + ω(iJX, iJY )
= ω(X,Y ) + ω(iJX, Y )− ω(iJX, Y )− ω(X,Y ) = 0.
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Conversely, let us assume we have a Lagrangian subspace P of (VC, ω) which satisfies P ∩P = {0}.
Then VC = P ⊕ P and Proposition 1.2.1 yields a complex structure J on V . We observe:
Proposition 3.1.12. ω and the complex structure JX := iZ − iZ for X = Z + Z from Proposition
1.2.1 are compatible.
Proof. Let Y = W +W . The vectors Z, W are elements of P . Thus ω(Z,W ) = ω(Z,W ) = 0. Then
we can do the following calculation.
ω(JX, JY ) = ω(iZ + iZ, iW + iW )
= −ω(Z,W ) + ω(Z,W ) + ω(Z,W )− ω(Z,W )
= ω(Z,W ) + ω(Z,W ) + ω(Z,W ) + ω(Z,W )
= ω(Z + Z,W +W )
= ω(X,Y ) //
This idea gives rise to the following definition.
Definition 3.1.13. Let (M,ω) be a symplectic manifold. A Ka¨hler polarization P of M is a
complex subbundle of TMC such that
(i) For all p ∈M we have that Pp is a Lagrangian subspace of (TpMC, ωp);
(ii) For all p ∈M we have Pp ∩ Pp = {0}; and
(iii) the induced almost complex structure J is integrable.
We say a complex vector field X is tangent to P , if X(p) ∈ Pp for all p ∈M . In this case we will write
X ∈ P . A smooth complex function f ∈ C∞(M,C) is said to be polarized, if
X(f) = 0 ∀X ∈ P .
The space of polarized functions is denoted by C∞P (M,C).
Proposition 3.1.14. A Ka¨hler polarization gives a symplectic manifold (M,ω) the structure of a
Ka¨hler manifold.
Proof. We have verified in Proposition 3.1.2 that on each tangent space the almost complex structure
J and the symplectic form ω are compatible. Hence we can pointwise define a Hermitian inner
product by the formula (3.1). The smoothness and the invariance of the corresponding Riemannian
metric G(., .) := 2ω(.,J .) are inherited from J and ω. Since the fundamental 2-form is ω and hence
closed, we have found that G is a Ka¨hler metric. Furthermore, since J is integrable, we can apply the
Newlander-Nirenberg Theorem to obtain a complex structure. //
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Proposition 3.1.15. If P is a Ka¨hler polarization of (M,ω), then the holomorphic functions of the
Ka¨hler manifold M are exactly the polarized functions with respect to P.
Proof. We observe that for each p ∈ M the subspaces Pp and Pp of TpMC are the holomorphic and
the antiholomorphic tangent space respectively. We have stated in the definition (cf. [GH78, p.16])
of these spaces that a function f on M is holomorphic if and only if v(fp) = 0 for all p ∈ M and
v ∈ Pp. //
3.1.3 Structure of Coadjoint Orbits
Let G be a Lie group and let λ ∈ g∗. We consider the coadjoint orbit Oλ = G/Gλ. We have shown in
Subsection 1.2.2 that coadjoint orbits are smooth manifolds. Furthermore, if G is a compact connected
Lie group, we have seen in Corollary 1.2.23 that we can view Oλ as a generalized flag manifold. We
remark that in case G is compact and connected then so is Oλ since it is the continuous image of G
under the orbit map.
The coadjoint action of G on Oλ gives us for each X ∈ g a vector field ad
∗(X) on Oλ (cf. Definition
1.1.36 and Subsection 1.1.4). Theorem 1.2.18 tells us that for each η ∈ Oλ the linear map Lη : g →
TηOλ, X 7→ ad
∗(X)η is surjective. Moreover, we can identify TηOλ ∼= g/gη, where gη = kerLη is
the Lie algebra of the stabilizer of η.
The bilinear form Bη : g × g → R, (X,Y ) 7→ η([X,Y ]) = (ad
∗(X)η)(Y ) has null space gη and
hence descends to a non-degenerate skew-symmetric bilinear form
ω(η) : g/gη × g/gη, ω(η)(ad
∗(X)η, ad∗(Y )η) = η([X,Y ]). (3.2)
We define pointwisely a differential 2-form ωη := ω(η) not yet known to be smooth.
Let µ : g→ C∞(Oλ,R) be the assignment
µ(X)(η) := 〈η,X〉 ∀X ∈ g ∀η ∈ Oλ.
Proposition 3.1.16. µ satisfies ad∗(X)µ(Y ) = µ([X,Y ]).
Proof.
(ad∗(X)µ(Y ))(η) =
d
dt
µ(Y )(Ad∗(exp−tX)η)
=
d
dt
〈Ad∗(exp−tX)η, Y 〉
=
d
dt
〈η,Ad(exp tX)Y 〉
= 〈η, [X,Y ]〉
= µ([X,Y ])
//
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Proposition 3.1.17. The 2-form ω defined by ωη = ω(η) is smooth.
Proof. For any η ∈ Oλ and X, Y ∈ g, we have
ωη(ad
∗(X)η, ad∗(Y )η) = 〈η, [X,Y ]〉
= µ([X,Y ])(η)
If we pick a X1, . . . , Xk ∈ g such that {ad
∗(X1)(η), . . . , ad
∗(Xk)(η)} form a basis of TηOλ, then there
is a neighborhood U of η in Oλ such that the vector fields ad
∗(X1), . . . ad
∗(Xk) span the tangent space
at each point in U . Then we can use
ω(ad∗(X), ad∗(Y )) = µ([X,Y ]) (3.3)
to express ω in terms of smooth functions. //
Proposition 3.1.18. The coadjoint action on (Oλ, ω) is strongly symplectic.
Proof. We combine Proposition 3.1.16 and (3.3).
〈
iad∗(X)ω, ad
∗(Y )
〉
= −ω(ad∗(Y ), ad∗(X))
= µ([Y,X ])
= ad∗(Y )(µ(X))
= 〈d(µ(X)), ad∗(Y )〉
//
Theorem 3.1.19. ω is a symplectic 2-form on Oλ and the coadjoint action is Hamiltonian with Lie
algebra homomorphism µ.
Proof. [Hil06, Theorem 8.4.9]. //
Remark 3.1.20. For a Hamiltonian action σ : G×M →M with Lie algebra homomorphism µ : g→
C∞(M,R) the map P : Oλ → g∗ defined by
< P (m), X >:= µ(X)(m)
is called themoment map of (M,σ). In the case of coadjoint orbits this map is the inclusion Oλ →֒ g∗.
Proposition 3.1.21. Let G be a compact connected Lie group and λ ∈ g∗. Then Oλ is a Ka¨hler
manifold.
49
Prequantization
Proof. According to Corollary 1.1.52 we can assume that λ ∈ t∗ where T is a maximal torus in G. We
use Proposition 1.2.22 to find a torus T1 such that Gλ = C(T1). Hence Oλ ∼= G/C(T1) is a generalized
flag manifold. Let b be a suitable subalgebra constructed as in Theorem 1.2.16, that is
b := gλC ⊕
∑
α∈(∆+\∆+1 )
gα.
We put p :=
∑
α∈(∆+\∆+1 )
gα and use (TλOλ)C ∼= gC/gλC to obtain a decomposition TλOλC = p⊕ p.
From Proposition 1.1.47 and the definition of a T1-admissible Weyl chamber we see that p is closed
under the Lie bracket. In particular [p, p] ⊆ t⊥. Therefore we find
ωλ(p, p) = λ([p, p]) = 0.
This means that p is in addition a Lagrangian subspace. We define P to be the Ad∗(G)-invariant com-
plex subbundle which has Pλ = p. Then the associated almost complex structure J is the integrable
almost complex structure from the proof of Proposition 1.2.8. Since ω is Ad∗(G)-invariant, we know
that P is Lagrangian in every complexified tangent space and hence it is a Ka¨hler polarization. Then
P gives Oλ the structure of a Ka¨hler manifold according to Proposition 3.1.14. //
3.2 Prequantization
3.2.1 Cˇech Cohomology
LetM be a smooth manifold. We briefly recall the definition of the Cˇech cohomology Hˇ2(M,A), where
A = Z or A = R.
Let U = {Uj}j∈J be an open covering of M and k ∈ N0. A U-k-cochain with values in A is
an assignment c that attaches to each collection of k + 1 sets Uj0 , . . . , Ujk in the covering with non-
empty intersection a number cj0,...,jk ∈ A. We denote the set of all U-k-cochains by C
k(U , A). It
carries a natural additive group structure, where the sum of two chains c, d is defined pointwisely as
(c + d)j0,...,jk := cj0,...,jk + dj0,...,jk . We define the coboundary operator δk : C
k(U , A) → Ck+1(U , A)
by the formula
(δkc)j0,...,jk+1 :=
l+1∑
l=0
(−1)lcj0,...jˆl,...,jk ∀c ∈ C
k(U , A).
where jˆ indicates that this element is omitted. It is a straightforward calculation to see that applying
the coboundary operator twice always yields zero. That means the coboundary operator satisfies
δk+1 ◦ δk = 0. In particular, we have im δk ⊆ ker δk+1 and for k ∈ N we can define the following.
Hˇk(U , A) := ker δk/ im δk−1.
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We introduce an ordering on the set of open coverings. Let V = {Vl}l∈L and define V > U if and
only if V is a refinement of U . In this case there is a map µ : L→ J such that Vl ⊆ Uµ(l) for all Vl ∈ V .
This yields a map µk : C
k(U , A)→ Ck(V , A) by putting
(µkc)l0,...,lk := cµ(l0),...,µ(lk).
Since µk commutes with the coboundary operator, it induces a map µ
k : Hˇk(U , A)→ Hˇk(V , A). One
can prove that it is independent of the choice of µ and that if W > V , then the induced map for the
refinementW > U is just the concatenation of the induced maps of the intermediate steps (cf. [War83,
5.33]).
We can then define the Cˇech cohomology Hˇk(M,A) as the direct limit over the open coverings.
That is, we form the disjoint union of all Hk(U , A) and factor out the following equivalence relation.
If c ∈ Hk(U , A) and d ∈ Hk(V , A), then
a ≃ b ⇔ ∃W : W > U , W > V and µkU ,W(c) = µ
k
U ,V(d).
This definition is cumbersome, but for well-behaved spaces we can circumvent it with the follow-
ing proposition. Note that Theorem 1.1.5 asserts the existence of contractible coverings for smooth
manifolds.
Proposition 3.2.1. If U is a contractible covering of M , then
Hˇk(M,A) ∼= Hˇk(U , A).
Proof. [GH78, p.40]. //
Therefore we will consider contractible coverings U when dealing with Hˇ2(M,Z) and Hˇ2(M,R). We
note that the inclusion i : Z →֒ R gives a canonical homomorphism i : Ck(U ,Z)→ Ck(U ,R). Moreover,
the map between the cochains yields a homomorphism Hˇ2(M,Z)→ Hˇ2(M,R) (cf. [War83, 5.33]).
3.2.2 Integrality Condition
Theorem 3.2.2. Let M be a smooth manifold. There is a one-to-one correspondence between L(M)
and Hˇ2(M,Z).
Proof. We will give a map κ : L(M)→ Hˇ2(M,Z). The presentation follows [Kos70, §1.2]. Let L be a
line bundle over M and {Uj, sj} a local system with transition functions cjk. We use Theorem 1.1.5
to assume that U := {Uj}j∈J is a contractible covering.
Let Uj ∩ Uk be non-empty. Then it is contractible (cf. Definition 1.1.3)and we have a smooth
function cjk : Uj ∩ Uk → C. Because cjk is continuous and non-vanishing, the image cjk(Uj ∩ Uk) is
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contractible hence simply connected and it does not contain zero. Therefore we can pick logarithms
to define the following functions.
fjk : Uj ∩ Uk → C, fjk :=
1
2πi
log cjk
If the intersection Uj ∩ Uk ∩ Ul is non-empty we can define a continuous function
ajkl := fjk + fkl − fjl. (3.4)
on Uj ∩Uk ∩Ul. Using the cocycle conditions (2.2) we find exp(2πiajkl) = cjkcklc
−1
jl = 1 and therefore
ajkl has values in Z. Since it is continuous and Z is discrete, it is actually a locally constant function.
We can therefore define a U-2-cochain by
a : (Uj , Uk, Ul) 7→ ajkl.
We calculate
(δ2a)jklm = aklm − ajlm + ajkm − ajkl
= fkl + flm − fkm − fjl − flm + fjm + fjk + fkm − fjm − fjk − fkl + fjl
= 0.
This shows that a ∈ ker δ2 and hence it defines an element [a] in Hˇ2(U ,Z) ∼= Hˇ2(M,Z). Wallach states
in [Wal77, Lemma 2.3] that [a] is independent of the choices made in its definition. Hence we have
defined a map κ : [L] 7→ [a].
Let {hj}j∈J be a partition of unity subordinate to U with same index. If a ∈ C2(U ,Z) is a cochain,
and j, k are such that Uj ∩Uk 6= ∅ we can define smooth functions fjk ∈ C∞(Uj ∩Uk) by the formula
fjk :=
∑
l∈J
a(Uj , Uk, Ul)hl.
If δ2a = 0, then the functions fjk satisfy (3.4). Since a is integer-valued, the functions cjk :=
exp(2πifjk) then satisfy the cocycle conditions and hence define a complex line bundle L over M .
From the construction we see κ([L]) = [a] which proves surjectivity.
Let L1 and L2 be complex line bundles with local systems {Uj , s1j}j∈J , {Uj, s
2
j}j∈J respectively.
We denote by c1jk, c
2
jk and f
1
jk, f
2
jk the transition functions and the respective logarithms of L1 and
L2 from the construction. Let us assume κ([L1]) = κ([L2]), then the functions fjk := f
1
jk − f
2
jk satisfy
fjk + fkl − fjl = 0. Using the partition of unity, we define smooth functions on Uj
tj :=
∑
k∈J
fkjhk
which satisfy tk − tl = fjl. Finally we observe that the family of functions gj : Uj → C∗, gj :=
exp(2πi)tj fulfills the requirement of Proposition 2.1.4. This shows [L1] = [L2] and thus we have
proven injectivity. //
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Definition 3.2.3. Let L be a line bundle over a smooth manifold M and κ the map from the proof
of Theorem 3.2.2. Then the element κ([L]) is called the Chern class of L and [L] accordingly.
Theorem 3.2.2 states that conversely, the Chern class determines its complex line bundle uniquely up
to equivalence.
Remark 3.2.4. If L1 and L2 are complex line bundles overM then we define L1⊗L2 as the fiberwise
tensor product which again is a complex line bundle over M . Then L(M) together with the multipli-
cation · : ([L1] , [L2]) 7→ [L1 ⊗ L2] is a group known as the Picard group of M . With respect to this
group structure the map κ from the proof of Theorem 3.2.2 is a group isomorphism (cf. [GH78, p.133]
and [Kos70, p.91]).
Theorem 3.2.5 (de Rham Isomorphism). Let M be a smooth manifold. The Cˇech cohomology
Hˇ2(M,R) is isomorphic with the de Rham cohomology H2dR(M,R).
Sketch of proof. We only construct a map from H2dR(M,R) to Hˇ
2(M,R). Many arguments are similar
to the proof of Theorem 3.2.2. For a general proof of the de Rham Theorem confer [War83, §5] or
[GH78, p.43]. A proof for our specific situation can be found in [Wal77, Theorem 1.3].
Let ω ∈ [ω] be a real closed 2-form and U := {Uj}j∈J a contractible open covering of M . We apply
the Poincare´ Lemma to obtain for each j ∈ J a real 1-form αj satisfying
ω|Uj = dαj ∈ Ω
1(Uj).
If j, k are such that Uj ∩ Uk 6= ∅ then the forms dαj , dαk coincide on the intersection and therefore
(αk − αj)|Uj∩Uk is closed. The intersection Uj ∩ Uk is contractible (cf. Definition 1.1.3) and hence we
can apply the Poincare´ Lemma once more to obtain functions fjk such that
(αk − αj)|Uj∩Uk = dfjk.
Then on a non-empty intersection Uj ∩ Uk ∩ Ul 6= ∅ we have
dfjk + dfkl − dfjl = αj − αk + αk − αl − αj + αl = 0.
Therefore the function ajkl := fjk + fkl − fjl defined on the intersection is a real constant. We define
a U-2-cochain a by putting a : (Uj , Uk, Ul) 7→ ajkl. Then we have a ∈ ker δ2 which follows from the
same calculation as in the proof of Theorem 3.2.2. Hence a determines a class [a] ∈ Hˇ2(M,R). //
Definition 3.2.6. Let M be a smooth manifold and ω a closed 2-form on M . Then we denote by
LC(M,ω) the set of equivalence classes of line bundles with connection which have curvature ω and
which admit a compatible Hermitian structure. This is well-defined because of Proposition 2.1.17.
Proposition 3.2.7. Let L1 and L2 be complex line bundles over M with Hermitian connections ∇1,
∇2 and curvatures ω1, ω2 respectively. Then the image of
[
ω1
]
under the inverse of the de Rham
isomorphism is the Chern class of L1. In particular, if
[
ω1
]
=
[
ω2
]
, then L1 and L2 are equivalent as
complex line bundles.
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Proof. Let (L,∇) be a line bundle with Hermitian connection over M and let ω be its curvature.
Proposition 2.1.16 states that ω is closed and hence it determines a class [ω] ∈ H2dR(M,R). Let
U := {Uj}j∈J be a contractible covering of L and let {Uj, sj , αj}j∈J be a local form of ∇. By rescaling
the sections sj we can assume that |H |2 ◦ sj = 1. Then the following calculations shows that the forms
αj are real. On Uj we have:
0 = X(|H |2 ◦ sj) = H(∇Xsj , sj) +H(sj ,∇Xsj)
= H(∇Xsj , sj) +H(∇Xsj , sj)
= 2πi(H(αj(X)sj, sj) +H(αj(X)sj , sj))
= 2πi(αj(X)− αj(X))H(sj , sj) ∀X ∈ X (M).
Let cjk denote the transition functions of the local system {Uj, sj}j∈J . As in the proof of Theorem
3.2.2 we define fjk :=
1
2pii log cjk to determine an integer U-2-cochain a by putting ajkl := fjk+fkl−fjl.
Then [a] is the Chern class of L. On the other hand, we have from Proposition 2.1.10 that αj − αk =
1
2pii
dcjk
cjk
= dfjk. Moreover by definition of the curvature ω|Uj = dαj . This construction inverts the
assignment in the de Rham isomorphism and hence [ω] is the preimage of the Chern class. //
Definition 3.2.8. We call a closed 2-form ω integral, if its class [ω] ∈ H2dR(M,R) lies in the image
of Hˇ2(M,Z) under the de Rham isomorphism. A coadjoint orbit with an integral symplectic form is
called an integral orbit.
Theorem 3.2.9 (Integrality Condition). Let M be a smooth manifold and ω a closed real 2-form on
M . Then LC(M,ω) is not empty if and only if [ω] ∈ H2dR(M,R) is integral.
Proof. We have shown in Proposition 3.2.7 that if (L,∇) ∈ LC(M,ω) then the class [ω] is integral. For
the other direction let ω be an integral closed 2-form on M and {Uj}j∈J a contractible covering. We
proceed as in the proof of Theorem 3.2.5 to obtain functions fjk on non-empty intersections Uj ∩ Uk
such that fjk + fkl − fjl is constant where defined. The integrality of ω then means that this constant
is an integer. We define functions cjk := exp(2πifjk). Then the integrality yields that the functions
cjk satisfy the cocycle conditions (2.2). Then Proposition 2.1.3 tells us that there is a complex line
bundle L with a local system {Uj, sj}j∈J having the cjk as transition functions. This also means that
the Chern class of L is the preimage of [ω] under the de Rham isomorphism. By construction, the
1-forms and the transition functions satisfy
αj − αk = dfjk =
1
2πi
dcjk
cjk
and by Proposition 2.1.11 there is a uniquely determined connection ∇ on L with curvature ω. We
define a Hermitian structure H on L by the formula
Hp(x, y) :=
x
sj(p)
(
y
sj(p)
)
∀p ∈ Uj ∀x, y ∈ Lp.
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Here j is such that p ∈ Uj. The definition is independent of the choice of j, since the transition
functions have absolute value equal to 1. Therefore if we replace sj by sk = cjksj we find that the
value of Hp is unchanged. The following calculations show that H is compatible with ∇. We consider
the following expression restricted to Uj where each sections s, t ∈ C∞(M,L) are given by s = fsj
and t = gsj.
X(H(s, t)) = X(H(fsj, gsj))
= X(fg)
= (Xf)g + f(Xg)
On the other hand,
H(∇Xs, t) = H ((Xf)sj + 2πifαj(X)sj , gsj) = (Xf)g + 2πifαj(X)g
and
H(s,∇Xt) = H (fsj , (Xg)sj + 2πigαj(X)sj) = f(Xg)− f2πigαj(X)
since the forms αj are real. Therefore
X(H(s, t)) = H(∇Xs, t) +H(s,∇Xt).
//
Remark 3.2.10. If L1 is a complex line bundle overM and
[
ω1
]
is the image of the Chern class of L1
under the de Rham isomorphism, then any ω ∈
[
ω1
]
is integral by definition. According to Theorem
3.2.9 there exists a complex line bundle L2 with connection which has curvature ω. Using Proposition
3.2.7 we find that L1 and L2 have the same Chern class and are therefore equivalent as complex line
bundles.
3.2.3 Prequantum Bundle
Let G be a compact connected Lie group and let (Oλ, ω) be an integral coadjoint orbit. Again we
assume λ ∈ t∗ for a maximal torus T . From Theorem 3.2.9 we know that there is a line bundle
(L,∇, H) with Hermitian connection and curvature ω over Oλ. Let α be the associated connection
form (cf. Proposition 2.1.13). The following construction is from [Kos70, §2].
Let x ∈ L∗. We denote by Verx(L) the 2-dimensional tangent space of L∗pi(x) at x and we set
Horx(L) := kerαx. Then Kostant shows in [Kos70, Proposition 2.6.1]
Tx(L) = Verx(L)⊕Horx(L) ∀x ∈ L
∗.
Let e(L) be the Lie algebra of vector fields on L∗ which commute with the action of C∗ on L∗. Then
Kostant uses the above decomposition to show that e(L) is parametrized by δ : C∞(M,C)×X (M)→
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e(L). This is realized by showing that the horizontal part corresponds to real vector fields on M
and that the vertical part may be described by picking a non-zero direction in each fiber (cf. [Kos70,
Proposition 2.9.1]). We also obtain that Z := δ(φ,X) is globally integrable if and only if X is (cf. [Kos70,
Theorem 2.10.1]). We denote by e(L,∇) the set of Z ∈ e(L) such that LZα = 0 and Z(|H |2) = 0.
Proposition 3.2.11. If Z ∈ e(L) is globally integrable, then Z ∈ e(L,∇) if and only if the correspond-
ing 1-parameter group of diffeomorphisms lies in E(L,∇). An element Z = δ(φ,X) lies in e(L,∇) if
and only if φ is real and iXω = dφ.
Proof. [Kos70, Theorem 3.3.1]. //
We have shown in Theorem 3.1.19 that the coadjoint action of G on Oλ is Hamiltonian. Then for
any X ∈ g we obtain a smooth real function µ(X) ∈ C∞(Oλ,R) and a Hamiltonian vector field Xµ(X)
on Oλ associated to the 1-form iXµ(X)ω. Then using the parametrization δ we can associate to X ∈ g
an element δ(µ(X),Xµ(X)) ∈ e(L,∇). The existence of a mapping between g and e(L,∇) is a necessary
condition for a smooth action of G on L by isometric isomorphisms of line bundles with Hermitian
connection. We will proof the existence of such an action which has this mapping as differential for
the case that G is simply connected (cp. [Kos70, Theorem 4.5.1]).
Theorem 3.2.12. Let (M,ω) be a symplectic manifold with integral symplectic form and let (L,∇, H) ∈
LC(M,ω). Let G be a simply connected Lie group and assume that M is a Hamiltonian G-space with
strongly symplectic action σ and Lie algebra homomorphism µ. Then σ may be lifted to a smooth
action σL : G→ E(L,∇) such that L is a homogeneous line bundle. Moreover, σL may be chosen such
that
LσL(X) = δ(µ(X),Xµ(X)) ∀X ∈ X.
Sketch of proof. The assignment X 7→ δ(µ(X),Xµ(X)) is a homomorphism of Lie algebras (cf. [Kos70,
Theorem 4.2.1]). Since the action is Hamiltonian, we have Xµ(X) = Lσ(X). This vector field is
globally integrable and therefore δ(µ(X),Xµ(X)) is globally integrable (cf. [Kos70, Theorem 2.10.1]).
Then [Pal56, §IV, Theorem III] tells us that there is a smooth action σL of G on L
∗ whose derivative
is δ(µ(X),Xµ(X)). From Proposition 3.2.11 we see that σL(G) ⊆ E(L,∇). //
In the following, we will work with integral coadjoint orbits (Oλ, ω) which admit a line bundle with
Hermitian connection and whose coadjoint action lifts to L in the way described above. We will give
a criterion when integral coadjoint orbits allow for lifts.
If one is more interested in the coadjoint orbits than in the group G, then the situation is simpler.
The following consideration from [Wal73, 6.3.2] shows that any coadjoint orbit of a compact connected
Lie group is also a coadjoint orbit of a simply connected compact Lie group.
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Proposition 3.2.13. Let G be a compact connected Lie group and let Z := {z ∈ G | gz = zg ∀g ∈ G}
be center of G. Then Z is contained in any maximal torus and in particular, we have Z ⊆ Gλ. Then the
Isomorphism Theorem tells us Oλ = G/Gλ = (G/Z)/(Gλ/Z). Let G˜ be a simply connected universal
covering group of G (cp. [Kna02, §1.11]) and let G˜λ be the connected subgroup corresponding to Gλ.
Then Oλ = G˜/G˜λ and G˜ is compact.
3.3 Quantization
3.3.1 Integrality Condition Revisited
Definition 3.3.1. Let (Oλ, ω) be a coadjoint orbit and denote by σ the coadjoint action of G on
Oλ. We say that (Oλ, ω) is strongly integral if there exists a (L,∇, H) ∈ LC(Oλ, ω) and a smooth
action σL : G×L→ L such that σL(G) ⊆ E(L,∇) making L a homogeneous line bundle. Furthermore
we demand LσL(X) = δ(µ(X),Xµ(X)) for all X ∈ X (cp. Subsection 3.2.3 or [Kos70, §3]). Here
µ : g → C∞(Oλ) is the Lie algebra homomorphism of the Hamiltonian action σ and Lσ(X) = Xµ(X)
holds for all X ∈ g.
The following theorem is adapted from [Kos70, Theorem 5.7.1].
Theorem 3.3.2. Let G be a compact connected Lie group and T a maximal torus. Let (Oλ, ω) be a
coadjoint orbit and assume λ ∈ t∗ which is no restriction according to Corollary 1.1.52. Then (Oλ, ω)
is strongly integral if and only there exists a character τ : T → S1 such that Lτ = 2πiλ : t→ R.
Sketch of proof. Let (L,∇, H) be a line bundle with Hermitian connection and curvature ω. Let σ
denote the coadjoint action and σL : G → E(L,∇) its lifted version. The subgroup σL(Gλ) induces
isometric linear automorphisms on the fiber Lλ. Hence we obtain a character χ : Gλ → S1 by defining
χ(a) via the formula
χ(a)v = σL(g)v ∀v ∈ Lλ.
This is well-defined since the fiber is one-dimensional. Since the action is linear and isometric, it
suffices to calculate χ(a) for a single v and χ(a) has absolute value 1. Kostant shows that for another
complex line bundle with Hermitian connection which is equivalent to L the equivalence diffeomorphism
intertwines the actions of G. Therefore χ actually only depends on [L,∇].
We now show that Lχ = 2πiλ. Fix v ∈ Lλ and let X ∈ gλ. Then the vector field Lσ(X) = ad
∗(X)
vanishes at λ. Let γ(t) := σL(exp−tX)v be the local flow of LσL(X) = δ(µ(X), Lσ(X)) through v.
Then from [Kos70, Theorem 2.10.1], which describes the local flows of vector fields parametrized by δ,
we find that γ is of the form
γ(t) = e2piitλ(X)v.
57
Quantization
Therefore we have established χ(exp tX)v = e2piitλ(X)v which proves the claim. Since Gλ is connected
(cf. Proposition 1.2.20), the character χ is uniquely determined by λ (cf. Proposition 1.1.21) and
independent of the choice of (L,∇, H). Using Proposition 2.2.6 we find that 2πiλ lifts to a character
τ of T .
Now let us assume we are given a character τ : T → S1 of T such that Lτ = 2πiλ. We extend
τ to χ : Gλ → S1 by using Proposition 2.2.6. Then we can apply Construction 2.1.22 to obtain
the homogeneous line bundle L := G ×χ C over G/Gλ. It has a canonical G-action defined by
σL(a)(g, z)Gλ := (ag, z)Gλ. On the other hand, C
∗ operates on L by c · (g, z)Gλ := (g, cz)Gλ and this
assignment commutes with the action of G. Therefore, if we define H := G×C∗ we obtain a surjection
ν : H → L∗, ν(g, z) := z · σL(g)(e, 1)Gλ = (g, z)Gλ.
H acts on itself by left translation and multiplication, respectively. We define an H-invariant form δ
by
δ := (λ˜,
1
2πi
dz
z
).
Here λ˜ denotes the left-invariant 1-form on G whose value at e is λ. Kostant shows in [Kos70, p.200]
that there is a unique connection form α on L∗ which is H-invariant and satisfies ν∗α = δ. As in
Proposition 2.1.13 there is a unique connection ∇ on L associated to α. Then [Kos70, Proposition
5.7.2] asserts that the curvature of ∇ is ω. //
3.3.2 Orbit Representations
Let G be a compact connected Lie group and let (Oλ, ω) be a strongly integral coadjoint orbit. Choose
a homogeneous line bundle (L,∇, H) over Oλ with curvature ω such that G acts on L by connection
preserving isometries. Moreover, let P be an invariant Ka¨hler polarization whose existence we proved
in Proposition 3.1.21.
Proposition 3.3.3. Let σS be the associated action of G on the space of smooth sections from Defini-
tion 2.1.21. Then the space of polarized sections C∞P (M,L) := {s ∈ C
∞(M,L) | ∇Xs = 0 ∀X ∈ P}
is σS(G)-invariant.
Proof. Let s be a polarized section, that is, ∇Xs = 0 for all X ∈ P . Note that the invariance of P
means that P is defined by σ(G)-invariant vector fields X ∈ XC(Oλ) such that X(λ) ∈ Pλ ⊂ (TλOλ)C.
Since σL(G) ⊆ E(L,∇), we can use (2.6) from Definition 2.1.19.
∇X(σS(g)s) = ∇X(σL(g) ◦ s ◦ σ(g
−1))
= σL(g) ◦ (∇Xs) ◦ σ(g
−1)
= 0
for all X ∈ P and all g ∈ G. //
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Proposition 3.3.4. There exists a G-invariant measure on Oλ.
Proof. Helgason proves in [He84, §I, Theorem 1.9] that there exists an invariant measure on the coset
space G/H if and only if
| detAdG(h)| = | detAdH(h)|, ∀h ∈ H.
We note that h 7→ | detAd(h)| is a continuous group homomorphism and that in our case H = Gλ is
compact. Therefore the image is a compact subgroup of (R, ·) and the above expressions are always
equal to 1. //
Proposition 3.3.5. The space of polarized sections carries a natural Hilbert space structure such that
the action of G is a unitary representation.
Proof. We define a Hermitian inner product on C∞P (M,L) by putting
〈s, t〉 :=
∫
Oλ
H(s, t)(η)dµ(η).
This is well-defined, since H(s, t) is smooth and hence measurable. Since Oλ is compact, the integral
is finite. To see that this bilinear form is positive definite, we note that a non-negative function which
is not the zero function has positive integral since µ is a Borel measure. Using σL(G) ⊂ E(L,∇) we
find:
〈σS(g)s, σS(g)t〉 =
∫
Oλ
H(σL(g)s(σ(g
−1)η), σL(g)t(σ(g
−1)η))dµ(η)
=
∫
Oλ
H(s(σ(g−1)η), t(σ(g−1)η))dµ(η)
=
∫
Oλ
H(s, t)(η)dµ(η)
= 〈s, t〉
Thus G acts unitarily with respect to 〈., .〉. Woodhouse proves in [Woo92, p.286] that the space of
polarized sections is topologically closed. We will show in the following theorem that in our case this
space is finite-dimensional. //
Construction 3.3.6. Let G be a compact connected Lie group, T a maximal torus inG and τ : T → C.
Let 2πiλ := Lτ ∈ t∗. Then the coadjoint orbit (Oλ, ω) is strongly integral according to Theorem 3.3.2.
Choose a homogeneous line bundle (L,∇, H) over Oλ with curvature ω such that G acts on L by
connection preserving isometries. Let T1 be torus such that Gλ = C(T1) and Oλ = G/G(T1) which is
possible according to Corollary 1.2.23. We choose a T1-admissible Weyl chamber to obtain a suitable
subalgebra b of gC as described in Theorem 1.2.16. We use b and Proposition 3.1.21 which gives
Oλ the structure of a Ka¨hler manifold. We define the space of polarized sections C∞P (M,L) and use
Propositions 3.3.3 and 3.3.5 to obtain a unitary representation (πOλ , C
∞
P (M,L)).
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Proposition 3.3.7. Let G be a compact connected Lie group, T a maximal torus in G, τ : T → C and
2πiλ := Lτ . Let χ : Gλ → S1 be the character of Gλ = C(T1) associated by Proposition 2.2.6. Then
Construction 2.2.4 for C(T1) and Construction 3.3.6 for Oλ = G/C(T1) are both applicable. If we
choose in both constructions the same Weyl chamber, then (πχ,Γ(G/T,G×χC)) and (πOλ , C
∞
P (M,L))
are equivalent.
Proof. We will identify both representations step by step. We already know that Oλ = G/C(T1) and
hence the base spaces are equal. Furthermore, both spaces are equal as complex manifolds, since
the almost complex structure J on G/C(T1) and the polarization P on Oλ originate from the same
subalgebra b (cp. Proposition 3.1.21). In the proof of Theorem 3.3.2 we have seen that L and G×χ C
can be identified as homogeneous line bundles (cp. Theorem 2.1.25). Therefore, similar to Proposition
3.1.15, it remains to show that the holomorphic sections are exactly the polarized sections of L. We
can do that by relating both concepts to the Cauchy-Riemann equations.
Knapp shows in [Kna02, p. 94] the following statement. Let f :M → N be a smooth map between
complex manifolds with almost complex structures JM and J N . By definition f is holomorphic in
p ∈M if and only if
J Nf(p) ◦ f
′(p) = f ′(p) ◦ JMp .
Then the following is an equivalent condition. For every pair of holomorphic charts (U,ϕ) at p and
(V, ψ) at f(p) with local coordinates ϕ := (x1 + iy1, . . . , xm + iym) and ψ := (u1 + iv1, . . . , un + ivn),
where we assume f to be given by (uj + ivj)(x1 + iy1, . . . , xm + iym), 1 ≤ j ≤ n, the equations
∂uk
∂xj
(p)−
∂vk
∂yj
(p) = 0,
∂uk
∂yj
(p) +
∂vk
∂xj
(p) = 0
hold for 1 ≤ j ≤ m, 1 ≤ k ≤ n. Then Woodhouse asserts in [Woo92, §9.1] that the polarized sections
are exactly the holomorphic sections, since P is locally spanned by ∂
∂zj
= 12 (
∂
∂xj
− i ∂
∂yj
). //
Theorem 3.3.8 (Orbit Method). Let G be a compact connected Lie group and (Oλ, ω) a strongly inte-
gral coadjoint orbit. Then Construction 3.3.6 yields an irreducible unitary representation (πOλ , C
∞
P (M,L)).
Furthermore, all elements of Gˆu arise in that way.
Proof. By Corollary 1.1.52 we can assume λ ∈ t∗ for a maximal torus T . Furthermore we use the result
from Corollary 1.2.23 to assume Oλ ≃ C(T1) for a torus T1 ⊆ T . It was shown in Theorem 3.3.2 that
Oλ is integral if and only if λ is the differential of a unitary character. We can then simultaneously
apply Propositions 2.2.8 and 3.3.7 where we choose a T1-admissible Weyl chamber and obtain two
compatible root systems as in Theorem 1.2.16. Then we have that (πOλ , C
∞
P (M,L)) is equivalent
to (πλ,Γ(G/T,G ×τ C)), where the latter is the representation from Construction 2.2.2. Then the
Borel-Weil Theorem yields that (πOλ , C
∞
P (M,L)) is irreducible. The unitary structure was shown
in Proposition 3.3.5. In addition to the irreducibility we obtain from the Borel-Weil Theorem that
every irreducible unitary representation is equivalent to the representation associated to some strongly
integral coadjoint orbit. //
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