Krein's inverse spectral theorem describes the spectral measures ~ of the differential operators D D with boundary condition f~(0) = 0, if m runs through all nondecreasing functions on [O,~o). This result will be extended to boundary conditions of the type af~(O) -f(0) = 0 (a e[0,oo)).
Introduction
It is well-known that every nondecreasing function m on performed with appropriate boundary conditions at zero and at 1 := sup supp m (a so-called string) generates a strong Markov process (Xt) on supp m, where supp m denotes the set of points where m increases. This process has as its (selfadjoint) infinitesimal generator in L2(m) the generalized second order differential operator DmDx together with the mentioned boundary conditions. (Xt) is called a quasi-(or gap-) diffusion with speed measure m.
Examples are diffusions and birthand death-processes. Several probabilistic quantities of (Xt) as e.g. transition densities, first hitting time densities, Levy-measures of the inverse local time at zero, can be expressed in terms of spectral measures 03C4(m) of D m D x under different boundary conditions, see e.g. Ito, McKean f2'], Kuchler [71, [8] , Kuchler, Salminen [9~.
An essential result concerning these spectral measures is M.G. Krein's inverse spectral theorem, in a more extended form known as Krein's correspondence theorem, see Kac, Krein [3] , Kotani, Watanabe [6) .
Roughly speaking it states that the mapping m ~ ~ m) is a one-toone and onto correspondence between the strings m with the "reflecting boundary condition f"(0) := f'(O-) = 0 and the set of all measures T on that integrate (1 + N) ~ thereon, see Theorem 2.2 below. What we are going to do is to study the situation for the boundary conditions af"(0)f(0) = 0 , , where is fixed. (The case above corresponds to a = po . ) If a ("elastic killing boundary'), then there is still a one-to-one and into correspondence (Theorem 2.4). If a = 0, then m ----~ ~^m) maps the strings m with the "killing" boundary condition f(0) = 0 onto the set of measures on that integrate but not one-to-one. In Theorem 3.2 we shall describe the preimages for every ~ which form one-parametric families.
As an application we get the description of all measures ~ that can appear as the Levy-measure of the inverse local times at zero for quasidiffusions (see Remark 3.6) . This result was proved by other (probabilistic) means in Knight [5] . Here we shall present an analytical approach.
Moreover, a generalization of Lemma 1 of Karlin, McGregors paper [4] concerning birthand death-processes to strings is given (see Corollary 3.7).
Strings, spectral measures and Krein's theorem
Here we shall summarize some facts from the theory of generalized second order differential operators DmDx. For details the reader is referred to Kac, Krein [3] we define a generalized second order differential operator DmDx by DmDxf = g, details can also be found in Kuchler [7] , [8] . (for a = oo we mean f (0) = 0) is a nonnegative selfadjoint operator in L2(m).
(By f+ and fwe denote the right-and left-hand-side derivative of f, respectively.) If the string S {m) is regular, then ~{m) is given by
where denotes the sequence of solutions of h ~~~+(1~N) + 0 and 1 = 0 2dm1 J -1 .
We have 0 ~ N0 1 ... and 03A3 -1n ~.
The following theorem answers the question which measures may appear as spectral measures for strings Its second part is M.G. Krein's inverse spectral theorem, (i) and (ii) together are known as Krein's correspondence (Kotani, Watanabe [6] ). Krein's theorem says that ~(') determines S~(m) uniquely.
In Chapter 4 below we shall see that it holds 
Results
In this chapter we shall formulate correspondence theorems for strings S (m) with a ~ oo which extend Krein's result. The proofs can be found in Chapter 4.
We shall start with the case of a = 0. For this purpose we still need a preparation. (See e.g. Knight [5] (For the singular case, (4.9) is well known from Kac, Krein [3] .) For singular strings S,(m) the following lemma is known (Kac, Krein [3j, p. 83): The proof follows immediately from (4.1), (4.17) and (4.18 As a consequence of (4.9), (4.10) we get the formula (2.15):
03BB~K_. Letting a 0 in (4.23) divided by a we get Knight's formula.
