Abstract. This paper is about multidisciplinary (design) optimization, or MDO, the coupling of two or more analysis disciplines with numerical optimization.
problem, and we use it to examine alternative ways to formulate MDO problems. We do not concentrate here on the application of mathematical programming Mgorithms to MDO. The question of formulating MDO problems is a major topic in the engineering literature on MDO (e.g., [16] ).
In part, the genesis of the ideas given here was to find ways to exploit parallel computation in nonlinear programming. We turned to reformulating the problems because, in our opinion, the design of parallel algorithms for general nonlinear programming has not been very successful. The new IDF formulations we suggest here have the advantage of a coarse-grained parallelism naturally suited to a heterogeneous computing environment. We hasten to point out that parallelism is not the only motivation for this formulation; indeed, even without parallelism, we expect IDF to be an attractive approach for solving MDO problems.
In 2, we present aeroelastic optimization as an example to provide intuition into the concepts presented in the rest of the paper. In 3, we present notation and definitions describing our abstract model of the multidisciplinary analysis and optimization problem. This model is used in 4 to discuss multidisciplinary analysis, the attainment of feasibility for MDO. Section 5 is a discussion of the three main formulations for MDO including one hinted at in other work, but stated explicitly here. Section 6 discusses the derivative requirements for MDO. Section 7 discusses some issues related to choosing a formulation, and states some concluding remarks.
Section 8 presents a simple example of the different MDO formulations discussed in this paper.
The contents of this paper represent an abstraction and generalization of more specific material presented in [3] .
2. Example. Aeroelastic optimization. A specific problem is very useful in thinking about MDO. For us the model problem is aeroelastic optimization. We use this example to define some terms, and throughout the text we refer to this example to illustrate the model and the various problem formulations. However, the model and formulations discussed in this paper are meant to apply to general MDO problems.
In static aeroelasticity we consider a flexible wing of an aircraft in steady flight.
The air rushing over the wing causes pressures to be imposed on the wing, which causes the wing to deflect and change shape. This change in wing shape in turn causes the aerodynamic pressures to change. In static aeroelasticity, we assume that these physical processes reach an equilibrium. The aeroelastic system in equilibrium is shown in Fig. I . The two analysis disciplines involved are aerodynamics (D) and structures (D2). The computational problems for these disciplines are generally solved by individual analysis codes, say, a finite difference computational fluid dynamics (CFD) code for aerodynamics (A) and a finite element code for structures (A2).
It is important to note that Fig. 1 and others like it portray a purely static view of the relationships between the components and do not imply a sequence of calculations.
Suppose that the structures code has been given input parameters specifying the wing's structure, and that both the aerodynamics and structures code have been given input specifying the undeflected wing shape. The aerodynamics code takes as an additional input the wing deflections (M12) and produces as output the pressures (and velocities, etc.) (U) on the wing surface. The structures code takes as an additional input the load on the wing (M2) and produces as output the deflections (and stresses, etc.) (U2) of the wing. We say that we have single discipline feasibility for aerodynamics when the CFD code (A1) has been executed successfully and the pressures, given an input shape. Similarly, we have single discipline feasibility for structures when the structures code (A2) has successfully solved the structural analysis equations to produce deflections, given some input forces. Thus, "feasibility" for a single discipline means that the equations the discipline code is intended to solve are satisfied. Maintaining feasibility with respect to any user-specified design constraints is not an issue in this discussion, although it certainly would be an issue for the optimization algorithm that one might choose to apply to the nonlinear programming problem resulting from one of the formulations suggested here.
Continuing with the aeroelastic example, we note that the two analysis codes solve their problems on different computational grids (discretizations) We call all of the maps E o F G interdisciplinary mappings. They represent the coupling between disciplines and play a key role in MDO. We tacitly assume that each instance of an E or an F takes inputs from a single discipline and sends outputs to a single discipline. One way to handle instances of E or F that have more complex communication is to treat the subject mapping as a new "discipline." Note that the data passed between the disciplines in Fig. 1 may be considered "compressed" if p21 and #12 are much smaller vectors than U1 and U2, respectively. This would happen if, for example, the # vectors represented coefficients of fitting functions with the U vectors as data. We call this "reducing the interdisciplinary bandwidth." Note that an approximation would be made in such a fitting operation. As shown later, this data compression can be used to reduce the dimension of the optimization problem in certain formulations. These interdisciplinary mappings could also be implemented to provide a common interface between codes rather than the "all pairs" abstraction we are using here for simplicity.
A multidisciplinary analysis is achieved when: 1. we have single discipline feasibility in aerodynamics and in structures; and 2. the input to each corresponds to the output of the other via the interdisciplinary mappings.
We call this situation multidisc@linary feasibility and it corresponds to the simulations in Fig. 1 There is no consensus concerning the formulation of the aeroelastic optimization problem. Some logical choices are to minimize weight, subject to the constraint that drag be acceptably small, or to minimize drag, subject to weight being acceptably small. Alternatively, minimizing a combination of drag and weight might be appropriate. Ultimately, however, the aeroelastic behavior of the aircraft needs to be tied to some overall aircraft performance measure like direct operating cost. This situation, with a set of conflicting objectives, is to be expected in MDO because engineers in each discipline will probably have formulated their own objectives for the design. We will not consider the matter further in this paper, but the reader will note a goal programming approach to nonconvex multiobjective optimization in these comments (se To appreciate the trade-offs between the various formulations of MDO problems presented later, it is necessary to know something about the size and difficulty of the underlying analysis disciplines. Obviously these factors depend on the problem, but we assume that the problem is sufficiently complex so that it cannot simply be overwhelmed with computing power. For example, a practical aeroelastic optimization for a three-dimensional configuration will involve a computational fluid Figure 2 shows the data flow for a single discipline of a many-discipline version of Fig. 1 coefficients of a spline fit to pressure, then the convention is that Ej also performs the integration to obtain loads. We will assume that for each Fy there is a corresponding Ej; some of the Ey may be identity mappings and some may be zero maps.
The reader will see that the separation between A and its evaluators and the flow of information only in the direction from the evaluators to the analysis code are likely simplifications of the true relationships of these components. For instance, if A is a code involving an adaptive grid, in the course of performing its analysis A may need to return to its evaluators to obtain information for the adaptively updated grid. This complication is not a problem if the reader bears in mind that the purpose here is to represent the flow of information between disciplines.
Because of the expense of executing the analysis codes, A might be used to represent a driver routine that uses some input parameter to decide which of a suite of solver codes with varying fidelity to call at this stage of the design optimization. That is an implementation question, but the ability to handle this situation shows some of the power of the abstraction.
For all of the preceding, A, G, F, E, and W will denote the long vector functions comprising all of the corresponding subscripted functions, for all i,j. To use this compact notation, it is necessary to keep in mind that the ordering of the components must be different to be consistent. For example, suppose that D1 is aerodynamics and D2 is structures. Then if we order U as U1, U2, we must order A as A1, A2 and we must order G as G12, G21 to have the convenience of writing U A(XD, G(XD, U)) to express the equilibrium of the aeroelastic system. MDA can be very costly because solving the coupled problem usually involves repeatedly executing the single discipline analysis codes in an iterative process. One way to avoid some of this cost is not to require feasibility until convergence to optimality. However, there will be approaches in which we will require partial feasibility for some very good reasons. The point of this section is to express the notions of feasibility needed later by using the framework provided in the previous section.
We say that a single discipline analysis has been carried out for a particular Di when Wi(XD, Mi; Ui) 0 has been solved to yield Ui for the given inputs XD, Mi. We can combine each of the residual and nonresidual forms into an equivalent equation:
For the aeroelastic example, the residual form of (1) 
To reiterate, the difference between individual discipline feasibility and multidisciplinary feasibility is the matching of interdisciplinary input and output variables to reflect equilibrium. Since traditional single discipline optimization is just optimization under the constraint (1) for one discipline, M G(XD, U) is the constraint that distinguishes both MDA and MDO from their single discipline counterparts.
In some applications it may be expedient always to enforce equilibrium between specified pairs of disciplines Di, Dj. We model this case by coalescing the pair into a single composite discipline. It is important to clearly distinguish between what we mean by a "formulation" and by an "algorithm." By a formulation we mean specifying the objective, the constraints, and the independent or optimization variables. All of our formulations yield nonlinear programming problems, but they have very different attributes that would influence the way the optimization problem would be solved. By an algorithm we mean the specific sequence of steps that would be carried out to solve the resulting nonlinear programming problem.
The key distinguishing feature in the alternative formulations that we present here is the kind of discipline feasibility maintained at every objective function, constraint, or sensitivity evaluation needed during each optimization iteration. In the "multidisciplinary feasible" (MDF) approach, complete multidisciplinary analysis problem feasibility is maintained at every optimization iteration. In the "individual discipline feasible" (IDF) approach, extra independent variables are introduced so that we can choose to maintain only individual discipline feasibility (i.e., single discipline feasibility for all of the disciplines). Interdisciplinary equilibrium constraints are added as optimization constraints to force these extra variables to values that give a full MDA at optimization convergence. In the "all-at-once" (AAO) approach, all of the analysis variables are optimization variables and all of the analysis discipline equations are optimization constraints. Thus, feasibility in AAO and IDF is guaranteed only at optimization convergence. (We could refer to "all-at-once" as "no discipline feasible," but we feel that "all-at-once" better describes the formulation.) In all formulations, the set of optimization variables includes the design variables. None of these formulations imposes any requirements on the design constraints until optimization convergence.
In the following subsections, first we give the general mathematical specification of the MDO problem formulations and then we give the specialized aeroelastic for- . All-at-once (AAO) formulation. Now we will consider some interesting formulations between the two extremes of two preceding MDO formulations. The first we call the all-at-once (AAO) approach. In AAO, we do not seek to obtain feasibility for the analysis problem in any sense (individual discipline, multidisciplinary, or even for single equations within a discipline) until optimization convergence is reached. In a way, the optimizer does not "waste" time trying to achieve feasibility when far from an optimum. We take as explicit variables X (XD, Xu) and write the formulation in terms of the implicit variable M(X) with the interdisciplinary mapping G as its defining relation. The drawback to (12) is that for practical problems it will generally involve a very large number of constraints (the discrete equations from all of the analysis disciplines) and an even larger number, nD+i nv,, of optimization variables. Additionally, some of the constraints may not be very smooth. In AAO the analysis "code" performs a particularly simple function; it evaluates the residuals of the analysis equations, rather than solving some set of equations. Ultimately, of course, the optimization method for AAO must solve the analysis discipline equations W to attain feasibility. Generally, this means that the solution method must contain all of the special techniques that every single discipline analysis solver contains. It is unlikely that "equality constraint satisfaction schemes" (e.g., Newton's method) present in existing, general purpose optimization codes would be equal to this task in the case where the constraints represent extremely nonlinear partial differential equations (PDEs), as in aerodynamics. 
minimize with respect to subject to
where U(X) A(X). There are nD + i nM optimization variables in this "uncompressed" IDF approach.
Notice that an evaluation of U(X) A(X) involves executing all the single discipline analysis codes with simultaneously available multidisciplinary data X. Therefore, these very expensive computations can be done independently and communication costs are likely to be negligible in comparison. Furthermore, the analysis codes vary widely in the types of computations to be done and will generally be suitable for different hardware environments. Thus a heterogeneous network of computers may be particularly well suited for this formulation.
The drawback to the particular IDF method (13) is the large number of optimization variables. As mentioned earlier, we can take advantage of the data compression pij Fij(XD, Uj) and elevate # rather than M to be explicit variables: (14) minimize with respect to subject to x u(x)) > o, C u (X) x, F(X , U(X))) o, where U(X) A(XD,E(X)). Thus, the advantage of this "compressed" or "lowbandwidth" IDF formulation is that the optimizer controls possibly the fewest explicit variables of any IDF formulation, namely, nD + i nits"
It is possible to write many more permutations, but we will introduce only one more, the possibility of sequencing the individual disciplines. 5.1.5. Sequenced IDF formulations. In the IDF formulations presented above, the interdisciplinary mapping (coupling) variables sent to each discipline from the other disciplines were made optimization variables and associated auxiliary constraints were imposed. We can create IDF formulations where only some of the coupling variables are optimization variables and the remainder are the actual computed analysis values. For example, consider a two-discipline problem such as the aeroelastic example. The computations in the above IDF method could be sequenced such that one of the analyses is completed prior to starting the other one. Since the inputs to the second analysis would then be available, there would be no need for the optimization variables and constraints for the associated interdisciplinary mapping variables from the first to the second discipline. The usefulness of such a "sequenced IDF" formulation depends on factors such as the difficulty in satisfying the coupling constraints, the cost of computing derivatives for the coupling constraints, the relative behavior of the optimization objective and constraint functions for the two formulations, and the lost opportunity for parallelism by imposing a specified sequence on the analyses.
Many different IDF formulations can be developed by using the option to sequence the individual codes. We interpret the formulation represented by (12) in [25] We examine this issue further by briefly discussing the distinction between a generalized reduced gradient (GRG) approach (see [6, p. 221]), which corresponds to MDF, and an approach applied to a full-space problem like AAO that restores feasibility at every iteration.
Some nonlinear programming algorithms approach optimality along a feasible path by following each optimization step with a step to restore feasibility. This is very different from a generalized reduced gradient approach which maintains feasibility not just for each iterate, but for any pair XD, U that ever appears in any context in the algorithm. In other words, the GRG approach eliminates U from the optimization calculations by using the implicitly defined function U(XD) in its stead.
If we apply a feasibility restoration method to an AAO formulation, then at each optimization iteration the optimization algorithm would first take a step in the full space to obtain a complete new X. This would be followed by a so-called restoration step which would consist here of an MDA to replace the Xu part of the AAO optimization iterate XD, Xu with U(XD). The next optimization iteration is started from the multidisciplinary feasible point X (XD, U(XD)) satisfying (4 iteration. This means that the derivatives or sensitivities required in the MDF formulation must be computed with arguments XD and values of all the system variables that correspond to an MDA solution for that value of XD. 5.2. Formulations specialized to the aeroelastic MDO problem. To further elucidate the formulation ideas and to prepare for a discussion of the sensitivities needed to apply most nonlinear programming (NLP) algorithms to each formulation, we show how the general formulations apply to the specific case of aeroelastic MDO. UI(XD) A(XD, G2(XD, U2(XD))), U2(XD) A2(XD, G2(XD, U(XD))). Figure 3 illustrates the MDF formulation. Notice that while Fig. 3 provides some detail about the computations of U2 and U1, the aeroelastic analysis is a "black box" from the perspective of the optimization code.
If analysis residuals are available, then one might try to avoid so many costly MDA computations by an all-at-once, or AAO, formulation with U1 and U2 made explicit. Other all-at-once (AAO) formulations for design optimization problems have been mentioned in the literature for aerodynamic optimization (e.g., [5] , [10] , [14] , [24] ), structural optimization (e.g., [7] ), chemical process control, and control and inverse problems (e.g., [18] , [23] , [20] ). In [14] this approach is called the "one-shot" method, and in [7] it is called "simultaneous analysis and design." In [5] the authors discuss how AAO can be remarkably efficient for aerodynamic optimization, provided some computational difficulties can be overcome.
The rest of this section describes two aeroelastic IDF methods. We reiterate the essence of IDF: at each optimization iteration we have a "correct" aerodynamic analysis and a "correct" structural analysis; however, it is only at optimization convergence that the pressures predicted by the aerodynamic analysis correspond to the loads sent to the structures and the displacements predicted by the structural analysis correspond to the geometry sent to the aerodynamics code. Again, we remihd the reader that one could follow each optimization step by performing a feasibility restoring MDA, but the optimization problem being solved would still be an IDF and not an MDF formulation.
The "uncompressed" IDF formulation is minimize with respect to subject to f (xz,, (x), (x) X (XD, XMI2, XM2 ),
where U(X) A(XD,XM) and U2(X)= A2(XD,XM). The low-bandwidth IDF formulation is minimize f (XD, U1 (X), U2 (X)) with respect to X (XD, XI., X21), (18) subject to
where UI(X)= Al(XD,E12(XD,X)) and U2(X)= A2(XD,E21(XD,Xt,)). 6. Derivative requirements for MDO. We anticipate that most MDO efforts will involve derivative-based optimization algorithms. For this reason we now discuss the derivatives required in the MDF, IDF, and AAO formulations that we have presented. If one looks in the previous section, all the formulations given either use the analysis residuals as a constraint, or else the analysis code solution mapping is used to define U as an implicit variable. Thus, any derivative-based algorithm will require either the derivative of the analysis residuals or of the solution operator.
As mentioned above, AAO has the disadvantage that the optimization code must assume the difficult task of simultaneously satisfying all the analysis discipline equations. The MDF and IDF formulations have the advantage that they use the specialized software Ai that has been developed for solving the individual discipline equations. But there is a price to be paid for using the existing software; the MDF and IDF formulations must differentiate the solution operators implemented by the single discipline solvers.
The most daunting task is to obtain these solution sensitivities. Perhaps the most obvious approach is to use finite difference approximations [16] . This certainly finesses the issue, but because of problems with accuracy and expense, we believe that a practical alternative to finite differences must be found if MDO is to become an everyday engineering tool. There seem to be two alternatives: analytic approaches (implicit differentiation, sensitivity equations, adjoint equation solution) and automatic differentiation.
Even though there is considerable research interest in analytic methods for sensitivity or gradient calculations [1] , [2] , [7] [8] [9] , [11] , [12] , few analysis codes in engineering use today provide the required derivatives. We hope that automatic differentiation will provide tools that will help us retrofit existing codes to produce the derivatives.
Automatic differentiation should not be confused with symbolic differentiation. In ADIFOR [19] , the automatic differentiation tool with which we are the most familiar, (19) represents the Jacobian of CD with respect to the design variables XD.
Computing the partial derivatives Of/OXD, Of/OUa, OCD/OXD, and OCD/OUa for a 1, 2 is generally easy; computing the solution sensitivities OUa/OXD is generally hard. One way to obtain these sensitivities is to form and solve a linear system as follows. Notice that since we need the derivatives at a point X(D c) for which (7) Note that the derivatives required for the IDF formulation are the same as those required in (22) and by Sobieszczanski-Sobieski [13] (in his GSE2 approach) for computing MDF problem derivatives. However, in contrast to the MDF method, here they only need to be evaluated at an individual discipline feasibility point.
7. Concluding remarks. In Table 1 we compare the features of our three main approaches to MDO formulation. In Table 2 we speculate on the performance that might be achieved by the approaches. These hypotheses are supported by the experimental results shown in [26] and [21] . The On the other hand, the IDF approach requires the explicit imposition in the optimization of the nonlinear constraints involving the interdisciplinary maps and the calculation of additional sensitivities corresponding to the variables communicated between disciplines. If the number of such variables and constraints can be kept small, we project that the overall cost of IDF optimization will be significantly less than MDF optimization.
We feel that the all-at-once (AAO) approach remains theoretically attractive because of the probability that it will be the least expensive computationally. Unfortunately, it requires a higher degree of software integration than is likely to be achieved in the near future for realistic applications.
No matter what approach is chosen, the efficient calculation of sensitivities will be critical for success. In our opinion, with the increasing complexity of analysis codes and the increasing number of design variables that will probably be used in future MDO applications, it is unlikely that finite difference sensitivities will be affordable. In this area, the role of automatic differentiation remains to be conclusively determined. Our guess is that, for very large problems, only some kind of analytic or implicit sensitivities will be used. The other alternative, of course, is to use simplified analyses in the optimization and then to correct via iterative refinement. For example, this approach has been used in multidisciplinary design of helicopter rotors [15] . We observe that this approach dovetails well with the IDF approach, where an existing multidisciplinary analysis procedure can be viewed as "one discipline," and information of higher fidelity for a single analysis code can be viewed as the "second discipline" [22] . The Let U1 and U2 be scalar analysis variables and let XD be a scalar design variable.
Consider two "disciplines" defined by (27) WI ( Here, U1 is computed as follows. Given XD, and with the value of Xu2 substituted for U2, (27) can be solved for the remaining unknown U1. U2 is computed similarly, but independently, from (28). In other words, U AI(XD,Xu2) and U2 A2(XD,Xu,).
