Abstract-An approach is proposed to design optimal finite word length (FWL) realisations of digital controllers implemented in fixed-point arithmetic. A minimax-based search procedure is first used to obtain an optimal controller realisation that optimises an FWL closed-loop stability measure. Since this FWL closed-loop stability measure is solely linked to the fractional part or precision of fixed-point format, the resulting realisation may not have the smallest dynamic range. A measure is derived to indicate the dynamic range of a realisation. Based on an orthogonal transformation of this dynamic range measure for the optimal precision controller realisation, a numerical optimisation method is developed to make the controller realisation having the smallest dynamic range without sacrificing FWL closed-loop stability robustness.
I. INTRODUCTION
The detrimental finite word length (FWL) effect on a fixedpoint implemented digital controller is particularly serious due to a reduced precision. Many works have focused on the FWL effect on closed-loop stability and have considered the design of optimal fixed-point digital controller realisations that optimise various FWL closed-loop stability measures [1] - [13] . We point out a limitation of these previous approaches in designing optimal fixed-point controller realisations. The FWL closed-loop stability measures used in these works are only linked to the fractional part of fixed-point representation. Optimising these measures, while minimising the bits required for the fractional part, may actually increase the integer part or dynamic range of fixedpoint representation. Thus, the resulting "optimal" controller realisations are not necessarily true optimal ones in terms of the robustness to the FWL effects.
In a fixed-point implementation, the total available bits have to accommodate the dynamic range first to avoid overflow, and the remaining bits left are then used to implement the fractional part. Therefore, a better approach is to consider both a precision or FWL closed-loop stability measure and a dynamic range measure together. We adopt a "twostep" approach to tackle this multi-objective task. Firstly, we optimise the FWL closed-loop stability measure of [4] to obtain an optimal realisation using the efficient search algorithm of [13] . Secondly, we optimise a dynamic range measure for this optimal realisation. The value of the FWL closed-loop stability measure is invariant under orthogonal transformation of controller realisation [2] . We exploit this extra freedom of realisation to minimise the dynamic range of the controller realisation. The final realisation obtained in our two-step design has both the maximum FWL stability robustness and the smallest dynamic range, and thus it is a true optimal realisation for fixed-point implementation. The proposed approach is established in a unified framework for both the shift and delta operators to enable a comparison for the FWL closed-loop stability characteristics of the optimal controller realisations using these two operators.
II. NOTATIONS AND THE PROBLEM FORMULATION
Let e i be the ith real coordinate vector, and for any z ∈ C n define Υ(z) = [ (z) (z)], where (z) and (z) denote the real and the imaginary parts of z, respectively. For a complex-valued matrix U ∈ C m×n with elements u ij , we define the following matrix norms
Let Vec(·) be the column stacking operator such that Vec(U) is an mn-dimensional vector. For a real-valued square matrix M ∈ R n×n , let {λ i (M), 1 ≤ i ≤ n} denote its eigenvalues, and let x i (M) be the right eigenvector corresponding to
is called the reciprocal left eigenvector related to x i (M).
A discrete-time linear system can be described using either the shift operator z or delta operator δ. The latter is defined as δ = (z − 1)/h, where h is a positive real constant [14] , [2] . In this paper, it is assumed that the value of h in the δ operator has an exact fixed-point representation (e.g. h = 2 2 or h = 2 −6 ) so that the source of FWL errors comes solely from a finite-precision implementation of the controller realisation. For the notational conciseness, we introduce a "generalised" operator ρ for the discrete-time system. The state-space description of the general discretetime system using the operator ρ is
where all the matrices and vectors are real-valued with appropriate dimensions. Obviously, ρ = z and ρ = δ give rise to the two equivalent representations of the same system, with the following relationship
where I denotes the identity matrix of appropriate dimension. With a proper index order, {λ i (F g,z )} and {λ i (F g,δ )} can be one-to-one mapped with
is stable if and only if |λ i (F g,z )| < 1, ∀i, we have the stability condition for the same system described using δ operator.
Theorem 1:
is stable if and only if
Consider the discrete-time closed-loop control system, consisting of the linear time-invariant plantP and the generic digital stabilising controllerĈ.P is completely state controllable and observable with the state-space description
where A ρ ∈ R n×n , B ρ ∈ R n×p and C ρ ∈ R q×n ; andĈ is described by the state-space description
with
and H ρ ∈ R m×p .Ĉ is an output feedback controller if H ρ = 0; a full-order observer-based controller if F ρ = A ρ − G ρ C ρ , M ρ = 0 and H ρ = B ρ ; a reduced-order observer-based controller, otherwise [15] , [16] .
The state-space descriptions or realisations (F ρ , G ρ , J ρ , M ρ , H ρ ) of the controllerĈ are not unique. Let (F ρ0 , G ρ0 , J ρ0 , M ρ0 , H ρ0 ) be a realisation ofĈ given by a standard controller design procedure. Then all the realisations ofĈ form a realisation set
where T ρ ∈ R m×m is any real-valued nonsingular matrix. Any two realisations in S ρ are completely equivalent if they are implemented with infinite precision. Define
The stability of the closed-loop control system depends on the eigenvalues of the transition matrix
where 0 denotes the zero matrix of appropriate dimension. Define the stability margin of λ i (A(w ρ )) as
(10) It is obvious that all the different controller realisations w ρ ∈ S ρ have exactly the same set of the closed-loop eigenvalues if they are implemented with infinite precision.
When w ρ is implemented using a fixed-point processor of the bit length b, the b bits are assigned as follows: One bit is used for the sign, b g bits are used for the integer part of the representation, and the remaining b f = b − b g − 1 bits are used to implement the fractional part of the representation. In order to avoid overflow in representing w ρ , b g should be sufficiently large such that
w ρ M represents the dynamic range of w ρ in fixed-point format. Even assuming no overflow, w ρ is perturbed into w ρ + ∆ due to the finite b f bits in the fractional part representation. It can easily be shown that each element of ∆ is bounded by ±2
If an eigenvalue of A(w ρ + ∆) crosses over the stability boundary, the closed-loop system, originally designed to be stable, becomes unstable. Under the condition of no overflow, the closed-loop stability depends only on the perturbation ∆, that is, the precision of the fractional part representation.
Because the total bit length b is divided between the dynamic range and precision of fixed-point format, the design of optimal FWL realisation is a multi-objective optimisation. Firstly, an optimal realisation should optimise some FWL closed-loop stability measure, and the value of such a stability measure only depends on the precision or fractional part of a realisation. Secondly, a desired realisation should also have the smallest dynamic range, since this will require the smallest number of b g bits to avoid overflow and in turn leaves the most b f bits to achieve the highest possible precision. We will adopt an effective two-step approach to tackle this multi-objective optimisation problem.
III. OPTIMISING AN FWL CLOSED-LOOP STABILITY

MEASURE
We use λ i to replace λ i (A(w ρ )) when doing so does not cause ambiguity, and we adopt the following FWL closedloop stability measure as defined in [4] f (w ρ ) = max i∈{1,···,m+n}
The measure f (w ρ ) describes the robustness of closed-loop stability to the FWL perturbation ∆ for the realisation w ρ under the condition of no overflow. With this measure, the optimal FWL realisation problem is given by
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Obviously, the optimisation problem (13) can be viewed as
The following results [17] , [18] on saddle points play an important role in obtaining global optimal solutions of minimax-formulation problems. 
Then (w ρ , i ) is a saddle point of g(w ρ , i) if and only if w ρ ∈ W and
A. Optimising single-pole FWL stability measure To attain the single-pole measure η i defined in (18) for the eigenvalue λ i is equivalent to solve the minimisation problem of the single-pole sensitivity
∀i ∈ {1, · · · , m + n}, partition the eigenvectors of A(w ρ0 )
where
It can be shown that [13] 
For the different cases of q i and z i , the results on minimising ∂λi ∂wρ 2 F and the related proofs are given in [13] . Based on these results, all the solutions to (18) can be specified. The following theorem lists the result for one case of q i and z i .
Theorem 4:
and ∂λi ∂wρ 2 F achieves the minimum if and only if
where the orthogonal matrix Q can be obtained from the QR factorisation of Υ(z i )
with nonzero γ 11 , γ 22 ∈ R,
. . . 
is an arbitrary nonsingular matrix, and V ∈ R m×m is an arbitrary orthogonal matrix.
B. Global optimal controller realisations
In Section III-A, the problem of attaining the single-pole FWL stability measure η i is solved and hence the index i is readily given from η i = max i∈{1,···,m+n} η i . Without the loss of generality, assume that λ i is a complex-valued eigenvalue and det((Υ(z i )) T Υ(q i )) > 0. From Theorem 4, all the transformation matrices achieving η i form the set
The realisation set W defined in (20) is described on the transformation set T as
(39) It can readily be shown that g(w ρ (T ρ ), i) = g(w ρ (T ρ V), i) for any orthogonal V ∈ R m×m and nonsingular T ρ ∈ R m×m [2] . This means that V plays no role in computing g(w ρ , i) and hence we can simply set V = I. Therefore
are explored for a nonsingular
The subgradient algorithm detailed in [13] can be used to seek Ω opt .
IV. OPTIMAL REALISATION WITH THE SMALLEST DYNAMIC RANGE
In Section III, we construct a controller realisation w ρopt = w ρ (T ρ (Ω opt )) that achieves the minimum value of the FWL closed-loop stability measure (12) . Since the FWL stability measure (12) is concerned with the FWL error ∆ that depends only on the fractional bit length b f , an optimal realisation that minimises this precision measure is not guaranteed to have a small dynamic range. We now consider how to modify the optimal controller realisation obtained in Section III to achieve the smallest dynamic range under the condition that it remains to be a minimum solution of the optimisation problem (13) . Because w ρ M indicates the dynamic range of w ρ , it is appropriate to use it as the dynamic range measure of a realisation, that is,
It is straightforward to prove the following theorem [13] . Theorem 5: For two realisations w ρ1 and w ρ2 (or equivalently (F ρ1 , G ρ1 , J ρ1 , M ρ1 , H ρ1 ) and (F ρ2 , G ρ2 , J ρ2 , M ρ2 , H ρ2 )), if there exists an orthogonal transformation V ∈ R m×m such that
then f (w ρ1 ) = f (w ρ2 ).
Denote the generic realisation in S ρopt as w ρopt (V). It can be seen from Theorem 5 that, for any orthogonal V ∈ R m×m , the realisation w ρopt (V) remains to be a minimum solution of the optimisation problem (13) . Thus, we can search in S ρopt for an optimal realisation with the smallest dynamic range. Formally, this is defined by the following optimisation problem
In order to remove the constraint V T V = I in the optimisation problem (44), we can represent an orthogonal V by its independent parameters based on Givens rotation parameterisation [19] . Specifically, when m = 2, any orthogonal V can be written as
with θ 1 ∈ [−π, π) and κ ∈ {−1, 1}. Next, for m = 3, an arbitrary orthogonal V ∈ R 3×3 can be represented by
with θ 1 , θ 2 , θ 3 ∈ [−π, π) and κ ∈ {−1, 1}. For m = 4, we have 
with θ 1 , θ 2 , θ 3 , θ 4 , θ 5 , θ 6 ∈ [−π, π) and κ ∈ {−1, 1}. Define
In general, an arbitrary orthogonal V ∈ R m×m is parameterised by θ 1 , · · · , θ r ∈ [−π, π) and κ ∈ {−1, +1}. Following from a simple observation
it can be seen that κ can be neglected in optimising d(w ρopt (V)). Thus we can represent an orthogonal V ∈ R m×m with only r independent parameters θ 1 , · · · , θ r . Let
Then the optimisation problem (44) is equivalent to the unconstrained optimisation problem
This optimisation problem can be solved using a numerical optimisation algorithm that relies only on the function value to do search. With the optimal solution θ 1opt , · · · , θ ropt , we can obtain the optimal orthogonal transformation V opt and hence the optimal realisation w ρopt1 = w ρopt (V opt ) of the smallest dynamic range.
V. A DESIGN EXAMPLE
An example considered in [2] was used to illustrate the effectiveness of the proposed design procedure for obtaining optimal FWL fixed-point controller realisations and to compare the minimum bit lengths required to implement the optimal realisations with z operator and δ operator of different h. The plant model using z operator was given by The initial realisation of the digital controller obtained using z operator was given by 
The procedure described in Section III was applied to obtain an optimal transformation matrix T zopt , and this led to a global optimal realisation in z operator w zopt = w z (T zopt ) that minimised the FWL closed-loop stability measure (12) . To obtain an optimal realisation in z operator with the smallest dynamic range, the optimisation problem (51) was formed given the dimension r = 6. The MATLAB routine fminsearch.m was used to solve this optimisation problem numerically, which yielded the solution w zopt1 = w zopt (V opt ). Table I for the realisations w z0 , w zopt and w zopt1 , respectively. Similarly, the optimal realisation problems in the δ operator with different values of h were constructed and solved. For example, given h = 2 −14 , the discrete-time plant model using δ operator, A δ , B δ and C δ , as well as the initial realisation of the digital controller using the δ operator, F δ0 , G δ0 , J δ0 , M δ0 and H δ0 , were specified. The procedure of Section III was applied to obtain a T δopt , which led to the controller realisation w δopt = w δ (T δopt ) as a global optimal realisation in δ operator that minimised the FWL closed-loop stability measure (12) . The optimisation problem (51) was next solved to yield the solution w δopt1 = w δopt (V opt ), which was a global optimal realisation with the smallest dynamic range. Table II compares the values of the FWL stability and dynamic range measures and related minimum bit lengths for the controller realisations w δ0 , w δopt and w δopt1 . For the δ operator with sufficiently small h, b min f can be negative. This simply means that the roundoff is allowed to occur into the integer part of fixed-point representation, and the perturbation error ∆ M can be larger than 1. In this case, the minimum bit length b min = b 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 FrA12.2
