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The Montecinos-Balsara ADER-FV Polynomial Basis: Convergence Properties &
Extension to Non-Conservative Multidimensional Systems
Haran Jackson
Cavendish Laboratory, JJ Thomson Ave, Cambridge, UK, CB3 0HE
Abstract
Hyperbolic systems of PDEs can be solved to arbitrary orders of accuracy by using the ADER Finite Volume method. These PDE
systems may be non-conservative and non-homogeneous, and contain stiff source terms. ADER-FV requires a spatio-temporal
polynomial reconstruction of the data in each spacetime cell, at each time step. This reconstruction is obtained as the root of a
nonlinear system, resulting from the use of a Galerkin method. It was proved in Jackson [7] that for traditional choices of basis
polynomials, the eigenvalues of certain matrices appearing in these nonlinear systems are always 0, regardless of the number of
spatial dimensions of the PDEs or the chosen order of accuracy of the ADER-FV method. This guarantees fast convergence to the
Galerkin root for certain classes of PDEs.
In Montecinos and Balsara [9] a new, more efficient class of basis polynomials for the one-dimensional ADER-FV method was
presented. This new class of basis polynomials, originally presented for conservative systems, is extended to multidimensional,
non-conservative systems here, and the corresponding property regarding the eigenvalues of the Galerkin matrices is proved.
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1. Background
ADER-FV methods were first devised by Toro and collabo-
rators (see Millington et al. [8]). Dumbser et al. [2] obvi-
ated the need for the cumbersome analytic work required by
the Cauchy-Kowalesky procedure by use of a Galerkin predic-
tor. Although ADER-FV methods have been very successful
in solving a large variety of different hyperbolic systems (e.g.
see Dumbser et al. [3], Balsara et al. [1], Hidalgo and Dumbser
[6], Zanotti and Dumbser [11]), they remain relatively compu-
tationally expensive.
Montecinos and Balsara [9] have proposed a new, more efficient
class of basis polynomials. While the method was given for
conservative, one-dimensional systems in the original paper, it
is extended here to general non-conservative, multidimensional
systems.
2. Extension of the Montecinos-Balsara Formulation
Take a non-homogeneous, non-conservative, hyperbolic system
of the form:
∂Q
∂t
+ ∇ ·
−→
F (Q) +
−→
B (Q) · ∇Q = S (Q) (1)
Email address: hj305@cam.ac.uk (Haran Jackson)
where Q is the vector of conserved variables,
−→
F = (F1, F2, F3)
and
−→
B = (B1, B2, B3) are respectively the conservative non-
linear fluxes and matrices corresponding to the purely non-
conservative components of the system, and S (Q) is the alge-
braic source vector.
Define spatial variables x(1), x(2), x(3). Take the space-time cell
C =
[
x
(1)
i1
, x
(1)
i1+1
]
×
[
x
(2)
i2
, x
(2)
i2+1
]
×
[
x
(3)
i3
, x
(3)
i3+1
]
× [tn, tn+1]. Define
the scaled spatial and temporal variables:
χ(k) =
x(k) − x
(k)
ik
x
(k)
ik+1
− x
(k)
ik
(2a)
τ =
t − tn
tn+1 − tn
(2b)
Thus, C becomes:
(
χ(1),χ(2),χ(3),τ
)
∈ [0, 1]4 (3)
By rescaling
−→
F,
−→
B, S by the appropriate constant factors, and
defining ∇˜ =
(
∂χ(1) , ∂χ(2) , ∂χ(3)
)
, within C equation (1) becomes:
∂Q
∂τ
+ ∇˜ ·
−→
F (Q) +
−→
B (Q) · ∇˜Q = S (Q) (4)
A basis {ψ0, ..., ψN} of PN and inner product 〈·, ·〉 are now re-
quired to produce a polynomial reconstruction of Q within C.
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Traditionally, this basis has been chosen to be either nodal
(ψi
(
α j
)
= δi j where {α0, . . . , αN } are a set of nodes, e.g. the
Gauss-Legendre abscissae - see Dumbser et al. [2]), or modal
(e.g. the Legendre polynomials - see Balsara et al. [1]).
Montecinos and Balsara [9] take the following approach. 〈·, ·〉 is
taken to be the usual integral product on [0, 1]. Supposing that
N = 2n+1 for some n ∈ N, Gauss-Legendre nodes {α0, . . . , αn}
are taken. The basis Ψ = {ψ0, ..., ψN} ⊂ PN is taken with the
following properties for i = 0, . . . , n:

ψi
(
α j
)
= δi j ψ
′
i
(
α j
)
= 0
ψn+1+i
(
α j
)
= 0 ψ′
n+1+i
(
α j
)
= δi j
(5)
Define the following subsets:
Ψ0 = {ψi : 0 ≤ i ≤ n} (6a)
Ψ1 = {ψi : n + 1 ≤ i ≤ 2n + 1} (6b)
The WENO method (as used in Dumbser et al. [5]) produces an
order-N polynomial reconstruction w
(
χ(1), χ(2), χ(3)
)
of the data
at time tn in
[
x
(1)
i1
, x
(1)
i1+1
]
×
[
x
(2)
i2
, x
(2)
i2+1
]
×
[
x
(3)
i3
, x
(3)
i3+1
]
. It is used
as initial data in the problem of finding the Galerkin predic-
tor. Taking representation w = wabcψa
(
χ(1)
)
ψb
(
χ(2)
)
ψc
(
χ(3)
)
we have for 0 ≤ i, j, k ≤ n:
wi jk = w
(
αi, α j, αk
)
(7a)
w(n+i+1) jk = ∂χ(1)w
(
αi, α j, αk
)
(7b)
wi(n+ j+1)k = ∂χ(2)w
(
αi, α j, αk
)
(7c)
wi j(n+k+1) = ∂χ(3)w
(
αi, α j, αk
)
(7d)
Take the following temporal nodes, where τ1, . . . , τN are the
usual Legendre-Gauss nodes on [0, 1] and τ0 = 0 or τ0 = 1
if we are performing a Continuous Galerkin / Discontinuous
Galerkin reconstruction, respectively:
{τ0, . . . , τN } (8)
Define Φ = {φ0, ..., φN} ⊂ PN to be the set of Lagrange interpo-
lating polynomials on the temporal nodes. We now define the
spatio-temporal polynomial basis Θ = Φ⊗Ψ⊗Ψ⊗Ψ =
{
θβ
}
for
0 ≤ β ≤ (N + 1)4 −1. Define subsetsΘιξκ = Φ⊗Ψι⊗Ψξ ⊗Ψκ ={
θ
ιξκ
µ
}
where ι, ξ, κ ∈ {0, 1} for 0 ≤ µ ≤ (N + 1) (n + 1)3 − 1.
Denoting the Galerkin predictor by q, take the following set of
approximations:
Q ≈ θβqβ = θ
ιξκ
µ q
ιξκ
µ (9a)
−→
F (Q) ≈ θβ
−→
Fβ = θ
ιξκ
µ
−→
F
ιξκ
µ (9b)
−→
B (Q) · ∇˜Q ≈ θβBβ = θ
ιξκ
µ B
ιξκ
µ (9c)
S (Q) ≈ θβSβ = θ
ιξκ
µ S
ιξκ
µ (9d)
for some coefficients qβ,
−→
Fβ, Bβ, Sβ. The nodal basis represen-
tation is used for the coefficients of Θ000:
−→
F000µ =
−→
F
(
q000µ
)
(10a)
B000µ = B1
(
q000µ
)
q100µ + B2
(
q000µ
)
q010µ + B3
(
q000µ
)
q001µ (10b)
S000µ = S
(
q000µ
)
(10c)
In general, we have:
−→
F
ιξκ
µ = ∂
ι
χ∂
ξ
υ∂
κ
ζ
(
−→
F (Q)
)
(11a)
B
ιξκ
µ = ∂
ι
χ∂
ξ
υ∂
κ
ζ
(
−→
B (Q) · ∇˜Q
)
(11b)
S
ιξκ
µ = ∂
ι
χ∂
ξ
υ∂
κ
ζ (S (Q)) (11c)
where the right-hand-side is evaluated at the nodal point cor-
responding to µ. The full expressions are omitted here for
brevity’s sake, but note that for a one-dimensional system:
F1
100
µ =
∂F
(
q000µ
)
∂Q
· q100µ (12a)
B100µ =

∂B1
(
q000µ
)
∂Q
· q100µ
 · q100µ (12b)
+ B1
(
q000µ
)
·

∂2θ000κ
(
χµ, τµ
)
∂χ2
q000µ +
∂2θ100κ
(
χµ, τµ
)
∂χ2
q100µ

S100µ =
∂S
(
q000µ
)
∂Q
· q100µ (12c)
where χµ, τµ are the spatial and temporal coordinates where
θ100µ = 0 and ∂χθ
100
µ = 1. Note that
∂B1
∂Q
is a rank 3 tensor.
Consider functions f , g of the following form:
f
(
τ, χ(1), χ(2), χ(3)
)
= fτ (τ) f1
(
χ(1)
)
f2
(
χ(2)
)
f3
(
χ(3)
)
(13a)
g
(
τ, χ(1), χ(2), χ(3)
)
= gτ (τ) g1
(
χ(1)
)
g2
(
χ(2)
)
g3
(
χ(3)
)
(13b)
Define the following integral operators:
[
f , g
]t
= fτ (t) gτ (t) 〈 f1, g1〉 〈 f2, g2〉 〈 f3, g3〉 (14a)
{ f , g} = 〈 fτ, gτ〉 〈 f1, g1〉 〈 f2, g2〉 〈 f3, g3〉 (14b)
Multiplying (9b) by test function θα, using the polynomial ap-
proximations for Q,
−→
F,
−→
B, S, and integrating over space and
time gives:
{
θα,
∂θβ
∂τ
}
qβ =
{
θα, θβ
} (
Sβ − Bβ
)
−
{
θα,
∂θβ
∂χ(k)
}
Fkβ (15)
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2.1. The Discontinuous Galerkin Method
This method of computing the Galerkin predictor allows solu-
tions to be discontinuous at temporal cell boundaries, and is
also suitable for stiff source terms. Integrating (15) by parts in
time gives:
([
θα, θβ
]1
−
{
∂θα
∂τ
, θβ
})
qβ = [θα,w]
0 +
{
θα, θβ
} (
Sβ − Bβ
)
(16)
−
{
θα,
∂θβ
∂χ(k)
}
Fkβ
where w is the reconstruction obtained at the start of the time
step with the WENO method. Take the following ordering:
θ(N+1)3h+(N+1)2i+(N+1) j+k (τ, χ, υ, ζ) = φh (τ)ψi (χ)ψ j (υ)ψk (ζ)
(17)
where 0 ≤ h, i, j, k ≤ N. Thus, define the following:
Uαβ =
[
θα, θβ
]1
−
{
∂θα
∂τ
, θβ
}
=
(
R1 − Mτ,1
)
⊗ (Mχ)
3
(18a)
Vkαβ =
{
θα,
∂θβ
∂χ(k)
}
= Mτ ⊗ (Mχ)
k−1
⊗ Mχ,1 ⊗ (Mχ)
3−k
(18b)
Wα =
[
θα,Ψγ
]0
wγ = R
0 ⊗ (Mχ)3 (18c)
Zαβ =
{
θα, θβ
}
= Mτ ⊗ (Mχ)3 (18d)
where
{
Ψγ
}
= Ψ ⊗Ψ ⊗Ψ and:

Mτ
i j
=
〈
φi, φ j
〉
M
τ,1
i j
=
〈
φ
′
i
, φ j
〉
M
χ
i j
=
〈
ψi, ψ j
〉
M
χ,1
i j
=
〈
ψi, ψ
′
j
〉
R1
i j
= φi (1)φ j (1) R
0
i
= φi (0)
(19)
Thus:
Uαβqβ = Wα + Zαβ
(
Sβ − Bβ
)
− V
(k)
αβ
Fkβ (20)
Take the definitions:

D = (Mχ)−1 Mχ,1
E =
(
R1 − Mτ,1
) (21)
Noting that E1 = R0, we have, by inversion of U:
q =
(
1 ⊗ I3
)
w +
(
E−1Mτ ⊗ I3
)
(S − B) (22)
−
(
E−1Mτ ⊗ Ik−1 ⊗ D ⊗ I3−k
)
Fk
Thus, we have:
qhi jk = wi jk +
(
E−1Mτ
)
hm
(
Smi jk − Bmi jk
)
(23)
−
(
E−1Mτ
)
hm
(
Din (F1)mn jk + D jn (F2)mink + Dkn (F3)mi jn
)
Note then that qιξκ is a function of Sιξκ, Bιξκ,
−→
F:
qιξκ = F
(
Sιξκ
)
+ F
(
Bιξκ
)
+ Gιξκ
(
−→
F000, . . . ,
−→
F111
)
(24)
where F ,Gιξκ are linear functions. Note in turn that, by (11c):
Sιξκ = H

⋃
(0, 0, 0) ≤ (a, b, c) ≤ (ι, ξ, κ)
qabc
 (25)
whereH is a nonlinear function.
In the case of stiff source terms, the following Picard iteration
procedure can be used to solve (23), as adapted from Monteci-
nos and Balsara [9]:
(
qιξκ
)
m+1
= F

H

(
qιξκ
)
m+1
∪
⋃
(0, 0, 0) ≤ (a, b, c) ≤ (ι, ξ, κ)
(a, b, c) , (ι, ξ, κ)
(
qabc
)
m


(26)
+ F
((
Bιξκ
)
m
)
+ Gιξκ
((
−→
F000
)
m
, . . . ,
(
−→
F111
)
m
)
2.2. The Continuous Galerkin Method
This method of computing the Galerkin predictor is not suitable
for stiff source terms, but is less computationally expensive and
ensures continuity across temporal cell boundaries. The first
N + 1 elements of q are fixed by imposing the following condi-
tion:
q (χ, 0) = w (χ) (27)
For v ∈ R(N+1)
2
and X ∈ M(N+1)2,(N+1)2 (R), let v =
(
v0, v1
)
and
X =
(
X00 X01
X10 X11
)
where v0, X00 are the components relating
solely to the first N + 1 components of v. We only need to find
the latter components of q, and thus, from (15), we have:
{
θα,
∂θβ
∂τ
}11
q1β =
{
θα, θβ
}11 (
S1β − B
1
β
)
−
{
θα,
∂θβ
∂χ(k)
}11
Fk
1
β
(28)
+
{
θα, θβ
}10 (
S0β − B
0
β
)
−
{
θα,
∂θβ
∂χ(k)
}10
Fk
0
β
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Define the following:
Uαβ =
{
θα,
∂θβ
∂τ
}11
(29a)
Vkαβ =
{
θα,
∂θβ
∂χ(k)
}11
(29b)
Wα =
{
θα, θβ
}10 (
Sβ − Bβ
)0
−
{
θα,
∂θβ
∂χ(k)
}10
Fk
0
β (29c)
Zαβ =
{
θα, θβ
}11
(29d)
Thus:
Uαβq
1
β = Wα + Zαβ
(
S1β − B
1
β
)
− VkαβFk
1
β (30)
Note that, as with the discontinuous Galerkin method, W has
no dependence on the degrees of freedom in q. As the source
terms are not stiff, the following iteration is used:
Uαβ
(
q1β
)
m+1
= Wα + Zαβ
((
S1β
)
m
−
(
B1β
)
m
)
− Vkαβ
(
Fk
1
β
)
m
(31)
3. Convergence Properties
In Jackson [7] it was proved that for traditional choices of poly-
nomial bases, the eigenvalues of U−1V i are all 0 for any N ∈ N,
for i = 1, 2, 3. This implies that in the conservative, homoge-
neous case (
−→
B = S = 0), owing to the Banach Fixed Point The-
orem, existence and uniqueness of a solution are established,
and convergence to this solution is guaranteed. As noted in
Dumbser and Zanotti [4], in the linear case it is implied that the
iterative procedure converges after at most N + 1 iterations. A
proof of this result for the Montecinos-Balsara polynomial ba-
sis class is now provided here. For the theory in linear algebra
required for this section, please consult a standard textbook on
the subject, such as Nering [10].
Take the definitions (19), (21). Consider that:
U−1Vk = E−1Mτ ⊗ Ik−1 ⊗ D ⊗ I3−k (32)
Therefore:
(
U−1Vk
)m
=
(
E−1Mτ
)m
⊗
(
Ik−1
)m
⊗ Dm ⊗
(
I3−k
)m
(33)
A matrix X is nilpotent (Xk = 0 for some k ∈ N) if and only if
all its eigenvalues are 0. Note that U−1Vk is nilpotent if Dm = 0
for some m ∈ N.
Note that if p ∈ PN then p = a jψ j for some unique coeffi-
cient vector a. Thus, taking inner products with ψi, we have
〈
ψi, ψ j
〉
a j = 〈ψi, p〉 for i = 0, ...,N. This produces the follow-
ing result:
p = a jψ j ⇔ a = (M
χ)−1 x, xi = 〈ψi, p〉 (34)
Taking a ∈ RN+1, define:
p = a0ψ0 + . . . + aNψN ∈ PN (35)
Note that:
(
Mχ,1a
)
i
=
〈
ψi, ψ
′
0
〉
a0 + . . . +
〈
ψi, ψ
′
N
〉
aN =
〈
ψi, p
′
〉
(36)
Thus, by (34):
(
(Mχ)−1 Mχ,1a
)
i
ψi = (Da)i ψi = p
′ (37)
By induction:
(Dma)i ψi = p
(m) (38)
for any m ∈ N. As p ∈ PN , D
N+1a = 0. As a was chosen
arbitrarily, DN+1 = 0. No specific choice has been made for
N ∈ N and thus the result holds in general.
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