We prove that the Maxwell-Klein-Gordon system on R 1+4 relative to the Coulomb gauge is locally well-posed for initial data in H 1+ε for all ε > 0. This builds on previous work by Klainerman and Machedon [6] who proved the corresponding result, with the additional restriction of small-norm data, for a model problem obtained by ignoring the elliptic features of the system, as well as cubic terms.
Introduction
The purpose of this paper is to prove local well-posedness (LWP) of the MaxwellKlein-Gordon (MKG) equations on R 1+4 , relative to the Coulomb gauge, for initial data in H 1+ε , any ε > 0. This result is optimal in the sense that the critical Sobolev exponent for MKG on R 1+4 is s c = 1, and one does not expect well-posedness in H s for s below this critical value; see the introduction in [8] and section 1.3 below, where we also make some remarks on the open question of well-posedness in the critical data norm H 1 . The analogous result for a hyperbolic model problem, obtained from the MKG system (6) below by setting the non-dynamical variable A 0 ≡ 0 and ignoring all cubic terms, was proved by Klainerman-Machedon [6] , for smallnorm initial data. That result was reproved, using different norms, and without any smallness assumption on the data, in the recent survey article [7] . The proof given there also used some ideas from [8] , where the corresponding model problem for the Yang-Mills equation is considered.
The present work builds on the treatment of the model problem in [7] : To obtain a priori estimates on solutions of MKG with the requisite regularity, we complement the bilinear estimates proved there with estimates for cubic terms, and terms involving the non-dynamical variable, which satisfies an elliptic equation. It should be emphasized that the difficulty is to obtain LWP when s is very close to s c = 1. If s is sufficiently large, one can prove LWP by much simpler methods than those employed here. See section 1.3 and Remark 1 in section 1.4.
Our method here can be modified 1 to treat the full Yang-Mills system in R 1+4 , proving LWP in H 1+ε , but only for initial data with small norm. This extends the result of Klainerman-Tataru [8] on a model equation for YangMills. The reason for the small-norm restriction is that the elliptic equation in the Yang-Mills system relative to the Coulomb gauge is far more complicated than the one for MKG, and not in general globally solvable. To avoid this problem one can include the elliptic variable in the Picard iteration. Then to close the iteration one must assume small-norm data, since there is no way of compensating for large data by letting the existence time go to zero, as one can for an iteration involving only hyperbolic equations in a subcritical regime. Of course, using Picard iteration for an elliptic equation seems somewhat contrived. A better approach for Yang-Mills on R 1+4 may be to work in the temporal gauge, as Tao [17] has successfully done for the case of R 1+3 . We hope to address this in a future paper.
Most of the previous work on MKG has been in dimension 1 + 3. Let us summarize the known results for this case. LWP in the energy norm H 1 was proved by Klainerman and Machedon [4] . By conservation of the MKG energy, their result implies global well-posedness. In particular, they recovered an earlier global regularity result of Eardley and Moncrief [2] for smooth data. Cuccagna [1] proved LWP for small-norm data in H s , s > 3/4. For 1 + 3 dimensions, the critical regularity is s c = 1/2, but the question of LWP below s = 3/4 remains open. In both [4] and [1] the Coulomb gauge is used. More recently, Tao [17] has proved small-norm LWP for s > 3/4 using the temporal gauge, for the more general Yang-Mills equations.
Our method here can be used to remove the small-norm restriction in the result of Cuccagna. The essential reason for this limitation in [1] is that the elliptic variable was included in the iteration. If instead one solves the elliptic equation and reduces to a purely hyperbolic system, as we do here, this obstruction is removed, and one can get a large data LWP result. A crucial fact needed to make this work is that in the Klainerman-Machedon bilinear estimates used by Cuccagna, the space-time derivative |D t,x | −a acting on the product can be replaced by |D x | −a , as observed in [11] (cf. also the remark in the Appendix), rendering unnecessary the decomposition in Fourier space used in [1] . See also Remark 3 in section 4.
Finally, we remark that our proof should generalize without difficulity to the higher dimensional case of MKG on R 1+n with n ≥ 5, giving LWP for s > s c = n−2 2 . In fact, the difficulty of the problem decreases with increasing dimension.
The Maxwell-Klein-Gordon system
The Klein-Gordon equation can be derived as a relativistic analogue of the Schrödinger equation for a free particle. It is obtained from the relativistic energy-momentum relation E 2 = p 2 c 2 + m 2 c 4 , where E is the energy of the particle, m > 0 its rest mass, p its momentum and c the light speed. Setting c = 1 from now on, and applying the quantum mechanical principle of replacing classical quantities by operators:
i ∇, one obtains the free Klein-Gordon equation
where φ(t, x) ∈ C and = ∂ µ ∂ µ = −∂ 2 t + ∆ is the wave operator on R 1+n . Here we use relativistic coordinates t = x 0 , x 1 , . . . , x n on the Minkowski spacetime R 1+n with the metric diag(−1, 1, . . . , 1); indices are raised and lowered relative to this metric, and the Einstein summation convention is in effect: roman indices j, k, . . . run from 1 to n, greek indices µ, ν, . . . from 0 to n. We write ∂ µ for ∂ ∂x µ , and ∂ t = ∂ 0 . We shall use ℜz and ℑz to denote the real and imaginary parts of z ∈ C.
The coupling of (1) to an electromagnetic field represented by a potential A µ (t, x) ∈ R is achieved by the so-called minimal substitution
where iA µ acts as a multiplication operator. This gives
which is the Klein-Gordon equation. It has an associated current density
satisfying the conservation law
In fact, one has the general identity ∂ µ ℑ φD µ φ = ℑ φD µ D µ φ , so (4) follows immediately from (2).
The Maxwell-Klein-Gordon system is then obtained by coupling (2) to the Maxwell equation
where F µν = ∂ µ A ν − ∂ ν A µ is the electromagnetic field tensor and j µ is the Klein-Gordon current density (3). The system (5),(3), (2) is then what weprovisionally -call the Maxwell-Klein-Gordon system. We want to consider this as a system of second order PDE in the unknowns A µ and φ, but there is an obvious problem with this, since F µν -and hence the observables, i.e., the electric and magnetic field vectors, whose components are entries of the matrix F µν -are not uniquely determined by A µ . This is known as the gauge ambiguity, and to resolve it one adds another equation to the system, a so-called gauge condition, which uniquely determines A µ . The standard gauge conditions are (i) Lorentz: ∂ µ A µ = 0, (ii) Coulomb: ∂ i A i = 0 and (iii) temporal: A 0 = 0. In this paper, we shall rely on the Coulomb condition, which carries the advantage -as Klainerman and Machedon observed in [4] for the case of n = 3 -that the bilinear terms involving derivatives turn out to be of null form type, and therefore have better regularity properties than generic products. Since the derivation of the null form structure in [4] uses the special vector calculus of n = 3, in particular the curl operator, we include a generalization of this argument to arbitrary dimension in section 1.5.
Main result
If we add the Coulomb gauge condition ∂ j A j = 0 to the MKG system (5), (3), (2) and expand, we get:
In the rest of the paper, with the exception of section 1.3, we will take n = 4. Thus, the unknowns are
When convenient, we shall write A for the four-vector field (A j ) j=1,...,4 . Initial data are specified at time t = 0:
where
and a, b are real vector fields. In view of the Coulomb condition (6d), we must require
Observe that no data are specified for the non-dynamical variable A 0 . This is quite natural, because A 0 is determined by φ and ∂ t φ at any time t by solving the elliptic equation (6a).
Theorem 1. For all s > 1, the Cauchy problem (6), (7),(8) on R 1+4 is locally well-posed.
Local well-posedness here includes (a) existence of a local solution
up to a time T > 0 depending continuously on the H s -norm of the initial data; (b) uniqueness of the solution; (c) continuous dependence on the data; and (d) persistence of higher regularity. A more precise statement, for an equivalent system, can be found in Theorem 2, section 1.5. In particular, the uniqueness is proved not in the class (9) , but in a smaller space determined by the iteration norms; see (20) .
To prove Theorem 1 we shall in effect eliminate the nondynamical variable A 0 from the equations, by solving the elliptic equations. This leaves us with a system of nonlinear wave equations, which we then prove is locally well-posed. Once this has been achieved, we can go back to the original system (6), and conclude that this is also well-posed.
Let us be more precise. We introduce a new variable B 0 = ∂ t A 0 . Applying ∂ j to (6b) and using (6d) yields
Now we eliminate A 0 and ∂ t A 0 = B 0 from (6b) and (6c) by solving (6a) and (10) . Thus A 0 = A 0 (φ) and B 0 = B 0 (A, φ) are nonlinear operators. Since the Coulomb condition (6d) turns out to be automatically satisfied because of the constraint (8), we obtain a system of nonlinear wave equations
where M and N are certain operators 2 , nonlocal in the space variable, which are sums of terms of the following types: (i) bilinear and higher order multilinear expressions involving A and φ and their first derivatives, (ii) terms involving A 0 (φ), and (iii) a linear term m 2 φ in (11b). Moreover, all the bilinear terms have a null structure, due to the Coulomb gauge, and for these terms one already has good estimates (see [6] , and also [8] for the case of Yang-Mills; here we shall rely more particularly on variants of these estimates proved in [7] ). We complement these with estimates for the higher order multilinear terms and terms containing A 0 (φ), and local well-posedness of the system (11) then follows by the general theory developed in the author's paper [12] .
Then the original system (6) is also locally well-posed, by reversing the steps leading to (11) . That is, if (A, φ) has the requisite regularity (see (20)) and solves (11) on a time-slab, and if we set A 0 = A 0 (φ), then ∂ t A 0 = B 0 (A, φ) in the sense of distributions and the triple (A 0 , A, φ) solves (6) on the same time-slab.
Thus, we show that the systems (6) and (11) are equivalent for sufficiently regular solutions.
Scaling, optimality and the null condition
As for many other field theories, there are two types of "critical" behaviour associated to the MKG system on R 1+n . On the one hand, there is the critical regularity s c such that the homogeneous initial data spaceḢ sc is left invariant under the natural scaling transformation associated to MKG:
where λ is a positive parameter. 3 Since
we conclude that s c = n−2 2 . In general 4 one expects field theories to be locally well-posed (LWP) for s > s c and ill-posed for s < s c ; we say more about this below. In the critical case s = s c one expects some type of weakened wellposedness 5 for data with small norm. On the other hand, there is the energy-critical dimension n such that the critical regularity is at the level of the energy:
6 s c = 1. For MKG this means n = 4, which is the dimension we consider in this paper. For field theories in general, one expects global regularity in the critical dimension, as well as in subcritical dimensions (s c < 1), and breakdown of regularity for large data in supercritical dimensions (s c > 1).
As mentioned above, the global regularity is known in the subcritical dimension n = 3 for MKG, but the question of global regularity in the critical dimension n = 4, even for data with small energy, remains open. By conservation of energy, a LWP result, for small-norm data, at the critical regularity s c = 1 would settle this question in the affirmative, but it is perhaps more realistic to expect a more direct proof of global regularity in analogy with the results of Tao [15, 16] for wave maps into a sphere. It is to be hoped that our almost optimal LWP result will play some role in any such result.
The expectation of ill-posedness for s < s c is based on the scaling (12) and (13) . First, if blow-up occurs for smooth, compactly supported data, then one 3 By this we mean that if Aµ, φ solve MKG, then so do the rescaled fields, although the rest mass changes from m to λm.
4 See [7, Section 1.3] for further discussion and references. 5 For example, one does not expect smooth dependence on initial data, which rules out proof by iteration. A good example is wave maps into a sphere; see Tao [15, Section 1] for a summary of the regularity results for wave maps.
6 MKG has a conserved energy which is at the level of the H 1 data norm; see [4] .
can construct data in H s , s < s c , with arbitrarily small norm, for which there is no local existence; see, e.g., [13, pp 98-99] for this argument. However, this is not a very convincing point to make here, as we do expect global regularity for MKG on R 1+4 . We can show, however, that it is impossible to prove any well-posedness result for s < s c using an iteration argument based on estimates. The idea can be illustrated by the following example: As is well-known, the algebra inequality
holds for H s (R n ) iff s > n/2. A rather crude way of ruling out the range s < n/2 is to observe that if (14) holds, then by rescaling 7 x → λx and letting λ → ∞, we get 1 λ s−n/2 . This idea is easily applied to the iteration for MKG written in the form (11) . Let us take m = 0 here to make the system scale invariant. If a = b = 0 in (7a) and φ 1 = 0 in (7b), then the first iterate of A solves
) with zero data, where φ (0) is the solution of φ (0) = 0 with data (φ 0 , 0). If we can prove LWP in H s by iteration, there must be an estimate
for all φ 0 with sufficiently small norm. Now assume s < s c . We then claim that (15) implies A (1) ≡ 0, which is absurd. Indeed, given T > 0, apply (15) to the rescaled iterate
at time t = T /λ. As λ → ∞ this gives
Remark. This argument has nothing to do with the null condition, of course. A more careful analysis (see [7, Section 1] ) suggests that for a generic equation of the form u = u∂u
4 ) in order for the iterates to stay in H s , and this is consistent with Lindblad's counterexamples [10] . However, if the right hand side is replaced by a null form expression like (23) or (24), then one only needs s ≥ max( n−2 2 , n−1 4 ), so the null condition improves matters when n ≤ 4.
As remarked already, the main difficulty is to prove LWP when s is very close to s c , whereas simpler arguments can be used for larger s. Let us be more 7 In the limit λ → ∞, the inhomogeneous Sobolev norm H s scales likeḢ s . 8 Here P denotes the projection onto divergence free vector fields. See section 1.5.
precise. Observe that relative to Lorentz gauge, MKG on R 1+n is a system of nonlinear wave equations of the schematic form (see [7, Section 1])
and for this system LWP for s > n/2 can be proved by standard methods, just using the energy inequality for the wave equation and Sobolev embeddings. This can easily be improved to s >
x spacetime estimate instead of just Sobolev embedding. For n = 4 this gives LWP for s > 3/2, which is still one quarter of a derivative above what one expects (cf. remark above) from the analysis of the first iterate of (16), namely s > 5/4. No proof of LWP of (16) in this range seems to exist in the literature, but it should be obtainable using the spaces H s,θ (see section 1.4) and L 2 bilinear estimates for the homogeneous wave equation of the type first proved in [5] . However, to go below the regularity 5/4, one really needs the null condition, which seems to rule out Lorentz gauge. Of course, once a LWP result has been proved in one gauge, one can in principle use gauge transformations (see [4] ) to transfer this result to other gauges; but to make this rigorous requires sufficient regularity of the solutions, and we will not consider this question here.
Function spaces
Here we define the spaces that we make use of. See [7] for more details.
The
We say that a norm · , on some space X of tempered distributions, depends only on the size of the Fourier transform if
(Here we assume, of course, that the Fourier transform of any element of X is a function.)
If X and Y are two normed spaces, the notation X ֒→ Y means continuous inclusion.
For any α ∈ R we define Fourier multiplier operators
It should be remarked that the weight of Λ α − is comparable to 1 + |τ | − |ξ| α , but the former has the advantage of being smooth. The Sobolev and "Wave Sobolev" spaces H s and H s,θ are given by the weighted L 2 norms
We shall also use the related space H s,θ defined by
In view of Plancherel's theorem, these norms depend only on the size of the Fourier transform. It is an important fact that when θ > 1/2, the spaces H s,θ and H s,θ can be localized in time, since then the embeddings
hold. See [7, Section 3] .
, we may definė
ThusḢ 1 is a Hilbert space with norm f
We shall use frequently the fact thaṫ
In other words,
This holds by the Hardy-Littlewood-Sobolev inequality (see Stein [14, Chapter V]).
If X is a separable Banach space of functions on R 4 , and 1
with the usual modification if p = ∞.
We also need a version of this last norm which only depends on the size of the Fourier transform: If u ∈ S ′ and u is a tempered function, set
We refer the reader to [7, Section 4] for more details on these spaces. We can now make precise the regularity statement (9) . The solutions we obtain are in the following spaces:
where θ > 1 2 and γ > 0 depend on s. For technical reasons, it is useful to iterate A j and φ in these global spaces, but in the end we are only interested in their values on a time interval [0, T ] whose size depends on the norms of the data. Since the space H s,θ can be localized in time, this presents no problems.
x ) in (20b) is necessary when s < 5/4. See Theorem 8.2 in [7] and the remark following it.
Note: Throughout the paper, we use the convenient shorthand for ≤ up to a positive multiplicative constant C. Usually C is completely innocuous, and only depends on parameters that may be considered fixed. There are exceptions, notably for Lipschitz estimates (then C is only "locally" constant), but these are clearly pointed out.
Reformulation of the MKG system
As discussed in section 1.2, an important step in our proof is to recast the MKG system (6) as a system of nonlinear wave equations (11) . Here we describe this in detail.
As was shown in [4] , the first terms on the right hand sides of equations (6b) and (6c) can be expressed, due to the Coulomb condition (6d), in terms of the bilinear null forms
Since the argument in [4] was special to the case n = 3, we include here a proof of this fact which works for any dimension. First, let P be the projection onto the divergence free vector fields on R 4 . In terms of the Riesz transforms
Observe that P is bounded on every L p , 1 < p < ∞, since this is true for the Riesz transforms (see Stein [14] ). Moreover, it is clear that the Riesz transforms, and hence P, are bounded on any space whose norm only depends on the size of the Fourier transform, in particular on any Sobolev space
, it follows immediately from the definition of P that
whence
Also,
as one can see by expanding the right hand side. Therefore, if A is divergence free, so that PA = A, then
Remark 2. The calculations leading to the identity (22) are certainly justified when u and v belong to the Schwartz class S(R 4 ). Moreover, both sides of the identity are bounded bilinear operators of (u, v) ∈ H s × H s into H −1 , where s > 1. Thus the identity holds for all u, v ∈ H s , and we conclude that (23) holds for all φ with the regularity (20c), since by (17) this implies φ ∈ C b (R, H s ). To bound the left hand side of (22), use first the dual
of (18). Since P is bounded on L p , it then suffices to observe that
where we used (18). To prove boundedness of the right hand side of (22), it is enough to show
This can be reduced, via the self-duality of L 2 , Plancherel's theorem, and the Cauchy-Schwarz inequality, to the fact that |ξ| 
Returning to the main thread of our argument, we now use the null form identities derived above to arrive at an equivalent formulation of MKG:
This system acts as a stepping stone between (6) and (11).
Proposition 1. The systems (6) and (28) are equivalent. More precisely, any local solution of (6) with the regularity (20) and divergence free initial data is a solution of (28) and vice versa.
Proof. To go from (6) to (28), observe that A j is divergence free by (6d); apply ∂ j to (6b) to get equation (28b); apply P to (6b) and use (23) to get (28c); finally, (28d) follows from (6c) using (24).
To go the other way, observe that by (23), the right hand side of (28c) is divergence free; thus ∂ j A j = 0, and since the initial data of A j are divergence free, (6d) follows. Then, in view of (24), (6c) and (28d) are equivalent. Finally, to go from (28c) to (6b), it suffices to check that the right hand side of the latter is divergence free. But this follows from (28b).
Once the system has been written in the form (28) it is easy to eliminate A 0 and ∂ t A 0 and obtain the system of wave equations (11) . We now describe this in more detail. 
where the suppressed constant depends polynomially on φ
This is proved in section 4. Next we consider (28b), with ∂ t A 0 replaced by the new variable B 0 :
Lemma 2. Given (A, φ) in the class (9b), the equation (29) has a unique solution B 0 ∈ L 2 on every time-slice {t} × R 4 , given by
and the solutions assemble to a space-time function
Moreover, we have bounds, on every time-slice
for a constant C independent of t, and
where the suppressed constant depends polynomially on A H 1 , A In view of the above lemmas, (28) implies (11), with
and |A| 2 = A j A j in the next to last line. Arguing as in Remark 2, and using Lemmas 1 and 2, it is readily checked that the multilinear expressions in M and N are all continuous maps into 
is sufficiently small, there is a solution (A ′ , φ ′ ) on the same time-slab and with these initial data. Moreover, we have 
(e) (Classical solutions) If the data belong to H s+k for every k, then the solution is smooth:
The proof of this theorem will occupy us in the next two sections.
Here we want to show that Theorem 1 can be deduced from Theorem 2. It clearly suffices to demonstrate the equivalence of the systems (6) and (11) . The remainder of this section is devoted to a proof of this fact, assuming that the conclusions of Theorem 2 hold. In view of Proposition 1, it suffices to show the equivalence of (28) and (11) . We have seen already that (28) implies (11) . The converse is not quite so obvious, but for sufficiently regular solutions it follows by some straightforward calulations and the fact, proved in section 4, that the onlyḢ 1 solution of the elliptic equation ∆u = |φ| 2 u is u = 0. For general H s data we then choose an approximating sequence of sufficiently regular data, use the persistence of higher regularity and continuous dependence on initial data, which hold by virtue of Theorem 2, and pass to the limit.
We now turn to the details. Assume that (A, φ) is in the class (20b,c) and solves (11) on a time-slab S T = (0, T ) × R 4 , with initial data satisfying (7) and (8) . Set A 0 = A 0 (φ). Then (28) is satisfied, but with ∂ t A 0 replaced by B 0 = B 0 (A, φ) in (28b) and (28d). Thus, all we have to prove is that the distributional derivative ∂ t A 0 agrees with B 0 on S T . At first glance one may think that this is simply a matter of taking a time derivative of (28a) and using the conservation law (4) to conclude that ∆∂ t A 0 = ∆B 0 , but this is a circular argument since the derivation of (4) is not valid unless we know that
In what follows, keep in mind that A µ and B 0 are real-valued. Applying ∂ t to (28a) gives
Since (28c) and (8) hold, it follows as in the proof of Proposition 1 that A is divergence free. Therefore, (24) holds, and since (28d) holds (with ∂ t A 0 replaced by B 0 ), we conclude that
Using this expression for ∂ 2 t φ gives, after some calculation,
Inserting this in (31) gives
since A is divergence free, and so we finally get
The above manipulations are justified provided
If, moreover,
then it follows by the uniqueness result alluded to above (see Lemma 8 in section 4) that ∂ t A 0 = B 0 in [0, T ] × R 4 . But (32) and (33) certainly hold under the additional assumption that the initial data (7) of A and φ belong to H s+k for every positive integer k. Leaving aside the proof of this assertion for the moment, we note that any f ∈ H s can be approximated in the H s norm by a sequence belonging to every H s+k , by convolution with a C ∞ c approximation of the identity, and if f is divergence free, then so is the approximating sequence. Combining these facts with the continuous dependence of A and φ on their H s initial data (Theorem 2), and the continuity of the operators A 0 and B 0 (Lemmas 1 and 2), we conclude by passing to the limit that the equality ∂ t A 0 = B 0 holds in the sense of distributions on (0, T ) × R 4 for all initial data (7) satisfying (8) . It remains to prove that (32) and (33) hold if the initial data (7) of A and φ belong to H s+k for every positive integer k. For A 0 , this follows by persistence of higher regularity (part (d) of Theorem 2), the inductive regularity step (73) in section 3.2 and Lemma 5 in the same section. As for B 0 , in view of (30) it is clear that, on every time-slice,
and by Hölder's inequality and Sobolev embedding it is easy to see that the right hand side is dominated by φ
But if A and φ have initial data in H s+1 , then by persistence of higher regularity (part (d) of Theorem 2) we know that A, φ ∈ C([0, T ], H 2 ).
Proof of Theorem 2
Here we discuss the estimates needed to prove local well-posedness of the system (11), with M and N defined as in section 1.5. The local existence for the system (11) is proved by Picard iteration in the spaces (20b) and (20c), which are defined using the spacetime Fourier transform, and hence are global. However, since they embed in (9b), they can easily be localized in time. In fact, this time localization smooths out the singularity of the inverse −1 of the wave operator, and -if done with sufficient care -allows one to handle large initial data by taking a sufficiently small time interval. These matters are considered in detail in the author's paper [12] , and also in [7, Section 5] , and we refer the interested reader there. Fix 1 < s < 2. (For larger s, the result can be proved by simpler arguments.) Let θ > 1 2 and γ, ε > 0; these quantities depend on the choice of s, and will be specified later. Now define
with norms
All these spaces are complete (see [ 
where the suppressed constants depend continuously on
In fact, these estimates guarantee that the conclusions (a,b,c) of Theorem 2 hold. In the next section we show how to prove parts (d) and (e) of the same theorem. It suffices to prove (34) with M replaced by M j,k and with N replaced by N 1 , . . . , N 5 . Furthermore, in view of the multilinear structure, it suffices to prove (concerning the suppressed constants, see note below):
where Z 1 and Z 2 are certain intermediate spaces, to be specified later, such that
It should be emphasized that in the Lipschitz estimates (44), (46) and (48), the suppressed constant depends polynomially on the norms φ X2 and φ ′ X2 , and in the case of (48) also on A X1 and A ′ X1 . Observe that the estimate (42) for the linear term is trivial, since the norms only depend on the size of the Fourier transform.
The following was proved in [7, Theorem 8.6 ].
Theorem. The estimates (35) and (37) hold provided
Having fixed θ and ε satisfying these requirements, we define p and r by
and we choose q so large that
Observe that as s → 1, the triple (p, q, r) → (1, ∞, 2). Now set
For easy reference, we list here some estimates that we shall use (here p, q, r are defined as above):
where in the last inequality,
The inequality (54) follows from a theorem of Klainerman-Tataru [8] ; we give the details in an appendix.
The Strichartz type estimates (55-57) are special cases of [7, Theorem D] . (The [non-optimal] upper bound for 8/β in (57) guarantees that the pair (2p, β) is wave admissible; the lower bound is chosen so that we do not exceed s space derivatives on the right hand side.)
The inequality (58) can either be proved directly, using Plancherel's theorem, Hölder's inequality, Minkowski's integral inequality and the Hausdorff-Young inequality, or it can be proved by interpolation, as in [7, Section 6(vii) 
]).
Inequality (59) is a special case of [7, Proposition 4.8] .
The calculus inequality (60) is Lemma 1 in Ponce-Sideris [9] . As mentioned already, (35) and (37) hold by [7, Theorem 8.6] . We now prove the remaining estimates (36) and (38-48), thereby concluding the proof of parts (a,b,c) of Theorem 2.
Proof of (36)
Since the norm only depends on the size of the Fourier transform, we can ignore the projection P. More accurately,
Thus, it suffices to prove
Since all the norms depend only on the size of the Fourier transform, we may assume that u, v, w have non-negative Fourier transforms, and we see that it is sufficient to prove (note that γ + 2ε < s − 1 by (49))
By (58) and Hölder's inequality,
, and (61) follows by Sobolev embedding and (57).
Using (59) and (19), we get
Now use Sobolev embedding and (55).
Proof of (38)
We have to show
By (58) and (60),
.
The desired estimate now follows by Sobolev embedding, since 4 q < s − 1.
Proof of (39)
We must prove
Now apply (55) and (56). Note also that u L r
, since Λ −δ is bounded on L p for all 1 ≤ p ≤ ∞ and δ ≥ 0. In fact, Λ −δ corresponds to convolution with an L 1 function; see Stein [14] .
Proof of (40)
It suffices to show
. Now apply Sobolev embedding, and use (51).
Proof of (41)
but this was proved above; see the proof of (36).
Proof of (43) and (44)
These follow from Lemma 1, which is proved in section 4.
Proof of (45) and (46)
it suffices, taking into account the multilinearity of the terms inside the brackets, as well as the estimates (43) and (44), to show that
The former is exactly (54), and the left hand side of the latter is
Here we applied the following useful result, which is an immediate consequence of Lemma 2(ii) in Chapter V of Stein [14] .
where the suppressed constant only depends on α.
Returning to the sum (64), note that by Sobolev embedding, it is
, where 1
x ) , k = 1, 2 where 1
Using (49b) and (51) it is easily checked that
so we may apply (57) to finish the proof.
Proof of (47) and (48)
We prove (47); the same proof gives (48) if one exploits the multilinearity of the terms defining B 0 . First observe that by Lemma 3,
Therefore, by Sobolev embedding, we have to estimate
, k = 1, 2 where
Since B 0 is given by (30), and since the Riesz transforms R j are bounded on L p , 1 < p < ∞, we see that it is enough to prove
, where
Now apply (56) and Sobolev embedding.
Higher regularity
Here we prove parts (d) and (e) of Theorem 2.
The persistence property
The key to proving part (d) of Theorem 2 is to establish, for k = 0, 1, 2, . . . ,
• α k depends continuously on A X1 and φ X2 ,
The case k = 0 is of course true by (34), but it is useful to include it here for technical reasons.
In the absence of the lower order term β k , we could now appeal directly to [12, Theorem 2] , to conclude that part (d) of Theorem 2 holds. However, we can easily modify the proof given in [12] to cover this more general case, as we demonstrate below.
First, however, let us dispose of proof of the above estimates. Observe that we have the equivalence of norms
This is trivial in view of the fact that the norms only depend on the size of the Fourier transform. It is therefore clear, from the multilinear structure of M and N , and the product rule for derivatives, that (65) follows from the very estimates proved in section 2. The only exception is the nonlinear operator A 0 (φ), for which we need the following estimate, replacing (43):
where γ k and η k are continuous functions.
This is proved in section 4.3. Let us now turn to the proof of Theorem 2, part (d).
The issue is to show that if we have a pair (A, φ), belonging to the class (20b,c), which solves (11) on S T = (0, T ) × R 4 with initial data (7), and if the data have some additional regularity, say H s+k , then this extra regularity persists throughout the time interval [0, T ]:
Now, as proved in [12, Section 6.4] , it suffices to prove this for some T > 0 which depends continuously on
We shall prove this using the Picard iterates corresponding to the given data. It will be convenient to introduce the notation
Now fix an integer K ≥ 1, and denote by α and β the pointwise maxima of α k and β k , respectively, taken over all 0 ≤ k ≤ K. Let us assume that the initial data belong to H s+K , that is,
It is proved in [12] that for any 0 < T < 1, there is a linear operator W T , which is bounded from Y j → X j (j = 1, 2), and such that u = W T F solves the inhomogeneous wave equation u = F on (0, T ) × R 4 with vanishing initial data at t = 0. Moreover, if C T is the maximum of the operator norms, that is,
then
The sequence of Picard iterates (A (m) , φ (m) ) is then defined inductively as follows. First, let A (0) and φ (0) be the solutions of A (0) = 0 and φ (0) = 0 with initial data (7), and then multiply them by a smooth bump function which equals 1 on the interval [0, T ]. By [12, Theorem 1] ,
with E k as above. Then define
Let us write
Then by (69), (67) and (65) (with k = 0), we have
If we choose T so small that
then it follows by induction on m that
Then, using the Lipschitz estimates (34) (and making α larger if necessary),
so the sequence of Picard iterates is Cauchy in X 1 × X 2 , and therefore converges; the limit is of course the unique solution (A, φ) of our equation. We shall prove that, with T as in (70),
where C k is some continuous function. Let us first see why this implies the desired conclusion (66) for k ≤ K. The point is that by (72), the sequence of Picard iterates is bounded in the Hilbert space H s+k,θ (recall that X 1 ֒→ X 2 = H s,θ ), and therefore, some subsequence converges weakly in that space. Since weak convergence in H s+k,θ implies convergence in the sense of distributions, we conclude that the strong limit (A, φ) agrees, as a distribution, with this weak limit. Thus, (A, φ) belongs to H s+k,θ , and this immediately gives (66).
We shall prove (72) by induction on k.
We already have the case k = 0, by (71). Now assume that k < K and that (72) holds. We claim that this implies (72) for k + 1. Indeed, by (65), (67) and (69),
Taking into account (71), (70) and the induction hypothesis, we get
for m ≥ 0. It now follows by induction on m that
using (69) for the case m = 0.
Classical solutions
Here we outline the proof of part (e) of Theorem 2. In view of part (d) of the same theorem, it suffices to prove the inductive step
But since (A, φ) solves (11) on (0, T ) × R 4 , we have there
and so it is clear that (73) follows from
The key observation is of course that M and N only contain first order derivatives in time. Recall that M and N are sums of multilinear expressions in A and φ and their first order derivatives, and terms involving A 0 (φ). But for all v ∈ S. Since S is dense inḢ 1 and
we conclude that u solves (75) iff (77) holds for all v ∈Ḣ 1 . Taking v = u gives
and since To prove existence, observe that the left hand side of (77) defines an inner product on ℜḢ 1 , and in view of (78), the corresponding norm is equivalent to the usual norm. Moreover, by (79), the right hand side of (77) is a bounded linear functional F (v) on ℜḢ 1 . Existence therefore follows from the Riesz representation theorem.
Remark 3.
As discussed in the introduction, our method can be modified to generalize the result of Cuccagna [1] for MKG on R 1+3 to large data in H s , s > 3/4. For this, we need the fact that (75) has a unique solution inḢ 1 (R 3 ) for φ ∈ H 3/4 (R 3 ) and f ∈ H −1/4 (R 3 ). Again we multiply the equation by u and integrate. Using Plancherel's theorem we get
It is also easy to show that the operator B 0 defined by (30) is bounded in L 2 for φ, A j ∈ H 3/4 (R 3 ).
Next, we prove a difference estimate for (75).
where the suppressed constant is a polynomial in φ Ḣ1 , ψ Ḣ1 and g L 2 .
Proof. Subtracting the equations gives
Then by a density argument as in the previous proof,
giving the desired conclusion.
We now consider the more general equation 
where C is independent of φ, f and u. Moreover, if
where u, v, φ, ψ
with the same constant C as above.
Proof. Proceed as in the proof of Lemma 6, but with the right hand side of (77) replaced by − vf dx. Thus (79) is replaced by
Existence then follows, and anyḢ 1 solution satisfies
where C is independent of u, f and φ, and (81) follows. Subtracting (82) from (81) gives
and applying (81) gives the desired estimate.
for all j ≤ m and |α| ≤ M , then and Proof of Lemma 11. Under the hypotheses of the lemma,
Before proving this, let us show that it implies the conclusion of the lemma. Indeed, u solves (85) in the sense of distributions on S T = (0, T ) × R 4 , and if we apply ∂ µ to both sides, it follows that
in the sense of distributions on S T . (The use of the product rule for derivatives is easily justified in view of (89).) Denote by F the right hand side of the last equation. Then
and so
. It then follows by Lemma 8 that the equation
, and
Thus ∂ µ u = v by Lemma 9, proving the conclusion of Lemma 11. It remains to prove (89). For technical reasons, we fix 0 < t 0 < T and prove (89) We shall require the following facts about the difference quotients Moreover, the same conclusion holds with f replaced by φ and L 4/3 byḢ 1 .
Since Λ k φ ∈ X 2 = H s,θ by hypothesis, we have, in view of (17) 
Thus, it suffices to check that ∂ α x f ∈ C([0, T ], L 4/3 ) for |α| ≤ k, and
where η is continouous. If α = 0, we have, using Hölder's inequality and the embeddingḢ
uniformly in 0 ≤ t ≤ T , and by (17) ,
giving (93) for α = 0. When α = 0 one can apply the product rule and estimate each term as above. We leave the details to the interested reader. Finally, Lemma 5 is also proved by an application of Lemma 10. We are given non-negative integers m, M such that
for all j ≤ m + 1 and all |α| ≤ M + 1.
Again we set f = −ℑ φ∂ t φ .
By Lemma 10 it suffices to check that
for all j ≤ m and all |α| ≤ M.
Again, one simply applies the product rule for derivatives and estimates each term as in the proof of (93).
Theorem. Let 1 ≤ p ≤ ∞, 1 ≤ q < ∞ and set γ = 2 − 1 2p − 2 q . Assume that [7, Principle 3.2] ). In [8] , however, the estimate was stated using the space-time fractional derivative operator (−∆ t,x ) −σ/2 . Nevertheless, an inspection of their proof shows that it works equally well for (−∆) −σ/2 (see [11, Chapter 2] ). In our statement of the theorem we have also included the end-point case due to Keel and Tao [3] , although we do not use this.
(2) The asymmetric case s 1 = s 2 is derived as in the proof of Theorem 5 in [8] .
(The statement of that theorem contains the condition (in our notation) σ ≤ γ, but an inspection of the proof shows that this is superfluous.) Let us just give a heuristic explanation of why the asymmetric case essentially reduces to the symmetric situation. Rewrite the estimate as follows: The idea is that the weights can be redistributed so as to get equal powers of |ξ| and |η|. This is obviously possible if the frequencies of u and v are comparable. If, on the other hand, |ξ| ≫ |η|, say, then |ξ + η| ∼ |ξ|, and so 1 |ξ + η| σ |ξ| s1 |η| s2 1 |ξ| γ |η| γ provided s 1 , s 2 ≤ γ (recall that s 1 + s 2 + σ = 2γ). Thus we are in the case σ = 0 and s 1 = s 2 = γ, which by Hölder's inequality is reduced to a linear Strichartz estimate.
Now let p and q be defined as in section 2. Using the definition of p in (50), we see that (94) is equivalent to 1/q ≤ (2/3)(θ + 2ε), and the latter evidently holds, since 1/q ≤ 1/4 by (51), (49a) and the assumption s < 2. Thus (94) holds.
Next we have to check that (95) holds with σ = 2 (then it also holds with σ = 3 − s, of course), but using the definition of p in (50), we find that (95) is equivalent to 4 q < 2θ − 1 + 4ε, which is true by (51). Now set s 1 = 1 + δ and s 2 = δ, where we have defined
With this choice, (97) clearly holds. Note that (96) holds provided
It suffices to check this when σ = 3 − s (then it also holds for σ = 2), but in this case it is obvious since s < 2 and, from (98),
It remains to check that s 1 ≤ s and s 2 ≤ s−1. This is equivalent to δ ≤ s−1, and again we only have to check this for σ = 3 − s, in which case it reduces to, by (99),
for by (50), this is equivalent to 1/4 + θ/2 + ε < s/2, which holds by (49b).
