In this paper, we present a method for ranking decision making units(DMUs) with interval data in data envelopment analysis. In this method we introduce two efficiency and inefficiency production possibility sets(PPSs),and, using chebychev norm, we measure the distance of each DMU from the frontier of these two PPSs, namely, efficiency and inefficiency frontiers, respectively. Then we rank the DMUs based on their distances from both efficient and inefficient frontiers. Available bank branch data is used to illustrate the applicability of this new approach.
Introduction
Data envelopment analysis(DEA) was originally developed to measure the relative efficiency of peer decision making units(DMUs) in multiple input-multiple output settings [1, 2] . The standard DEA models assume that all data are known exactly without any variation. However, this assumption may not be true.
In the real word, some outputs and inputs may be only known as in forms of interval data, ordinal data and ratio interval data. If we incorporate such imprecise data information in to the standard linear CCR model, the resulting DEA model is a nonlinear and nonconvex program, and is called imprecise DEA(IDEA), (Cooper et al.[3] and Kim et al. [7] ). Recently, Despotits and Smirlis [4] calculated upper and lower bounds for the efficiency scores of the DMUs with imprecise data. In Jahanshahloo et al. [5] the radius of stability for the DMUs with interval data is calculated. Also, in Jahanshahloo et al. [6] TOPSIS method for decision-making problems with interval data is extended.
In this paper, we present a new method for ranking decision making units with interval data in data envelopment analysis by introducing two efficiency and inefficiency frontiers and then consider the distances of each DMU from these frontiers in order to rank them. This method is very similar to TOPSIS method, but the rules of the positive ideal and the negative ideal solutions in TOPSIS are played here by the efficiency frontier and the inefficiency frontier, respectively.
The rest of the paper is organized as follows: in section (2) by introducing two production possibility sets and their frontiers we rank all DMUs. In section (3) a numerical example with real interval data are given. A conclusion section summarizes our main results.
Ranking based on efficient and inefficient frontiers
Suppose we have a set of n DMUs. Each DMU j (j = 1, . . . , n) produces s different outputs y rj (r = 1, . . . , s) utilizing m different inputs x ij (i = 1, . . . , m). Also, assume that input and output levels of each DMUs are not known exactly.
, where lower and upper bounds are known exactly, positive and finite. First, we introduce two production possibility sets, (PPSs); namely, the effi-ciency PPS (T U ) and the inefficiency PPS (T L ) as follows:
In Fig. 1 we use one-dimensional input and output data in order to illustrate the efficiency and inefficiency PPSs. Where ( ∂ ) represents the frontier of production possibility set. Then, we can measure the distance of each DMU t (t = 1, . . . , n) from this two frontiers using the following models:
By considering T U and T L we have the two following models:
Theorem. The models (3) and (4) are feasible and bounded.
Proof:
Clearly, (λ j = 0, j = 1, . . . , n, j = t, λ t = 1, α t = 0) is a feasible solution for model (3) .
By constrains of model (3) we have: In this method, as well as considering the distance of a DMU from the efficiency frontier, its distance from the inefficiency frontier is also considered. That is to say, the less the distance of the DMU under evaluation from the efficiency frontier and the more its distance from the inefficiency frontier, the better its ranking. Suppose α * t and β * t are optimal value of objective functions. Therefore, we define the following index, R t , for ranking DMU t , t = 1, . . . , n
Therefore, the closer the DMU under evaluation to the efficiency frontier, and farther from the inefficiency frontier, the bigger the value of R t .
Therefore, for ranking DMUs using this index, we can rank DMUs in decreasing order. , that utilizes in TOPSIS method, because for all DMUs on inefficient frontier, in the case of exact data, we have β * t = 0, there for, for these DMUs this relative closeness measure assigns score 0, thus, we don't able to discriminate between them. The idea in this method is similar to that in TOPSIS (Technique for OrderPreference by Similarity to Ideal Solution) which is utilized for solving MADM (Multiple Attribute Decision Making) problems. The difference between TOPSIS and our method lies in the fact that, the rules of the positive ideal and the negative ideal in TOPSIS are played here by the efficiency frontier and the inefficiency frontier, respectively.
Applying this approach to empirical data
We now apply this new ranking approach to some commercial bank branches in Iran. There are 20 branches in this district. Each branch uses 3 inputs to produce 5 outputs. Table 1 shows the kind of these inputs and outputs. In Tables 2 and 3 the interval inputs and interval outputs for these DMUs are given. Table 3 . Output-data for the 20 bank branches
Now for ranking these bank branches, first, we consider each of bank branches as a DMU and solve models 3 and 4 for these DMUs. Then by applying the ranking index, R t , t = 1, . . . , 20, for each of these DMUs we can rank them. Results are given in Table 4 . 
Conclusion
In this paper, similar with TOPSIS which is utilized for solving MADM problems, first, we introduced two production possibility sets, (PPSs); namely, the efficiency PPS (T U ) and the inefficiency PPS (T L ), and then the distance of each DMU from frontier of these two PPSs measured by chebychev norm. Then we ranked the DMUs based on their distances from both efficient and inefficient frontiers. This ranking method can be used in the case of exact data.
