With the general availability of closed-source software for various CPU architectures, there is a need to identify security-critical vulnerabilities at the binary level. Unfortunately, existing bug finding methods fall short in that they i) require source code, ii) only work on a single architecture (typically x86), or iii) rely on dynamic analysis, which is difficult for embedded devices. In this paper, we propose a system to derive bug signatures for known bugs. First, we compute semantic hashes for the basic blocks of the binary. When can then use these semantics to find code parts in the binary that behave similarly to the bug signature, effectively revealing code parts that contain the bug. As a result, we can find vulnerabilities, e.g., the famous Heartbleed vulnerabilities, in buggy binary code for any of the supported architectures (currently, ARM, MIPS and x86).
Introduction
Software bugs still constitute one of the largest security threats today. Critical software vulnerabilities such as memory corruptions remain prevalent in both opensource and closed-source software [27] .
The problem of finding bugs at the source code level has been addressed by a lot of researchers [9, 11, 12, 16, 28] . Professional code verification tools ensure source code quality and a number of automated bug finding proposals analyze source code to find security-critical bugs. However, a lot of prominent software is available only as a binary, either as commercial software (e.g., MS Office) or as freely-available closed-source software (e.g., Adobe Reader or Flash). Software on embedded devices (firmware), is usually closed-source, implemented in an unsafe language, and re-uses potentially vulnerable code from third-party projects [5, 26] .
Another challenge in finding bugs at the binary level is that more and more software is cross-compiled for various CPU architectures, e.g., when hardware vendors use the same code base to compile firmware for different devices (e.g., home routers, cameras, VoIP phones). Similarly, prominent software such as MS Office, Adobe Reader or Flash, is already available for multiple platforms and architectures, most recently with the increase of ARM-based Windows RT deployments. Binaries from varying architectures differ, e.g., in instruction sets, function offsets and function calling conventions. The problem is compounded if cross-compiled software includes well-known, but vulnerable libraries. E.g., after discovery of the Heartbleed bug in OpenSSL, there is a growing list of affected closedsource software for various architectures (x86, MIPS, ARM, PowerPC, etc.).
In this paper, we make the first step towards finding vulnerabilities in binary software and across multiple architectures. Once a bug is known-in any binary software compiled to a supported architecture-we aim to identify equally vulnerable parts in other binaries, which were possibly compiled for other architectures. That is, we use a bug signature that spans a vulnerable function (or parts of it) to find similar bug instances. While this limits our work to re-finding similar, previously documented instances of bug classes, exactly this problem has evolved to a daily use case in the era of cross-compiled code. Our goal is to assist a human analyst in such scenarios, where the analyst defines a bug signature once and then searches for parts in other software binaries-from and to any architecture.
To this end, we propose a mechanism that uses a unified representation of binaries so that we can compare binaries across different architectures. That is, we first lift binary code for any architecture-we currently support In-tel x86, ARM and MIPS-to an intermediate representation (IR) . Based on this IR code, we aim to grasp the semantics of the binary at a basic block level. We build assignment formulas for each basic block, which capture the basic block's behavior in terms of input and output variables. An input variable is any input that influences the output variables, such as CPU registers or memory content. We then sample random input variables to monitor their effects on the output variables. This analysis results in a list of input/output (I/O) pairs per assignment formula, which capture the actual semantics of a basic block. Although the syntax of similar code is quite different for the various CPU architectures (even in the intermediate representation), we can use such semantics to compare basic blocks across ISAs.
We use the semantic representation to search the bug signature in other arbitrary software that is potentially vulnerable to the bug defined in the signature. The bug signature can be derived automatically from a known vulnerable binary program or from source code, and may simply represent the entire vulnerable function. To preserve performance, we use MinHash to find suitable basic block matches. Lastly, once basic block matches have been found, we propose an algorithm that leverages the control flow graph (CFG) to expand our search to the entire bug signature. As output, our system lists functions ordered by their similarity to the bug signature.
We systematically test how well our system performs when matching equivalent functions across binaries that have been compiled for different architectures, with different compilers, and using varying optimization levels. The evaluation shows that our system is accurate in matching functions with only a few false positives. We also evaluate our system in various real-world use cases, e.g., our system finds the Heartbleed bug in 21 out of 24 tested combi- , as illustrated for the first instruction (ldrb, lbu and lodsb). Then, using the same random concrete inputs among all formulas, we determine the input/output behavior of the expressions, resulting in a set of I/O pairs. In the last step, we create semantic hashes over these I/O pairs in order to efficiently compare basic blocks.
nations of software programs across the three supported architectures.
In this work we focus on identifying unpatched bug duplicates, but we envision more use cases of our system, such as binary diffing, searching for software copyright infringement, or revealing code sharing across binaries.
In 
Approach
We now outline our general approach for cross-architecture bug search in binary executables. We assume that similar code often stems from slightly modified shared code, which is therefore likely to share the same-possibly security critical-bug.
Workflow
We use a bug signature, i.e., a piece of binary code that resembles a specific instance of a vulnerability class, to find possible vulnerabilities in another binary program (target program). To this end, we first derive a bug signature (Section 2.2). Figure 1 illustrates how we transform the assembly code for both the bug signature and the target program into an intermediate representation (Section 2.3), which results in a list of assignment formulas. The assignment formulas detail how an output variable is influenced by its inputs. Next, using random concrete input values (dashed box), we sample the input/output behavior of these formulas (we illustrate sampling of the first formula only). In the last step, we build compact basic block-wise semantic hashes over the I/O pairs, which allow us to efficiently compare the I/O behavior of basic blocks (Section 2.4). All these transformations are one-time processes.
In the search phase, we use the transformed bug signature to identify bugs in the similarly-transformed binaries. That is, we look for promising matching candidates for all individual basic blocks of the bug signature in the target program (Section 2.5). For each such candidate pair, we apply a CFG-driven, greedy, but locally-optimal broadening algorithm. The algorithm expands the initial match with additional basic blocks from the bug signature as well as the target program (Section 2.6) and then computes the similarity between bug signature and target programs, returning a list of code locations ordered by their similarity to the signature.
Bug signatures
A bug signature is just like normal binary code: It consists of basic blocks and possible control-flow transitions between these basic blocks. Therefore, any selection of basic blocks can be used as a bug signature. For example, the bug signature could represent an entire buggy function, minimizing the manual effort. However, bug signatures should be refined to smaller code parts, which cover only the bug and its relevant context. While our target is to search bugs in binaries (i.e., without access to source code), one could use additional aids, e.g. debug information, to automatically find the basic blocks that correspond to the vulnerable function part, effectively deriving bug signatures with almost no manual effort. However, it is quite hard to estimate how the signature size influences results in general: An additional non-characteristic basic block, which is essential to the structure of the vulnerability and discriminative in its context, will likely improve results, while a characteristic basic block, which is nonessential to the vulnerability, may lead to false positives.
Unifying cross-architecture instruction sets
Obviously, the instruction sets of architectures like x86, ARM, and MIPS are quite distinct. Not only the calling conventions and memory accesses (e.g., load/store), but also the general assembly complexity/length, deviate between the architectures. Thus, a key step in our approach is to unify the binary code of different architectures. We first utilize an off-the-shelf disassembler to extract the structure of the binary code (such as functions, basic blocks, and control flow graphs). Then, we transform the complex instructions into simple, RISC-like and unified instructions as it abstracts from architecture-specific artifacts and facilitates symbolic normalization.
Extracting semantics via sampling
The unified instruction set would allow us to compare individual binary instructions syntactically. In the next step, we aim to extract the semantics of the binary code. We aggregate the computational steps for each output variable of a basic block, which gives us precise assignment formulas for each output register or output memory location (see Figure 1 , second column). For normalization purposes we simplify the assignment formulas by passing them through a theorem prover. We extract the formulas per basic block and we found this to work quite well in scenarios with different architectures, different compilers, or different optimization levels. At this point, we have precise descriptions of the effect of a basic block on the programs state. However, these descriptions are still purely syntactic. To achieve our goal of bug finding, we relax the condition to find code equivalence and use a metric that measures code similarity. We build such a metric upon sampling, which was proposed by Jin et. al [13] . First, we generate random and concrete values, which we use as inputs for the formulas of each basic block. Such point-wise evaluations capture the semantics of the performed computation. Now, similarity can be expressed through the assumption that similar pieces of code have more input/output pairs in common than dissimilar ones.
Similarity metric via semantic hashes
The higher the number of shared, equal I/O pairs between two basic blocks, the higher is the similarity of these basic blocks. However, comparing this many I/O pairs would be computationally expensive. We tackle this bottleneck with locally-sensitive hashes. A LSH has the property that the similarity of the hash reflects the similarity of the hashed object. We chose to use MinHash [3] , which satisfies the LSH properties and converges against the Jaccard index. Comparing two basic blocks now only requires comparing their semantic hashes.
Comparing larger binary structures
At this point, we can find pairs of similar basic blocks, which are candidates for a signature-spanning match. In order to match an entire bug signature, though, comparing individual basic blocks is not sufficient.
First, we pick a basic block from the bug signature and compare it to all basic blocks from the program in question. Then, we use an algorithm called Best Hit Broadening (BHB), which broadens the initial candidate match along the CFGs in the bug signature and target program. BHB operates in a greedy, but locally-optimal manner, until the match spans the entire signature. BHB is then repeated for all basic blocks in the bug signature, resulting in a list of functions ordered by their similarity to the signature (see Section 3.4 for details).
Implementation
In this section, we discuss some of the specific details for the proof-of-concept implementation of our approach.
Common ground: The IR stage
First, we use IDA Pro [10] to extract a disassembly and the control-flow graph from the binary. To find a common representation for binary code we utilize the VEX-IR, which is the RISC-like intermediate representation for the popular Valgrind toolkit. We leveraged pyvex [25] , a Python framework with bindings to the VEX-IR, and used its API to process the IR statically. Afterwards, we use the Z3 theorem prover [19] to simplify and normalize expressions.
Extracting semantics: Sampling
To grasp the semantic I/O behavior of a basic block, we evaluate its formulas point-wise, by using random vectors with elements from the range [−1000, 1000] as input. We then create unique I/O pair representations by computing a 64-bit CRC checksum of the input length, the inputs, and the output value.
To ensure that our sampling is robust to the order of variables, we also use all permutations of the concrete value vectors as inputs. Regardless of the CPU architecture, almost all basic blocks' formulas have only a few input variables, so we can safely limit sampling to those formulas with at most four variables.
Semantic hash
MinHash applies a (non-cryptographic) hash function to each element in the list and stores the minimal hash value among all I/O pairs. The hash function randomly selects an estimator for set-similarity and similarity is expressed as the average over = 0. . . such estimators:
For our evaluation, we used an affine hash function of the form ℎ( ) := + mod with random 64-bit coefficients, where a prime modulus guarantees that all coefficients are generators. To improve performance, we simulate further hash functions by transforming the output of the real hash function with rotation and XORing ( (ℎ( )) := (ℎ( ), ) ⊕ ), which changes the order of elements and therefore the selected minimum, which suffices for MinHashing. We use 800 such hash functions, which leads to an error of about 3.5% [29] .
We implemented two improvements of the standard MinHash algorithm. First, we compute multiple MinHashes per basic block, which we denote as MultiMinHash. We do so by splitting the formulas into groups according to the number of input variables per formula and computing one MinHash per group. Thus, to compare two basic blocks, we compute
, where is the similarity of the formulas with variables, and the number of formulas with that number of variables in the respective basic block. This solves the issue of under-represention in the hash value for formulas with only a few samples (e.g., very few or no inputs). Second, we do not only store the smallest hash value per hash function, but the smallest hash values-which we denote as k-MinHash (we use = 3). BHB (Listing 1) works as follows: Given a pair of starting points (a basic block from the signature and its corresponding matching candidate in the target program), it first explores the immediate neighborhood of these basic blocks along their respective CFGs (Figure 2a) , strictly separating forward and backward directions. After finding a locally-optimal matching (using the Hungarian method [7] ) among the newly discovered neighborhood . nodes, it picks the basic block pair with the maximum similarity (Figure 2b ). The broadening is greedy, avoiding expensive backtracking steps. This process is repeated (Figure 2c ) until all basic blocks from the bug signature have been matched.
Bug signature matching
BHB( ∈ , ∈ , ) = [], = [] PQ = (sim( , ),(
Evaluation
The experiments were conducted on an Intel Core i7-2640M @ 2.8 GHz with 8 GB DDR3-RAM and included 60 binaries from three architectures (x86, ARM, MIPS; all 32 bit) and three compiler versions (gcc v4.6.2/v4.8.1 and clang v3.0). While we focussed on Linux, we encountered different core libraries, especially for router software (DD-WRT/NetGear/SerComm/MikroTik). We also compared binaries across Windows and Mac OS X, i.e., covered all three major OSes.
False/true positives across compilers/code optimization
Next, we systematically evaluated how the choice of compiler and optimization level influence the accuracy of our algorithm. We chose the largest coreutils programs and compared all 12 binaries with each other (i.e., all 144 binary pairs) using function-wise matching. Figure 3 illustrates the results of this experiment in a matrix. 
False/true positives across architectures
In this experiment, we compared all functions of one binary to all functions of another binary . Ideally, every function would appear at rank #1 in the function ranking. Figure 4 shows a cumulative distribution function (CDF) on the ranks of all functions. Our results are close to the ideal for the same architecture and provide a sufficient degree of similarity across architectures in most cases.
Bug search in closed-source software
In this section, we evaluate several case studies of recent prominent cross-architectural vulnerabilities. For example, we find the two functions vulnerable to the Heartbleed bug, tls1_process_heartbeat (TLS) and dtls1_process_heartbeat (DTLS), on desktops as well as on mobile devices and router firmware images (see Table 1 ). Similarly, we found BusyBox bugs, which are part of closed-source bundles of embedded devices (e.g., home routers) across multiple architectures, and identify both a bug and a backdoor in closed-source firmware images. Furthermore, we analyzed a vulnerability (CVE-2013-6484) in libpurple, which is used in Pidgin, a popular instant messenger for Windows and Linux, with a Mac OS X counterpart, Adium. The vulnerable function in Pidgin contained many basic blocks of other inlined functions, whereas Adium did not inline them. Full-function matching, which is used in most modern bug-finding techniques, cannot produce good results in such cases. However, when choosing only those basic blocks from the function start through the vulnerability, while avoiding the early-return error states, we achieved rank #1 in both cases. 
Unpatched vs. patched code
Naturally, a patched version is very similar to an unpatched one which causes false positives. However, one could create two bug signatures, one for the vulnerable function and one for the patched function. E.g., for the bugs in OpenSSL and BusyBox, either bug signature (patched or unpatched) ranked both software versions at rank #1, where the unpatched version is more similar to the "buggy" bug signature (considerably in three cases, marginally in one). This could give valuable information about whether one is looking at a false positive. Table 2 shows the average timings achieved in real-life programs, showing that IR-formulas can be generated in a reasonable time for all programs under analysis. It further shows that sampling and MinHashing of real-life programs scales. Typically, the runtime for the signature search in various scenarios is in the order of minutes for our realworld use cases.
Performance

Discussion
One challenge that we already touched upon in Section 4 is the fact that our approach cannot verify that the code part that was found is actually vulnerable. Such an automatic verification would be ideal, but is outside the scope of this work. Comparing software at the binary level is challenging, since its representation (even on a single architecture) heavily depends on the exact build environment. However, many compiler optimization techniques like register spilling, instruction reordering, common subexpression elimination, constant folding and different calling conventions, are already handled by our approach.
Our approach is rather slow, but most computations can be scaled up with straightforward parallelization. In addition, note that the most compute-intensive parts of our approach are one-time operations.
Related work
To the best of our knowledge, we are the first to propose a strategy for comparing binary code across different architectures, which makes it hard to compare it to other works that operate under less challenging conditions (e.g., available source code, a single architecture, or functiongranularity).
A first line of research has proposed methods to find code clones on a source code level. Examples are CCFinder [16] , DECKARD [12] , and ReDeBug [11] . Yamaguchi et al. [28] are the first to describe the extrapolation of vulnerabilities by finding close neighbors. They, as well as Gauthier et al. [9] , further describe finding missing checks through anomaly detection. Modern approaches for binaries follow strategies to compare the semantics of code. Examples are TEDEM [23] , Exposé [22] , BinHunt [8] , its follow-up project, iBinHunt [21] , and BinJuice [17] , which uses syntactic equations similar to our formulas and hashes those to measure similarity. BinHash [14] inspired our sampling, which is also used by Blanket Execution (Blex) [6] ). Both, however, do not include steps to support multiple architectures or compare sub-function granular code constructs.
Orthogonal related work searches for previouslyunknown bugs. Examples are Coverity [2] AEG [1] , or Mayhem [4] . Other systems use type-inference [15, 24] , Fuzzing [20] or Tainting [18] .
Conclusions
We showed that semantic binary code matching is possible across CPU architectures under realistic assumptions. This advances prior research results that are restricted to comparing binary code of a single architecture. Our novel metric allows for fine-grained code comparison, which we successfully applied to identify real-world vulnerabilities in closed-source software.
