We present a new game, Dots & Polygons, played on a planar point set. Players take turns connecting two points, and when a player closes a (simple) polygon, the player scores its area. We show that deciding whether the game can be won from a given state, is NP-hard. We do so by a reduction from vertex-disjoint cycle packing in cubic planar graphs, including a self-contained reduction from planar 3-Satisfiability to this cycle-packing problem. This also provides a simple proof of the NP-hardness of the related game Dots & Boxes. For points in convex position, we discuss a greedy strategy for Dots & Polygons.
Figure 2
In Dots & Polygons & Holes, if R draws the dotted edge, they will score the interior minus the blue triangle. In Dots & Simple Polygons, R will not score in this way in this turn, since the enclosed polygon is not simple.
Introduction
Dots & Boxes [4] is a popular game, in which two players take turns in connecting nodes lying on the integer lattice, scoring when they surround unit squares. We introduce a more geometric variant of this game: Dots & Polygons.
The game is played on a planar point set P of size n. Two players, R and B (player R always goes first), take turns connecting two points p, q ∈ P by a straight-line edge in a turn. The edge may not intersect other points or edges, and may not lie in a previously scored area. When a player closes a polygon, they score the area of the polygon and must make another move. When all area of the convex hull of P has been scored, the player with the larger total area wins.
We distinguish two variants of the game. In Dots & Polygons & Holes, when a player closes a cycle, the player scores the enclosed area (excluding possibly previously enclosed parts). In Dots & Simple Polygons, a player only scores when they close a simple polygon with no points inside. Figure 2 illustrates the difference between the variants.
A similar game is Monochromatic Complete Triangulation Game [1] , but in that game only triangles are scored, and the score is the number of triangles, rather than the area. We note that there is another variant of Dots & Boxes also called Dots & Polygons [11] that is played on the integer lattice.
Contributions.
We implemented Dots & Polygons in the Ruler of the Plane framework [2] . Both variants of the game can be played online (see supplementary materials). In Section 2 we prove that deciding whether Dots & Simple Polygons can be won from a given state is NP-hard. We do so by a reduction from vertex-disjoint cycle packing in cubic planar graphs, including a self-contained reduction from planar 3-Satisfiability to this cycle-packing problem, and from this cycle-packing problem to Dots & Boxes. In Section 3 we discuss a greedy strategy for the case that P is in convex position.
Hardness
In this section we show that Dots & Simple Polygons is NP-hard by a reduction from the maximum cycle packing problem in planar cubic graphs. The reduction is similar to the proof of NP-hardness of Dots & Boxes. The book Winning Ways for your Mathematical Plays [5] mentions that a generalization of Dots & Boxes can be shown to be NP-hard by a reduction from the maximum vertex-disjoint cycle packing (VCP) problem. The VCP problem can be viewed as a generalization of the triangle packing problem [6] , which is known to be NP-hard [9] . Eppstein notes that the NP-hardness, mentioned in [5] , should apply to the classic Dots & Boxes by a reduction from the VCP problem in planar cubic graphs [8] . However, he does not cite a source of the hardness proof for this VCP variant. Furthermore, triangle packing is polynomial-time solvable in planar graphs with maximum degree three [7] , and thus can no longer be used to justify the hardness of the VCP in planar cubic graphs. Thus, for the sake of completeness, we also show the following two theorems.
Theorem 1. Maximal vertex-disjoint cycle packing in planar cubic graphs is NP-complete.
Proof. We reduce from the planar 3-Satisfiability [?] . Consider an instance of the planar 3-Satisfiability problem with n variables X = {x 1 , . . . , x n } and m clauses C = {C 1 , . . . , C m }. We construct a graph G, corresponding to the 3-Satisfyability instance, in which a certain number of vertex disjoint cycles exists if and only if there exists an assignment of true/false values to the variables in X such that all clauses in C are satisfied.
A wire gadget, shown in Figure 3 (left), consists of a chain of 2k s 4-cycles for some value of k s . If at least k s cycles have to be chosen from the gadget, an alternating order of 4-cycles must be selected.
For each vertex we create a cycle of 2k v 4-cycles for some value of k v (refer to Figure 3 (middle)), such that either all odd 4-cycles or all even 4-cycles must be chosen if we want to select at least k v cycles from the gadget. One choice of alternating 4-cycles will correspond to setting the variable to true, and the other-to false.
For each clause we create a clause gadget shown in Figure 3 (right). The three cycles in the middle pairwise share an edge. Each of them is connected by a wire gadget to a corresponding vertex gadget. Thus, to select at least one cycle from the middle, one of the three wire chains attached must end with a non-selected 4-cycle.
Let 2K s be the total number of 4-cycles used to construct the wire gadgets, 2K v be the total number of 4-cycles used to construct the variable gadgets. The truth assignment to the m clauses in C of the planar 3-Satisfiability instance corresponds to a selection of K s + K v + m vertex-disjoint cycles in the resulting graph. Note, that any selection of the cycles other than specified will lead to the number of vertex-disjoint cycles strictly less than
Thus vertex-disjoint cycle packing in planar cubic graphs is NP-hard. The problem is in NP, as the correct cycle selection can be verified in polynomial time. Proof. Given a planar cubic graph G, we can construct a game state 1 of Dots & Boxes with it being player B's turn, such that B can only win if they find the maximum number of vertex-disjoint cycles in G. Consider an orthogonal embedding G of G on a grid. We place extra degree-2 vertices on each edge of G such that a chain of at least four vertices exists between each pair of degree-3 vertices (Figure 4 (left) ).
In order to construct the game state, we consider every vertex of G as a Dots & Boxes cell and surround all edges by walls. This way each cell is only open along the sides corresponding to the incident edges of the vertex (Figure 4 (middle)).
In this state of the game any move that player B can make allows R to subsequently close off a sequence of boxes. We then say that in such a game state player R is in control of the game. In order for R to retain control of the game, they can perform a so called double-cross move; after claiming part of a chain/cycle, they leave one (in case of a chain) or two (in case of a cycle) unclaimed 2 × 1 rectangles (refer to Figure 5 ). After such a move, player B can claim these open rectangles, but R will stay in control of the game.
Let S B be the score gained by B and S R be the score gained by R leading up to the game state represented by the construction based on graph G . Note that the sum of these two scores is equal to the total number of claimed boxes. Since R is in control of the game in this game state, B is forced to continually opening chains and cycles for R to claim. This means, however, that B is able to divide the remaining unclaimed boxes into chains and cycles independent of R. Assuming R plays optimally, we can compute the final score S Bfinal of B using the following formula:
where N chains is the number of chains and N cycles is the number of cycles claimed by R. If playing optimally, R will make a double-cross move in all but the last chain/cycle they can close, which will give B two boxes in the case of a chain of boxes, and four boxes in the case of a cycle of boxes. Since the area gained by B is larger when a double-cross move is done in a cycle rather than in a chain, it is beneficial for B to aim towards a game state in which the number of cycles is maximized. Thus, in order to maximize their score, B needs to find the maximum number of vertex-disjoint cycles in G.
Then, in order to decide whether B can win from a given game state we need to find the difference between S Bfinal and S Rfinal , where S Rfinal is equal to the final score of R, calculated as follows:
where N unclaimed is the number of unclaimed boxes in the game state represented by the transformation from G. Proof. Starting in a planar cubic graph G, we first construct an instance of Dots & Boxes as described in the proof of Theorem 2 where G is defined as in Theorem 2. Using this instance of Dots & Boxes we can construct a Dots & Simple Polygons instance by considering each cell as a corridor connecting its open sides, and subsequently adding a bell-shaped area on each edge of G connecting two vertices, as shown in Figure 6 . Such a construction for graph G is shown in Figure 4 (right).
The resulting game state yields a situation in which R is in control of the game; any move B can make allows R to subsequently close off a sequence of simple polygons. Since the winning condition of Dots & Simple Polygons is in terms of total amount of area and not the total amount of polygons claimed, it is important to note that the area of all the bell-shaped polygons are equal. If R plays optimally they would want to stay in control of the game. Again, this means that they will play a double-cross move in all but the last (Figure 7) . Such a move will give two bell shaped areas to B in a cycle and one bell shaped area in a chain.
Similarly to the proof of Theorem 2 let A bell be the area of a bell shaped subpolygon, let S B be the score gained by B and S R be the score gained by R. The scores S R and S B lead up to the game state represented by the transformation from graph G (Figure 4 (right) ). Note that the sum of these two scores is equal to the area of the grey regions in Figure 4 . Assuming R plays optimally, we can calculate the final score S Bfinal of B:
where N chains is the number of chains and N cycles is the number of cycles claimed by R. If playing optimally, R will make a double-cross move in all but the last chain/cycle they can close, which will give B one bell-shaped area in the case of a chain, and two bell-shaped areas in the case of a cycle. Since the area gained by B is larger when a double-cross move is done in a cycle rather than in a chain, it is beneficial for B to aim towards a game state in which the number of cycles is maximized. Thus, in order to maximize their score, B needs to find the maximum number of vertex-disjoint cycles in G.
Then, in order to decide whether B can win from a given game state we need to find the difference between S Bfinal and S Rfinal , where S Rfinal is equal to the final score of R:
where N unclaimed is amount of unclaimed area in the game state represented by the transformation from G. To decide whether B can win we simply compare the maximized S Bfinal with S Rfinal . Thus, since the intermediate step of finding the maximized final score of B is NP-hard, as proven in Theorem 1, it is NP-hard to decide whether B can win. 
Strategy
In the following we discuss greedy strategies for Dots & Polygons played on a set of points P in convex position. In this case, both variants of the game are the same. In the related Monochromatic Complete Triangulation Game a greedy strategy is optimal for such points [1] . We first observe that the number of turns is always the same. Proof. Consider connected components of the edges drawn by the players. If a player connects two points in the same component, this closes a polygon, and therefore the turn continues. If, however, the two points are in different components, the turn ends and the number of connected components decreases. Thus, the number of turns equals to the number of initial components.
Consider a game state in which the current player cannot close a polygon. Let E be the set of all edges that can still be drawn. Define the weight w(e) for e ∈ E to be the area the opponent can claim on their next turn if the current player draws e. For example an edge e between two isolated points has weight w(e) = 0. A simple greedy strategy is the following: if there is an edge that can close some area, immediately draw that edge. Otherwise, draw an arbitrary edge e min = min ∀e∈E w(e). This strategy is not optimal, as shown in Figure 8 .
The edges drawn partition the remaining area into subproblems. For an edge e ∈ E, w(e) can only change if an edge in the same subproblem is drawn. Let E ⊂ E be the set of edges within a subproblem. We call a subproblem easy, if only two of the edges e, e ∈ E lie on the convex hull of P . In such a subproblem, all edges have the same weight, namely the area of the subproblem. We call a game state in which all subproblems are easy, an easy endgame. Figure 9 Player B wins by following a simple greedy strategy.
We will show that a player that goes last can win the game following the simple greedy strategy, if they can enforce an easy endgame. As an example, consider an easy endgame state on a set of n = 6 points shown in Figure 9 (a), which B can force by drawing the diagonal v 2 v 5 (or an equivalent diagonal up to symmetry) in their first move, if it does not yet exist. Recall that player R goes first, and in this specific case B goes last. After the first three moves shown in the figure, it is B's turn again. Player B has two choices, either draw an edge that gives away the quadrilateral v 1 v 2 v 5 v 6 , or give away the quadrilateral v 2 v 3 v 4 v 5 . An edge with the minimal weight would be the edge that gives away the least amount of area. In this case that would be either edge v 2 v 3 , v 2 v 4 , v 3 v 5 or v 1 v 4 . In the next turn R can claim the smaller quadrilateral area, and then R must give away the larger quadrilateral area to B, resulting in a win for B (refer to Figure 9 (b-e)).
Theorem 5. Let P be a set of n points in the plane in convex position. For n = 3, 5, 7 player R can score at least half of the area, for n = 4, 6 player B can score at least half of the area.
Proof. Consider the player that will go last (i.e., R for odd n, B for even n). If this player plays the simple greedy strategy in such a way that they reach an easy endgame, then they win. Indeed, from that point onward, any time the opponent scores an area A, the current player will score an area that is at least as large as A in their next turn.
For n ≤ 4, an easy endgame is always reached. For 5 ≤ n ≤ 7, the player that will go last can enforce an easy endgame by playing a diagonal in their first move, preventing a non-easy endgame, e.g., as in Figure 8 . Thus, R can always win for n = 3, 5, 7, and B for n = 4, 6.
Thus, if P is chosen such that a draw is not possible, the player that goes last wins the game. We leave the problem for n > 7 open.
