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Abstract
We consider a tumor model in which all cells are proliferating at a rate μ and their density is
proportional to the nutrient concentration. The model consists of a coupled system of an elliptic
equation and a parabolic equation, with the tumor boundary as a free boundary. It is known that for
an appropriate choice of parameters, there exists a unique spherically symmetric stationary solution
with radius RS which is independent of μ. It was recently proved that there is a function μ∗(RS)
such that the spherical stationary solution is linearly stable if μ < μ∗(RS) and linearly unstable if
μ > μ∗(RS). In this paper we prove that the spherical stationary solution is nonlinearly stable (or,
asymptotically stable) if μ<μ∗(RS).
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Mathematical models of tumor growth, which assume that the only cells in the tumor
tissue are proliferating cells, have been developed and studied in many papers; see [1–11,
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A. Friedman, B. Hu / J. Differential Equations 227 (2006) 598–639 59915–21] and the references given there. Most of the models discuss the case of radially sym-
metric tumors. Since tumors grown in vitro have a nearly spherical shape, it is important
to determine whether radially symmetric tumors are asymptotically stable.
Let Ω(t) denote the tumor domain at time t , and p the pressure within the tumor re-
sulting from the proliferation of the tumor cells. The density of the cells, c, depends on
the concentration of nutrients, σ , and, assuming that this dependence is linear, we simply
identify c with σ . We also assume a linear dependence of the proliferation rate S on σ :
S = μ(σ − σ˜ ) (σ˜ > 0),
where μσ is the growth rate and μσ˜ is the death rate due to apoptosis. The function σ
satisfies the diffusion equation:
σt −σ + σ = 0 in Ω(t). (1.1)
The pressure p is related to the velocity V of the concentration σ , and, assuming Darcy’s
law in the tissue, we have V = −∇p. Since, by conservation of mass, div V = S, we obtain
for the pressure p the equation
p = −μ(σ − σ˜ ) in Ω(t). (1.2)
As in the papers cited above, σ and p satisfy the boundary conditions:
σ = 1 on ∂Ω(t) (1 > σ˜), (1.3)
p = κ on ∂Ω(t), (1.4)
where κ is the mean curvature (κ > 0 if Ω(t) is a ball). Furthermore,
Vn = −∂p
∂n
on ∂Ω(t), (1.5)
where n is the outward normal and Vn is the velocity of the free boundary ∂Ω(t) in the
direction n.
We finally prescribe initial conditions:
σ |t=0 = σ0 in Ω(0), where Ω(0) is given. (1.6)
It was proved in [15] (under the preceding assumption that 0 < σ˜ < 1) that there exists
a unique radially symmetric stationary solution to (1.1)–(1.5), and it is given by
σS(r) = RS
sinhRS
sinh r
r
, pS(r) = C −μσS(r)+ μ6 σ˜ r
2, (1.7)
where C = 1/RS +μ−μσ˜R2S/6 and RS is uniquely determined by the equation
1
R2
(RS cothRS − 1) = σ˜3 . (1.8)
S
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is asymptotically stable with respect to any small perturbation. By this we mean that if the
initial conditions are of the form
∂Ω(0): r = R0(θ,ϕ) ≡ RS + ερ0(θ,ϕ),
σ |t=0 = σ0(r, θ,ϕ) ≡ σS(r)+ εw0(r, θ,ϕ), (1.9)
where ρ0 and w0 are bounded functions, then, for any ε with |ε| sufficiently small, there
exists a unique solution of (1.1)–(1.6)for all t > 0, and, as t → ∞,
∂Ω(t) → sphere, say ∣∣x − εa(ε)∣∣= RS, (1.10)
where a(ε) = O(1). (In fact, the convergence was proved to be exponentially fast.) In
this paper we shall determine the maximal interval 0 < μ < μ∗ for which the asymptotic
stability holds.
It was proved in [13] that there exists a sequence of symmetry-breaking branches of sta-
tionary solutions of (1.1)–(1.5) bifurcating from an increasing sequence μ = μn ≡ μn(RS)
(n = 2,3,4, . . .) with free boundary
r = RS + εYn,0(θ)+O
(
ε2
)
,
where Yn,0 is the spherical harmonic of order (n,0). (In the 2-d case this was proved earlier
in [16].) The μn = μn(RS) are expressed in terms of the Bessel functions Im,
μn = n[n(n+ 1)− 2]I1/2(RS)2R3SI3/2(RS)[I5/2(RS)/I3/2(RS)− In+3/2(RS)/In+1/2(RS)]
, (1.11)
and μn(RS) < μn+1(RS). It follows that stability result cannot hold for μ = μ2(RS).
In a recent paper [14] we considered the question of linear stability of the stationary
solution and proved that the stationary solution is linearly stable if μ < μ∗(RS), and it is
linearly unstable if μ>μ∗(RS). Furthermore,
μ∗(RS) < μ2(RS) if RS < R,
μ∗(RS) = μ2(RS) if RS > R,
where R is approximately 0.62207.
In the present paper we shall prove that the stationary solution is asymptotically stable
if 0 <μ<μ∗(RS).
Asymptotic (or nonlinear) stability often follows from linear stability. Thus, although
the main result (asymptotic stability when the parameter μ is smaller than some critical
value) is natural and completely expected, the method of proof is highly nontrivial. The
main obstacle stems from the fact that the center of the limiting sphere is not a priori
known. Technically this means that the center of the domain with respect to which the
nonlinearly perturbed problem is to be considered is not known in advance. To overcome
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the domain to a “nearly” optimal location; in this process we employ on a new fixed point
theorem (Theorem 2.2).
The structure of the paper is as follows. Section 2 begins by recalling a few results from
[14] which will be needed in the sequel. We also state in Section 2 two theorems: A local
existence theorem for the nonlinear problem (1.1)–(1.6), and a fixed point theorem which
will be needed in Section 7.
In Section 3 we transform the nonlinear problem into a new PDE system with a fixed
boundary, which we then rewrite as a perturbation of a linear system (3.17)–(3.21) where
the inhomogeneous terms are actually nonlinear expressions in the unknown solution (with
“
′
” dropped).
The strategy is then to use a fixed point argument:
(i) Given the inhomogeneous terms (f j , bj ), solve the inhomogeneous linear problem
(3.17)–(3.23);
(ii) derive new inhomogeneous terms (f˜ j , b˜j ) (by (3.24)), and
(iii) establish the existence of a fixed point for the mapping:
S :
(
f j , bj
)→ (f˜ j , b˜j ).
In Section 4 we derive the necessary estimates for modes n 	= 1. In order to establish the
same estimates for mode 1 terms (which is done in Section 5) we need to translate the
origin x = 0 to another location x = εa(ε) (this is done in Section 6). The point a(ε),
which is unknown in advance, is determined by an auxiliary fixed point argument, carried
out in Section 7, where the proof of the asymptotic stability is completed.
2. Preliminaries
For brevity we shall denote the stationary solution (RS,σS(r)) by (R,σ (r)). As in [14],
we shall be working with the functions
Pn(ξ) = In+3/2(ξ)
ξIn+1/2(ξ)
, n = 0,1,2,3, . . . . (2.1)
Recall [14] that
P0(ξ) = 1
ξ
coth ξ − 1
ξ2
, (2.2)
Pn(ξ) = 1
ξ2Pn+1(ξ)+ (2n+ 3) , (2.3)
d
dξ
Pn(ξ) = 1
ξ
− 2n+ 3
ξ
Pn(ξ)− ξP 2n (ξ), (2.4)
d
[
In+1/2(r
√
s + 1)
1/2
]
= n3/2 In+1/2
(
r
√
s + 1 )+ √s + 11/2 In+3/2(r√s + 1 ) (2.5)dr r r r
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λ = σr(R) = cothR − 1
R
= I3/2(R)
I1/2(R)
= RP0(R) and 1 − σ˜
λR
= P1(R). (2.6)
The function
hn(s) ≡ hn(s,μ,R) = 1
μ
[
s
R2P0(R)
+ n
R5P0(R)
(
n(n+ 1)
2
− 1
)]
− P1(R)+ Pn
(
R
√
s + 1 ) (2.7)
played a key role in the proof of linear stability in [14]: the zeros of hn(s,μ,R) all lie in
Re s  0 if and only if 0 <μ μ∗(R).
In our proof of asymptotic stability for μ < μ∗(RS), we shall use the result on linear
stability, but, otherwise, we shall not need to use specific details from the proof of linear
stability, except for Lemmas 3.2, 3.3 and 5.2 of [14].
We write Ω(t) = {r < R(θ,ϕ, t)}, and set R(θ,ϕ,0) = R0(θ,ϕ).
The following local existence was proved in [12]:
Theorem 2.1. If
(σ0,R0) ∈ C1+β
(
Ω(0)
)×C4+α(∂Ω(0)) and σ0 = 1 on ∂Ω(0) (2.8)
for some α,β ∈ (0,1), then there exists a unique solution (σ,p,R) of (1.1)–(1.6) for t ∈
[0, T ], for some T > 0, with
σ ∈ C1+β,(1+β)/2
( ⋃
t∈[0,T ]
Ω(t)× {t}
)
∩C2+2α/3,1+α/3
( ⋃
t∈[t0,T ]
Ω(t)× {t}
)
for any t0 > 0,
p ∈ C2+α,α/3
( ⋃
t∈[0,T ]
Ω(t)× {t}
)
,
and R ∈ C4+α,1+α/3.
The following fixed point theorem will be needed in Section 7.
Theorem 2.2. Let (X,‖ · ‖) be a Banach space and let BK(a) denote the closed ball in X
with center a and radius K . Let F be a mapping from BK(a) into X such that
(i) its Frechét derivative F ′(x) exists,
(ii) the operator F ′(a) is invertible, and
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∥∥F(a)∥∥ 1 − β‖(F ′(a))−1‖ , (2.9)∥∥F ′(x)− F ′(a)∥∥ β‖(F ′(a))−1‖ for x ∈ BK(a), (2.10)
where ‖A‖ denotes the norm of a linear operator A from X to X. Then the equation
F(x) = 0 has a unique solution x in BK(a).
Proof. Let g(x) = x − (F ′(a))−1F(x). Then F(x) = 0 if and only if g(x) = x. Clearly
g′(x) = I − (F ′(a))−1F ′(x) = (F ′(a))−1[F ′(a)− F ′(x)] and∥∥g′(x)∥∥ ∥∥(F ′(a))−1∥∥∥∥F ′(a)− F ′(x)∥∥ β,
so that g is a contraction in BK(a). To prove that x → g(x) has a unique fixed point it
suffices to show that g maps BK(a) into itself.
The function h(x) = F(x)− F(a)− F ′(a)(x − a) satisfies h(a) = 0 and
∥∥h′(x)∥∥= ∥∥F ′(x)− F ′(a)∥∥ β‖(F ′(a))−1‖ ,
which implies that
∥∥h(x)∥∥ βK‖(F ′(a))−1‖ for x ∈ BK.
Hence∥∥g(x)− a∥∥= ∥∥x − a − (F ′(a))−1F(x)∥∥
= ∥∥(F ′(a))−1{F ′(a)(x − a)− [F(x)− F(a)]}− (F ′(a))−1F(a)∥∥

∥∥(F ′(a))−1h(x)∥∥+ ∥∥(F ′(a))−1F(a)∥∥

∥∥(F ′(a))−1∥∥∥∥h(x)∥∥+ ∥∥(F ′(a))−1∥∥∥∥F(a)∥∥
 βK + (1 − β)K = K.
This shows g maps BK(a) into itself. 
3. The Hanzawa transformation
In this section we transform the nonlinear free boundary problem into a nonlinear per-
turbation in a fixed domain. We set
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p(r, θ,ϕ, t) = pS(r)+ εq(r, θ,ϕ, t),
∂Ω(t): r = R + ερ(θ,ϕ, t) (R = RS).
We can then write the system (1.1)–(1.5) in terms of (w,q,ρ) as follows:
∂w
∂t
−w +w = 0 in Ω(t), t > 0, (3.1)
q = −μw in Ω(t), t > 0, (3.2)
∂ρ
∂t
= −
(
1
ε
∂pS
∂n
+ ∂q
∂n
)√
1 + ε2 |∇ωρ|
2
(R + ερ)2 on ∂Ω(t), t > 0, (3.3)
w = −1
ε
[
σS − σS(R)
]
on ∂Ω(t), t > 0
(
σS(R) = 1
)
, (3.4)
q = −1
ε
[pS − κ] on ∂Ω(t), t > 0, (3.5)
where ω = (θ,ϕ). We have (cf. [17])
√
1 + ε2|∇ωρ|2/(R + ερ)2 ∂pS(R + ερ)
∂n
= ∂pS(R + ερ)
∂r
= ∂pS(R)
∂r
+ ερ ∂
2pS(R)
∂r2
+ ε2Pε = −μ(1 − σ˜ )ερ + ε2Pε, (3.6)
pS(R + ερ)− κ = pS(R)− κ + ε2ρ2
1∫
0
(1 − η)∂
2pS
∂r2
(R + εηρ)dη
= ε
R2
(
ρ + 1
2
ωρ
)
+ ε2Kε (by [17, Theorem 8.1]), (3.7)
σS(R + ερ)− σS(R) = ε(σS)r (R) · ρ + ε2Sε. (3.8)
The Hanzawa transformation is defined by
r = r ′ + χ(R − r ′)ερ(θ,ϕ, t), t ′ = t, θ = θ ′, ϕ = ϕ′
with
χ(z) ∈ C∞, χ(z) =
{
0 if z 3δ0/4,
1 if z < δ /4,
∣∣∣∣dkχdzk
∣∣∣∣ C
δk
,0 0
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bounded by r ′ = R. In terms of the new coordinates, if u(r, θ,ϕ, t) = u′(r ′, θ ′, ϕ′, t ′), then
u = (′ + εAε)u′, ∂
∂t
u =
(
∂
∂t ′
+ εA1ε
)
u′,
where
Aε = 2χ
′ρ − εχ ′2ρ2
(1 − εχ ′ρ)2
∂2
∂r ′2
− χ
′′ρ
(1 − εχ ′ρ)3
∂
∂r ′
+ 1
ε
(
2
(r ′ + εχρ)(1 − εχ ′ρ) −
2
r ′
)
∂
∂r ′
+ 1
ε
(
1
(r ′ + εχρ)2 −
1
r ′2
)
∂2
∂θ ′2
+ 1
(r ′ + εχρ)2
{ −2χρθ ′
1 − εχ ′ρ
∂2
∂r ′∂θ ′
−
[
ε2χ ′′χ2ρρ2
θ ′
(1 − εχ ′ρ)3 +
2εχ ′χρ2
θ ′
1 − εχ ′ρ +
χρθ ′θ ′
1 − εχ ′ρ
]
∂
∂r ′
}
+ 1
ε
(
cos θ ′
(r ′ + εχρ)2 sin θ ′ −
cos θ ′
r ′2 sin θ ′
)
∂
∂θ ′
− cos θ
′χρθ ′
(r ′ + εχρ)2(1 − εχ ′ρ) sin θ ′
∂
∂r ′
+ 1
ε
(
1
(r ′ + εχρ)2 sin2 θ ′ −
1
r ′2 sin2 θ ′
)
∂2
∂ϕ′2
+ 1
(r ′ + εχρ)2 sin2 θ ′
{ −2χρϕ′
1 − εχ ′ρ
∂2
∂r ′∂ϕ′
−
[
ε2χ ′′χ2ρρ2
ϕ′
(1 − εχ ′ρ)3 +
2εχ ′χρ2
ϕ′
1 − εχ ′ρ +
χρϕ′ϕ′
1 − εχ ′ρ
]
∂
∂r ′
}
,
or
Aε = 2χ
′ρ − εχ ′2ρ2
(1 − εχ ′ρ)2
∂2
∂r ′2
− χ
′′ρ
(1 − εχ ′ρ)3
∂
∂r ′
+ 1
ε
(
2
(r ′ + εχρ)(1 − εχ ′ρ) −
2
r ′
)
∂
∂r ′
+ 1
ε
(
1
(r ′ + εχρ)2 −
1
r ′2
)
ω′
+ 1
(r ′ + εχρ)2
{ −2χρθ ′
1 − εχ ′ρ
∂2
∂r ′∂θ ′
−
[
ε2χ ′′χ2ρρ2
θ ′
(1 − εχ ′ρ)3 +
2εχ ′χρ2
θ ′
1 − εχ ′ρ
]
∂
∂r ′
}
− χ
(r ′ + εχρ)2(1 − εχ ′ρ)ω′ρ
∂
∂r ′
+ 1
(r ′ + εχρ)2 sin2 θ ′
{ −2χρϕ′
1 − εχ ′ρ
∂2
∂r ′∂ϕ′
−
[
ε2χ ′′χ2ρρ2
ϕ′
(1 − εχ ′ρ)3 +
2εχ ′χρ2
ϕ′
1 − εχ ′ρ
]
∂
∂r ′
}
, (3.9)
and
A1ε =
χ
′
∂ρ ∂
′ ; (3.10)1 − εχ ρ ∂t ∂r
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Note that Aε is a second order differential operator in (r ′, θ ′, ϕ′) with its coefficients in-
volving Dα
(θ ′,ϕ′)ρ (|α| 2), and both Aε and A1ε vanish for r < R − 3δ0/4, so there is no
problem of singularity at r ′ = 0.
We would like to point out that, in the expression (3.9) for Aε , although sin2 θ ′ ap-
pears in the denominator in the last term, this incurs no singularities. Indeed, if x1 =
r ′ cosϕ′ sin θ ′, x2 = r ′ sinϕ′ sin θ ′, x3 = r ′ cos θ ′, then
1
sin θ ′
∂
∂ϕ′
= −r ′ sinϕ′ ∂
∂x1
+ r ′ cosϕ′ ∂
∂x2
; (3.11)
hence the function 1
sin θ ′
∂ρ
∂ϕ′ is bounded by |∇ρ|. By differentiating (3.11) in r ′ we conclude
that also the factor
1
sin θ ′
∂2
∂r ′∂ϕ′
does not incur a singularity. Thus the last term in (3.9) does not give any singularity. Notice
also that whenever ε appears in a denominator, it is cancelled out by the coefficient that
accompanies it.
Under the Hanzawa transformation and the expansions of ∂pS
∂n
, pS and σS as above, the
system (3.1)–(3.6) is transformed into
∂w′
∂t ′
−′w′ +w′ = ε[−A1εw′ +Aεw′] in BR, t > 0, (3.12)
′q ′ +μw′ = −εAεq ′ in BR, t > 0, (3.13)
∂ρ′
∂t ′
= μ(1 − σ˜ )ρ′ − ∂q
′
∂r ′
+ εB1ε on ∂BR, (3.14)
w′ = −(σS)r (R) · ρ′ + εB2ε on ∂BR, (3.15)
q ′ = − 1
R2
(
ρ′ + 1
2
ωρ
′
)
+ εB3ε on ∂BR, (3.16)
where BR is the ball with radius R and
B1ε = −
1
ε
(
∂pS(R + ερ′)
∂r ′
+μ(1 − σ˜ )ρ′
)
+ ε
(R + ερ′)2
∂ρ′
∂θ ′
∂q ′
∂θ ′
+ ε
(R + ερ′)2 sin2 θ ′
∂ρ′
∂ϕ′
∂q ′
∂ϕ′
,
B2ε = −
1
ε2
[
σS(R + ερ′)− σS(R)
]+ 1
ε
(σS)r (R)ρ
′,
B3ε = −
1
2
[
pS(R + ερ′)− κ
]+ 1 2(ρ′ + 1ρ′);ε εR 2
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by (3.6)–(3.8).
For simplicity we shall henceforth denote the function w′(r ′, θ ′, ϕ′, t ′) again by
w(r, θ,ϕ, t) and similarly re-designate q ′ by q and ρ′ by ρ.
We first consider the system (3.12)–(3.16) where the ε terms of any order  1 are re-
placed by given functions,
∂w
∂t
−w +w = εf 1(r, θ,ϕ, t) in BR, (3.17)
q +μw = εf 2(r, θ,ϕ, t) in BR, (3.18)
∂ρ
∂t
= μ(1 − σ˜ )ρ − ∂q
∂r
+ εb1(θ,ϕ, t) on ∂BR, (3.19)
w = −(σS)r (R) · ρ + εb2(θ,ϕ, t) on ∂BR, (3.20)
q = − 1
R2
(ρ +ωρ)+ εb3(θ,ϕ, t) on ∂BR, (3.21)
and we add initial conditions (cf. (1.9))
w|t=0 = w0, (3.22)
ρ|t=0 = ρ0. (3.23)
This inhomogeneous linear system will be studied in Sections 4 and 5.
Remark 3.1. The Hanzawa transformation was used also in [4,13]; but in the present paper
we require a more detailed expansion of Aε since we shall need to consider later on not
only ε-order terms but also higher order terms.
Remark 3.2. In order to prove existence and stability for the system (1.1)–(1.5), (1.9), we
shall use a fixed point argument: We assume that the functions f j , bj are given in some
subset X1 of a Banach space X, solve (3.17)–(3.23), and then define new functions f˜ j , b˜j
by
f˜ 1 = −A1εw +Aεw, f˜ 2 = −Aεq,
b˜1 = B1ε , b˜2 = B2ε , b˜3 = B3ε (3.24)
(with the primes “ ′ ” dropped). We then want to show that the mapping S : (f j , bj ) →
(f˜ j , b˜j ) has a fixed point. There is however a technical problem. Since we shall require
Hölder estimates of D2xσ (in addition to L2 estimates), we must first ensure that the con-
sistency condition of order 2 (for σ ) is satisfied at ∂Ω(0). This is a rather complicated
condition, as well as quite restrictive, but we can avoid it as follows.
We note by Theorem 2.1 that for the solution of (1.1)–(1.5), (1.9),
ε˜ ≡ ‖σ − σS‖C2+2α/3,1+α/3(Λ ) is small,T
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‖w˜‖C2+2α/3,1+α/3(ΛT )  1.
Similarly p = pS(r)+ ε˜q˜,R = RS + ε˜ρ˜ where
‖p˜‖C2+α,α/3(ΛT )  const, ‖ρ˜‖C4+α,1+α/3(∂ΛT )  const,
and ∂ΛT =⋃T/4tT ∂Ω(t)× {t}. If we substitute w˜, q˜, ρ˜ into the system (3.12)–(3.16)
(with the prime “ ′ ” dropped) then we obtain functions ˜˜f j , ˜˜bj defined in ΛT and ∂ΛT ,
respectively.
Suppose now that in (3.17)–(3.23) instead of taking the initial time at t = 0 we take it
at t = T/2, with initial data
w˜, q˜, ρ˜ at t = T/2, (3.25)
and suppose also that we impose on the f j , bj the restriction
f j = ˜˜f j , bj = ˜˜bj if 0 < t  T/2; (3.26)
other conditions will also be imposed (in Section 4) on the f j , bj (for T/2 < t < ∞).
Then the consistency condition of order 2 will be satisfied at ∂Ω(T /2), and, furthermore,
by the uniqueness part of Theorem 2.1,
S
(
f 1, f 2, b1, b2, b3
)= ( ˜˜f 1, ˜˜f 2, ˜˜b1, ˜˜b2, ˜˜b3)
for 0 < t  T/2. Thus S keeps invariant the condition (3.26).
To simplify notation, we shall henceforth replace t = T/2 by t = 0, drop out the tilde
“ ˜” in ε˜ and in (3.25), and denote the initial data (w˜|t=T/2, ρ|t=T/2) (throughout this
section and Sections 4, 5) by (w0, ρ0). What we have then achieved with this simplified
notation is that the consistency condition of order 2 needed for w for the Hölder estimates
of Section 7 is satisfied at t = 0, with ρ0 ∈ C4+α(BR),w0 ∈ C2+2α/3(BR).
4. The linearized inhomogeneous system n = 1
We assume that
√|ε|( ∞∫
0
e2δ1t
∥∥f 1(·, t)∥∥2
L2(BR)
dt
)1/2
 1, (4.1)
√|ε|( ∞∫ e2δ1t∥∥f 2(·, t)∥∥2
L2(BR)
dt
)1/2
 1, (4.2)0
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0
e2δ1t
∥∥b1(·, t)∥∥2
H 1/2(∂BR)
dt
)1/2
 1, (4.3)
√|ε|( ∞∫
0
e2δ1t
∥∥b2(·, t)∥∥2
H 1/2(∂BR)
dt
)1/2
 1, (4.4)
√|ε|( ∞∫
0
e2δ1t
∥∥b3(·, t)∥∥2
H 3/2(∂BR)
dt
)1/2
 1, (4.5)
where δ1 is positive and sufficiently small, and that
√|ε|∥∥f 1∥∥
C2α/3,α/3(BR×[0,∞))  1, (4.6)√|ε|∥∥f 2∥∥
Cα,α/3(BR×[0,∞))  1, (4.7)√|ε|∥∥b1∥∥
C1+α,α/3(∂BR×[0,∞))  1, (4.8)√|ε|∥∥b2∥∥
C2+2α/3,1+α/3(∂BR×[0,∞))  1, (4.9)√|ε|∥∥b3∥∥
C2+α,α/3(∂BR×[0,∞))  1, (4.10)
for some α ∈ (0,1), and that the initial data satisfy the conditions of Theorem 2.1. (In
Section 7, the functions f j , bj will also depend on a new variable a, a ∈R3, |a| const.)
By Remark 3.2 we may assume without loss of generality that
ρ0 ∈ C4+α
(
BR
)
, w0 ∈ C2+2α/3
(
BR
)
, (4.11)
and
the consistence condition of order 2 for w is satisfied. (4.12)
We formally expand all the functions f j , bj in terms of spherical harmonics
f j (r, θ,ϕ, t) =
∞∑
n=0
n∑
m=−n
f
j
n,m(r, t)Yn,m(θ,ϕ), j = 1,2,
bj (θ,ϕ, t) =
∞∑
n=0
n∑
m=−n
b
j
n,m(t)Yn,m(θ,ϕ), j = 1,2,3.
We look for a solution of the form:
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∞∑
n=0
n∑
m=−n
ρn,m(t)Yn,m(θ,ϕ),
w(r, θ,ϕ, t) =
∞∑
n=0
n∑
m=−n
wn,m(r, t)Yn,m(θ,ϕ),
q(r, θ,ϕ, t) =
∞∑
n=0
n∑
m=−n
qn,m(r, t)Yn,m(θ,ϕ).
Then w = wn,m, q = qn,m and ρ = ρn,m satisfy the inhomogeneous linear system
wt −w +
(
n(n+ 1)
r2
+ 1
)
w = εf 1n,m(r, t) in BR × {t > 0}, (4.13)
−q + n(n+ 1)
r2
q = μw + εf 2n,m(r, t) in BR × {t > 0}, (4.14)
dρ
dt
= μ(1 − σ˜ )ρ − ∂q
∂r
(R, t)+ εb1n,m(t) for t > 0, (4.15)
w(R, t)+ λρ(t) = εb2n,m(t) for t > 0
(
λ = (σS)r (R)
)
, (4.16)
q(R, t) = − 1
R2
(
1 − n(n+ 1)
2
)
ρ(t)+ εb3n,m(t) for t > 0, (4.17)
ρ|t=0 = ρ0,n,m, w|t=0 = w0,n,m(r) in BR. (4.18)
By Parseval’s equation and (4.1), (4.2)
|ε|
∞∫
0
e2δ1t
∥∥f 1n,m(·, t)∥∥2L2(BR) dt = F 1n,m, where ∑
n,m
F 1n,m  1, (4.19)
|ε|
∞∫
0
e2δ1t
∥∥f 2n,m(·, t)∥∥2L2(BR) dt = F 2n,m, where ∑
n,m
F 2n,m  1, (4.20)
and by [17, Lemma 8.2],
|ε|(n+ 1)
∞∫
0
e2δ1t
∣∣b1n,m(t)∣∣2 dt = B1n,m, where ∑
n,m
B1n,m  C, (4.21)
|ε|(n+ 1)
∞∫
e2δ1t
∣∣b2n,m(t)∣∣2 dt = B2n,m, where ∑
n,m
B2n,m  C, (4.22)
0
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∞∫
0
e2δ1t
∣∣b3n,m(t)∣∣2 dt = B3n,m, where ∑
n,m
B3n,m  C. (4.23)
We denote the Laplace transform of a function Φ(t) by Φ̂(s) and introduce
wˆ(r, s) =
∞∫
0
e−stw(r, t) dt, qˆ(r, s) =
∞∫
0
e−st q(r, t) dt, ρˆ(s) =
∞∫
0
e−stρ(t) dt
for Re s > J , where J is to be determined. Proceeding formally to take the Laplace trans-
form of (4.13)–(4.17), we obtain,
−wˆ(r, s)+
(
n(n+ 1)
r2
+ (s + 1)
)
wˆ(r, s) = w0,n,m(r)+ εfˆ 1n,m(r, s) in BR,
wˆ(R, s) = −λρˆ(s)+ εbˆ2n,m(s), (4.24)
−qˆ(r, s)+ n(n+ 1)
r2
qˆ(r, s) = μwˆn,m(r, s)+ εfˆ 2n,m(r, s) in BR,
qˆ(R, s) = 1
R2
(
n(n+ 1)
2
− 1
)
ρˆ(s)+ εbˆ3n,m(s), (4.25)
and
sρˆ(s)− ρ0,n,m = μ(1 − σ˜ )ρˆ − ∂qˆ
∂r
∣∣∣∣
r=R
+ εbˆ1n,m(s). (4.26)
As in [14, Section 3], we can solve (4.24) in the form
wˆ = (−λρˆ(s)+ εbˆ2(s))In+1/2(r√s + 1)
r1/2
R1/2
In+1/2(R
√
s + 1) + ξ1,n,m + εξ2,n,m,
(4.27)
where ξ1,n,m(r, s) is the solution of
−ξ1,n,m +
(
n(n+ 1)
r2
+ (s + 1)
)
ξ1,n,m = w0,n,m(r) in BR, ξ1,n,m|r=R = 0,
(4.28)
and w2n(r, s) is the solution of
−ξ2,n,m +
(
n(n+ 1)
r2
+ (s + 1)
)
ξ2,n,m = fˆ 1n,m(r, s) in BR, ξ2,n,m|r=R = 0.
(4.29)
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s+1 wˆ and observe that
−ψ + n(n+ 1)
r2
ψ = εfˆ 2n,m(r, s)+
μ
s + 1
(
εfˆ 1n,m(r, s)+w0,n,m(r)
)
in BR,
ψ(R, s) = 1
R2
(
n(n+ 1)
2
− 1
)
ρˆ(s)+ εbˆ3(s)+ μλ
s + 1
(−ρˆ(s)+ εbˆ2(s)). (4.30)
The solution of this elliptic problem is given by
ψ = r
n
Rn
{[
1
R2
(
n(n+ 1)
2
− 1
)
− μλ
s + 1
]
ρˆ + εbˆ3n,m(s)+
εμbˆ2n,m(s)
s + 1
}
+ψ1,n,m + εψ2,n,m, (4.31)
where ψ1,n,m is the solution of
−ψ1,n,m + n(n+ 1)
r2
ψ1,n,m = μ
s + 1w0,n,m(r) in BR, ψ1,n,m|r=R = 0, (4.32)
and ψ2,n,m is the solution of
−ψ2,n,m + n(n+ 1)
r2
ψ2,n,m = fˆ 2n,m(r, s)+
μ
s + 1 fˆ
1
n,m(r, s) in BR, ψ2,n,m|r=R = 0.
(4.33)
Using (4.27), (4.31), we find that
qˆ = ψ − μ
s + 1 wˆ
= r
n
Rn
{[
1
R2
(
n(n+ 1)
2
− 1
)
− μλ
s + 1
]
ρˆ + εbˆ3n,m(s)+
εμbˆ2n,m(s)
s + 1
}
+ψ1,n,m + εψ2,n,m
+ μ
s + 1
In+1/2(r
√
s + 1)
r1/2
R1/2
In+1/2(R
√
s + 1)
(
λρˆ − εbˆ2n,m(s)
)
− μ
s + 1 (ξ1,n,m + εξ2,n,m), (4.34)
so that
∂qˆ
∂r
∣∣∣∣
r=R
= n
R
{[
1
R2
(
n(n+ 1)
2
− 1
)
− μλ
s + 1
]
ρˆ + εbˆ3n,m(s)+
εμbˆ2n,m(s)
s + 1
}
+ μ
s + 1
d
dr
[
In+1/2(r
√
s + 1)
r1/2
]
R1/2√ (λρˆ − εbˆ2n,m(s))r=R In+1/2(R s + 1)
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[
− μ
s + 1 (ξ1,n,m + εξ2,n,m)+ψ1,n,m + εψ2,n,m
]
r=R
. (4.35)
If we substitute (2.5) into (4.35) and insert the resulting expression for ∂qˆ/∂r(R) into
(4.26), we get
{
s −μ(1 − σ˜ )+ n
R3
(
n(n+ 1)
2
− 1
)
+ μλ√
s + 1
In+3/2(R
√
s + 1)
In+1/2(R
√
s + 1)
}
ρˆ
= ρ0,n,m − d
dr
[
− μ
s + 1 (ξ1,n,m + εξ2,n,m)+ψ1,n,m + εψ2,n,m
]
r=R
+ εbˆ1n,m −
εn
R
bˆ3n,m + εbˆ2n,mμRPn
(
R
√
s + 1 ), (4.36)
where λ = RP0(R) and 1−σ˜λR = P1(R) (by (2.6)). We can then express ρˆ = ρˆn,m from(4.36) in the form
ρˆn,m(s) = 1
μR2P0(R)hn(s,μ,R)
{
ρ0,n,m + d
dr
[
μ
s + 1ξ1,n,m −ψ1,n,m
]
r=R
+ ε d
dr
[
μ
s + 1ξ2,n,m −ψ2,n,m
]
r=R
+ εbˆ1n,m(s)− ε
n
R
bˆ3n,m(s)+ εμbˆ2n,m(s)RPn
(
R
√
s + 1 )}, (4.37)
where hn is as in (2.7), or
ρˆn,m(s) = Mn,m(s)+ ε
μR2P0(R)hn(s,μ,R)
{
d
dr
[
μ
s + 1ξ2,n,m −ψ2,n,m
]
r=R
+ εbˆ1n,m(s)− ε
n
R
bˆ3n,m(s)+ εμbˆ2n,m(s)RPn
(
R
√
s + 1 )}, (4.38)
where Mn,m(s) is defined by
Mn,m(s) = 1
μR2P0(R)hn(s,μ,R)
{
ρ0,n,m + ∂Qn,m
∂r
(R)
}
,
where
Qn,m = μ
s + 1ξ1,n,m −ψ1,n,m in BR
and ξ1,n,m, ψ1,n,m are defined by (4.28), (4.32).
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ρM,n,m(t) = 12πi
∫
Γ
Mn,m(s)e
st ds, (4.39)
ρf,n,m(t) = 12πi
∫
Γ
1
μR2P0(R)hn(s,μ,R)
· d
dr
[
μ
s + 1ξ2,n,m −ψ2,n,m
]
r=R
est ds, (4.40)
E1n(t) = 12πi
∫
Γ
1
μR2P0(R)hn(s,μ,R)
est ds, (4.41)
E2n(t) = 12πi
∫
Γ
1
μR2P0(R)hn(s,μ,R)
μRPn
(
R
√
s + 1 )est ds, (4.42)
where
Γ : s = J + iτ, −∞ < τ < ∞, (4.43)
and J > max[Re(roots of hn)]. Note that ρM,n,m is the function ρn,m corresponding to
the case f 1n,m ≡ f 2n,m ≡ 0, b1n,m ≡ b2n,m ≡ b3n,m ≡ 0. The corresponding qn,m and wn,m will
be denoted by qM,n,m and wM,n,m. We also define ρM by ρM =∑nm=−n ρM,n,mYn,m and
similarly define qM and wM by qM =∑nm=−n qM,n,mYn,m, wM =∑nm=−n wM,n,mYn,m.
Since, by (4.38),
ρˆn,m = ρˆM,n,m + ερˆf,n,m + ε
(
bˆ1n,m −
n
R
bˆ3n,m
)
Ê1n + εbˆ2n,mÊ2n, (4.44)
we obtain the representation
ρn,m = ρM,n,m + ερf,n,m + ε
(
b1n,m −
n
R
b3n,m
)
∗E1n + εb2n,m ∗E2n, (4.45)
so that
|ρn,m − ρM,n,m| |ε|
{
|ρf,n,m| +
∣∣∣∣(b1n,m − nRb3n,m
)
∗E1n
∣∣∣∣+ |b2,n,m ∗E2n|}. (4.46)
We proceed to estimate the three terms on the right-hand side of (4.46). We shall need an
improvement of [14, Lemma 5.2]:
Lemma 4.1. Let μ<μ∗(RS). Then there exists a small positive number δ, depending only
on μ, RS , such that the following is true for all n 	= 1:
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∣∣∣∣∣ 12πi
J+i∞∫
J−i∞
est ds
hn(s,μ,R)
∣∣∣∣∣Ce−δ(n3+1)t +C(n+ 1)−3e−δ(n2+1)t , (4.47)
|E2n| =
∣∣∣∣∣ 12πi
J+i∞∫
J−i∞
Pn(R
√
s + 1)est ds
RP0(R)hn(s,μ,R)
∣∣∣∣∣ C(n+ 1)−1e−δ(n2+1)t , (4.48)
where the constant C is independent of n.
Proof. Recall that μ∗(RS) = min(μ∗2(RS),μ0(RS)). Since μ<μ∗(RS), as in the proof of
[14, Lemma 5.2], we can decompose hn as follows: hn(s,μ,R) = c1(s + c(n) + kn(s)),
where c1kn(s) = −P1(R) + Pn(R
√
s + 1), and c(n) ≈ c2n3 as n → ∞, where c1 and c2
are a positive constants. Then, |kn(s)|  const = c3 if Re s > −δ(n2 + 1), provided δ is
small (cf. [14]).
By the residue theorem,
1
2πi
J+i∞∫
J−i∞
est ds
s + c(n) = e
−c(n)t ,
so that
1
2πi
J+i∞∫
J−i∞
est ds
s + c(n)+ kn(s)
= 1
2πi
[ J+i∞∫
J−i∞
est ds
s + c(n) −
J+i∞∫
J−i∞
kn(s)e
st ds
(s + c(n))(s + c(n)+ kn(s))
]
= e−c(n)t − 1
2πi
J+i∞∫
J−i∞
kn(s)e
st ds
(s + c(n))(s + c(n)+ kn(s)) ≡ e
−c(n)t − J.
In the last integral, J , we may change the contour of integration by moving a to −δ(n2 +1),
since hn(s,μ,R) does not vanish anywhere in the half plane Re s −δ(n2 + 1). We can
then derive the estimate, with s(τ ) = iτ − δ(n2 + 1),
|J | 1
2π
∞∫
−∞
|kn(s(τ ))|e−δ(n2+1)t dτ
|iτ − δ(n2 + 1)+ c(n)||iτ − δ(n2 + 1)+ c(n)+ kn(s(τ ))|
Ce−δ(n2+1)t
∞∫
−∞
dτ
τ 2 + (n+ 1)6  C(n+ 1)
−3e−δ(n2+1)t ,
and this completes the proof of (4.47).
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√
s + 1)|C/√|s| + 1 for Re s −δ(n2 + 1) (by (2.1)),
∣∣∣∣∣ 12πi
J+i∞∫
J−i∞
Pn(R
√
s + 1)est ds
s + c(n)+ kn(s)
∣∣∣∣∣=
∣∣∣∣∣ 12πi
−δ(n2+1)+i∞∫
−δ(n2+1)−i∞
Pn(R
√
s + 1)est ds
s + c(n)+ kn(s)
∣∣∣∣∣
 Ce−δ(n2+1)t
∞∫
−∞
dτ
(|τ | + n3 + 1)(|τ |1/2 + n+ 1)
 Ce−δ(n2+1)t
∞∫
−∞
dτ
|τ |3/2 + (n+ 1)4
 C(n+ 1)−4/3e−δ(n2+1)t ,
which proves (4.48). 
Lemma 4.2. If
∞∫
0
e2δ1t
∣∣b(t)∣∣2 dt A, where 0 < δ1 < δ,
then for all n 	= 1
∞∫
0
e2δ1t |b ∗Ejn|2 dt  CA(n+ 1)−6, j = 1,2, (4.49)
where C is a constant independent of n.
Proof. Consider first the case j = 2. By (4.48),
J0 ≡
∞∫
0
e2δ1t |b ∗E2n|2 dt

∞∫
0
e2δ1t
∣∣∣∣∣
t∫
0
∣∣b(t − τ)∣∣(n+ 1)−1e−δ(n2+1)τ dτ ∣∣∣∣∣
2
dt
 (n+ 1)−2
∞∫ { t∫ ∣∣b(t − τ)∣∣2e2δ1(t−τ)e−δ(n2+1)τ+δ1τ dτ t∫ e−δ(n2+1)τ+δ1τ dτ}dt0 0 0
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∞∫
0
{ t∫
0
∣∣b(t − τ)∣∣2e2δ1(t−τ)e−δ(n2+1)τ+δ1τ dτ}dt.
Changing the order of integration, we obtain
J0  C(n+ 1)−4
∞∫
0
{ ∞∫
τ
∣∣b(t − τ)∣∣2e2δ1(t−τ)e−δ(n2+1)τ+δ1τ dt}dτ
= C(n+ 1)−4
∞∫
0
{ ∞∫
0
∣∣b(t)∣∣2e2δ1t e−δ(n2+1)τ+δ1τ dt}dτ
 CA(n+ 1)−4
∞∫
0
e−δ(n2+1)τ+δ1τ dτ  CA(n+ 1)−6.
We next consider the case j = 1. By (4.47)
∞∫
0
e2δ1t |b ∗E1n|2 dt 
∞∫
0
e2δ1t
∣∣∣∣∣
t∫
0
∣∣b(t − τ)∣∣e−δ(n3+1)τ dτ ∣∣∣∣∣
2
dt
+
∞∫
0
e2δ1t
∣∣∣∣∣
t∫
0
∣∣b(t − τ)∣∣(n+ 1)−3e−δ(n2+1)τ dτ ∣∣∣∣∣
2
dt
≡ J1 + J2.
We can estimate J2 in the same way as J0 above and conclude that
|J2|CA(n+ 1)−10.
Next
|J1|
∞∫
0
e2δ1t
∣∣∣∣∣
t∫
0
∣∣b(t − τ)∣∣e−δ(n3+1)τ dτ ∣∣∣∣∣
2
dt

∞∫
0
{ t∫
0
∣∣b(t − τ)∣∣2e2δ1(t−τ)e−δ(n3+1)τ+δ1τ dτ t∫
0
e−δ(n3+1)τ+δ1τ dτ
}
dt
 C(n+ 1)−3
∞∫ { t∫ ∣∣b(t − τ)∣∣2e2δ1(t−τ)e−δ(n3+1)τ+δ1τ dτ}dt.0 0
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|J1| C(n+ 1)−3
∞∫
0
{ ∞∫
τ
∣∣b(t − τ)∣∣2e2δ1(t−τ)e−δ(n3+1)τ+δ1τ dt}dτ
= C(n+ 1)−3
∞∫
0
{ ∞∫
0
∣∣b(t)∣∣2e2δ1t e−δ(n3+1)τ+δ1τ dt}dτ
 CA(n+ 1)−3
∞∫
0
e−δ(n3+1)τ+δ1τ dτ  CA(n+ 1)−6.
Combining the estimates for J1 and J2, the inequality (4.49) follows. 
From Lemma 4.2 and (4.21), (4.23) we immediately obtain the following estimates of
the last two terms on the right-hand side of (4.46):
|ε|(n+ 1)7
∞∫
0
e2δ1t
∣∣∣∣(b1n,m − nRb3n,m
)
∗E1n
∣∣∣∣2 dt  C(B1n,m +B3n,m), (4.50)
|ε|(n+ 1)7
∞∫
0
e2δ1t
∣∣b2n,m ∗E2n∣∣2 dt CB2n,m. (4.51)
We next want to estimate ρf,n,m on the right-hand side of (4.46). We begin with the
term
L1 ≡ 12πi
∫
Γ
1
μR2P0(R)hn(s,μ,R)
d
dr
[
μ
s + 1ξ2,n,m
]
r=R
est ds
which appears in the definition (4.39) of ρf,n,m. Note, by (4.29), that ξ2,n,m is the Laplace
transform of the solution Ξ2,n,m of
(∂t −)Ξ2,n,m +
(
n(n+ 1)
r2
+ 1
)
Ξ2,n,m = f 1n,m(r, t) in BR, t > 0,
Ξ2,n,m = 0 on ∂BR, t > 0, Ξ2,n,m|t=0 = 0.
Since the Laplace transform of d
dr
(μe−t ∗Ξ2,n,m) is μs+1ξ2,n,m, we can write
L1 = E1n ∗ d
[
μe−t ∗Ξ2,n,m
]
r=R.dr
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Lemma 3.2],
|ε|
∞∫
0
e2δ1t
(∥∥Ξ2,n,m(·, t)∥∥2H 2(BR) + n2r2 ∥∥Ξ2,n,m(·, t)∥∥2H 1(BR) + n4r4 ∥∥Ξ2,n,m(·, t)∥∥2L2(BR)
)
dt
 CF 1n,m,
and therefore, using trace embedding as in the proof of [14, (3.31) of Lemma 3.2],
|ε|
∞∫
0
e2δ1t (n+ 1)
∣∣∣∣ ddr [Ξ2,n,m]r=R
∣∣∣∣2 dt CF 1n,m. (4.52)
Setting b ≡ μe−t ∗ d
dr
[Ξ2,n,m]r=R , we conclude that
|ε|
∞∫
0
e2δ1t |b|2 dt = |ε|
∞∫
0
e2δ1t
∣∣∣∣μe−t ∗ ddr [Ξ2,n,m]r=R
∣∣∣∣2 dt  F 1n,m(n+ 1)−1.
Hence,
|ε|
∞∫
0
e2δ1t
∣∣∣∣ 12πi
∫
Γ
1
μR2P0(R)hn(s,μ,R)
d
dr
[
μ
s + 1ξ2,n,m
]
r=R
est ds
∣∣∣∣2 dt
 |ε|
∞∫
0
e2δ1t |E1n ∗ b|2 dt  CF 1n,m(n+ 1)−1(n+ 1)−6
= CF 1n,m(n+ 1)−7. (4.53)
It remains to consider the term,
L2 ≡ 12πi
∫
Γ
1
μR2P0(R)hn(s,μ,R)
[
d
dr
ψ2,n,m
]
r=R
est ds
which appears in the definition (4.39) of ρf,n,m.
Note, by (4.23), that ψ2,n,m is the Laplace transform of the solution Ψ2,n,m of
−Ψ2,n,m + n(n+ 1)
r2
Ψ2,n,m = f 2n,m(r, t)+μe−t ∗ f 1n,m(r, t) in BR, t > 0,
Ψ2,n,m|r=R = 0. (4.54)
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L2 = E1n ∗ d
dr
[Ψ2,n,m]r=R.
By [14, Lemmas 3.2 and 3.3],
(n+ 1)
∣∣∣∣∂Ψ2,n,m∂r (R)
∣∣∣∣2  C[∥∥f 2n,m(·, t)∥∥2L2(BR) + ∥∥e−t ∗ f 1n,m(·, t)∥∥2L2(BR)],
so that, using the same argument as before,
|ε|
∞∫
0
e2δ1t
∣∣∣∣E1n ∗ [ ddr Ψ2,n,m
]
r=R
∣∣∣∣2 dt  C(F 1n,m + F 2n,m)(n+ 1)−7. (4.55)
Combining this estimate with (4.53), we obtain an estimate for ρf,n,m similar to (4.50),
(4.51), and from these three estimates we conclude:
Lemma 4.3. For all n 	= 1 and |m| n,
(n+ 1)7/2
( ∞∫
0
e2δ1t
∣∣ρn,m(t)− ρM,n,m(t)∣∣2 dt)1/2
 C
√|ε|{B1,n,m +B2,n,m +B3,n,m + F 1n,m + F 2n,m}, (4.56)
and therefore also( ∞∫
0
e2δ1t
∥∥∥∥ρ − ρM −∑
m
(ρ1,m + ρM,1,m)Y1,m
∥∥∥∥2
H 7/2(∂BR)
dt
)1/2
 C
√|ε|, (4.57)
where C is a constant independent of n.
Observe that w˜ ≡ w −wM −∑m(w1,m +wM,1,m)Y1,m satisfies (3.17) and (3.20) with
ρ replaced by ρ − ρM −∑m(ρ1,m + ρM,1,m)Y1,m and the mode 1 terms dropped from b2
and f 1. Multiplying (3.17) with w˜ − w˜|r=R and then integrating with e2δ1t dt , we obtain,
after using (4.57), the following result.
Lemma 4.4. If δ1 is sufficiently small then( ∞∫
0
e2δ1t
∥∥∥∥w −wM −∑
m
(w1,m +wM,1,m)Y1,m
∥∥∥∥2
H 1(BR)
dt
)1/2
 C
√|ε|. (4.58)
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replaced by ρ − ρM −∑m(ρ1,m + ρM,1,m)Y1,m, w replace by w − wM −∑m(w1,m +
wM,1,m)Y1,m and the mode 1 terms dropped from b3 and f 2. Using (4.58) and the elliptic
estimates for q˜ , we obtain:
Lemma 4.5. If δ1 is sufficiently small then( ∞∫
0
e2δ1t
∥∥∥∥q − qM −∑
m
(q1,m + qM,1,m)Y1,m
∥∥∥∥2
H 2(BR)
dt
)1/2
 C
√|ε|. (4.59)
We proceed in a similar way, using now Eq. (3.19) for ρt , to obtain:
Lemma 4.6.( ∞∫
0
e2δ1t
∥∥∥∥ ∂∂t
(
ρ − ρM −
∑
m
(ρ1,m + ρM,1,m)Y1,m
)∥∥∥∥2
H 1/2(∂BR)
dt
)1/2
 C
√|ε|. (4.60)
5. Estimating mode 1 terms
For n 	= 1 the zeros of hn(s) lie in Re s < −δ(n2 + 1) for some δ > 0. This fact enabled
us to move the contour Γ of integration (see (4.43)) to Re s = −δ(n2 + 1) and derive the
various estimates of Section 4. For n = 1, however, the situation is different: Since h1(s)
has a (simple) root at s = 0, we cannot move the contour Γ to Re s = −δ. As will be shown
in Section 6, there is a translation of coordinates
0 → εa(ε),
where a(ε) is uniformly bounded, such that
the expression in braces in (4.37) vanishes at s = 0, (5.1)
and thus the singularity of 1/h1(s) at s = 0 will be cancelled. Hence, in the new coordinate
system we can take the inverse Laplace transform in (4.37) and move the contour Γ to
Re s = −δ, thus obtaining the formula
ρ1,m(t) = 12πi
−δ+i∞∫
−δ−i∞
ρˆ1,m(s)e
st ds; (5.2)
ρˆ1,m(s) is given by (4.37). In order to estimate the right-hand side of (5.2), we break up
ρˆ1,m(s), as given by the right-hand side of (4.38) into four terms, each of the form
A(s) (5.3)
h1(s)
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since s = 0 is a root of h1(s), we cannot move, in the inverse Laplace transform formula,
the contour Γ to Re s = −δ since h1(s) vanishes at s = 0. We therefore rewrite (5.3) in the
form (
s
s + 1
1
h1(s)
)
A(s)+
(
s
s + 1
1
h1(s)
)
B(s), B(s) = A(s)
s
. (5.4)
In the first term the factor s/(s + 1) cancels the zero of h1(s) while at the same time
s/(s + 1) ∼ 1 as |s| → ∞. Thus the inverse Laplace transform can be estimated exactly as
in [14, Section 5]. The second term in (5.4) has to be treated more carefully.
To do that we begin by introducing new functions
E1∗ = 12πi
∫
Γ
s
s + 1
est ds
h1(s,μ,R)
,
E2∗ = 12πi
∫
Γ
s
s + 1
P1(R
√
s + 1)est ds
RP0(R)h1(s,μ,R)
,
where Γ is the same contour as in (4.43). The factor s/(s+1) cancels out the zero of h1(s)
at s = 0, and at the same time it behaves like 1 as |s| ∼ ∞. Hence we can use the same
argument as in the proof of [14, Lemma 5.2], moving Γ to the contour Re s = −δ, and
establish the following lemma.
Lemma 5.1. Let μ<μ∗(RS). Then there exists a small positive number δ, depending only
on μ and RS , such that the following is true:
|E1∗| =
∣∣∣∣∣ 12πi
J+i∞∫
J−i∞
s
s + 1
est ds
h1(s,μ,R)
∣∣∣∣∣ Ce−δt , (5.5)
|E2∗| =
∣∣∣∣ 12πi
J+i∞∫
J−i∞
s
s + 1
P1(R
√
s + 1)est ds
RP0(R)h1(s,μ,R)
∣∣∣∣ Ce−δt . (5.6)
We next prove:
Lemma 5.2. Let μ<μ∗(RS). Then there exists a small positive number δ, depending only
on μ and RS , such that the following is true:
∣∣∣∣∣ 12πi
−δ+i∞∫
−δ−i∞
est ds
h1(s,μ,R)
ρ0,1,m
∣∣∣∣∣ Ce−δt |ρ0,1,m|. (5.7)
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(5.5) coincides with the inequality
∣∣∣∣∣ 12πi
−δ+i∞∫
−δ−i∞
s
s + 1
est ds
h1(s,μ,R)
∣∣∣∣∣ Ce−δt . (5.8)
We next write
1
2πi
−δ+i∞∫
−δ−i∞
est ds
h1(s,μ,R)
= 1
2πi
−δ+i∞∫
−δ−i∞
s
s + 1
est
h1(s,μ,R)
(
1 + 1
s
)
ds.
In view of (5.8) we only need to estimate the integral
J =
∣∣∣∣∣ 12πi
−δ+i∞∫
−δ−i∞
s
s + 1
est
h1(s,μ,R)
1
s
ds
∣∣∣∣∣.
Since clearly J is bounded by
Ce−δt
∣∣∣∣∣
−δ+i∞∫
−δ−i∞
1
|s|2 d|s|
∣∣∣∣∣ Ce−δt ,
the lemma follows. 
We shall need the following general result for the Laplace transform:
Lemma 5.3. Suppose that bˆ(s) is the Laplace transform of b(t) such that
(i) bˆ(0) 	= 0,
(ii) bˆ(s) is holomorphic for Re s > −η for some η > 0,
(iii) |bˆ(s)| 1/|s| for large |s| with Re s > −η.
Then, for any 0 < δ < η,
1
2πi
−δ+i∞∫
−δ−i∞
bˆ(s)
est
s
ds = −
∞∫
t
b(τ )dτ for t > 0. (5.9)
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form formula (noticing that χˆ{t>0} = 1/s), we have for any J > 0,
1
2πi
J+i∞∫
J−i∞
bˆ(s)
est
s
ds = b ∗ χ{t>0} =
t∫
0
b(τ) dτ.
Since bˆ(0) 	= 0, if we move the contour of integration on the left-hand side by moving J
to −δ and applying the residue theorem, we obtain
1
2πi
J+i∞∫
J−i∞
bˆ(s)
est
s
ds = 1
2πi
−δ+i∞∫
−δ−i∞
bˆ(s)
est
s
ds + bˆ(0).
Observing that
bˆ(0) =
∞∫
0
b(τ) dτ,
the lemma follows. 
Lemma 5.4.
∞∫
0
e2δ1t
∣∣∣∣∣
∞∫
t
b(τ ) dτ
∣∣∣∣∣
2
dt  1
δ21
∞∫
0
e2δ1t
∣∣b(t)∣∣2 dt. (5.10)
Proof.
∞∫
0
e2δ1t
∣∣∣∣∣
∞∫
t
b(τ ) dτ
∣∣∣∣∣
2
dt

∞∫
0
e2δ1t
( ∞∫
t
∣∣b(τ)∣∣2eδ1τ dτ ∞∫
t
e−δ1τ dτ
)
dt  1
δ1
∞∫
0
eδ1t
( ∞∫
t
∣∣b(τ)∣∣2eδ1τ dτ)dt
= 1
δ1
∞∫
0
( τ∫
0
eδ1t dt
)∣∣b(τ)∣∣2eδ1τ dτ  1
δ21
∞∫
0
∣∣b(τ)∣∣2e2δ1τ dτ. 
We now assume that the initial data are such that (5.1) holds. Then we can use (5.2) and
write ρˆ1,m in the form as
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(
bˆ11,m −
1
R
bˆ31,m
)
Ê1∗
(
1 + 1
s
)
+ εbˆ21,mÊ2∗
(
1 + 1
s
)
. (5.11)
We then apply the previous lemmas to estimate the inverse Laplace transform of the last
three terms. For example, for the term
εbˆ21,mÊ2∗
(
1 + 1
s
)
= εbˆ21,mÊ2∗ + εb21,mÊ2∗
1
s
,
we can apply Lemmas 5.3–5.5 to obtain an estimate for the last term on the right-hand
side, while the first term on the right-hand side can be treated as in Section 4. As for the
first term on the right-hand side of (5.11), by the linear stability result [14, Theorem 5.5]
we have
ρM,1,m(t) = ρ˜M,1,m(t)+ cm(ε), (5.12)
where
ρ˜M,1,m(t) = 12πi
−δ+i∞∫
−δ−i∞
ρˆM,1,m(s)e
st ds,
∣∣ρ˜M,1,m(t)∣∣ Ce−δt and ∣∣cm(ε)∣∣Cε.
Combining the above estimates we conclude:
Lemma 5.5. If (5.1) is satisfied, then
∞∫
0
e2δ1t
∣∣ρ1,m(t)− ρ˜M,1,m(t)∣∣2 dt  C|ε|. (5.13)
In particular,
∞∫
0
e2δ1t
∣∣ρ1,m(t)∣∣2 dt  C. (5.14)
Using this estimate we can proceed to derive the same estimates for w1,m and q1,m as
in Section 4.
6. A choice of a new center
In order to prove asymptotic stability we need to determine the center of the limit sphere.
The center is implicitly dependent on the initial data, but it is unknown at this stage; it
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a(ε) by imposing the requirement (5.1), namely, that the mode 1 terms in the expression in
the braces in (4.37) vanish at s = 0; this will cancel the simple zero of h1(s,μ,R) at s = 0.
Once this cancellation is done, we can change the contour of integration in the inverse
Laplace transform of the various functions, as described in Section 5, to Re s = −δ, for
some δ > 0, and obtain the assertion of Lemma 5.5.
The expression in the braces in (4.37) for n = 1, s = 0 is given by{
ρ0,1,m + d
dr
[
μ
s + 1ξ1,1,m −ψ1,1,m
]
r=R
+ ε d
dr
[
μ
s + 1ξ2,1,m −ψ2,1,m
]
r=R
+ εbˆ11,m(s)− ε
n
R
bˆ31,m(s)+ εμbˆ21,m(s)RPn
(
R
√
s + 1 )}∣∣∣∣
s=0
. (6.1)
Let us first see how to choose a translation 0 → εa which will change the initial data
w0, ρ0 in such a way that the first term in (6.1) become O(ε). Setting a = (a1, a2, a3), the
translation 0 → εa causes a change of variables (r, θ,ϕ) → (r ′, θ ′, ϕ′) given by
r cosϕ sin θ = εa1 + r ′ cosϕ′ sin θ ′,
r sinϕ sin θ = εa2 + r ′ sinϕ′ sin θ ′,
r cos θ = εa3 + r ′ cos θ ′; (6.2)
(r ′, θ ′, ϕ′) are the new variables.
For the purpose of application in Section 7 we shall allow the functions (f 1, f 2, b1,
b2, b3) to depend on the new center a that is yet to be determined.
Lemma 6.1. Let
(
f 1, f 2
)= (f 1(r, θ,ϕ, t;a), f 2(r, θ,ϕ, t;a)),(
b1, b2, b3
)= (b1(θ,ϕ, t;a), b2(θ,ϕ, t;a), b3(θ,ϕ, t;a))
be any functions satisfying (4.1)–(4.10). For any initial data w0, ρ0, there exists a transla-
tion of the origin 0 → εa, a = (a1, a2, a3) uniformly bounded, say |a|Q0, such that in
the new coordinate system,{
ρ0,1,m + d
dr
[
μ
s + 1ξ1,1,m −ψ1,1,m
]
r=R
}∣∣∣∣
s=0
= εCm for m = −1,0,1, (6.3)
where Cm is a bounded function of (a, ε).
Proof. We have
r2 = r ′2 + ε2(a2 + a2 + a2)+ 2ε(a1r ′ cosϕ′ sin θ ′ + a2r ′ sinϕ′ sin θ + a3r ′ cos θ ′),1 2 3
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r = r ′ + ε(a1r ′ cosϕ′ sin θ ′ + a2r ′ sinϕ′ sin θ ′ + a3r ′ cos θ ′)+O
(
ε2
)
,
θ = θ ′ +O(ε), ϕ = ϕ′ +O
(
ε
sin θ
)
.
Hence
σ(r, θ,ϕ,0) = σS(r)+ εw0(r, θ,ϕ)+O
(
ε2
)
= σS(r ′)+ ε
{
∂σS(r
′)
∂r ′
(a1r
′ cosϕ′ sin θ ′
+ a2r ′ sinϕ′ sin θ + a3r ′ cos θ ′)+w0(r ′, θ ′, ϕ′)
}
+O(ε2),
which implies that initial data w˜0 under the new coordinate system is given by
w˜0(r
′, θ ′, ϕ′) = w0(r ′, θ ′, ϕ′)+ ∂σS(r
′)
∂r ′
{a1r ′ cosϕ′ sin θ ′ + a2r ′ sinϕ′ sin θ + a3r ′ cos θ ′}
+ εA(r ′, θ ′, ϕ′, ε;a), (6.4)
where A is a bounded function. Similarly, the boundary r = R + ερ0(θ,ϕ) is transformed
into
r ′ = R + ε{ρ0(θ ′, ϕ′)− (a1 cosϕ′ sin θ ′ + a2 sinϕ′ sin θ + a3 cos θ ′)}+O(ε2),
which implies that
ρ˜0(θ
′, ϕ′) = ρ0(θ ′, ϕ′)− (a1 cosϕ′ sin θ ′ + a2 sinϕ′ sin θ + a3 cos θ ′)
+ εB(r ′, θ ′, ϕ′, ε;a), (6.5)
where B is a bounded function. Since
Y10 =
√
3
4π
cos θ, Y1,−1 =
√
3
8π
sin θe−iϕ, Y1,1 = −
√
3
8π
sin θeiϕ,
we can rewrite (6.4) and (6.5) in the form
w˜0(r
′, θ ′, ϕ′) = w0(r ′, θ ′, ϕ′)
+ ∂σS(r
′)
∂r ′
{
b1Y1,−1(θ ′, ϕ′)+ b2Y1,0(θ ′, ϕ′)+ b3Y1,1(θ ′, ϕ′)
}
+O(ε), (6.6)
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′, ϕ′) = ρ0(θ ′, ϕ′)−
{
b1Y1,−1(θ ′, ϕ′)+ b2Y1,0(θ ′, ϕ′)+ b3Y1,1(θ ′, ϕ′)
}
+O(ε), (6.7)
where
b1 − b3 = a1
√
8π
3
, i(b1 + b3) = a3
√
8π
3
, b2 = a3
√
4π
3
. (6.8)
In the new coordinate system the initial data are changed according to the rules (6.6)
and (6.7), i.e.,
ρ0,1,m is replaced by ρ0,1,m − bm+2 + εAm, and
w0,1,m is replaced by w0,1,m + bm+2 ∂σS(r)
∂r
+ εBm, (6.9)
where Am,Bm are bounded functions of (a, ε).
In the new coordinate system the functions ξ1,1,m(r) and ψ1,1,m(r) satisfy at s = 0
(cf. (4.28), (4.32))
−ξ1,1,m +
(
2
r2
+ 1
)
ξ1,1,m = w0,1,m(r)+ bm+2 ∂σS(r)
∂r
+ εA˜m in BR,
ξ1,1,m|r=R = 0 (6.10)
and
−ψ1,1,m + 2
r2
ψ1,1,m = μ
(
w0,1,m(r)+ bm+2 ∂σS(r)
∂r
+ εB˜m
)
in BR,
ψ1,1,m|r=R = 0, (6.11)
where A˜m, B˜m are bounded functions of r and (a, ε). We can split ξ1,1,m and ψ1,1,m into
ξ1,1,m = bm+2ξ (b)1,1,m + ξ˜1,1,m, ψ1,1,m = bm+2ψ(b)1,1,m + ψ˜1,1,m,
and where ξ˜1,1,m, ψ˜1,1,m are the solutions of (6.10) and (6.11) corresponding to the right-
hand side terms w0,1,m + εA˜m and μw0,1,m + εB˜m, respectively.
Substituting these results into (6.3), we obtain{
ρ0,1,m + d
dr
[μξ1,1,m −ψ1,1,m]r=R
}
=
(
−1 + d
dr
[
μξ
(b)
1,1,m −ψ(b)1,1,m
]
r=R
)
bm+2 +G1m + εG2m,
where G1m is independent of bm+2 and G2m is a bounded function of b = (b1, b2, b3) and ε.
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not vanish, i.e.,
Bm ≡ −1 + d
dr
[
μξ
(b)
1,1,m −ψ(b)1,1,m
]
r=R 	= 0; (6.12)
for then, we can choose bm+2 to cancel G1m, leaving out the expression εG2m, which is the
right-hand side of (6.3).
We shall prove:
Lemma 6.2. Bm = 0 if and only if μ = μ1(R).
Recalling (by [14]) that
μ∗(R) = min
(
μ∗0(R),μ∗2(R)
)
 μ∗0(R) < μ1(R),
where
μ1(R) = − 2
R3P0(R)P ′1(R)
, (6.13)
it follows that
Bm 	= 0 if μ<μ∗(R), (6.14)
which completes the proof of Lemma 6.1. 
Remark 6.1. The assertion of Lemma 6.2 is to be expected. Indeed, if μ = μ1 (and only
in this case) h1(s) has a double root at s = 0. Therefore there is no way to cancel the
singularity at s = 0 in the inverse Laplace transform and, as a consequence, asymptotic
stability cannot be expected.
Proof of Lemma 6.2. In order to compute Bm, we need to compute the functions ξ (b)1,1,m
and ψ(b)1,1,m. These functions satisfy
−ξ(b)1,1,m +
(
2
r2
+ 1
)
ξ
(b)
1,1,m =
∂σS(r)
∂r
in BR, ξ (b)1,1,m|r=R = 0, (6.15)
and
−ψ(b)1,1,m +
2
r2
ψ
(b)
1,1,m = μ
∂σS(r)
∂r
in BR, ψ(b)1,1,m|r=R = 0. (6.16)
From these equations we see that w(b)1,1,m and ψ
(b)
1,1,m are actually independent of m. One
can easily verify that
ψ
(b)
1,1,m = −μ
[
(σS)r (r)− r (σS)r (R)
]
,R
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∂
∂r
ψ
(b)
1,1,m(R) = −μ
[
(σS)rr (R)− 1
R
(σS)r (R)
]
= −μ
[
σS(R)− 3
R
(σS)r (R)
]
. (6.17)
Next, using the equation for σS and (σS)r we can recast the equation for ξ (b)1,1,m in the more
convenient form:
− ∂
∂r
{
r2
[
(σS)r
]2
(r)
∂
∂r
(
ξ
(b)
1,1,m
(σS)r (r)
)}
= r2[(σS)r]2(r) in BR.
Integrating both sides and noticing that the function in the brace vanishes at r = 0, we
obtain
−
{
r2
[
(σS)r
]2
(r)
∂
∂r
(
ξ
(b)
1,1,m
(σS)r (r)
)}
= r2σS(r)(σS)r (r)−
r∫
0
τ 2(σS)
2(τ ) dτ,
and since ξ (b)1,1,m(R) = 0,
∂
∂r
ξ
(b)
1,1,m(R) = −σS(R)+
1
R2(σS)r (R)
R∫
0
r2(σS)
2(r) dr. (6.18)
We now compute, using (6.17) and (6.18),
Bm = −1 + d
dr
[
μξ
(b)
1,1,m −ψ(b)1,1,m
]
r=R
= −1 +μ
{
1
R2(σS)r (R)
R∫
0
r2(σS)
2(r) dr − 3
R
(σS)r (R)
}
.
Since (σS)r (R) = RP0(R) (by (2.6)) and
R∫
0
r2(σS)
2(r) dr =
R∫
0
R2
sinh2 R
sinh2 r dr = R
2
2
(
cothR − R
sinh2 R
)
= R
2
2
(
cothR −R coth2 R +R)= R3
2
[−P0(R)−R2P 20 (R)+ 1]
(by (2.2)),
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Bm = −1 + μ2
{
−1 −R2P0(R)+ 1
P0(R)
− 6P0(R)
}
.
On the other hand,
−R3P0(R)P ′1(R)
= −R3P0(R)
[
1
R
− 5
R
P1(R)−RP 21 (R)
]
(by (2.4))
= P0(R)
[−R2 + 5R2P1(R)+R4P 21 (R)]
= P0(R)
[
−R2 + 5
(
1
P0(R)
− 3
)
+
(
1
P0(R)
− 3
)2]
(by (2.3), n = 0)
= −R2P0(R)− 1 − 6P0(R)+ 1
P0(R)
,
so that
Bm = −1 − μ2 R
3P0(R)P
′
1(R). (6.19)
Recalling the definition of μ1(R) in (6.13) we conclude that
Bm = 0 if and only if μ = μ1(R). 
7. Stability for μ < μ∗(RS)
We shall establish the asymptotic stability (of the stationary solution) for (3.1)–(3.5) by
means of two fixed points arguments for the system (3.12)–(3.16) (where all the primes
“
′
” have been dropped out) with initial data (3.22), (3.23).
Remark 7.1. The formal calculations with the Laplace transform and the estimates derived
in the previous sections for the system (3.17)–(3.23) can be used to prove rigorously the
existence of a unique solution to (3.17)–(3.23) satisfying all the estimates derived in the
previous sections.
We are going to make a translation 0 → εa(ε) where a(ε) is still to be determined; note
that a(ε) is independent of t . We note that a translation does not change Eqs. (3.1)–(3.5);
it does change however the initial values. Moving the origin of the system (3.1)–(3.5) to
εa(ε) is equivalent to keeping the origin fixed at 0 but replacing ρ0 and w0 by the formulas
(6.4) and (6.5). Since this approach is technically simpler, we shall always keep the origin
fixed (with coordinate system (r, θ,ϕ)) and the translation will be done through the change
of the initial data according to (6.4) and (6.5) with (r ′, θ ′, ϕ′) replaced by (r, θ,ϕ).
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we shall take the f j , bj in (3.17)–(3.21) to be functions not only of (r, θ,ϕ, t), but also
of a. The reason we consider this larger class of data f j , bj is in order to accommodate
the consistency condition of order 2, which depends on a, as will be explained in the next
paragraph.
For notational convenience, we write in this section the interval [0, T /2] in Remark 3.2
as [−T/2,0]. Given initial data ρ0,w0 and a = a(ε), we define ρ˜0, w˜0 by (6.4) and (6.5).
We assume that the f j , bj are given functions such that (4.1)–(4.5), (4.6)–(4.10) are satis-
fied, and
f j = ˜˜f j , bj = ˜˜bj if −T/2 < t  0; (7.1)
here the translated initial data at t = −T/2 is used, and therefore ˜˜f j , ˜˜bj depend on a and
thus also the functions f j and bj depend on a for −T/2  t  0. It will be convenient
to take the functions f j and bj to depend on (r, θ,ϕ, t) and a for all t . In addition to
(4.1)–(4.10) we shall assume that
∂f j
∂a
≡ 0, ∂b
j
∂a
≡ 0 for t  1, |a|Q0 + 1 (7.2)
and
∂f j
∂a
and
∂bj
∂a
satisfy (4.5)–(4.10) for |a|Q0 + 1, t  1, (7.3)
where Q0 is the constant defined in Lemma 6.1. Notice that (7.2) implies that ∂f j /∂a and
∂bj /∂a also satisfy (4.1)–(4.6) (with the right-hand sides replaced by a constant).
From (7.2) and (7.3) we easily deduce that
√|ε|max
BR
∣∣∣∣[ ∂∂a fˆ j (r, θ,ϕ, s;a)
]
s=0
∣∣∣∣ const, |a|Q0 + 1, (7.4)
√|ε|max
∂BR
∣∣∣∣[ ∂∂a bˆj (θ,ϕ, s;a)
]
s=0
∣∣∣∣ const, |a|Q0 + 1. (7.5)
We can solve the system (3.17)–(3.21) with the translated initial data and we then define
a function F(a) = (F1(a),F2(a),F3(a)) by
Fm(a) =
{
ρ˜0,1,m + d
dr
[
μ
s + 1ξ1,1,m −ψ1,1,m
]
r=R
+ ε d
dr
[
μ
s + 1ξ2,1,m −ψ2,1,m
]
r=R
+ εbˆ11,m(s)− ε
n
R
bˆ31,m(s)+ εμbˆ21,m(s)RPn
(
R
√
s + 1 )}∣∣∣∣
s=0
, (7.6)
where ψj,1,m, ξj,1,m correspond the initial data w˜0, where ρ˜0, w˜0 are given in terms of
ρ0,w0 by (6.4) and (6.5).
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through the dependence of ρ˜0,1,m, ξ1,1,m, ψ1,1,m, ξ2,1,m, ψ2,1,m and bˆj1,m on a.
By Lemma 6.1, we can choose a = a0 so that |F(a0)| C|ε|. Since F(a) is of the form
Fm(a) =
{(
−1 + d
dr
[
μξ
(b)
1,1,m −ψ(b)1,1,m
]
r=R
)
bm+2
}
+G1m + εG2m(a), (7.7)
where G1m is independent of a and G2m(a) is bounded independently of a. Using (7.4) and
(7.5) we can differentiate the system (3.17)–(3.23) with respect to a and establish estimates
as the a-derivative of the solution (w,q,ρ) in the same way as we did for (w,q,ρ). This
enables us to conclude that ∂
∂a
G2m(a) is bounded independently of a. From (6.12), (6.8)
and (7.7) it then follows that F is differentiable and F ′(a0) is invertible for small |ε|. If |ε|
is small, then
∣∣F(a0)∣∣ C|ε| 12‖(F ′(a0))−1‖ .
We can next choose K to be small (independently of ε) such that K < 1 and
∥∥F ′(a)− F ′(a0)∥∥ 12‖(F ′(a0))−1‖ in BK(a0).
Then by Theorem 2.2, there exists a unique a ∈ BK(a0), which we denote by a∗ = a∗(ε),
such that F(a∗) = 0; note that |a∗|Q0 + 1 (Q0 is as in (7.3)–(7.5)).
For the translation 0 → εa∗ the expression (6.1) vanishes so that, by Lemma 5.5, (5.13)
holds, and in Lemmas 4.3–4.6 all the mode 1 terms can be dropped.
Next we derive Hölder estimates on ρ,w,q . But, before doing so let us emphasize again
that we are considering (ρ,w,q) as a solution of (3.17)–(3.21) in the original coordinates
with the initial data changed by the mapping x → x + εa∗ through the formula (6.6)–(6.7)
(or (6.9)) (with a = a∗).
We have, by the Hölder estimates for the inhomogeneous Hele–Shaw problem [12] (here
we use the consistency condition of order 2 for w; see Remark 3.2 and the consistency
condition (7.1))
‖ρ,Dxρ‖C3+α,1+α/3(∂BR×[0,T ])  CT
(√|ε| + ‖ρ0‖C4+α(BR) + ‖w0‖C2+2α/3(BR)),
‖w‖C2+2α/3,1+α/3(BR×[0,T ])  CT
(√|ε| + ‖ρ0‖C4+α(BR) + ‖w0‖C2+2α/3(BR)),
‖q‖C2+α,α/3(BR×[0,T ])  CT
(√|ε| + ‖ρ0‖C4+α(BR) + ‖w0‖C2+2α/3(BR))
for some T0 > 0. To extend this to all T0, it suffices to establish a priori bounds on
‖ρ(·, t)‖C4+α(∂BR) and ‖w(·, t)‖C2+2α/3(BR).
In order to ensure that the consistence condition of order 2 for w is satisfied (see Re-
mark 3.2) we need to modify the solution (ρM,wM,qM) of the homogeneous system by
fitting the initial condition to the boundary condition near t = 0. We introduce such a mod-
ified solution (ρH ,wH ,qH ) as follows: Let ζ ∈ C∞[0,∞) be a cutoff function such that
634 A. Friedman, B. Hu / J. Differential Equations 227 (2006) 598–639ζ(t) = 1 for t < 1/2, ζ(t) = 0 for t > 1 and 0  ζ  1. Denote by (ρH ,wH ,qH ) the so-
lution corresponding to the same translated initial data with the right-hand side replaced
by f j ζ(t), bj ζ(t). Observe that (ρ − ρH ,w − wH,q − qH ) satisfies the inhomogeneous
system with zero initial data, and right-hand side replaced by f j (1 − ζ(t)), bj (1 − ζ(t));
these right-hand side functions are dominated by the same norms of f j , bj . It is clear that
the consistency condition is satisfied for (ρH ,wH ,qH ). Hence
∥∥(ρ − ρH ),Dx(ρ − ρH )∥∥C3+α,1+α/3(∂BR×[0,T0])  CT0√|ε|,
‖w −wH‖C2+2α/3,1+α/3(BR×[0,T0])  CT0
√|ε|,
‖q − qH‖C2+α,α/3(BR×[0,T0])  CT0
√|ε|. (7.8)
The proof of Theorem 2.1 shows clear that (7.8) holds for any T0 > 1 if |ε| is sufficiently
small. One can easily derive for the linear problem for (ρH ,wH ,qH ) the estimates
‖ρH ,DxρH‖C3+α,1+α/3(∂BR×[1,∞)) C
(‖ρ0‖C4+α(BR) + ‖w0‖C2+2α/3(BR)),
‖wH‖C2+2α/3,1+α/3(BR×[1,∞))  C
(‖ρ0‖C4+α(BR) + ‖w0‖C2+2α/3(BR)),
‖qH‖C2+α,α/3(BR×[1,∞))  C
(‖ρ0‖C4+α(BR) + ‖w0‖C2+2α/3(BR)).
By (5.12) and Lemma 5.1 we can deduce that the mode 1 terms in the solution
(ρH ,wH ,qH ) are bounded in the appropriate Hölder norms by Ce−δt + C|ε|. The
complementary part of the solution (i.e., after we subtract the mode 1 terms) con-
verges to zero as t → ∞. Hence, there exists a constant L > 1, depending only on
‖ρ0‖C4+α(BR) + ‖w0‖C2+2α/3(BR), such that
‖ρH ,DxρH‖C3+α,1+α/3(∂BR×[L,∞))  1,
‖wH‖C2+2α/3,1+α/3(BR×[L,∞))  1,
‖qH‖C2+α,α/3(BR×[L,∞))  1.
Let us assume for definiteness that
‖ρ0‖C4+α(BR) + ‖w0‖C2+2α/3(BR)  4, (7.9)
and then fix L as above. The proof of Theorem 2.1 shows that if |ε| is small enough, then
the solution exists for t ∈ [0, T ] with T = L. We choose |ε| to be small enough so that also
CT
√|ε| 1. Then
∥∥ρ(·,L)∥∥
C4+α(∂BR)  1 +
∥∥ρH (·,L)∥∥C4+α(∂BR)  2, (7.10)∥∥w(·,L)∥∥ 2+2α/3  1 + ∥∥wH(·,L)∥∥ 2+2α/3  2, (7.11)C (BR) C (BR)
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C4+α(BR) +
∥∥w(·,L)∥∥
C2+2α/3(BR)  4. (7.12)
The same argument shows that, the solution can be extended to [L,2L], [2L,3L], . . . with
the same |ε|. We have thus proved the existence of a global solution of (3.17)–(3.21), with
initial data which have undergone the translation 0 → εa∗, satisfying
‖ρ,Dxρ‖C3+α,1+α/3(∂BR×[0,∞))  C, (7.13)
‖w‖C2+2α/3,1+α/3(BR×[0,∞))  C, (7.14)
‖q‖C2+α,α/3(BR×[0,∞))  C. (7.15)
We summarize:
Lemma 7.1. Given (f 1, f 2, b1, b2, b3) satisfying (7.1), (7.4) and (7.5), (4.1)–(4.5) and
(4.6)–(4.10) and initial data (1.9) satisfying (4.11), (4.12), there is a unique point a∗ ∈ R3
such that after performing a change of variables x → x + εa∗ on the initial data through
(6.6), (6.7) (but keeping the coordinate system in (3.17)–(3.21) fixed), the following is true:
there exists a unique solution of (3.17)–(3.21), with the transformed initial data, for all
t > 0, satisfying the estimates (7.13)–(7.15).
Note a∗ depends on the functions f j , bj of (x, t;a).
Having completed the first fixed point argument, with a∗ as the fixed point, we proceed
with a second fixed point argument.
We introduce the space X of functions Φ = (f 1, f 2, b1, b2, b3) with norm ‖Φ‖ defined
by the maximum of the left-hand sides of (4.1)–(4.10), (7.4), (7.5) with √|ε| dropped, and
set
X1 =
{
Φ ∈ X: √|ε|‖Φ‖ 1 and (7.1) hold}.
Given Φ ∈ X1, we define a∗ as above and then introduce, by Lemma 7.1, the solution
(w,q,ρ) of (3.17)–(3.21) with initial data (4.11), (4.12) transformed by x → x + εa∗
through (6.6), (6.7). We define a new function Φ˜ ≡ SΦ = (f˜ 1, f˜ 2, b˜1, b˜2, b˜3) as follows
(cf. (3.12)–(3.16)): for a = a∗,
f˜ 1(r, θ,ϕ, t;a∗) = −A1εw +Aεw, f˜ 2(r, θ,ϕ, t;a∗) = −Aεq, (7.16)
b˜1(θ,ϕ, t;a∗) = B1ε , b˜2(θ,ϕ, t;a∗) = B2ε , b˜3(θ,ϕ, t;a∗) = B3ε , (7.17)
where in the definition of A1ε , Aε , etc., we drop all the primes “ ′ ”, as we have already
agreed to do (see the sentence between (3.16) and (3.17)).
For a 	= a∗, we cannot define (f˜ j (r, θ, ϕ, t;a), b˜j (θ, ϕ, t;a)) in the same way as in
(7.16), (7.17) with the translations x → x + εa, since then F(a) 	= 0 and consequently
(4.1)–(4.5) will not be satisfied. So we first define the functions:
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b1(θ,ϕ, t;a) = B1ε , b2(θ,ϕ, t;a) = B2ε , b3(θ,ϕ, t;a) = B3ε . (7.19)
Then we take a cutoff function ζ ∈ C∞[0,∞) such that ζ(t) = 1 for t < 1/2, ζ(t) = 0 for
t > 1, and 0 ζ  1 for 1/2 t  1, and finally define
f˜ j (r, θ, ϕ, t;a) = (1 − ζ(t))f˜ j (r, θ, ϕ, t;a∗)+ ζ(t)f¯ j (r, θ, ϕ, t;a), (7.20)
b˜j (θ, ϕ, t;a) = (1 − ζ(t))b˜j (θ, ϕ, t;a∗)+ ζ(t)bj (θ,ϕ, t;a). (7.21)
With this definition, we have the following situation:
(i) the consistency condition (7.1) is satisfied, since f˜ j (r, θ, ϕ, t;a) = f¯ j (r, θ, ϕ, t;a),
and b˜j (θ, ϕ, t;a) = b¯j (θ, ϕ, t;a) for −T/2 t  0,
(ii) (7.2) is clearly satisfied, since f j (r, θ,ϕ, t;a) = f˜ j (r, θ, ϕ, t;a∗) and bj (θ,ϕ, t;a) =
b˜j (θ, ϕ, t;a∗) for t > 1.
(iii) for a = a∗, the definitions for f j and bj coincide with (7.16) and (7.17), so that the
partial differential equations are not changed.
Lemma 7.2. If |ε| is sufficiently small, then√|ε|‖Φ˜‖ 1.
Remark 7.2. The reason we have introduced, in X, Hölder norms in addition to L2 norms,
is to enable us to estimate products Dβρ ·Dγw or Dβρ ·Dγ q , where Dβρ,Dγw contain
at most one derivative in t , without the need to go to higher t-derivatives of ρ and w.
Proof of Lemma 7.2. There are many terms in Φ˜ that need to be estimated, both in the
Hölder and L2 norms, together with their space, time and a-derivatives. The methods of
deriving these estimates, however, is the same for all the terms; hence we give here the
details for just one term, namely A1εw, or (by (3.10)),
∂ρ
∂t
∂w
∂r
;
this is a particularly delicate term since it involves ∂ρ/∂t .
We first want to prove that( ∞∫
0
e2δ1t
∥∥∥∥∂ρ∂t ∂w∂r
∥∥∥∥2
L2(BR)
dt
)1/2
 C, (7.22)
and ∥∥∥∥∂ρ∂t ∂w∂r
∥∥∥∥
α,α/3
C. (7.23)C (BR×(0,∞))
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( ∞∫
0
e2δ1t
∥∥∥∥∥∂ρ∂t
∥∥∥∥2
H 1/2(∂BR)
dt
)1/2
 C, (7.24)
and from (7.13) ∥∥∥∥∂ρ∂t
∥∥∥∥
Cα,α/3(BR×(0,∞))
 C. (7.25)
Since the H 1/2(∂BR) norm controls the L2(BR) norm, (7.24) and (7.14) yield the estimate
(7.22). Next, (7.14) and (7.25) implies the estimate (7.23).
We next need to derive Hölder estimates for ∂
∂a
(
∂ρ
∂t
∂w
∂r
). In view of (7.2), we only need to
derive it for t  1. To do that we consider the system of equations satisfied by ( ∂w
∂a
,
∂q
∂a
,
∂ρ
∂a
).
This system is similar that of (w,q,ρ). Hence we can apply to this system the same esti-
mates which were derived for (w,q,ρ), and this yields the Hölder estimates on ∂
∂a
(
∂ρ
∂t
∂w
∂r
).
We can estimates all the remaining terms in Φ˜ in a similar way and conclude that
‖Φ˜‖ C,
and thus √|ε|‖Φ˜‖ 1
for sufficiently small |ε|. 
Similarly we can prove that Φ → SΦ is a contraction in X1. Hence S has a unique fixed
point.
We can now state the main result of this paper:
Theorem 7.3. Consider the problem (1.1)–(1.5) with initial data (1.9) satisfying (2.8) and
let μ<μ∗(RS). If |ε| is sufficiently small there exists a unique solution of this problem for
all t > 0, and there exists a new center εa˜, where a˜ is a bounded function of ε, such that
∂Ω(t) → {|x − εa˜| = RS}
exponentially fast as t → ∞.
Proof. Existence follows from the fixed point (f j , bj ) of S when we specialize to a = a∗.
The uniqueness follows from Theorem 2.1. 
The proof of Theorem 7.3 also shows that if we translate the origin into εa˜ and use the
Hanzawa transformation, then in the new variables (r, θ,ϕ), we can write the solution in
the form:
638 A. Friedman, B. Hu / J. Differential Equations 227 (2006) 598–639∂Ω(t): r = RS + ερ(θ,ϕ, t),
σ (r, θ,ϕ, t) = σS(r)+ εw(r, θ,ϕ, t),
p(r, θ,ϕ, t) = pS(r)+ εq(r, θ,ϕ, t),
where ρ,w,q satisfy the estimates (7.13)–(7.15).
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