In [4] it was shown that if {1, b, c, d} is a D(−1) quadruple with b < c < d and b = 1 + r 2 , then r and b are not of the form r = p k , r = 2p k , b = p or b = 2p k , where p is an odd prime and k is a positive integer. We show that an identical result holds for c = 1 + s 2 , that is, the cases s = p k , s = 2p k , c = p and c = 2p k do not occur for the D(−1) quadruple given above. For the integer d = 1 + x 2 , we show that d is not prime and that x is divisible by at least two distinct odd primes. Furthermore, we present several infinite families of integers b such that the D(−1) pair {1, b} cannot be extended to a D(−1) quadruple. For instance, we show that if r = 5p where p is an odd prime, then the D(−1) pair {1, r 2 + 1} cannot be extended to a D(−1) quadruple.
Introduction
Let n be a non zero integer. A D(n) tuple is a set of positive integers such that if a, b are any two elements from this set, then ab + n = k 2 for some integer k. We will look at the case n = −1. The cases n = 1 and n = 4 have been studied in great detail and still continue to be areas of active research.
For more details on these cases the reader may consult the references given in [4] .
In the case of n = −1, it has been conjectured that there is no D(−1) quadruple. The first significant progress was made by Dujella and Fuchs [1] , who showed that if {a, b, c, d} is a D(−1) quadruple with a < b < c < d, then a = 1. Subsequently, Dujella et. al. [2] proved that there are only a finite number of such quadruples. Filipin and Fujita ([3] ) showed that if {1, b, c} is D(−1) triple with b < c, then there exist at most two d's such that {1, b, c, d} is a D(−1) quadruple.
Recently, Filipin et al. [4] showed that if b = r 2 + 1, then in each of the cases r = p k , r = 2p k , b = p and b = 2p k , where p is an odd prime and k is a positive integer, the D(−1) pair {1, b} cannot be extended to a D(−1) quadruple {1, b, c, d} with b < c < d. The existence of a D(−1) quadruple is closely related to the existence of solutions of quadratic diophantine equations of the type
The above result of [4] is a corollary of an extremely useful result proved therein ([4, Theorem 1.1]) or Lemma 4.1 for a partial result) on the equivalence of certain solutions of the diophantine equation
We use this result in conjunction with our methods from class groups to prove our theorems. Our first theorem shows that the result in [4] mentioned above also holds for c and d. (Note that d is known to be odd and b, c and d cannot be of the form p k with k > 1 and p prime.) While our proof of Theorem 1.1 below for c and s serves also to prove the identical result for b and r given in [4] , the proof in [4] for this case does not work for c and s as it is assumed therein that b < c. 
, then x is divisible by at least two distinct odd primes.
In the case of a product of two odd primes, we have the following result. We provide an entirely new approach via the theory of binary quadratic forms and the class group to study this problem. This is possible as the existence of a D(−1) triple is intimately connected to the representations of integers by certain binary quadratic forms and hence to the class group.
Binary quadratic forms and the class group
In this section we present the basic theory of binary quadratic forms. An excellent and delightful reference for this topic is [5] , where in particular, the reader may consult Sections 4 to 7 and Section 11 for the material presented here.
A primitive binary quadratic form f = (a, b, c) of discriminant d is a function f (x, y) = ax 2 + bxy + cy 2 , where a, b, c are integers with b 2 − 4ac = d and gcd(a, b, c) = 1. Note that the integers b and d have the same parity. All forms considered here are primitive binary quadratic forms and henceforth we shall refer to them simply as forms.
Two forms f and f ′ are said to be equivalent, written as f ∼ f ′ , if for
It is easy to see that ∼ is an equivalence relation on the set of forms of discriminant d. The equivalence classes form an abelian group called the class group with group law given by composition of forms (see Definition 2.2).
The identity form is defined as the form (1, 0,
) depending on whether d is even or odd, respectively. The inverse of f = (a, b, c), denoted by f −1 , is given by (a, −b, c).
A form f is said to represent an integer m if there exist integers x and y such that f (x, y) = m. If gcd(x, y) = 1, we call the represention a primitive one. Observe that equivalent forms primitively represent the same set of integers.
We put together some basic facts about forms of discriminant d in the following lemma.
Lemma 2.1. The following hold for forms of discriminant d.
1. An integer n is primitively represented by a form f if and only if f ∼ (n, b, c) for some integers b, c.
3. Let n with gcd(n, 2d) = 1 be an integer primitively represented by some form and let w(n) be the number of distinct primes dividing n. Then there are 2 w(n)−1 forms (n, b, c) where
In the following definition we present the formula for the composition of forms that gives the group multiplication for the class group.
Let f 1 = (a 1 , b 1 , c 1 ) and f 2 = (a 2 , b 2 , c 2 ) be two binary quadratic forms of discriminant d.
If we define a 3 and b 3 as
then the composition of the forms (a 1 , b 1 , c 1 ) and (a 2 , b 2 , c 2 ) is the form (a 3 , b 3 , c 3 ), where c 3 is computed using the discriminant equation b If two primitive representations (x, y) and (x ′ , y ′ ) (of n by (1, 0, −d)) belong to the same integer b, then it may be verified that
We call such representations as equivalent. The congruences in (3.1) may be used to define equivalence of general solutions (that are not necessarily primitive) as follows.
Definition 3.1. Two solutions (x, y) and (x ′ , y ′ ) of X 2 −dY 2 = n are said to be equivalent, written as (x, y) ∼ (x ′ , y ′ ) if the congruences (3.1) are satisfied.
The following lemma is easy to verify using the theory of class groups (not presented here). It is used by several authors in the study of the current problem, such as [4, Lemma 6.2]. Lemma 3.2. If |n| < k then there are no primitive solutions (x, y) such that
The following result is a useful consequence of the above lemma that we use to prove our theorems. Lemma 3.3. Let k = f f ′ be an odd positive integer such that 1 < f < k. If x 2 − (k 2 + 1)y 2 = f ′2 for some coprime integers x and y, then f ′ is not a prime power.
Moreover, as (1, 0, −(k 2 + 1)) primitively represents f ′2 , by Lemma 2.1, part 1, there is a form (f ′2 , 2b, c) for some integers b, c such that
and hence as equivalent forms primitively represent the same integers, the form (1, 0, −d) primitively represents −f 2 (as the forms (f ′2 , ±2, −f 2 ) represent −f 2 via the representation (0, 1)), which is not possible by Lemma 3.2, as f 2 < k.
Proofs of theorems
The following terminology will hold throughout this section. Let {1, b, c, d} be a D(−1) quadruple with 1 < b < c < d. Let
Then
and
Observe that for any positive integer k, the equation
has the inequivalent solutions (±k, 0) and (k 2 + 1 − k, ±(k − 1)). For the following lemma note that if (x, y) is a primitive solution of 
. Then there exist coprime integers p, q both greater than 1, with k = pq such that p 4 and q 4 are primitively represented by the form
Proof. The given two primitive solutions to X 2 −(k 2 + 1)Y 2 = k 2 , by Lemma 2.1 part 1, give rise to two forms P 1 and P 2 equivalent to (1, 0, −(k 2 + 1)) such that P 1 = (k 2 , 2b 1 , c 1 ) and
2 (see remark preceding this lemma). Observe that from the discriminant equation we have b
As gcd(k, b i ) = 1, there exist coprime integers p, q greater than 1 with k = pq such that
. By Definition 2.2 (composition of forms), as p, q are coprime, we have IJ ∼ P 1 and I −1 J ∼ P 2 and hence
It follows that
and therefore I 2 ∼ J 2 ∼ (1, 0, −(k 2 + 1)). Using Definition 2.2 again, it is easy to verify that I 2 = (p 4 , 2φ, ψ) for some integers φ and ψ and hence, as I 2 ∼ (1, 0, −(k 2 + 1)), the form (1, 0, −(k 2 + 1)) primitively represents p 4 . Similarly (1, 0, −(k 2 + 1)) also primitively represents q 4 .
Proof of Theorem 1.1 Suppose that c = p for some odd prime p. From (4.1) we have
so that for some decomposition r = r 1 r 2 we have
Therefore either t − s = pr 
If (4.8) holds, then we have b 1 s 2 + 2r = b 2 ≤ b = 1 + r 2 which is not possible as r < s. If (4.9) holds, then 2r + b 1 = b 2 s 2 ≤ 2r + 1 + r 2 , which gives b 2 = 1 in which case from (4.9) we have s = r + 1 and t = r 2 + s. The latter is not possible as seen above in the proof of the case when c = p.
We assume now that gcd(t + r, t − r) > 1. It follows that t = p m t 1 and r = p m r 1 where gcd(t 1 , r 1 ) = 1 and 1 ≤ m ≤ k. Then (4.2) gives
which by Lemma 3.3 is not possible if m < k. Hence m = k, that is s|r, which is not true as r < s. The case when s = 2p k is similarly dealt with. In the case of the integer x, note by Lemma 4.2 that x is divisible by the least common multiple of r and s. Hence, if x is not divisible by two distinct odd primes, then we must have
where m, n, α, β are non negative integers and p is an odd prime. Observe from (4.1) and (4.2) that gcd(t, s) = gcd(t, r) = gcd(r, s).
Assume that α = β = 0 in which case m < n, so that r|s, which is not possible as this implies by Definition 3.1 that the solutions (r, 0) and (t, s) are equivalent, contradicting Lemma 4.1. Assume now that α > 0 and β = 0. As r < s it follows that m < n. Hence gcd(r, s) = p m = gcd(t, s). Therefore t = p m t 1 and from (4.2) we have
which is not possible by Lemma 3.3. The other cases follow similarly and thus we have shown that x is divisible by at least two distinct odd primes.
Proof of Theorem 1.2 We have n = gcd(t, s)|r. Note that n = r as if r|s, then as in the proof above, by Definition 3.1 the solutions (r, 0) and (t, s) are equivalent, which is not the case by Lemma 4.1. Therefore, if n > 1, then n = p or n = q. If t = nt 1 and s = ns 1 with gcd(t 1 , s 1 ) = 1, then from (4.1) we have Proof of Theorem 1.5 If gcd(r, s) = 1, then gcd(t, s) = 1 and it follows from (4.1) and Lemma 4.1 that there are two primitive solutions of X 2 −bY 2 = r 2 , namely (b−r, (r −1)) and (t, s) that satisfy (b − r, r − 1) ∼ (t, ±s). Therefore by Lemma 4.3, there exists a factorization r = pq, where p and q are coprime and both greater than 1, such that p 4 and q 4 are primitively represented by the form (1, 0, −b). However as r = P φ, at least one of p or q say p, divides φ < r 1 4 and thus p 4 < r which is not possible by Lemma 3.2.
