Introduction
Over the recent years, numerous papers have looked at the modelling of dependence within an insurance portfolio or between insurance portfolios (Bäuerle and Müller 1998; Cossette et al. 2002; Genest et al. 2003; Grübel 2005 and Centeno 2005) . Also in the …eld of …nancial risk management, a range of papers on dependence modelling within credit risk and operational risk can be noticed (Lindskog and McNeil 2003; Pfeifer and Nešlehová 2004 and Chavez-Demoulin et al. 2006) . Besides the construction of speci…c multivariate models, considerable attraction is given to the use of copulas. In particular, within the theory of Lévy processes, Lévy copulas have proven to be useful (Cont and Tankov 2004) .
Our paper is very much based on insurance applications where two lines of business are hit by a common external event, hence the word "collateral losses" in the title. These joint losses may, for instance be triggered by events such as ‡ood, windstorm, hail, bush…re, earthquake and terrorism. Particular examples concern collateral losses due to 2009 Victorain Bush…re, 2005 Hurricane Katrina (Burton and Hicks 2005) and 2001 September 11 attack (Makinen 2002) .
For the purpose of this paper, we concentrate on a very speci…c model and show how, within this model several explicit calculations for relevant risk quantities can be performed. The bivariate model we consider has the following structure:
where L (k) t is the total loss arising from risk type k = 1; 2 and N t is the number of collateral losses up to time t. The random variables X i and Y i ; i = 1; 2;
; denote the individual loss amounts. In this model, the dependence between two random variables L
(1) t and L (2) t comes from the common arrival process N t , together with the dependence between the individual losses X i and Y i . The latter is modelled using the notion of copula (Nelson, 1998) . To be more speci…c, we assume the loss random variable X i and Y i are independent identically distributed with continuous distribution function F X and F Y respectively. The joint distribution of the vector (X; Y ) is assumed to be of the form C (F X ; F Y ) with a given copula C. The uniqueness of this two stage construction goes back to Sklar's Theorem (Sklar, 1996) .
As a speci…c example for C, we use the Farlie-Gumbel-Morgenstern (FGM) copulas, which are given by C(u; v) = uv + uv(1 u)(1 v);
( 1.2) where u 2 [0; 1], v 2 [0; 1] and 2 [ 1; 1]. In order to make this calculation somewhat easier, we also assume that F (x) = 1 e x ( > 0; x > 0) and F (y) = 1 e y ( > 0, y > 0). The resulting joint distribution function F (x; y) takes the form:
F (x; y) = 1 e y e x + e x y + e x y e x 2 y e 2 x y + e 2 x 2 y : (1.3)
To deal with stochastic nature of catastrophic loss arrival in practice, we use a Cox process for N t . The Cox process provides ‡exibility by letting the intensity not only depend on time but also allowing it to be a stocastic process. Therefore the Cox process can be viewed as a two step randomisation procedure. A process t is used to generate another process N t by acting its intensity. That is, N t is a Poisson process conditional on t which itself is a stochastic process.
Losses arising from a catastrophe depend on its intensity. One of the processes that can be used to measure the impact of catastrophic events is the shot noise process. Previous works of insurance application using shot noise process and a Cox process with shot noise intensity can be found in Klüppelberg & Mikosch (1995) , Dassios & Jang (2003 , 2005 and Jang & Krvavych (2004) . Jang and Fu (2008) also used a Cox process with shot noise intensity to model operational risk. The shot noise process is particularly useful in loss arrival process as it measures the frequency, magnitude and time period needed to determine the e¤ect of catastrophic events. As time passes, the shot noise process decreases as more and more losses are settled. This decrease continues until another event occurs which will result in a positive jump in the shot noise process. Therefore the shot noise process can be used as the parameter of a Cox process to measure the number of catastrophic losses, i.e. we will use it as an intensity function to generate a Cox process. We will adopt the shot noise process used by Cox & Isham (1980) :
where:
0 is the initial value of t that is carried on from catasrophic events incurred previously;
; is a sequence of independent and identically distributed random variables with distribution function G (z) (z > 0) and E (Z) < 1 (i.e. magnitude of contribution of catasrophic event i to intensity); fS i g i=1;2; is the sequence representing the event times of a Poisson process M t with constant intensity ; and is the rate of exponential decay.
Catastrophic events may take long to materialise so the decay rate may not be exponential. It is assumed to be of this form for a matter of convenience, i.e. closed-form expressions of …nal results are easily derived. We also make the additional assumption that a Poisson process M t and the sequences fZ i g i=1;2; , fX i g i=1;2; and fY i g i=1;2; are independent of each other.
A Poisson process with loss frequency rate is also studied for N t , that may be considered when catastrophic loss frequency rate is deterministic.
With the above model speci…cations, we calculate the following several relevant risk measures:
t and
respectively. The quantities (1.4) and (1.6) are known as asymptotic tail dependence. A discussion on the coe¢ cient of tail dependence parameters, see McNeil et al. (2005) .
In order to evaluate above risk measures, we need to obtain the joint distribution of the aggregate collateral losses L t . Unfortunately, it is not easy to derive the joint distribution the aggregate collateral losses explicitly. So in section 2, we derive the general forms of the joint Laplace transform of the distribution of the aggregate collateral losses expressed with a copula function applying the piecewise deterministic Markov processes (PDMPs) theory. For N t , shotnoise Cox process and homogeneous Poisson process are used respectively. Based on these general forms of the joint Laplace transforms of the vector L (1)
, we obtain their corresponding expressions using (1.3). Section 3 provides the expressions of the moments, covariance and linear correlation between L (1) t and L (2) t at time t for both cases. In Section 4, we present the expressions for the joint probabilities of the aggregate collateral losses and their densities at L (1) t = 0 and L (2) t = 0, which are required to improve the accuracy of the distributions of the aggregate collateral losses inverting the Fast Fourier transforms. We also provide the …gures of the joint distribution of the aggregate collateral losses and their contours at each value of . In section 5, we illustrate the calculations of relevant risk measures (1.4)-(1.7) using the joint Fast Fourier transforms. Section 6 concludes.
2 The joint Laplace transform of the distribution of the aggregate collateral losses The piecewise deterministic Markov processes theory developed by is a powerful mathematical tool for examining non-di¤usion models. From now on, we present de…nitions and important properties of L (1) t and L (2) t with the aid of piecewise deterministic Markov processes theory (Dassios and Embrechts 1989; Rolski et al. 1998 and Jang 2003) . This theory is used to derive the general form of the joint Laplace transform of the distribution of the aggregate collateral losses L
(1) t and L (2) t .
Shot-noise Cox process
Assuming that the loss arrival process N t follows a Cox process with its intensity t , the generator of the process
t ; t acting on a function f ; ; n; l (1) ; l (2) ; t belonging to its domain is given by A f ; ; n; l (1) ; l (2) ; t 
t . Lemma 2.1 Considering constants 0 1; 0, 0 and 0 then
is a martingale whereĉ ( ; ) =
Proof. From (2.1), f ; ; n; l (1) ; l (2) ; t has to satisfy Af = 0 for f ; ; n; l (1) ; l (2) ; t to be a martingale. Setting f ; ; n; l (1) ; l (2) ; t = n e exp l (1) exp l (2) exp e t e B(t) we get the equation
and the solution is
by which the result follows. Using the martingale obtained in Lemma 2.1 and setting = 1 and = 0; we can easily obtain the general form of the joint Laplace transform of the distribution of the aggregate collateral losses
Without loss of generality, change the time scale and assume that L
Using Theorem 2.6 of Dassios and Jang (2003) , i.e. assuming that jump sizes of catastrophic event follow an exponential distribution, i.e. g (z) = exp( z); z > 0; > 0 and that t is stationary, (2.6) is given by
We omit the corresponding expression for the above joint Laplace transform of the distribution of the aggregate collateral losses using the joint distribution function F (x; y) driven by (1.2), i.e. c ( ; ) = 1 ( + + ) (2 + ) (2 + ) ( + ) ( + ) (2 + ) (2 + ) (2.8)
as it can be easily obtained. It will be of interest to examine the joint Laplace transform of the distribution of the aggregate collateral losses L
(1) t and L
t at time t, using other copulas and other margins F (x) and F (y). If fZ i g i=1;2; , which are the magnitude of contribution of catastrophic event to intensity t , are high, we also need to consider heavy-tailed distributions for jump size of catastrophic event, G (z). We also omit the corresponding expressions for the Laplace transform of the distribution of L (i) t , i = 1; 2 which are the Laplace transforms of the distribution of the compound Cox process with shot noise intensity t , where its jump sizes follow an exponential distribution (Dassios and Jang 2003) .
If we set = 0 in (2.8), we have joint Laplace transform of the distribution of the aggregate collateral losses, which is the case that two losses X and Y occur same time from a sharing loss frequency rate t , but their sizes are independent each other. Due to the dependence of collateral losses of X and Y with sharing loss frequency rate t ; it shows that that has three parameters of (2) ; (2) and G z (2) and everything is independent each other, we can have the joint Laplace transform of the distribution of aggregate losses L
t and L (2) t at time t that is the product of the Laplace transforms of the distribution of L (i) t , i = 1; 2.
Homogeneous Poisson process
Let us now assume that the loss arrival process N t follows a homogeneous Poisson process with loss frequency : Setting t = in (2.6) , i.e. considering deterministic loss frequency ; we can easily obtain that
and using (2.8) we have
We omit the corresponding expressions for the Laplace transform of the distribution of L (i) t , i = 1; 2; which are the Laplace transforms of the distribution of the compound Poisson process with exponential loss sizes, as they can be easily obtained setting = 0 and = 0; respectively.
Similar to shot-noise Cox process for N t , due to the dependence of collateral losses of X and Y with sharing loss frequency rate ; it shows that 3 Moments, covariance and linear correlation of aggregate collateral losses In this section, we examine the moments, covariance and linear correlation between L (1) t and L (2) t at time t. For the loss arrival process N t , we use a Cox process with shot noise intensity t and a homogeneous Poisson process with loss frequency , respectively.
Shot-noise Cox process
Set (2.8) in (2.7) and di¤erentiate it w.r.t. and and set = 0 and = 0; we can easily derive the joint expectation of
Also set = 0 and = 0 in (2.7) and di¤erentiate it w.r.t. and respectively, we can obtain the expectation of L
(1)
The higher moments of L
t at time t can be obtained by di¤erentiating it further, i.e.
V ar
The covariance between L
t at time t is given by
2 1 e t (3.6) and the linear correlation coe¢ cient between L
(3.7)
Let us now illustrate the calculations of the covariance and linear correlation between L
(1) t and L (2) t at time t where N t follows a Cox process.
Example 3.1
The parameter values used to calculate the covariance and linear correlation using (3.6) and (3.7) are = 0:5; = 2; = 1; = 1; = 0:5; t = 1:
From (3.6) and (3.7), the calculations of covariance and linear correlation between L
t at time t are shown in Table 3.1 and Table 3 .2 respectively. 
We omit the expressions for the expectation and variance of L
t and L
t at time t as they can be derived similar to shot-noise Cox process for N t .
The covariance between L The parameter values used to calculate the covariance and linear correlation using (3.9) and (3.10) are = 4; = 1; = 0:5; t = 1:
From (3.9) and (3.10), the calculations of covariance and linear correlation between L
(1) t and L (2) t at time t are shown in Table 3 .3 and Table 3 .4 respectively. Table 3 .3.
t ) 1 6 0:5 7 0 8 0:5 9 1 10 Table 3 .4. 
Comparison
The parameter values used in Example 3.1 and 3.2 provide us with the same means of aggregate collateral loss regardless of the loss arrival process N t , i.e.
where
However for each ; Table 3 .3 and 3.1 show that there is an increase in the covariance between L
(1) t and L (2) t by changing N t from a homogenous Poisson process to a shot-noise Cox process . Table  3 .4 and 3.2 also show that the linear correlation between L (1) t and L (2) t increases by changing N t from a homogenous Poisson process to a shot-noise Cox process for each . This implies that the marginal distributions of the aggregate collateral loss with respect to a Cox process have heavier tail than their counterparts with respect to a Poisson process, i.e.
V ar
It will also become apparent by the joint distributions of aggregate collateral losses and their contours in Section 4 and numerical risk measure values in Example 5.1-5.4.
Joint distribution of the aggregate collateral losses via bivariate Fast Fourier transform
In order to calculate the risk measures of (1.4)-(1.7), we invert bivariate Fast Fourier transforms from the joint Laplace transforms of the vector L (1) t ; L (2) t obtained in Section 2. For details on how to invert bivariate Fast Fourier transform, we refer you Castleman (1996) , Gonzalez and Woods (2002) and Gonzalez et al. (2004) . Before we show the calculations of risk measures in Section 5, we present the expressions for the joint probabilities of the aggregate collateral losses and their densities at L 
Shot-noise Cox process
If we let ! 1 and ! 1 in (2.7), we have the expression for the joint probability of aggregate collateral losses at L
(4.1)
Regardless of loss size distributions, we have the same joint probability of aggregate collateral losses at L 
Homogeneous Poisson process
If we let ! 1 and ! 1 in (2.11), we have the expression for the joint probability of aggregate collateral losses at L
Regardless of loss size distributions, we have the same joint probability of aggregate collateral losses at L Based on (4.5), we can easily obtain its expression for exponential loss sizes using (1.3), i.e.
(1 + )
The …gures of the joint distributions of aggregate collateral losses and their contours at each value of with respect to a Poisson process for N t are omitted, for which see the early version of this paper in http://ssrn.com/author=383758.
Calculating risk measures for collateral losses
Now using the parameter values in Example 3.1 and 3.2 and Matlab, let us illustrate the calculations of the risk measures of (1.4)-(1.7) with respect to a Cox/Poisson process. They are shown in Tables 5.1-5.18.
Example 5.1 Using the di¤erent V aR q% at q% = 90%; 95%; 99% and 99:9%, the calculations of the risk measure of (1.4) are shown in Table 5 .1-5.8. Table 5 .3 A Cox process where P n L
(1) Table 5 .4 A Poisson process where P n L
(1) Table 5 .7 A Cox process where P n L
(1) Table 5 .1-5.8 show that each quantile values are higher with respect to a shot-noise Cox process than their counterparts. They also show that the risk measures of (1.4) with respect to a shot-noise Cox process are higher than their counterparts. These justify that the marginal/joint distributions of the aggregate collateral losses with respect to a shot-noise Cox process have heavier tail than their counterparts with respect to a Poisson process.
Example 5.2 Secondly, based on the V aR q% at q% = 90%; 95%; 99% and 99:9% in Example 5.1, the calculations of the risk measure (1.5) are shown in Table 5 .9 and 5.10. Table 5 .10 E L
(1) Table 5 .9 and 5.10 show that the risk measures of (1.5) with respect to a shot-noise Cox process are higher than their counterparts regardless of the critical values. Regardless of the loss arrival process N t , the risk measures of (1.5) are getting bigger as the critical value goes to 99:9%. They also show that the di¤erences between the values in Table 5 .9 and their counterparts in Table 5 .10 are getting higher as the critical value goes to 99:9%.
Example 5.3
Showing the calculations of the q% quantiles of the sum,
(u) for each cases in Table 5 .11-5.14, the calculations of the risk measure (1.6) are shown in Table 5 .15 and 5.16. Table 5 .13 Table 5 .14 P L
(1) Table 5 .15 
t with respect to a shotnoise Cox process are higher than their counterparts regardless of the critical values. Regardless of the loss arrival process N t , they are getting bigger as the critical value goes to 99:9%. They also show that the di¤erences between the values in Table 5 .11 and their counterparts in Table 5 .12 are getting higher as the critical value goes to 99:9%. Table 5 .13 and 5.14 show that the joint probability between L
(u) with respect to a shot-noise Cox process are higher than their counterparts regardless of the critical values. Regardless of the loss arrival process N t , they are getting smaller as the critical value goes to 99:9%. They also show that the di¤erences between the values in Table 5 .13 and their counterparts in Table 5 .14 are getting lower as the critical value goes to 99:9%. Table 5 . 15 and 5.16 show that the risk measures of (1.6) with respect to a shot-noise Cox process are higher than their counterparts regardless of the critical values. Regardless of the loss arrival process N t , the risk measures of (1.6) are getting smaller as the critical value goes to 99:9%.
Example 5.4
Lastly, based on the quantile values and the joint probabilities in Example 5.3, the calculations of the risk measure (1.7) are shown in Table 5 .17 and 5.18. Table 5 .17 Table 5 .18 Table 5 . 17 and 5.18 show that the risk measures of (1.7) with respect to a shot-noise Cox process are higher than their counterparts regardless of the quantile values. Regardless of the loss arrival process N t , the risk measures of (1.7) are getting bigger as the critical value goes to 99:9%. They also show that the di¤erences between the values in Table 5 .17 and their counterparts in Table 5 .18 are getting higher as the critical value goes to 99:9%.
With respect to the FGM copula correlation parameter, , the risk measures of (1.4)-(1.7) are increasing (decreasing) as it changes to 1 ( 1) regardless of the loss arrival process N t . It will be interesting to …nd these risk measure values using other copulas with di¤erent marginal distributions.
Conclusion
We have used bivariate compound process to model aggregate collateral losses arising from catastrophic events such as ‡ood, storm, hail, bush…re and earthquake. For the number of collateral losses, a Cox process was used to accommodate the stochastic nature of their frequency rate in practice. The shot noise process was used as the intensity of a Cox process as the number of collateral losses arising from catastrophic events depends on the frequency and magnitude of the primary events and the time period needed to determine the e¤ect of these events. We also examined a Poisson process for the number of collateral losses as its counterpart. With the common collateral loss arrival process in the bivariate model, the dependence between the individual losses arising from di¤erent risk type has been modelled via the Farlie-Gumbel-Morgenstern (FGM) copula with exponential margins.
As it was di¢ cult to derive the joint distributions the aggregate collateral losses, we derived their Laplace transforms and inverted their Fast Fourier transforms numerically to calculate the relevant risk measures. These measures can be used to calculate tail dependences between collateral losses or to calculate insurance premiums. We have presented the expressions for the joint probabilities of the aggregate collateral losses and their densities at L (1) t = 0 and L (2) t = 0, which were used to improve the accuracy of the joint distributions of the aggregate collateral losses inverting the Fast Fourier transforms. We have also compared the simulated risk measure values obtained using a compound Poisson and a compound Cox model, respectively.
Other counting processes and other copulas with di¤erent margins can be considered in the proposed bivariate model, that we leave for further research. We hope that what we have presented in this paper provides practitioners with feasible models to quantify collateral losses that would occur more often due to global warming, climate change and terrorism.
