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1．はじめに
　我々，人間にとって「情報」が魅力的な存在であることは，誰もが認めるところであろう。一
方で，魅力的であればあるほど，これを明確な（クリスプな）情報であるかのように考えてしま
う傾向がある。しかしながら，人間や組織が取り扱う情報には多くの場合，何らかの「あいまい
さ」が介在している。上記のような期待が，情報のあいまいさを排除した意思決定への欲求を生
じさせるが，実際にはこれを排除することはほとんど不可能である。こうした情報のあいまいさ
が，我々の意思決定に迷いを生じさせる主たる要因となっているのかもしれない。
　人間が何らかの意思決定を行う際に，自身の置かれた環境がどのような状態にあり，それに対
して自身の行動がどういった影響を与えるかが不確実（偶然性）であり，またそれがどのような
意味を持つのかが不明確（漠然性）であるため，どうしても迷いが生じる［1］。もし，環境およ
びそれに対する行動の影響が確定的であり，行動の意味するところが明確であるならば，どのよ
うな行動をとるかについて迷わないはずである。
　こうした「情報管理」におけるあいまいさに注目すると，そこには2つのタイプのあいまいさ
が存在するものと考えられる［1］，［2］。その1つは「偶然性」（ランダムネス）であり，もう1
つは「漠然性」（ファジィネス）である。前者のあいまいさは一般に「確率」によって捉えられ，
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後者はファジィ集合に対する「メンバーシップ値」によって表される。このように我々が受け取
るメッセージには，多くの場合ランダムネスとファジィネスという，あいまいさの二面性が介在
しており，これは「ファジィ・メッセージ」と呼ばれる。我々が受信する「情報」のほとんどは
ファジィ・メッセージであり，このファジィ・メッセージをいかに管理するかは，「情報管理」
において重要な課題となる。
　前者のあいまいさ（偶然性）を定量的に捉えようとする際に，しばしば（1）式の「エントロピー」
が用いられる。こうしたアプローチの一つに「最大エントロピー原理」があり，与えられた証拠
のみでは結論が得られないような拡大推論における一般原理を確率論的に展開［3］したモデルを
構築する際の理論的基盤となる。最大エントロピー原理は，我々が不十分な証拠から確率分布を
推定しようとする場合，証拠が不十分であることを十分に認識するために，その証拠に従ったす
べての確率分布の中から最大の不確実さ（偶然性）を持つ分布を選択しようとする原理であり，
与えられた証拠（例えば，確率変数の平均）を制約としてエントロピーを最大化する確率分布を
推定することになる。すなわち，人間の情報処理過程の「偶然性」を捉えたモデルとして位置づ
けられる。
　　　　　　　　　　　　　　　　　　　　　m　　　　　　　　　　　　　　　　　I＝一ΣP，・log　Pi　　　　　　　　　　（1）
　　　　　　　　　　　　　　　　　　　　i＝1
　これに対して，近年，人間の情報処理過程における意味面でのあいまいさ（漠然性）をファジィ
理論によって捉えようとする試みが数多くなされている（例えば［3］～［8］等）。筆者［9］，［10］は，
上記の「最大エントロピー原理」に基づく選択確率推定モデルにおいて，明確な（クリスプな）
情報として与えられていた確率変数を，不明確な（ファジィな）情報に置き換えた場合の拡張モ
デルを提案している。このモデルは，確率変数をファジィ集合に対するメンバーシップ値によっ
て捉え，確率変数の平均という1つの証拠（これはファジィ事象の確率に相当する）を制約とし
て「ファジィ・エントロピー」を最大化する解（選択確率）を推定するものである（ファジィ・
エントロピー最大化基準に基づく選択確率推定モデル）。
　本研究では，複数（n個）の「証拠」が与えられた場合に，これら複数の証拠を制約としてファ
ジィ・エントロピーを最大化する選択確率を推定するための新たなエントロピー・モデルを提案
する。この提案モデルにおける「証拠」は上と同様に確率変数の平均であり，これはファジィ事
象の確率を意味する。具体的には，ラグランジュの未定乗数法を用いて，ファジィ・エントロピー
最大化という目的関数に，上記のような複数（n個）のファジィ事象の確率と，選択確率の和が
1であるという制約を組み込んで，その選択確率の推定値（解）を導くことになる。さらに，提
案モデルの適用例による実証分析を行い，提案モデルのフィットネスと解（選択確率の推定値）
の妥当性について検討していくことにする。
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2．人間の情報処理過程におけるあいまいさの二面性とファジィ・エントロピー
　人間は，ある入力情報Aを認知したとき，何らかの情報処理を行うことにより出力情報Bを
生成しているものと思われる。西川ら［1］および筆者［11］は，こうした情報処理過程において，
偶然性（ランダムネス）と漠然性（ファジィネス）の両面でのあいまいさが介在することを指摘
しており，筆者［11］はこれを人間の情報処理過程における「あいまいさの二面性」と呼んでいる。
　それでは，このようなあいまいさの二面性を構成するファジィネスとランダムネスの両面を捉
えるためには，どのような方法があるのであろうか？　この問題に対して西川ら［1］は，選択確
率p，の偶然性とメンバーシップ値μfの漠然性が複合した出力情報のあいまいさを，「行動エン
トロピー」として位置づけ，ファジィ・エントロピーFにより以下のように定式化している。
F－⊥翫一ρ、wl。9（P、・。i）－P、（1一μ、）1。9｛P、（1－。i）｝］
　　mi＝1　　　　　　　　ただし，m：サンプル数’
（2）
　ここで，もしmが一定という条件のもとでの議論をするならば，1／mは定数となるので除去
して考えることができ，これをp‘とItiについて整理すると，（3）式のように変換される［21］。
　　　m　　　　　　　　　　　　　　　　　　m
F＝一ΣP，・log　Pi十ΣP，・Hi・
　　　i＝l　　　　　　　　　　i＝且
ただし，Hi＝一μゴ・logμ「（1－Sti）log（1一μf）
（3）
（4）
　（3）式の右辺第1項は偶然性（ランダムネス）に関するエントロピー，第2項は漠然性（ファ
ジィネス）に関するエントロピーを表している。第1項の偶然性に関するエントロピーは，「何
が起こるのか？」についてのあいまいさを表現しており，シヤノンの情報理論における通常のエ
ントロピー（＝平均情報量）に相当する。したがって，何が起こったかを知ったときに得られる
情報量の平均を意味する。また，第2項は「サンプルiが，ファジィ集合に属するのか属さない
のか？」についてのサンプルi別のエントロピー（（4）式）を選択確率p‘で重みづけしたもの
であり，漠然性（ファジィネス）に関するエントロピーの平均として位置づけることができる
［13］。
　ファジィ・エントロピーFは，すべての選択確率p，が1／mで等しく，すべてのメンバーシッ
プ値μ‘が1／2のとき，log　m＋log　2で最大となる。これは，「どのサンプルを選択するのか」が
最も不確定であり（偶然性最大），かつ「各サンプルがファジィ集合に属しているのか否か」が
最も不明確である（漠然性最大）ことを示している［14］。
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3．「最大エントロピー原理」に基づく通常の選択確率推定モデル
　与えられた証拠のみでは結論が得られないような拡大推論における一般原理を確率論的に展開
する際の理論的基盤に「最大エントロピー原理」がある［3］。この原理は，我々が不十分な証拠
から確率分布を推定しようとする場合，証拠が不十分であることを十分に認識するために，その
証拠に従ったすべての確率分布の中から最大の不確実さ（偶然性）を持つ分布を選択しようとす
る原理である［3］。
　「最大エントロピー原理」に基づけば，与えられた証拠（確率変数の平均）を制約としてエン
トロピーを最大化する確率分布を推定するモデル［3］を考えることができる。このモデルは，確
率変数の平均Lという証拠が与えられている場合に，これを制約条件としてエントロピーを最
大化する選択確率を推定するモデルである。すなわち，人間の行動のあいまいさをエントロピー
によって捉えたモデルであり，その際に用いられる確率変数Uiは，価格，時間等の明確な（ク
リスプな）情報である。
　具体的には，前述の「最大エントロピー原理」にしたがって，確率変数の平均Lを制約条件
としたもとでのエントロピー1の最大化問題として，ラグランジュ乗数λとγを用いて（5）式の
ように定式化される。
　　　　　　　　　　　m　　　　　　　　　　　　　　　　　　　　m　　　　　　　　　　　　　　　　　　　　　m　　　　　　　R＝一ΣPi・log　Pi一λ（ΣUi・P，－L）一γ（ΣP，－1）→max　　　　（5）
　　　　　　　　　　　l＝l　　　　　　　　　　　　　i＝1　　　　　　　　　　　　　i＝1
　　　　　　　　　　　　　ただし，i：サンプル，　u：確率変数
　（5）式を最大化するp，は（6）式で表され，（6）式のwは（8）式を満足する解として与えられ
る。
　　　　　　　　　　　　　　　　m　　　　　　　　　　　P，＝ωUi／ΣωUk　　　　　　　　　　　　　（6）
　　　　　　　　　　　　　　　　k＝1
　　　　　　　　　　　　　　　　ただし，w＝exp［一λ］　　　　　　　　　　　（7）
　　　　　　　　　　　mΣ（Ui－L）ω（Uk－L）＝0　　　　　　　　　　　　　　（8）
　　　　　　　　　　　’＝重
4．ファジィ・エントロピー最大化基準に基づく選択確率推定モデル
　通常の「最大エントロピー原理」に基づくモデル（以下，これを「通常モデル」と呼ぶことに
する）における確率変数は，価格，時間に代表される明確（クリスプ）な情報として与えられて
いたが，人間の処理する情報を考える際には，確率変数もあいまいな情報として捉える方が自然
であろう。
　そこで筆者［9］は，この確率変数Uiを，ファジィ集合に対するメンバーシップ値μ‘に置き換
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えた場合のモデル（これが本研究の提案モデルに対して基本となるモデルであるため，以下「基
本モデル」と呼ぷことにする）を提案している。例えば「なるべくおもしろい本を選択したい」
といった人間の欲求に対して，「おもしろい本」をその境界があいまいなファジィ集合（おもし
ろい本の集合）に対するメンバーシップ値μ‘によって捉えている。
　この基本モデルにおいて，通常モデルの確率変数Uiをメンバーシップ値μiに置き換えること
により，確率変数の平均Mはファジィ事象の確率としての意味を持つことになる。すなわち
「おもしろさの平均」であると同時に「おもしろい本である確率」を意味することになる。
　一方，通常モデルにおけるエントロピーについて考えてみると，「どの代替案を選択するか？」
といった，偶然性（ランダムネス）に関するあいまいさの大きさを表していることがわかる。こ
れに対して，基本モデルで扱う確率変数はファジィ集合に対するメンバーシップ値であるため，
偶然性についてのあいまいさのみならず「どれくらいおもしろいのか？」といった意味面でのあ
いまいさを有している。この意味面でのあいまいさは漠然性（ファジィネス）についてのあいま
いさとして位置づけられ，上記の偶然性とともにあいまいさの二面性を形成している。そこで，
通常モデルの偶然性に関するエントロピーに漠然性を加味すると，（2）式のファジィ・エントロ
ピーとなる。
　筆者［9］は，上記のような立場から，確率変数の平均M（ファジィ事象の確率）を制約とした
もとでファジィ・エントロピーFを最大化する選択確率p，を推定するために，ラグランジュ乗
数λとγを用いて（9）式のように定式化している。この（9）式をp，で偏微分して0と置き，式
を整理すれば，（10）式が得られる。さらに，（10）式のWは（12）式を満足する解として与えられ
る。
　　　　　　　　　　　　　　　m　　　　　　　　　　　　　　　　　　　　　　m　　　　　　　　　R＝F一λ（ΣP，・πrM）一γ（ΣP，－1）→max　　　　　　　　　（9）
　　　　　　　　　　　　　　　’言1　　　　　　　　　　　　　i＝1
　　　　　　　　　　　　　　　　　　　　m　　　　　　　　　　P，＝exp［Hi］・W”i／Σexp［Hi］・W“k　　　　　　　　　　（10）
　　　　　　　　　　　　　　　　　　　k＝1
ただし，W＝exp［一λ］
mΣ（pa，－M）・exp［私］・レ7（Uk－nの＝0
’－1
（ll）
（12）
　（12）式を満たすWの値を数値的に求め，その値を（10）式に代入することにより，確率変数の
平均（ファジィ事象の確率）を一定の値Mに保ったもとで，ファジィ・エントロピーFを最大
化する選択確率Aを推定することができる［9］。
　（10）式を（6）式と比較すると，基本モデルから得られる選択確率は，通常モデルの選択確率に
対して，eのHi（漠然性に関するエントロピー）乗で重みづけした形となっており，通常モデル
の自然な拡張形となっていることがわかる。
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5．本研究の提案モデル
　ここでは，1つの証拠（確率変数の平均；ファジィ事象の確率）を制約条件としていた筆者［9］，
［10］の基本モデル（ファジィ・エントロピー最大化基準に基づく選択確率推定モデル）を複数の
証拠を制約条件としたモデルへと拡張することを試みる。そこで，複数（n個）の「証拠」が与
えられた場合に，これらの証拠M」（ブ：要因，ゴ＝1，2，……，n）を制約条件とするモデルを考
えることにしよう。前節の例でいえば，「おもしろい本である確率」のみならず，「つまらない本
である確率」や「ためになる本である確率」が証拠として与えられたときに，これら複数のファ
ジィ事象の確率を制約条件としてファジィ・エントロピーを最大化するような，教科書・マンガ・
辞書等の選択確率を推定することがここでの課題となる。その際のn個の「証拠」は基本モデ
ルと同様に確率変数の平均であり，ファジィ集合X」に対するメンバーシップ値を侮（i：サン
プル，i；1，2，……，　m）とすれば，下記のようなファジィ事象の確率M」・となる。
　　　　　　　　　　　　　　　　　　　　　m　　　　　　　　　　　　　　　　　　Mj・＝ΣP，・ltij　　　　　　　　　　　（13）
　　　　　　　　　　　　　　　　　　　　i；1
　一方，この場合のファジィ・エントロピーFには，証拠（要因ブ）が複数存在するため，これ
を要因ゴごとのファジィ・エントロピーFjの和として次のように定義する。
　　　　　　　　　　　　　n　　　　　　　　　　n　　　　　　　　　　　　　　　　　　　　　　m　　　　n　　　　　　　　　　　F＝、罪＝、Σ1（1＋H」）－n°1＋、；り；1ρ・幽篤　　　（14）
　そこで，複数の証拠Mjと選択ee率p，の和（＝1）を制約として，（2）式のファジィ・エント
ロピーFを最大化する選択確率p，を推定すべく，（15）式のように定式化する。ただし，λとγ
はそれぞれラグランジュの未定乗数である。
　　　　　　　　　　　　　　　n　　　　　m　　　　　　　　　　　　　　　　　　　　　　　　　　m　　　　　　　　　R＝F一λΣ（Σp，・傷一ハ4）一γ（ΣPi－1）→max　　　　　　（15）
　　　　　　　　　　　　　　　　　　　　　　　　　i＝1　　　　　　　 ゴ＝1i＝1
　上式において本来であれば，λを制約条件」ごとに設定し，λゴとすべきであるかもしれないが，
①選択確率p‘がブに依存しないこと，②メンバーシップ値侮を反映したファジィ事象の確率M」・
となっているはずであるためメンバーシップ値の平均がファジィ事象の確率から制約条件ゴごと
に大きくズレを生じるとは考えにくいこと，および③パラメータ推定の簡潔さを考慮して，ここ
では簡便にλiでなくλとしたモデルを考えることにする。
　（15）式は上に凸であるため，まずRをp，で偏微分して0とおく。
　　　　　　　　　　　　　　　　　　　　　　　n　　　　　　　　　　　　n　　　　　　　　　δR／δp∫＝－n・log　Pi－n＋ΣHi，・一λΣtt　ii一γ＝0　　　　（16）
　　　　　　　　　　　　　　　　　　　　　　j＝1　　　　　　　　　　　　　　　ゴ＝1
　これをp、について整理すれば，
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　　　　　　　　　　　　　　　　　　　　n　　　　　　　　　　　　n　　　　　　　　　　　　P，一叫翼撃μ『　　（17）
となり，上式はサンプルiごとにm本得られるため，それらm本の方程式の総和でそれぞれの
方程式を割ると，
　　　　　　　　　　　　　　　譜写到
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（18）　　　 A＝　　　　　　　　　　　　　　耐謝準一
となる。ここで，W＝exp［一λ］とおくと，
　　　　　　　　　　　　　　　　　・xp［，躯／n］・｛
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（19）P‘＝　　　　　　　　　　　　　　　　k；lexp［nΣ馬・／nj＝1］・鴻柵
となり，（19）式の両辺に分母の式をかければ，
　　　　　　　　P・　、￥lexp［nΣ・砥／nノ＝1］・晦一・xpし亀晒］・繭　　（・・）
となる。この両辺に傷をかけて，iと」について足し込めば，
　　、亀ゑA・・湛鯉［澤！い］・V・・≒，・・i－、亀ゑ・i・　exp［灌、馬／n］隅執21）
　　　　　　　　m　ここで，左辺のΣp，・傷＝Mjであるため，上式は次のように変換される。
　　　　　　　　i＝1
　　　　　　　　　　、亀急（μザハ巧・）・expし≒1馬／・］晦一・　　（22）
　（22）式を満足するWを数値的に求め，それを（19）式に代入することにより，ファジィ・エン
トロピーを最大化する選択確率Aを推定することができる。すなわち）一上記の提案モデルを用
いれば，ファジィ・エントロピー最大化という目的関数に，複数の証拠（ファジィ事象の確率）
と，確率の和が1という制約を加えたもとで，選択確率の推定値（解）を導くことができるので
ある。
6．提案モデルの適用例による実証分析
　6．1分析方法
　筆者は，先行研究［15］において「ファジィ・エントロピーを用いた多因子情報路モデル」を提
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表1SEの教育方法についての選択数とメンバーシップ値
（8）
選　　択　　数 メ　ン　バ　ー　シ　ッ　プ　値
SE教育方法
実　　数 比　率 手軽さ 専門性 コスト 時　　間 体　　系
メーカー講習会
n　　　J　　T
O部有料講習会
ﾐ内講習会
ｩ己学習の促進
拍嵩烽ﾌ勉強会
137
Q20
V3
R6
R6
P0
0，268
O，430
O，143
O，070
O，070
O，020
0．3
O．9
O．2
O．4
O．3
O．4
09
O．7
O．9
O．3
O．1
O．1
0．4
O．1
O．8
O．3
O．2
O．2
0．8
O．1
O．7
O．5
O．2
O．4
0．9
O．2
O．9
O．2
O．2
O．1
ファジィ事象の確率 0，553 0．7 0，303 0，414 0，485
注：上記「SEの教育方法と選択数」は，日本生産性本部「情報システム要員の育成に関する調査研究報告書」［28］の
　一部を引用，比率は「その他」と「回答なし」の数を除いた合計数で各選択数を除したもの，各メンバーシップ値は
　筆者が数値例として設定し，ファジィ事象の確率はそれらのメンバーシップ値を用いて算出したもの。
案し，その適用例として「情報システム要員の育成に関するアンケート調査」（日本生産性本部
［16］）のデータを用いた実証分析を行っている。本研究の提案モデルも複数の要因（因子）を分
析対象としたモデルであるため，上記のデータを用いて実証分析を行っていくことにする。ただ
し，表1の選択数は，優先順位つきの複数回答から，優先順位1位の教育方法の回答数を集計し
たものである。
　まず，表1のSE教育方法の選択比率について簡単に検討しておくと，最も多いのが「OJT」
の43．0％であり，日本企業の従業員教育の特徴が端的に表れている。次いで多いSE教育方法が
「メーカー講習会」の26．8％で，さらに「外部有料講習会」の14．3％の順となっている。メーカー
講習会と外部有料講習会はoff　JTとして位置づけられるため，　OJTとoff　JTをほぼ半々の比率
で選択していることがわかる。これは，筆者らの先行研究［17］において主張している「職場内コ
ンピューティング（OJC；On　the　Job　Computing）の教育訓練はOJTによって行うべきであ
るのに対して，職場外コンピューティング（off　JC；off　the　Job　Computing）の教育訓練には
OJTとoff　JTの両方が必要である」という，　off　JCのための教育訓練の二面性と整合的である。
ただし，ここでいうOJCとは，情報システム部門以外の一般ユーザー部門の職場内で実務担当
者がPC＆LANを活用して自律的に行う情報処理を意味し，　off　JCは，情報システム部門（一
般のユーザー部門から見て「職場外」）のスペシャリストが行う情報処理を意味するため，ここ
で取り扱う表1のSE教育は「off　JCのための教育訓練」に相当する。したがって，　off　JCのた
めの教育訓練では，情報システム部門の職場内での技術や知識の継承と同時に，職場外（講習会，
研究会等）での専門性・新規性の高い技術や知識の吸収が必要なのである。
　ここでは，表1のデータに対して本研究の提案モデルを適用し，SE教育方法（メーカー講習
会，OJT，外部有料講習会等）の選択確率Aを推定することを試みる。その際，手軽さ，専門
性，体系（的教育）の3つの要因（因子）は，メンバーシップ値が大きい方が好ましい要因であ
るため，分析には，1からメンバーシップ値を減じた値（1－tt　ij；これは，ファジィ集合の補集
合に対するメンバーシップ値に相当する）および1からファジィ事象の確率を減じた値（1－M」；
　（9）　　複数のファジィ事象の確率を制約条件としたファジィ・エントロピー最大化モデル　　　　9
これは，ファジィ集合の補集合に対する「ファジィ事象の確率」に相当する）を用いることにす
る。
　また，モデルのフィットネスを本研究の提案モデルと比較するために，複数の要因についての
メンバーシップ値の平均μノを，各教育方法（サンプル）ごとに基本モデル［9］に入力した場合
の分析も併せて行うことにする。そして，選択確率の実績値に対する，本研究の提案モデルと基
本モデルのフィットネスを比較・検討していくことにする。
6．2　分析結果
　上記の2つのモデル（本研究の提案モデルと基本モデル［9］）によって推定した選択確率と相
関係数の値を表2に示す。
6．3考　　察
　表2の選択確率p‘の推定値を見ると，本研究の提案モデルの方が基本モデル（ファジィ・エ
ントロピー最大化基準に基づく選択確率推定モデル［1］，［11］）よりも実績値に近い値となって
いることがわかる。同様に，相関係数も提案モデルの方が基本モデルよりも高い値となっている。
これらの結果は，与えられた証拠のみでは結論が得られないような拡大推論における「ファジィ・
エントロピー最大化基準」の妥当性を示すと同時に，その拡大推論において単一の証拠よりも複
数の証拠が与えられている場合の方が，より現実に接近しうることを示唆するものであろう。と
りわけ，与えられた証拠のみでは結論が得られないような「拡大推論」であることをふまえると，
そうした問題設定のもとでもこれだけのフィットネスが得られることは注目に値する。また，複
数の証拠（ファジィ事象の確率）が与えられたもとでは，本研究の提案モデルの解が実際の選択
確率によくフィットすること，およびそれら複数の証拠をより有効に活用するモデルであること
を示している。
　一方，推定された選択確率のバラツキに注目すると，基本モデルの推定値のバラツキは，提案
モデルの推定値のバラツキに比較して，より実際の選択確率のバラツキから乖離した結果となっ
ていることがわかる。これは，本研究の問題設定では複数の証拠が与えられているにもかかわら
ず，基本モデルはそれらを平均として圧縮してしまっており，それぞれの証拠という情報を有効
表2　選択確率の推定値と相関係数
SEの教育方法 実　績　値 本研究の提案モデル 基本モデル
メーカー講習会 0，268 0，198 0，195
O　　　J　　　T 0，430 0，477 0，497
外部有料講習会 0，143 0，ll2 0，101
社内講習会 0，070 0，077 0，066
自己学習の促進 0，070 0，077 0，076
部署内の勉強会 0，020 0，059 0，066
実績値との相関係数 0，962 0，951
10 『明大商学論叢』第89巻第1号 （10）
に活用していないことによるものではないかと思われる。逆の視点からいえば，本研究の提案モ
デルの方がそれぞれの証拠を有効に活用しているということになろう。
　以上のことをふまえると，人間や組織の意思決定を捉える際に，偶然性に関するあいまいさの
みならず，漠然性に関するあいまいさを考慮した「ファジィ・エントロピー」が有力な指標とな
ることが理解される。また，与えられた証拠のみでは結論を得るための情報として不十分であっ
たとしても，こうした「拡大推論」に対して「ファジィ・エントロピー最大化」という基準のも
とで証拠を有効に活用しうること，そしてその証拠が一つの場合よりも複数の場合の方が，人間
や組織の意思決定という現実に対して，より接近しうることが示唆される。そういった意味で，
本研究の提案モデルは，人間や組織の選択確率に対して，複数の証拠が与えられている場合の拡
大推論を展開する際に，有力な選択肢の一つとなりうるものであろう。
7．おわりに
　本研究では，筆者が先行研究［9］，［10］で提案した「ファジィ・エントロピー最大化基準に基
づく選択確率推定モデル」（基本モデル）における単一の「証拠」を，複数（n個）の「証拠」
が与えられた場合のモデルへと拡張することを試みた。そのために，これら複数の証拠（ファジィ
事象の確率）を制約としてファジィ・エントロピーを最大化するような選択確率を推定するため
の新たなエントロピー・モデルを提案した。提案モデルは，ファジィ・エントロピー最大化とい
う目的関数に対して，ラグランジュの未定乗数法を導入し，上記のような複数（n個）のファジィ
事象の確率と，確率の和が1であるという制約を組み込んで選択確率（解）を推定するものであ
る。
　さらに，本研究の提案モデルの適用例として，SEの教育方法（メーカー講習会，　OJT，外部
有料講習会等［16］）の分析を行い，選択確率の実績値に対する，本研究の提案モデルと基本モデ
ルのフィットネスを比較・検討した。その結果，本研究の提案モデルから得られた選択確率は基
本モデルに比較して，実際の選択確率に近づいた値が得られ，人間や組織の意思決定におけるあ
いまいさの二面性（偶然性と偶然性），および複数の「証拠」を活用することの有効性を確認す’
ることができた。
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