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Abstract
Let ðMn; gÞ be a compact manifold with boundary with nX2: In this paper we discuss
uniqueness and non-uniqueness of metrics in the conformal class of g having the same scalar
curvature and the mean curvature of the boundary of M:
r 2002 Elsevier Inc. All rights reserved.
1. Introduction
Let ðMn; gÞ be an n-dimensional compact Riemannian manifold with boundary.
Let Rg denote its scalar curvature and Hg the trace of the second fundamental form. We
let hg ¼
Hg
n1 be the mean curvature of the boundary of M ; @M : In this paper we
investigate to what extent the scalar curvature and the mean curvature of the boundary
determine the metric within its conformal class. Recall that the conformal class of the
metric g; ½g; is the set of metrics of the form jg where j is a smooth positive function
deﬁned on M :
Thus the precise question we will address in this paper is the following: given *gA½g
with R *g ¼ Rg in M; and h *g ¼ hg on @M; when is *g ¼ g?
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If nX3 and *g ¼ u
4
n2g then the function u satisﬁes the following non-linear elliptic
equation:
Dgu  cðnÞRgu þ cðnÞR *gu
nþ2
n2 ¼ 0 in M ;
@u
@Zg
þ
n  2
2
hgu 
n  2
2
h *gu
n
n2 ¼ 0 on @M ;
8><
>: ð1Þ
where cðnÞ ¼ n2
4ðn1Þ: When n ¼ 2 if we write *g ¼ e
2ug; then the function u satisﬁes the
non-linear elliptic equation
Dgu  Kg þ K *ge2u ¼ 0 in M;
@u
@Zg
þ kg  k *geu ¼ 0 in @M ;
8><
>: ð2Þ
where Kg and kg denote the Gaussian curvature and the geodesic curvature of @M of
the metric g:
Therefore the above geometric question is equivalent to the following uniqueness
question in PDEs: Assume that u is a solution of problem (1) where Rg ¼ R *g and
hg ¼ h *g or a solution of problem (2) where K *g ¼ Kg and kg ¼ k *g: Is the function u the
constant function 1?
Observe that if Rg ¼ R *g ¼ hg ¼ h *g ¼ 0 then *g ¼ lg; where l is a positive constant.
From now on in this paper we assume that the functions Rg and hg do not vanish
simultaneously.
In [E1] we gave a complete description of the set of metrics gA½dij; where dij is the
Euclidean metric deﬁned on Bn ¼ fxARn : jxjp1g with nX3; having constant scalar
curvature and constant mean curvature on @B: In this case g ¼ Fnðg1Þ where
F : B-B is a conformal diffeomorphism and g1 is the metric on a geodesic ball on a
simply connected space form of constant sectional curvature.
Therefore we cannot expect to give a positive answer to our question in general.
Moreover on the annulus Aa;b ¼ fxARn: 0oaojxjobg endowed with the Euclidean
metric dij one can show by looking at metrics of the form u
4
n2ðjxjÞdij that there exist
several metrics in ½dij  with the same constant scalar curvature and the same constant
mean curvature on the boundary provided that b
a
is big enough (see [E1]).
In spite of all these negative results we are able to show that, for a large class of
manifolds, our question has a positive answer. In order to describe this class of
manifolds we need to introduce two linear operators. The ﬁrst one is the conformal
Laplacian ðL; BÞ deﬁned for nX3 as
L ¼ Dg  cðnÞRg in M;
B ¼
@
@Zg
þ
n  2
2
hg on @M:
8><
>:
Note that the conformal Laplacian is the linear part in problem (1). Moreover, it is
the linearization of (1) at the zero solution. The second operator, ðL1; B1Þ; deﬁned for
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nX2; is
L1 ¼ Dg þ
Rg
n  1
in M ;
B1 ¼
@
@Zg
 hg on @M :
8>><
>:
Recall that when n ¼ 2; Rg ¼ 2Kg and hg ¼ kg: Note that ðL1; B1Þ is the linearization
at the solution u ¼ 1 when R *g ¼ Rg and h *g ¼ hg of problem (1) when nX3 and
problem (2) when n ¼ 2:
For two-dimensional manifolds the Euler characteristic of M2; wðM2Þ; will play
the role of the conformal Laplacian in our theorems below.
In this paper l1ðL; BÞ and l1ðL1; B1Þ will denote the ﬁrst eigenvalue of the
operators ðL; BÞ and ðL1; B1Þ; respectively. We will denote with tilde all quantities
related to the metric *g:
Our uniqueness theorem is
Theorem 1. Let ðMn; gÞ be a compact Riemannian manifold with boundary and hgp0:
Suppose that *gA½g; R *g ¼ Rg; and h *g ¼ hg: If both l1ðL˜1; B˜1Þ and l1ðL1; B1Þ are positive
or one of them is equal to zero then *g ¼ g:
An immediate consequence of Theorem 1 is
Corollary 2. Let ðMn; gÞ be a compact Riemannian manifold with boundary. Assume
that *gA½g; R *g ¼ Rgp0; and h *g ¼ hgp0: Then *g ¼ g:
The classiﬁcation theorem obtained by the author in [E1] for the Euclidean ball,
mentioned above, shows that there exits a noncompact set of metrics gA½dij with Rg ¼ 0
and hg ¼ 1: Therefore, the condition on the sign of the mean curvature in Corollary 2
turns out to be necessary. To see that this condition is also necessary in Theorem 1 apply
the classiﬁcation result in [E1] to a large geodesic ball in the hyperbolic space.
In the case that one does not have uniqueness, one may consider the question of
existence of metrics with the same scalar and mean curvatures but with one metric
dominating the other. More precisely, we say that g1og2 if g1 ¼ jg2 where j is a
smooth function satisfying 0ojo1: We consider the following question: does there
exist a metric *gog with the same scalar curvature and mean curvature as the one for
the metric g? We answer this question with the following theorem.
Theorem 3. Let ðMn; gÞ be a compact manifold with boundary and hgp0: If nX3 there
exists *gog with R *g ¼ Rg and h *g ¼ hg if and only if l1ðL; BÞo0 and l1ðL1; B1Þo0: If
n ¼ 2 there exists *gog with K *g ¼ Kg and k *g ¼ kgp0 if and only if wðM2Þo0 and
l1ðL1; B1Þo0: Furthermore, there exists at most one such a metric *g:
In [E2] we showed that the sign of l1ðL; BÞ is conformally invariant; in contrast,
the sign of l1ðL1; B1Þ is not. Moreover, if the metric *g in Theorem 3 exists then
l1ðL˜1; B˜1Þ > 0:
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We give geometrical conditions that guarantee when the ﬁrst eigenvalues in
Theorem 3 are negative. We show that if
R
M
Rg þ 2
R
@M Hgp0 then l1ðL; BÞo0
and if
R
M
Rg þ
R
@M HgX0 then l1ðL1; B1Þo0: Therefore, Theorem 3 applies to
manifolds with hgp0 and
R
M
Rg þ 2
R
@M Hg ¼ 0 or
R
M
Rg þ
R
@M Hg ¼ 0:
We remark that the functional g-
R
M
Rg þ 2
R
@M Hg; up to a positive
dimensional constant, is the total scalar curvature þ total mean curvature functional
introduced by the author in [E3] and studied by Araujo [A].
Similar results to Theorems 1 and 3 have been proved for compact manifolds
without boundary by Lou [L]. In this case he considered the operators L and L1 with
no boundary conditions since the manifolds are boundaryless. The statements of
Lou’s theorems are the same as in Theorems 1 and 3, but without the assumption
and conclusions involving the boundary (see Theorems 1.1 and 1.2 in [L]).
We would like to mention that in [E1] the author showed that if ðMn; gÞ is an n-
dimensional Einstein manifold with totally geodesic boundary and nX3; if *gA½g; R *g
is constant and h *g ¼ 0 then *g is Einstein. Moreover if ðM ; gÞ is not conformally
equivalent to the Euclidean ball then *g ¼ cg where c is a positive constant and hence
our initial question has an afﬁrmative answer.
This paper is organized as follows: in Section 2 we prove Theorem 1. In Section 3
we prove Theorem 3.
2. A uniqueness theorem
The purpose of this section is to show the validity of Theorem 1. In order to do
that we need the following lemma.
Lemma 4. Let ðMn; gÞ be a compact manifold with boundary and hgp0: Let *gA½g
satisfying that R *g ¼ Rg and h *g ¼ hg: If l1ðL1; B1Þ > 0 then either *g ¼ g or *g > g; if
l1ðL1; B1Þ ¼ 0 then *g ¼ g:
Proof. To prove our lemma when nX3 we let *g ¼ u
4
n2g and v ¼ u
4
n2  1: A
straightforward calculation shows that
Dv þ
Rg
ðn  1Þ
v ¼
4ðn þ 2Þ
ðn  2Þ2
jruj2
u
2n
n2
in M ;
@v
@Z

2
1þ u
2
n2
  hgv ¼ 0 on @M:
8>>><
>>>:
ð3Þ
Let f1 be the ﬁrst eigenfunction associated to the eigenvalue l1ðL1; B1Þ: Thus f1 > 0
satisﬁes the following boundary value problem:
Df1 þ
Rg
n  1
f1 þ l1ðL1; B1Þf1 ¼ 0 in M;
@f1
@Z
 hg f1 ¼ 0 on @M :
8>><
>: ð4Þ
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Set w ¼ v
f1
: Then w satisﬁes
Dw þ
2
f1
rf1rw  l1ðL1; B1Þw ¼
4ðn þ 2Þ
f1ðn  2Þ
2
jruj2
u
2n
n2
X0 in M ;
@w
@Z
 hgw
1 u
2
n2
1þ u
2
n2
2
4
3
5 ¼ 0 on @M :
8>>><
>>>:
Let wðx0Þ ¼ maxxAM wðxÞ: Let us assume that l1ðL1; B1Þ > 0: There are two cases to
be considered:
(1) When x0AM\@M since Dwðx0Þp0 and rwðx0Þ ¼ 0 we deduce that
l1ðL1; B1Þwðx0Þp0: Since l1ðL1; B1Þ > 0 we conclude that wðx0Þp0: If wðx0Þ ¼ 0
the strong maximum principle implies that wðxÞ ¼ 0 and hence vðxÞ  0 or,
equivalently, u  1: If wðx0Þo0 then vðxÞo0 and hence u > 1:
(2) When x0A@M we have either @w@Z ðx0Þ > 0 or w is constant. In the second case we
ﬁnd that the constant is either zero or negative. Then we conclude that u  1 or
u > 1: The case @w@Z ðx0Þ > 0 is ruled out; note that
@w
@Z ðx0Þ > 0 implies that, at the point
x0A@M ;
hgw
1 u
2
n2
1þ u
2
n2
0
@
1
A > 0
or, equivalently, using the deﬁnition of w
hg
u
4
n2  1
 
f1
1 u
2
n2
 
1þ u
2
n2
  > 0;
which is equivalent to say
hgðx0Þ 1 u
2
n2ðx0Þ
 2
> 0
which contradicts the assumption hgðxÞp0 for all xA@M :
Now let us assume that l1ðL1; B1Þ ¼ 0: In this case the maximum principle implies
that x0A@M : Therefore @w@Z ðx0Þ > 0 or w is constant. Since we have shown that
@w
@Z ðx0Þ > 0 does not happen then w is a constant function. From the ﬁrst equation we
ﬁnd that jruj2 ¼ 0 or, equivalently, u is a constant function. Since R *g ¼ Rg and
h *g ¼ hg do not vanish simultaneously we ﬁnd that u  1:
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When n ¼ 2 set *g ¼ e2ug and v ¼ e2u  1: Then
Dv þ 2Kgv ¼ 4e2ujruj2 in M;
@v
@Z

2kgv
1þ eu
¼ 0 on @M :
8><
>: ð5Þ
Set w ¼ v
f1
where f1 > 0 is the ﬁrst eigenfunction of the operator ðL1; B1Þ with
eigenvalue l1ðL1; B1Þ: Since f1 is a solution to the eigenvalue problem (4) the function
w satisﬁes
Dw þ
2
f1
rfirc l1ðL1; B1Þw ¼ 4e2uf 11 jruj
2 in M;
@w
@Z
 wkg
1 eu
1þ eu
 
¼ 0 on @M :
8><
>>:
Arguing as before we get our lemma.
Proof of Theorem 1. If either l1ðL1; B1Þ or l1ðL˜1; B˜1Þ vanishes then Lemma 4 implies
that g ¼ *g: If l1ðL; BÞ > 0 then Lemma 4 implies that *g ¼ g or *g > g: If l1ðL˜1; B˜1Þ > 0
then Lemma 4 implies that g ¼ *g or g > *g: Hence if l1ðL1; B1Þ > 0 and l1ðL˜1; B˜1Þ > 0
the only possibility is g ¼ *g: &
3. Existence and uniqueness of smaller metrics
In this section we prove Theorem 3. The proof is divided into two parts. In the ﬁrst
part we show the existence of a smaller metric *gog with the same scalar and mean
curvature as g: In order to do that we use the method of upper and lower solutions.
In the second part we show that the solution we found is unique. To do that we use
degree theory, and compute the Leray–Schauder degree of the possible solutions.
In order to prove Theorem 3 we need some preliminary results.
Lemma 5. Let ðMn; gÞ be a compact manifold with boundary and hgp0: Assume that
there exists *gog with R *g ¼ Rg and h *g ¼ hg: Then l1ðL; BÞo0 if nX3 and wðM2Þo0
if n ¼ 2:
Proof. Assume that nX3 and let *g ¼ u
4
n2g: The function u is a solution to problem
(1). Multiplying the ﬁrst equation in (1) by u and integrating by parts we get
EðuÞ ¼
Z
M
jruj2 þ cðnÞ
Z
M
Rgu
2 þ
n  2
2
Z
@M
hgu
2
¼ cðnÞ
Z
M
Rgu
2n
n2 þ
n  2
2
Z
@M
hgu
2ðn1Þ
n2 :
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Using the ﬁrst equation in (1) we ﬁnd that
cðnÞ
Z
M
Rgu
2n
n2 ¼
Z
M
u
2n
n2Du
u  u
nþ2
n2
 :
Integrating by parts we get
cðnÞ
Z
M
Rgu
2n
n2 ¼ 
Z
M
1þ u
4
n2
 
1 u
4
n2
  jruj2 þ
Z
@M
u
nþ2
n2
1 u
4
n2
  @u
@Z
:
Hence
EðuÞ ¼ 
Z
M
1þ u
4
n2
 
1 u
4
n2
 jruj2 þ
Z
@M
u
nþ2
n2
1 u
4
n2
  @u
@Z
þ
n  2
2
Z
@M
hgu
2ðn1Þ
n2 :
Using the boundary condition in (1) we ﬁnd
EðuÞ ¼ 
Z
M
ð1þ u
4
n2Þ
1 u
4
n2
  jruj2 þ n  2
2
Z
@M
hgu
2n
n2
1þ u
2
n2
 :
Since hgp0 we ﬁnd EðuÞo0: From the variational characterization of l1ðL; BÞ;
l1ðL; BÞ ¼ inf
jACNð %MÞ
ja0
EðjÞR
M
j j2
;
we ﬁnd that l1ðL; BÞo0:
Now assume that n ¼ 2 and let *g ¼ e2ug: The function u satisﬁes problem (2).
Integrating by parts we get
Z
M
K ¼
Z
M
Du
1 e2u
¼ 
Z
M
r
1
1 e2u
 
 ru þ
Z
@M
1
1 e2u
@u
@Z
:
Using the boundary condition in (2) we ﬁnd
Z
M
Kg þ
Z
@M
kg
1þ eu
¼ 
Z
M
2e2ujruj2
ð1 e2uÞ2
o0:
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Since kgp0 we ﬁnd
2pwðMÞ ¼
Z
M
Kg þ
Z
@M
kgo0: &
The following lemma holds on any compact manifold with boundary. No
assumption on the sign of the mean curvature is necessary.
Lemma 6. Let ðMn; gÞ be a compact manifold with boundary. If there exists a metric
*gog with R *g ¼ Rg and h *g ¼ hg then l1ðL1; B1Þo0:
Proof. When nX3 let *g ¼ u
4
n2g and v ¼ u
4
n2  1: The function v satisﬁes Eq. (3).
Therefore v satisﬁes the following differential inequalities:
Dv þ
Rg
n  1
v > 0 in M ;
@v
@Z
phgv on @M:
8><
>>:
Multiplying by v and integrating by parts we getZ
M
jrvj2 
Z
M
Rg
ðn  1Þ
v2 
Z
@M
hgv
2o0:
From the variational characterization of l1ðL1; B1Þ as
l1ðL1; B1Þ ¼ inf
jACNð %MÞ
ja0
R
M
jrjj2 
R
M
Rg
n  1
j2 
R
@M hgj
2R
M
j2
;
we ﬁnd that l1ðL1; B1Þo0:
When n ¼ 2 we let *g ¼ e2ug; deﬁne v ¼ e2u  1 and proceed as before but instead
of using Eq. (3) we use Eq. (5). &
Lemma 7. Let ðMn; gÞ be a compact manifold with boundary and hgp0: Suppose that
l1ðL1; B1Þo0: When nX3 further assume that l1ðL; BÞo0 and if n ¼ 2 wðM2Þo0:
Then there exists *g with *gog; R *g ¼ Rg; and h *g ¼ hg:
Proof. In order to show the existence of the metric *g we use the method of upper and
lower solutions, see Theorem 6.4 in [E4]. Assume that nX3 and let j1 > 0 be the ﬁrst
eigenfunction of the conformal Laplacian. Thus the function j1 satisﬁes the
following boundary value problem:
Lj1 þ l1ðL; BÞj1 ¼ 0 in M;
Bj1 ¼ 0 on @M:
(
ð6Þ
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Without loss of generality, we can assume maxxA %M j1 ¼ 1: Deﬁne u0 ¼ ej
a
1: For a
close to 1 and e small and positive u0 is a lower solution to problem (1) when
R *g ¼ Rg; and h *g ¼ hg: Indeed
Du0  cðnÞRgu0 þ cðnÞRgu
nþ2
n2
0
¼ eDja1  cðnÞRgej
a
1 þ cðnÞRgðej
a
1Þ
nþ2
n2
¼ eja1 aða 1Þ
jrj1j
2
j21
 al1ðL; BÞ

þ cðnÞRgða 1Þ þ cðnÞRgðeja1Þ
4
n2

:
From the last expression we see that if a is close to 1 and e is small enough, since
l1ðL; BÞo0; we get
Du0  cðnÞRgu0 þ cðnÞRgu
nþ2
n2
0 > 0 in M :
Now on @M we have
@u0
@Z
þ
n  2
2
hgu0 
n  2
2
hgu
n
n2
0
¼ eaja11
@j1
@Z
þ
n  2
2
hðeja1Þ 
n  2
2
hðeja1Þ
n
n2
¼
n  2
2
heja1 1 a ðej
a
1Þ
2
n2
 
:
If a ¼ 1 e
2
n2 we get that the last expression is non-positive, i.e.,
@u0
@Z
þ
n  2
2
hgu0 
n  2
2
hgu
n
n2
0 p0 on @M
and hence u0 is a lower solution to problem (1).
To construct an upper solution we let f1 be the ﬁrst eigenfunction associated with
the eigenvalue l1ðL1; B1Þ: Thus f1 > 0 satisﬁes the boundary value problem (4).
Assume that maxxAM f1 ¼ 1 and deﬁne w ¼ 1 df1 where d > 0: A computation
shows that
Dw  cðnÞRgw þ cðnÞRgw
nþ2
n2
¼ dDf1  cðnÞRgð1 df1Þ þ cðnÞRgð1 df1Þ
nþ2
n2
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¼ df1 l1ðL1; B1Þ þ
Rg
n  1
1
n  2
4
1 df1
df1
 
þ
n  2
4
ð1 df1Þ
nþ2
n2
df1
2
4
3
5
8<
:
9=
;
¼ df1 l1ðL1; B1Þ þ
Rg
n  1
1þ
n  2
4
ð1 df1Þ
1þ ð1 df1Þ
4
n2
df1
0
@
1
A
2
4
3
5
8<
:
9=
;:
Since
lim
d-0þ
1 ð1 df1Þ
4
n2
df1
¼
4
n  2
we get that for d small enough
Dw  cðnÞRgw þ cðnÞRgw
nþ2
n2o0:
Now on @M we have
@w
@Z
þ
n  2
2
hgw 
n  2
2
hgw
n
n2
¼ d
@f1
@Z
þ
n  2
2
hgð1 df1Þ 
n  2
2
hgð1 df1Þ
n
n2
¼ df1h 1þ
n  2
2
ð1 df1Þ
1 ð1 df1Þ
2
n2
df1
0
@
1
A
2
4
3
5:
Observe that for x small and positive
n  2
2
ð1 xÞ
1 ð1 xÞ
2
n2
x
0
@
1
Ap1:
Taking d small enough we get
@w
@Z
þ
n  2
2
hgw 
n  2
2
hgw
n
n2X0 on @M;
and hence w is an upper solution to problem (1).
The method of upper and lower solutions implies that taking e and d small enough
and hence ao1 but close to 1 we ﬁnd a smooth solution u to problem (1) with
R *g ¼ Rg; and h *g ¼ hg satisfying that
0ou0ouowo1:
The metric *g ¼ u
4
n2g satisﬁes that *gog; R *g ¼ Rg; and h *g ¼ hg; and this ﬁnishes the
proof of our lemma when n ¼ 3:
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When n ¼ 2 we let j be a solution to the boundary value problem
Dj ¼ Kg  l %Kg þ b %kg in M ;
@j
@Z
¼ akg þ b on @M :
8<
:
The existence of the function j is guaranteed if the integral condition
Z
M
Kg þ l %Kg þ b %kg ¼
Z
@M
akg þ b
is satisﬁed.
Deﬁne u0 ¼ j C1 where C1 is a positive real number. Let b ¼ 1 if %Kg ¼ 0 and
when %Kga0 set b ¼ 0 and take l satisfying l %Kg > 0: Then
Du0 þ Kðe2u0  1Þ ¼ l %Kg þ b %kg þ Ke2je2C1 > 0
for C1 large enough because wðM2Þo0: On @M we have
@u0
@Z
þ kð1 eu0 Þ ¼ 1þ að Þkg þ b  kgejeC1p0
provided that 1þ aX0; bo0; and C1 is large enough. The above choices for l; a; and
b are possible to do because wðM2Þo0: Indeed, the above integral condition is
equivalent to
ð1þ lÞ %KgVolðMÞ þ b %kgVolðMÞ  a %kg Volð@MÞ ¼ b %kgVolð@MÞ:
When %Kga0; choosing l small (positive if %Kg > 0 and negative if %Kg; 0Þ and a such
that 1oao0 and close to 1 we get that bo0: This is because the function
F ðx; yÞ ¼ x %KgVolðMÞ þ y %kgVolð@MÞo0
is continuous and the condition wðM2Þo0 is equivalent to F ð1; 1Þo0: With these
choices of l; a; and b the function u0 is a lower solution to problem (2) when %Kga0:
When %Kg ¼ 0 ﬁrst observe that the conditions wðM2Þo0 and l1ðL1; B1Þo0 are
unchanged if we rescale the metric g by a constant. Hence we can assume that g
satisﬁes that Volð@MÞ > VolðMÞ: Choosing a ¼ 1 we get that the integral condition
is satisﬁed when b ¼ 1 VolðMÞVolð@MÞ
 
%kg: Since %kgo0 because wðMÞ2o0 and %Kg ¼ 0 we
see that bo0: With this choice of a and b we get that u0 is a lower solution to
problem (2) when %Kg ¼ 0:
To construct an upper solution we let f1 > 0 be the ﬁrst eigenfunction to problem
(4). We further assume that maxxAM f1ðxÞ ¼ 1 and let w ¼ ef a1 where e is a positive
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real number. Then
Dw þ Kgðe2w  1Þ ¼  eDf a1 þ Kgðe
2ef a
1  1Þ
¼  ef a1 ðaða 1Þ f
2
1 jrf1j
2  al1ðL1; B1ÞÞ
þ Kðe2ef
a
1  1 2aef a1 Þ:
Now let a ¼ 1þ d then we ﬁnd
Dw þ Kgðe2w  1Þ ¼  ef 1þd1 ðdð1þ dÞf
2
1 jrf1j
2  ð1þ dÞl1ðL1; B1ÞÞ
þ Kð0ðe2Þ þ 0ðedÞÞo0
provided that e and d are small enough. On @M we ﬁnd that
@w
@Z
þ kgð1 ewÞ ¼  eaf a11
@f1
@Z
þ kg 1 eef
a
1
 
¼ kg 1 eef
a
1  eaf a1
 
¼ kg 0ðe2Þ  edf 1þd1
 
X0
provided that we choose e much smaller than d:
The method of upper and lower solutions implies that taking d small enough, e
much smaller than d and C1 large enough we ﬁnd a smooth solution u to problem (2)
with K *g ¼ Kg; and k *g ¼ kg satisfying that
u0ouowo0:
The metric *g ¼ e2ug satisﬁes that *gog; K *g ¼ Kg; and k *g ¼ kg; and this ﬁnishes the
proof of our lemma when n ¼ 2 and hence the proof of our lemma. &
Consider the operator T : Cð %MÞ-Cð %MÞ deﬁned as TðjÞ ¼ c; where c is the
unique solution to the boundary value problem
Dc gc ¼ gjþ cðnÞRg j j
nþ2
n2
 
in M ;
@c
@Z
 rc ¼ rjþ
n  2
2
hg j
n
n2  j
 
on @M ;
8><
>:
where
gX
n
2ðn  1Þ
jjRgjjN and rp inf
xA@M
hgðxÞ:
Elliptic regularity theory [ADN,S] guarantees that the map T is well deﬁned and is
compact.
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Assume that hgp0 and consider the set A ¼ fu0pupwg where u0 and w are the
lower and upper solutions constructed in Lemma 7. Recall that u0 depends on e and
a while w depends on d when nX3 and when n ¼ 2 u0 depends on l; b; a; and b and w
on e and a: Thus A ¼ Aðe; a; dÞ when nX3 and when n ¼ 2 A ¼ Aðe; a; l; b; a; bÞ:
Lemma 8. The map T satisfies that TðAÞCintðAÞ:
Proof. First we show that if u; vAA and uXv then TuXTv:
Since 1XuXvX0 then for aX0 we have
ua  vapaðu  vÞ:
Therefore on M we have
gu  cðnÞRg u  u
nþ2
n2
  
 gv  cðnÞRg v  v
nþ2
n2
  
Xðu  vÞ g
n
2ðn  1Þ
jjRgjjN
 
;
and on @M since hgp0 we get
ru 
n  2
2
hg u
n
n2  u
  
 rv 
n  2
2
hg v
n
n2  v
  
pðu  vÞ½r hg:
Thus if Tu ¼ c1 and Tv ¼ c2 we get that c1 solves the problem
Dc1  gc1 ¼ gu þ cðnÞRg u  u
nþ2
n2
 
in M;
@c1
@Z
 rc1 ¼ ru þ
n  2
2
hg u
n
n2  u
 
on @M ;
8><
>:
while c2 solves the problem
Dc2  gc2 ¼ gv þ cðnÞRg v  v
nþ2
n2
 
in M ;
@c2
@Z
 rc2 ¼ rv þ
n  2
2
hg v
n
n2  v
 
on @M:
8><
>:
Therefore the function c ¼ c2  c1 satisﬁes
Dc gcX0 in M ;
@c
@Z
 rcp0 on @M:
8<
:
The maximum principle implies that cp0 or, equivalently, Tv ¼ c2pc1 ¼ Tu:
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Note that u0 and w are strict lower and upper solutions, respectively, hence from
the maximum principle it follows that Tu0 > u0 and Twow: Therefore if vAA then
u0oTu0pTvpTwow
and this implies our statement. &
A consequence of our previous lemma is that the map T has no ﬁxed points on the
boundary of A; @A: This allows us to deﬁne the Leray–Schauder degree of the map
I  T on the set A; which we will denote by degðI  T ; A; 0Þ:
Lemma 9. degðI  T ; A; 0Þ ¼ 1
Proof. Let v0AintðAÞ and consider the constant map Cv0 : A-A deﬁned by
Cv0 ðuÞ ¼ v0: We deﬁne F ðt; uÞ ¼ tTu þ ð1 tÞCv0ðuÞ where F : ½0; 1  A-A:
We claim that F has no ﬁxed points on @A: Otherwise there exists v1A@A and t0
with 0ot0p1 such that F ðt0; v1Þ ¼ v1 or equivalently
t0Tv1 þ ð1 t0Þv0 ¼ v1: ð7Þ
Since v1pw then Tv1pTwow: Then from equality (7) we get v1ow: Similarly since
v1Xu0 then Tv1XTu0 > u0: Using this in equality (7) we get v1 > u0: Thus v1AintðAÞ:
The homotopy invariance of the Leray–Schauder degree says that degðI 
F ðt; Þ; A; 0Þ is independent of t: Therefore
degðI  T ; A; 0Þ ¼ degðI  Cv0 ; A; 0Þ ¼ 1:
Lemma 10. If u is a solution of problem (1) where R *g ¼ Rg and h *g ¼ hg then u is an
isolated fixed point of T and the index of T at u; which is defined as
iðT ; uÞ ¼ degðI  T ; BdðuÞ; 0Þ;
where BdðuÞ ¼ fjACð %MÞjjj  ujjNodg and d is a small positive real number, is equal
to 1.
Proof. We ﬁrst study the derivative of the map T at u; DuT : We claim that DuT has
no eigenvalue lX1: Observe that ðDuTÞj is deﬁned as the unique solution to the
problem
ðD gÞððDuTÞjÞ ¼ gþ cðnÞRg 1
n þ 2
n  2
u
4
n2
  
j in M;
@
@Z
 r
 
ððDuTÞjÞ ¼ rþ
n  2
2
hg
n
n  2
u
2
n2  1
  
j on @M :
8>><
>>:
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If DuTj ¼ lj then j satisﬁes
lDj ¼ gðl 1Þ þ cðnÞRg 1
n þ 2
n  2
u
4
n2
  
j in M ;
l
@j
@Z
¼ rðl 1Þ þ
n  2
2
hg
n
n  2
u
2
n2  1
  
j on @M :
8>><
>>:
Multiplying by j and integrating by parts we ﬁnd
l
Z
M
jrjj2 þ ðl 1Þg
Z
M
j2 þ cðnÞ
Z
M
Rg 1
n þ 2
n  2
u
4
n2
 
j2
 ðl 1Þr
Z
@M
j2 
n  2
2
Z
@M
hg
n
n  2
u
2
n2  1
 
j2 ¼ 0:
If lX1 we ﬁnd
Z
M
jrjj2 þ cðnÞ
Z
M
Rg 1
n þ 2
n  2
u
4
n2
 
j2

n  2
2
Z
@M
hg
n
n  2
u
2
n2  1
 
j2p0:
Hence there exist an eigenfunction j1 > 0 and an eigenvalue l1o0 satisfying
Dj1  cðnÞRg 1
n þ 2
n  2
u
4
n2
 
j1 þ l1j1 ¼ 0 in M;
@j1
@Z

n  2
2
hg
n
n  2
u
2
n2  1
 
j1 ¼ 0 on @M :
8>><
>>:
Multiplying the last equation by u  u
nþ2
n2
 
> 0 we get
Z
M
Dj1 u  u
nþ2
n2
 
 cðnÞ
Z
M
Rg 1
n þ 2
n  2
u
4
n2
 
j1 u  u
nþ2
n2
 
þ l1
Z
M
j1 u  u
nþ2
n2
 
¼ 0:
Using the equation on M in problem (1) we ﬁnd
Z
M
Dj1 u  u
nþ2
n2
 

Z
M
Du 1
n þ 2
n  2
u
4
n2
 
j1
þ l1
Z
M
j1 u  u
nþ2
n2
 
¼ 0: ð8Þ
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The divergence theorem and the boundary condition in problem (1) imply that
Z
M
uDj1 
Z
M
j1Du ¼
Z
@M
u
@j1
@Z

Z
@M
j1
@u
@Z
¼
n  2
2
Z
@M
hguj1
n
n  2
u
2
n2  1
 

n  2
2
Z
@M
hg u
n
n2  u
 
j1
¼
Z
@M
hgu
n
n2j1:
From the last equality and equality (8) we get

Z
M
u
nþ2
n2Dj1 þ
n þ 2
n  2
Z
M
u
4
n2j1DuX
Z
@M
hgu
n
n2j1:
Integration by parts yields

ðn þ 2Þ4
ðn  2Þ2
Z
M
u
6n
n2jruj2j1 
Z
@M
u
nþ2
n2
@j1
@Z
þ
n þ 2
n  2
Z
@M
u
4
n2j1
@u
@Z
X
Z
@M
hgu
n
n2j1:
Using the boundary conditions for u and j1 we ﬁnd
4ðn þ 2Þ
ðn  2Þ2
Z
M
u
6n
n2jruj2j1p
Z
@M
hgj1u
n
n2 1 u
2
n2
 2
p0:
Hence u is constant which is a contradiction. Therefore all eigenvalues of DuT are
smaller than 1 and thus we have that iðT ; uÞ ¼ 1 (see [N]). &
Proof of Theorem 3. Assume that nX3: If there exists *gA½g with *gog; R *g ¼ Rg; and
h *g ¼ hg; Lemma 5 implies that l1ðL; BÞo0 and Lemma 6 implies that l1ðL1; B1Þo0:
Conversely if l1ðL; BÞo0 and l1ðL1; B1Þo0 Lemma 7 implies the existence of a
metric *gA½g with *gog; R *g ¼ Rg; and h *g ¼ hg:
To prove the uniqueness statement in our theorem we consider metrics gi ¼ u
4
n2
i g
satisfying that Rgi ¼ Rg; hgi ¼ hg and 0ouio1 for i ¼ 1; 2: Choosing e; d; and a
appropriate we get u0ouiow: Lemma 10 asserts that any solution u to problem (1)
in A ¼ Aðe; d; aÞ is an isolated ﬁxed point of T : Thus a standard compactness
argument implies that there exist at most a ﬁnite number of solutions to problem (1)
in A: Let u1;y; uk; kX2 be those solutions. The additivity of the Leray–Schauder
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degree implies
1 ¼ degðI  T ; A; 0Þ ¼
Xk
m¼1
iðT ; umÞ ¼ k:
Therefore u1 ¼ u2 or, equivalently, g1 ¼ g2:
The proof when n ¼ 2 is similar and we leave the details to the reader.
We would like to remark at this point that if the metric *g in Theorem 3 exists then
l1ðL˜1; B˜1Þ > 0: To see this observe that Theorem 3 asserts that l1ðL1; B1Þo0 and
Theorem 1 implies that l1ðL˜1; B˜1Þa0: Since the signs of l1ðL; BÞ and wðM2Þ are
conformal invariant (see Proposition 1.3 in [E2]) Theorem 3 implies that l1ðL˜; B˜Þo0
when nX3 and wðM2Þo0 when n ¼ 2: If l1ðL˜1; B˜1Þo0 Theorem 3 implies that there
exists a metric *g1o *g with R *g1 ¼ R *g; h *g1 ¼ h *g: This is a contradiction to the
uniqueness statement of Theorem 3. Hence l1ðL˜1; B˜1Þ > 0: &
In the rest of this section we give two geometric criteria in order to guarantee when
l1ðL; BÞ and l1ðL1; B1Þ have a sign.
In the next proposition we give the ﬁrst geometric criterion that ensures that the
eigenvalue l1ðL1; B1Þ is negative.
Proposition 11. Let ðMn; gÞ be a compact manifold with boundary. Assume that the
functions Rg and Hg do not vanish simultaneously. If
R
M
Rg þ
R
@M HgX0 then
l1ðL1; B1Þo0:
Proof. Let f1 be the ﬁrst eigenfunction associated with the eigenvalue l1ðL1; B1Þ:
Thus f1 satisﬁes the eigenvalue problem (4). Multiplying Eq. (4) by f
1
1 and
integrating by parts we ﬁnd that
1
n  1
Z
M
Rg ¼
Z
M

Df1
f1
 l1ðL1; B1ÞVolðMÞ
¼  l1ðL1; B1ÞVolðMÞ 
Z
M
jrf1j2
f 21

Z
@M
hg:
On the one hand if l1ðL1; B1ÞX0 then we obtain that
0p 1
n  1
Z
M
Rg þ
Z
@M
hgp
Z
M
jrf1j
2
f 21
;
which implies that f1 is a constant function. Using this information in Eq. (4) we
ﬁnd that Rg ¼ ðn  1Þl1ðL1; B1Þp0 and that hg ¼ 0: Our hypothesis implies then
that Rg ¼ 0 and we have reached a contradiction because Rg and hg are not
simultaneously zero. Therefore l1ðL1; B1Þo0:
In the next proposition we give the second geometric criterion that ensures that the
eigenvalue l1ðL; BÞ is negative.
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Proposition 12. Let ðMn; gÞ be a compact manifold with boundary. Assume that the
functions Rg and Hg do not vanish simultaneously. IfZ
M
Rg þ 2
Z
@M
Hgp0
then l1ðL; BÞo0 if nX3 and wðM2Þo0 if n ¼ 2:
Proof. When nX3 we let j1 > 0 be the ﬁrst eigenfunction of the operator ðL; BÞ:
Then j1 satisﬁes the boundary value problem (6). Multiplying Eq. (6) by j
1
1 and
integrating by parts we get
cðnÞ
Z
M
Rg dv ¼
Z
M
Dj1
j1
þ l1ðL; BÞVolðMÞ
¼ l1ðL; BÞVolðMÞ þ
Z
M
jrj1j
2
j21

n  2
2
Z
@M
hg:
The last equality is equivalent to
cðnÞ
Z
M
Rg þ 2
Z
@M
Hg
 
¼ l1ðL; BÞVolðMÞ þ
Z
M
jrj1j
2
j21
:
Using the last equality and assuming that l1ðL; BÞX0 we get a contradiction as in
the proof of Proposition 11. Hence l1ðL; BÞo0 .
When n ¼ 2 just observe thatZ
M
Rg þ 2
Z
@M
Hg ¼ 4pwðM2Þ: &
A consequence of the two previous propositions and Theorem 3 is the following
corollary.
Corollary 13. Let ðMn; gÞ be an n-dimensional compact Riemannian manifold with
boundary and hgp0: Then there exists *g such that *gog; R *g ¼ Rg and h *g ¼ hg if and
only if one of the following alternatives occurs:
(i) l1ðL; BÞo0 and
R
M
Rg þ
R
@M Hg > 0;
(ii)
R
M
Rg þ
R
@M Hg ¼ 0;
(iii) l1ðL1; B1Þo0 and
R
M
Rg þ 2
R
@M Hgo0;
(iv)
R
M
Rg þ 2
R
@M Hg ¼ 0:
To ﬁnish this section we give an example of a two-dimensional manifold that
satisﬁes the conditions of Theorem 3. This example is motivated by Lou’s example
for compact manifolds without boundary. Let S2 be the standard unit sphere in R3
and BrðPÞ the geodesic ball of radius r with center at P and deﬁne M1 ¼ S2  BrðNÞ
where r ¼ p
4
and N is the north pole. Let M2 be a compact surface without boundary
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of genus at least one. Now consider the manifold M ; the connected sum of M1 with
M2 where we delete a small geodesic ball with center at the south pole, and a small
geodesic ball in M2 and connect them with a long cylinder of radius e: Clearly
wðMÞo0 and the geodesic curvature of @M is negative everywhere. Let j be the test
function deﬁned as 1 on M1 and 0 on M2 and jrjjpC on the cylinder. Using the
variational characterization of l1ðL1; B1Þ given in the proof of Lemma 6 and the
Gauss–Bonnet Theorem we easily check that it is negative.
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