A new variable extrapolation formulation for unstructured finite volume codes is developed which closely resembles the MUSCL-scheme used within structured flow solvers. This new formulation is based on information currently available to the unstructured flow solvers, namely the variable information and the gradient information, and as such, it is trivial to implement within most finite volume flow solvers. This new variable extrapolation formulation represents a one-parameter family of equations and under certain circumstances, it is fully equivalent to the MUSCL-scheme, which is also a one-parameter family. A wide variety of results are presented, including theoretical analysis of the truncation error and numerical analysis of the truncation error for a one-dimensional problem, using the method of manufactured solutions, as well as for a two-dimensional problem. Inviscid three-dimensional results are presented which demonstrate that the numerical viscosity can be greatly decreased via this formulation, and the viscous results for a variety of cases indicate that the drag is better predicted and that the vortical structures within the flow field are captured more accurately and further downstream of their origination. Finally, the observed improved convergence levels and stability of the new formulation are discussed, as well as the issues involved with extending this approach to achieve third-order spatial accuracy for 2D and 3D grids.
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I. Introduction
Both structured and unstructured gridding strategies are used for the solution of the Reynolds-averaged Navier-Stokes equations, as well as other important equations describing the physical world. Solvers for structured grids are able to take advantage of the structure in the grid to develop higher-order accurate discretization schemes, while most unstructured solvers are limited to approximately second-order spatial accuracy. However, the unstructured gridding strategies achieve a similar level of accuracy and error reduction in the overall simulation by significantly increasing the resolution in the regions of interest.
For structured solvers, obtaining higher-order accuracy involves developing stable discretizations for the interior cells as well as one-side discretizations for cells near the boundaries. In addition, appropriately higher-order metric transformation are typically required, since structured solvers typically transform the physical grid to a Cartesian equilateral grid. In order for the overall method to be n-th order accurate, each of these discretization must be n-th order. The MUSCL-scheme 1 (Monotonic Upstream-centered Scheme for Conservation Laws) is a compact scheme which is used to discretize the convective part of hyperbolicdominated systems and has been adopted by many structured flow solvers, [2] [3] [4] to yield a stable, third-order accurate spatial discretization. In 1D, using a uniform spacing, the extrapolation to both sides of the face at location i + 1/2 is
where (∆ + ) i = Q i+1 − Q i and (∆ − ) i = Q i − Q i−1 . If φ = 0, then this is only a first-order scheme, but if φ = 1, then a family of higher-order schemes is activated, which are at least second-order accurate for all values of χ. If χ = −1, then this method is fully-upwinded. If χ = 1/3, then the method is third-order accurate, resulting in a scheme that is referred to as "third-order upwind biased", 2 but contains information from the other side of the face.
For unstructured flow solvers, second-order accuracy is achieved by extrapolating from the center of the control volume to the face using the value and the gradient at the center. 5 Assuming that the values and the gradients are known at nodes i and j, then the value extrapolated to the face of the control volume is
wherer ij = x j − x i . For a perfect grid (i.e., uniform equilateral triangles or tetrahedra), this discretization results in a true second order spatial discretization, using either Green-Gauss or Least-Squares approach to reconstruct the gradient. However, more information is available at the face than is used in this extrapolation, namely the information at the node on the other side of the face, as is shown in Figure 1 . By including this additional information, increased accuracy can be achieved for the variable extrapolation portion of the discretization. By setting φ = 1 and χ = 0 in the MUSCL-type scheme, using the assumptions that the least-squares gradient is equivalent to the central difference approximation to the gradient, the MUSCL-type scheme reduces to the classic unstructured variable extrapolation formula. This equivalence can be seen by starting
In the following two sections, the original MUSCL-scheme is analyzed on uniform one-dimensional grids to show the order of accuracy of the scheme, and the Unstructured MUSCL (U-MUSCL) scheme is derived, which is applicable to unstructured flow solvers. Third order accuracy is demonstrated for a one-dimensional flow simulation, involving the St. Venant equations. Then, the reason that the overall scheme for unstructured grids can not be increased to third-order accuracy for two and three-dimensional grids by using the U-MUSCL approach is briefly discussed, although a reduction in numerical diffusion can be expected. Finally, the results of several three-dimensional simulations are shown, which demonstrate that the U-MUSCL scheme does significantly reduced the numerical diffusion and improves the ability to capture and maintain flow features.
II. MUSCL derivations
The extrapolation formula for the higher-order MUSCL schemes (φ = 1) reduces to the following formula on uniform structured grids
Expanding this expression about the extrapolation point x i+1/2 , it becomes
which simplifies to
Clearly, this formulation is at least second-order accurate. Furthermore, if χ is 1/2, then the variable extrapolation to the face is third-order accurate, and this formula is termed the "third-order variable extrapolation to the face". If χ is 1, then the Q term is zero, which has no upwinding and is not stable; and for any value of χ greater than 1, the formula is unstable, because of negative damping from the third order error term. The error terms for common and optimal choices of χ are shown in Table 1 .
The finite volume method can be used to discretize the conservation law via the use of the divergence theorem
For simplicity, it will be assumed that F (Q) is linear in Q. At this point, the expression is exact. When the values of Q at x i−1/2 and x i+1/2 are approximated via some extrapolation method, then discretization error is introduced. Assuming an upwind approach and using the values at the left sides of the faces, the MUSCL extrapolation method reduces to the following:
Expanding this expression about the location x i and reducing, one gets
Again, just as for the previous analysis, this formulation is second-order accurate for all choices of χ. If χ is 1/3, then the method is a third-order approximation to the derivative across the cell. If χ is 1, then the term associated with the third-order term is set to zero, as is the case for Eqn (6) . This third-order term represents the leading-order diffusive term. When χ is one or greater, then this discretization becomes unstable due to the loss of this diffusive effect. The error terms for the approximation of the integral are shown in Table 2 . From both extrapolations, Eqn. (6) and Eqn. (9), it is clear that the MUSCL scheme is at least secondorder accurate for the variable extrapolation and the approximation of the first derivative when φ is set to 1. There is a discrepancy between whether third-order accuracy is achieved with χ is 1/3 or 1/2, which will be discussed in the following section and is demonstrated in the results.
III. Unstructured Extrapolation
As stated above, the information available to an edge-based unstructured flow solver for the calculations along the edge between nodes i and j are the flow values at the nodes and the gradients at the nodes. Hence, the value extrapolated to the face can be stated in this general formula as
The classic unstructured variable extrapolation formula, Eqn. (2), is achieved by setting A = 0, B = 1 and C = 0. Making the assumption of one-dimensional flow on a uniform grid, the edge is between nodes i and i + 1, and the formula becomes
In one-dimension on a uniform grid, the least-squares approximation to the gradient for interior nodes results in a gradient equal to the central differences gradient, so that ∇Q i ·r 2 = Qi+1−Qi−1 4
and ∇Q i+1 ·r 2 = Qi+2−Qi 4 . Using these expressions, the variable extrapolation can be stated as
This formula represents a three-parameter family, which under certain circumstances reduces to a twoparameter family that is second-order accurate. By setting C to zero, this formula reduces to a one-parameter family. The coefficient C is set to zero, because it multiplies the gradient on the opposite side of the face, which is a derived quantity and hence is probably the least reliable. Thus, the formula for approximating the derivative at the node is
A. Variable Extrapolation to the Face
Using these expressions and expanding about the cell face at x i+1/2 , Eqn. (12) reduces tõ
If 2A + B = 1, then this extrapolation is higher-order accurate. Using this relationship, a one-parameter family which is second-order accurate results, or
And if A = 1/4, then this extrapolation is third-order accurate, resulting in the following expansioñ
Returning to equation (11), setting A = 1/4, B = 1/2 and C = 0, the third-order accurate expansion to the face isQ
B. Approximation of the Derivative at the Node Using the generalized formula Eqn. (13) for the approximation to the integral, this formula can be expanded about x i to yield
Again, a second-order accurate scheme for approximating the derivative at the node location is obtained by setting 2A + B = 1, which is the same as above. However, a different third-order accurate family is obtained than the one presented above, by requiring that A = 1/6 and B = 2/3, with a leading order error term of
Using these values, Eqn. (12) results in the following third-order accurate formula
As will be shown in the examples, however, Eqn. (20) does not yield third-order accuracy unlike Eqn. (17). The order of accuracy of Eqn. (20) is only second-order because of the second order error in the approximation of the integral with values at the node, or
Actually, the third-order accurate formulation obtained when using this additional error term is the same as Eqn. (18). This conclusion differs from that presented in Anderson.
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C. Equivalence with MUSCL-type Scheme
The generalized formula, Eqn. (10), can be equated with the MUSCL-type scheme by comparing Eqn. (4) and (11) . These two equations are equated by setting A = χ 2 , B = (1 − χ) and C = 0. Making the assumptions about uniform grids and the equivalence of the gradient calculated via Green-Gauss or LeastSquares with a central difference gradient, the generalized formula for the unstructured grids that equates to the MUSCL-type scheme is the following:
If χ is set to 0, then the original unstructured formulation for second-order variable extrapolation is obtained. If χ is set to -1, then the second-order fully-upwinded MUSCL-type variable extrapolation is obtained. If χ is set to 1/2, a third-order variable extrapolation to the cell face is achieved which is equivalent to Eqn (17), while if χ is set to 1/3, a third-order approximation to the derivative at the node is achieved, which reduces to Eqn (20). This formula is an upwind formula as long as χ < 1 and as such is stable for hyperbolic systems of equations that do not contain shocks and for good quality grids.
IV. One-Dimensional St. Venant Equations
The one-dimensional St. Venant Equations represent a simplification of the incompressible Navier-Stokes equations as applied to open-channel flow and can be expressed in the following form, ignoring friction and the effects of bed slope
where h is the depth of flow and p is the discharge rate. A node-centered finite volume scheme including the use of Roe-averaged variables is used to discretize these equations. 6 A modified system of governing equations is obtained via Roache's method of manufactured solutions 7 by applying the spatial terms to a manufactured solution which in this case is the following:
where A is the length of the channel. The resulting equations are added to the right-hand-side and act as source terms that drive the solution towards the manufactured solution. The modified equations can be stated as
The right-hand-side is discretized in the same fashion as the left by integrating over the control volume and evaluating the result at the boundary of the control volume. This process is simplified by the use of a symbolic manipulation software such as Mathematica.
Furthermore, it can be shown that by plugging the manufactured solution into the modified code, the values for the discretized equations is the local truncation error of the discretization method. 8 The results shown in Table 3 are the L1-norm of the local truncation error for the interior nodes for a sequence of grids. This table clearly demonstrates that the local truncation error is smaller for the choices of 1/3 and 1/2 than for the classic unstructured variable extrapolation formula and that the choice of χ = 1/2 yields thirdorder accurate results for the local truncation error. This table also shows that the error is larger for χ = −1 which corresponds to the traditional structured second-order formula and for χ = 9/10 which is close to the limit of stability for this method.
In Table 4 , the L1-norm between the solution at the nodes and the exact solution at these locations is compared for the various choices of χ. As was seen with the local truncation error, the error in the solution at the nodes demonstrates second-order convergence in that when the grid is refined by a factor of 2, the however, the third-order scheme should be obtained when χ = 1/3. For this example, the third-order scheme is clearly obtained when χ = 1/2. The primary reason for this difference is that the analysis that led to the conclusion that χ = 1/3 is third-order makes the assumption that the scheme is approximating the derivative at the node, whereas the scheme is actually approximating the value at the face.
V. Extensions to Higher Dimensions
The U-MUSCL variable extrapolation formula has been demonstrated to be third-order accurate when χ = 1/2 for extrapolating to the face of the control volume. In one-dimension, this extrapolation yields a scheme that is third-order accurate overall for a uniform grid, as demonstrated for the St. Venant case presented in the previous section. However, for higher dimensions and for non-uniform grids, there are several other approximations for the standard unstructured finite volume methodology, which are first and secondorder accurate. In fact, the typical unstructured finite volume implementation for non-uniform unstructured grids is technically only first-order accurate, due to several sources, which include 1. The center of control volume does not coincide with the nodal location for node-centered finite volume methods.
2. The center of the face of the control volume does not lie halfway between the adjoining cell centroids for cell-centered finite volume methods.
3. The centers of the faces do not coincide with the location to which the values are extrapolated.
These cases are illustrated in Figures 2 and 3 . In Figure 2 , a cell-centered discretization is shown, which illustrates that the face of the cell may not lie halfway between the adjoining cell-centroids. In Figure 3 , a node-centered discretization is shown. The open circles represent the centroids of the control volumes, which do not coincide with the nodes, and the midpoint of the edge connecting the two nodes does not coincide with the center of the common face. Each of these distortions introduces a reduction in the order of the discretization to first-order. However, these influences are so small that they are not detectable for good quality grids. In the ideal unstructured grid, the variables are extrapolated to the center of the control volume face. As such, a one-point interpolation of the surface integral will be second-order accurate. If the variables are extrapolated to a different location, then the one-point interpolation is only first-order accurate. However, this first order error term is a function of the distance between the optimal location and the extrapolated location, which should be quite small for good quality grids. Similarly, the other issues involved in the discretization including the difference between the center of the control volume and the location from which the values are stored and extrapolated introduce first-order errors into the discretization. These again are a function of the distance between the centroid of the control volume and the nodal location. As such, these errors are orders of magnitude smaller than the second-order error terms, and are not typically identifiable.
Even on a uniform grid, the one-point interpolation to the face of the control is at best only second-order accurate, and can not be extended to third-order accuracy. Hence, having a third-order accurate extrapola- tion to the face will not yield a third-order accurate result, because of this single-point face integration. As an example, the U-MUSCL variable extrapolation method was applied to a two-dimensional unstructured RANS code, 9 which had been verified via the residual form of the method of manufactured solutions. 8 On a uniform grid, consisting of equilateral triangles, the error in the continuity equation residual decreases at a second-order rate for all values of χ, as is shown in Table 5 . However, for χ = 1/2, the error dips significantly below the other errors for the other choices of χ, indicating that the improved extrapolation for χ = 1/2 has a significant influence in reducing the errors, even though the order of accuracy does not change. 
VI. Three-Dimensional RANS Solver
The U-MUSCL variable extrapolation scheme has been implemented within the unstructured viscous incompressible flow solver U 2 N CLE, which uses flux-differencing and Roe-averaged variables to approximate the convective fluxes for the Reynolds-averaged Navier-Stokes equations and uses a directional derivative approach to discretized the viscous terms of the equations. The interested reader is referred to the AIAA paper by Hyams. 10 This flow solver has been validated for steady-state and time-accurate flows for complicated geometries, [11] [12] [13] and a preliminary verification of second-order accurate implementation has been completed
A. Prolate Spheroid Simulations
The prolate spheroid is a body of revolution which in this case is defined by the equation
Several different types of grids were generated in this study, including a tetrahedra grid with uniform point spacings, a series of tetrahedral grids with typical point spacings for this type of geometry and a viscous, mixed element grid. The grid with uniform point spacing was used to determine the influence of the nonuniformity in a typical grid on the performance of the U-MUSCL variable extrapolation method. The series of tetrahedral grids were used for a grid refinement study, to demonstrate the second order convergence of the inviscid flow solver, for which the drag should be zero since the geometry is streamlined. The viscous grid was used to complete the study, showing the effects of the U-MUSCL scheme, which only deals with the inviscid component of the flow solver, on a viscous simulation.
These grids were generated from an unstructured, triangular surface grid using Marcum's AFLR3 grid generation package 15 to create the specific type of volume grid. For the tetrahedral grids, no boundary layer was built, which is acceptable since only an inviscid simulation would be performed. In a related grid refinement study, it was demonstrated that the unstructured flow solver produced zero side forces and moments when a symmetric unstructured grid was built by reflecting a fully-unstructured grid in one octant about the planes of symmetry.
14 In this example, however, neither the surface nor volume grids were built to guarantee symmetry in the grid about the coordinate directions.
B. Inviscid Prolate Spheroid
A grid refinement study was performed on the prolate spheroid, along with a study of the U-MUSCL parameter. Three unstructured grids were built and are described in Table 6 . In these grids, the grid spacing was reduced by a factor of 2 each time rather than performing an h-refinement starting with the first grid. As a result, the number of tetrahedra did not increase by a factor of 8 with each refinement, being approximately a factor of 4 for the first grid level to the next, a factor of 6 for the next set and a factor of 11 for the final set. By running the three-dimensional unstructured flow solver without the viscous terms, the code solved the Euler equations which should produce a drag of 0.0, because the body was streamlined. Hence any drag that is produced by the code is a measure of the numerical viscosity introduced into the simulation by the discretization error. Furthermore, since the analytic value of drag is known, this test case also acts as a verification that the discretization for tetrahedral grids is second-order accurate. The drag predicted by the unstructured flow solver U 2 N CLE is given in Table 7 . In comparison with χ = 0 which represents the classic unstructured variable extrapolation, the drag induced by numerical viscosity is approximately 30 % less for χ = 1/3 and is approximately 47 % for χ = 1/2, while the drag coefficient predicted by χ = 0.95 is an order of magnitude smaller than for χ = 0.
The drag continues to decrease as χ increases towards 1.0, getting quite close to zero. However, as χ gets close to 1.0, the convergence rate decreases and for χ = 1, the simulation diverges.
C. Nearly Uniform Grid for Prolate Spheroid
For the 1D and 2D cases, the optimal observed value for the U-MUSCL parameter was 0.5, which agrees with the theoretical optimum. However, for all of the 3D cases, both inviscid and viscous, the optimal value of the Several possible reasons for this change in behavior need to be investigated, including the non-uniformity of elements and point spacings within unstructured grids. For the 2D case, the extrapolation scheme was tested on a perfectly uniform equilateral triangular grid. As a result, the least-square gradient was exactly second-order accurate, as were the other discretizations within the flow solver. However, for the 3D cases, the grids were not perfectly uniform, which introduces error into the least-squares gradient as well as the other components of the discretization.
In an effort to investigate the effects of the non-uniformity, an unstructured grid was built about the prolate spheroid where the spacing was the same for all of the control points within the geometry, which meant that the elements were roughly the same size throughout the domain. However, because of the nature of unstructured grids, the grid would not be perfectly uniform. The drag coefficient for this inviscid simulation, which should be zero, is shown in Table 8 . Rather than achieving the minimum drag value at χ = 0.5, the minimum value was obtained as χ approaches its stability limit near χ = 1.0. This behavior was mitigated by the use of a nearly uniform unstructured grid because the reduction in the drag coefficient from χ = 0.0 to χ = 0.95 was only a factor of 4, rather than a factor of 10 or more, as was seen in the inviscid prolate spheroid case.
D. Viscous Prolate Spheroid
The same type of study was applied to a viscous prolate spheroid, where the grid was constructed to be symmetric in all three directions. The grid is a viscous grid consisting of approximately 1.5 million nodes, and the simulation is performed at a Reynolds number of 4.2 million. The drag for this geometry and for these conditions is shown in Figure 4 , showing the variation of the drag with respect to the U-MUSCL parameter. As χ increases towards 1.0, the drag monotonically decreases, indicating that the numerical dissipation is decreasing. Because the grid is high quality and the flow is relatively calm, the simulation is stable enough that no limiters were needed, even for χ = 0 and for χ = 0.95. Clearly from this figure, the minimum will occur after χ = 0.95. However, for more complicated simulations, as χ approaches 0 or 1, the flow solver typically becomes less stable, requiring the use of a limiter, which will increase the numerical dissipation and thus the drag.
E. Inviscid DTMB Model 5415 Results
The first inviscid grid that was used for the rigid lid simulation about the David Taylor Model Basin (DTMB) Model 5415 was a fully tetrahedra grid consisting of 309,163 nodes. For this grid, the value of χ was varied from −1 to 0.95, with the drag calculated for each value of χ given in Table 9 . Since the flow is inviscid, the drag should be zero, if the geometry is streamlined. However, the stern region is a transom, which contains a region of recirculation, so that the drag is a small nonzero quantity for this geometry. The simulation is stable and converges to machine precision for values of χ between 0.0 and 0.8, but requires a limiter to maintain stability for χ = −1 and for χ above 0.8. As has been shown above, the drag coefficient, which is small but positive, decreases monotonically from 0.0 to 0.8, with a significant variation across this range of parameters.
F. Viscous DTMB Model 5415 Simulations
For the viscous DTMB Model 5415 simulations, the Spalart-Allmaras turbulence model was chosen, and five values of χ were studied. For χ = 1/3, χ = 1/2 and χ = 5/6, the solutions were strongly convergent, while the convergence level stagnates for the choice of χ = 0, which has been seen for most turbulent, viscous simulations. It also stagnates for χ = −1 and requires a limiter for stability. Being able to drive the solution to machine precision for a turbulent, viscous simulation is remarkable, considering the complexity of the flow physics. The drag predicted by each simulation is tabulated below in Table 10 . When χ = 0 or χ = −1, edge-based limiting was used to maintain stability of the algorithm, which artificially increased the drag coefficient. Regardless of this influence, the drag tended to decrease as χ increased towards 1/2, as has been shown before. The simulation was also run with a value of χ = 1, which reduces to a central difference approximation with no upwinding. However, for this value of χ, the simulation was unstable, gradually diverging after 1000's of iterations.
When χ = 0, some sort of limiting is needed to maintain stability, which in this case involved edge-based limiting. Starting with the converged solution and turning off the edge-based limiting, the solution diverged within 200 iterations. When χ = −1, again edge-based limiting was employed and the solution was not strongly convergent, and stalled at the same level of convergence as for χ = 0.
Hence, from the perspective of obtaining a strongly convergent solution without the need for limiters, values of χ in the range from 0 to 1, not inclusive, appear to allow strongly convergent solutions. Values in this range produce a formulation that has positive coefficients for edge-based gradient based on the difference in the values at the nodes and for the gradient calculated at node i, as can be seen from the U-MUSCL schemeQ
Furthermore, for values of χ greater than 1, the truncation error indicates that the coefficient for the diffusive fourth-order error term would become negative, indicating negative diffusivity which is typically unstable. An additional benefit of the Unstructured-MUSCL variable extrapolation formulation is that the vortical structures are convected further downstream than with the previous extrapolation method. This benefit is a direct result of the decreased numerical viscosity, and can be seen in the vortices that arise from the bulbous bow and the stern region. As would be expected, as χ increases towards 1/2, these vortices are more clearly resolved, as are shown in Figures 5, 6 , and 7.
G. Modified Kriso Very Large Container Ship KVLCC2M
A more rigorous grid refinement was performed on the KVLCC2M hullform, which is a slightly modified version of the Kriso Very Large Container Ship. This geometry was constructed so that the grids were symmetric about the symmetry plane. Furthermore, great care was exercised to generate almost geometrically similar unstructured grids. The boundary layer grid was built via extrusion of the nodes on the viscous so that the number of prismatic layers could be controlled, as well as the thickness of each prismatic layer and the total thickness of the boundary layer grid. For these grids, the thickness of the prismatic boundary layer was the same, and the number of layers and thickness of each layer varied based on the grid refinement ratio. Then, the remainder of the volume grid was filled with tetrahedra. The number of prisms, tetrahedra and nodes in the each grid are presented in Table 11 . The refinement ratio was √ 2, which should increase the total number of nodes by a factor of 2 √ 2 in each grid refinement. The data for the KVLCC2M hullform is shown in in Table 12 . For values of χ between 0.2 and 0.8 and many of the other values and grids, the results are quite consistent, monotonically decreasing with χ, with a meaningful order of accuracy. The order of accuracy calculation requires data from three grids, so two different sets of calculations can be performed. For those dealing with the three least resolved grids, the order of accuracy decreases with χ, but for those dealing with the three most resolved, the order increases with χ. The overall methodology is approximately second-order accurate, with the appropriate caveats for finite volume solvers on unstructured grids. As the grid size tends to zero, the order of accuracy appears to be converging towards zero. A plot of these results in shown in Figure 8 . A limiter was required for convergence for the finest grid when χ = 0.0 or 0.1, which significantly altered the results. The slope for the coarse grid (Grid 1) is more than the others, showing a greater influence on the χ parameter. In addition, as has been seen above, the drag reduction accelerates as χ near a value of 1.0. Both of these observations can account for the variation in the order of accuracy. 
H. Rudder Simulations
The final example deals with a rudder at various angles of attack. This rudder comes from a naval destroyer class vessel, for which experimental data exists for the drag calculations. This rudder is symmetric, so that the lift coefficient should be zero for zero degrees angle of attack simulations. Since no effort was made to build a symmetric grid, the variation from zero is a direct result of numerical errors. The lift coefficient for zero angle of attack is shown in Table 13 . Two different grids were built, a coarse and a refined grid, and two different values of χ were used in the simulations. As the grid is refined and for the optimal value of χ, the lift is closer to zero. Also, since experimental data is available for the drag coefficient at several angles of attack, the same combinations of grids and χ were compared with the experimental data for the drag coefficient, which is shown in Figure 9 . As the grid is refined and for optimal choice of χ, the drag coefficient agrees more closely with the experimental data, demonstrating that the U-MUSCL variable extrapolation method is less diffusive and hence adds less numerical dissipation to the simulations.
VII. Conclusions
The Unstructured MUSCL variable extrapolation formulation has been presented, which offers the potential for third-order variable extrapolation to the face of control volumes. Under certain circumstances, such as simulations on uniform grids, this formulation is exactly equal to van Leer's MUSCL formulation. This formulation will not yield third-order accurate discretizations for two-dimensional and three-dimensional grids, due to other first and second-order approximations within these discretizations, but the use of the improved variable extrapolation significantly reduces the numerical viscosity, as is evidenced by improved coefficient calculations for viscous and inviscid flows and by better resolution of vortical structures within the flowfield.
The U-MUSCL scheme was tested on a one-dimensional open-channel flow simulation and was shown to yield third-order error reduction, as the grid was resolved. This scheme was incorporated into a 2D RANS solver, as well as a mature 3D RANS solver. For the 2D solver, the error in the simulation was reduced significantly when χ = 1/2, even though third-order accuracy was not achieved.
Results from several different 3D unstructured simulations were presented. Inviscid flow about a symmetric prolate spheroid was shown to yield a positive non-zero drag, which was a result of numerical viscosity within the simulation. As the grid was refined and the value of χ was increased towards 1, the drag coefficient reduced towards the theoretical value of zero. Inviscid and viscous simulations about a typical naval destroyer and about a typical container ship were also performed, showing that the force coefficients tended towards zero as χ increased towards 1 for the inviscid cases. The viscous simulations showed that the drag coefficient was the least for the largest value χ for which the flow solver was fully stable. For the viscous case, the residual could be driven to machine zero for values of χ between 0 and 1, and the vortical structures within the flow were better resolved for χ = 1/2. Finally, similar performance improvements were seen with the viscous flow simulations about a rudder, at various angles of attack.
Overall, the U-MUSCL formulation is easy to implement within most unstructured flow solvers and yields better numerical results due to reduced numerical diffusion. In addition, for the incompressible RANS code tested herein, the U-MUSCL scheme resulted in much more stable simulations. Additional research is required to understand why the U-MUSCL scheme is more stable than the typical unstructured extrapolation scheme for viscous cases and why the optimal value of χ for the three-dimensional simulations differs from the theoretical optimum.
