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Gaussian Matrices
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Abstract—This paper investigates the behaviour of the spec-
trum of generally correlated Gaussian random matrices whose
columns are zero-mean independent vectors but have different
correlations, under the specific regime where the number of their
columns and that of their rows grow at infinity with the same
pace. This work is, in particular, motivated by applications from
statistical signal processing and wireless communications, where
this kind of matrices naturally arise. Following the approach
proposed in [1], we prove that under some specific conditions, the
smallest singular value of generally correlated Gaussian matrices
is almost surely away from zero.
I. INTRODUCTION
Let Σn be a rectangular random matrix of size N×n.
The study of the behaviour of the asymptotic spectrum of
Σn when N,n → +∞ has been investigated in several
works. As is known, when the elements of Σn are zero-
mean and unit variance independent and identically distributed
(i.i.d.) and Nn → c < 1, the empirical measure of the
eigenvalues of 1nΣnΣ
∗
n converge weakly to a deterministic
probability distribution which is supported by the interval[
(1−√c)2, (1+√c)2] [2]. A question which immediately
arises in connection with this result concerns the asymptotic
behaviour of the extreme singular values. At first sight, one
would expect the smallest and the largest eigenvalues of
1
nΣnΣ
∗
n to converge to (1−
√
c)2 and (1+
√
c)2, respectively.
While this statement is correct, it cannot be directly inferred
from the aforementioned weak convergence result. As a matter
of fact, the proof generally requires the use of more advanced
techniques improving the weak convergence result. First find-
ings related to these issues can be traced back to the works
of J. Silverstein [3] and S. Geman [4], who provided a rig-
orous proof showing that the extreme eigenvalues of 1nΣnΣ
∗
n
converge in the Gaussian case to the edges of the limiting
support (1−√c)2 and (1+√c)2. This result was then extended
to the case of non-Gaussian matrices but with independent and
identically distributed entries [5]. The characterization of the
limiting support ofΣn is much more difficult in the case where
the column entries ofΣn are correlated. Instead of determining
the exact support, many works focused on establishing the
almost sure absence of eigenvalues of 1nΣnΣ
∗
n in any closed
interval outside the support of the limiting distribution. We can
cite, for sake of illustration, the work of [6] applying for the
simple-correlated case where the columns of Σn are correlated
with the same correlation matrix and that of [1] which deals
with non-centered uncorrelated models.
In many applications, this result, though limited, is essential.
It can be, for instance, used to efficiently handle random
quantities involving the Gram matrix 1nΣnΣ
∗
n or its inverse.
In this paper, we consider the generally correlated Gaussian
model in which the columns of Σn are zero-mean independent
Gaussian random vectors but with different correlations. First
results related to this model are due to Wagner et al. [7]
who characterize the asymptotic behaviour of the limiting
distribution of 1nΣnΣ
∗
n. This result was in particular applied to
the analysis of the performance of the regularized-zero forcing
linear precoding technique [7].
Since then, this model has known an increasing popularity,
mostly spurred by applications in multi-user nultiple-input-
single-output (MISO) systems [8], [9] and the very recent
robust signal processing applications [10]. In what follows,
we provide two different applications where the general cor-
relation Gaussian model arises.
a) Multiple Input Single Output Channel: Consider the
downlink of a single-cell system in which a base station (BS)
with N antennas serves n users equipped each with a single
antenna each and assume that N < n. The downlink channel
vector hk between the BS and the k th user is given by [7]:
hk = R
1
2
k zk.
with zk is a standard complex Gaussian vector and matrix Rk
is essentially function of the richness of the scattering between
the BS and the user of interest and as such is specific for
each user. To mitigate inter-user interference, the BS precodes
the transmitted signal by a matrix G which depends on the
channel conditions for all users. Among the used precoding
techniques, we can cite the Zero-forcing (ZF) precoding given
by [11]:
G =
(
1
n
HH∗
)−1
H,
where H = [h1, · · · ,hn]. The ZF precoding involves the
inversion of the Gram matrix HH∗, a step which becomes
critical in case the smallest eigenvalue is near zero. In order
to analyze the performance of using the ZF precoding, the
regime under which the number of antennas N and the number
of users n increase with the same pace is often assumed. The
performance of the ZF precoding under this regime has been
studied in [7], where it has been assumed that the smallest
eigenvalue of 1nHH
∗ is bounded away from zero for all large
N and n. Although this assumption holds true for specific
cases where all matrices Rk are equal, there is no proof
supporting its validity in general. This is the reason why the
authors in [7] opted to add it as an assumption, which is likely
to always hold true and thus is unnecessary.
b) Robust Statistics: Consider a temporal series of n
vector observations y1, · · · ,yn of size N×1. Assume that
2the contribution of each yi can be decomposed as the sum of
a useful signal plus an elliptical noise, i.e,
yi = si+xi, (1)
where s1, · · · , sn are Gaussian independent N×1 random
Gaussian vectors with covariance R and xi is drawn from
a Compound Gaussian distribution, i.e,
xi =
√
τ izi, (2)
where zi are standard complex Gaussian vectors and
τ1, · · · , τn are scalar positive-valued random variables. We
consider the problem of estimating the covarince matrix of xi.
In order to mitigate the impact of the heavy-tailed distributed
noise, the use of robust covariance estimates known also as
robust scatter estimates has been proven to be a good solution.
These are given as the unique solution of the following
equation:
CˆN =
n∑
i=1
u(x∗i Cˆ
−1
N xi)xix
∗
i , (3)
where x : 7→ u(x) is a scalar functional satisfying certain
conditions [12]. In a recent submitted work, we prove that
matrix CˆN converges in the operator norm to SˆN where SˆN
is given by:
SˆN =
n∑
i=1
v(δi)xix
∗
i , (4)
with δ1, · · · , δn are solutions of some fixed point equations
[10]. Conditioning on τi, matrix SN follows the model of
generally correlated Gaussian matrices. The proof in [10] relies
on the control of the smallest eigenvalue of SˆN .
Despite its importance, the generally correlated Gaussian
model has not been extensively explored, most probably
because of its recent emergence as a major practical model.
Several questions related to the behaviour of the eigenvalues
remain unanswered. A major question, illustrated by the two
examples above, and which triggered our motivation for this
work, concerns the control of the smallest eigenvalue of the
Gram matrix 1nΣnΣ
∗
n. Knowing that the smallest eigenvalue
stay away of zero in the i.i.d case when N < n, one can expect
the same behaviour to hold for the general Gaussian correlated
case under probably some mild conditions on the correlation
matrices. In this paper, we provide a rigorous proof for this
statement by essentially building on the techniques developed
by [1].
II. PROBLEM STATEMENT AND REVIEW OF SOME RESULTS
All along the paper, we consider integers n,N,N such that
n ≥ N and N ≥ N . We denote by cN the ratio Nn . We make
the following assumptions:
Assumption A-1.
0 < lim inf cN ≤ lim sup cN < 1. (5)
The objective of this paper is to provide some interesting
properties of the spectrum of generally correlated Gaussian
matrices, i.e matrices whose columns are zero-mean indepen-
dent random vectors but have different covariances. Through-
out this paper, matrix Σn represents the complex-valued N×n
matrix given by:
Σn = [ξ1, · · · , ξn] , (6)
where ξ1, · · · , ξn are assumed to satisfy the following as-
sumptions:
Assumption A-2. (ξi)
n
i=1 are zero-mean complex Gaussian
vectors of size N×1 with covariance Θi where (Θi)ni=1 is a
sequence of N×N matrices verifying:
wmin , inf
N
min
1≤i≤n
λ1 (Ωi) > 0, (7)
wmax , sup
N
max
1≤i≤n
λN (Ωi) < +∞, (8)
where Ωi , ΘiΘ∗i and λ1(Ωi) and λN (Ωi) are the smallest
and largest eigenvalues of Ωi.
We denote in what follows by λ1 ≤ · · · ≤ λN the
eigenvalues of 1nΣnΣ
∗
n. The empirical eigenvalue distribution
of 1nΣNΣ
∗
N is defined as:
µˆN =
1
N
N∑
k=1
δλk . (9)
In order to characterize the asymptotic behaviour of µˆN , it
is in practice quite common to analyze that of its Stieltjes
transform (ST). Since the ST of a positive finite measure µ is
given by:
Ψµ(z) =
∫
R
dµ(λ)
λ−z ,
the ST of the empirical eigenvalue distribution in (9) can be
written as:
mˆN (z) =
1
N
N∑
k=1
1
λk−z . (10)
Denote by QN (z) =
(
1
nΣnΣ
∗
n−zIN
)−1
. In the parlance of
random matrix theory, QN (z) is referred to as the resolvent
matrix. From (10), one can easily see that:
mˆN (z) =
1
N
trQN (z). (11)
Relation (11) clearly establishes the link between the resolvent
matrix and the ST of the empirical eigenvalue distribution
µˆN . It is a fundamental equation that accounts for the key
role played by the resolvent matrix in the theory of random
matrices. As a matter of fact, the study of the asymptotic
behaviour of the resolvent matrix has provided an important
load of new results concerning different statistical models [13],
[14]. The model of generally correlated random matrices has
recently been studied in [7], where it has been proven that the
ST of the empirical eigenvalue distribution converges almost
surely to a deterministic function which is the ST of some
probability distribution. More formally, it is well known from
[7], that it exists a sequence of deterministic measures µN
such that µˆN−µN converges weakly to zero almost surely.
3Measure µN is characterized through its ST mN (z) which is
given by:
mN (z) =
1
N
tr
(
1
n
n∑
i=1
Ωi
1+δi(z)
−zIN
)−1
,
where δ1, · · · , δn form the unique solutions that are ST of non-
negative finite measure of the following system of equations:
δi(z) =
1
n
trΩi

 1
n
n∑
j=1
Ωj
1+δj(z)
−zIN


−1
for each z ∈ C\R+.
In the following, we denote by TN , the matrix:
TN (z) =
(
1
n
n∑
i=1
Ωi
1+δi(z)
−zIN
)−1
,
and
mN (z) =
1
N
trTN (z).
As µˆN−µN converge to zero weakly almost surely, we have:
mˆN (z)−mN(z) a.s.→ 0
for each z ∈ C\R+.
III. MAIN RESULTS
In this paper, we prove that under Assumptions 1-2, the
smallest eigenvalue of the Gram matrix 1nΣnΣ
∗
n stays away
zero almost surely for N large enough. This in particular
implies, that for some ǫ > 0, µˆN [0, ǫ] = 0 for N large enough.
Since µˆN−µN converges weakly to zero, it is not difficult to
convince oneself that one needs to start by showing that the
support SN of µN does not contain 0. In particular, we prove
the following result:
Theorem 1. Under Assumption 1 and 2, 0 /∈ SN . In particular,
there exists ǫ > 0 such that:
[0, ǫ]∩SN = ∅.
To avoid disrupting the flow of the article, the proof of
Theorem 1 is deferred to Appendix B.
Theorem 1 ensures that 0 does not belong to the support
of the deterministic measure µN . To conclude, it suffices to
supplement this result with a second one, which establishes
that almost surely, there is no eigenvalue of 1nΣnΣ
∗
n that
goes outside the support of SN . This kind of result has already
been shown to hold for other statistical models, by either using
properties of the ST and bounds on the moments of martingale
difference sequences [15]–[17] or resorting to tools based on
Gaussian calculus [1]. Since we assume in this paper that
Σn has Gaussian entries, we rather build on the method of
[1] which also originates from some of the ideas of [18]. In
particular, we establish the following result:
Theorem 2. Assume that there exists a positive quantity ǫ > 0
and two real values a, b ∈ R such that for all N large enough:
]a−ǫ, b+ǫ[∩SN = ∅
Then, with probability one, no eigenvalue of 1nΣnΣ∗n appears
in [a, b] for all N large enough.
Proof: The following proposition will be crucial in order
to prove Theorem 2. It merely quantifies the error that we
incur by replacing E 1N trQ(z) by
1
N trTN (z). The proof
is quite demanding and heavily relies on Gaussian calculus
tools. It will be detailed in the corpus of the paper, namely in
section IV, since we believe that some intermediate results be
of independent interest.
Proposition 3. ∀z ∈ C\R+, we have for N large enough,
E
[
1
N
trQ(z)
]
=
1
N
trTN (z)+
1
N2
χN (z)
with χ is analytic on C\R+ and satisfies:
|χN (z)| ≤ K (|z|+C)k P
(
|ℑz|−1
)
(12)
for each z ∈ C+ where C,K are constants, k is an integer
independent of N and P is a polynomial with positive coeffi-
cients independent of N .
Proposition 3 will essentially serve to provide asymptotic
approximates of linear statistics of the eigenvalues of the Gram
matrix. In fact, with the help of proposition 3, we prove the
following result:
Lemma 4. Let φ be a compactly supported real-valued smooth
function defined on R, i.e, φ ∈ C∞c (R,R). Then 1,
E
[
φ
(
1
N
ΣnΣ
∗
n
)]
−
∫
SN
φ(λ)dµN (λ) = O
(
1
N2
)
. (13)
Proof: The proof is built around the use of the inversion
lemma of ST. Recall that if m is the ST of some finite measure
µ, then for any continuous real function φ with compact
support in R∫
R
φ(λ)µ(dλ) =
1
π
ℑ
(
lim
y↓0
∫
R
φ(x)m(x+ıy)dx
)
.
We therefore have:
E
[
1
N
trφ(
1
n
ΣnΣ
H
n)
]
=
1
pi
ℑ
(
lim
y↓0
∫
R
φ(x)E
[
1
N
trQ (x+ıy)
]
dx
)
∫
SN
φ(λ)dµN(λ) =
1
pi
ℑ
(
lim
y↓0
∫
R
φ(x)E
[
1
N
trTN (x+ıy)
]
dx
)
.
By proposition 3, we get:
E
[
1
N
trφ(
1
n
ΣnΣ
H
n)
]
−
∫
SN
φ(λ)dµN (λ)
=
1
N2
1
π
lim
y↓0
ℑ
[∫
R+
φ(x)χN (x+ıy)dx
]
.
Since the function χN(z) satisfies (12), Theorem 6.2 in [19]
implies that:
lim sup
y↓0
∣∣∣∣
∫
R
φ(x)χN (x+ıy)dx
∣∣∣∣ ≤ C < +∞.
1If A =
∑N
i=1 λiuiu
H
i is an eigenvalue decomposition of A, then
φ(A) =
∑N
i=1 φ(λi)uiu
H
i .
4where C is a constant independent of N , thereby establishing
(13).
We return now to the proof of Theorem 2. With the above
results at hand, Theorem 2 can be shown along the same lines
as the proof of Theorem 3 in [1]. The details are provided in
the sequel for sake of completeness. Consider ψ ∈ C∞c (R,R)
satisfying 0 ≤ ψ ≤ 1 and:
ψ(λ) =
{
1 for λ ∈ [a, b]
0 for λ ∈ R\ ]a−ǫ, b+ǫ[ .
For N large enough, function ψ is zero in the support SN .
Therefore,
E
[
1
N
ψ
(
1
n
ΣnΣ
H
n
)]
= O
(
1
N2
)
.
We need also to prove that the variance of 1N ψ(
1
nΣnΣ
H
n) is
of order 1N4 :
var
[
1
N
ψ
(
1
n
ΣnΣ
H
n
)]
= O
(
1
N4
)
. (14)
To establish (18), it suffices to resort to the Nash-Poincare´
inequality which is stated in Lemma 7 of the next section.
Applying Lemma 7, we obtain:
var
(
1
N
trψ
(
1
n
ΣnΣ
H
n
))
≤
n∑
k=1
N∑
s=1
N∑
r=1
∂ 1N trψ
(
1
nΣnΣ
H
n
)
∂ξs,k
[Ωk]s,r
[
∂ 1N trψ
(
1
nΣnΣ
H
n
)]∗
∂ξr,k
+
n∑
k=1
N∑
s=1
N∑
r=1
∂ 1N trψ
(
1
nΣnΣ
H
n
)
∂ξ∗s,k
[Ωk]s,r
[
∂ 1N trψ
(
1
nΣnΣ
H
n
)]∗
∂ξ∗r,k
.
(15)
By Lemma 4.6 in [19], we have:
∂
[
1
N trψ
(
1
nΣnΣ
H
n
)]
∂ξs,k
=
[
1
Nn
ΣHnψ
′
(
1
n
ΣnΣ
H
n
)]
k,s
(16)
∂
[
1
N trψ
(
1
nΣnΣ
H
n
)]
∂ξ∗s,k
=
[
1
Nn
ψ
′
(
1
n
ΣnΣ
H
n
)
Σn
]
s,k
.
(17)
Plugging (16) and (17) into (15), we get:
var
[
1
N
ψ
(
1
n
ΣnΣ
H
n
)]
≤
n∑
k=1
2
N2n2
E
[
tr
(
ΣnΣ
H
nψ
′
(
1
n
ΣnΣ
H
n
)
Ωkψ
′
(
1
n
ΣnΣ
H
n
))]
(a)
≤ wmax
n∑
k=1
2
N2n2
E
[
tr
(
ψ
′
(
1
n
ΣnΣ
H
n
)
ΣnΣ
H
nψ
′
(
1
n
ΣnΣ
H
n
))]
,
where (a) follows from the fact that trAB ≤ ‖A‖ trB for
A hermitian and B positive definite matrix. Consider h : λ 7→
λ
∣∣∣ψ′(λ)∣∣∣2. Clearly h belongs to C∞c (R,R). We therefore have:
E
[
1
n
tr
(
ψ
′
(
1
n
ΣnΣ
H
n
)
ΣnΣ
H
nψ
′
(
1
n
ΣnΣ
H
n
))]
=
∫
SN
h(λ)dµN (λ)+O
(
1
N2
)
.
It is clear that for N large enough,
∫
SN
h(λ)dµN (λ) = 0, thus
proving:
var
(
1
N
ψ
(
1
n
ΣnΣ
H
n
))
= O
(
1
N2
)
.
Applying the classical Markov inequality, we obtain:
P
(
1
N
trψ
(
1
n
ΣnΣ
H
n
))
≤ N8/3E
[∣∣∣∣ 1N trψ
(
1
n
ΣnΣ
H
n
)∣∣∣∣
2
]
= N8/3
(∣∣∣∣E
[
1
N
trψ
(
1
n
ΣnΣ
H
n
)]∣∣∣∣
2
+var
(
1
N
trψ
(
1
n
ΣnΣ
H
n
)))
= O
(
1
N4/3
)
.
Thus, by Borel-Cantelli lemma, for N large enough,
1
N
trψ
(
1
n
ΣnΣ
H
n
)
≤ 1
N4/3
,
or equivalently,
trψ
(
1
n
ΣnΣ
H
n
)
≤ 1
N1/3
By definition of function ψ, the number of eigenvalues of the
Gram matrix 1nΣnΣ
H
n that lies in the in the interval [a, b]
is upper-bounded by trψ
(
1
nΣnΣ
H
n
)
, and is therefore less
than 1
N1/3
with probability 1. Since this number has to be
an integer, we deduce that it is zero for N large enough. As
a consequence, there is no eigenvalue in [a, b] for N large
enough.
Gathering the results of Theorem 2 and Theorem 1, we get:
Corollary 5. Assume the setting of Theorem 1. Then, for N
large enough, the smallest eigenvalue of ΣnΣ∗n is bounded
away from zero.
IV. APPROXIMATION RULE
This section aims at showing the approximation in propo-
sition 3 stating that:
E
[
1
N
trQ(z)
]
=
1
N
trTN (z)+
1
N2
χN (z)
for N large enough, where χ is analytic on C\R+ and satisfies
inequality (12).
As far as generally correlated Gaussian matrices are con-
cerned, the convergence of 1N trQN(z) to
1
N trTN (z) has
been shown to hold in the almost sure sense, [7]. This
result directly implies that the empirical eigenvalue distribution
converges weakly to a measure µN which is characterized by
its stieltjes transform mN (z) = 1N trTN (z). Its importance
lies in that it gives us insights on the proportion of eigenvalues
falling in any interval. But, it does not rule out the possibility
of a o(n) proportion of eigenvalues lying outside the limiting
support of µN . As it has been shown above, a sufficient
condition that can eliminate this possibility is constituted by
the statement of proposition 3. This statement is already known
5to hold for other models, mainly the non-centered Gaussian
model [1]. Its proof for the model of generally correlated
Gaussian matrices has not been carried out, to the best of
the authors’ knowledge.
While the proof of proposition 3 relies on the standard use of
Gaussian calculus tools, several adaptations to the specificity
of the random matrix model are far from being immediate. To
facilitate the understanding of the highly technical proof, we
start by introducing the main key steps. In order to control the
difference 1NE trQN (z)− 1N trTN (z), we need to introduce,
similar to previous works [14], an intermediate deterministic
matrix denoted by RN(z) and which writes as:
RN(z) =
(
1
n
n∑
k=1
Ωk
1+αk(z)
−zIN
)−1
,
where αk(z) = 1n trΩkEQ(z), k = 1, · · · , n. With matrix
RN (z) at hand, we decompose the difference 1NE trQN (z)−
1
N trTN (z) as:
1
N
E trQN (z)− 1
N
trTN (z) =
1
N
E trQN (z)− 1
N
trRN(z)
+
1
N
trRN (z)− 1
N
trTN (z)
,
1
N2
χ1(z)+
1
N2
χ2(z).
This decomposition is quite standard in random matrix theory.
While the direct control of the difference 1NE trQN (z)−
1
N trTN (z) is complicated, much can be inferred from both
differences 1NE trQN(z)− 1N trRN (z) and 1N trRN(z)−
1
N trTN (z). In order to prove proposition 3, it suffices to
show that:
|χi(z)| ≤ (|z|+Ci)ki Pi
(
|ℑz|−1
)
, i = 1, 2,
where Ci, i = 1, 2 are positive constants, ki, i = 1, 2 are
positive integers and Pi, i = 1, 2 are polynomial with positive
coefficients independent of N . In addition to RN (z), we will
need to introduce the following deterministic quantities:
r˜i = − 1
z(1+αi(z))
, i = 1, · · · , n
R˜N = diag (r˜1, · · · , r˜n) .
It can be easily shown along the same lines of Proposition
5.1 of [13] that matrix valued functions RN(z) and R˜N(z)
are holomorphic in C\R+ and coincide with the Stieltjes
transforms of positive matrix valued probability measures
carried by R+, the mass of which are equal to I. Their spectral
norms are thus bounded by |ℑz|−1. In particular, we have:
max
(
‖R˜N‖, ‖RN‖
)
≤ |ℑz|−1 .
With these quantities at hand, we are now in position to
sequentially control the terms χ1(z) and χ2(z).
A. Control of χ1(z)
The control of χ1(z) will extensively rely on the use
of Gaussian calculus tools, namely the Integration by Part
formulae and the Nash-Poincare´ inequality. Before delving
into the core of the proof, we shall recall these tools.
Lemma 6 (Integration by Part Lemma). Let x =
[x1, · · · , xN ]T a complex Gaussian vector such that E [x] = 0,
E [xxT] = 0 and E [xx∗] = R. If Γ : x 7→ Γ(x) is a
C1 complex function polynomially bounded together with its
derivatives, then:
E [xpΓ(x)] =
N∑
m=1
[R]p,m E
[
∂Γ(x)
∂x∗m
]
Lemma 7 (Nash-Poincare´ Inequality). Let x = [x1, · · · , xN ]T
a complex Gaussian vector such that E [x] = 0, E [xxT] = 0
and E [xx∗] = R. If Γ : x 7→ Γ(x) is a C1 complex function
polynomially bounded together with its derivatives, then, not-
ing ∇xΓ =
[
∂Γ
∂x1
, · · · , ∂Γ∂xM
]T
and ∇x∗Γ =
[
∂Γ
∂x∗
1
, · · · , ∂Γ∂x∗M
]T
,
var (Γ(x)) ≤ E [∇xΓ(x)TR (∇xΓ(x))∗]
+E
[
(∇x∗Γ(x))∗R∇x∗Γ(x)
]
.
Applying Lemma 7, we will thus get:
var (Γ(ξ1, · · · , ξn)) ≤
n∑
k=1
N∑
s=1
N∑
r=1
E
[
∂Γ
∂ξs,k
[Ωk]s,r
∂Γ∗
∂ξr,k
]
+
n∑
k=1
N∑
s=1
N∑
r=1
E
[
∂Γ∗
∂ξ∗s,k
[Ωk]s,r
∂Γ
∂ξ∗r,k
]
. (18)
The application of these tools will require us to compute
differentials of the resolvent matrix with respect to the entries
of Σn. In particular, we will need in the sequel, the following
differentiation formulas:
∂ [Q]ℓ,p
∂ξ∗m,k
= − 1
n
[Q∂ΣnΣ
∗
nQ]ℓ,p
∂ξ∗m,k
= − 1
n
[Qξke
T
mQ]ℓ,p
= − 1
n
[Qξk]ℓ [Q]m,p . (19)
Moreover, we also have:
∂ [Q]ℓ,p
∂ξs,k
= − 1
n
[Q]ℓ,s [ξ
∗
kQ]p . (20)
The use of the integration by part lemma along with the above
differential formulae will allow us to establish the following
lemma:
Lemma 8. Let βi, i = 1, · · · , n be given by βi =
1
n trΩiQ(z). For each z ∈ C+ and any deterministic matrix
A, it holds that:
E trAQ(z) = trAR(z)−zE trAQΣnR˜BΣ
∗
nR
n
where B = diag
(
o
β1, · · · ,
o
βn
)
with
o
βi= βi−αi.
6Proof: From the identity:
Q
(
1
n
ΣnΣ
∗
n−zIN
)
= IN
we have:
zE [Q]p,q = E
[
Q
ΣnΣ
∗
n
n
]
p,q
−δp,q (21)
=
N∑
i=1
n∑
j=1
1
n
E
[
Qp,iξi,jξ
∗
q,j
]−δp,q.
Using the integration by parts formula in Lemma 6, we have:
E
[
Qp,iξi,jξ
∗
q,j
]
=
N∑
m=1
E
[
[Ωj]i,m
∂ξ∗q,j [Q]p,i
∂ξ∗m,j
]
=
N∑
m=1
[Ωj ]i,m δm,qE [Q]p,i
−
N∑
m=1
[Ωj ]i,m
1
n
E
[
ξ∗q,j
[
Qξj
]
p
[Q]m,i
]
.
Summing the above equality over i, we obtain:
E
[[
Qξj
]
p
ξ∗q,j
]
= E [QΩj ]p,q−E
[
βj
[
Qξj
]
p
ξ∗q,j
]
Plugging
o
βj= βj−αj into the above equality, we get:
E
[[
Qξj
]
p
ξ∗q,j
]
= E [QΩj ]p,q−αjE
[
ξ∗q,j
[
Qξj
]
p
]
−E
[
o
βj ξ
∗
q,j
[
Qξj
]
p
]
Hence:
E
[[
Qξj
]
p
ξ∗q,j
]
= E
[
[QΩj ]p,q
(1+αj)
]
−E


o
βj ξ
∗
q,j
[
Qξj
]
p
(1+αj)


Summing over j, we finally get:
E
[
QΣnΣ
∗
n
n
]
p,q
= E

Q 1
n
n∑
j=1
Ωj
(1+αj)


p,q
+zE
[
QΣnR˜BΣ
∗
n
n
]
p,q
Plugging the above equality into (21), we thus get:
E [zQ]p,q = E

Q 1
n
n∑
j=1
Ωj
(1+αj)


p,q
−[IN ]p,q
+zE
[
QΣnR˜BΣ
∗
n
n
]
p,q
Therefore,
E
[
QR−1
]
p,q
= [IN ]p,q−zE
[
QΣnR˜BΣ
∗
n
n
]
p,q
thereby proving that:
EQR−1 = IN−zE
[
QΣnR˜BΣ
∗
n
n
]
.
As a consequence:
E trAQ = trAR− z
n
trE
[
AQΣnR˜BΣ
∗
nR
]
.
From Lemma 8, it appears that the control of χ1 amounts
to showing that:
zΓ , zE
[
trQΣnR˜BΣ
∗
nR
]
≤ 1
n
(|z|+C1)k1 P1
(
|ℑz|−1
)
with C1, k1 and P1 verifying the conditions of proposition 3.
The proof relies on the use of the Nash-poincare´ inequality.
But before that, we need to further workout quantity Γ by
means of the Integration by Part formula. We first expand Γ
as:
Γ =
1
n
N∑
p,q,m=1
n∑
ℓ=1
E
[
[Q]p,q ξq,ℓξ
∗
m,ℓ
o
βℓ
]
[R]m,p r˜ℓ (22)
Using the integration by part formula, we have:
E
[
[Q]
p,q
ξq,ℓξ
∗
m,ℓ
o
βℓ
]
=
N∑
s=1
[Ωℓ]q,s E

∂ [Q]p,q ξ∗m,ℓ
o
βℓ
∂ξ∗s,ℓ


=
N∑
s=1
[Ωℓ]q,s E
[
[Q]p,q
o
βℓ
]
δm,s+
N∑
s=1
[Ωℓ]q,s E

[Q]p,q ξ∗m,ℓ ∂
o
βℓ
∂ξ∗s,ℓ


−[Ωℓ]q,s
1
n
E
[
[Qξℓ]p [Q]s,q ξ
∗
m,ℓ
o
βℓ
]
= −
1
n
E
[
[ΩℓQ]q,q [Qξℓ]p ξ
∗
m,ℓ
o
βℓ
]
+[Ωℓ]q,m E
[
[Q]
p,q
o
βℓ
]
+
N∑
s=1
[Ωℓ]q,s E

[Q]
p,q
ξ
∗
m,ℓ
∂
o
βℓ
∂ξ∗s,ℓ


Summing the above equation over q, we get:
E
[
[Qξℓ]p ξ
∗
m,ℓ
o
βℓ
]
= −E
[
1
n
tr (ΩℓQ) [Qξℓ]p ξ
∗
m,ℓ
o
βℓ
]
+E
[
[QΩℓ]p,m
o
βℓ
]
+
N∑
q=1
N∑
s=1
[Ωℓ]q,s E

[Q]p,q ξ∗m,ℓ ∂
o
βℓ
∂ξ∗s,ℓ


Writing 1n trΩℓQ as
o
βℓ +αℓ and using the same technique
as in the proof of Lemma 8, we finally get:
E
[
[Qξℓ]p ξ
∗
m,ℓ
o
βℓ
]
= zr˜ℓE
[(
o
βℓ
)2
[Qξℓ]p ξ
∗
m,ℓ
]
−zr˜ℓE
[
[QΩℓ]p,m
o
βℓ
]
−
N∑
s,q=1
zr˜ℓ [Ωℓ]q,s E

[Q]p,q ξ∗m,ℓ ∂
o
βℓ
∂ξ∗s,ℓ


(23)
7Plugging (23) into (22), we finally obtain:
Γ =
z
n
E
[
tr
(
QΣnR˜
2
B
2
Σ
∗
nR
)]
−
z
n
n∑
ℓ=1
E
[
o
βℓ tr
(
QΩℓRR˜
2
)]
−
z
n
n∑
ℓ=1
N∑
s=1
r˜
2
ℓE

[Σ∗nRQΩℓ]ℓ,s ∂
o
βℓ
∂ξ∗s,ℓ


, ∆1−∆2−∆3.
In the following we will prove that ∆i satisfies:
∆i ≤ Ki
n
(
|z|+C˜i
)k˜i
P˜i(|ℑz|−1)
for some positive constant C˜i,Ki, integer ki and polynomial
P˜i independent of N . This will be sufficient to control χ1(z)
since the underlying polynomials have positive coefficients.
Closer scrutiny of the expressions of ∆i, i = 1, 2, 3, reveals
that they make appear quantities of the form 1n trAQ(z) with
A is a some deterministic matrix. It is thus easy to convince
oneself that controlling the variance of these terms is essential.
This will be the goal of the following lemma whose proof is
deferred to Appendix C:
Lemma 9. Let A be a N×N deterministic matrix. Then, we
have for any z ∈ C+,
var
(
1
n
trAQ(z)
)
≤ C
n2
‖A‖2 (|z|+1)
(
1
|ℑz|4+
1
|ℑz|3
)
where C, a positive constant and P , a polynomial with positive
coefficients, are independent of N .
With Lemma 9 at hand, we are now in position to handle
the terms ∆i, i = 1, 2, 3. We start by controlling ∆1. For that,
consider Σ(i) to be the matrix Σn without its i-th column.
Define Q(i) the resolvent matrix given by:
Q(i) =
(
1
n
Σ(i)Σ
∗
(i)−zIN
)−1
and βi,(i) = 1n trΩiQ(i). Let
o
βi,(i)= βi,(i)−Eβi,(i) and
B(i) = diag
(
o
β1,(1), · · · ,
o
βn,(n)
)
. From the rank-one pertur-
bation Lemma [20, Lemma 2.6], we obtain:
max
1≤i≤n
∣∣∣∣ oβi − oβi,(i)
∣∣∣∣ ≤ 2wmaxn |ℑz|
Decompose ∆1 as:
∆1 =
z
n
n∑
i=1
E
[(∣∣∣∣ oβi
∣∣∣∣
2
−
∣∣∣∣ oβi,(i)
∣∣∣∣
2
)[
Σ∗nRNQΣnR˜
2
N
]
i,i
]
+
z
n
n∑
i=1
E
[∣∣∣∣ oβi,(i)
∣∣∣∣
2 [
Σ∗nRNQΣnR˜
2
N
]
i,i
]
, ∆1,1+∆1,2.
We start by dealing with ∆1,1. First, we need to bound the
quantity
∣∣∣∣ oβi
∣∣∣∣
2
−
∣∣∣∣ oβi,(i)
∣∣∣∣
2
. We have:
∣∣∣∣ oβi
∣∣∣∣
2
−
∣∣∣∣ oβi,(i)
∣∣∣∣
2
=
(∣∣∣∣ oβi
∣∣∣∣−
∣∣∣∣ oβi,(i)
∣∣∣∣
)(∣∣∣∣ oβi
∣∣∣∣+
∣∣∣∣ oβi,(i)
∣∣∣∣
)
≤ 2Nwmax
n |ℑz|
∣∣∣∣ oβi − oβi,(i)
∣∣∣∣
≤ 4Nw
2
max
n2 |ℑz|2 . (24)
From (24), ∆1,1 can be bounded by:
∆1,1 ≤ |z|
n3
4Nw2max
|ℑz|2
n∑
i=1
E
∣∣∣∣[Σ∗nRNQΣnR˜2N]i,i
∣∣∣∣ .
We need thus to bound E
∣∣∣∣[ 1nΣ∗nRNQΣnR˜2N]i,i
∣∣∣∣. We have:
E
∣∣∣∣∣
[
1
n
Σ∗nRNQΣnR˜
2
N
]
i,i
∣∣∣∣∣ = E
[
1
n
ξ∗iRNQξir˜
2
i
]
≤ |r˜|2iE
[
‖RNQ‖ 1
n
ξ∗i ξi
]
≤ 1|ℑz|4
1
n
trΩi
≤ Nwmax
n|ℑz|4
and thus:
∆1,1 ≤ 4|z|
(
lim sup
N
N
n
)2
w3max
n|ℑz|6 .
We now move to the control of ∆1,2. First, write ∆1,2 as:
∆1,2 =
z
n
n∑
i=1
E
[∣∣∣∣ oβi,(i)
∣∣∣∣
2 [
ξ∗iRQξir˜
2
i
]]
.
Using the relation
Qξi =
Q(i)ξ
∗
i
1+ 1nξ
∗
iQξ
∗
i
, (25)
we obtain:
∆1,2 ≤ |z|
n
n∑
i=1
E
[∣∣∣∣ oβi,(i)
∣∣∣∣
2
∣∣ξ∗iRNQ(i)ξir˜2i ∣∣
1+ 1nξ
∗
iQξi
]
≤ |z|
n|ℑz|4
n∑
i=1
E
[∣∣∣∣ oβi,(i)
∣∣∣∣
2
ξ∗i ξi
]
.
Since βi,(i) is independent of ξi, and thus :
∆1,2 ≤ |z|
n|ℑz|4
n∑
i=1
trΩiE|
o
βi,(i) |2
≤ Nwmax|z|
n|ℑz|4
n∑
i=1
E|
o
βi,(i) |2
From Lemma 9, we have:
E
∣∣∣∣ oβi,(i)
∣∣∣∣
2
≤ 2w
3
max
n2
(|z|+1)
(
1
|ℑz|4+
1
|ℑz|3
)
8Hence,
∆1,2 ≤ lim sup N
n
2w4max
n|ℑz|4 (|z|+1)
2
(
1
|ℑz|4+
1
|ℑz|3
)
,
K
n
(|z|+1)2P (|ℑz|−1),
thereby proving the desired result. The control of ∆2 relies
on the use of the Cauchy-schwartz inequality. We have:
∆2 =
z
n
n∑
ℓ=1
E
[
o
βℓ tr
(
QΩℓRNR˜
2
N
)]
≤ |z|
n∑
ℓ=1
√
E|
o
βℓ |2
√
var
1
n
trQΩℓRNR˜2N
From Lemma 9, we can bound E
∣∣∣∣ oβℓ
∣∣∣∣
2
and var trQΩℓRNR˜2N
as:
E
∣∣∣∣ oβℓ
∣∣∣∣
2
≤ 2w
3
max
n2
(|z|+1)
(
1
|ℑz|4+
1
|ℑz|3
)
var tr
1
n
QΩℓRNR˜
2
N ≤
2w3max
|ℑz|6n2 (|z|+1)
(
1
|ℑz|4+
1
|ℑz|3
)
.
Using the fact that √xy ≤ x+y2 for positive scalars x, y, we
finally get:
|∆2| ≤ 2w
3
max(|z|+1)2
n
(
1
|ℑz|4+
1
|ℑz|3+
1
|ℑz|10+
1
|ℑz|9
)
, K2(|z|+1)2P2(|ℑz|−1)
Finally, we will move to the treatment of ∆3. Recall that ∆3
is given by:
∆3 =
z
n
n∑
ℓ=1
N∑
s=1
r˜2ℓE

[Σ∗nRNQΩℓ]ℓ,s ∂
o
βℓ
∂ξ∗s,ℓ

 .
Using the differentiation formulae in (19), we get:
∂
o
βℓ
∂ξ∗s,ℓ
= − 1
n2
[QΩℓQΣn]s,ℓ .
Hence,
∆3 = − z
n3
n∑
ℓ=1
N∑
s=1
r˜2ℓE
[
[Σ∗nRNQΩℓ]ℓ,s [QΩℓQΣn]s,ℓ
]
= − z
n3
n∑
ℓ=1
r˜2ℓE [ξ
∗
ℓRNQΩℓQΩℓQξℓ] .
The above relation allows us to bound ∆3 as:
|∆3| ≤ |z|w
2
max
n3
n∑
ℓ=1
|r˜ℓ|2‖RN‖E
[
ξ∗ℓξℓ‖Q‖3
]
≤ |z|w
3
max
n|ℑz|6 lim sup
N
n
,
K3|z|
n
P3(|ℑz|−1).
From the obtained bounds for the scalars ∆i, i = 1, 2, 3, we
can deduce that:
|zΓ| ≤ 1
n
(|z|+C1)k1 P1(|ℑz|−1),
which is, as mentioned above, the required inequality to
control χ1.
B. Control of χ2(z)
We now move to the control of χ2(z) given by:
χ2(z) = N trRN−N trTN .
To this end, we will resort to the resolvent identity : A−1−
B−1 = B−1 (A−B)A−1 for any invertible matrices B and
A. We therefore obtain:
N trRN−N trTN = N
n
trRN

 n∑
j=1
Ωj
1+δj
− Ωj
1+αj

T
=
N
n
n∑
j=1
tr(RNΩjT)(αj−δj)
(1+αj)(1+δj)
=
N
n
n∑
j=1
z2r˜j δ˜j trRNΩjT(αj−δj),
where δ˜j = − 1z(1+δj) . Using property 6 of Lemma 1 in [1],
we can easily check that δ˜j , j = 1, · · · , n similar to r˜j are
Stieltjes transforms of probability measures carried by R+.
We therefore have:
max
(∣∣∣δ˜j∣∣∣ , |r˜j |) ≤ 1|ℑz| .
Hence,
|N trRN−N trTN | ≤ |z|
2N2
|ℑz|4 max1≤j≤n |αj−δj| .
To control χ2, it suffices to show that there exists constants C
and K , integer k and polynomial P with positive coefficients
and independent of N such that:
max
1≤j≤n
|αj−δj| ≤ K
N2
(|z|+C)kP (|ℑz|−1).
This will be the objective of the next derivations in this section.
We start by decomposing αj−δj as:
αj−δj = 1
n
trΩjEQ− 1
n
trΩjR+
1
n
trΩjR− 1
n
trΩjT
= ǫj(z)+
1
n
trΩjR− 1
n
trΩjT.
The control of ǫj(z) is similar to that of χ1(z), the presence of
matrix Ωj instead of the identity matrix requiring only slight
modifications of the proof. We can thus deduce that:
max
1≤j≤n
|ǫj | ≤ Kǫ
N2
(|z|+Cǫ)kǫPǫ(|ℑz|−1), (26)
for some constants Kǫ and Cǫ, integer kǫ and polynomial Pǫ
independent of N . Again, using the resolvent identity as above,
we obtain:
αj−δj = ǫj(z)+ 1
n2
n∑
k=1
(αk−δk) trΩjRNΩkT
(1+αk)(1+δk)
. (27)
Define α = [α1, · · · , αn]T, δ = [δ1, · · · , δn]T and ǫ =
[ǫ1(z), · · · , ǫn(z)]. Then (27) writes as:
(In−A) (α−δ) = ǫ, (28)
where A is a n×n matrix with entries:
[A]j,k =
1
n2
trΩjRNΩkT
(1+αk)(1+δk)
.
9In order to control the difference vector α−δ, we need first to
check that In−A is invertible. For that, notice that by Cauchy-
Schwartz inequality:∣∣∣[A]j,k∣∣∣ ≤
√∣∣∣[B]j,k∣∣∣
√∣∣∣[C]j,k∣∣∣
where B and C are n×n matrices with entries:
[B]j,k =
1
n2
trΩjRNΩkRN
|1+αk|2
[C]j,k =
1
n2
trΩjTΩkT
|1+δk|2
.
It follows from the algebraic lemma proven in Appendix E
that In−A is invertible provided that B or C have spectral
norms strictly less than 1, in which case:∥∥∥(In−A)−1∥∥∥
∞
≤
√∥∥∥(In−B)−1∥∥∥
∞
√∥∥∥(In−C)−1∥∥∥
∞
.
(29)
It appears from (29) that one needs to study matricesB andC,
which are at first sight easier to manipulate, mainly because
they either involve RN or T. This however is not trivial. We
state the result in the following proposition and for sake of
readability defer the proof to Appendix D.
Proposition 10. Assume that z ∈ C+. Then,
1) Matrix C satisfies ρ(C) < 1. Moreover,∥∥∥(In−C)−1∥∥∥
∞
≤ K(η
2+|z|2)2
|ℑz|4 (30)
where K and η are some positive constants independent
of N .
2) There exists 2 polynomials Q1 and Q2 independent of N
with positive coefficients such that for N large enough
and z ∈ EN given by
EN =
{
z ∈ C+, 1
N2
Q1(|z|)Q2(|ℑz|−1) ≤ 1
2
}
we have ρ(B) ≤ 1 and:
‖(In−B)−1‖ ≤ K˜ (η˜
2+|z|2)2
|ℑz|4 .
It follows from proposition 10 that the spectral norm of A is
strictly less than 1. Thus, In−A is invertible and for z ∈ EN ,
‖ (In−A)−1 ‖∞ ≤ 1
2
∥∥∥(In−B)−1∥∥∥
∞
+
1
2
∥∥∥(In−C)−1∥∥∥
∞
≤ Kmax(η
2
max+|z|2)
|ℑz|4 , (31)
where Kmax = max(K, K˜) and ηmax = max(η, η˜). Plugging
(31) into (28), we obtain:
‖α−δ‖∞ ≤
KmaxKǫ
N2
(|z|+Cǫ)kǫ(ηmax+|z|2)Pǫ(|ℑz|
−1)
|ℑz|4 ,
where the right hand side of the above inequality can be put
under the form:
K(C+|z|2)k
N2
P (|ℑz|−1).
for K and C positive constants, k integer, and P some
polynomial with positive coefficients. Consider now the case
where z ∈ C+\EN . We first remark that:
|αj−δj| ≤ |αj |+|δj| ≤ 2wmax|ℑz| .
Since z /∈ EN , we therefore have:
1
N2
Q1(|z|)Q2(|ℑz|−1) ≥ 1
2
.
Hence:
‖α−δ‖∞ ≤
4wmax
|ℑz|N2Q1(|z|)Q2(|ℑz|
−1)
As a consequence, we can find for C,K constants, k integer
and P polynomial with positive coefficients such that:
‖α−δ‖∞ ≤
K
N2
(|z|+C)kP (|ℑz|−1),
thereby ending the proof.
APPENDIX A
PRELIMINARIES
Many of the results of the appendix part are based on the
following key lemmas, which we recall in this section for sake
of clarity.
Lemma 11. Let A = (aℓ,m)nℓ,m=1 be an n×n real matrix and
u and v be two real n×1 vectors. Assume that the entries of
A are positive and that of u and v strictly positive. Assume,
furthermore, that the equation:
u = Au+v
is satisfied. Then, the spectral radius ρ(A) of A of A satisfies:
ρ(A) ≤ 1− min(vℓ)
max(uℓ)
< 1.
Lemma 12 (Matrix Inequality). Let A be a n×n hermitian
matrix. Then,
1
n
trAA∗ ≥
∣∣∣∣ 1n trA
∣∣∣∣
2
with equality only if A is proportional to identity.
Proof: Let A = UΛUH be an eiengevalue decomposition
ofA. Consider λ1, · · · , λn the eigenvalues ofA. Then, if there
is i 6= j such that λi 6= λj , we have due to the strict-convexity
of x 7→ x2:
1
n
trAA∗ =
1
n
n∑
i=1
λ2i
>
∣∣∣∣∣ 1n
n∑
i=1
λi
∣∣∣∣∣
2
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APPENDIX B
PROOF OF THEOREM 1
In order to establish that 0 does not belong to the support
SN , we show that it exists ǫ > 0 for which µN ([0, x]) = 0 for
each x ∈ ]0, ǫ[. To this end, define function φ : Rn+×R+ →
R
n
+, with:
φ(x1, · · · , xn, z) = (φ1(x1, · · · , xn, z), · · · , φn(x1, · · · , xn, z))
where φi : Rn+×R+ → R+ is given by:
φi(x1, · · · , xn, z) = 1
n
trΩi
(
1
n
n∑
k=1
Ωk
1+xk
−zIN
)−1
.
We need to show that there exists ℓ1, · · · , ℓn such that:
φi(ℓ1, · · · , ℓn, 0) = ℓi.
Let p ∈ N and rp = − 1p . We will first start by proving that
for each p, there exists a unique xp1, · · · , xpn such that:
φi(x
p
1, · · · , xpn, rp) = xpi .
For that, it suffices to show that φ˜p : Rn+ →
Rn+, (x1, · · · , xn) 7→ φ(x1, · · · , xn, rp) is a standard interfer-
ence function. In particular, we need to check that φ satisfy
the following properties:
• Nonnegativity: For each x1, · · · , xn ≥ 0 and each i and
p, φi(x1, · · · , xn, rp) > 0.
• Monotonicity: For each x1 ≥ x′1, · · · , xn ≥ x
′
n, and each
i and p,
φi (x1, · · · , xn, rp) ≥ φi
(
x
′
1, · · · , x
′
n, rp
)
.
• Scalability: For each α > 1, and each i and p,
αφi(x1, · · · , xn, rp) > φi(αx1, · · · , αxn, rp).
The first item is obvious since Ωi are positive definite matri-
ces, while the second one follows from the fact that for positive
definite matrices, A  B implies B−1  A−1. Finally, to
prove the last item, note that for α > 1,
φi(αx1, · · · , αxn, rp) < 1
N
trΩi
(
1
n
n∑
k=1
Ωk
α(1+xk)
− rp
α
IN
)−1
= αφi(x1, · · · , xn, rp).
Therefore,
φi(αx1, · · · , αxn, rp) > αφi(x1, · · · , xn, rp).
According to [21, Theorem 2], φ˜p is a standard interference
function. To prove that there exists a unique xp1, · · · , xpn
satisfying:
xpi = φi(x
p
1, · · · , xpn),
we need to check that there exits x1, · · · , xn such that:
xi > φi(x1, · · · , xn, rp).
This condition holds true, since φi(x1, · · · , xn) ≤ 1rp , and so
increasing xi to infinity will satisfy the above inequality.
Moreover, consider the sequence:
x
(t,p)
i = φi(x
(t−1,p)
1 , · · · , x(t−1,p)n ), i = 1, · · · , n
where x(0,p)1 , · · · , x(0,p)n are arbitrary positive reals. Then,
x(t,p) =
(
x
(t,p)
1 , · · · , x(t,p)n
)
converge to xp = (xp1, · · · , xpn).
From this, we can prove that for p ≥ q, we have for each
i ∈ {1, · · · , n},
xpi ≥ xqi .
To this end, we will consider the sequence,
x
(t,p)
i = φi(x
(t−1,p)
1 , · · · , x(t−1,p)n ), i = 1, · · · , n
where x(0,p)i = x
q
i and will show that for any t,
x
(t,p)
i ≥ xqi .
We will proceed by induction on t. For t = 0, the result
obviously holds. Assume that the resuld holds for any k ≤ t,
i.e,
x
(k,p)
i ≥ xqi , i = 1, · · · , n and k ≤ t.
And let us prove it for t = k+1. We have:
x
(t+1,p)
i = φi(x
(t,p)
1 , · · · , x(t,p)n , rp)
≥ φi(x(t,p)1 , · · · , x(t,p)n , rq)
(a)
≥ φi(xq1, · · · , xqn, rq)
= xqi .
where (a) follows since φi is increasing in each variable and
x
(t,p)
i ≥ x(q)i by the induction assumption.
We have therefore shown that for p ≥ q,
xpi ≥ xqi .
As p tends to infinity, xpi will converge to a limit ℓi ∈ R+∪
{+∞}. Assume that for i ∈ {1, · · · , n}, ℓi 6= +∞. Then,
one can easily see, that necessarily, ℓi 6= +∞ for any i ∈
{1, · · · , n}. We will prove now, that the case of ℓi = +∞ for
all i = 1, · · · , n cannot hold. For this observe that:
n∑
i=1
xpi
1+xpi
=
n∑
i=1
1
n
tr
Ωi
1+xpi
(
1
n
n∑
k=1
Ωk
1+xpk
+rpIN
)−1
≤ N.
Let xpmin = min1≤i≤n x
p
i . We have thus:
xmin
1+xmin
≤ N
n
or equivalently:
xmin ≤
N
n
1−Nn
.
which is contradiction with the fact that ℓi = +∞ for all i.
Recall now that:
φi(x
p
1, · · · , xpn, rp) = xpi .
Taking the limit in p, we thus get that:
φi(ℓ1, · · · , ℓn, 0) = ℓi,
or equivalently:
1
n
trΩi
(
1
n
n∑
k=1
Ωk
1+ℓk
)−1
= ℓi.
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The Jakobian matrix corresponding to φ˜∞ : Rn+ → Rn+ :
(x1, · · · , xn) 7→ φ(x1, · · · , xn, 0) at xi = ℓi, i = 1, · · · , n, is
given by:
[J]i,m =
1
n2
trΩi
(
1
n
n∑
k=1
Ωk
1+ℓk
)
Ωm
(1+ℓm)2
(
1
n
n∑
r=1
Ωr
1+ℓr
)−1
Let u = [1+ℓ1, · · · , 1+ℓn]T and v = [ℓ1, · · · , ℓn]T. Then,
after simple calculations, one can show that:
Ju = v.
The entries of J, u and v are strictly positive. A direct
application of Lemma 11 in section A implies that:
ρ(J) ≤ 1− min1≤i≤n ℓi
1+max1≤i≤n ℓi
< 1.
thereby showing that In−J is invertible. Hence, the implicit
function theorem implies that there exists an open disk at zero
with radius η > 0, i.e D(0, η) and unique analytic functions
ϕ1, · · · , ϕn defined in D(0, η) such that:
φi (ϕ1(z), · · · , ϕn(z), z) = ϕi(z)
and
ϕi(0) = ℓi, i = 1, · · · , n.
On the other hand, one can show that there exists ǫ > 0 such
that ϕi(t) is real valued and strictly positive for any t ∈ [−ǫ, ǫ].
Indeed, writing ℑϕi(t) as:
ℑϕi(t) = 1
2ı

 1
n
trΩi
(
1
n
n∑
k=1
Ωk
1+ϕk(t)
−tIN
)−1
− 1
n
trΩi
(
1
n
n∑
k=1
Ωk
1+ϕ∗k(t)
−tIN
)−1
=
1
n
trΩi
(
1
n
n∑
k=1
Ωk
1+ϕk(t)
−tIN
)−1
×
(
1
n
n∑
k=1
Ωkℑ(ϕk(t))
|1+ϕk(t)|2
)(
1
n
n∑
k=1
Ωk
1+ϕk(t)
−tIN
)−1
.
Therefore, the vector gt = [ℑ(ϕ1(t)), · · · ,ℑ(ϕn(t))]T is
solution of the following system of equations:
gt = Jtgt.
As t 7→ ρ(Jt) is continuous, and since for t = 0, ρ(Jt) =
ρ(J) < 1, there exists ǫ > 0 such that:
ρ(Jt) < 1
for every t ∈ [−ǫ, ǫ]. Therefore, gt = 0. Furthermore, since
at t = 0, ϕi(0) = ℓi > 0, we can futher assume that ǫ
is chosen such that ϕi(t) is real-valued and strictly positive
for any t ∈ [−ǫ, ǫ]. From [7, Theorem 1], we know that for
t < 0, δ1(t), · · · , δn(t) are the unique non-negative pointwise
solutions of the following system of equations
δi(t) = φi(δ1(t), · · · , δn(t), t),
thereby implying that:
δi(t) = ϕi(t)
for any t ∈ [−ǫ, 0]. Since, the set of functionals
δ1(t), · · · , δn(t) and ϕ1(t), · · · , ϕn(t) are holomorphic on
D(0, ǫ)\ {[0, ǫ[} and coincide on a set of values with an
accumulation point, they must coincide on the whole domaine
of analicity, namely D(0, ǫ)\ {[0, ǫ[}.
Let m be given by:
m =
1
N
tr
(
1
n
n∑
k=1
Ωk
1+ϕk(z)
−zIN
)−1
.
Obviously m is analytic on D(0, ǫ) and satisfies:
m(z) = mN (z)
for all z ∈ D(0, ǫ)\ {[0, ǫ[}. We recall that for 0 ≤ x < ǫ,
µN ([0, x]) can be expressed as:
µN ([0, x]) =
1
π
lim
y→0,y>0
∫ x
0
ℑ(mN (s+ıy))ds.
Therefore,
µN ([0, x]) =
1
π
lim
y→0,y>0
∫ x
0
ℑ(m(s+ıy))ds
As m is holomorphic on D(0, ǫ), the dominated convergence
theorem implies that:
1
π
lim
y→0,y>0
∫ x
0
ℑ(m(s+ıy))ds = 1
π
∫ x
0
ℑ(m(s))ds = 0
since m(s) ∈ R for s ∈ [0, x]. Thus, we establish that
µN ([0, x]) = 0.
APPENDIX C
PROOF OF LEMMA 9
The proof follows from a direct application of the Nash-
Poincare´ inequality in Lemma 7. Define βA = 1n trAQ(z).
We then have:
var(βA(z)) ≤
n∑
k=1
N∑
s=1
N∑
r=1
1
n4
E
[
[Σ∗nQAQ]k,s [Ωk]s,r [Q
∗
A
∗
Q
∗
Σn]r,k
]
+
n∑
k=1
N∑
s=1
N∑
r=1
1
n4
E
[
[Q∗A∗Q∗Σn]k,s [Ωk]s,r [Σ
∗
nQAQ]r,k
]
=
n∑
k=1
1
n4
E
[
[Σ∗nQAQΩkQ
∗
A
∗
Q
∗
Σn]k,k
]
+
n∑
k=1
1
n4
E
[
[Q∗A∗Q∗ΣnΩkΣ
∗
nQAQ]k,k
]
.
Since Ωk  wmaxIN with wmax = supN max1≤k≤n ‖Ωk‖,
we have:
var(βA)(z) ≤ wmax
n3
tr
(
QAQQ∗A∗Q∗
ΣnΣ
∗
n
n
)
+
wmax
n3
tr
(
Q∗A∗Q∗
ΣnΣ
∗
n
n
QAQ
)
.
Using the resolvent identity:
Q(z)
ΣnΣ
∗
n
n
=
ΣnΣ
∗
n
n
Q(z) = IN+zQ(z),
12
and the inequality ‖Q(z)‖ ≤ 1|ℑ(z)| , we obtain:
var(βA(z)) ≤ 2wmax‖A‖
2
n2
(
1
|ℑ(z)|3+
|z|
|ℑ(z)|4
)
≤ 2wmax‖A‖
2
n2
(|z|+1)
(
1
|ℑ(z)|4+
1
|ℑ(z)|3
)
.
APPENDIX D
PROOF OF PROPOSITION 10
In order to prove proposition 10, we need first to show that
the sequence of measures µN is tight. To this end, we will
follow the same steps as in [13, Lemma C1]. Observe that:
∫ +∞
0
λµN (dλ) = lim
y→+∞
ℜ [−ıy (ıymN(ıy)+1)]
= lim
y→+∞
ℜ
[
−ıy
(
ıy
1
N
trTN (ıy)+1
)]
.
(32)
On the other hand:
TN (ıy)
(
1
n
n∑
k=1
Ωk
1+δk(ıy)
−ıyIN
)
= IN .
Therefore,
1+
1
N
tr ıyTN (ıy) =
1
n
n∑
k=1
1
N
trΩkTN (ıy)
1+δk(ıy)
=
1
n
n∑
k=1
1
cN
δk(ıy)
1+δk(ıy)
. (33)
Plugging (33) into (32), we finally get:
∫ +∞
0
λµN (dλ) = lim
y→+∞
1
n
1
cN
n∑
k=1
ℜ [−ıyδk(ıy)]
|1+δk(iy)|2
.
Since δk are Stieltjes transforms of finite positive measures,
we have:
lim
y→+∞
|δk(ıy)| = 0
Moreover, we have limy→+∞−ıyδk(ıy) = 1n trΩk, thereby
establishing that:
sup
N
∫ +∞
0
λµN (dλ) < +∞.
The tightness of the sequence µN follows directly from the
above inequality. In the same way, we can also show that the
sequence of measures corresponding to the Stieltjes transforms
1
N trR is also tight. These two results will be of fundamental
importance in the proof of proposition 10.
We now return to the proof of proposition10:
a) Proof of proposition 10-1): The proof is based on the
use of Lemma 11 in section A. For that, we need to find a
linear system involving matrix C. For z ∈ C+, we have:
ℑ(δj) = 1
2ın
(trΩjT−trΩjTH)
=
1
n
trΩjT
(
1
n
n∑
k=1
Ωkℑ(δk)
|1+δk|2
+ℑ(z)IN
)
TH
=
1
n2
n∑
k=1
trΩjTΩkT
H
|1+δk|2
ℑ(δk)+ℑ(z) 1
n
trΩjTT
H.
Let Iδ and c be the n×1 vectors given by:
Iδ = [ℑ(δ1), · · · ,ℑ(δn)]T
c =
[
1
n
trΩ1TT
H, · · · , 1
n
trΩnTT
H
]T
,
Then:
Iδ = CIδ+ℑ(z)c.
Since ℑ(δj) > 0 for all j and ℑz > 0 and C, c have positive
entries, we get from Lemma 11,∥∥∥(In−C)−1∥∥∥
∞
≤ max1≤j≤n ℑδjℑzmin1≤j≤n 1n trΩjTTH
≤ wmax|ℑz|2min1≤j≤n 1n trΩjTTH
,
where the second inequality follows from the fact that
max1≤j≤n ℑδj ≤ max1≤j≤n |δj | ≤ wmaxℑz . Using the inequal-
ity 1n trAB ≥ λ1(A) 1n trB for A and B hermitian positive
definite matrices with λ1(A) the smallest eigenvalue of A, we
get: ∥∥∥(In−C)−1∥∥∥
∞
≤ wmax|ℑz|2 wmin 1n trTTH
. (34)
In order to obtain a lower bound on 1N trTT
H
, we first remark
that by the Jensen inequality in Lemma 12: 1N trTT
H ≥∣∣ 1
N trT
∣∣2 = |mN (z)|2 ≥ ℑ(mN (z))2. As (µN )N≥0 is tight,
it exists η > 0 for which µN ([η,+∞)) ≤ 12 for all N and as
such:
µN ([0, η]) ≥ 1
2
.
As a consequence,
ℑ(mN (z)) = ℑ(z)
∫ +∞
0
dµN (λ)
|λ−z|2 >
∫ η
0
ℑ(z)dµN (λ)
2(η2+|z|2) µN ([0, η])
≥ ℑ(z)
4(η2+|z|2) . (35)
Plugging (35) into (34), we finally get (30).
b) Proof of proposition 10-2): The proof is similar to
that of the first statement. We first decompose αj as:
αj = αj− 1
n
trΩjR+
1
n
trΩjR = ǫj+
1
n
trΩjR.
Hence,
ℑ(αj) = ℑ(ǫj(z))+ℑ
(
1
n
trΩjR
)
.
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Using the same kind of calculations as above, we thus get:
ℑ(αj) = ℑ(ǫj)+ 1
n2
n∑
k=1
trΩjRΩkR
Hℑαk
|1+αk(z)|2
+ℑ(z) 1
n
trΩjRR
H.
(36)
In order to determine a subset of C+ on which
ℑ(z) 1n trΩjRRH+ℑ(ǫj(z)) > 0, we evaluate a lower bound
of 1n trΩjRR
H
. We have by the Jensen inequality in Lemma
12:
1
n
trΩjRR
∗ ≥ wmin
∣∣∣∣ 1n trR
∣∣∣∣
2
= wmin
(
N
n
)2 ∣∣∣∣ 1N trR
∣∣∣∣
2
.
From the discussion in the beginning of this section, we know
that the sequence of measures corresponding to the Stieltjes
transforms 1N trR is tight. Hence, there exists η˜ such that:
ℑ
(
1
N
trR
)
≥ ℑz
4
(
η˜2+|z|2
) .
Hence,
1
n
trΩjRR
∗ ≥ wmin
(
N
n
)2 |ℑz|2
16
(
η˜2+|z|2
)2 .
On the other hand, from (26), we recall that:
|ǫj(z)| ≤ Kǫ
N2
(|z|+Cǫ)kǫPǫ(|ℑz|−1).
Consider EN,1 the set given by:
EN,1 =
{
z ∈ C+,
wmin
(
N
n
)2 |ℑz|2
16(η˜2+|z|2)2
−Kǫ
N2
(|z|+Cǫ)kǫPǫ(|ℑz|−1) > 0
}
Then, as before, using the fact that for z ∈ EN,1 (36) can be
cast into a linear system of equations involving positive-entries
matrix and vectors, we deduce that ρ(B) < 1 and:∥∥∥(In−B)−1∥∥∥
∞
≤ max1≤j≤n αj
wminN2
n2
|ℑz|3
16(η˜2+|z|2)2− KǫN2 (|z|+Cǫ)kǫPǫ(|ℑz|−1)
≤ 1
wminN2
n2
|ℑz|4
16(η˜2+|z|2)2
(
1− 1N2Q1(|z|)Q2(|ℑz|
−1
)
) ,
where Q1 and Q2 are polynomials with positive coefficients.
Take EN as the set defined by:
EN =
{
z ∈ C+, 1
N2
Q1 (|z|)Q2
(ℑz−1) ≤ 1
2
}
.
Obviously EN ⊆ EN,1, and for all z ∈ EN , we get:
∥∥∥(In−B)−1∥∥∥
∞
≤ 32n
2
(
η˜2+|z|2)2
wminN2 |ℑz|4
.
APPENDIX E
A LINEAR ALGEBRAIC RESULT
Finally, we finish the Appendix part with a linear algebraic
lemma which we need in our derivation and can be of
independent interest.
Lemma 13. Let B and C be n×n matrices with non-negative
entries. Let A be a n×n matrix satisfying:∣∣∣[A]i,j∣∣∣ ≤√[B]i,j√[C]i,j . (37)
Then, ρ(A) ≤
√
ρ(B)
√
ρ(C). If furthermore
max(ρ(A), ρ(B)) < 1, then ρ(A) < 1 and:
∥∥∥(In−A)−1∥∥∥
∞
≤
√∥∥∥(In−B)−1∥∥∥
∞
√∥∥∥(In−C)−1∥∥∥
∞
Proof: We start by proving that ρ(A) ≤√ρ(B)√ρ(C).
For that, consider A˜, the matrix given by:[
A˜
]
i,j
=
√
[B]i,j
√
[C]i,j
Consider |A| the matrix such that [|A|]i,j =
∣∣∣[A]i,j ∣∣∣. Then,
ρ(|A|) ≤ ρ(A˜). Recall, that for any matrix D,
ρ(D) = lim
k→+∞
‖Dk‖
1
k
∞.
From the above convergence, we have:
[
A˜k
]
i,j
=
n∑
i1,··· ,ik−1
[
A˜
]
i,i1
[
A˜
]
i2,i3
· · ·
[
A˜
]
ik−1,j
=
∑
1≤i1,··· ,ik−1≤n
√
[B]i,i1 [B]i2,i3 · · · [B]ik−1,j
×
√
[C]i,i1 [C]i2,i3 · · · [C]ik−1,j
≤
√ ∑
1≤i1,··· ,ik−1≤n
[B]i,i1 [B]i2,i3 · · · [B]ik−1,j
√ ∑
1≤i1,··· ,ik−1≤n
[C]i,i1 [C]i2,i3 · · · [C]ik−1,j
=
√
[Bk]i,j
√
[Ck]i,j .
With this inequality at hand, we are now in position to bound
‖A˜k‖∞. We have:
∥∥∥A˜k∥∥∥
∞
= max
1≤i≤n
n∑
j=1
[
A˜k
]
i,j
≤ max
1≤i≤n
n∑
j=1
[
Bk
]
i,j
[
Ck
]
i,j
≤ max
1≤i≤n
√√√√ n∑
j=1
[Bk]i,j
√√√√ n∑
j=1
[Ck]i,j
≤
√
‖Bk‖∞
√
‖Ck‖∞.
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We therefore have:
ρ(A˜) = lim
k→+∞
∥∥∥A˜k∥∥∥ 1k
∞
≤ lim
k→+∞
∥∥Bk∥∥ 12k
∞
∥∥Ck∥∥ 12k
∞
=
√
ρ(B)
√
ρ(C).
Therefore, ρ(A˜) < 1 and thus, ρ(A) < 1 if
max(ρ(C), ρ(B)) < 1. In this case, In−A is invertible and
also are In−B and In−C. Since (In−A)−1 =
∑+∞
k=0A
k
.
for any 1 ≤ i ≤ n, we have:
n∑
j=1
∣∣∣∣[(In−A)−1]i,j
∣∣∣∣ ≤
+∞∑
k=0
n∑
j=1
∣∣∣[Ak]i,j
∣∣∣
≤
∞∑
k=0
n∑
j=1
[
|A|k
]
i,j
≤
+∞∑
k=0
n∑
j=1
√
[Bk]i,j
√[
|C|k
]
i,j
≤
+∞∑
k=0
√√√√ n∑
j=1
[Bk]i,j
√√√√ n∑
j=1
[Ck]i,j
≤
√√√√+∞∑
k=0
n∑
j=1
[Bk]i,j
√√√√+∞∑
k=0
n∑
j=1
[Ck]i,j
≤
√∥∥∥(In−B)−1∥∥∥
∞
√∥∥∥(In−C)−1∥∥∥
∞
.
As a consequence, we have:∥∥∥(In−A)−1∥∥∥
∞
≤
√∥∥∥(In−B)−1∥∥∥
∞
√∥∥∥(In−C)−1∥∥∥
∞
.
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