Abstract. We derive two formulas for approximating the indefinite integral over a finite interval. The approximation error is 0(c~c^") uniformly, where m is the number of integrand evaluations. The integrand is required to be analytic in the interior of the integration interval, but may be singular at the endpoints. Some sample calculations indicate that the actual convergence rate accords with the error bound derived.
Introduction
The formulas we propose are f g(u)du=h-¿ y,'(kh).g(¥(kh)). Si (^-Tlk) ( In each formula N I* = h^ V'(kh)g(y(kh)) k=-N and d and a are parameters related to the integrand g, and y/ and <p are the functions y/(x) = tanh(x/2), tp(x) = log((l +x)/(l -x)). The function Si is the sine integral: _.. , fx sin i , on , for n an integer, is (l/n) Si(«7r), and "sinc(x)" is a common engineering notation for the function ^^-. Finally, n is an auxiliary function whose required properties are described below; an example is n(x) = (1 + x)/2.
The attractive thing about these complicated formulas is their accuracy. Using only 2N + 1 values of the integrand g, they approximate the indefinite integral uniformly within 0(e~c"^) for some c = c(g). This fast convergence rate is characteristic of a large class of numerical approximations developed by Frank Stenger and his school-see [7] for an introduction and survey. Formulas (A) and (B) belong to this class and are related to formula (4.58) of [7] and Theorem 3.3 of [3] .
For such a fast convergence rate the integrand g must be very smooth, and indeed we require it to be analytic on (-1, 1). But g is allowed to be singular at ± 1, with some restriction on its growth rate as x -> 1 or -1. This contrasts with classical requirements such as ug £ C2" or "g £ C4" to have convergence rates 0(N~2) and 0(N~4) for the trapezoid rule and Simpson's rule. The requirement of analyticity seems much more stringent, but in practice is not likely to be restrictive at all. Functions that come up for numerical integration are almost always analytic with isolated singularities, and it is usually possible to arrange that the integration take place on intervals where the singularities are only at endpoints.
Formulas (A) and (B) are based on the standard strategy for numerical quadrature: approximate the integrand by a function that is easy to integrate, and integrate the latter. In this case the approximation is by linear combinations of translates of ^^ , whose integral is not elementary. Both formulas involve values of the sine integral, formula (B) through the quantities ak_¡. The sine integral is one of the most thoroughly studied of the "higher transcendental functions" and is not hard to evaluate. Good methods are given in [6] and in the Appendix to this paper.
The analysis leading to these formulas takes place most naturally on the interval (-oo, oo) rather than (-1, 1). The central part of the analysis is largely taken from a paper by McNamee, Stenger, and Whitney [4] and from later developments by Stenger and his students. I shall give a full derivation of (A) and (B) for the convenience of the reader, as it seems that even the central part has appeared in print only incompletely.
Derivation of (A)
We start from the contour integral l_ f f(z)dz
where Lne is the rectangular contour whose vertical sides are at x = ±(n + l/2)h (n a positive integer) and whose horizontal sides are at y = ±(d -e). The parameters h and d are positive. We assume ( Hi ) / is analytic in the strip \y\ < d.
We suppose that the real number i is < nh in absolute value, and evaluate the integral by residues. The singularities inside L" £ are at z = t with residue f(t)/sin(nt/h) and at z = kh,k any integer between -n and n, with residue
After some algebra we get the equation
It is immediate that (1) holds also for i = kh, \k\ < n, and so for all i in [-MR, /zR]. We now further assume that for small positive e each of the integrals J^° \f(x ± iid -e))\ dx ("2) exists, and these integrals are bounded in e ; and . .
for each small positive e the integral f_Jf. \fix + iy)\ dy
is a bounded function of x.
Let n -* 00 in (1) . The integrals over the vertical side of LnE approach zero, and the integrals over the horizontal sides approach
We state this as (x -i ± iid -e)) sin fix ± iid -e)) ' Lemma 1. If f satisfies conditions (Hi), (H2), and (H3), then
for all real t.
Conditions (H2) and (H3) are somewhat obscure. In the transition to the interval (-1, 1) they shall be replaced by simpler conditions. We now integrate (3) to get f fit) dt= ¿ fikh) jX sine U -k\dt+ ¿(7?_ -R+),
The interchange of integration and summation is enabled by imposing a new condition (which we shall also need below) on /:
there is a constant a > 0 such that for x real, (H4) fix) = 0(e~aM) as |x| -» 00.
We can exchange the order of integrations in R± , since
as B -> oo, uniformly for i € [-A, x] (using condition (H2)), and the same holds for the integral from -oo to -B. The resulting inner integral
is O(h) uniformly in A, x, s, and e. Since With z = x+iy and w = u+iv , ip takes the line -oo < x < oo monotonically onto -1 < u < 1 . Each horizontal line y = S , with \ô\ < n , becomes a circular arc going from w = -1, through w = itaniô/2), to w = +1 ; the center and radius of the circle it is part of are -/' cot S and cosec S, respectively. A vertical line segment z = x + iy, \y\ < S iô < n) becomes a circular arc whose center and radius are i _|_ e-2x 2e~x
(V x-e-ix se°W and x_e-2x sg"Wrespectively. The strip \y\ < d (d < n) is conformally mapped to the lenticular region Ad whose boundary consists of the two circular arcs that are the images of the lines y = d and y = -d. The vertical width of Ad is 2 tan(¿/2) ; the region An/2 is the unit disk and A* is the whole it;-plane, slit from -oo to -1 and from 1 to oo on the M-axis.
We write
using the change of variables u = ip(t). Then by (6) it is an arc of a circle of radius 2e~^ + 0(e~2^) and center ±1 + 0(e~2W). So, if we require of g that g(w) = 0(\l-w2\~x)
as w -» ±1 from inside Ad , then (H3) would be satisfied. However, we shall require the stronger condition there is a constant a > 0 such that g(w) = 0(\l -w2\~x+a)
as w -► ±1 from insideA¿.
This makes condition (H4) unnecessary, and it also simplifies the translation of (H2). Let Pa be the image under y/ of the line y = a, and let Pa,ß , with ß > 0, be that part of Pa that lies outside circles of radius ß centered at 1 and at -1. The integrals in (H2) become (7) / \g(w)dw\, (H'3) which surely exist once (H'3) is assumed. The condition (H3) also implies that the contribution to (7) from the portion of 7>±(d_e) that lies within distance ß of either +1 or -1 is bounded in e, for small ß . Thus we need only assume that for small ß > 0 the integrals L \giw) dw\ are bounded in e for 0 < e < d. To determine whether (H2) is satisfied, for a given g that satisfies (H',) and (H3), we need only consider singularities of g at points on the boundary of Ad other than +1 and -1. 
Derivation of (B)
The point of formula (B) is to reduce the need for values of the sine integral; in (B) we use only the values Si(/Z7r), n an integer. These can be calculated more simply (see the appendix) than general values of Si.
We again work primarily in the context of integrals over the real line. In outline, we first set
and approximate F by an interpolation formula that uses evaluations of F at integral multiples of a parameter h . Then those values of F are themselves approximated using Theorem 1.
We get our interpolation formula from Lemma 1 by bounding the remainder there and then truncating the infinite sum. In the integrals in (2) the numerator is in L'(-oo, oo) by (H2), and the integral of its absolute value is bounded. In addition, the first factor in the denominator is bounded away from zero uniformly in x and i. The second factor there is greater than Cen{d~e),h uniformly in x, where c is independent of e. So \I±\ = Oie~nd'h) asR^O.
Imposing condition (H4) on /, we obtain
as R -» 0, tV -► oo . Using (5) (An example is <^(z) = 1/(1 + e~az).) The function F* satisfies (Hi) and (H4).
In order to make F* satisfy (H2) and (H3) we require that / and £,' satisfy, in place of (H3), the stronger condition for any small positive e the function Veix) = f_dlE |/(x + j'v)| dy uniformly for -co < x < oo. 77ere, I* = h Y^j=_N f(jh). If it is known that f(t)dt = P, /:
iR^/7. 7* way èe replaced by 0.
To get formula (B), we again use w = \p(z) = tanh(z/2) and set f(t) = g(>p(t)) ' ip'(t) ; and we also set n(w) = i(f(u»)).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use The conditions on n are not onerous. The function n(w) = (l+w)/2 satisfies the conditions for all d and any a < 1 ; the function n(w) = (2 + 3w -w3)/4 has n'(-l) = n'(l) = 0 and so satisfies the conditions for all d and any a < 2.
As with Theorem 2, we can avoid dealing with condition (H2) by accepting a smaller value of d in the error term. We state this as , some of the abscissas y/(jh) are very close to ±1 when N is moderately large. Sometimes they are too close for the computer to distinguish them from ± 1, and the integrand g may be infinite at ± 1. This difficulty might be avoided by going over to higher-precision arithmetic or by direct study of the function y/'(x)g(y/(x)) and its accurate calculation for large values of x .
Computational examples
We shall look at the results of applying formulas (A) and (B) to four integrands, chosen to show the effects of different singularities. The integrands are gl{U)=whw' ft(M)=4Toi2log(i^)' gs(u) = x , g*(u) = -Vl -u2.
%
The constants were chosen to "normalize" the functions in the sense that j \giu)\du=l.
The first and fourth functions have x_I/2-and x1/2-type singularities at u = ±1 ; the second function goes to infinity weakly, and the third has no singularities. It should be remarked that formulas (A) and (B) are not expected to integrate g-¡ exactly; in contrast to the classical numerical integration formulas, no considerations of "degree of precision"-exactness for polynomial integrands-have entered into the present theory. A negative feature of our formulas is that they require adjustment to the integrand that is treated. The parameter R , used in the computation, is defined in terms of d and a, which are numbers describing some of the behavior of the integrand. For our four examples the appropriate values of a are clearly 1/2 for gx, 1 for g3, and 3/2 for g4 ; it is not so clear what a to use for g2.
Any a that is less than 1 will do, but 1 itself will not do.
None of our four functions has singularities anywhere but at ± 1, so at first thought it seems that d = it is appropriate to all of them. But in fact none of them satisfies condition (H'2) with d = n. That is because each contour P±(n-e),ß is not bounded in length as e approaches zero. Its length is asymptotic to 2n/e, so that it is immediate that g3 does not satisfy (H2) ; and it is not hard to see that is also the case for the other g's.
Of course, all four g's satisfy (H2) for any d less than n. This makes the problem of applying Theorems 2a and 4a the same as that of applying Theorems 2 and 4: all values of d less than a given do may validly be used, but not do itself if the error estimate in the theorem is to hold. What we shall do in practice is use do itself.
Similarly, we shall use a = 1 for the integrand g2. We present the results of applying each formula with several values of N, in order to see its convergence behavior. _ Since the main factor in the error bound is e~^ndaN , we have used as successive values of N the successive squares 1, 4, 9, 16, ... . If our error bounds represent the actual behavior of (A) and (B), this should make the errors decrease by a factor of about ey^d°L as we go from each N to the next. The results of using formula (A) with integrands gx through g4 are in Tables 1 a  through For each value of N, "ratio" denotes the ratio of maxerr for the previous value of N to maxerr for the current value. The calculations were done in double precision on a clone of the IBM PC, using an 8087 coprocessor; thus, about 16-significant-figure arithmetic was used. For each integrand g the results are presented only for those values of N for which the approximation error was large compared to the likely roundoff error. In the case of integrand gx calculation with N > 81 was prevented by the "blowup" discussed at the end of the last section. It is clear that formula (A) gave somewhat more accurate results than (B), except for g2 • The tabulated results for g2 are identical for the two formulas, but that is not because (A) and (B) gave identical errors for all values of s. Instead, each formula had its largest error, for g2, at s = 0 ; and at s = 0 formulas (A) and (B) do give the same approximation when the integrand is an odd function.
For gx we took d = n and a = 1/2, so that the quantity e^** is 9.2. The values of "ratio" in Tables la and lb For g2, g3, and g4 the corresponding values of e'^d" are 23.1, 23.1, and 46.9, respectively. (These represent quite rapid convergence!) The results for gi fit very nicely, those for g2 and g4 somewhat less so. For g2 this might be expected, because of the infinities of the integrand; for g4 we can only say that the expected behavior is not yet taking place for the values of N that we have used.
Nevertheless, the convergence rate that we see for g4 is very fast-considerably faster than for g3, which is the smoothest possible function. This is in sharp contrast to what classical formulas-say the Gaussian-would do; the singularities of g4 at ± 1 would very much limit their convergence speed. That points up the fact that it is not, indeed, the nonanalyticity of the integrand at the endpoints that decides the convergence rate of (A) and (B), but only its growth as the endpoints are approached. A function such as g4, which has "half-zeros" at the endpoints, has its integral approximated more accurately than that of a function that is analytic at the endpoints but not zero there.
(For completeness in describing the calculations, we note that for integrands gx , g2 and gT, the function n used in (B) was (1 + w)/2, while for g4 it was (2 + 3w-uj3)/4.)
It is interesting to see the actual form of the error function-the true indefinite integral, minus the approximation-for these formulas. Figures 1 and 2 show this function for the case of formula (A) with N = 25 , for integrands g2 and g4 respectively. In all cases the horizontal axis range is from -1 to +1 ; in Figure 1 the vertical range is from -10"5 to +10~5 and in Figure 2 it is from -10-7 to + 10~7. The curves obtained for the other g's are similar in shape to that in Figure 2 . Figure 3 is another graph of the error function from Figure 2 , but now the horizontal axis is scaled according to tpis) instead of s ; here, <pis) runs from -20 to 20. This stretches out the ends of the interval -1 < s < 1 so that the behavior of the error for s near ± 1 is shown more clearly. Figure 4 shows the error curve for formula (B) and the integrand g4 ; again, N is 25 , the vertical range is from -10~6 to +10-6 . The error curve for B and g2 is not shown as it is very similar to that in Figure 2 . Figure 2 License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use The sign of the last integral is (-1 )" , so the remainder term is of opposite sign to the last retained term of the asymptotic series. Thus the error of truncating (Al) is no greater, in absolute value, than the first term not retained. Let us write (_l)"+*+i(2fc)! Uk ~~ n2k+ln2k+2 ■ As long as 2k(2k -1) < «27t2, we have \ak\ < \ak_x\, so that, if we truncate (Al) at the (AT -l)st term, where K = Kin) = feV/l + l/(4«2^2) + \ we will be getting o" as accurately as the asymptotic expansion can give it. The error (apart from roundoff) will be no greater than uk ■ Table Al gives \a¡c(n)\ for several values of n . Using such data, we determine a value «n for which the asymptotic expansion will allow the calculation of an to the desired accuracy for n > «o • The algorithm for calculating on is completed by adding a table of ox, 02, ... , er"0_i. Those values may be obtained from Table 2 .1 of [7] ; or, if more accuracy is needed, they may be calculated by the method of [6] or by numerical integration.
In the calculations described in this paper «0 was taken to be 12, and 18 terms were used in the series (Al). we evaluated the last integral numerically, and evaluated o" by the method described above in this appendix. For the numerical integration, we used the 9-point Gauss-Legendre formula. Numerical experiments showed that it will give the integral to 16-decimal-place accuracy for n up to 50, and apparently to 15 decimal places for all n .
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