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ABSTRACT
Since the launch of the first rocket by the scientists during the World War
II , mankind continues their exploration of space. Those space explorations bring
the benefits to human, such as high technology products like GPS, cell phone, etc.
and in-depth insight of outside of the earth. However, they produce millions of
debris with a total estimated mass of more than 3,000,000 kg in the space around
the earth, which has and will continue to threat the safety of manned or unmanned
space exploration. According to the research, at least tens of spacecraft were
considered been damaged or destroyed by the debris left in the space. Thus, the
increasingly cluttered environment in space is placing a premium on techniques
capable of tracking and estimating the trajectory of space debris.
Among debris, the pieces smaller than 1cm are unable to damage
spacecraft because of the crafts’ shields, while the pieces larger than 10cm can be
tracked by ground-based radars or a radar network. However, unlike the debris
within these size ranges, the debris larger than 1 cm and smaller than 10 cm are
able to hurt the shield of space craft and are hard to be detected by the exiting
technical equipments because of their small size and cross-section area.
Accordingly it is always a challenge for spacecraft or satellite mission designers
to consider explicitly the ones ranged from 1 cm to 10 cm a priori.
To tackle this challenge, a vision based debris’ trajectory tracking method
is presented in the thesis. Unlike radar tracking, vision based tracking doesn’t
require knowledge of a debris’ cross-section, regardless of its size. In this work,
two cameras onboard of satellites in a formation are used to track the debris in
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close proximity. Also to differentiate the target debris from other clutters (i.e. the
debris that are not tracked intentionally), a data association technique is
investigated. A two-stage nonlinear robust controller is developed to adjust the
attitude of the satellites such that the target debris is always inside of the field of
view of the cameras. Capabilities of the proposed integrated estimation and
control methods are validated in the simulations.
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CHAPTER ONE: INTRODUCTION
Background of Debris Orbit Estimation
Risk of Space Debris
As a result of more than fifty years space exploration activities, more than million pieces
of debris have been left in the space. According to the documents supplied by the NASA Orbital
Debris Program Office [1] and Reference [2], the total number of debris ranging from 0.1-1cm is
around 150 million, the debris ranging from 1-10cm is 650,000, and the debris larger than 10cm
is 22,000.
The space debris has already and will continue to threaten human activities in space
exploration [3-12]. Though the shielding technology such as Whipple shield can protect
spacecrafts from damage of some debris, however, shield can only be used in limited missions,
for example International Space Station [2, 13]. Moreover, as the development of solar panels
and their widespread application in the field of space exploration, though most parts of
spacecrafts can be protected by the shield, their solar panels which need to be exposed to the sun
directly thus have high possibility to collide with the debris. The collision between solar panel
and debris will result in generation of high-density plasma and breakdown of satellite component
[10].
During the 50 years since the first man-made object into space were taken by German
scientists, tens of space exploration activities were affected or failed because of the collision to
the debris, such as the loss of French Military Satellite “Cerise”, and orbit change of “NOAA7”
Satellite, etc. [2,14]. One of the most recent ones is the loss of American operational satellite
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which results from the collision with Russian un-operational satellite.
Space Debris Detection and Tracking
The potential dangerous of the space debris raises the concern for scientists since 1980s
[15-16], up to now, several countries have jointly to detect and track the debris in the space, such
as USA, UK, France, and Germany, etc.
Four kinds of methods are mainly used in practice to track debris, including ground based
optical telescope, ground based radar, space based radar, and space based laser communication
demonstration equipment.
(1) Ground based radar system or a radar network, such as the US SPACECOM, is
convenient to detect and track the debris pieces larger than 10cm [17-18].
(2) Ground based optical telescope is also used to detect the debris in the size range of
larger than 10cm [18]. One of the most famous telescopes is the ESA Space Debris Telescope,
which is used to detect debris objects as small as 15cm.
(3) Space based radar suck like synthetic aperture radar (SAR) and inverse synthetic
aperture radar (ISAR) [20-22] are applied to track the debris pieces within 1-10cm.
(4) By comparison, the space based laser demonstration equipment is most recently
technology which is supposed to be unconstrained of the range of the debris size. According to
Arimoto [23], a Laser Communications Demonstration Equipment (LCDE) is planned to be
attached to the International Space Station (ISS) to observe the potential hazard of the space
debris around ISS.
Motivation for the Research
Among debris, it always remains a challenge for smaller spacecraft or satellite mission
2

designers to explicitly consider a priori the debris ranging from 1 cm to 10 cm. Since the pieces
smaller than 1cm are unable to damage spacecraft easily due to the development of crafts’
material, while the pieces larger than 10cm can be tracked by ground-based radars or optical
telescope system conveniently.
The newly developed technologies-space based radar and laser communication
demonstration equipment can detect the debris within 1cm to 10cm. SAR and ISAR are
independent of the background light, while the laser system can focus on a very tiny spots which
is able to detect relatively smaller debris. However, both of them have limitations. For example,
a post processing is typically required to reconstruct 2D images in ISAR and SAR. Also, the
software and hardware design used those radars need to be modified each time according to
debris pieces’ sizes and orbits, which is not a cost-effective approach. For the space based laser
equipment, it needs the downlink and uplink with ground systems which requires high
performance of communication system. Besides, as a newly developed technology, laser
equipment is only used to detect the debris, whether and how to use it to track the debris is still
under investigation.
Moreover, recent researches [24-32] have shown the trend of scientists’ willingness to
remove debris by way of either destroying debris directly (i.e. using high power ground based
laser), de-orbiting the debris (i.e. using electrodynamic space tether system) or capturing the
debris and returning them to the ground (i.e. using robot arm). No matter which way to be used
to remove debris, it is preferable that future spacecraft and satellites have the capability of
estimating and tracking debris in close proximity autonomously without consistent
communication with group stations.
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In this thesis, an integrated vision based estimation and control approach is proposed to
estimate the orbital information of the target debris via cameras aboard the cooperative satellites
in a formation. The goal of the work is to track the target debris by differentiate it from other
clutters, adjust the attitude of the satellites any time if necessary such that the desired field of
view can be achieved for the target debris, and finally get the estimation orbit of the debris
accurately.
Research Advantages
The research outlined in this thesis focuses on: (1) the estimation of debris orbit in realtime by two pinhole cameras aboard a formation of small satellites instead of one heavy stereo
camera aboard one large satellite; (2) the attitude of satellites is adjusted in a integrated
approach such that the projected pixel location of the debris on the focal plane can be driven to a
desired location by a newly developed nonlinear robust control technique which considers
bounded functional and parametric uncertainties.
Three technical challenges are specifically addressed and solved in this thesis, shown as
follows:
First, successive 2D images obtained through the vision sensors (e.g. light weight and
low cost pinhole cameras) on two satellite platforms are coordinated to obtain the 3D position
information of the debris. In addition to the obvious cost-reduction benefit as compared with the
approach of using a stereo camera on a single large satellite [33], the formation satellite platform
can increase the mission flexibility and observational baseline, and provide better survivability
and reliability [34-39].
Second, to maintain the target debris within the cameras’ fields of view, the attitude of
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the satellites will be controlled via a two-stage global asymptotically stable nonlinear output
tracking controller. The advantage of this control is: the chattering is mitigated, especially when
there is no large random noise in the plant model [40-43], therefore the controller will not induce
large chattering due to the switching function. It is worth noting that different approaches [4451] have been proposed to mitigate the chattering phenomenon in SMC. The method applied
here doesn’t involve low-pass filters, thus the steady state error will not be sacrificed. Also
compared with dynamic inversion approaches, the controller developed here is robust with
respect to functional and parametric uncertainties.
Third, the circumstances that multiple debris pieces may appear in the picture frames
with high possibility, a probability data association (PDA) technique [52-53] combined with the
Kalman filter will be investigated to differentiate the target debris from the clutter which has
superiorities of less computational cost without much compromise in accuracy.
Thesis Outline
The overall structure of the integrated sensing and control strategy is first illustrated by
diagram and discussed in Chapter 2.
In Chapter 3 of the thesis, the problem definition and cooperative estimation method are
discussed. And the procedure of converting the debris ECI position to the pixel position on the
image, of which projection involves a series of coordinate transformations from the Earth Centric
Inertial (ECI), through the local vertical local horizontal (LVLH) coordinate of the satellite, the
body coordinate of the satellite, and the body coordinate of the camera, to the focal plane of the
camera, are also presented.
Considering the possibilities of one or more debris which are not necessary to considered
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may appeared in the field of the camera, Chapter 4 applied PDA to estimate the debris orbit. The
definition and background of data association and the reason to choose PDA method are first
discussed. Then, the PDA method is illustrated in detail.
In Chapter 5 of the thesis, a nonlinear robust controller is described to maintain the debris
inside of the cameras’ fields of view. The mathematical theory of nonlinear robust output
tracking control is described first. Then the structure and the detailed steps and equations of
robust attitude control are illustrated.
To demonstrate the effectiveness of cooperative estimation in clutter, Chapter 6 presents
an example of two micro satellites with two onboard cameras tracking the debris surrounded by
two clutters. The simulation results and necessary interpretation and analysis are also presented.
Chapter 7 is a summary of thesis work and Chapter 8 is the challenge and future work
concerning debris tracking.
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CHAPTER TWO: OVERALL STRUCTURE
The overall structure of the integrated approach in estimating debris’ trajectory is
illustrated in Fig. 1.

Figure 1: Overall Structure
To obtain the 3D position information of the debris, two cooperative satellites, each
equipped with a pinhole camera, are used. The debris’ projected pixel locations on the focal
plane are used as the measurements of cameras. The PDA technique is designed in a
decentralized approach to associate each of the possible measurements to the target of interest
with a probability. After that, a Kalman filter based on the small disturbance model is designed
to estimate the orbit of the debris in a centralized approach. In the meantime, the attitudes of
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small satellites are controlled coherently such that the target debris is always inside of these two
cameras’ fields of view.
During the process of attitude control, the orbit estimation will temporarily stop updating,
since the process of attitude control will lead to the unstableness of measurement of space debris
shown on the image, which will further result in inaccuracy of the estimation. However,
considering the large vision field of the camera and weak maneuverability of debris in the space,
the estimation is still propagating without updating comparing with the measurements, and the
propagation value will be used as desired position the cameras need to point to.
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CHAPTER THREE: PROBLEM DEFINITION
Generation of State Model
The motion of the debris with an altitude larger than 200 km is governed by the following
equation
r&d = vd
v&d = − ( µ / rd3 ) rd + w

(1)

in which the subscript d denotes the debris, rd ∈ℜ3×1 and vd ∈ℜ3×1 represent the position and
velocity vectors of the debris in the Earth Centric Inertial (ECI) coordinate, respectively. rd is
the magnitude of the position vector. µ is the gravitational coefficient of the Earth. The drag,
solar radiation pressure, and higher order gravitational terms, such as the J2 perturbation are
regarded as noise and represented by w . Here w ( t ) is the vector of the zero-mean Gaussian
T

process with an autocorrelation of E[ w ( t ) w (τ ) ] = Q ( t ) δ ( t − τ ) .
Here the small disturbance model derived based upon Eq. (1) is used as the processing
dynamics in the PDA-KF design. Let’s denote Eq. (1) as x& d = f ( xd ) + w , in which
xd = [rd , vd ]T . The nominal model is x& d ,0 = f ( xd ,0 ) , in which the subscript “0” is used to denote

the nominal values. The small disturbance model can be derived as ∆x& d = A∆xd + w , where

A = (∂f / ∂xd ) x

d ,0

and ∆xd = xd - xd ,0 .
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Generation of Measurement Model
Coordinate Transformation
The measurement is the pixel location of the debris’ position projected on the focal plane
of the camera onboard of the small satellite.
( LVLH )

( ECI )

rd / s

rd / s
(B)

rd / s

( px , p y )

(C )

rd / s

Figure 2: Coordinate Transformation
Shown as Fig. 2, the projection involves a series of coordinate transformations from the
ECI, through the local vertical local horizontal (LVLH) coordinate of the satellite, the body
coordinate of the satellite, and the body coordinate of the camera, to the focal plane of the
camera. The detailed coordinate transformations are described next.
The position of the debris expressed in the LVLH can be written as
( LVLH )

in which rd / s

rd / s = C 3 (ν + ω )C1 (i )C3 (Ω) ( ECI ) rd / s

rd − rs , and the subscript “s” represents the satellite.
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(2)
( ECI )

rd / s is the relative

position between the debris and the satellite expressed in ECI. In this thesis, we use Cϑ (κ ) to
denote the direct cosine matrix rotating about the axis ϑ (i.e. 1, 2, or 3) with an angle of κ . In
Eq. (2), ν , ω , i , and Ω are the true anomaly, argument of peripasis, inclination, and right
ascension of the satellite orbit. The orbit elements of the small satellites are assumed to be
constant in this thesis.
The relative position of the debris to the satellite rd / s expressed in the body coordinate of
the satellite can be written as
( B)

rd / s = C1 (φ )C 2 (θ )C 3 (ψ )( LVLH ) rd / s

(3)

where the superscript B denotes the satellite body coordinate. The attitude of the small satellite
is represented by the Euler angles σ s = [φ , θ ,ψ ]T , with a rotation sequence of 3-2-1.
The attitude motion of the small satellite is governed by

σ& s = R1−1ω s
ω& s = − J s−1ω% s J sω s + J s −1T

(4)

where ω s = [ω1 , ω2 , ω3 ]T represents the angular velocity of the satellite. J s is the moment of
inertia of the satellite, and T is the control torque applied. It is worth noting that in both the
estimation and control periods of the debris tracking mission, the rotation angle will be kept far
away from 90o, therefore the singularity associated with the Euler representation case can be
avoided. For the rotation sequence of 3-2-1, the rotation matrix R1 can be derived as
0
1

R1 = 0 cos φ
0 − sin φ
and the skew matrix of the angular velocity ω s is defined as
11

− sin θ 
sin φ cos θ 
cos φ cos θ 

(5)

 0
ω% s =  ω3
 −ω2

−ω3
0

ω1

ω2 
−ω1 

(6)

0 

The relative position rd / s expressed in the camera coordinate, denoted by the superscript
“ c ”, is
(C )

rd / s = [(C ) xd / s ,(C ) yd / s ,(C ) zd / s ]T = R2 ( B ) rd / s + bc / s

(7)

As demonstrated in Fig. 3, bc / s is the translational bias between the camera and satellite
body coordinate, and R2 is the direct cosine matrix rotating from the satellite body coordinate to
the camera coordinate. Without loss of generality, the camera is assumed to be installed along
the negative y-axis of the satellite body coordinate, thus the rotation matrix R2 is
1 0 0 
R2 = 0 0 1 
0 −1 0 

Figure 3: Camera Model
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(8)

Finally, the pixel location of the debris, [ px , p y ]T , projected on the focal plane of the

camera onboard, is calculated by,
(C )

px = k1 f c

(C )

xd / c
zd / c

(C )

y
p y = k2 f c (C ) d / c
zd / c

(9)

where f c is the focal length of the camera, k1 is the ratio of the length of focal plane and length
of pixel plane, and k2 is the ratio of the width of focal plane and width of pixel plane.
Generation of Measurement
Through Eqs. (2)-(9), the measurement [ px , p y ]T can be formulated as a function of xd ,
xs , and σ s as y = h( xd , xs , σ s ) + v (t ) , in which the noise v (t ) associated with the measurement

is assumed to be a zero-mean Gaussian process with an autocorrelation of
T

E[v ( t ) v (τ ) ] = R ( t ) δ ( t − τ ) . Correspondingly, the nominal measurement model is
y0 = h( xd ,0 , xs , σ s ) , and the small disturbance model is derived as ∆y = H ∆xd + v , where

H = (∂h / ∂xd ) x

d ,0

and ∆y = y - y0 [54].
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CHAPTER FOUR: COOPERATIVE ESTIMATION IN CLUTTER
Background of Data Association
The reason why data association is introduced in the thesis is that, if interfering targets
exit and target are in the vision field of the camera simultaneously, the different measurements
need to be associated with the same target so that we can get the accurate trajectory estimation.
In another word, if more than one debris comes into the field view of the camera, correct
measurements associated with the debris we are interested in need to be chosen or derived so that
its orbit information can be got correctly.
Majority of the data association methods can be put into the following two categories:
non-Bayesian approaches and Bayesian approaches.
(1) Non-Bayesian approaches include Nearest-neighbor filter (NNSF) and Tracksplitting filter [52-55]. As the simplest approach, the NNSF method updates the state of the
target using the measurement closest to the predicted value; however there is no guarantee that
the nearest one will be the correct one. In the Track-splitting filter method, the track is split into
separate hypotheses based on the number of the measurements within the validation region [52].
The likelihood function of each split track is computed and the most likely one is kept while all
the others are discarded. However, this approach is not suitable for long time tracking and
estimation problems due to its high computational and memory demands.
(2) Comparing with non-Bayesian approaches, Bayesian approaches [56-59], such as the
PDA and the optimal Bayesian filter (OBA) methods, and improve the accuracy of estimation,
since the “neighbors” of the predicted target are considered. The only difference between the
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PDA and the OBA is that the OBA combines the association probabilities from initial up to the
present time, while the PDA method only utilizes the association probabilities of the latest
measurement. Because space debris is normally non-maneuverable, the association probabilities
of the latest measurement are expected to be enough for updating the estimation of its trajectory.
Therefore, the PDA method is chosen instead of the OBA method in this thesis, which will incur
much less computational cost without much compromise in accuracy.
Probability Data Association Filter
For brevity, only an outline of how to apply the PDA technique in this specific vision
based debris estimation problem is given. The detailed information about the PDA method can
be found in [52-53].
In each sampling time k , a validation set, defined by Eq. (10), is created, and only the
measurements satisfying the constraint in Eq. (10) are considered as the validated measurements,
while the other measurements will be discarded.

Zk

{ yi ,k : d iT,k (k ) S k−1d i ,k ≤ γ }, i = 1,..., mk

(10)

Here, γ and mk are the threshold of the validation set and the number of the measurements in
the validation set at time step k , respectively. γ can be chosen according to the Chi Square
distribution as described in [51], and the innovation d i ,k is calculated by
d i ,k = yi ,k − yˆ k |k −1

, i = 1,..., mk

(11)

in which yˆ k |k −1 is the predicted measurement at step k based on the estimated value obtained at
step k − 1 . The measurement prediction covariance Sk used in Eq. (10) will be discussed
shortly. The cumulative set of measurements in the validated region up to the sampling time k
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is defined to be Z k

{Z j , j = 1,...k} .

Now, let’s define the following two events: (1) Event θi ,k is defined as the case when the
validated measurement yi ,k ∈ Z k is originated from the target debris. The conditional
probability of this event βi ,k is calculated by
mk

βi ,k

P(θi ,k | Z k ) = ei , k / (b + ∑ e j ,k ), i = 1,..., mk

(12)

j =1

(2) Event θ 0,k is defined as the case when none of the validated measurement yi ,k ∈ Z k is
originated from the target debris, and the corresponding conditional probability β 0,k is

β 0,k

mk

P(θ 0,k | Z ) = b / (b + ∑ e j ,k )
k

(13)

j =1

In Eqs. (12) and (13),
1
e j ,k = exp{− d 'j ,k Sk−1d j ,k }
2

(14)

b = (2π / γ ) nz / 2 mk Cnz (1 − PD PG ) / PD

(15)

Here, nz is the dimension of the measurement (i.e. two for the problem in this thesis) and Cnz is
the volume of the nz dimensional unit hyper sphere (i.e. Cnz = π if nz = 2 ). PG is the
probability that the measurement will fall in the threshold gate, and it will be fixed once γ and

nz are given. PD is the probability that the true measurement is detected [53].
The measurement prediction covariance Sk used in Eq. (10), is propagated through
Sk = H k Pk |k −1 H kT + R

and
16

(16)

Pk |k −1 = Ak −1 Pk −1|k −1 AkT−1 + Q

(17)

respectively. The update equation of the error covariance is
Pk |k = β 0,k Pk |k −1 + (1 − β 0, k ) Pkc|k + P%k

(18)

where
mk

P%k = K k [∑ β i ,k d i , k diT,k − d k d kT ]K kT

(19)

i =1

mk

d k = ∑ βi ,k d i ,k

(20)

i =1

and the error covariance of the measurement that possibly originated from the target debris is
Pkc|k = (1 − K k H k ) Pk |k −1

(21)

In Eq. (21), K k is the Kalman gain.
Then the updated states of the small disturbance model is given by
∆xˆ d , k |k = ∆xˆ d ,k |k −1 + K k d k

(22)

At each step, once the small disturbance ∆xˆ d , k |k is updated, the estimated position of the
debris can be calculated via
xˆ d ,k = xd ,0,k + ∆xˆ d ,k |k

in which xd ,0,k is the nominal value of the debris’ trajectory at time step k [53].
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(23)

CHAPTER FIVE: NONLINEAR ROBUST ATTITUDE CONTROL
Necessity of Nonlinear Robust Attitude Control
If the projected pixel location of the debris is very close to the boundary of the camera’s
field of view, the direction of camera, thus the attitude of the small/micro satellite, needs to be
controlled such that the projected pixel location of the debris on the focal plane can be driven to
a desired location, e.g. the center of the image.
The objectives of the attitude control are to (1) drive the pixel location of the debris to the
desired position on the focal plane, and in the mean time, (2) regulate the angular velocity of the
satellite to zero, and (3) maintain the Euler angle achieved when the projected pixel location of
the debris reaches the desired position. It is worth noting that the system is an under-actuated
system because there are only 3 control variables but 6 states need to be controlled.
Nonlinear Robust Output Tracking Control Theorems
In this work, we will employ a newly developed nonlinear robust control technique to
solve this problem. Comparing with typical sliding mode control (SMC) approach, this
chattering is mitigated, especially when there is no large random noise in the plant model. In the
meantime, as comparing with typical dynamic inversion approaches, this controller is robust to
bounded functional and parametric uncertainties. Here only the theorems are listed and the
detailed asymptotically stability proof can be found in [47-49].
A nonlinear system with a state function is given by
m

xi( ni ) = f i ( x1 ,..., xn , t ) + ∑ bij (x1 ,..., xn )u j , i = 1,..., n, j = 1,..., m
j =1
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(24)

and an output function of
yi = hi ( x1 ,..., xn ), i = 1,..., p
T

where xi =  xi ,..., xi( ni −1)  ∈ ℜni and xi( ni −1)

(25)

d ni −1 xi / dt ni −1 are the states with up to ni − 1

derivatives. u = [u1 ,..., um ]T ∈ℜm is the control input and B = bij ( x1 ,..., xn )  ∈ℜn×m is the input
matrix with linearly independent vector fields. f = [ f1 ,..., f n ]T ∈ℜn is the nonlinear state
function.
The relative degree for y = h = [ y1 ,..., y p ]T ∈ℜ p is r = [r1 ,..., rp ]T ∈ℜ p . It is worth noting
that p ≤ m is required because numerical errors of the controller need to be avoided. The aim of
the controller is to stabilize the system during the desired trajectory yi ,des , i = 1,..., p tracking,
where the subscript des denotes the desired signal. The nominal model is
m

xˆi( ni ) = fˆi ( x1 ,..., xn , t ) + ∑ bˆij (x1 ,..., x n )u j , i = 1,..., n, j = 1,..., m

(26)

j =1

and the nominal output is
yˆi = hˆi ( x1 ,..., xn ), i = 1,..., p

(27)

where ∧ represents the nominal information, fˆ = [ fˆ1 ,..., fˆn ]T ∈ ℜn and
Bˆ = bˆij ( x1 ,..., xn )  ∈ℜn×m .

∆ij ≤ Dij < 1, i, j = 1,..., p is used to be the boundary of the parametric uncertainties of
the input matrix, as
+

( I + ∆) =  LB Lrf−1h( x )   LBˆ Lrfˆ−1hˆ ( x )  , ∆ ∈ ℜ p× p
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(28)

here, I is the identity matrix. “ L ” is the Lie derivative and “ + ” is the pseudo inverse.
The error between the nominal and actual state functions is bounded by
F = [ F1 ,..., Fp ]T ∈ ℜ p as

Fi = − Lrif hi + Lrfiˆ hˆi , i = 1,..., p

(29)

Let us define the sliding manifold s = [ s1 ,...,s p ]T ∈ℜ p as
ri − 2

si = λ−1,i ∫ ei dt + ∑ λk ,i ei( k ) + ei( ri −1) , i = 1,..., p

(30)

k =0

where λk ,i > 0, k = −1,..., ri − 2, i = 1,... p can be any positive number. With a little bit abuse of
the symbol usage, the error signal is defined to be e = [ ei ] =  yi ,d − yi  , i = 1,..., p .
The nonlinear robust control is shown in Theorem and Remark [48]:
Theorem: For a general nonlinear system (Eq. 24 and Eq. 25) with the bounded
parametric and functional uncertainties (Eq. 28 and Eq. 29), the proposed feedback control
scheme
r −2
+ dr y

r −1 ˆ
r ˆ
( k +1)
des


L
u = LBˆ L fˆ h( x ) 
−
h
x
+
λ
⋅
e
+
λ
⋅
e
+
k
⋅
s
(
)
∑
ˆ
−
k
1

r
f


k =0
 dt


(31)

guarantees that the closed-loop system is globally asymptotically stable for tracking desired
signal yi ,des , i = 1,..., p . Note that element-wise multiplication a ⋅ b = [a1b1 ,..., a p bp ]T ∈ℜ p is
used. An explicit time varying feedback gain k = [k1 ,..., k p ]T ∈ ℜ p can be obtained from the
following equation

F+D

r −2
d r ydes
r ˆ
−
+
λ
⋅
e
+
λk ⋅ e ( k +1) + η ⋅ s = ( I − D)k ⋅ s
h
x
(
)
L
∑
−1
r
fˆ
dt
k =0
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(32)

When si = 0 , ki si instead of ki will be calculated directly from Eq. (32) and used in Eq. (31).
Remark : It is worth noting that normally the uncertainty bound F and D cannot be
obtained easily analytically. Therefore, in practice, try and error methods (e.g. through the
Monte Carlo simulation) will be used to find these bounds as to be described in Chapter 6.
Structure of the Two-Stage Control
To achieve the control objectives mentioned above for the under-actuated system, a twostage control strategy is proposed here.
As illustrated in Fig. 4, first the pixel location of the debris is driven to the desired
position, e.g. the center of the image plane. At the same time, the angular velocity of the satellite
is regulated to zero. After that, the Euler angles of satellite need to be maintained at the fixed
value to ensure that the debris will stay within the field of view of camera for a relatively long
duration.
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Figure 4: Overall structure of attitude control
Stage 1: Projected Pixel Tracking Control
In the first stage of the satellite attitude control, the pixel locations of the debris on both
satellites’ cameras need to be driven to the center of pixel plane, and in the meantime, the desired
angular velocities of both satellites are zero.
Equation (4) is the state dynamics, in which the transpose of the input matrix BT is
[0, J s−1 ] . The state functions f includes two parts: f1 = R1−1ω s and f 2 = − J s−1ω% s J sω s . The

output of the controlled system is
 y  h 
y =  1 =  1
 y2   h2 
in which h1 is the pixel location of the debris position and h2 is the angular velocity of the
satellites.
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(33)

The relative degree r of this system is [2 2 1 1 1]T , and according to Theorem 1,
the nonlinear robust controller has the following simplified form
  d 2 y1,des 


  L2fˆ hˆ1 
2
e 
dt  − 
 + λ−1 ⋅  1  
+ 
 L ˆ L ˆ hˆ1    dy
  ˆ 
e2  
B f
   2,des   L fˆ h2 
u=

 L ˆ hˆ2    dt 

 B 
  λ0 ⋅ e1 

+
⋅
k
s
+ 


  0 


(34)

∂  ∂hˆ1 ˆ  −1 ∂hˆ1 ˆ −1 −1
LBˆ L fˆ hˆ1 =
f1  J s =
R1 J s

∂ωˆ s  ∂σˆ s 
∂σˆ s

(35)

where

LBˆ hˆ2 = J s−1

(36)

∂hˆ1 ˆ −1 −1 %
∂  ∂hˆ1 ˆ −1  ˆ −1
ˆ
ˆ
ˆ
ˆ
L2fˆ hˆ1 =
R
ω
R
ω
−

s
1
 1 s ∂σˆ R1 J s ω s J sω s
∂σˆ s  ∂σˆ s
s


(37)

∂hˆ
L fˆ hˆ2 = 2 fˆ2
∂ωˆ s

(38)

 e1dt   λ ⋅ e   e& 
s 
∫ + 0 1 + 1
s =  1  = λ −1 ⋅ 
 e2 dt   0  e2 
 s2 
∫


(39)

and
 e1   y1,des − yˆ1 

e  =  y
 2   2,des − yˆ 2 

(40)

T

T

y1,des and y2,des are the desired pixel location and angular velocity, e.g. [ 0 0] and [ 0 0 0] .
The control gain k = [k1 ,..., k5 ]T are obtained from
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 d 2 y1, des 

  L2fˆ hˆ1 
2
e
λ ⋅e
dt
 + λ−1 ⋅  1  +  0 1  + η ⋅ s (41)
−
( I − D)k ⋅ s = F + D 
 dy2,des   L ˆ hˆ2 
 e2   0 
f




 dt 
and in the stage 1 controller
 L2 h   L2f hˆ1 

F = − f 1+
 L f h2   L f hˆ2 

(42)

is assumed to be the error bound between the predicted and actual state function. To guarantee
the asymptotically stability, λ−1 , λ0 and η are required to be positive. The partial
derivative,

∂
∂σˆ s

 ∂hˆ1 −1 
Rˆ1 ωˆ s  , used in Eq. (37) is not straightforward, and the detailed

ˆ
∂
σ
s



information is shown in Appendix.
Stage 2: Small Satellite Attitude Stabilization
To maintain the debris in the fields of view of the two cameras for a long time, the
attitude of satellite needs to be stabilized at the value achieved by the stage one controller.
Without fixing the Euler angle of satellites, the debris and the attitude of satellites may move to
different directions and result in pixels’ quick drift to the boundary of the image plane. In this
stage, Eq. (4) is the state equation, while y3 = h3 = σ s is controlled to the desired the Euler angle
of the satellite y3,des = σ s ,des . The relative degree r of the system is [2 2 2]T , and the
nonlinear robust controller proposed in Theorem 1 can be simplified as
2
−1  d y

3, des
2 ˆ
ˆ


&
u = LBˆ L fˆ h3 
h
λ
e
λ
−
L
+
⋅
+
⋅
e
+
k
⋅
s
ˆ
3
0
3
3
−1
2
f 3


 dt
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(43)

in which

LBˆ L fˆ hˆ3 = Rˆ1−1J s−1
 ∂Rˆ1−1
ˆ
ωˆ s
L h3 = 
ˆ
ω
∂
 s
2
fˆ

  fˆ1  ∂Rˆ1−1
−1
ˆ
R1    =
ωˆ s fˆ1 + Rˆ1−1 fˆ2
  fˆ2  ∂σ s

s3 = λ−1 ⋅ ∫ e3 dt + λ0 ⋅ e3 + e&3

(44)

(45)

(46)

and
e3 = y3,des − yˆ 3

(47)

in which, y3,des is the Euler angles achieved at the end of control stage 1. The control gain
k = [k1 , k2 , k3 ]T needs to satisfy

F+D

d 2 y3, des
dt

2

− L2fˆ hˆ3 + λ−1 ⋅ e3 + λ0 ⋅ e& + η ⋅ s3 = ( I − D)k ⋅ s3

(48)

and in the stage 1 controller
F = − L2f h3 + L2f hˆ3
is assumed to be the error bound between the predicted and actual state function.
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(49)

CHAPTER SIX: SIMULATION RESULTS
Simulation Scenario
The orbital information of the two micro satellites and the debris, used in the simulation,
are listed in Table 1. It is assumed that initially both satellites have zero Euler angles and
angular velocities. The moment of inertia of the satellite is obtained from the satellite platform
developed at the University of Central Florida as
73.65 
10662.54 −40.20
J s =  −40.20 10415.43 48.15  (g ⋅ cm 2 )
 73.65
48.15
9618.74 

(50)

To demonstrate the effectiveness of the data associate technique applied in this thesis,
two interference debris, i.e. two clutters, are generated around the target debris randomly.
Table 1 Orbital Information of the Satellites and Debris
Orbital information

Satellite 1/2, debris

Inclination

30o / 30o , 20o

Semi-major axis (km)

7500/7500, 7493

Eccentricity

0.1/0.1, 0.1

Right ascension

10o / 7o , 35o

Initial true anomaly

8o / 8o , 8o

Argument of periapsis

90o / 90o , 70o

The camera is located along the negative y axis of the satellite as shown in Fig. 2 with a
focal length of 0.01m , and the resolution of the images is chosen to be 480 × 360 . The tuned
parameters for the data association, estimation, and nonlinear robust controller are listed in Table
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2. In the estimation part, the Gaussian noise associated with the processing dynamics is assumed
to have a zero mean and covariance matrix of Q = 10−8 I 3 km 2 s 4 and Gaussian noise associated
with measurement is assumed to have a zero mean and covariance matrix of R = I 2 . The initial
error covariance matrix is tuned to be 0.01I 6 .
Table 2: Parameters Used in the Estimation and Control
Estimation

Value

Estimation

Value

PG

0.9

γ

5

PD

0.7

nZ

4

Control

Stage 1/2

λ−1

[5,5,1,1,1]T / [10 10 10]T

λ0

[3,3]T /[1 1 1]T

η

[0.1, 0.1, 0.001, 0.0005, 0.001]T /
[0.001 0.001 0.001]T

The following uncertainties have been considered in the control section: the Euler angle
is assumed to have 5% percentage errors, while errors in the angular velocity measurement are
assumed to be 5%. Also the pixel location of the debris is the rounded to the nearest integer. As
mentioned in Remark 2, the analytical bounds of F and D cannot be derived easily, and the
Monte Carlo simulation is conducted in this thesis instead and F and D are found to be
0.1 L2fˆ hˆ3 and 0.4 I 3 approximately.
Simulation Results
As shown in Figs. 5-7, the debris is initially inside of the two cameras’ fields of view,
thus the data associate and estimation methods are activated to estimate the debris’ trajectory
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among the clutters. After about 25 seconds, the pixel location of the debris of Satellite two is
close to the boundary of the focal planes and thus the attitude control of both satellites are
activated simultaneously. In the 50-second duration, the attitudes of these two satellites are
controlled such that the pixel locations of the debris are driven to the center of image, i.e. [0, 0] ,
and the angular velocities of the satellites are controlled simultaneously to zero with a stabilized
Euler angle. After that, the estimation is resumed to track the target debris for about 350 seconds
until the debris is out of camera’s fields of view and attitude controllers are activated again. In
Figs. 5-7, the section when the data association and estimation is activated is marked as “E”,
while the attitude control section is marked as “C”.
As shown in Fig. 7, initially the target debris is close to the image boundary of the
camera on the second satellite, therefore the estimation in the first “E” section is not fully settled
down as shown in Figs. 5 and 6 after only 25 seconds. The capability of the proposed integrated
approach is illustrated through the following attitude control section “C” and estimation section
“E”. The pixel locations of the target debris on two cameras are driven to the center, and the
estimation error and the trace value of the error covariance matrix can reach their steady state in
a relatively long duration before the debris drifts to the boundary of the image again.
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Figure 5: Estimation Error of the Target Debris' Trajectory
E

E

E

C

C

~

~

Figure 6: Trace of the Error Covariance Matrix
Figure 7 shows the control performance of debris’ projected pixels. Based on the
assumption that only small disturbance existing in the nominal and real debris orbit, the attitude
of satellite is controlled according to the projected pixel of nominal debris orbit.
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Figure 7: The Pixel Locations of the Debris on the Focal Plane of: a) Satellite One; b) Satellite
Two
The detailed performance of the attitude control in Section “C” is illustrated in Fig.8
through Fig.15. As described in Section IV, the attitude control involves the projected pixel
tracking control stage and the attitude stabilization stage, which are denoted by “C1” and “C2”,
respectively.
In Fig. 8through Fig. 11, the Euler angles are controlled from their initial values, i.e. the
Euler angles at the end of Section “E”, to the desired ones so that the pixel of debris will be in
the center of the focal planes. After 30 seconds, the stage-two controller is activated for both
satellites, in which the angular velocities and the Euler angles of the satellites are maintained to
be zero and the Euler angles achieved at the end of the control stage 1, respectively.
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b) Satellite Two
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Figure 9: Angular Velocities of the Satellites in the 2nd Attitude Control Period: a) Satellite One;
b) Satellite Two
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Figure 10: Euler Angles in the 1st Attitude Control Period: a) Satellite One; b) Satellite Two

Euler Angle (degree)

0

θtheta
ψ
psy

-20
phi
φ
-40
375

380

(a)

C1

385

390

C2

395

400 405
Time (s)

410

415

420

425

0

ψ
psy
-50

θtheta

C1

-100
375

(b)

phi
φ
380

385

390

C2

395

400 405
Time (s)

410

415

420

425

Figure 11: Euler Angles in the 2nd Attitude Control Period: a) Satellite One; b) Satellite Two
As demonstrated in Fig. 12 and Fig. 13, the torque commands generated by the proposed
nonlinear robust control are chattering mitigation.
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Figure 12: Torque Commands During the 1st Attitude Control Period: a) Satellite One; b)
Satellite Two
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Figure 13: Torque Commands During the 2nd Attitude Control Period: a) Satellite One; b)
Satellite Two
During the attitude control, the predicted pixel locations of the debris are shown in Figs.
14 and 15. It is worth noting that the pixel locations begin to drift in the stage-two control. The
reason is that the debris is always moving, thus the projected pixels will be moving from desired
location over time if only the attitude of the satellites is maintained in stage two.
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CHAPTER SEVEN: SUMMARY AND CONCLUSION
In this work a vision based method, using 2D cameras aboard two satellites in a
formation, is presented to track the debris in close proximity.
Three technical issues are addressed for the proposed approach: Successive 2D images
obtained on two satellite platforms are coordinated to obtain the 3D position information of the
debris. The attitude of the satellites is controlled via a two-stage asymptotically stable nonlinear
output tracking controller so that the target debris can be maintained within the cameras’ fields
of view. The probability data association technique combined with the Kalman filter is
developed to differentiate the target debris from the clutter. The simulation results demonstrate
the effectiveness of the proposed methodology.
As compared with the other approaches such as using SAR, ISAR or a stereo camera on a
single large satellite, the proposed method has the following advantages: cost reduction,
avoidance of reconstruction of images, increased mission flexibility and observational baseline,
and better survivability and reliability. Also, as the dramatically increase of the debris and
complexity of the space exploration, it is necessary for future spacecraft and satellites have the
capability of estimating and tracking debris in close proximity so that they are able to either
avoid colliding with the debris or capture the debris autonomously without consistent
communication with group stations.
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CHAPTER EIGHT: FUTURE WORK
Currently the method can be applied only for estimating single debris target, so the
extension of this work would be making the algorithm applicable for the problems involving
multi debris targets and estimating the orbit information simultaneously to enhance the efficiency.
A possible solution for this problem is introducing joint probabilistic data association (JPDA) in
the estimation. Moreover, a challenge exists in the formation of two satellites, such as the
alignment of satellites and the relative motion between satellites. In addition, because of the
necessity to get rid of space debris, future research should take into account the size and shape of
debris, which requires the detection technology and image processing knowledge.
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APPENDIX: PARTIAL DERIVATIVES
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The partial derivative Z =

∂
∂σˆ s

 ∂hˆ1 −1 
Rˆ1 ωˆ s  , used in Eq. (37), will be derived here step

ˆ
 ∂σ s


by step.
The (m, n) th element of Z can be written as

Z m, n =

∂
∂ (σˆ s ) n

 ∂hˆ1 −1 
Rˆ1 ωˆ s 

ˆ
∂
σ
 s
m

(51)

where
3
3
 ∂hˆ1 −1 
∂ (hˆ1 )m
( R1−1 )l ,k (ωˆ s )k
Rˆ1 ωˆ s  = ∑∑

ˆ
ˆ
(
)
∂
∂
σ
σ
s ,l l
 s
m k =1 l =1

(52)

Thus
−1
3
3 

∂ 2 (hˆ1 )m
∂ (hˆ1 ) m ∂ ( R1 )l ,k
Z m, n = ∑∑ 
( R1−1 )l ,k (ωˆ s ) k +
(ωˆ s ) k 
∂ (σˆ s )l ∂ (σˆ s ) n
k =1 l =1  ∂ (σˆ s )l ∂ (σˆ s ) n


(53)

To simplify the derivation, let’s define Cˆ 4 = C1 (φˆ)C 2 (θˆ)C3 (ψˆ )( LVLH ) , C5 = R2 ( B ) , and

Vˆ = C3 (ν + ω )C1 (i )C3 (Ω) ( ECI ) rˆd / s , then hˆ1 = [hˆ11 hˆ12 ]T which represent the nominal pixel
position can be expressed as
3

(hˆ1 ) m = d m

3

∑∑ (C
l =1 k =1
3
3

) (Cˆ 4 )l ,k (Vˆ ) k + (bc / s ) m

5 m ,l

∑∑ (C

) (Cˆ 4 )l ,k (Vˆ ) k + (bc / s )3

= dm

L2 (σˆ s )
, m = 1, 2 (54)
L1 (σˆ s )

5 3,l

l =1 k =1

in which
[d1

d 2 ]T = [k1 f c

k2 f c ]T

(55)

where f c is the focal length of the camera, k1 is the ratio of the length of focal plane and length
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of pixel plane, and k2 is the ratio of the width of focal plane and width of pixel plane..
From Eqs. (54) and (55), the following equation can be derived.
∂ (hˆ1 ) m
∂L (σˆ )
∂L (σˆ ) 
1 
= dm 2
L1 (σˆ s ) 2 s − L2 (σˆ s ) 1 s 

∂ (σˆ s )l
∂ (σˆ s )l
∂ (σˆ s )l 
L1 (σˆ s ) 

(56)

and
∂ (hˆ1 ) m
1
= dp 4
L12 (σˆ s )
∂ (σˆ s )l ∂ (σˆ s ) n
L1 (σˆ s )
 ∂L1 (σˆ s ) ∂L2 (σˆ s )
∂ 2 L2 (σˆ s )
ˆ
(
)
+
L
σ
s
1
 ˆ
∂ (σˆ s )l ∂ (σˆ s ) n
 ∂ (σ s )n ∂ (σˆ s )l
∂L (σˆ ) ∂L1 (σˆ s )
∂ 2 L1 (σˆ s ) 
− 2 s
− L1 (σˆ s )
−
∂ (σˆ s )n ∂ (σˆ s )l
∂ (σˆ s )l ∂ (σˆ s )n 
dp

(57)


∂L (σˆ ) 
∂L (σˆ )
∂L (σˆ )
1
L12 (σˆ s )  L1 (σˆ s ) 2 s − L2 (σ s ) 1 s  2 L1 (σˆ s ) 1 s
∂ (σˆ s )l
∂ (σˆ s )l 
∂ (σˆ s ) n
L (σˆ s )

4
1

in which subscript m ∈ [1, 2] represents the values on the x axis and y axis respectively, i.e., ĥ11
and ĥ12 represent the nominal pixel position in x axis and y axis respectively, and
∂ (Cˆ 4 )l ,k ˆ
∂L1 (σˆ s ) 3 3
(V )k
= ∑∑ (C 5 )3,l
∂ (σˆ s )u l =1 k =1
∂ (σˆ s )u

(58)

∂ (Cˆ 4 )l ,k ˆ
∂L2 (σˆ s ) 3 3
(V ) k
= ∑∑ (C5 ) m ,l
∂ (σˆ s )u
∂ (σˆ s )u
l =1 k =1

(59)

3
3
∂ 2 (Cˆ 4 )l ,k
∂ 2 L1 (σˆ s )
(Vˆ ) k
= ∑∑ (C5 )3,l
∂ (σˆ s )u ∂ (σˆ s ) w l =1 k =1
∂ (σˆ s )u ∂ (σˆ s ) w

(60)

3
3
∂ 2 (Cˆ 4 )l ,k
∂ 2 L2 (σˆ s )
(Vˆ ) k
= ∑∑ (C5 ) m ,l
∂ (σˆ s )u ∂ (σˆ s ) w l =1 k =1
∂ (σˆ s )u ∂ (σˆ s ) w

(61)

where, ( ϒ) a ,b represents (a, b) th element of the matrix ϒ for example, (C 5 ) m ,l represents the
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element in the m th row and l th column of matrix C5 , and (Vˆ ) k represents the k th element of the
vector Vˆ .
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