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Introduction
In this work we study mean field diffusive particle systems with heterogeneous interaction and their large population limit. The interaction is of mean field type and is characterized through a step graphon. More precisely, denoting by X n i the state of the i-th particle, X n i (t) = X i n (0) + t 0 1 n n j=1 ξ n ij b(X n i (s), X n j (s)) ds
ξ n ij σ(X n i (s), X n j (s)) dB i n (s), i ∈ {1, . . . , n}, (1.1) where b and σ are some bounded and Lipschitz functions, {B u : u ∈ [0, 1]} are i.i.d. ddimensional Brownian motions, and X u (0) is a collection of independent R d -valued random variables, with probability distribution µ u (0) for each u ∈ [0, 1], and independent of {B u : u ∈ [0, 1]}. Here ξ n ij determines the interaction between particles i and j, and depends on some step graphon G n converging to a limiting graphon in the cut metric.
The classic mean field system with homogeneous interaction, which corresponds to ξ n ij ≡ 1 in (1.1), dates back to works of Boltzmann, Vlasov, McKean and others (see [20, 23, 29] and references therein). While the original motivation for the study came from statistical physics, similar models have arisen in many different application areas, including economics, chemical and biological systems, communication networks and social sciences (see e.g. [8] for an extensive list of references). Systems with inhomogeneity described by multi-type populations, where the interaction between two particles depends on their types, have been proposed in social sciences [15] , statistical mechanics [14] , neurosciences [1] , and others [9, 24] . In recent years, there have been an increasing attention on the study of mean field systems on large networks, including [3, 5, 10, [16] [17] [18] 25] , where the majority of focus is on Erdős-Rényi random graphs. Among these, [25] allows the edge probability between two nodes to depend on independent random media variables associated with these two nodes, and [17] analyzes the mean field game on Erdős-Rényi random graphs.
We extend the study of mean field models to a much larger class of graphs. To put our work in context, let us describe the class of graphs that we are going to consider. We consider sequences of dense graphs that converge to a limit in an appropriate sense (see [22] and references therein). Roughly speaking, this limit theory treats a graph G n on n vertices as a function G n : I ×I → R, where I := [0, 1]. This function is what we call a graphon. Then G n is said to converge to the function G if and only if G n converges to G in "cut metric" (see Section 2 for the definition). We consider mean field models on such converging graph sequences. The motivation for considering such graph sequences is that aside from its theoretical implications, many important graph models (both random and deterministic) have been shown to converge to a limit. See [2, 6, 13, 21] for many such examples. Unfortunately, the graph limit theory only works for dense graphs (graphs with order of n 2 many edges). To extend our study to the not-so-dense settings we also consider bond percolated models of graphs (see [7] ).
We should point out that the use of graphons to analyze heterogeneous interaction in game theory emerged recently (see e.g. [11, 12, 26] ). Among these, [26] analyzes static graphon games and the convergence of the n-player game with interaction network sampled from a given graphon. Static graphon games are considered in [12] and the convergence of the nplayer game with general interaction network that converges to a given graphon is obtained. The diffusive dynamics for the states of the particles, with constant diffusion coefficients, is considered in [11] for continuum graphon mean field games. However, [11] does not address the convergence problem of the finite particle system to the limiting problem they analyze.
The goal of this work is to study the asymptotics of the diffusive particle system (1.1) with heterogeneous interaction, and their not-so-dense analogue in (1.2) below. Our first main result is the existence, uniqueness, continuity, and stability property (Proposition 2.1 and Theorem 2.1) for the limiting graphon particle system (2.1), consisting of a continuum of independent but non-identical nonlinear diffusions. Among these, the stability property (Theorem 2.1(c)) in particular says that the system solution converges in a suitable sense provided that the underlying graphon converges in the cut metric. The proof makes use of a coupling argument but challenge is two fold: First, the cut metric is in general very weak, in that the convergence G n → G does not necessarily imply the L 2 -convergence of G n as operators on I × I, namely one may not have I×I [G n (x, y) − G(x, y)] 2 dx dy → 0. However, one could alternatively view G n as operators from L ∞ (I) to L 1 (I) that are continuous with respect to the cut metric (see Remark 2.1). This observation is actually an important building block of many proofs in this work. Second, the interaction in the graphon particle system (2.1) does not match with such a choice of operator, unless the coefficients b(x, y) and σ(x, y) could be decomposed as the product of functions of each variable. For this, a truncation and approximation argument is applied to these coefficients, and the associated errors are carefully analyzed (see Section 5.2).
The second main result is the convergence of the n particle system (1.1) to the graphon particle system (2.1), for a sequence of convergent underlying step graphons (graphons with blockwise constant values; see (3.2)). A law of large numbers (LLN) is established in Theorem 3.1, which says that the empirical measure of n particles in (1.1) converges in probability to the averaged distribution of a continuum particles in (2.1). The proof again relies crucially on a truncation and approximation argument applied to the system coefficients (see Lemma 6.1 and Section 6.2). In Theorem 3.2, we also obtain a precise particle-wise uniform convergence rate, when the underlying step graphons are sampled from a given graphon with a certain continuity property.
Our third main result is the analysis of the not-so-dense analogue of (1.1):
where β n ∈ (0, 1] is some sequence of numbers that may converge to 0, and {ξ n ij } are independent Bernoulli random variables with possibly vanishing probabilities (of order β n ) associated with the underlying step graphon. Similar to mean field systems on Erdős-Rényi random graphs [5, 17, 25] , the strength of interaction here is scaled by the order of the number of neighbors (see Remark 4.1 for more explanations). In Theorem 4.1, we show a LLN that the limit of such systems is again given by a graphon particle system, provided that the underlying step graphons converge and lim n→∞ nβ n = ∞. The main challenge lies in the heterogeneity of the system and the average of interactions of order ξ n ij /β n that is unbounded in n. The unbounded interaction ξ n ij /β n is taken care of in [5, 17, 25] using exchangeability. However, due to the lack of exchangeability here, a new approach is needed. Indeed, besides the application of coupling, truncation and approximation arguments, the key ingredient in the proof of Theorem 4.1 is (7.4) in Lemma 7.2, which shows that the expected effect of unbounded interactions ξ n ij /β n on the coupled difference |X n j − X j n | is roughly the same as E[ξ n ij /β n ]E|X n j − X j n |, up to some constant multiples and negligible errors. The proof of Lemma 7.2 applies a collection of change of measure arguments separately to each pair (resp. triplet) of certain auxiliary particles and the edge (resp. edges) connecting them. For each change of measure, the Radon-Nikodym derivative and the difference among pre-limit, limiting and auxiliary particles are carefully analyzed. Due to the technical application of the Girsanov's Theorem, the diffusion coefficient in (1.2) is taken to be state-dependent only. Lastly, we also obtain a precise rate of convergence in Theorem 4.2, when the underlying step graphons are sampled from a given graphon with a certain continuity property.
1.1. Organization. The paper is organized as follows. In Section 2 we analyze the graphon particle system (2.1). The existence and uniqueness is proved in Proposition 2.1. The continuity and stability of the system is presented in Theorem 2.1 in Section 2.1. A concrete example is given in Section 2.2. In Section 3 we study the convergence of the n particle system (1.1). The LLN is given in Theorem 3.1, and a precise rate of convergence is given in Theorem 3.2 under conditions. In Section 4 we study the convergence of the n particle system with not-so-dense interaction (1.2). The LLN is given in Theorem 4.1, and a precise rate of convergence is given in Theorem 4.2 under conditions. Sections 5, 6 and 7 are devoted to the proofs of results in Section 2, 3 and 4, respectively.
We close this section by introducing some frequently used notation.
1.2. Notation. Given a Polish space S, denote by P(S) the space of probability measures on S endowed with the topology of weak convergence. For µ ∈ P(S) and a µ-integrable
The probability law of a random variable X will be denoted by L(X). Fix T ∈ (0, ∞) and all processes will be considered over the time horizon [0, T ]. Denote by C([0, T ] : S) the space of continuous functions from [0, T ] to S, endowed with the uniform topology. Let C d := C([0, T ] : R d ) and x * ,t := sup 0≤s≤t |x s | for x ∈ C d and t ∈ [0, T ]. We will use κ to denote various constants in the paper and κ(m) to emphasize the dependence on some parameter m. Their values may change from line to line. Expectations under P will be denoted by E. To simplify the notation, we will usually write E[X 2 ] as EX 2 .
Graphon particle systems
We follow the notation used in [22, Chapters 7 and 8] . Let I := [0, 1]. Denote by G the space of all bounded symmetric measurable functions G :
The cut norm on G is defined by
and the corresponding cut metric and cut distance are defined by
where S I denotes the set of all invertible measure preserving maps I → I, and G ϕ (u, v) := G(ϕ(u), ϕ(v)).
Remark 2.1. We will also view a graphon G as an operator from L ∞ (I) to L 1 (I) with the operator norm
From [22, Lemma 8.11] it follows that if G n − G → 0 for a sequence of graphons G n , then G n − G → 0.
Given a graphon G and an initial distribution µ(0) := (µ u (0) ∈ P(R d ) : u ∈ I), consider the following graphon particle system:
As introduced in Section 1, here b and σ are bounded and Lipschitz functions, {B u : u ∈ I} are i.i.d. d-dimensional Brownian motions, and X u (0) is a collection of independent R d -valued random variables, with law µ u (0) for each u ∈ I, and independent of {B u : u ∈ I}, defined on some filtered probability space (Ω, F, P, {F t }).
The following proposition gives existence and uniqueness for the system (2.1). For graphon mean field games with diffusive dynamics, under some suitable conditions, such a result was shown in [11, Theorem 2] . But we provide a proof in Section 5.1 for completeness.
There exists a unique solution to the graphon particle system (2.1).
Remark 2.2. We note that processes {X u } in (2.1) are independent but not identically distributed nonlinear diffusions. In particular, the Fokker-Planck equations for {X u } are nonlinear and fully coupled. In general, each X u may not be a McKean-Vlasov process, as the probability law µ u plays a negligible role in its evolution.
In order to analyze the collection of probability laws µ = (µ u : u ∈ I), denote the product space of probability measures
For the convenience of analysis (see e.g. Remark 2.3), we make use of the following Wasserstein-2 metrics
for each t ∈ [0, T ], where the supremum is taken over all f :
2.1.
Continuity and stability of the system. In this section we are interested in establishing the continuity and stability properties for the graphon particle system (2.1). We usually make the following assumption on the initial distribution µ(0) and the graphon G. 
. Sometimes we may work with a special class of µ(0) and G having certain Lipschitz properties or moment bounds.
Condition 2.2.
There exists some κ ∈ (0, ∞) and a finite collection of intervals
The following theorem gives continuity and stability of the graphon particle system (2.1). The proof is given in Section 5.2. 
Remark 2.5. (a) Theorem 2.1 (a,b) will be needed in Sections 3 and 4 to analyze the convergence of n-particle system with graphon mean field interactions. (b) Theorem 2.1(c) implies that the solution law to (2.1) depends on the underlying graphon G in a continuous manner. This and Proposition 2.1 together guarantees that the analysis of (2.1) is "well-posed" according to Hadamard 2.2. Some special graphon particle systems. In this subsection we will introduce a special graphon G associated to which the system (2.1) is more tractable. In particular, consider the special case where G is blockwise constant (which arises as a limit of the stochastic block model), that is, there exists a finite collection of intervals {I i : i = 1, . . . , N } and constants
Due to the homogeneity in this case, the system (2.1) could be written in terms of just N representatives u i ∈ I i , i ∈ {1, . . . , N }:
where |A| denotes the Lebesgue measure of A ⊂ I. Note that this is simply a finite collection of multi-type McKean-Vlasov processes.
Mean-field particle systems on dense graphs
In this section, we consider a sequence of n interacting diffusions (1.1) with the strength of interaction governed by ξ n ij associated with some kernel G n :
Here the existence and uniqueness of the solution is guaranteed by the boundedness and Lipschitz property of b and σ.
We make the following assumption on the strength of interaction ξ n ij and the associated kernel G n .
Condition 3.1. G n is a step graphon, that is,
Moreover, G n → G in the cut metric and
Remark 3.1. In general, if δ (G n , G) → 0 for a sequence of step graphons, then it follows from [22, Theorem 11 .59] that G n − G → 0, after suitable relabeling. Therefore we assume in Condition 3.1 that the convergence of G n to G is in the cut metric d instead of the cut distance δ .
The following convergence holds for the system (3.1). The proof is given in Section 6.1 
and
as n → ∞, where
If the interaction ξ n ij is sampled from a common graphon G, one could get a uniform rate of convergence.
The proof of the following rate of convergence is given in Section 6.3. 
4. Mean-field particle systems on not-so-dense graphs
In this section we consider a sequence of n interacting diffusions (1.2) with the strength of interaction governed by ξ n ij associated with some kernel G n in a not-so-dense manner:
(4.1)
Here b is bounded and Lipschitz, σ is bounded, Lipschitz and invertible with bounded inverse, and β n ∈ (0, 1] is some sparsity parameter. We make the following assumption on the strength of interaction ξ n ij and the associated kernel G n .
Condition 4.1. G n is a step graphon, that is, (3.2) holds. G n (u, v) = G n ( ⌈nu⌉ n , ⌈nv⌉ n ) for (u, v) ∈ I × I. Moreover, G n → G in the cut metric and ξ n ij = ξ n ji =Bernoulli(β n G n ( i n , j n )) independently for 1 ≤ i ≤ j ≤ n, and independent of {B u , X u (0) : u ∈ I}.
Remark 4.1. (a) The interaction in (4.1) is locally mean-field, where the strength of interaction between particles i and j is ξ n ij scaled down by nβ n , the order of number of neighbors of i or j. (b) The second assumption in Condition 4.1 is also known as bond percolation, which has been studied for converging graph sequences in [7] . If we take lim n→∞ β n = 0 then graphs that we obtain are not-so-dense, in that for a graph G n with an order of n 2 edges, the percolated graph will have approximately an order of n 2 β n edges. Therefore β n can be interpreted as the global sparsity parameter.
The limiting graphon particle system is given by
This is a special case of (2.1) and hence Proposition 2.1 and Theorem 2.1 still hold.
The following theorem gives a LLN for the system (4.1). The proof is given in Section 7.1. 
and µ n →μ in P(C d ) in probability as n → ∞, where
If the interaction ξ n ij is sampled from a common graphon G, one could get a precise rate of convergence.
The proof of the following rate of convergence is given in Section 7.1. In this section we prove Proposition 2.1 and Theorem 2.1.
Note that the existence and uniqueness of {X µ u : u ∈ I} are guaranteed by the bounded and Lipschitz properties of b and σ.
We claim that
To see this, consider the coupling
It then follows from the Holder's inequality and Burkholder-Davis-Gundy inequality that
By adding and subtracting terms, we have
where the last line uses the bounded and Lipschitz property of b and Remark 2.3. The same estimate holds when b is replaced by σ in the last display. It then follows from Gronwall's inequality that
Therefore the claim (5.1) holds. Using the claim (5.1), we can immediately get uniqueness for the solution of (2.1). The existence also follows from (5.1) and a standard contraction argument (see e.g. [29, Section I.1]). To be precise, for ν = (δ {x∈C d :x(t)≡0} ) I , iterating (5.1) gives
Using the boundedness of b and σ, one clearly has W M 2,T (Φ(ν), ν) < ∞. Therefore Φ k (ν) is a Cauchy sequence, and converges to a fixed point µ of Φ. This provides the required existence of solution to (2.1), and completes the proof of Proposition 2.1.
5.2.
Proof of Theorem 2.1. (a) (b) Fix u 1 , u 2 ∈ I. Consider the following diffusions:
Here B is a d-dimensional Brownian motion independent of {X u 1 (0),X u 2 (0)}, L(X u 1 (0)) = µ u 1 (0), L(X u 2 (0)) = µ u 2 (0), butX u 1 (0) andX u 2 (0) may not be independent. From Proposition 2.1 we have L(X u 1 ) = µ u 1 and L(X u 2 ) = µ u 2 . Also note that
where the last line follows on adding and subtracting terms and using the bounded and Lipschitz properties of b and σ. It then follows from Gronwall's inequality that
Taking the infimum over L(X u 1 (0)) = µ u 1 (0) and L(X u 2 (0)) = µ u 2 (0), we have
Part (a) and Part (b) then follow from Condition 2.1 and Condition 2.2, respectively. (c) Fix G n → G in the cut metric as n → ∞. Let X Gn , µ Gn (resp. X G , µ G ) be the solution of (2.1) associated with the graphon G n (resp. G). Fix t ∈ [0, T ]. Note that
We will analyze the first integrand above for fixed s ∈ [0, t], and the analysis for σ is similar. By adding and subtracting terms, we have 
where κ(M ) is some constant that depends on M but not on n. Combining (5.2)-(5.5) and (5.10)-(5.13) with Gronwall's inequality, we have
It then follows from the Gronwall's inequality again that
Since G n → G in the cut metric, from Remark 2.1 we have G n −G → 0 as n → ∞. Therefore, by taking lim sup n→∞ and then lim sup M →∞ in the last display, we have the desired result. This gives part (c) and completes the proof of Theorem 2.1.
Proofs for Section 3
In this section we prove Theorems 3.1 and 3.2.
6.1. Proof of Theorem 3.1. For the first assertion, fix t ∈ [0, T ].
We will analyze the first integrand above for fixed s ∈ [0, t], and the analysis for σ is similar. By adding and subtracting terms, we have For each term T n,k s , k = 1, 2, 3, we have the following key estimates, whose proof will be given in Section 6.2. Lemma 6.1. Suppose the conditions in Theorem 3.1 hold. Then there exists some κ ∈ (0, ∞) such that the following holds for each s ∈ [0, T ]: Using the Gronwall's inequality and (6.5) we have (3.3).
Next we prove the second assertion in Theorem 3.1. Let
Denote by d BL the bounded Lipschitz metric on P(C d ), that is,
where B 1 is the collection of all Lipschitz functions on C d that are bounded by 1 with Lipschitz constant also bounded by 1. Note that
For each bounded and continuous function f on C d , using the independence of {X i n }, we have 
This gives (6.3).
For T n,2 s , using a weak LLN type argument, we have
where the second equality follows from the observation that the expectation is zero whenever k / ∈ {i, j} by Condition 3.1 and the independence of {X i n } and {ξ n ij }, and the inequality uses the boundedness of b, ξ n ij , G n . This gives (6.4). The analysis of T n,3 s is similar to that of J n,3 s in the proof of Theorem 2.1(c) but is more involved. From Condition 2.3 it follows that (5.6) holds. Fix M ≥ sup u∈I E X u * ,T and let b M andb m be defined as in (5.7) and (5.8) , such that (5.9) holds. By adding and subtracting terms and using the boundedness of b, we have Further taking lim sup M →∞ gives (6.5). This completes the proof of Lemma 6.1. 
We will analyze the first integrand above for fixed s ∈ [0, t], and the analysis for σ is similar. By adding and subtracting terms, we have ForT n,1 s , using the Lipschitz property of b we havẽ 
We will analyze the first integrand above for fixed s ∈ [0, t]. By adding and subtracting terms, we have
For each term R n,k s , k = 1, 2, 3, we have the following key estimates, whose proof will be given in Section 7.2. 
where the last inequality uses Condition 2. Since {ξ n ij − β n G n ( i n , j n )} are centered and independent, we have E   1 n n j=1 ξ n ij − β n G n ( i n , j n ) β n   4 = 1 (nβ n ) 4 n j=1 E ξ n ij − β n G n ( i n , j n )
From these two estimates, Cauchy-Schwarz inequality and Lemma 7.1 we have (7.3).
For R n,3 s , using Condition 4.1, the independence of {X i n } and {ξ n ij }, the boundedness of b, and a weak LLN type argument, we have (7.5).
The analysis of R n,2
Define Q i,j,n by dQ i,j,n dP = E T · 0 1 σ(X n i (s)) 1 nβ n 1 − ξ n ij b(X n i (s), X n j (s)) dB i n + · 0 1 σ(X n j (s)) 1 nβ n 1 − ξ n ji b(X n j (s), X n i (s)) dB j n , where E t (M ) := exp M t − 1 2
[M ] t is the Doleans exponential for a semi-martingale M t . Since b and σ −1 are bounded, we have P X n i , X n j , X i n , X j n ∈ · | ξ n ij = 1 = Q i,j,n X n i , X n j ,X i n ,X j n ∈ · (7.8)
by the Girsanov's theorem, and E dQ i,j,n dP m ≤ exp m|m − 1|κ (nβ n ) 2 , m ≥ 0.
From this it then follows that where the third inequality uses the assumption that lim inf n→∞ nβ n > 0. From (7.8) we have E ξ n ij (X n j (s) − X j n (s)) 2 = E (X n j (s) − X j n (s)) 2 | ξ n ij = 1 β n G n ( i n , j n ) = E Q i,j,n (X n j (s) −X j n (s)) 2 β n G n ( i n , j n ).
Note that E Q i,j,n (X n j (s) −X j n (s)) 2 = E (X n j (s) −X j n (s)) 2 dQ i,j,n dP ≤ 2E (X n j (s) − X j n (s)) 2 dQ i,j,n dP + 2E (X j n (s) −X j n (s)) 2 dQ i,j,n dP .
For the first term, using Holder's inequality, Lemma 7.1 and (7.9) we have E (X n j (s) − X j n (s)) 2 dQ i,j,n dP − E (X n j (s) − X j n (s)) 2 ≤ E (X n j (s) − X j n (s)) 2p 1/p E dQ i,j,n dP − 1 q 1/q ≤ κ(q) (nβ n ) 1/q , ∀q > 1.
For the second term, using Holder's inequality and (7.7) we have E X j n (s) −X j n (s) 2 dQ i,j,n dP ≤ E X j n (s) −X j n (s) 4 1 σ(X n l (s)) 1 nβ n (1 − ξ n li ) b(X n l (s), X n i (s)) dB l n   .
Since b and σ −1 are bounded, we have P X n i , X n j , X n k , X i n , X j n , X k n ∈ · | ξ n ij = 1, ξ n ik = 1 = Q i,j,k,n X n i , X n j , X n k ,X i n ,X j n ,X k n ∈ · (7.12) by the Girsanov's theorem, and E dQ i,j,k,n dP
