Given a subset of real numbers A with small product AA we obtain a new upper bound for the additive energy of A. The proof uses a natural observation that level sets of convolutions of the characteristic function of A have small product with A.
Introduction
Let p be a prime number, F p be the finite field, and let Γ ⊆ F p \{0} be a multiplicative subgroup. The question about additive properties of such subgroups is a classical one, see, e.g., [1] , [2] , [6] , [7] and many other papers. The discussed question is naturally connected with the sum-product phenomenon, see, e.g, [5] , [19] and recent papers [9] , [11] . In many papers, see [1] , [3] , [16] and others, authors extensively exploit the fact that the sumsets and the difference sets of Γ are also Γ-invariant sets, that is can be expressed as a disjoint union of some cosets over Γ. Moreover, some more difficult functions as convolutions of Γ, its level-sets and many others enjoy this property as well. The aim of this paper is to discuss what can be done in this direction in the real setting. One of our results says that if A ⊆ R be a set with small product, then any level set P of its convolutions is almost invariant under multiplication by A (the exact formulation can be found in Section 4) . Notice that the first results in this direction were obtained in [8] , [14] , [16] . We apply the described observation to find a new bound for the additive energy of subsets in R with small product set.
Let us recall quickly what was done before concerning the additive energy of such sets. In [8, Theorem 3] , developing a series of previous results (see, e.g., [10] , [12] ), it was proved (1)
Using a combinatorial idea (see Section 4) as well as the eigenvalues method, we improve the last result to (consider the simplest case M = 1) Theorem 2 Let A ⊂ R be a finite set such that |AA| ≪ |A|. Then
Thus for any set A with |AA| ≪ |A| we obtain the exponent 22 9 which is better then in Theorem 1.
Also, in [14] and in [8, Theorems 2, 10] the following result was proved (it is parallel to results from [17] for multiplicative subgroups in F * p ). 
Here again we obtain Theorem 3 directly by the eigenvalues method and applying our new combinatorial idea.
General discussion, partial results and open questions are contained in the last Section 6. We thank T. Schoen for useful discussions.
Definitions
Let G be an abelian group. In this paper we use the same letter to denote a set S ⊆ G and its characteristic function S : G → {0, 1}. By |S| we denote cardinality of S. Given two sets A, B ⊂ G, define the product set (the sumset in the abelian case) of A and B as
In a similar way we define the higher product sets, e.g., A 3 is AAA. If G is an abelian group, then the Plünnecke-Ruzsa inequality (see, e.g., [19] ) takes place
Let f, g : G → C be two functions. Put 
Denote by E + (A, B) the additive energy of two sets A, B ⊆ G (see e.g. [19] ), that is
If A = B we simply write E + (A) instead of E + (A, A). Clearly,
More generally (see, e.g., [10] , [15] ), for k 2 put
In the same way define the multiplicative energy of two sets A, B ⊆ G
and, similarly, E × k (A). Certainly, the multiplicative energy E × (A, B) can be expressed in terms of multiplicative convolution as in (4) . If it does not matter which energy we need, then let us write just E(A), E k (A) and so on. Also, sometimes we use representation function notations like r AB (x), r A+B (x) or r AB −1 (x), which counts the number of ways x ∈ G can be expressed as a product ab or as a sum a+b or ab −1 with a ∈ A, b ∈ B, respectively. For example, |A| = r AA −1 (1) and
. All logarithms are to base 2. The symbols ≪ and ≫ are the usual Vinogradov's symbols,
, with an absolute constant c > 0. For any given prime p denote by F p the finite prime field and let F be an arbitrary field no matter finite or not.
Preliminaries
The first lemma is a well-known consequence of the Szemerédi-Trotter Theorem (see below) and is contained in, e.g., [10, Corollary 28] . It says that a certain sort of energy of a set A with small product set AA can be estimated almost optimally.
The next lemma is a partial case of the eigenvalues method (although inequalities (6), (7) can be obtained directly using a purely combinatorial approach), see, e.g., [12, Theorem 5.1, inequality (5.7)].
Lemma 5 Let G be an abelian group and A ⊂ G be a finite set. Then for an arbitrary set P ⊆ A − A := D such that for any x ∈ P one has ∆ < (A • A)(x) 2∆ the following holds
Similarly, for any P ⊆ D one has
In particular,
The next lemma is a small generalization of Exercise 1.1.8 from [19] and can be obtained using the probabilistic method, say, combined with the Plünnecke-Ruzsa inequality.
We need the famous Szemerédi-Trotter Theorem [18] about incidences of points and lines on the plane. Let us recall the definitions. Let L be a finite set of lines on the Euclidean plane and P be a finite ensemble of points. Define the number of incidences I(P, L) between points and lines as I(P, L) = |{(p, l) ∈ P × L : p ∈ l}|.
Theorem 7 Let P be a finite set of points and let L be a finite set of lines. Then I(P, L) ≪ |P| 2/3 |L| 2/3 + |P| + |L| .
On sums and differences of sets with small product set
First of all, let us consider the following basic question. Suppose that A is a finite subset of a field F and |AA| |A|. Is it true that |(A + A)A| |A + A| or, in a similar way, |(A − A)A| |A − A|? If A is a multiplicative subgroup of F p , then the answer is, obviously, positive but what if A belongs to an infinite field, say, R where there are no pure nontrivial subgroups? Below we will give an affirmative answer considering popular subsets of A + A and A − A. It is interesting that the answer to the dual question, namely, is it true that |A + A| |A| implies |AA + A| |AA| or |A/A + A| |A/A| is clearly negative (consider a shifted interval, e.g.).
Let A be a set and put D = A − A, Π = AA. Suppose that ∆ > 0 is a positive number and P ⊆ D is a set such that ∆ r A−A (x) for all x ∈ P . Then for any x ∈ P A one has r Π−Π (x) ∆ because the formula xa = (a 1 − a 2 )a = a 1 a − a 2 a ∈ Π − Π. Thus
It follows that
Certainly, the same holds if one replaces AA to A/A (and even more general products as AB can be used). Now let us obtain another bound (previous logic was used in [8] , [16] ). Suppose that, in addition to ∆ r A−A (x), that r A−A (x) 2∆ on P and for a certain integer k 1 one has
The previous arguments give us a generalization of (8)
Further by Lemma 6, we have AA ⊆ XA and |X| M 3 . Hence by the norm property of the higher energies E k , see, e.g., [15, Section 4] and the definition of the set P , we get
It means that
Interestingly, that we cannot replace the addition to multiplication and vice versa in (9), (10) .
For k = 1 one can easily see that a slightly stronger bound takes place (compare it with (8)) for any set P such that ∆|P | ≫ |A| 2 , namely, (here we do not use any norm property)
Finally, notice that the same calculations take place if one replaces A − A to A + A and the energies E + k to other energies which enjoy norm properties, e.g., T + k , E + k,l and so on, see [10] , [15] . Also, we can consider sets with |A/A| M |A| as well but the dependence on M in (11) will be slightly worse in this case.
Calculations above allows us to show that popular difference/sumsets P defined via sets A with small AA are so-called Szemerédi-Trotter type sets, see [13] .
Corollary 8 Let A ⊂ R \ {0} be a set, |AA| M |A| and P as above. Then
and for any set B ⊂ R one has
P r o o f. If P = {0}, then there is nothing to prove. Let τ 1 be a real number. It is enough to obtain for a certain τ ≫ 1
after that bounds (13), (14) follow via simple summation. Denote by S τ the set from (15) and our task is to find the required upper bound for cardinality of S τ . We have
We interpret the last equation as points/lines incidences. Here P = A −1 × S τ and lines from L are indexed by coefficients (α, β) from P A × B. Applying Theorem 7, we see that
If the first term dominates, then inequality (11) gives the required estimate (15) because otherwise there is nothing to prove. But clearly, τ min{|P |, |B|} and hence choosing the absolute constant in O(·) to be large enough we arrive to a contradiction. This completes the proof. ✷
Applications
Now we are ready to prove Theorem 2 from the Introduction. 
Applying Lemma 5 and the definition of the set P , we have
Using the Hölder inequality, we obtain
In view of Lemma 4 and Corollary 8 as well as our choice of P and k = 2, we have
Hence, using (17), we get
as required. ✷
In the same vein we obtain Theorem 3. Let D = A − A and S = A + A. Choose P ⊆ D such that σ P (A) |A| 2 and for a certain ∆ one has ∆ < r A−A (x) 2∆ on P . Using inequality (6) of Lemma 5, we get 
as required. It is interesting that our bound (18) coincides with the classical sum-product estimate of Elekes [5] up to logarithms.
Similarly, by the proof of [13, Theorem 11, inequality (4.9)], we have
where S ′ ⊆ {x : r A+A (x) |A| 2 /(2|S|)} and ∆ < r A+A (x) 2∆ on S ′ . Using the Hölder inequality, we get |A| 30 |S| 6 (E + 3 (A)) 5 E + 3 (S ′ ) . Applying Lemma 4 and bound (12), we derive
This completes the proof of Theorem 3. ✷
General problem
Given a set A ⊆ F one can consider a general problem about finding good estimates for rational expressions R(A) in terms of the sumsets and the product set of the set A. Namely, putting K = |A + A|/|A| and M = |AA|/A we can ask to seek a bound for cardinality of R(A) of the form |R(A)| ≪ K,M |A|. First such results were obtained in [4] . For R(A) = nA − mA or R(A) = A n /A m , where n, m are positive integers such estimate exists and the corresponding statement is called the Plünnecke-Ruzsa inequality as we have discussed in Section 2. Moreover, thanks to the sum-product phenomenon [4] , [19] , we know that in many fields F the following holds KM ≫ |A| c , c > 0 and hence a bound |R(A)| ≪ K,M |A| trivially takes place (for large powers of K and M ). Thus we need to specify here the dependence on K and M . We can suppose that R(A) simultaneously includes addition (subtraction) and multiplication (division) and hence it is naturally to assume that the power of K and M in the presumable bound is at least one. Thus we have arrived to the following problem which we formulate for definiteness in the case of the simplest polynomial R(x, y, z) = x(y + z).
Problem. Suppose that A is a finite subset of R or suppose that A is a sufficiently small set belonging to F p . Let K = |A + A|/|A| and M = |AA|/|A|. Is it true that
As we have seen in Section 4 the answer to the dual question, namely, is it true that |AA + A| ≪ K M |A| is negative. Further if inequality (19) takes place, then by the Cauchy-Schwarz inequality one has
It is easy to see that a stronger form of bound (20) follows from (11), (12) .
P r o o f. Take ∆ * = |A| 2 /(2|A ± A|). Using the pigeonhole principle, find ∆ ∆ * and a set P = {x : ∆ < r A±A (x) 2∆} such that x∈P r A±A (x) |A| 2 . Applying (12) , we obtain |P A ε | M 2 |P |, where M = |AA ε |/|A|. Using the Cauchy-Schwarz inequality, we get
and multiplying the last estimate by ∆ 2 , we arrive to
as required. To obtain (22) just use estimate (23) and inequality (11) with k = 3/2. This completes the proof. ✷
Remark 11
With some efforts one can clean the logarithms in (21), using the same scheme of the proof and more accurate but rather lengthy combinatorial computations. We leave it for the interested reader, preferring to have a short proof with slightly worse estimates.
Estimates (21), (22) are sharp as one can see taking A with small product set AA. Now we obtain another lower bound for x r 2 A(A+A) (x) which is sharp, in contrary, for sets with small sumset A + A. 
and thus the image of the function f (x, y, z) = (x ± y)/z on our triples has cardinality at most |A/B|. By the Cauchy-Schwarz inequality, we see that ∆}, then ∆|AP | M 2 |A| 2 . In other words, popular sets (in terms of r A±A (s)) have small product or ratio with A. Interestingly, that if we put now P = {s ∈ A ± A : ∃x, y ∈ A, x ± y = s, r A/A (x/y) ∆} , i.e.P is popular in terms of ratios, then a similar bound takes place. Indeed, putΛ = {λ ∈ A/A : r A/A (λ) ∆}. We have a(b ± c) = ab(1 ± c b ) and hence |AP | |AA(1 ±Λ)|. But, clearly, the map ϕ : AA(1 ±Λ) → AA/A × (A ± A) defined as ϕ(x) = (π(x)/c(x), b(x) ± c(x)), where for x ∈ AA(1 ±Λ) we have put π(x) ∈ AA and b(x)/c(x) = λ(x) ∈Λ is injective (consider the product of its coordinates). Thus by the Plünnecke-Ruzsa inequality, we get ∆|AP | ∆|AA(1 +Λ)| |AA/A||A ± A| |AA| 3 |A ± A|/|A| 2 M 3 |A||A ± A| as required.
