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Abstract—: Contrast enhancement is a very important issue in
image processing, pattern recognition and computer vision. Fuzzy 
logic based techniques perform enhancement using more detailed 
information of grayness of an image. However, these methods do 
not perform well on images taken in uncontrolled environment 
which pose different challenges such as illumination variation, 
perspective distortion and viewpoint variation. In this paper, we 
have worked to devise a more robust image enhancement method 
using fuzzy logic. We propose a novel multi scale entropy based 
measurement performed using fuzzy logic image processing and 
utilize it to define and enhance the contrast. For this purpose, we 
present a mathematical formula to calculate contrast using an 
adaptive amplification constant. Our approach uses both the local 
and global entropy information. We have experimented our 
algorithm on images from Crowd Counting UCF dataset, which 
contains very dense crowds and complex texture that stands in line 
with the challenges targeted in this paper. The results show an 
improved quality than original dataset images and prove that our 
method enhances the images with a more dynamic ranged contrast 
as well as better visual results. 
Keywords— Defuzzification, Fuzzy domain, Grayscale, 
Membership Function, Multi Scale, Local Enhancement. 
I. INTRODUCTION
Image enhancement is a part of image pre-processing stage. It 
aims to improve information of an image. Pre-processing aims 
to highlight important features and suppresses irrelevant 
information. Image enhancement is required for many 
important areas such as machine vision, remote sensing, 
dynamic and traffic scene analysis, biomedical image analysis 
and autonomous navigation [1]. Image enhancement is 
employed to transform an image based on human visual 
system’s characteristics. Inadequate lighting during image 
acquisition, or nonlinear image intensities render image 
interpretation to be more difficult. Hence, the object of interest, 
such as a dense crowd, will appear absurd. Crowd at distance 
from camera will have a more complex structure and weak 
edges, while the crowd near the camera will have high 
illumination exposure. In such cases, image enhancement can 
highlight and sharpen the object of interest in such as way that 
image information is not lost and the quality of the image 
improves.  
Image enhancement techniques can be categorized as 
indirect or direct methods. The indirect method only stretches 
the intensity distribution globally, and the performance of this 
method for contrast enhancement is not effective in that it does 
not encompass information of different scales to be more 
information inclusive.  Conversely, local methods in literature 
define image contrast directly using specific local measures. 
However, most of these methods do not accentuate the contrast 
of images that contain simple and complex patterns, 
simultaneously [2].  
Images for enhancement targeted by our work are shown in 
Fig. 1. These images contain an interesting challenge to the 
state–of-the-art image enhancement techniques as these images 
include visual complexity of the objects under analysis; 
occlusion, shadowing, perspective deformation, viewpoint 
variance and insufficient image definition. Therefore, it is 
important to address the issue of image enhancement for 
treating the issue of perspective distortion and view invariance. 
An image of varying patterns, such as dense crowd near and 
distant from the camera, calls for local treatment to enhance 
image contrast and quality. The crowd-regions that are too close 
to the camera might need de-enhancement, while those too may 
require increased enhancement. Our approach performs image 
enhancement by means of fuzzy image processing. Fuzzy 
image enhancement has been used in literature for several 
applications of image enhancement. Fuzzy image processing 
incorporates even the vague areas between two classes in terms 
of degree of brightness or darkness. Recent techniques in fuzzy 
image enhancement field are discussed in detail in the next 
section. 
We present a new contrast enhancement algorithm based on 
the evaluation of the contextual information. The proposed 
method uses adaptive power law measures for keeping the 
contrast stretched for better image information protection and 
enhancement. Most of the developed contrast enhancement 
techniques do not consider image dataset which include view 
invariance. The UCF crowd dataset [3] includes images that are 
captured at different camera viewpoints; images are captured at 
Fig 1: Some of the images from UCF Crowd Dataset [3] on which Image 
Enhancement is performed. 
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different levels of viewing sphere. Since our method uses multi 
scale entropy based information per patch, this attends to the 
issue of non-similar pattern across the image. To incorporate 
the local information, a crowd distance measure is introduced 
to estimate crowd distance from the camera. Finally, enhanced 
image is obtained by a new intensity transfer function, which 
depends on entropy difference of the patches at different scales. 
The long-term aim is to enhance images for better crowd 
estimation and localization. The exhaustive experimentation 
shows that the proposed algorithm results in a natural visual 
enhancement for dense crowd images.  
This paper is organized as follows. Section II provides 
literature review. This section also briefly describes fuzzy 
image processing theory. Section III introduces the concept of 
multi scaled based entropy analysis to use local level 
information for image enhancement. This section further 
defines different variables and the reasoning behind every 
important step. In Section IV, we present results quantitative 
and qualitative analysis. The visual and tabulated results are 
discussed in detail. Section V concludes our paper with the 
objective achieved in this paper and future work. 
II. LITERATURE REVIEW 
The commonly used techniques for contrast enhancement 
fall into two categories: indirect methods of contrast 
enhancement and direct methods of contrast enhancement. 
Contrast can be measured globally and locally. The direct 
method provided better performance than the indirect method 
[4-6]. It is more appropriate to define a local contrast when an 
image contains non-uniform textural information.  
A. Image  Enhancement Methods
Image enhancement can be classified into two groups 
namely frequency domain and spatial domain. Enhancement In 
the frequency domain is conducted by mapping an image to its 
frequency domain and then modifying it [7, 8]. However, this 
method is time consuming process even with fast 
transformation techniques and hence makes it unsuitable for 
real time applications [9]. In spatial domain, pixel values in the 
image are directly modified for getting image enhancement. For 
preserving fine image textures, especially to cater for varying 
illumination and structures in an image, some recent works 
target to enhance edges [10, 11] or use color information at 
arbitrary scales to enhance  images [12]. These methods 
basically share the same goal of smoothing fine-scale details 
without degrading image structures, although they are not 
explicitly designed to deal with fine complex texture,or low 
resolution images.. Another technique uses an alteration to 
gamma correction technique , where the weighted histogram of 
the image is used to adaptively compute gamma [13]. The 
algorithm requires hindsight tuning of parameters, a similar 
limitation to the work of [11], which affects automation and 
robustness of the enhancement method for complex images. 
A very popular technique for image enhancement is 
histogram equalization (HE). The simplicity and suitable 
performance makes this method a commonly employed image 
enhancement technique which can be applied on a variety of 
images. Histogram Equalization distributes the intensities 
effectively spreading out the most frequent intensity values and 
stretching the dynamic range of gray values in an image [14]. 
However, HE based techniques tend to result in a washed-out 
enhanced image or increasing vagueness in edge information 
due to gray levels suppression [15]. Modified HE techniques 
include bi-histogram equalization [16], quadrant dynamic 
histogram equalization [17], brightness preserving dynamic 
histogram equalization [18] and Fuzzy clipped contrast-limited 
adaptive histogram [19]. Most of the methods discussed so far 
mostly use global enhancement. Global enhancement ignores 
local characteristics of a pixel and in some cases results in 
visual artifacts. Some methods use both global and local 
contrast enhancement [20]. The histogram is modified using a 
sigmoid function for global enhancement and used DCT for 
local contrast enhancement. In the local histogram equalization 
(LHE) [21], a small neighborhood region is considered for 
histogram equalization. LHE incorporates local property, but 
may introduce the checkerboard artifacts. An approach also 
includes spatial entropy-based contrast enhancement in discrete 
cosine transform (SECEDCT) [22] or bitwise manipulation 
[23]. The spatial entropy of a 2-D histogram is used to enhance 
contrast locally, while global contrast enhancement is achieved 
by DCT. While this method enhances images, but it is 
computation-costly. These techniques use crisp histograms for 
enhancement of digital images and suffers from intrinsic 
limitation of excluding the imprecision of gray values. Since 
gray level values in pixels are imprecise, many authors suggest 
fuzzy based methods to deal with intensity inexactness.  
B. Fuzzy Image Processing Theory
Fuzzy image enhancement is gray level mapping into 
membership function which can better represent image 
information, and hence can be manipulated suitably for better 
contrast in the resulting image. Main steps in fuzzy image 
processing are Fuzzification, Inference Engine, Defuzzification. 
Fuzzification is assignment of required membership function to 
map images from pixel plane to fuzzy plane. Gray level range of 
image pixel value (0-255) is transformed to [0,1] to represents 
the fuzziness of pixels. In the fuzzy plane, with the help of 
enhancement or transformation operator, images are modified to 
get desired results. The choice of membership function depends 
on application type. This plane is also known as the inference 
plane. The aim is to generate an image of higher contrast than 
the original image in such a way that the gray levels that are 
closer to the mean gray level of the image has a higher weight. 
Fig 2 shows the general structure of fuzzy image processing. 
Image 
Fuzzification
Membership 
Modification
Image 
Defuzzification
Input Image
 (Gray Level)
Member Function Definition
Fuzzy Theory
Output Image (Gray Level)
Fig 2: General fuzzy image processing structure 
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In the image enhancement field, fuzzy set theory has been 
widely utilized by many researchers [9, 24-27]. Most 
commonly used methods are intensity based operator (INT) 
which use a non-linear manner to increase or decrease the 
contrast. Using fuzzy methods in some cases does not perform 
as desired and in these cases, intuitionistic and type II fuzzy set 
theories are used to cater for uncertainty. Various enhancement 
techniques propose image enhancement techniques that 
optimize the information contained in the image such as 
optimizing entropy [28], index of fuzziness [29] and 
intuitionistic fuzzy [24, 30]. Another approach proposes 
optimization of an objective measure, exposure, which will 
enhance the amount of lighting exposure of the image [31]. 
They divided image into underexposed and overexposed 
regions based on this objective measure. Exposure involved 
different measures; entropy, contrast and visual factor of the 
image. Minimizing this objective measure successfully resulted 
in enhancement of an image. However, this method requires 
repetitive procedure to improve image quality and hence is 
computationally expensive. Only a few studies address the 
issue of non-uniform lighting in an image in the context of 
image enhancement [31, 32]. Local enhancement using fuzzy 
techniques has been attempted successfully to increase image 
details in [33-36]. However, besides local improvements, 
noises and artefacts are enhanced.  
Since the UCF crowd dataset [3] includes images with 
multiplex elements in the background, and varying crowd sizes 
in the foreground, these methods do not perform well. This is 
because these methods assume uniform pattern across the test 
images. This assumption does not hold true for outdoor dense 
crowd images. Realizing these limitations, a new contrast 
enhancement technique needs to be developed to improve the 
contrast of the UCF crowd dataset images by considering 
different challenges of the dense crowd images. An 
enhancement technique needs to be explored that preserves 
image details and enhances crowd region in the images while 
keeping the background information intact. 
III. PROPOSED METHOD 
In this section, we address how local entropy information of 
the image can be used to solve over-enhanced and under-
enhanced image regions. A higher entropy indicates the 
presence of higher details in the image [37]. In literature, the 
amplification constant has not been integrated with the 
multiscale fuzzy entropy information. This suggests that local 
multi scale entropy difference (MSED) has not been 
manipulated for image enhancement. MSED systematically 
examines the crowd images at different depths and finds the 
depth at which maximum crowd information is present. 
Therefore, in this paper we propose a method that will find an 
adaptive amplification constant which fuses MSED information 
with contrast amplification constant. The main purpose of this 
method is to enhance the contrast in fuzzy domain effectively 
and adaptively. The steps include mapping an image from space 
domain to fuzzy domain using the S-function as the membership 
function, defined in process A and its detailed description is 
presented in Method A. In Process B, we propose a more 
powerful and adaptive fuzzy contrast enhancement method, 
described in Method B, which maximizes the fuzzy measures 
contained in the image by using power-law transformation. 
Finally, in Process C, defuzzification is defined which is used to 
transform the gray scale image from modified fuzzy domain 
back to spatial domain. Process C is presented in detail in 
Method C. 
A. Image representation in fuzzy set notation with optimum 
entropy information 
An image X of size 𝑀 ×𝑁 with gray levels ranging from 
𝐿𝑚𝑖𝑛  to 𝐿𝑚𝑎𝑥  can be modeled as an array of fuzzy singletons. 
Each element in the array is the membership value representing 
the degree of brightness of the gray level x where 𝑥  =
 𝐿𝑚𝑖𝑛 , 𝐿𝑚𝑖𝑛+1¸ … , ¸𝐿𝑚𝑎𝑥 . In the fuzzy set notation, we can 
present an image as done in literature [38] 
𝑋 = U{𝜇(𝑚𝑖,𝑗)} = {
𝜇𝑖,𝑗
𝑚𝑖,𝑗
 𝑖 = 1,2. . 𝑀, 𝑗 = 1,2, . . 𝑁      }    (1) 
where 𝜇(𝑚𝑖,𝑗) denotes the degree of brightness intensity 𝑚𝑖,𝑗 
of the (𝑖, 𝑗) pixel.  The shape of S-function is commonly used 
for the representation of the degree of brightness  of gray levels 
in an image [39]. It is given as 
µ(𝑥𝑚,𝑛) =
{
 
 
 
 
    0                              0 ≤ 𝑋𝑚,𝑛 ≤ 𝑎,
(𝑋𝑖,𝑗−𝑎)
2
(𝑏−𝑎)(𝑐−𝑎)
              𝑎 ≤ 𝑋𝑖,𝑗 ≤ 𝑏,
(𝑋𝑖,𝑗−𝑐)
2
(𝑐−𝑏)(𝑐−𝑎)
                𝑏 ≤ 𝑋𝑖,𝑗 ≤ 𝑐,
1                                      𝑋𝑖,𝑗 ≥ 𝑐.
          (2) 
where 𝑥𝑚,𝑛 is the gray level of the image X at pixel m, n and a, 
b and c are parameters that determined the shape of the S-
function. These parameters are based on the image 
characteristics to map the image completely from space domain 
to fuzzy domain so that the membership function can retain the 
maximum information contained in the image. Parameter b is 
not necessarily the midpoint; it can be anywhere between the 
range [a, c] based on the image based suitable point. Therefore, 
as used by Cheng et al. [4], parameters a, b and c are calculated 
from image X in such a way that entropy loss is only permitted 
over a short range while an optimal value for b is found.  
Fuzzy Entropy can be calculated as Paul and Majumdar [40]: 
S[µ(𝑥𝑚,𝑛 ), a, b, c] = −µ(𝑥𝑚,𝑛  )log2µ(𝑥𝑚,𝑛  ) 
             −[1 − µ(𝑥𝑚,𝑛  )]  log2[1 − µ(𝑥𝑚,𝑛  )],        (3) 
 
The calculated membership function S transforms the image 
intensity levels from the spatial domain to fuzzy domain.  
Assume the image has gray levels from 𝐿𝑚𝑖𝑛 to 𝐿𝑚𝑎𝑥 Calculate 
the Fuzzification parameters with the technique of [4], which 
for the purpose of continuity and clarity is shown in Method A. 
The main function of Method A, as argued in [4] is to separate 
gray levels that may correspond to the background and the ones 
that may relate to noise. The information between these gray 
values is where the important image information is expected to 
lie in the range [𝐵1 𝐵2] and p𝑥𝑚 is the m
th peak of grey values. 
The value of 𝑏𝑜𝑝𝑡 is found where the function S has maximum 
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entropy. For more details of Method A, the reader is directed to 
[4].  
Method A: Optimal Fuzzification Parameters 
 
1. Divide the image into 𝐽 × 𝐾 blocks, 
2. Obtain the histogram Hist(X𝐽×𝐾) within each block. 
3. Find the local maxima of the histogram, Max(Hist(X1)), 
Max(Hist (X2)),.., Max(Hist(X𝐽×𝐾)). 
4. Calculate the average height of the local maxima. 
5. 𝐻𝑖𝑠𝑡𝑚𝑎𝑥(𝑋) =
1
𝑘
∑ 𝐻𝑖𝑠𝑡𝑚𝑎𝑥(𝑋𝑖)
𝑘
𝑖=1  
6. Find the peaks whose values are more than the average 
height 𝐻𝑖𝑠𝑡𝑚𝑎𝑥(𝑋) and save the first peak as P. 
7. To determine the value of parameter a and c, we follow 
the method of [41]:  
8. 𝑎 = (1 −  𝑓1 )(p𝑥1 −  𝐿min)  +  𝐿min, 
9. 𝑖𝑓 (𝑎 > 𝐵1) 𝑡ℎ𝑒𝑛 𝑎 = 𝐵1 
10. 𝑐 =  𝑓2(𝐿max – px𝑛 )  + px𝑛 , 
11. For c, 𝑖𝑓 (𝑐 > 𝐵2) 𝑡ℎ𝑒𝑛 𝑐 = 𝐵2, 
Where low limit, 𝐵1  and high limit, 𝐵2  are found 
using entropy loss limited to values 𝑓1  and 𝑓2 , 
whose values range from 0.001 to 0.005 [41]. This 
helps in eliminating background and noise 
information while keeping valuable information 
region. The range [𝐵1 𝐵2] can be found as: 
i. 𝐸𝑛𝑡(∑ 𝐻𝑖𝑠(𝑋)
𝐵1
𝑖=𝐿𝑚𝑖𝑛
) = 𝑓1, and 
ii. 𝐸𝑛𝑡(∑    𝐻𝑖𝑠(𝑋)
𝐿𝑚𝑎𝑥
𝑖=𝐵2
) = 𝑓2, 
12. Determine parameters 𝑏𝑜𝑝𝑡 such that the function 
S(a,b,c) has maximum entropy with the new value of b, 
where b ∈ [a c]. 
13. New S function is S(a, b𝑜𝑝𝑡 , c). 
 
B. Modification of the membership function using Contrast 
Enhancement with multi-scale Entropy information 
In literature, the perspective distortion has not been 
addressed using variable local information in the image. In case 
of a dense crowd image, the regions that are too close to the 
camera might need de-enhancement, while regions that are too 
far might need more enhancement keeping the contrast 
stretched for better information representation. In this paper, we 
propose a mathematical formula to calculate local information 
difference at different scales for image enhancement using an 
adaptive amplification constant which fuses local entropy 
difference information. Suppose an image X, with L different 
gray levels which are fuzzified using µ(𝑥𝑚,𝑛) = S(a, b′ , c). We 
propose an adaptive amplification constant 𝜆𝑚,𝑛  that can be 
calculated using our proposed Method B1. The main function 
of Method B1 is to analyse image patches in different depths 
using DoG pyramids, and use the measure  𝜌𝑑𝑖𝑓𝑓  to calculate 
the new amplification constant. Variable 𝜌𝑑𝑖𝑓𝑓  contains the 
measure of pyramidal information variation at an image region.  
 
 
 
Method B1: Fuzzy Amplification Constant 
 
1. Obtain fuzzified values of image using the parameters 
𝑎, 𝑏′, 𝑐 => µ(𝑎, 𝑏′, 𝑐).  
2. Divide Image into J x K blocks, and save the block 
pyramid to level s using Difference of Gaussian (DoG). 
3. Formulate a matrix M representing entropy values at 
each scale and region R in the image, as follows 
4. Matrix 𝑀 = [𝑅𝑗×𝑘𝑖]𝐽×𝐾  is represented as the following 
where 𝑅𝑗×𝑘𝑠𝑖 represents the entropy of image block at 
𝑗 × 𝑘 at 𝑠𝑖 scale 
5. 𝑀 =
[
 
 
 
 
 
𝑅1𝑠1 𝑅1𝑠2 … 𝑅1𝑠𝑖 … 𝑅1𝑠𝑛
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝑅𝑗×𝑘𝑠1 𝑅𝑗×𝑘𝑠2 … 𝑅𝑗×𝑘𝑠𝑖 … 𝑅𝑗×𝑘𝑠𝑛
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝑅𝐽×𝐾𝑠1 𝑅𝐽×𝐾𝑠2 … 𝑅𝐽×𝐾𝑠𝑖 … 𝑅𝐽×𝐾𝑠𝑛]
 
 
 
 
 
 
6. Find differences of entropy, 𝐷 ,among the different 
scales. In this paper we analyze crowd patches at  𝑛 = 3 
scales: 
7. 𝐷 = {𝑅𝑙𝑠𝑝 − 𝑅𝑙𝑠𝑞},  where 𝑙 ∈ [1, . . , 𝐽 × 𝐾]  and 
𝑠𝑝, 𝑠𝑞 ∈ [1, . . , 3]. Our analysis of set 𝐷 shows that for 
region with crowd closer to the camera, 𝐷𝐽𝐾𝑘1,𝑘𝑛  is 
mostly near or below zero. This suggests that when 
camera is near crowd, 𝐷𝐽𝐾𝑘1,𝑘𝑛 ≈  0. The faces near the 
camera appear very bright and occupy a larger area in 
the blocks, hence the entropy difference at different 
scales is not very high for this case.  
8. Calculate the standard deviation of the entropy 
differences 𝐷𝐽𝐾𝑘1,𝑘𝑛 and choose the scale for processing 
the corresponding region. The threshold of fuzzified 
values can be found by 𝑇ℎ = 𝑎𝑣𝑔 (𝐷𝐽𝐾𝑘1,𝑘𝑛) ∀ 𝐷 > 0, 
where 𝑎𝑣𝑔 is the average operator. 
9. Note the minimum and maximum value of set 𝐷  and 
denote as 𝜌min= 𝐷𝐽𝐾𝑘1,𝑘𝑛+1/2, and 𝜌max= 𝐷𝐽𝐾𝑘1,𝑘𝑛 
10. Compute the fuzzy entropy 𝜌𝑚,𝑛 in each region at scale 
s where the difference of entropy is highest. The scale 
with a higher entropy difference shall contain higher 
information content. 
11. To find the amplification constant 𝜆𝑚,𝑛  for each pixel 
(𝑚, 𝑛) amplification constant can be computed as 
12. 𝜆𝑚,𝑛 =
{
 
 
 
    
µ(𝑥𝑚,𝑛)
p𝑥𝑙  
+ (𝜎𝑚𝑖𝑛 + 𝛽(1 − 𝜎𝑚𝑖𝑛)
1
𝜌𝑑𝑖𝑓𝑓
)  𝑖𝑓 𝜌𝑑𝑖𝑓𝑓 < 0
 
𝜎𝑚𝑖𝑛 + 𝛽(1 − 𝜎min)(𝜌𝑑𝑖𝑓𝑓)    𝑖𝑓 0 ≤ 𝜌𝑑𝑖𝑓𝑓 ≤ 𝑇ℎ
 𝛼 × (𝜎𝑚𝑖𝑛 + 𝛽(1 − 𝜎min)(𝜌𝑑𝑖𝑓𝑓))       𝑖𝑓 𝜌𝑑𝑖𝑓𝑓 ≥ 𝑇ℎ
 
 
where variable  𝜌𝑑𝑖𝑓𝑓  is calculated at all image regions and it is 
the entropy difference with highest standard deviation. The 
equation of 𝜆𝑚,𝑛  uses 𝜌𝑑𝑖𝑓𝑓  to regularize image enhancement 
based on region based information. The value 
µ(𝑥𝑚,𝑛)
p𝑥𝑙
 
regularizes the fuzzy values w.r.t. minimum image values, i.e. 
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lowest peaks, whereas 𝜎𝑚𝑖𝑛  and 1 − 𝜎𝑚𝑖𝑛  represent 
background and foreground values, respectively. The equation 
is conditioned with variable  𝜌𝑑𝑖𝑓𝑓whose negative value shows 
low degree contrast enhancement, and value below threshold 
means high contrast enhancement. The normalizing parameter 
𝛽  is found as  𝛽 = (𝜌𝑚,𝑛 − 𝜌𝑚𝑖𝑛) (𝜌𝑚𝑎𝑥 − 𝜌𝑚𝑖𝑛)⁄  and the 
value for 𝛼 is found as follows 
𝛼 = {
     1               𝑖𝑓 p𝑥𝑡ℎ ≤ µ(𝑥𝑚,𝑛) < p𝑥ℎ
µ(𝑥𝑚,𝑛)
p𝑥ℎ  
            𝑖𝑓 µ(𝑥𝑚,𝑛) ≥ p𝑥ℎ
                 (4) 
where 𝜎𝑚𝑖𝑛  is the standard deviation of the fuzzified image, 
µ(𝑥𝑚,𝑛) and p𝑥ℎ is the highest image peak to regularize image 
values as described in Method A earlier. This amplification 
constant proposed in this paper is used to describe new image 
contrast.  
The contrast of the image can be found using different methods 
such as Root Mean Square (RMS) [42], Michelson contrast or 
Weber method [43].  As described in [41, 44], Method B2 
outlines how new contrast of the image shall be calculated using 
the output form method B1. Method B2 is followed close as that 
in [44]. 
 
Method B2: Calculating Modified Contrast and New 
Membership Value 
 
1. Extract gradient edge information in each 𝐽 𝑥 𝐾 block 
using Laplace of Gaussian (LoG) or Sobel operator. 
Selection of the edge operator is based on the 
application and nature of the image. For our application, 
Sobel operator was used to find edge value of the image 
in fuzzy domain δμ(xmn). Mean edge value, E̅ , can be 
calculated using a moving window, 𝑊𝑚,𝑛 , using the 
formula: 
2. E̅ (µ𝑥𝑚𝑛) =
∑ δµ(x𝑚𝑛)×𝑚,𝑛 Є 𝑊𝑚,𝑛 µ𝑥𝑚𝑛
∑δµ(x𝑚𝑛)
 
3. Evaluate the RMS contrast, 𝐶 , related to the 
membership value µ𝑥𝑚𝑛using the following formula 
4. 𝐶 = √
1
𝑛𝑚
  ∑ ∑ (µ𝑊𝑚𝑛 − 𝐸(
̅̅ ̅µ𝑥𝑚𝑛))
2𝑚−1
𝑗=0
𝑛−1
𝑖=0   
5. Based on our amplification constant,  λm,n , calculate 
modified contrast value: 
6. The new contrast is 𝐶′𝑚,𝑛 = (𝐶𝑚,𝑛)
λm,n 
7. Finally calculate modified membership value µ′𝑚𝑛  as: 
µ′mn
 
=
{
 
 
 
 ?̅?𝑚𝑛 ×
(1 − 𝐶′𝑚𝑛)
(1 + 𝐶′𝑚𝑛)
      𝑖𝑓 µ𝑚𝑛 ≤ 𝐸𝑚𝑛
?̅?𝑚𝑛  ×  
(1 + 𝐶′𝑚𝑛)
(1 − 𝐶′𝑚𝑛)
      𝑖𝑓 µ𝑚𝑛 > 𝐸𝑚𝑛
 
 
 
C. Defuzzification of Membership value to Gray Levels 
Now that the contrast of fuzzified image has been modified, 
the image must be transformed back to gray level values. The 
transformation of the enhanced fuzzified image, µ′𝑋 , can be 
done using the method proposed by Cheng et al.  [41] for S 
function based enhancements:  
 
𝐿′𝑚,𝑛 =
{
  
 
  
 
         𝐿𝑚,𝑛  𝑖𝑓 µ𝑚𝑛 = 0
 𝐿𝑚𝑖𝑛 + 
(𝐿𝑚𝑎𝑥−𝐿𝑚𝑖𝑛)(µ
 
mn (b−a)(c−a))
0.5
𝑐−𝑎
 𝑖𝑓 0 < µ𝑚𝑛 <
𝑏−𝑎
𝑐−𝑎
 𝐿𝑚𝑖𝑛 + 
(𝐿𝑚𝑎𝑥−𝐿𝑚𝑖𝑛)((1−µmn
′) (c−b)(c−a))
0.5
𝑐−𝑎
𝑖𝑓 
𝑏−𝑎
𝑐−𝑎
< µ𝑚𝑛 < 1
𝐿𝑚,𝑛  𝑖𝑓 µ𝑚𝑛 = 1  
 (5)  
where L'm,n in equation 5 holds the enhanced image after 
modification and defuzzification stage. The results of 
defuzzification differ from that of [41] because of our proposed 
method of contrast enhancement. 
IV. EXPERIMENT AND DISCUSSION 
The experimental results from the UCF Crowd database [3] 
is presented in this section. We demonstrated the performance 
of the developed algorithm compared with other existing fuzzy 
and non-fuzzy gray-scale enhancement techniques. It must be 
noted that the nature of database used for enhancement is of 
special nature and hence a need for a novel approach for image 
enhancement has been addressed in our work. As we mentioned 
earlier, the indirect image enhancement methods only stretch 
the intensity distribution globally or the performance of local 
method for contrast enhancement is not effective. The images 
from this dataset contain perspective distortion and viewpoint 
invariance as well as many underexposed and overexposed 
regions. Hence, these images are used for enhancement test 
analysis.  
In order to demonstrate the performance of the proposed 
method, we compared qualitatively and quantitatively the 
experimental results of the proposed approach with other state 
of the art  methods namely  Histogram Equalization, Local 
Laplacian Filters (LLF) [11], Multilevel fuzzy Enhancement 
(FGMT)  [1] and Edge-aware Filters [12] . The enhanced image 
is analyzed in terms of its qualitative and quantitative analysis 
such as Contrast Improvement Index (CII), Quality Index (QI), 
Entropy, Luminance Distortion (LD), Gradient Average and 
other measures suggested in a recent study for contrast 
enhancement validation  [45]. The proposed method has been 
implemented on Intel Core i5 CPU 2GHz using Matlab 
R2013b.  
A. Qualitative evaluation 
In our method, each block of the image is studied at different 
levels and enhanced as per the information contained in the 
block. To clarify the enhancement result proposed by our 
technique, in this section we present a visual comparison of 
different techniques with ours. Fig 3 shows the original image 
(Fig 3(a)). The result of the well-known Histogram 
Equalization. FGMT method [46] and our proposed method is 
shown in Fig. 3(b), 3(c) and 3(d) respectively. 
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The dynamic range histogram of Fig. 3 are shown in Fig 4(a), 
Fig 4(b), Fig 4(c) and Fig 4(d), subsequently. The result of 
Histogram Equalization is over-enhanced and the details of the 
image are not clear, as shown in Fig 3(b). Likewise, the analysis 
of the dynamic range of HE results shows that the gray values 
get compressed and hence the loss of features of the image 
occurs. Fig 4(d) illustrates that our proposed method enhances 
contrast in a more dynamic way; the contrast is evenly spread 
and the gray values are not skipped or clustered, unlike the result 
in 4(b). 
To further illustrate and compare our results, Fig 5 shows 
some of the original images from the UCF Crowd dataset [3] 
and the result of enhancement with different methods. The 
results of the proposed method in Fig 5(e), first row show that 
the proposed methods resulted in crowd head positions being 
more sharp. Also, in the shadow region, the proposed method 
enhances the crowd heads. Second row of Fig 5(e) clarifies how 
the crowd in the depth is also easy to localize. The results of 
Edge-aware Filters [12] in 5(c) displays the distant crowd as 
smudged and the crispness of facial features is reduced. This 
compromises the objective we wish to achieve. As shown in Fig 
5(d), the LLF[11] technique results in overexposure of the 
crowd close to camera while that in the distant has a noise like 
effect as a result of enhancement. However, in some images, 
such as shown in Fig 5(d) third row, the details distant from the 
camera are well enhanced. The visual analysis presented in the 
Fig 3 to 5 is supported by quantitative analysis in the next sub-
section. 
B. Quantitative analysis 
In addition to the visual analysis, statistical accuracy 
measures are analyzed for better comparison among the 
proposed and state-of-the-art methods. These measures are 
Absolute Mean Brightness Error (AMBE), Luminance 
Distortion (LD), Peak Signal to Noise Ratio (PSNR), Contrast 
Improvement Index (CII) and entropy. These image quality 
measures are chosen for their popularity and recommendation 
in literature for image quality analysis [36, 45].  
LD considers the correlation of mean luminance between 
the enhanced and the original images and is in the range [0 1]. 
The mean luminance of the enhanced image is almost similar to 
the original image if the LD approaches 1. This value suggests 
that X̅  ≈  Y̅, the brightness is preserved as X̅ and Y̅  are gray 
values for original and modified images. LD can be found using 
𝐿𝐷 =
2(X̅ x Y̅)
X̅2+ Y2̅̅ ̅̅
    (6) 
Since the details of the image also need to be maintained, 
so the entropy is used to measure the capability of detail 
preservation. Similarly, the PSNR must not decrease from that 
in original image. a higher PSNR value shows absence of noise 
and over-enhancement. Contrast Improvement Index (CII) 
defined as: 
CII =
𝐶𝑃𝑟𝑜𝑝𝑜𝑠𝑒𝑑
𝐶𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙
    (7) 
where 𝐶𝑃𝑟𝑜𝑝𝑜𝑠𝑒𝑑  and 𝐶𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 are the average values of the 
local contrast in the output and original images, respectively. 
The greater value of CII indicates that the given image quality 
is better. Similarly the measure of quality index (QI) [47] can 
be found as  
𝑄𝐼 =  
4 𝜎𝑥𝑦 𝑥 𝑦̅̅ ̅̅̅
(𝜎𝑥
2+𝜎𝑦
2)[(?̅?2̇)+(?̅?2)]
   (8) 
 
 
(a) (b) 
 
(c) 
 
(d) 
 
Fig 3 (a) original image in UCF Crowd dataset, (b) enhanced image using 
Histogram Equalization (c) result using method in [46] (d) enhancement 
result using our proposed method 
 
 
Fig 4 The histogram of an original image from UCF Crowd dataset [3] is 
shown in 4(a). The effect on the dynamic range after it was enhanced using 
Histogram Equalization 4(b). The result of FGMT technique [46] shows a 
poor contrast of the image. This also hints to why locating the crowd heads 
and distinguishing objects in image from humans becomes more difficult. 
Dynamic range of the image after enhancement using our proposed method 
is shown in Fig 4(d) 
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(a) (b) (c) (d) (e) 
Figure 5: Comparison of enhancement results for some crowd images from the dataset are shown in a, b, c d and e: Original images are shown in 5(a). Enhanced image result using state-of-the-art technique Histogram 
Equalization (HE) [48] is shown in 5(b) . Crowd image enhancement result by [12] and [11] are shown in 5(c) and 5(d), respectively. The result of our proposed enhancement technique is presented in 5(e). Row 1 of 5(e) 
illustrates the effect of shadow minimized and the crowd can be more clearly seen. Row 2 (5e) shows how our result enhanced the region where the dense crowd is sitting at a higher aisle. Other methods either result in 
very high brightness (5b) or blurring of the dense crowds in higher aisles. Row 3 (5e) shows how the result enhances crowd regions in very deep field of view, whereas other methods overexpose (5b) or underexpose the 
crowd in far distance (5c). 
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 Table 1  Exposure Level comparison of different levels from 10 random images of UCF-CC Dataset  
Test 
Image 
Methods 
Original Histogram 
Equalization[48] 
FGMT [46] Edge-aware Filters 
[12] 
LLF [11] Proposed 
Average 
Gradient 
Entropy Average 
Gradient 
Entropy Average 
Gradient 
Entropy Average 
Gradient 
Entropy Average 
Gradient 
Entropy Average 
Gradient 
Entropy 
1 18.10 7.86 18.59 5.99 14.75 7.81 13.97 7.82 11.24 7.59 18.79 7.86 
2 24.81 7.94 26.12 5.99 17.83 6.10 19.35 7.86 14.14 7.91 25.64 7.94 
3 18.51 7.74 23.40 5.98 19.20 7.81 12.90 7.60 10.41 7.81 19.72 7.80 
4 9.53 7.62 11.02 5.95 9.63 7.82 5.65 7.53 8.12 7.45 11.16 7.64 
5 9.57 7.33 12.54 5.92 7.14 7.24 6.32 7.28 7.45 6.95 10.50 7.31 
6 8.57 7.05 13.64 5.93 6.04 6.96 5.00 6.89 7.17 6.73 9.26 7.03 
7 12.25 7.53 13.55 5.95 11.09 7.51 8.41 7.49 9.11 7.16 13.65 7.42 
8 17.04 7.84 20.69 5.99 18.15 7.89 11.46 7.73 10.17 7.84 19.39 7.83 
9 17.31 7.80 22.66 5.98 19.98 7.91 11.71 7.67 11.58 7.83 22.81 7.82 
10 22.35 7.76 23.80 5.95 23.13 7.78 16.67 7.71 12.30 7.68 23.18 7.78 
 
 
In equation 8, x, y are average values of compared images and 
𝜎 represents the standard deviation among the two measures. 
Fig 6 shows CII and QI comparisons of the proposed method 
and that of Histogram Equalization of the randomly selected 
images previously analyses in Table 1. CII and QI indexes of 
the proposed method are higher than those of HE. This 
represents that the enhanced image has improved image 
contrast and quality. 
The results obtained for enhancement of UCF dataset [3] are 
catalogued in Table 1. Our proposed method, in most images, 
enhances the crowd regions which are distant to the camera and 
less illuminated. Table 1 shows average gradient and entropy 
information of the 10 random images from UCF dataset. A 
higher average gradient of an image signifies that the enhanced  
image contains more gray levels and a higher image definition 
[49]. A higher Entropy suggests the enhanced image contains 
more information. To analyse how image information is 
preserved and how the gradient is improved, refer to Table 1. 
The values in bold show which images improved the average 
gradient to highest. The bold entropy values show the closest 
entropy to the original image, which shows the image 
information is preserved. A higher average gradient value 
reflects image quality improvement which is a measure of 
higher range an image has. Image entropy, on the other hand, 
represents the amount of information in an image [50]. For 
improvement in dense crowd images, both measures need to be 
high. That would represent higher image gray levels and 
information. In other cases, image quality is compromised. To 
analyse these results visually, Fig 7. shows some of the results. 
Table 2 shows the average result of the dataset and 
compares different methods. It indicates that the proposed 
method has a good performance in terms of small AMBE, and 
a high QI, CII, PSNR and LD. Our method has a good 
performance in terms of securing image entropy; a measure of 
image information. Also, the gradients of the image are not 
compromised and they remain same or higher, in cases the 
boundaries of the crowd get enhanced. CII and QI indexes 
present a high value hence confirms an improved image 
contrast and quality. Table 1 illustrates that while our method 
successfully keeps image information, entropy, high, it does not 
always have a high average gradient as compared to Histogram 
Equalization. Albeit a higher average gradient, the HE method 
does not always result in a desired enhancement of the crowd 
image. The images are overexposed the detail of crowd heads 
or faces is lost. Therefore, the current methods are not suitable 
 
 
Fig 6: Comparison of 10 random images’ average Contrast Improvement 
Index (CII) and Quality Index (QI) values based on proposed and 
Histogram Equalization method [48] 
Table 2 Comparison of average quantitative enhancement 
results of Images from UCF Dataset using different techniques 
Method 
Result Evaluation Measures 
LD PSNR  Entropy AMBE QI CII 
Original Image - - 7.57 - - - 
Histogram 
Equalization 
0.06 13.28 5.97 3.23 0.82 0.86 
FGMT [46] 0.92 0.00 7.60 4.06 0.96 0.99 
LLF [11] 0.97 0.45 7.46 12.80 0.87 0.89 
Edge-aware Filter [12] 0.98 -0.12 7.5 12.3 0.93 1.06 
Proposed Method 0.97 0. 5 7.63 4.34 0.90 0.96 
0
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for image enhancement with the purpose of obtaining a good 
distinction among objects and humans in darker or over 
illuminated dense crowd scenarios. This is because perspective 
distortion and complex scenario details are generally not 
considered during image enhancement in these methods. In 
some images, such as those with outdoor scenario and dense 
crowd, where the people have a high global illumination, our 
results experiences noise. In such cases, the future work can 
integrate a more effective global measure to remove such 
problems and include diverse range of images, to increase the 
scope. Also, a more inclusive image quality measures can be 
explored which can better distinguish image enhancements. 
V. CONCLUSION 
In this paper, multi-scale-entropy information is used to 
enhance images using fuzzy logic. The images are mapped from 
spatial to fuzzy domain and enhanced with more adaptive and 
robust variables. This proposed algorithm can overcome the 
challenges of present image enhancement techniques against 
special case of dissimilar pattern across the image, such as 
dense crowd images where crowd is near or far from camera. 
Our approach used multi-scale local entropy information to 
enhance dense crowd images using fuzzy logic techniques. 
Consequently, the objective of enhancement is achieved 
regardless of the presence of several challenges such as varying 
illumination, perspective distortion and complex scenarios.  
 
ACKNOWLEDGMENT 
The authors are grateful to the editor and the three 
anonymous referees for their valuable comments and 
suggestions. This research was funded by the Ministry of 
Higher Education Malaysia through Fundamental Research 
Grant Scheme (FRGS) and managed by Universiti Teknologi 
Malaysia under Vot No. Q.J130000.2508.13H91. 
 
 
REFERENCES 
 
[1] Hasikin, K. and N.A.M. Isa. Enhancement of the low contrast 
image using fuzzy set theory. in Computer Modelling and 
Simulation (UKSim), 2012 UKSim 14th International 
Conference on. 2012. IEEE. 
[2] Tang, J., X. Liu, and Q. Sun, A direct image contrast enhancement 
algorithm in the wavelet domain for screening mammograms. 
IEEE Journal of Selected Topics in Signal Processing, 2009. 3(1): 
p. 74-80. 
[3] Haroon Idrees, I.S., Seibert Cody, Mubarak Shah Multi-source 
Multi-scale Counting in Extremely Dense Crowd Images. in 
Conference on Computer Vision and Pattern Recognition. 2013. 
[4] Cheng, H., M. Xue, and X. Shi, Contrast enhancement based on 
a novel homogeneity measurement. Pattern Recognition, 2003. 
36(11): p. 2687-2697. 
[5] Cheng, H.-D. and H. Xu, A novel fuzzy logic approach to contrast 
enhancement. Pattern Recognition, 2000. 33(5): p. 809-819. 
[6] Beghdadi, A. and A. Le Negrate, Contrast enhancement 
technique based on local detection of edges. Computer Vision, 
Graphics, and Image Processing, 1989. 46(2): p. 162-174. 
   
   
   
(a) (b) (c) 
Fig 7. Visual results of some of the test images from Table 1. The first row shows original images. Second row shows the result of HE. Result of the proposed 
method is shown in the third row. Fig 7(a) shows visual result when the proposed method achieves highest average gradient and entropy. 7(b)., row 2, illustrates 
the result where HE achieves better average gradient but lower entropy as compared to our method in row 3. In Fig 7(c) row 2 HE has lower average gradient 
but higher entropy as compared to the proposed method. 
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
[7] Greenspan, H., C.H. Anderson, and S. Akber, Image 
enhancement by nonlinear extrapolation in frequency space. 
IEEE Transactions on Image Processing, 2000. 9(6): p. 1035-
1048. 
[8] Agaian, S.S., K. Panetta, and A.M. Grigoryan, Transform-based 
image enhancement algorithms with performance measure. IEEE 
Transactions on Image Processing, 2001. 10(3): p. 367-382. 
[9] Hanmandlu, M. and D. Jha, An optimal fuzzy system for color 
image enhancement. IEEE Transactions on image processing, 
2006. 15(10): p. 2956-2966. 
[10] Hua, M., et al. Edge-aware gradient domain optimization 
framework for image filtering by local propagation. in 
Proceedings of the IEEE Conference on Computer Vision and 
Pattern Recognition. 2014. 
[11] Paris, S., S.W. Hasinoff, and J. Kautz, Local Laplacian filters: 
Edge-aware image processing with a Laplacian pyramid. ACM 
Trans. Graph., 2011. 30(4): p. 68. 
[12] Gastal, E.S. and M.M. Oliveira. Domain transform for edge-
aware image and video processing. in ACM Transactions on 
Graphics (ToG). 2011. ACM. 
[13] Huang, S.-C., F.-C. Cheng, and Y.-S. Chiu, Efficient contrast 
enhancement using adaptive gamma correction with weighting 
distribution. IEEE Transactions on Image Processing, 2013. 
22(3): p. 1032-1041. 
[14] Kaur, M., J. Kaur, and J. Kaur, Survey of contrast enhancement 
techniques based on histogram equalization. IJACSA) 
International Journal of Advanced Computer Science and 
Applications, 2011. 2(7). 
[15] Singh, G. and A. Mittal, Various Image Enhancement 
Techniques-A Critical Review. International Journal of 
Innovation and Scientific Research, 2014. 10(2): p. 267-274. 
[16] Ooi, C.H., N.S.P. Kong, and H. Ibrahim, Bi-histogram 
equalization with a plateau limit for digital image enhancement. 
IEEE Transactions on Consumer Electronics, 2009. 55(4): p. 
2072-2080. 
[17] Ooi, C.H. and N.A.M. Isa, Quadrants dynamic histogram 
equalization for contrast enhancement. IEEE Transactions on 
Consumer Electronics, 2010. 56(4): p. 2552-2559. 
[18] Ibrahim, H. and N.S.P. Kong, Brightness preserving dynamic 
histogram equalization for image contrast enhancement. IEEE 
Transactions on Consumer Electronics, 2007. 53(4): p. 1752-
1758. 
[19] Jenifer, S., S. Parasuraman, and A. Kadirvelu, Contrast 
enhancement and brightness preserving of digital mammograms 
using fuzzy clipped contrast-limited adaptive histogram 
equalization algorithm. Applied Soft Computing, 2016. 42: p. 
167-177. 
[20] Fu, X., et al., Remote sensing image enhancement using 
regularized-histogram equalization and DCT. IEEE Geoscience 
and Remote Sensing Letters, 2015. 12(11): p. 2301-2305. 
[21] Kim, T.K., J.K. Paik, and B.S. Kang, Contrast enhancement 
system using spatially adaptive histogram equalization with 
temporal filtering. IEEE Transactions on Consumer Electronics, 
1998. 44(1): p. 82-87. 
[22] Celik, T., Spatial entropy-based global and local image contrast 
enhancement. IEEE Transactions on Image Processing, 2014. 
23(12): p. 5298-5308. 
[23] Sharifara, A., M.S.M. Rahim, and M. Bashardoost. A novel 
approach to enhance robustness in digital image watermarking 
using multiple bit-planes of intermediate significant bits. in 
Informatics and Creative Multimedia (ICICM), 2013 
International Conference on. 2013. IEEE. 
[24] Pal, S.K. and R. King, Image enhancement using smoothing with 
fuzzy sets. IEEE TRANS. SYS., MAN, AND CYBER., 1981. 
11(7): p. 494-500. 
[25] Puniani, S. and S. Arora, Improved Fuzzy Image Enhancement 
Using L* a* b* Color Space and Edge Preservation, in Intelligent 
Systems Technologies and Applications. 2016, Springer. p. 459-
469. 
[26] Huang, L.-K. and M.-J.J. Wang, Image thresholding by 
minimizing the measures of fuzziness. Pattern recognition, 1995. 
28(1): p. 41-51. 
[27] Kaur, T. and R.K. Sidhu, Performance Evaluation of Fuzzy and 
Histogram Based Color Image Enhancement. Procedia Computer 
Science, 2015. 58: p. 470-477. 
[28] Cheng, H.-D. and J.-R. Chen, Automatically determine the 
membership function based on the maximum entropy principle. 
Information Sciences, 1997. 96(3-4): p. 163-182. 
[29] Vlachos, I.K. and G.D. Sergiadis, Parametric indices of fuzziness 
for automated image enhancement. Fuzzy sets and systems, 2006. 
157(8): p. 1126-1138. 
[30] Vlachos, I.K. and G.D. Sergiadis, Intuitionistic fuzzy 
information–applications to pattern recognition. Pattern 
Recognition Letters, 2007. 28(2): p. 197-206. 
[31] Hanmandlu, M., et al., A novel optimal fuzzy system for color 
image enhancement using bacterial foraging. IEEE Transactions 
on Instrumentation and Measurement, 2009. 58(8): p. 2867-2879. 
[32] Wei, L.-Y., et al., High dynamic range image hallucination. 2013, 
Google Patents. 
[33] Li, G., Y. Tong, and X. Xiao, Adaptive fuzzy enhancement 
algorithm of surface image based on local discrimination via grey 
entropy. Procedia Engineering, 2011. 15: p. 1590-1594. 
[34] Pan, R. and X. Meng. A method of local enhancement based on 
fuzzy set theory. in Intelligent Control and Automation, 2000. 
Proceedings of the 3rd World Congress on. 2000. IEEE. 
[35] Vorobel, R. and O. Berehulyak. Gray image contrast 
enhancement by optimal fuzzy transformation. in International 
Conference on Artificial Intelligence and Soft Computing. 2006. 
Springer. 
[36] Hasikin, K. and N.A.M. Isa, Adaptive fuzzy contrast factor 
enhancement technique for low contrast and nonuniform 
illumination images. Signal, Image and Video Processing, 2014. 
8(8): p. 1591-1603. 
[37] Ghani, A.S.A., R.S.N.A.R. Aris, and M.L.M. Zain, Unsupervised 
Contrast Correction for Underwater Image Quality Enhancement 
through Integrated-Intensity Stretched-Rayleigh Histograms. 
Journal of Telecommunication, Electronic and Computer 
Engineering (JTEC), 2016. 8(3): p. 1-7. 
[38] Bezdek, J.C., et al., Fuzzy Models and Algorithms for Pattern 
Recognition and Image Processing. 1999: Kluwer Academic 
Publishers. 792. 
[39] Zadeh, L.A., A fuzzy-algorithmic approach to the definition of 
complex or imprecise concepts. International Journal of Man-
machine studies, 1976. 8(3): p. 249-291. 
[40] Pal, S.K. and D.K. Dutta-Majumder, Fuzzy mathematical 
approach to pattern recognition. 1986: Halsted Press. 
[41] Cheng, H.-D., et al., Novel contrast enhancement approach based 
on fuzzy homogeneity. Optical Engineering, 2007. 46(4): p. 
047002-047002-9. 
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
[42] Peli, E., Contrast in complex images. JOSA A, 1990. 7(10): p. 
2032-2040. 
[43] Whittle, P., The psychophysics of contrast brightness. Lightness, 
Brightness, and Transparency. 1994, Hillsdale, NJ: Lawrence 
Erlbaum Associates.: A. L. Gilchrist (Ed.), . 
[44] Cheng, H.D. and H. Xu, A novel fuzzy logic approach to contrast 
enhancement. Pattern Recognition, 2000. 33(5): p. 809-819. 
[45] Jaya, V. and R. Gopikakumari, IEM: a new image enhancement 
metric for contrast and sharpness measurements. International 
Journal of Computer Applications, 2013. 79(9). 
[46] Sarkar, S., et al. A fuzzy entropy based multi-level image 
thresholding using differential evolution. in International 
Conference on Swarm, Evolutionary, and Memetic Computing. 
2014. Springer. 
[47] Zhou, W. and A.C. Bovik, A universal image quality index. IEEE 
Signal Processing Letters, 2002. 9(3): p. 81-84. 
[48] Gonzalez, R.C. and R.E. Woods, Book on “Digital Image 
Processing”. 2005, Prentice-Hall of India Pvt. Ltd. 
[49] Jia, Y., et al., Proceedings of the 2015 Chinese Intelligent 
Systems Conference. Vol. 1. 2015: Springer. 
[50] Lv, X., et al. Apple Nighttime Images Enhancement Algorithm 
for Harvesting Robot. in Proceedings of the 2015 Chinese 
Intelligent Systems Conference. 2016. Springer. 
 
. 
 
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
Author Biography for paper: Multi Scale Entropy Based Adaptive Fuzzy Contrast Image Enhancement 
for Crowd Images 
  
Author 1: 
(Corresponding) 
 
 Huma Chaudhry is a PhD student at University Technology 
Malaysia (UTM), and is a member of research group ViCube at 
UTM. She completed her Masters in Electrical Engineering in 
Telecommunication Engineering at UTM and during this time, 
she gained interest in Image Processing. She was also appointed 
as an exchange research scholar for video processing based 
European Project, AniAge, at CRIL, France. Her graduation is a Bachelors in 
Information and Communication Systems Engineering from SEECS, NUST, 
Pakistan. Her research interests are image and video processing, signal 
analysis, social entrepreneurship through ICT, and gardening. 
E-mail: chuma2@live.utm.my, huma.bicse@gmail.com 
 
Author 2: 
 
Mohd Shafry Mohd Rahim, received M.Sc degree in Computer 
Scinence from University Technology Malaysia (UTM) in 2002 
and Ph.D in computer Science from University Putra Malaysia 
(UPM). Presently, he is an associate prof. in Faculty of 
Computing University Technology Malaysia and Head of 
Research Group, UTM ViCubeLab, K‑Economy Research Alliance. He is also 
a member of Centre of Excellence, UTM-IRDA Digital Media Centre 
(MaGICX). His research interests are computer graphics, visualization, 
spatial modeling, image processing, and geographical information systems. 
E-mail: shafry@fc.utm.my 
 
Author 3: 
 
Asma Khalid,  is working as an Assistant Professor at Center 
for Mathematics and Statistical Science, at Lahore School of 
Economics, Pakistan. Her area of interest is Decision 
Modeling, Fuzzy Preference aggregation, Optimization 
Problems and Image Processing. She is also serving as a 
reviewer for some reputable international journals. 
E-mail: asmak@lahoreschool.edu.pk  
 
Author Biographies Click here to download Author Biographies biography.docx 
