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Abstract
In the system we study, 1’s and 0’s are a contact process with births at rate λ and
deaths at rate 1. −1’s are sterile individuals that do reproduce but appear sponta-
neously on vacant sites at rate α and die at rate θα. We show that the system (which
is attractive but has no dual) dies out at the critical value and has a nontrivial sta-
tionary distribution when it is supercritical. Our most interesting results concern the
asymptotics when α→ 0 . In this regime the process resembles the contact process in
a random environment.
1 Introduction
The sterile insect control strategy is based on releasing overwhelming numbers of sterile
male insects into the wild. The sterile males compete with normal males to mate with the
females. Females that mate with a sterile male produce no offspring, thus reducing the next
generation’s population. Sterile insects are not self-replicating and, therefore, cannot become
established in the environment. Repeated release of sterile males when the population density
is low can further reduce and in some cases eliminate pest populations. The technique has
successfully been used to eradicate the screw-worm fly from North and Central America, the
Mediterranean fruit fly and the Mexican fruit fly.
Here, we will construct a simple spatial model for this system. Rather than have male
and female flies, the normal and sterile flies will compete for space, which we model as the
d-dimensional integer lattice Zd. The state of the process ξt : Z
d → {1, 0,−1}, where state 1
= normal fly, 0 = empty site, and −1 = sterile fly. We use this ordering of states so that the
system will be attractive. The 1’s and 0’s are an ordinary contact process. −1’s are sterile
individuals that do reproduce but appear spontaneously on vacant sites at rate α and die at
rate θα. Thus, if n1 is the number of nearest neighbors occupied by 1’s
0→ 1 at rate λn1
1→ 0 at rate 1
0→ −1 at rate α
−1→ 0 at rate θα
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Remenik [13] has earlier considered a very similar model. In his system ηt : Z
d → {1, 0,−1},
where 1 = occupied, 0 = vacant, and −1 = uninhabitable. His rates use different notation
(βf1 instead of λn1, and δ instead of θ) but the major difference is that the third line above
is changed to
1, 0→ −1 at rate α
This may look like a minor change, but it greatly simplifies the analysis of the process.
As Remenik says in his introduction, “This version is simpler than the alternative in which
only 0’s can turn into −1’s (mainly because our process satisfies a self-duality relationship).”
To explain this, we construct Remenik’s process in Section 2 from a graphical representation,
which allows us to define a dual process. Our process ξt can be constructed on that structure
so that if we have ξ0 ≥ η0 then ξt ≥ ηt for all t. We can also construct the contact process ζt
on the same space with the other two processes so that if ζ0 ≥ ξ0 then ζt ≥ ξt for all t ≥ 0.
Hence we have the following
Theorem 1. If Remenik’s process ηt survives then our process ξt does. If the ordinary
contact process ζt dies out then ξt does.
Combining this observation with Theorem 1 in Remenik’s paper [13] gives information
about the phase diagram drawn in Figure 1. To explain the left hand side of the picture,
we note that in Remenik’s model sites transition to −1 at rate α independent of whether
the state is 1 or 0, and back to 0 at rate αθ, so the fraction of time spent in state −1 is
1/(1+ θ). The intervals in which a site is in state −1 are exponential with rate αθ. If in the
complement of the union of these intervals there are no infinite paths that go up and jump
to nearest neighbors then the system will die out for all λ. This occurs for small θ.
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Figure 1: Phase diagram when α = 1. λRem is the critical value for Remenik’s model, while
λcon is the critical value for the ordinary contact process.
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Let ξ0t be the process starting with a single 1 at the origin, and let χ
0
t denote the set of
1’s in the process. For fixed α and θ let
λc(α, θ) = inf{λ : P (χ0t 6= ∅ for all t) > 0}
Using the Bezuidenhout-Grimmett argument, as described in Liggett’s book [11], it is straight-
forward to show
Theorem 2. When λ = λc(α, θ), ξt dies out. When λ > λc(α, θ) there is a nontrivial
stationary distribution ξ1∞, which is the limiting distribution of the process ξt starting from
all 1’s.
Since our process is attractive, if we let ξ1t be the process starting from all 1’s then ξ
1
t
converges to a limit that we call ξ1∞. However, our process does not have a dual so we need
to show that ξ1∞ is nontrivial for λ > λc, the critical value for survival starting from a single
occupied site.
Remenik proved this conclusion for his model. Since his process has a dual, a corollary
of the proof of Theorem 2 is the complete convergence theorem. We will state his result in
the next section after we have described the graphical representation.
Results for small α
The proofs of Theorems 1 and 2 are fairly routine. Things become more interesting when
we study the behavior when α is small, i.e., to a first approximation the system is a contact
process in a random environment where −1’s are obstacles that block the birth of 1’s. How-
ever, over longer time scales the −1’s flip so the situation is different from the models of the
contact process in a static random environment that have been studied earlier. Our initial
goal was to find the asymptotics for the critical value when α→ 0. As you will see that has
turned out to be a very challenging problem.
If there are no 1’s then the 0’s and −1’s equilibrate to a product measure in which the
density of 0’s is p = θ/(1+θ). Thus, if we start with a finite number of 1’s andK is large then
after timeK/α the sites far away from the initial condition will be close to a product measure
of 0’s at density p and −1’s at density 1− p. It is natural to guess that if the 0’s percolate
in this product measure then the 1’s can survive for small α. The next result confirms this.
To make the percolation arguments simpler, we consider only the two-dimensional case.
Let psitec (Z
d) denote the critical value of the site percolation in Zd and λcon(Z) be the
critical value for the contact process on Z.
Theorem 3. In d = 2 if θ/(1+ θ) > psitec (Z
2) and λ > λcon(Z) then our process survives for
small α.
The assumption that λ > λcon(Z) is sufficient because our block construction we use crossings
of boxes by paths of 0’s to create a net of paths consisting of sites not in state −1.
In the other direction one might hope to prove the following
Naive Conjecture. If θ/(1+ θ) < psitec (Z
2) then for any fixed λ the contact process will die
out for small α.
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If the random environment was static this would be easy. The contact process evolving on a
finite cluster will quickly die out. However, the flipping of sites from −1 to 0 will allow the
process to move between different finite clusters.
The next result shows that this guess is correct in d = 1 where psitec (Z) = 1.
Theorem 4. In d = 1 if λ and θ are fixed then the process dies out for small α.
The idea behind the proof, which is a block construction, can best be conveyed by drawing
a picture, see Figure 2.
−2K −K 0 K 2K
0
T = (t0 + β)/α
3T
vacant
Figure 2: Picture of the block construction in d = 1. Dark lines are locations of −1 barriers.
By monotonicity, we can suppose that the system starts in the all 1’s state at time 0.
There are three steps
• When an occupied site becomes vacant, there is a small chance of it changing to −1.
When this happens the site will stay in state −1 for time O(1/θα). If t0 is large enough,
then at time t0/α we have space divided into small intervals by −1’s. To avoid having
−1’s turn into 0’s we employ only −1’s that will not turn back to 0 within time β/α.
• Once [−2K, 2K] is broken into a large number of small pieces by −1’s, results for the
contact process on a finite interval imply that all the 1’s in [−2K, 2K] will die in time
β/α.
• To kill off the process using a block construction we want to have [−K,K] remain
vacant during time [T, 3T ] where T = (t0 + ε)/α. In d = 1 it is enough to build two
walls to protect the region. Using a comparison with oriented percolation, the vacant
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regions combine to make strips of width 2K in which there are no ones.See Figure 4
in Section 5 for a picture. One strip tends to −∞ and another one to ∞.
A major problem that prevents us from proving a converse to Theorem 3 is that when
1’s are present the density of −1’s that we can guarantee is much smaller than 1/(1 + θ).
which is the density we can guarantee when there are only −1’s and 0’s. In two dimensions
our model has the following rates
1→ 0 at rate 1 0→ −1 at rate α
0→ 1 at rate ≤ 4λ −1→ 0 at rate θα
Turning the ≤ 4λ into = 4λ we have a three state birth and death process in which the
equilibrium frequencies are
π(1) =
4λθ
1 + θ + 4λθ
, π(0) =
θ
1 + θ + 4λθ
, π(−1) = 1
1 + θ + 4λθ
.
Theorem 5. In d = 2 there exists a constant p0 so that if 1− π(−1) < p0 then our process
dies out for small α.
The proof again uses a block construction argument. The ideas are similar to the proof
of Theorem 4 but some of the details are much different.
• Again we wait time t0/α for −1’s to produce giant component. To avoid having −1’s
turn into 0’s we employ only −1’s that will not turn back to 0 within time β/α.
• If the giant component is sufficiently dense, results for the contact process on a finite
set imply that all the 1’s in [−2K, 2K] will die in time β/α.
• In d = 1 it was sufficient to have a single long-lived −1 to prevent the vacant region we
create before time T from being reinvaded during [T, 3T ]. To prevent reinvasion, we
make the vacant region that we create so large that it is very unlikely for individuals
outside [−2K, 2K]2 to reach [−K,K]2 in time 2T .
• In d = 1 a comparison with oriented percolation creates dead zones that guarantee
that the process dies outIn d = 2 we need a more sophistical argument invented by
Cox, Durrett, and Perkins [3].
The remainder of the paper is devoted to proofs. In Section 2 we describe the graphical
representation of Remenik’s model, describe the resulting duality, and prove Theorem 1. In
Section 3, 4, 5, and 6 we prove Theorems 2, 3, 4, and 5.
2 Graphical representation
The graphical representation allows us to construct our process from a collection of inde-
pendent Poisson processes in a way that processes with different parameters can be coupled
together through their graphical representations. It is a very useful tool in the study of
interacting particle systems. For details the reader is referred to Section III.6 of [11]. We
state our construction as following:
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• For each ordered pair (x, y) of nearest neighbors in Zd, let {T x,yn , n ≥ 1} be a Poisson
process with rate λ. At each arrival we draw an arrow from x to y to indicate that y
will change to 1 if x is in state 1 and y is state 0.
• For every x, let {T xn , n ≥ 1} be a Poisson process with rate 1. At each arrival we write
a •1 to indicate that a 1 at the site will turn to 0.
• For every x, let {T α,xn , n ≥ 1} be a Poisson process with rate α. At each arrival we
place a •−1 symbol to indicate that the site will become −1 if the current state is 0.
• For every x, let {T θ,xn , n ≥ 1} be a Poisson process with rate αθ. At each arrival we
place a ∗−1 symbol to indicate that if the state is −1 it will return to state 0.
The same graphical representation can be used to construct Remenik’s process if we change
the third rule to: •−1 indicates that the site will change to state −1 in spite of its current
state. The contact process can be constructed on the same space by ignoring the last two
collections of Poisson processes.
2.1 Duality for Remenik’s model
Recall that Remenik’s process ηt has the following transition rates
0→ 1 at rate λn1
1→ 0 at rate 1
1, 0→ −1 at rate α
−1→ 0 at rate θα
On each interval between a •−1 and a ∗−1, we know that the system is in state −1. At all
other times the state is 1 or 0. To identify sites occupied by 1’s we say there is an active
path up from (x, s) to (y, t) if there is a path that only moves up, crosses arrows and the
direction of their orientation and avoids •1’s and sites that have been set equal to −1. Let
At = {y : there is an active path up from (x, 0) → (y, t) for some x ∈ A0}. In the same
way that we defined active paths up then we can define active paths down. They only move
down, cross arrows and the direction opposite their orientation and avoids •1’s and sites that
have been set equal to −1. Let µρ be the product measure of 0’s and −1’s, in which −1’s
have probability ρ = 1/(1 + θ). Let Bt = {x : ηt(x) = −1} and set the initial distribution of
B0 to be µρ in order to have a useful duality. Observe that µρ is the equilibrium for Bt.
Let Aˆts = {y : there is an active path down from (x, t)→ (y, t− s) for some x ∈ Aˆt0} and
Bˆts = Bt−s. The process ηˆ
t
s = (Aˆ
t
s, Bˆ
t
s) is called the dual process of ηt, which is constructed
through the same graphical representation as ηt. To state the duality let A ⊂ Zd, and define
the probability measure νA as following: −1’s are first chosen according to the equilibrium
µρ, and then for every site in A that is not −1 we set its state to be 1. Let C and D be
finite subsets of Zd. Proposition 2.2 in [13] gives
P νA(At ∩ C 6= ∅, Bt ∩D 6= ∅) = P νC(At ∩A 6= ∅, B0 ∩D 6= ∅) (1)
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Let ν∅ be the distribution corresponding to having the −1’s at equilibrium and no 1’s.
Let η1∞ be the limiting distribution when we start the process ηt from all 1’s. Using duality
Remenik was able to prove
Complete convergence theorem. Denote by τ = inf{t : {x : ηt(x) = 1} = ∅} the
extinction time of the process. Then for every initial distribution µ
ηµt ⇒ P (τ <∞)ν∅ + P µ(τ =∞)η1∞.
2.2 Properties for our model
Attractiveness. As stated in Section 1 our process ξt is attractive in the sense that if
ξ0 ≤ ξ¯0 in terms of the partial order −1 ≤ 0 ≤ 1 then ξt ≤ ξ¯t for all t ≥ 0.
Positive correlations. We state a version of positive correlation for our process ξt. Let χA
denote the probability measure that assigns mass 1 to the configuration ξ with ξ|A ≡ 1, ξ|Ac ≡
−1. Let f, g be increasing real-valued functions depending on finitely many coordinates.
Then
EχAfg ≥ EχAf · EχAg (2)
Since f and g depend on finitely many coordinates and every jump in our process is
between states which are comparable in the partial order −1 ≤ 0 ≤ 1, (2) follows from a
result of Harris (see Theorem II.2.14 in Liggett [12]).
3 Proof of Theorem 2
Lemma 1. Suppose under our choice of λ, θ and α, the process ξt survives. Then
lim
n→∞
P χ[−n,n]d(ξt 6= ∅ ∀t ≥ 0) = 1.
Proof. For x ∈ Zd, define the shift transformation Tx by
(Txη)(y) = η(y − x)
where η ∈ {−1, 0, 1}Zd. We start by showing Tx is ergodic. Let S be the set of events
depending only on the Poisson processes on a finite number of sites and edges. Set
A = {A ∈ F : inf
B∈S
P (A∆B) = 0}
where F is the σ-algebra generated by the Poisson processes on all sites and edges on Zd.
We can easily check that A is a σ-algebra. As S ⊆ A, it follows that F = σ(S) ⊆ A.
Hence A = F . Let A ∈ F be an event that is invariant under transformation Tx, i.e.,
A = T−1x A. Since A ∈ A, for any ε > 0 there exists some Aε ∈ S such that P (A∆Aε) ≤ ε.
As Aε depends on a finite number of sites and edges, there exists a positive number Mε
7
such that Aε ∈ FMε = σ(T x,y, T x, T α,x, T θ,x : x, y ∈ [−Mε,Mε]d, x ∼ y). For any C,D ⊆ Zd,
observe that (C ∩D)∆(C ′ ∩D′) ⊆ (C∆C ′) ∪ (D∆D′). Hence we have
|P (A)2 − P (A)| = |P (A)P ((T−1x )mA)− P (A ∩ (T−1x )mA)|
≤ |P (Aε)P ((T−1x )mAε)− P (Aε ∩ (T−1x )mAε)|+ 4ε.
When m is sufficiently large, the first term on the right hand side is 0. Hence P (A)2 = P (A),
which implies P (A) ∈ {0, 1}. Therefore for every x ∈ Zd, Tx is an ergodic transformation.
Consider Te1 and let Yx be the indicator of the event {ξχxt 6= ∅ ∀t ≥ 0}, where x ∈ Zd.
Birkhoff’s ergodic theorem gives
1
(2n+ 1)
∑
x∈[−n,n]×{0}d−1
Yx =
1
(2n+ 1)
n∑
k=−n
(Te1)
kY0 → EY0 a.s. as n→∞.
It follows from attractiveness that
P
χ
[−n,n]d(ξt 6= ∅ ∀t ≥ 0) ≥ P (
∑
x∈[−n,n]×{0}d−1
Yx ≥ 1)
≥ P

 1
(2n+ 1)
∑
x∈[−n,n]×{0}d−1
Yx ≥ 1
2n+ 1

→ 1 as n→∞.
For L ≥ 1, let Lξt be the truncated process of ξt where no births are allowed outside
of (−L, L)d. The following Lemma is a straightforward adaptation of Proposition I.2.2 of
Liggett [11]. The proof is essentially the same so we content ourselves with a sketch here.
Lemma 2. For every finite set A and every N ≥ 1
lim
t→∞
lim
L→∞
P χA(|Lξt| ≥ N) = P χA(ξt 6= ∅ ∀t ≥ 0).
Proof. Since limL→∞ P χA(|Lξt| ≥ N) = P χA(|ξt| ≥ N), it suffices to show
lim
t→∞
|ξt| =∞ a.s. on {ξs 6= ∅ ∀s ≥ 0}.
Observe that
P (ξt = ∅ for some t|Fs) ≥
(
1
1 + 2dλ|ξs|
)|ξs|
.
By the martingale convergence theorem,
P (ξt = ∅ for some t|Fs)→ 1{ξt=∅ for some t} a.s.
as s→∞, which implies the desired result.
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Let
S(L, T ) = {(x, s) ∈ Zd × [0, T ] : max
i
|xi| = L}
and letN(L, T ) be the maximal number of points in a subset of S(L, T )∩Lξ with the property
that any two points (x, s1) and (x, s2) in this set satisfies |s1− s2| ≥ 1. The following lemma
relates the quantity N(L, T ) to |LξT |. The proof of Lemma 3 is essentially the same as that
of Proposition I.2.8 in [11] and hence is omitted here.
Lemma 3. Suppose Lj ↑ ∞ and Tj ↑ ∞. For any M,N and any finite A ⊂ Zd,
lim sup
j→∞
P χA(N(Lj , Tj) ≤M)P χA(|LjξTj | ≤ N) ≤ P χA(ξt = ∅ for some t).
Define N+(L, T ) to be the maximal number of space-time points in
S+(L, T ) = {(x, s) ∈ {L} × [0, L)d−1 × [0, T ] : x ∈ Lξs}
such that each pair of these points having the same spatial coordinate have their time
coordinates at distance at least 1. We have the following by the positive correlation stated
in (2):
Lemma 4.
P χ[−n,n]d(|LξT ∩ [0, L)d| ≤ N) ≤ [P χ[−n,n]d (|LξT | ≤ 2dN)]2−d
and
P χ−[n,n]d(N+(L, T ) ≤M) ≤ [P χ[−n,n]d(N(L, T ) ≤ d2dM)]2−d/d.
The reader is referred to Proposition 2.6 and Proposition 2.11 in [11] for analogues of
Lemma 4. The proof of the following theorem is similar to that of Theorem 2.12 in [11]. To
avoid repetition we will present the major steps here and refer the reader to [11] for details
of the proof.
Theorem 6. If ξt survives, then it satisfies the following condition:
For every ε > 0 there are choices of n, L, T so that
P χ[−n,n]d
(
L+2nξT+1 ⊃ x+ [−n, n]d for some x ∈ [0, L)d
)
> 1− ε (3)
and
P χ[−n,n]d
(
L+2nξt+1 ⊃x+ [−n, n]d for some 0 ≤ t ≤ T,
and for some x ∈ {L+ n} × [0, L)d−1) > 1− ε. (4)
Proof. Given δ > 0, by Lemma 1 we can choose a large enough n such that
P χ[−n,n]d(ξt 6= ∅ ∀t ≥ 0) > 1− δ2. (5)
Next, Lemma 2 allows us to choose Lj ↑ ∞ and Tj ↑ ∞ so that
P χ[−n,n]d (|LjξTj | > 2dN) = 1− δ (6)
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for each j ≥ 1. Applying Lemma 3 with M and N replaced by Md2d and N2d respectively,
and combined with (5) and (6), there exists some j so that
P χ[−n,n]d(N(Lj , Tj) > Md2
d) > 1− δ.
Letting L = Lj and T = Tj for this choice of j. By Lemma 4 we have
P χ[−n,n]d (|LξT ∩ [0, L)d| ≤ N) ≤ [P χ[−n,n]d(|LξT | ≤ 2dN)]2−d ≤ δ2−d
and
P
χ
[−n,n]d(N+(L, T ) ≤ M) ≤ [P χ[−n,n]d(N(L, T ) ≤ d2dM)]2−d/d ≤ δ2−d/d.
Choose N so large that any N points in Zd will contain a subset of at least N ′ points,
each pair of which is separated by an L∞ distance of at least 2n + 1, where N ′ is chosen so
large that (
1− P χ0(nξ1 ⊇ [−n, n]d)
)N ′ ≤ δ.
Note that P χ0(nξ1 ⊇ [−n, n]d) is positive because the event that all sites in [−n, n]d\{0} first
flip to 0 and then become infected involves only finitely many sites. Hence
P χ[−n,n]d
(
L+2nξT+1 ⊇ x+ [−n, n]d for some x ∈ [0, L)d
) ≥ (1− δ2−d)(1− δ).
Choosing δ sufficiently small with respect to ε gives (3). To show (4), we choose M in a
similar fashion so that any M points in Zd contain a subset of at least M ′, which is chosen
so large that (
1− P χ0(nξ1 ⊇ [0, 2n]× [−n, n]d−1)
)M ′ ≤ δ.
Theorem 6 implies that if the contact process survives then it dominates a supercritical
two dimensional oriented site percolation in which sites are open with probability 1 − ε,
with sites that can be reached from the origin implying the existence of occupied copies of
[−n, n]d in corresponding regions in space time Zd × [0,∞). This comparison implies that
the contact process survives. See Theorem I.2.23 in [11] for more detail. Since ε is arbitrary,
this shows that if the contact process survives for a parameter λ then there is a λ′ < λ
for which the process survives, so if survival occurred at the critical value then we would
have a contradiction, proving the first part of Theorem 2. The comparison with supercritical
percolation also implies the existence of a nontrivial stationary distribution. See [5] for many
applications of this idea. So the second statement in Theorem 2 follows as well.
4 Proof of Theorem 3
4.1 Existence of a sponge web
A crossing is a path made of open sites in the site percolation. Now we proceed to build
a web of interweaving open crossings on the box [−N,N ]2. Let IN = [−⌈N/(C1 logN)⌉ −
1, ⌈N/(C1 logN)⌉] with C1 = 4/γp, and for j ∈ IN let
Rj = [jC1 logN, (j + 1)C1 logN ]× [−N,N ],
Rj = [−N,N ]× [jC1 logN, (j + 1)C1 logN ].
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We say there exists a sponge web in [−N,N ]2 if there are top-to-bottom crossings in all
Rj ’s and left-to-right crossings in all Rj ’s with j ∈ IN . In our model the states of sites are
constantly changing, so we will need a new notion of “open” sites. Let T = ε0/α and mark
all the sites that ever became −1 during [0, 2T ] as closed, and the rest as open. By our
definition, being open means the site is always accessible during [0, 2T ]. In order to prove
the existence of a sponge web in [−N,N ]2 during time [0, 2T ] we first introduce some useful
results on site percolation.
4.1.1 Site percolation on Z2
Consider the site percolation on L = Z2 where each site is open independently with proba-
bility p. Let C0 denote the cluster of open sites containing the origin and psitec := sup{p ∈
[0, 1] : Ep(|C0|) <∞}. We follow Sykes and Essam [15] to define L∗, the matching lattice of
L, to be the simple quadratic lattice with all diagonals connected.
They obtained the relation
psitec (L) + p
site
c (L
∗) = 1, (7)
which was later rigorously proved by Van den Berg [16].
The matching pair L and L∗ share the same set of vertices. A vertex v ∈ L is paired
with the same vertex v∗ ∈ L∗. If v is open (resp. closed), then v∗ is closed (resp. open).
Thus a dual percolation is defined on L∗ where each site is open with probability 1 − p.
When p > psitec (L), according to (7) the dual percolation on L
∗ is subcritical. We use P ∗1−p
to denote the probability measure of the dual percolation.
It is well known that for subcritical percolation on Z2, the size of the cluster C0 has an
exponential tail. The same conclusion holds for percolation on L∗. Theorem 3 in Antunovic´
and Veselic´ [1] proves the result for quasi-transitive graphs. A graph G is called quasi-
transitive, if there exists a finite set of vertices F such that for any vertex there is a y ∈ F
and ϕ ∈ Aut(G) such that ϕy = x.
Theorem 3 [1] Let G be a quasi-transitive graph and let p < psitec (G) := sup{p ∈ [0, 1] :
Ep(|C0|) <∞} . There is a constant γp > 0 such that for any positive integer n we have
Pp(|C0| ≥ n) ≤ exp(−γpn).
Clearly L∗ is quasi-transitive. For the dual percolation on L∗ if p > psitec (L) there is a γp
that depends on p such that
P ∗1−p(|C0| ≥ n) ≤ exp(−γpn). (8)
Lemma 5. If p > psitec (Z
2), for the site percolation there is some constant C so that
P
(
there exists a sponge web in [−N,N ]2) ≥ 1− C/N
when N is sufficiently large.
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Proof. For the site percolation on a strip S = [0, C1 logN ]× [−N,N ], it is known that there
is a top-to-bottom open crossing of S if and only if there is no left-to-right crossing of S∗ in
the dual percolation. Since C1 = 4/γp by (8) we have P
∗
1−p(|C0| ≥ (4/γp) logN) ≤ CN−4.
(Here and from now on we will use C to denote a constant whose value is not important and
changes from line to line.)
It follows by a union bound that the probability of a left-to-right dual crossing in S∗ is
≤ CN−3. Hence the probability of a top-to-bottom crossing in Rj (respectively, a left-to-right
crossing in Rj) is ≤ CN−3. A simple union bound then shows that we have top-to-bottom
crossings in all Rj ’s and left-to-right crossings in all Rj ’s with probability ≥ 1−CN−1.
Turning back to our process, recall that a site is open if it never became −1 during
[0, 2T ]. The sponge web is made of sites that are accessible for ξt during time [0, 2T ]. Let
A ⊆ Z2 be a finite set. If we start our process ξt with measure νA then on the boxes
{(mN, nN) + [−N,N ]2 : m,n ∈ Z} that are disjoint from A, the initial configurations are
sampled according to the product measure µρ, where a site is −1 with probability ρ =
1/(1 + θ). For such a box we have the following statement:
Corollary 1. Suppose θ/(1+ θ) > psitec (Z
2) and T = ε0/α. For our process ξt, there is some
constant C > 0 so that
P µρ
(
there exists a sponge web in [−N,N ]2 during [0, 2T ] ) ≥ 1− C/N
when N is sufficiently large, where ε0 is a small constant such that θ/(1 + θ) − psitec (Z2) >
1− e−2ε0.
Proof. Given that we start with a product measure where a site is 0 with probability θ/(1+θ)
and −1 with probability 1/(1 + θ), the probability that a site is closed is at most q =
1/(1+ θ)+ 1− e−2ε0. By the choice of ε0 we have p = 1− q > psitec (Z2) and applying Lemma
5 completes the proof.
4.2 On the sponge web
Since the sites on the sponge web never become −1 during the duration of a block, our model
restricted to the sponge web behaves exactly like a contact process on the web. We begin
by recalling some facts about the one dimensional contact process with λ > λc(Z) restricted
to a finite set Γn = {1, . . . , n}.
Let ζxt denote a contact process on Z with site x initially infected and ζˆ
x
t be the corre-
sponding contact process on Γn obtained by ignoring all births outside Γn. Define
lˆxt = inf{y : ζˆxt (y) = 1} and rˆxt = sup{y : ζˆxt (y) = 1}
to be the left and right edge of ζˆxt respectively. When ζˆ
x
t = ∅, set rˆ
x
t = 0 and lˆ
x
t = n + 1.
Similarly, we can define the edge processes rxt and l
x
t for ζ
x
t . Let T
x
r = inf{t : rˆxt = n} and
T xl = inf{t : lˆxt = 1}. Set T xr = ∞ if ζˆxt dies out before its right edge rˆxt reaches the right
boundary, and similarly for T xl .
We will first establish some useful results on ζˆxt conditioned on the survival of ζ
x
t . Let
∂Γn = {1} ∪ {n}.
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Lemma 6. Suppose x ∈ Γn satisfies dist(x, ∂Γn) ≥
√
n. For any ε > 0
P (max{T xl , T xr } < n2| ζxt survives ) > 1− ε
for sufficiently large n.
Proof. First observe that before time σ := T xl ∧ T xr , we have ζˆxt = ζxt and the coupling
rˆxt = r
x
t = r
(−∞,x]
t . Conditioned on the survival of ζ
x
t , the edge processes r
x
t and l
x
t have
positive speed α(λ) = inftE(r
(−∞,x]
t /t) and hence σ <∞ almost surely (see [7]).
Note that σ dominates the sum of
√
n independent random variables with distribution
Exp(λ). By standard large deviation, there is some constant C > 0 such that
P
(
σ ≤
√
n
2λ
)
< e−C
√
n.
By Theorem 4 in [7], for a < α(λ), there exists positive C ′ such that P (r(−∞,x]t ≤ at) ≤ e−C′t.
This implies that for large n
P (σ > n3/2) ≤ P (r(−∞,x]
n3/2
< n) ≤ e−C′n.
Hence for any δ > 0, conditioned on the survival of ζxt , the event B := {
√
n/2λ < σ < n3/2}
has probability > 1− δ for large n. Without loss of generality, we will assume that T xl < T xr .
Let τˆx =: inf{t : ζˆxt = ∅}. The following coupling holds
rˆxt = r
x
t = r
(−∞,x]
t for t < min{T xr , τˆx}.
Then we have
P (T xr ≥ n2|B) ≤ P (T xr ≥ n2, τˆx ≥ n2|B) + P (τˆx < n2|B)
≤ P (T xr ≥ n2|τˆx ≥ n2, B) + P (τˆx < n2|B)
Given the coupling rˆxt = r
(−∞,x]
t , Theorem 4 in [7] shows that P (T
x
r ≥ n2|τˆx ≥ n2, B) < δ
for large n.
It remains to show P (τˆx < n2|B) < δ for large n. Recall that before time σ we have the
coupling rˆxt = r
x
t = r
(−∞,x]
t and lˆ
x
t = l
x
t = l
[x,∞)
t . For a < α(λ), there exists positive C such
that when t ≤ σ,
P (rˆxt − lˆxt ≤ 2at) ≤ 2e−Ct.
Hence
P (rˆx√n/2λ − lˆx√n/2λ ≤ a
√
n|B) ≤ e−C
√
n.
Conditioned on {rˆx√
n/2λ
− lˆx√
n/2λ
> a
√
n} and starting from time √n/2λ, ζˆxt dominates a
contact process on {1, . . . , a√n} starting from full infection. So ζˆxt will survive for at least
exp(O(
√
n)) amount of time with high probability. It follows that for sufficiently large n we
have
P (τˆx ≥ n2|B) ≥ P (τˆx ≥ n2, rˆx√n/2λ − lˆx√n/2λ > a
√
n|B)
= P (τˆx ≥ n2|rˆx√n/2λ − lˆx√n/2λ > a
√
n,B)P (rˆx√n/2λ − lˆx√n/2λ > a
√
n|B)
≥ 1− δ.
Combining the error probabilities and choosing δ suitably small completes the proof.
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Γ1
Γ2
Γ3
Figure 3: An illustration of sponge crossing.
A consequence of Lemma 6 is the coupling
ζˆxt = ζˆ
1
t for t ≥ max{T xr , T xl } (9)
where ζˆ1t is the contact process on Γn starting with all sites infected. This implies that ζˆ
x
t has
the same survival time as ζˆ1t on the event {max{T xl , T xr } < ∞}. For τˆx =: inf{t : ζˆxt = ∅},
there exists some c > 0 such that
P (τˆx < ecn|max{T xl , T xr } <∞)→ 0 as n→∞. (10)
Let ε > 0. It follows from Theorem 3 in [7] that P (ζAt = ∅ for some t) ≤ Ce−γ|A|. We
can choose K(ε) ∈ N so that for A with |A| ≥ K(ε),
P (ζAt = ∅ for some t) ≤ Ce−γ|A| < ε. (11)
We will use sponge crossings that lie in the middle part of the box [−N,N ]2 to spread
infection, see Figure 3. A vertical sponge crossing Γ is said to be ε-occupied if there are
at least K(ε) infected sites in ([−N,N ] × [−2N/3, 2N/3]) ∩ Γ. The definition is similar for
horizontal crossings, except that the infected sites should lie in ([−2N/3, 2N/3]×[−N,N ])∩Γ.
Starting with an ε-occupied vertical crossing Γ1 that lies in [−2N/3,−N/3] × [−N,N ].
Let J1 be the collection of sites in [−2N/3,−N/3] × [0, 2N/3] that lie on the intersections
of Γ1 and other horizontal crossings, so that every x ∈ J1 satisfies dist(x, ∂Γ1) ≥ N/3. And
|J1| = 2N/(3C1 logN).
Lemma 7. Starting with an ε-occupied vertical crossing Γ1 in [−2N/3,−N/3] × [−N,N ],
there will be an ε-occupied horizontal crossing Γ2 in [−N,N ]×[N/3, 2N/3] and an ε-occupied
vertical crossing Γ3 in [N/3, 2N/3]× [−N,N ] at time T = ε0/α with probability ≥ 1− 2ε for
sufficiently large N and sufficiently small α.
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Proof. Suppose we start with ζˆAt on Γ
1 where A ⊂ ([−2N/3,−N/3] × [−N,N ]) ∩ Γ1 and
|A| ≥ K(ε). Then by (11) with probability ≥ 1 − ε there is some x1 ∈ A such that ζx1t
survives. Denote by ni the length of Γ
i and let c be the same constant as in (10). We say a
particle x lives forever if the corresponding contact process ζxt survives.
We need to estimate the probabilities of the following good events:
Gi = {During [(ni)2, (ni)2 + 1], one of the infected sites in J i gives birth to a particle xi+1
that lives forever on a horizontal crossing Γi+1 | ζxit survives}, i ∈ {1, 2, 3}.
Di = {Γi is ε-occupied during time [n2i , n4i ]
after the first birth of a particle that lives forever on Γi}, i ∈ {1, 2, 3}.
On G1 ∩G2, ζˆx1t gives birth to a particle x2 that lives forever on a horizontal crossing Γ2
within time (n1)
2+1, and then ζˆx2t gives birth to a particle x3 that lives forever on Γ
3 by time
(n1)
2 + (n2)
2 + 2. Trivially we have 2N ≤ ni ≤ 2C1N logN for all i = 1, 2, 3. Conditioned
on G1 ∩ G2, both Γ2 and Γ3 remain ε-occupied during time [(n1)2 + (n2)2 + (n3)2 + 3, N4]
on the event D2 ∩D3. That is, we can pick α sufficiently small so that T ∈ [(n1)2 + (n2)2 +
(n3)
2 + 3, N4] for a given N , which gives the desired statement in the lemma.
So it remains to show P (G1 ∩G2 ∩D2 ∩D3) ≥ 1− 2ε. Consider a subset J ⊂ J1 where
every x, y ∈ J satisfies |x − y| ≥ k1C1 logN where k1 is an integer whose value is to be
determined later. Clearly there are at least |J1|/(2k1) sites in J . Our goal is to give a lower
bound on the density of infected sites in J at time (n1)
2. By Lemma 6 and (9), conditioned
on the survival of ζx1t , with probability ≥ 1− δ we have
ζˆx1t = ζˆ
1
t for t ≥ (n1)2.
In order to estimate the density of ζˆ1t during [(n1)
2, (n1)
4], we first observe
ζˆ1t = ζ
Z
t ∩ [lˆ1t , rˆ1t ].
We will show that the event D = {J ⊂ [lˆ1t , rˆ1t ] for all t ∈ [0, (n1)4]} happens with a
sufficiently large probability. Since dist(J, ∂Γ1) ≥ N/3, it suffices to show that rˆ1t ≥ n1−N/3
for all 0 ≤ t ≤ (n1)4. Note that ζˆ1t trivially dominates a contact process η1t that lives on the
finite set {n1 −N/3, . . . , n1}. So
P (rˆ1t < n1 −N/3 for some t ∈ [0, (n1)4]) ≤ P (η1(n1)4 = ∅)→ 0 as N →∞.
Therefore, for sufficiently large N
P (Dc) ≤ 2P (rˆ1t < n1 −N/3 for some t ∈ [0, (n1)4]) ≤ δ.
Conditioned on D, for (n1)
2 ≤ t ≤ (n1)4 the density∑
z∈J ζˆ
1
t (z)
|J | =
∑
z∈J ζ
Z
t (z)
|J |
By Theorem 7 in [7],
V ar
(∑
z∈J
ζZt (z)
)
≤ |J |V ar(ζZt (0)) + |J |2Ce−γk1C1 logN ≤ CN2N−γk1C1
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for some positive C and γ. We can choose k1 such that γk1C1 > 4 so that the above variance
vanishes as N →∞.
Let ρ = P (ζZt (0) = 1). By Chebyshev’s inequality, for t ∈ [(n1)2, (n1)4] we have
P
(∑
z∈J ζˆ
1
t (z)
|J | ≤ ρ/2
∣∣∣∣D
)
≤ δ. (12)
when N is large enough. Combining the error probabilities, we have P (Dc1| ζx1t survives) ≤
3δ. The estimates for D2 and D3 are exactly the same.
Conditioned on the event that there are at least ρ|J |/2 infected sites in J at time (n1)2,
each of them will give birth independently to a particle on a horizontal crossing within time
1 with probability at least e−1(1− e−λ). Each particle will live forever independently with a
probability ρ. So the probability that there is at least one particle that lives forever is
P (Binomial(ρ|J |/2, ρe−1(1− e−λ)) ≥ 1) = 1− (1− ρe−1(1− e−λ))ρ|J |/2 ≥ 1− δ
when |J | is sufficiently large, which is guaranteed by choosing N large. Combining the error
probabilities gives P (Gc1) ≤ 4δ. Similarly P (Gc2) ≤ 4δ. Collecting all the error terms and
choosing δ sufficiently small completes the proof.
4.3 A block construction
Let L = {(m,n) ∈ Z2 : m,n ≥ 0} and draw an oriented edge from each (m,n) ∈ L
to (m + 1, n) and to (m,n + 1). A site (m,n) ∈ L corresponds to the block Bm,n =
(mN, nN) + [−N,N ]2. Recall that T = ε0/α as in Corollary 1. The site (m,n) is open if:
(i) there exists a sponge web in Bm,n during time [(m+ n)T, (m+ n+ 2)T ];
(ii) starting with an ε-occupied vertical crossing in (mN, nN)+ ([−2N/3,−N/3]× [−N,N ])
or an ε-occupied horizontal crossing in (mN, nN) + ([−N,N ] × [−2N/3,−N/3]) at time
(m+n)T , there will be an ε-occupied vertical crossing in (mN, nN)+([N/3, 2N/3]×[−N,N ])
and an ε-occupied horizontal crossing in [−N,N ]× [N/3, 2N/3] at time (m+ n+ 1)T .
Starting with an ε-occupied vertical crossing Γ in [−2N/3,−N/3] × [−N,N ], by the
discussion in previous section there will be an ε-occupied vertical Γ′ crossing in [N/3, 2N/3]×
[−N,N ] at time T with a large probability. In order to use Γ′ to spread the infection to the
right at time 2T , we need Γ′ to exist until time 2T . This is the reason why we require the
sponge web to exist for time 2T .
Proof of Theorem 3. Since the process ξt is attractive, without loss of generality we can start
with the probability measure ν0 where only (0, 0) is occupied and the rest of sites are 0’s
and −1’s sampled according to the product measure µρ. Since ν0 stochastically dominates
µρ, Corollary 1 implies the existence of a sponge web in [−N,N ]2 × [0, 2T ] with a high
probability.
For the rest of the sites, Corollary 1 and Lemma 7 together imply that a site (m,n) ∈ L
is open with probability arbitrarily close to 1 when N is sufficiently large and α is sufficiently
small. This block construction allows us to compare with a 2-dependent oriented percolation
on L, thus proving the survival of our process.
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5 Proof of Theorem 4
We will follow the strategy described in the introduction. Let T = (t0 + β)/α for some
t0, β > 0 and let K be a large integer. The values of t0, β and K will be determined later in
the proof.
Block construction. Let the sites of the renormalized lattice be (mK,nT ) with (m,n) ∈
L = {(m,n) ∈ Z2 : m+n is even}. A block at (m,n) is taken to be (mK,nT )+[−2K, 2K]×
[0, 3T ]. The block at (0,0) is good if when we start with all 1’s on [−2K, 2K] at time 0, there
are no 1’s in [−K,K] × [T, 3T ]. This definition is extended to other blocks by translation.
A site (x, n) ∈ L is said to be open if the corresponding block is good, otherwise it is said
to be closed.
−2K −K 0 K 2K
3K 4K
T
2T
3T
4T
Figure 4: Picture of the overlap of the (0,0) and (1,1) boxes. The rectangles with thick lines
are vacant if these boxes are good.
Lemma 8. For any ε > 0, there exists a choice of K and T so that
P ((0, 0) is open) ≥ 1− ε
when α is sufficiently small.
By translation invariance the result hold for any site (x, n) ∈ L. There are three phases in
the proof.
Phase 1: Creating a positive density of –1’s. Consider a comparison process ξˆt with
the following transition rates:
1→ 0 at rate 1 0→ −1 at rate α
0→ 1 at rate 2λ −1→ 0 at rate θα
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In the original process ξt, the transition rates are the same except that 0 turns to 1 at rate
λn1, where n1 is the number of occupied neighbors. In d = 1, this rate is always ≤ 2λ. Hence
if ξˆ0(x) = 1 then P (ξˆt(x) = −1) ≤ P (ξt(x) = −1). Note that in the comparison process the
states of different sites are independent.
By a straightforward calculation the equilibrium density for the birth and death process
ξˆt is:
π(1) =
2λθ
1 + θ + 2λθ
, π(0) =
θ
1 + θ + 2λθ
, π(−1) = 1
1 + θ + 2λθ
.
Let ρ(t) = P (ξˆt(x) = −1). Let Xt, Yt be two Markov chains with the above transition
rates with X0 = 1 and Y0 following the equilibrium distribution π. Let µt represent the
distribution of Xt and let τ = inf{t : Xt = Yt}. Then a standard coupling argument, see
e.g., Section 5.6 in [6], implies that
|ρ(t)− π(−1)| ≤ ||µt − π||TV ≤ P (τ > t).
see e.g., Section 5.6 in [6]. Let px,y be the probability that the Markov chains starting from
x and y respectively will hit within time 1. It is easy to see that minx,y∈{−1,0,1} px,y ≥ cα for
some c > 0 by writing out the probabilities. It then follows that
P (τ > t) ≤ P (Binomial(⌊t⌋, cα) = 0) ≤ e−Cαt for some C > 0.
This implies that we can choose t0 large so that
|ρ(t0/α)− π(−1)| ≤ 2P (τ > t0/α) ≤ 2e−Ct0 ≤ π(−1)/2,
i.e., ρ(t0/α) ≥ π(−1)/2.
Phase 2: Killing the 1’s. The second phase will last for time β/α where β is chosen so
that e−θβ > 3/4. This implies that the probability a site is in state −1 from time t0/α time
T = (t0 + β)/α is at least ν = 3π(−1)/8. We will call these sites “walls”. Suppose that the
distance between two consecutive walls is m. There is a probability at least
[(1− e−1)e−2λ]m
to kill all the particles in the interval by time 1: all sites are hit by deaths and there are no
births. The probability we fail to do that in given time N is
≤ (1− [(1− e−1)e−2λ]m)N
Since the set of −1’s in ξt dominates the set of −1’s in ξˆt which is a product measure with
density ν, the distance between two consecutive walls is bounded by a Geometric(ν). Note
that there can be at most 2K gaps between walls in [−2K, 2K]. Let
M(K) =
− log(4K2)
log(1− ν)
be chosen so that(1−ν)M(K) = (4K2)−1 . Let AK be the even that there are two consecutive
walls separated by ≥M(K) in [−2K, 2K]
P (AK) ≤ 2K · P (Geometric(ν) ≥M(K)) ≤ 2K(1− ν)M(K) = 1
2K
→ 0
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as K →∞.
Phase 3: Building a wall in [K, 2K]× [T, 3T ] to keep [−K,K] vacant. The density of
−1’s at time T is at least ν. The probability that a wall of −1 will not flip to 0 before time
2T = 2(t0 + β)/α is exp(−2θ(t0 + β)). If K is large then with probability ≥ 1 − ε we will
have at least one wall that does this in [−2K,−K] × [T, 3T ], and one in [K, 2K]× [T, 3T ].
Having completed the choice of K, we note that if K, β, and ε > 0 are fixed then for small
α
2K(1− [(1− e−1)e−2λ]M(K))β/α ≤ ε
Thus with high probability all the 1’s in [−2K, 2K] die by time T , and there are walls in
[K, 2K]×[T, 3T ] and [−2K,−K]×[T, 3T ] to keep 1’s from being reintroduced into [−K,K]×
[T, 3T ].
Finally, combining the error probabilities in each phase gives us the result.
5.1 Comparison with percolation
Lemma 8 allows us to compare with an M-dependent oriented percolation on L where
M ∈ N and each site is open with probability 1 − ε for some fixed small ε. It is easy to
prove results about M-dependent oriented percolation when sites are open with probability
1− ε. See [5]. However thanks to Liggett, Schonmann and Stacey, see [10], we do not have
to. There is a function fM(ε) > 0 so that if we have translation invariant M-dependent
{0, 1} random variables that take the value 1 with with probability ≥ 1 − fM(ε) then they
dominate independent random variables that are 1 with probability ≥ 1− ε.
We fix a small ε > 0 so that the oriented percolation with independent sites that are
open with probability 1 − ε is supercritical. Define the wet sites on level n by W 0n = {y :
(0, 0)→ (y, n)}, where → means there is a path of open sites connecting the two sites. Let
ℓ0n = minW
0
n and r
0
n = maxW
0
n . Classical oriented percolation results show that (see e.g.,
[4])
ℓ0n/n→ −∞, r0n →∞ a.s. on Ω0 ≡ {W 0n 6= ∅ for all n}.
Let ξt denote the underlying original process. The block cpnstruction gives us
Proof of Theorem 4.
There is a path of open sites from (0, 0) to (ℓ0n, n) and to (r
0
n, n). Due to way the vacant
regions interact there is dead zone of width 2K associated with each path in which there are
no 1’s. Since births only occur to nearest neighbors there cannot be any 1’s in between these
two dead zones. On Ω0 the left edge of the vacant region → −∞ and the right edge to ∞
so the process ξt dies out, i.e., ξt converges in distribution to an environment with 0’s and
−1’s and no 1’s. If the percolation process dies out then we go up to a time that is above
all the boxes used in the construction and try again. Each trial has the same probability of
success so eventually the event Ω0 occurs, on which ξt dies out.
6 Proof of Theorem 5
Block construction. The block at (0,0) is good if if we start with all 1’s in [−2K, 2K]2 at
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time 0 then there are no 1’s in the space-time box [−K,K]2 × [T, 3T ]. Recall that in d = 2
π(−1) = 1/(1 + θ + 4λθ).
Lemma 9. There is a constant p0 so that if 1−π(−1) < p0, then there are constants c1 and
c2 so that if T = c1/α and K = T/c2 then
lim
α→0
P (the block [−2K, 2K]2 × [0, 3T ] is good ) = 1
We need K and T to be comparable so that range of dependence between events in
the block construction stays bounded as T → ∞. Again there are three phases in the
construction.
Phase 1: Building a giant component of −1’s. Fix a small δ > 0. It follows from the
proof of Theorem 4 that we can pick suitable t0 and α so that at time t0/α, the density of
−1’s is ≥ (1− δ)π(−1). Then β is chosen so that the density of −1’s that were alive at time
t0/α and have not died by time T = (t0 + β)/α is at least (1− δ)2π(−1). If 1− π(−1) < p0
then when δ is small 1− (1− δ)2π(−1) < p0. We will call sites occupied by −1’s that persist
from t0/α to (t0 + β)/α closed. All other sites are said to be open.
Consider site percolation in which sites are independent and open with probability p <
psitec (Z
2) the critical value for site percolation on Z2. Let C0 denote the open cluster containing
the origin. Well-known results imply that for some Cp, σ(p) > 0
P (|C0| ≥ n) ≤ Cpe−σ(p)n
where σ(p)→∞ as p→ 0. The probability that there exists an open cluster of size at least
n that overlaps with [−2K, 2K]2
≤ 16K2Cpe−σ(p)n (13)
We will take n(K) = (3/σ(p)) logK so that if n = n(K) this probability in (13) → 0 as
K →∞.
Phase 2. Killing the particles. The contact process on a finite set of size n ≤ n(K) dies
out by time 1 with probability ≥ qn(K)λ where qλ = (1− e−1)e−4λ. If K is large
(1− qλ)n(K) = exp(log(1− qλ)(3/σ(p)) logK) = K3 log(1−qλ)/σ(p)
If we pick p0 small then r = −3 log(1 − qλ)/σ(p) < 1. We get β/α tries to kill each cluster.
The expected number that are not killed in this many tries
≤ 16K2[1−K−r]β/α (14)
The number of trials is β/α = Tβ/(t0 + β) so if T = cK for some c > 0 the last probability
tends to 0 as K →∞.
Phase 3. Bounding the probability of reinvasion. We compareour process with
the contact process with no death in a region with no −1’s. Let t1, t2, . . . be independent
exponential random variables with rate λ and let Sn = t1 + · · · tn.
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Let A be the event that the contact process with no death starting with the boundary of
[−2K, 2K]2 occupied at time 0 reaches [−K,K]2 by time 2T .
Let B be the event there is a self-avoiding path of length K starting at a point on the
boundary of [−2K, 2K]2 along which the sum of the times between infections is ≤ 2T .
P (A) ≤ P (B) ≤ (16K2)4KP (SK ≤ 2T ) (15)
Large deviations results, see Section 2.7 in [6], imply that if 0 < c < 1 then
(1/K) logP (SK ≤ cK/λ)→ −γ(c)
By scaling γ(c) is independent of λ . Since the existence of the limit follows from supermul-
tiplicaticity we have
P (SK ≤ cK/λ) ≤ exp(−γ(c)K) (16)
If c0 is chosen so that exp(−γ(c0)) = 1/5, and we have 2T ≤ c0K/λ then combining (15) and
(16) shows that if the first two phases succeed, the probability there are 1’s in the space-time
box [−K,K]2 × [T, 3T ] tends to 0. This completes the proof of Lemma 9.
6.1 Comparison with percolation
In d = 1 a single long-lived −1 on each side of [−K,K] is enough to prevent particles from
re-entering it. In d > 1 we need a more complicated argument. To explain this let W 0n be
the wet sites on level n when initially only the origin is wet. If we think of the wet sites
are solid and the others as vacant region, then the shape theorem for oriented percolation
implies that the wet region looks like a cone in space-time. However, there are holes in the
cone that have the potential to allow particles to invade the region. It is intuitive that if ε
is small the particles cannot get far into the cone but this is not easy to prove.
Fortunately for us the details have been written down in Section 5 of [3]. To make
use of their result we need to introduce some notation. Let D = d + 1, where we assume
d = 2, and let A be a D × D matrix satisfying the following conditions: (i) if x has
x1 + · · · + xD = 1 then (Ax)D = L, and (ii) if x and y are orthogonal then so are Ax and
Ay. Let Q = {Ax : x ∈ [−1/2, 1/2]D} and LD = {Ax : x ∈ ZD}, so that the collection
{z +Q : z ∈ LD} is a tiling of space by rotated cubes. Note that in (i) we have replaced 1
by L for reasons that will become clear later.
Let Hk = {z ∈ LD : zD = kL} be the points on “level” k. We will often write elements of
Hk in the form (z, k) where z ∈ Rd. Let H′k = {z ∈ Rd : (z, k) ∈ Hk}. For x ∈ H′k, let Vx be
the Voronoi region for x, i.e., the closed set of points in Rd that are closer to x in Euclidean
norm than to all the other points of H′k (including ties). See Figure 5 for an illustration of
Voronoi region.
Each z ∈ LD is associated with a block z+[−2K, 2K]2× [0, 3T ]. We extend the definition
of good blocks from (0, 0) to z ∈ LD by translation. On the new lattice the blocks have
to be larger so that they overlap properly. To guarantees that (5.2) in [3] holds, we choose
L = K/6 and K. We construct an M-dependent oriented percolation from a family of
random variables {η(z) : z ∈ LD}, where η(z) = 1 if the block associated with z is good and
η(z) = 0 otherwise. In the first case we call the site open and in the second it is closed.
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Figure 5: H′k (black dots) and H′k−1 (white dots), which are the corners of the Voronoi region
containng x
The proof of Lemma 9 implies that if the corresponding blocks for two sites zi and zj are
disjoint in space and time soM is independent of KWe pick εM so small so that ppercolation
occurs if sites are open with probability, then lettingK →∞ and using the results iin Section
5 in [3]the rest follows easily. The conclusion of Lemma 5.5 gives the result for Theorem 5.
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