The aim is to study the asymptotic behavior of estimators and tests for the components of identifiable finite mixture models of nonparametric densities with a known number of components. Conditions for identifiability of the mixture components and convergence of identifiable parameters are given. The consistency and weak convergence of the identifiable parameters and test statistics are presented for several models. Mathematics Subject Classification. 62G10, 62H10.
Introduction
Consider a real random variable X on a probability space (Ω, A, P 0 ) and F a family of densities with respect to a probability μ on (Ω, A), such that the density f 0 = dP 0 /dμ belongs to F and the functions of F are L 2 (μ)-integrable, it is a metric space with the metric d 2 (f, f ) = f − f L2 (μ) .
For a fixed number p, the mixture of p components of F is defined by a vector of p unknown densities f (p) = (f 1 (p) in S p , the equality p j=1 λ j f j = p j=1 λ j f j is satisfied μ-a.s. if there exists a permutation π of {1, . . . , p} such that λ j = λ π(j) and f j = f π(j) μ-a.s., for j = 1, . . . , p. The identifiability condition is written as a condition on the parameters of a nonparametric F , it requires that the densities cannot be confounded and a mixture of two components f 1 and f 2 of F does not belong to F .
For a parametric mixture of two components g = λf + (1 − λ)f 0 of G 2 , the likelihood ratio test (LRT) for the hypothesis H 0 : g = f 0 is studied through a reparametrization because the information matrix is not positive Keywords and phrases. Mixture models, nonparametric densities, test, weak convergence. definite and either λ or f may be considered as nuisance parameters under H 0 . Conditions and proof of the convergence of the LRT as f 0 is known (admixture or contamination model) were given in [4, 5] for parametric families of two or p ≥ 2 components, for a test of a known density of G q against G p , q < p. The results were generalized to an unknown density f 0 by plugging an estimator of f 0 in the same statistic, for identifiable families, and they are easily adapted for testing sub-models of the semi-parametric mixture g = p j=1 λ j f (η(· − μ)), f in F and θ = (η, μ) in a Borel compact subset of R 2 . The methods are extended here to nonparametric density families G 2 with identifiable components, the parameter of interest for an admixture is λd 2 (f, f 0 ) which is zero if and only if H 0 holds, for a mixture it is λd 2 (f 1 , f 2 ), with λ ≤ 1/2. Wald's method [8] for the proof of consistency for the parametric case is no more sufficient and the asymptotic distribution is not Gaussian, as it was known for parametric distributions. The conditions are sufficient to remove the assumption of uniform convergence of small order terms present in most papers about expansions of the LRT in parametric models [1] [2] [3] [4] 6] . Under the alternative, direct estimators of λ and f are built and they satisfy the usual convergence. The tests are extended to finite mixtures of nonparametric densities and the estimators to mixtures of two nonparametric symmetric densities.
Admixture models for a density
Let (X 1 , . . . , X n ) be an i.i.d. sample with density having two mixture components g = λf
2 f −1 dμ and assume that A1: λ and F are identifiables: if λf
and ϕ f = ϕ 0 defined by A2 if f = f 0 , DF = {ϕ f ; f ∈ F}, the L 2 (P 0 )-closure defined using A2 of the set of functions ϕ f . Let E 0 the expectation under P 0 , further conditions are A3:
It is not symmetric with respect to its arguments f and f 0 , unlike the L 2 distance with respect to μ, and it is weaker than the Hellinger-derivability of F . It appears naturally for the convergence under the null hypothesis of the variance of the likelihood ratio after the reparametrization. The function ϕ 0 is related to the direction of the approximation of f 0 by f . Remark 2. By A2-A3 and the definition of DF , Eϕ(X) = 0 and the weak convergence of n
ϕ(X i ) holds for every ϕ of DF , and for n
. Condition A4 is satisfied under a stronger condition on the dimension of DF .
Tests for the density f 0
Under the alternative, a density is written
The parameters set for a test of f 0 against an admixture alternative is {α f ≥ 0; f ∈ F} and the hypothesis H 0 is equivalent to the existence of a function f in F such that α f = 0, or inf f ∈F α f = 0. For a sample (X i ) 1≤i≤n of X, the LRT statistic is written
Proof. For any ϕ ∈ DF , the MLE g ϕ,n = f 0 {1 + α n ϕ} of a density g α,ϕ = f 0 {1 + αϕ}, with α ≥ 0 and α n ≥ 0 converges at the parametric rate, therefore sup R | g ϕ,n − f 0 | ≤ sup R | g n − f 0 | for any other estimators g n without this parametric model. For every ε > 0 there exists δ ε > 0 s.t. for n large enough
and this sequence tends to zero by the weak convergence of P n .
be a centred and continuous Gaussian process on DF , with covariance Σ
converges in probability to zero and
Proof. Let ϕ in DF ,l n (·, ϕ) the derivative of l n (·, ϕ) with respect to α and α n (ϕ) under the constraint α n ≥ 0, then α n (ϕ) = 0 or it is solution of
Under sup ϕ∈DF |n
As proved in [7] :
with α * n (ϕ) between 0 and α n (ϕ). As the functions α → a
With p additional components in the mixture under the alternative, the metric is written
where the coefficient of f 0 satisfies λ = p k=1 λ k , α f = (α fk ) 1≤k≤p and ϕ f = (ϕ fk ) 1≤k≤p are given by
and
0k f 0k . The hypothesis H 0 is equivalent to α f = 0 and the result of Lemma 2.1 still holds. The process Y n (ϕ) is a p-dimensional process with a diagonal variance Σ = (Σ ϕ k ) 1≤k≤p . and Theorem 2.2 adapts for each component with the same proof, using tensor product and norms of the vectors already defined when necessary. Denoting 1 {Z(ϕ)>0} for the vector of indicators 1 {Z k (ϕ)>0} , we obtain
| converges in probability to zero and T n converges weakly to the variable sup ϕ∈DF Z(ϕ)
When f 0 is already a known mixture of functions in F , the result is extended as in [5] for mixtures of several parametric densities.
Estimation of the densities and mixture coefficients
Under the alternative, λ 0 ∈ {0, 1} and the model for the mixture density is g 0 = λf + (1 − λ)f 0 where λ belongs to a close subset of ]0, 1[. We consider a class of functions F with compact supports not all confounded with the support supp F 0 of the distribution function F 0 , then both λ 0 and f are identifiable and may be estimated. If all the functions of F have the same support, further conditions are necessary for identifiability of the components of g 0 . Estimators of λ and f are obtained after the estimation of the different supports.
O. PONS
Let G n the empirical estimator of the d.f. of the variable X, with support supp G n = [min i X i , max i X i ], and
, with support estimated by supp G n . An estimator of λ 0 is deduced from a classification of the observations into three intervals,
The following identities
imply simple expressions for the estimators of λ 0 and F on I 1n and I 3n
an estimator of g 0 , then the unknown density of the mixture is estimated by
Assume that the support of G is bounded and σ
max SuppG) and n 1/2 (min i X i − min SuppG) converge weakly to centered Gaussian variables with variances σ 
Mixture model of nonparametric densities
Consider a mixture of two unknown distributions with densities in a family F of concave unimodal and symmetric densities on R, g λ,f1,f2 = λf 1 + (1 − λ)f 2 . An identifiable mixture of two symmetric densities of F does not belong to F even with overlapping densities since the mixture density is not concave or not symmetric, except when they have the same mean and in that case they are unidentifiable. Let H 0 the null hypothesis of a single unknown distribution of F . The distribution f 0 under H 0 may be estimated by a symmetric estimator f 0n : let θ 0 the center of symmetry of f 0 , estimated by the median θ n of the sample and consider the transformed sample
In the following, any other constraint on the form of the set F may obviously replace the symmetry, for example a disymmetry with some proportions between both sides of the functions. The main condition about F is the identifiability of the components of mixtures of functions belonging to F and mixtures cannot themselves belong to F . Under H 0 , any estimator f 0n of the single unknown density f 0 with the relevant constraint may be used.
A test of a mixture g λ,f1,f2 = λf 1 + (1 − λ)f 2 in G 2 , with f 1 and f 2 in F , against the alternative of a single unknown distribution of F may be performed by replacing f 0 by f 0n in the expression of T n , with the statistic
The conditions for convergence of S n are A 1: λ and F are identifiable: if of f 0 in F containing ( f 0n ) n and converging to f 0 s.t.
The mixture density is written g λ,f,f = λf + (1 − λ)f = f (1 + α f ,f ϕ f ,f ) and the parameter set for a test of H 0 is {α f ,f ; f, f ∈ F}. A sequence of parameters of smaller size is sufficient for the test with the statistic S n , it is defined by {(α f, f0n ) n ; f ∈ F}. Let u n,f = u(f, f 0n ), α n,f = λu n,f , ϕ n,f = ϕ(f, f 0n ), and g n,f = f 0n (1 + α n,f ϕ n,f ), U n = {u n,f ; f ∈ F} and DF n = {ϕ n,f ; f ∈ F}. The statistic S n is then written
Under conditions A , the proofs of Section 2 are easily extended, with the same notations. Lemma 3.1. For every ϕ n in DF n , the estimator As in Section 2, the convergence rate is due to the sum of n i.i.d. variables and does not depend on the convergence rate of ϕ n .
With a vector of p additional components f = (f 1 , . . . , f p ) to an unknown density f with true value f 0 in the mixture under the alternative, g λ,f,f = (1 − λ)f + Under the alternative of a mixture of two functions of F with different supports, the components of the true density g 0 = λ 0 f 1,0 + (1 − λ 0 )f 2,0 may be estimated. For densities with known or estimated supports (densities with estimable center of symmetry), λ 0 is estimated as in (2.6) and both symmetric densities are estimated by an estimator similar to f 0n defined in this section. If only one center of symmetry of f 1,0 or f 2,0 may be estimated, one density is estimated by this method and the other density is defined by (2.7) where f 0 is replaced by f 0n . If both supports are unknown, a learning sample is necessary for the estimation of the support of the densities.
