In clustered designs such as family studies, the exposure-outcome association is usually confounded by both cluster-constant and cluster-varying confounders. The influence of cluster-constant confounders can be eliminated by studying the exposure-outcome association within (conditional on) clusters, but additional regression modeling is usually required to control for observed cluster-varying confounders. A problem is that the working regression model may be misspecified, in which case the estimated within-cluster association may be biased. To reduce sensitivity to model misspecification we propose to augment the standard working model for the outcome with an auxiliary working model for the exposure. We derive a doubly robust conditional generalized estimating equation (DRCGEE) estimator for the within-cluster association. This estimator combines the two models in such a way that it is consistent if either model is correct, not necessarily both. Thus, the DRCGEE estimator gives the researcher two chances instead of only one to make valid inference on the within-cluster association. We have implemented the estimator in an R package and we use it to examine the association between smoking during pregnancy and cognitive abilities in offspring, in a sample of siblings.
INTRODUCTION
A common goal of epidemiologic research is to estimate the causal effect of a certain exposure on a certain outcome. In observational studies there are often a large number of potential confounders, which may Doubly robust methods for handling confounding by cluster 265 induce non-causal associations between the exposure and the outcome. An important task is therefore to identify the most influential confounders, and to control for these in the statistical analysis. This task is often challenging, since many confounders may be difficult/expensive to measure, or unknown to the investigator. A popular way to deal with this problem is to identify clusters of individuals (e.g. families or communities), such that many confounders are constant within clusters. By studying the exposure-outcome association within (conditional on) clusters we are in effect controlling for the whole set of cluster-constant confounders, even though these are unobserved.
For instance, Kuja-Halkola and others (2014) studied the association between maternal smoking during pregnancy (SDP) and general cognitive ability. They found a strong inverse association in unrelated individuals, but the association disappeared almost completely in within-sibling analyses. This indicates that the inverse association between SDP and cognitive ability found in unrelated individuals was almost entirely due to confounding by factors shared by siblings, e.g. parental genetic makeup, socioeconomic status and early childhood environment.
In their within-sibling analyses, Kuja-Halkola and others (2014) used a linear "between-within" model (Neuhaus and Kalbfleisch, 1998; Sjölander and others, 2012) , which decomposes the exposure-outcome association into a "within" (cluster) effect and a "between" (cluster) effect. Another common alternative is the conditional likelihood method (Neuhaus and Kalbfleisch, 1998) . Goetgeluk and Vansteelandt (2008) derived a semiparametric estimator of the within-cluster association, referred to as the conditional generalized estimating equation (CGEE) estimator. They showed that both the between-within model estimator and the conditional likelihood estimator can be viewed as asymptotic special cases of the CGEE estimator.
Kuja-Halkola and others (2014) additionally controlled for birth year and maternal age. These clustervarying confounders were included in the regression models in a standard linear fashion. A potential worry is that this simple model for the influence of cluster-varying confounders is not well specified, e.g. that strong interactions or non-linear effects were present. Such misspecification is typically hard to detect and may seriously bias the estimated within-sibling association when these confounders are very differently distributed across exposure levels.
To reduce sensitivity to model misspecification in within-cluster analyses, we propose to augment the standard working model for the outcome with an auxiliary working model for the exposure. We derive a doubly robust conditional generalized estimating equation (DRCGEE) estimator for the within-cluster association. This estimator combines the two models in such a way that it is consistent if either model is correct, not necessarily both. Thus, the DRCGEE estimator gives the researcher two chances instead of only one to make valid inference on the within-cluster association, when controlling for observed clustervarying confounders.
The paper is structured as follows. In Section 2, we present basic notation, definitions and assumptions. In Section 3, we briefly review the CGEE estimator proposed by Goetgeluk and Vansteelandt (2008) , and in Section 4 we present the DRCGEE estimator. The DRCGEE estimator is closely related to the CGEE estimator, and to the "G-estimator" (Robins and others, 1992) , which has become popular in the causal inference literature; we explore these relations in Section 5. In Section 6, we demonstrate the double robustness property of the DRCGEE estimator through a small simulation study. In Section 7, we illustrate the proposed methods by re-analyzing the data from Kuja-Halkola and others (2014) study. , respectively. Our aim is to assess the association between the exposure and outcome, conditional on cluster-constant covariates (both observed and unobserved) and observed cluster-varying covariates.
Define
Throughout the paper we assume that the clusters are independent, i.e. that
(2.1)
We also assume that the units within each cluster are conditionally independent, given the clusterconstant covariates, i.e. that
for all i. These assumptions are standard in the literature, and are implicit in most methods for withincluster analysis, such as conditional logistic regression. Assumption (2.2) would be violated if the exposure level of one cluster member affects the outcome of another cluster member. In the study by Kuja-Halkola and others (2014) , such "carry-over effects" would be possible if the number of years a woman smokes affects cognitive ability of the child, rather than just SDP. We note though that assumption (2.2) is slightly stricter than necessary for our estimators to be consistent; our main results (e.g. doubly robustness) are proved in the supplementary material available at Biostatistics online under a slightly weaker version of this assumption (see Sections S1 and S3 of the supplementary material available at Biostatistics online). Finally, for any vector
3. THE CGEE ESTIMATOR Goetgeluk and Vansteelandt (2008) considered an outcome model on the form
where g(·) is either the identity link or the log link. In this model, the cluster-constant covariates W i are absorbed by the cluster-specific intercept a i . The target parameter β quantifies the conditional association between the exposure X i j and the outcome Y i j , given the cluster-constant covariates W i and the observed cluster-varying covariates V i j . Goetgeluk and Vansteelandt (2008) proposed to estimate (β, γ ) by solving an estimating equation on the form
where d i j is an arbitrary function of (X i j , V i j ) with the same dimension as
is the identity link, and
is the log link. They proved that the obtained CGEE estimator is consistent and asymptotically normal (CAN). Furthermore, they proved that all CAN estimators of (β, γ ) under model (3.1) are asymptotically equivalent to a CGEE estimator with some choice of d i j .
The clever trick in this estimation method is the "cluster-centering" of d i j , together with the removal of the cluster-varying part β X i j + γ V i j (when g(·) if the identity link) or e β X i j +γ V i j (when g(·) if the log link) from the outcome. After this removal the outcome residual should retain no cluster-varying components, and thus S Y,i j (β, γ ) should be uncorrelated with (d i j −d i ) (Goetgeluk and Vansteelandt, 2008) . The model in (3.1) assumes that the exposure effect is constant across levels of covariates. To relax this assumption, let Z i j = Z (V i j , W obs i ) include those observed covariates that may interact with the exposure. To keep notation simple we define the first element of Z i j to be 1, so Z i j accounts for the main exposure effect as well. We thus consider the model
3)
The CGEE estimator can be used for the model in (3.3) as well, if S Y,i j (β, γ ) is redefined as
when g is the log link
THE DRCGEE ESTIMATOR
To motivate our DRCGEE estimator, note that the standard model in (3.3) can be decomposed into two parts:
Our main interest lies in (4.1), since this is the part that quantifies the within-cluster association between the exposure and the outcome. For instance, if g(·) is the identity link and X i j is binary, then (4.1) is the within-cluster mean difference in the outcome, comparing exposed and unexposed at fixed levels of V i j and W i . We refer to (4.1) as the "main model".
The models (4.1) and (4.2) are purely associational and make no reference to causality per se. However, it would often be desirable to give the target parameter β in the main model (4.1) a causal interpretation. A causal main model can be formulated as
where Y x,i j is the potential outcome for subject i in cluster j, when exposed to level X i j = x. In this model, β quantifies the conditional causal effect of X i j on Y i j , given V i j and W i . The associational model in (4.1) is equal to the causal model in (4.3) under two assumptions; consistency and conditional exchangeability. The consistency assumption states that the potential outcome Y x,i j is equal to the factual outcome Y i j when the exposure X i j is factually equal to x. The conditional exchangeability assumption states that the potential outcome Y x,i j is conditionally independent of the exposure X i j , given V i j and W i . This assumption holds if V i j and W i are sufficient to control for confounding of the exposure-outcome association, but is otherwise generally violated. The part in (4.2) is a "nuisance" in the sense that we are not primarily interest in this part; it is only used to control for V i j and W i . In particular, we are not interested in making a causal interpretation of the parameters in this model. We thus refer to (4.2) as the "outcome nuisance model". The CGEE estimator of β relies on the standard model in (3.3), which combines the main model and the outcome nuisance model. If the outcome nuisance model is misspecified, then the CGEE estimator of β is generally biased. In this sense, misspecification of the outcome nuisance model "spills over" to the parameters in the main model.
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To alleviate the dependence on the outcome nuisance model we introduce an exposure nuisance model on the form
where h(·) is an appropriate link function, not necessarily equal to g(·). We define
when h is the log link.
It can now be shown (see Section S3 of the supplementary material available at Biostatistics online) that for an arbitrary function q i j of (V i , W i ) with the same dimension as β and for fixed values γ and α, the solution to the estimating equation
is a consistent estimator of β if either the outcome nuisance model (4.2) is correct with true parameter value γ , or the exposure nuisance model (4.4) is correct with true parameter value α, not necessarily both. We refer to the solution of (4.5) as the DRCGEE estimator of β. The choice of q i j will only have an impact on the variance of the DRCGEE estimator, not on its consistency. We propose to use q i j = Z i j . In Section S5 of the supplementary materials available at Biostatistics online, we derive the most efficient choice of q i j . We also show that the estimating function in (4.5) is indeed equal to the efficient score for β, under certain conditions which we make more precise in the supplementary material available at Biostatistics online. When taking the mean within each cluster, the centering of S X,i j (α) in (4.5) eliminates the intercept b i from the equation. However, this "cluster-centering" approach does not work when h(·) is the logit link.
To deal with the logit link we instead use a "sufficient-statistic" approach. This approach uses the fact that k X ik is a sufficient statistic for b i , provided that the distribution of X i j belongs to the exponential family and h(·) is the canonical link function in that distribution (Neuhaus and McCulloch, 2006) 
is free from b i . In particular, this holds when X i j has a Bernoulli distribution (i.e. X i j is binary) and h(·) is the canonical logit link, in which case a closed form for π i j (α) can be obtained by permutation arguments (see Section S2 of the supplementary material available at Biostatistics online). It can be shown (see Section S3 of the supplementary material available at Biostatistics online) that the DRCGEE estimator remains consistent for
, provided that either the outcome nuisance model (4.2) is correct or the exposure nuisance model (4.4) is correct. Thus, in the special case when X i j is binary and h(·) is the logit link, we modify (4.5) by replacing S X,i j (α) −S X,i (α) with X i j − π i j (α). We note that this "sufficient-statistic" approach can be used for any link function, provided that it is the canonical link function in a generalized linear model for the exposure. But it generally requires further distributional assumptions on top of the mean model (4.4).
In practice, the true values of γ and α are not known but must be estimated from data. To estimate γ we use CGEE, by solving the equation
Here, β † is defined as the asymptotic solution to (4.6); if the outcome nuisance model (4.2) is correct, then β † = β, otherwise β † is not generally equal to β. To estimate α when h(·) is the identity or log link, we solve the CGEEs
for α, with d i j = V i j . When X i j is binary and h(·) is the logit link, we can obtain an estimate of α through conditional logistic regression. We replace γ and α in (4.5) with their estimates, and obtain the DRCGEE estimator by solving the equation for β. It follows from standard theory for M-estimation that the DRCGEE estimator remains doubly robust and asymptotically normal when γ and α are replaced with consistent estimates. This implies that the statistical uncertainty in the DRCGEE estimator can for instance be assessed with a Wald-type confidence interval (CI) (estimate ± 1.96 × standard error). To calculate the standard error for the DRCGEE estimator we stack the estimating equations (4.5-4.7) and apply the sandwich formula to the joint equation system. We end this section by noting that all main effects of W obs i are absorbed into the cluster-specific intercepts a i and b i in the nuisance models (4.2) and (4.4), respectively. The nuisance models may additionally include nonlinear functions of V i j and interactions between V i j and W obs i ; our main results (e.g. doubly robustness) are proved in Section S3 of the supplementary material available at Biostatistics online under models that allow for nonlinear terms and interactions. However, the nuisance models cannot include interactions between V i j and W unobs i , as such unobserved interactions cannot be eliminated by "clustercentering", as in Goetgeluk and Vansteelandt (2008) . In the simulation study (Section 6) we demonstrate the bias induced by interactions between V i j and W unobs i .
RELATIONS BETWEEN THE ESTIMATORS
The DRCGEE estimator has close links to the CGEE estimator as well as to the standard G-estimator (originally called "E-estimator") proposed by Robins and others (1992) . Upon setting γ = 0 in (4.5), the DRCGEE estimator reduces to an estimator that relies solely on the exposure nuisance model. It may be viewed as a G-estimator which additionally conditions on all cluster-constant covariates; we thus refer to it as a CG estimator. Upon setting α = 0 and q i j = Z i j in (4.5) and letting h(·) be the identity or log link, the DRCGEE estimator reduces to a CGEE estimator with d i = (Z i j X i j , V i j ) provided that Z i j is only a function of W obs i (i.e. in the absence of interactions between the exposure and cluster-varying covariates). When both α and γ are estimated as proposed in Section 4, the DRCGEE estimator is equivalent to the CGEE and CG estimators in some special cases. In Section S4 of the supplementary material available at Biostatistics online, we prove that the DRCGEE estimator is equivalent to the CG estimator when g(·) is the identity link and q i j is only a function of W obs i . We further prove that the DRCGEE estimator is equivalent to the CGEE estimator with d i j = (Z i j X i j , V i j ) when q i j = Z i j = 1 and both g(·) and h(·) are identity links. This result implies that the CGEE estimator offers some protection against model misspecification by being doubly robust in this special case.
The relations between the estimators become more complicated if the nuisance models (4.2) and (4.4) include nonlinear functions of V i j and/or interactions between V i j and W obs i . In Section S4 of the supplementary material available at Biostatistics online we derive the special cases for which the estimators are equivalent, under more general models that allow for such terms.
It is revealing to consider the special case when g(·) and h(·) are identity links and V i j and W obs i are empty. In this case the DRCGEE estimator is equivalent to the CGEE estimator with d i j = X i j , and reduces to This is identical to the ordinary least squares (OLS) estimator of the slope in a linear regression model with one intercept per cluster. It is also identical to the OLS estimator of the slope in a linear regression model with a common intercept for all clusters, save from the fact that X i j is centered around the clustermean exposure level instead of the overall mean; it is this centering that justifies an interpretation as a "within-cluster association". We observe that clusters with little variation in the exposure will contribute less to the DRCGEE estimator than clusters with high variation in the exposure. In particular, if n i = 2 for all i, then the DRCGEE estimator further reduces to
so that only the exposure-discordant pairs (i.e. those pairs for which X i1 = X i2 ) contribute to the estimator.
SIMULATIONS
In this section, we present results from two simulation studies. In the first simulation study, we investigate the consequence of omitting second-order terms in the nuisance models, in the second simulation study we investigate the consequence of omitting interaction terms in the nuisance model. In both these simulations, we consider small clusters and we generate data under the null hypothesis of no exposure effect. In Section S7 of the supplementary material available at Biostatistics online we provide additional simulations with large clusters and non-null effects. The results from these simulations are similar to those presented in this section.
Omitted second-order terms
In the first simulation study, we considered a scenario where both link functions g(·) and h(·) are identity links. We generated pairs (n i = 2) from the model
with α 0 = γ 0 = 0, α 1 = γ 1 = 1 and β 1 = β 2 = 0; i.e. the pairs were generated under the null hypothesis of no main exposure effect and no second-order terms. The parameters α 2 and γ 2 quantify the deviation from linearity; these parameters were varied in the simulation as described below.
We analyzed data with the main model E(
In these nuisance models, we have omitted the second-order terms α 2 V 2 i j and γ 2 V 2 i j . Thus, the values of α 2 and γ 2 in the data generating model determine the degree of misspecification in the nuisance model for the exposure and outcome, respectively.
We considered three scenarios. In the first scenario we generated data using α 2 = 0 and γ 2 = 1, so that the nuisance model for the outcome was misspecified. In the second scenario, we generated data using α 2 = 1 and γ 2 = 0, so that the nuisance model for the exposure was misspecified. In the third scenario, we generated data using α 2 = γ 2 = 1, so that both nuisance models were misspecified. For each set of simulations we generated 1000 samples with m = 1000 pairs each. For each sample we estimated β 1 and β 2 using CGEE, CG, and DRCGEE estimation. In addition, we estimated β 1 and β 2 using standard (unconditional) GEE with independent working correlation matrix and identity link, and one common intercept for all clusters. Table 1 displays the mean estimates of β 1 and β 2 , together with the standard deviation of the estimates, the mean theoretical standard errors (obtained from the sandwich formula as described in Section 4), and the estimated coverage probability of a 95% CI across the 1000 samples. We observe that the GEE estimators of β 1 and β 2 are biased for all scenarios. This is not surprising, given that these estimators are confounded by W unobs i
. When the exposure model is correct and the outcome model is misspecified (Scenario I), the CG and DRCGEE estimators are unbiased, whereas the CGEE estimator of β 2 is biased. Thus, the omitted second-order term for V i j manifests in the CGEE estimator as a false interaction between X i j and V i j . When the exposure model is misspecified and the outcome model is correct (Scenario II), the CGEE and DRCGEE estimators are unbiased, whereas the CG estimators of both β 1 and β 2 are biased, for similar reasons. When both models are misspecified (Scenario III), all estimators are biased. The standard deviation of the estimators agree well with the mean standard errors, for all estimators and all scenarios. The coverage probabilities of the 95% CIs are close to 0.95, provided that the corresponding estimators are unbiased.
We note that the bias of the DRCGEE estimator is no worse than the bias of the other estimators when both models are misspecified (Scenario III). This is important, since in reality all models are likely to be misspecified, to some extent. We further note that the standard deviation of the DRCGEE estimator is not larger than the standard deviation of the CGEE estimator when the outcome model is correct (Scenario II). This is also important, since it indicates that the price we pay for "robustifying" the CGEE estimator, in terms of increased variability, is small under scenarios where the simpler CGEE estimator gives valid inference.
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Omitted interaction terms
In the second simulation study we considered a scenario where g(·) is the log link and h(·) is the logit link. We generated pairs (n i = 2) from the model
with α 0 = γ 0 = 0, α 1 = γ 1 = 1, and β 1 = β 2 = 0; i.e. the pairs were generated under the null hypothesis of no main exposure effect and no exposure-covariate interaction. The parameters α 2 and γ 2 quantify the deviation from additivity of unobserved cluster-constant confounders and observed cluster-varying confounders; these parameters were varied as described below.
We analyzed data with the main model log{E(
and the exposure nuisance model logit{E(X
In these models, we have omitted the interaction terms α 2 W unobs i V i j and γ 2 W unobs i V i j , respectively. Thus, the values of α 2 and γ 2 in the data generating model determine the degree of misspecification in the nuisance model for the exposure and outcome, respectively.
We considered three scenarios. In the first scenario, we generated data using α 2 = 0 and γ 2 = −5, so that the nuisance model for the outcome was misspecified. In the second scenario, we generated data using α 2 = −5 and γ 2 = 0, so that the nuisance model for the exposure was misspecified. In the third scenario, we generated data using α 2 = γ 2 = −5, so that both nuisance models were misspecified. For each set of simulations we generated 1000 samples with m = 1000 clusters of size n i each. For each sample we estimated β 1 and β 2 using CGEE, CG, and DRCGEE estimation. In addition, we estimated β 1 and β 2 using standard (unconditional) GEE with independent working correlation matrix and log link, and one common intercept for all clusters. Table 2 displays the mean estimates of β 1 and β 2 , together with standard deviation of the estimates, the mean theoretical standard errors (obtained from the sandwich formula), and the estimated coverage probability of a 95% CI across the 1000 samples. As in the first simulation (Section 6.1), we observe that the GEE estimators of β 1 and β 2 are biased for all scenarios. When the exposure model is correct and the outcome model is misspecified (Scenario I), the CG and DRCGEE estimators are unbiased, whereas the CGEE estimators of both β 1 and β 2 is biased. When the exposure model is misspecified and the outcome model is correct (Scenario II), the CGEE and DRCGEE estimators are unbiased, whereas the CG estimators of both β 1 and β 2 are biased. Thus, the omitted interaction term between V i j and W unobs i manifests in both the CGEE estimator and the CG estimator as a false exposure effect. This should come as no surprise since the product term W unobs i V i j can be thought of as an unobserved (due to W unobs i ) and cluster-varying (due to V i j ) confounder. Thus, an omitted interaction between V i j and W unobs i leads to unmeasured confounding of the exposure-outcome association. When both models are misspecified (Scenario III), all estimators are biased. The standard deviation of the estimators agree well with the mean standard errors, for all estimators and all scenarios.
For β 1 the bias of the DRCGEE estimator is almost twice as large as the bias of the CGEE estimator when both models are misspecified (Scenario III). However, for β 2 the relation is reversed; the bias of the CGEE estimator is more than twice as large as the bias of the DRCGEE estimator when both models are misspecified. As in the first simulation (Section 6.1), the standard deviation of the DRCGEE estimator is not larger than the standard deviation of the CGEE estimator when the outcome model is correct (Scenario II).
SDP AND COGNITIVE ABILITY IN THE OFFSPRING
In this section, we re-analyze the data set used by Kuja-Halkola and others (2014) (see Section 1). This data set contains males born in Sweden from January 1, 1983 to December 31, 1992. The exposure, SDP, was obtained from the Swedish Medical Birth register, and was coded as 0 (not smoking during first trimester) or 1 (smoking during first trimester). The outcome, general cognitive ability (GCA), was obtained from the Swedish Conscription Registry, and coded as an integer score ranging from 1 to 9, where higher values are "better". The data set consisted of 95,055 individuals with at least one sibling in the data set. We refer to Kuja-Halkola and others (2014) for a more detailed description of the data. Kuja-Halkola and others (2014) first fitted an ordinary linear model for SDP and GCA, controlled for birth year and maternal age. They obtained an estimated regression slope for SDP equal to −0.57 (95% CI: −0.59 to −0.55). This analysis measures the association between SDP and GCA in unrelated individuals, as it is not controlled for any factors that related individuals may have in common (apart from birth year and maternal age). Kuja-Halkola and others (2014) proceeded by fitting a linear "between-within" model to the full-siblings, also controlled for birth year and maternal age (Neuhaus and Kalbfleisch, 1998; Sjölander and others, 2012) . This model implicitly controls for all (observed and unobserved) factors that are shared by full-siblings, and the obtained estimator is asymptotically equivalent to the CGEE estimator with d i j = (SDP i j , birth year i j , maternal age i j ). They obtained an estimated regression slope for SDP equal to 0.00 (95% CI: −0.10 to 0.09). This suggests that the association between SDP and GCA found in the unrelated individuals is almost entirely due to confounding by factors shared by siblings, e.g. parental genetic makeup, socioeconomic status and early childhood environment.
However, birth year and maternal age were only included in the between-within model as main effects, in a simple linear fashion. Thus, a worry is that the estimated within-sibling association may be biased due 274 J. ZETTERQVIST AND OTHERS to model misspecification. We re-did the within-sibling analysis using GEE, CGEE, CG, and DRCGEE estimation. In these analyses, we used models (4.1), (4.2), and (4.4), with X i j = SDP i j , Z i j = 1, V i j = (birth year i j , maternal age i j ), and g(·) and h(·) being the identity link and logit link, respectively. Table 3 shows the result. We observe that the GEE estimate is almost identical to the linear regression estimate obtained by Kuja-Halkola and others (2014) . We further observe that all the other estimates are close to each other and close to 0, with narrow 95% CIs around 0. This strengthens the conclusion that the association between SDP and GCA found in the unrelated individuals is almost entirely non-causal. The CG and DRCGEE estimates in Table 3 are identical. This is due to the absence of exposurecovariate interactions in the models (see Section 5). To illustrate that all estimators are different in the presence of interactions, we included an interaction between SDP and maternal age, i.e. we let Z i j = (1, maternal age i j ). Table 4 shows the result. We now observe that all estimates are different. We also observe that the DRCGEE estimates of both main effect and interaction are close to 0, which gives even further support to the conclusion that the association between SDP and GCA found in unrelated individuals is almost entirely non-causal. However, we note that the CIs for all estimates are quite wide, which means that the results should be interpreted with some caution.
In reality, an effect of smoking is likely to be dose-dependent. However, in our analysis we followed Kuja-Halkola and others (2014) and dichotomized smoking. It can be shown (see Section S6 in the supplementary material available at Biostatistics online) that our analysis thus estimates a weighted average of dose-specific effects, where the weights depend on the dose-distribution among the smokers. Arguably, the dose-specific smoking effect is likely to have the same sign (positive, negative, or zero) for all doses. When the weighted average effect is zero, as in our analysis, we may thus infer that the dose-specific effect of smoking is zero as well, for all doses with non-zero weights.
DISCUSSION
In this paper we have proposed a doubly robust CGEE estimator, which protects against unobserved clusterconstant confounders while at the same time protecting against model misspecification of observed clustervarying confounders. We have shown how this DRCGEE estimator relates to the ordinary CGEE estimator, which only uses a nuisance model for the outcome, and to a CG estimator, which only uses a nuisance model for the exposure. We have demonstrated in simulations that the DRCGEE estimator performs well, even in scenarios where the CGEE estimator and the CG estimator fail. Finally, we have illustrated the proposed methods through a study of SDP and cognitive score in the offspring.
The properties of the DRCGEE estimator may depend on how the nuisance parameters γ and α are estimated. In this paper, we have used standard estimators for γ and α, but other choices are possible. For instance, estimating γ by directly minimizing the empirical variance of the DRCGEE estimator, along the lines described in Cao and others (2009) , would reduce the variance of the DRCGEE estimator when the outcome nuisance model is misspecified but the exposure model is correct. Estimating γ and α by directly minimizing the bias of the DRCGEE estimator, as proposed by Vermeulen and Vansteelandt (2014) , would avoid amplification of the bias of the DRCGEE estimator when both nuisance models are misspecified.
A limitation of our DRCGEE estimator is that it does not allow for g(·) to be the logit link. The reason for this restriction is that the DRCGEE estimator utilizes G-estimation techniques, which do not work for logistic models. Doubly robust estimators for logistic models were recently developed by Tchetgen Tchetgen and others (2010), and an interesting topic for future research would be to adapt these estimators for within-cluster association studies.
To facilitate the use of the proposed methods, we have implemented the DRGEE estimator in the R package drgee. This is a package that carries out doubly robust estimation in restricted mean models, either marginally over clusters, or, as proposed in this paper, conditionally on the clusters. We refer to the documentation for the drgee package for further details.
SOFTWARE
The methods are implemented in the R package drgee, available at (https://cran.r-project.org/). Scripts for simulations are available on request from the corresponding author (johan.zetterqvist@ki.se).
