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An efficient and compact approach to the inclusion of dissipative effects in Non-Equilibrium
Green’s Function (NEGF) simulations of electronic systems is introduced. The algorithm is based
on two well known methods in the literature, firstly that of the so-called Recursive Green’s Function
(RGF) and secondly that of Bu¨ttiker probes. Numerical methods for exact evaluation of the Jacobian
are presented by a direct extension to RGF which can be modularly included in any codebase that
uses it presently. Then using both physical observations and numerical methods, the computation
time of the Bu¨ttiker probe Jacobian is improved significantly. An improvement to existing phonon
models within Bu¨ttiker probes is then demonstrated in the simulation of fully atomistic graphene
nanoribbon based field effect transistors in n-i-n and p-i-n operation.
I. INTRODUCTION
The decreasing length scales of modern electronics
mean that accurate descriptions of electronic transport
at the mesoscopic scale are of growing interest. The
semi-classical Boltzmann transport methods[1] histori-
cally used to calculate system properties such as charge,
spin and their respective densities and currents, break
down as these systems begin to exhibit quantum be-
haviour. As such, a fully quantum description is required
to compute these properties. For this we use the non-
equilibrium Green’s function (NEGF) method and the
nomenclature as detailed in [2].
Green’s function methods have worked well in describ-
ing the properties of quantum systems but the method is
not without its drawbacks. When using the matrix me-
chanics formalism, calculation of the Green’s function re-
quires the inversion of an N×N matrix expression which
scales as O(N3) in time and O(N2) in memory. This
soon becomes computationally infeasible as the dimen-
sions of a matrix grows, ultimately leading to a limit to
the size of devices modelled. Due to this glaring prob-
lem, several algorithms have been developed to speed up
these inversions.
Even though the matrix defining the Green’s function
is dense, the physically relevant data are typically con-
tained close to the diagonal, and several algorithms have
been developed to calculate the smallest number of ele-
ments required by a typical calculation. The Recursive
Green’s Function (RGF) is one such method, RGF ex-
ploits the block tridiagonal structure of the Hamiltonian
by splitting the device into several ‘slices’ which are then
solved iteratively. By splitting the device up into slices
the cost is reduced significantly; as an example consider a
device split into Nx equally sized slices, each with a cor-
responding block of size Ny×Ny, RGF reduces the prob-
lem to one that scales as O(NxN3y ) in time and O(N2y )
in memory (both a N2x reduction in time and memory).
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There exist several other high performance algorithms
for computing the Green’s function such as FIND [3, 4],
SPIKE[5], CBR[6], and MOR[7], which can outperform
RGF in their respective niches of parameter space but
are not the focus of this paper.
Bu¨ttiker probes [2, 8] can be used to include the effects
of dissipation into NEGF. The basic idea of a Bu¨ttiker
probe is to add a fictitious ‘lead’ to the device that can
exchange energy with the system and then solve its lo-
cal chemical potential such that the net current flow-
ing through it is zero. Historically, Bu¨ttiker probes
have been used as a phenomenological scattering model.
When incorporated into the NEGF approach, such probe
models are comparatively inexpensive, requiring no self-
consistent iterations of the Green’s functions like that
of other dissipation models [9, 10]. However, Bu¨ttiker
probes are not uniquely constrained to phenomenologi-
cal devices and recent work by Greck et al. [11] explored
phononic dissipation models in the context of quantum
cascade lasers.
Even though these probes provide a simple way to in-
clude such effects, the canonical way to solve their chem-
ical potentials has required the full inversion of the re-
tarded Green’s function, a clearly significant slowdown
compared to the partial inversion methods commonly
employed. Recently, Sadasivam et al. [12] in their work
on thermal transport in layered devices using phononic
Green’s functions provided an additional set of calcula-
tions to the recursive Green’s function designed to assist
in calculating the probe temperatures for Bu¨ttiker probes
in layered devices. One limitation of the algorithm de-
tailed by Sadisvam et al. is that it assumes a constant
chemical potential per sub block. Though suitable for
some layered devices, this becomes disadvantageous when
used in more diverse geometries such as those discussed
by Wimmer and Richter[13], where the problem of opti-
mal block tri-diagonalisation is approached. In our work
we adapt the algorithm detailed by Sadasivam et al. [12]
for use in electronic calculations and remove the restric-
tion on probe number and configuration, assuming only
that the sparsity of the probes must be compatible with
the RGF formalism. We demonstrate that such a gener-
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2alisation is easily found and reduces to the result of Sada-
sivam et al. in the correct limits. We then demonstrate
this method for several different nanoelectronic devices
constructed out of armchair graphene nanoribbons using
a fully atomistic description.
II. APPLYING BU¨TTIKER PROBES TO
ELECTRONIC SYSTEMS
Following an approach analogous to Ref. [12] for
phonons, we derive an extension to the recursive Green’s
function to handle Bu¨ttiker probes for electrons. First,
a brief review of Green’s functions and Bu¨ttiker probes.
The retarded electronic Green’s function is given by:
G(E)−1 = (E + i0+)S −H − ΣLeads − ΣBP (1)
where E is energy, 0+ is a small positive number to pro-
vide numerical stability, S is the overlap matrix, H is the
Hamiltonian, ΣLeads is the self-energy related to the leads
and ΣBP is an additional term added to include scatter-
ing effects. This self-energy is comprised of multiple parts
that are typically spatially dependent. As an example,
for phenomenological Bu¨ttiker probes, the retarded self
energy for the pth probe (superscript p) is given by:
ΣpBP(E) = −
i~
2τptot
δ(r− rp), (2)
where τptot is the scattering time for the p
th probe lo-
cated at position rp. Typically, in a phenomenological
treatment τptot is set to some constant. In contrast, in
our approach we take the scattering time to be implicitly
a function of energy:
1
τptot(E)
=
Ns∑
s
1
τps (E)
(3)
where s counts over the Ns scattering processes at site p.
One then calculates the full self-energy as the sum over
the Np probes:
ΣBP(E) =
Np∑
p
ΣpBP(E), (4)
and similarly the in-scattering matrix of these probes are
given to be
ΣinBP(E) =
Np∑
p
Σin,pBP (E) =
Np∑
p
fpΓ
p
BP(E), (5)
where Γ = i(Σ − Σ†) is the broadening function and we
define the shorthand fj(E) for the Fermi-Dirac distribu-
tion function of the jth lead:
fj(E) = fFD(E,µj) =
[
exp
(
E − µj
kT
)
+ 1
]−1
. (6)
The requirement of each of these probes is that the total
integrated current flowing through them is zero:
Ti,k =Tr
[
ΓiGΓkG
†] (7)
I˜i =
∑
k 6=i
Ti,k [fi(E)− fk(E)] (8)
Ii =− q~
∫
I˜i(E)dE
!
= 0 (9)
Ti,k is the transmission from lead i to lead k, I˜i(E) and
Ii are the energy resolved and total integrated current
flowing through lead i respectively. These summations
have been taken implicitly over only the probe degrees
of freedom and the source and drain leads are fixed at
their equilibrium chemical potentials. In experiment, one
can only resolve Ii. For purely elastic processes these
probes are further constrained to have I˜i(E) = 0 and
this is done by inclusion of energy-dependent chemical
potentials µi → µi(E).
III. NUMERICAL APPROACH
To use the Bu¨ttiker probe method, we need to solve
the chemical potential of the probes such that the total
current through each is zero. There exist several methods
for root-finding and for our purposes we use the Newton-
Raphson approach [14]. The Newton-Raphson approach
approximates functional expressions to first order by
truncating their multi-variate Taylor series, thereby tak-
ing a locally linear approximation. The matrix of these
partial first derivatives is called the Jacobian. The use of
any Newton-Raphson-based approach requires an initial
Jacobian. In many cases the Jacobian can be hard to cal-
culate exactly and a common practice is to approximate
it by finite differences. For Green’s functions we find that
such a treatment gives unnecessary overhead, requiring
at least two RGF evaluations for each probe and requires
one choose a fitting parameter.
Instead we calculate the Jacobian exactly at each step,
thus requiring only one evaluation of RGF and no fitting
parameters. Though we choose to calculate and update
it exactly, other techniques exist such as those that cal-
culate it solely at the initial step and update it using
convergence acceleration techniques such as the Broyden
method [14]. Using the Broyden method can greatly
reduce the computational complexity of the problem,
though due to the approximations may take extra steps
to converge. For poor guesses or crude approximations to
either to the initial input state or Jacobian, a Jacobian-
based approach may not converge at all. Within the
scope of this work we will demonstrate that calculating
the full Jacobian using the recursive Green’s functions
method will be more than sufficient.
Element i, j of the Jacobian is defined as the partial
derivative:
Ji,j =
∂Fi
∂Xj
(10)
3where subscript i refers to the ith component of the func-
tional F , which for our purposes is the current through
the ith probe and Xj is the controlling parameter, which
is the chemical potential of the jth lead. Given an initial
starting guess of X0, one computes the Jacobian at that
point and then performs the step
X1 = X0 − (J0)−1 F 0 (11)
which ideally gives the root of the function. However as
it is typically expected that the function is nonlinear, one
must repeat the process iteratively
Xk+1 = Xk − (Jk)−1 F k (12)
which continues until some objective function is min-
imized. Given a sufficiently good starting guess, the
Newton-Raphson method will converge quadratically
[15]. There exist further so-called stabilization meth-
ods that can improve convergence in systems with sin-
gular Jacobians, noisy environments, or for systems with
poor initial guesses. Examples of these methods include
Levenberg-Marquardt, Steihaug conjugate gradient, and
dogleg [16–19] but they are not the focus of this work and
we proceed solely with the Newton-Raphson method as
stated in Eq. (12).
Previous authors [8] have chosen to calculate the ele-
ments of the Jacobian by
J˜i,j =
∂fj(E)
∂µj
∑
k 6=i
Ti,k, i = j (13)
J˜i,j = −∂fj(E)
∂µj
Ti,j , i 6= j (14)
Jij = − q
h
∫
J˜ij(E)dE. (15)
However computing this using Eq. (7) requires the full
evaluation of the Green’s function matrix to calculate
these transmission values. As this is numerically unrea-
sonable, we look to solve it in a different way.
To reduce the complexity, Sadasivam et al. modified
the Bu¨ttiker probe method to be compatible with the
Recursive Green’s Function formalism for simulation of
phonon Green’s functions [12]. Even though it has been
shown that RGF is not the fastest method for matrix in-
version, it is considerably faster than full inversion. Addi-
tionally if one wishes to use a quasi-Newton method such
as Broyden, much faster algorithms such as FIND [3, 4]
can be used in subsequent iterations for the calculation
of the current.
A. Calculating the initial Jacobian
Here we re-derive the method of Sadasivam et al.
adapting it so it is applicable to electrons, rather than
phonons, which can be obtained by appropriate substi-
tution [12]. In this work we further develop this method
to handle any number of probes of arbitrary configura-
tion assuming only that their sparsity is compatible with
the RGF formalism. For the sake of brevity in the main
body of the text we discuss only the particular case of
block-diagonal in-scattering self-energies, whereas the ex-
pression for block-tridiagonal in-scattering matrices can
be found in Appendix VII A.
Beginning with the equation for the differential cur-
rent, written in the form typically used with RGF, and
suppressing the dependence on energy we have
I˜k = Tr
(
Σink A− ΓkGn
)
(16)
where Σink is the k
th in-scattering self-energy, Γk is the
kth broadening matrix, A is the spectral function and Gn
is the electron correlation function:
Σink = fkΓk, (17)
Γk = i(Σk − Σ†k) (18)
A = i(G−G†), (19)
Gn = GΣinG†. (20)
If we use the identity
∂Tr(X) = Tr(∂X) (21)
then we can calculate the derivative of the trace by com-
puting the trace of the derivatives as
∂j I˜i = Tr
[
∂j
(
Σini A− ΓiGn
)]
, (22)
where we have used the shorthand ∂j = ∂/∂µj . Expand-
ing the partial derivative explicitly gives
∂j I˜i = Tr
[
(∂jΣ
in
i )A+ Σ
in
i (∂jA)
−(∂jΓi)Gn − Γi(∂jGn)] . (23)
Then, noting that both the retarded Green’s function and
the broadening matrices do not depend on µj , we arrive
at the expression:
J˜i,j = Tr
(
A
∂Σini
∂µj
− Γi ∂G
n
∂µj
)
. (24)
As these are traces of matrix products, we can use the
the following relationship when calculating them,
Tr (XY ) =
∑
i,j
(X ◦ Y T )ij =
∑
i,j
(XT ◦ Y )ij (25)
where ◦ is the Hadamard or element-wise product. When
the matrices are of size N×N this reduces the number of
computational operations from O(N3) to O(N2). Then
for the particular case that Γ,Σin, and ∂jΣ
in are block
diagonal, we can compute the derivative of the Jacobian
element by summing over the Nb sub-blocks:
J˜i,j =
Nb∑
b=1
Tr
(
Ab,b
∂Σini;b,b
∂µj
− Γi;b,b
∂Gnb,b
∂µj
)
(26)
=
Nb∑
b=1
∑
k,l
(
ATb,b ◦
∂Σini;b,b
∂µj
− ΓTi;b,b ◦
∂Gnb,b
∂µj
)
k,l
(27)
4where b is an index running over the Nb diagonal sub-
blocks in RGF. Nb is an index to clarify that this is for
arbitrary block size and number, and not the simple ex-
ample of a set of Nx blocks of size Ny×Ny as described in
the introduction. One can easily extend Eq. (27) for the
case of self-energies that are block-tridiagonal matrices.
It is also worth noting that a very large proportion of the
elements in the Γ, Σin, matrices are zero, which results
in significant speed-up when compared to full matrices.
In this derivation, no assumptions about the structure of
any of these elements have been made, because they are
already required to have the sparsity pattern assumed for
the RGF method to be applicable.
B. Calculating the Green’s function derivatives
To use the blockwise algorithm requires the calcula-
tion of both ∂jΣ
in
i and ∂jG
n. ∂jΣ
in
i = Γi(∂jfi) is easily
obtained in the Bu¨ttiker probe formalism by taking the
analytic derivative of Eq. (6). All that remains is to cal-
culate the matrices ∂jG
n
b,b which we will now demonstrate
using a modified RGF algorithm. The essence of the tech-
nique is to calculate the derivatives of the left connected
matrices which will in turn give the actual matrices. The
method is directly derived from RGF and we will only
reintroduce concepts required for the derivatives in this
discussion. We have tried to keep our nomenclature as
consistent as possible with Anatram et al.1 [1] but unfor-
tunately, they use A to denote G−1 from Eq. (1) whereas,
keeping in line with the nomenclature of Datta [2] we use
A to denote the spectral function. For all instances of the
A from the original algorithm, we use K in its stead. We
begin with the definition of the left-connected electron
Green’s function matrix gnL,
gnLi+1i+1,i+1 = g
rLi+1
i+1,i+1
(
Σini+1,i+1 + σ
in
i+1,i+1
)
gaLi+1i+1,i+1 (28)
where grL are the left-connected retarded matrices,
gaL =
(
grL
)†
are the left-connected advanced matrices,
Σin are the standard in-scattering functions and σin are
terms derived from the previous left-connected green’s
function: σini+1,i+1 = Ki+1,ig
nLi
i,i K
†
i,i+1 and the function is
seeded by gnL111 = g
L1
11 Σ
in
11g
L1
11 . Once all g
nL have been ob-
tained, setting the last block of the full electron Green’s
function matrix GnN,N by G
n
N,N = g
nLN
N,N one can obtain
the full electron Green’s function Gn by the recursive
relation:
Gni,i = g
nLi
i,i + g
rLi
i,i
(
Ki,i+1G
n
i+1,i+1K
†
i+1,i
)
gaLii,i
−
(
gnLii,i K
†
i,i+1G
†
i+1,i +Gi+1,iKi+1,ig
nLi
i,i
)
(29)
1 A quick note on their nomenclature is that the indexing for the
arbitrary matrix X†i+1,i would be the sub-block “i+1, i” of X
†,
not the conjugate transpose of the sub block “i+ 1, i” of X.
the process for calculating the derivative of the electron
Green’s function ∂jG
n is exactly the same, though with
the derivative ∂jΣ
in instead of Σin, this is because grL
do not depend on the chemical potentials, one calculates
the left-connected electron Green’s function derivatives
∂jg
nL by
∂gnLi+1i+1,i+1
∂µj
= grLi+1i+1,i+1
(
∂Σini+1,i+1
∂µj
+
∂σini+1,i+1
∂µj
)
gaLi+1i+1,i+1
(30)
where ∂jσ
in
i+1,i+1 = Ki+1,i
(
∂jg
nLi
i,i
)
K†i,i+1 and similarly
the function is seeded by ∂jg
nL1
11 = g
L1
11 (∂jΣ
in
11)g
L1
11 . Set-
ting ∂jG
n
N,N = ∂jg
nLN
N,N one then obtains ∂jG
n by the
recurrence relation:
∂Gni,i
∂µj
=
∂gnLii,i
∂µj
+ grLii,i
(
Ki,i+1
∂Gni+1,i+1
∂µj
K†i+1,i
)
gaLii,i
−
(
∂gnLii,i
∂µj
K†i,i+1G
†
i+1,i +Gi+1,iKi+1,i
∂gnLii,i
∂µj
)
. (31)
What is remarkable about this approach is that it uses all
the information from the initial RGF calculation, with no
new inverses needing to be calculated, only matrix prod-
ucts. The algorithm as presented here has assumed for
the sake of brevity that the in-scattering matrices are
block diagonal, as is commonly assumed in the litera-
ture. However this is not a hard restriction and the algo-
rithm is easily extensible to handle block tridiagonal in-
scattering matrices which we have included in appendix
VII A, again noting that the only difference between Gn
and its derivative is the substitution Σin → ∂jΣin.
Equations (30, 31) can be modularly included into any
framework that already uses recursive Green’s functions.
For layered heterostructures, explicitly setting all chem-
ical potentials in each layer to be equal these formulae
reduce to the results in Sadasivam et al. [12] and due
to the flexibility of the description, any other such sym-
metry can also be included such as mirror or rotational
symmetry.
For this work we have used the recursive Green’s func-
tion algorithm because of its efficient reuse of previous
data to calculate the electron Green’s function deriva-
tives. Similarly, any algorithm that can efficiently reuse
the outputs of the retarded Green’s function calculations
to compute several electron Green’s functions would also
be useful to calculate the Green’s function derivatives.
C. Approximating the Jacobian
In this section we will discuss an approximation to the
Jacobian, taken in the high and low temperature limits.
First we re-introduce the differential version of the Ja-
cobian (24) but split into J˜L, J˜NL corresponding to the
local and non-local parts respectively,
J˜Li,j = Tr
(
A
∂Σini
∂µj
)
, J˜NLi,j = −Tr
(
Γi
∂Gn
∂µj
)
. (32)
5It can be seen that J˜Li,j is diagonal by writing:
Σin =
∑
i
Σini =
∑
i
fiΓi
∂Σin
∂µj
=
∑
i
∂Σini
∂µj
=
∑
i
∂(fiΓi)
∂µj
=
∂fi
∂µi
Γiδij
After some scrutiny, it becomes clear that J˜L is the dom-
inant contribution to the Jacobian and we calculate it ex-
actly using the methods described previously. This can
be observed by expanding Eq. (32) explicitly as
J˜Li,j = δijTr (ΓjA) ∂jfj , J˜
NL
i,j = −Tr (ΓiAj) ∂jfj . (33)
and that one can see that both J˜Li,j and J˜
NL
i,j are weighted
products of a broadening matrix and a spectral function.
J˜NLi,j uses the partial spectral function Aj whereas J˜
L
i,j
uses the full spectral function A =
∑
j Aj . Calculating
J˜Li,j and its integral are both expedient and computation-
ally inexpensive due to the retarded Green’s functions
and self-energies (and hence the broadening matrices)
being stored in memory, and the derivative of the Fermi-
Dirac function being analytic. However, to calculate J˜NLi,j
requires the product of the broadening matrix with an
electron Green’s function derivative. Although it is inex-
pensive to calculate these terms individually, it becomes
prohibitively expensive when the number of probes and
energy points become very large. Instead we will look to
approximate them by their dominant contributions.
We would like to rationalise the necessity of making
an approximation to J˜NL as follows: consider that in our
observations, convergence of the probe currents requires
typically fewer than 10 Newton-Raphson iterations when
using the exact Jacobian. To compute the current at
each iteration requires the computation of NE electron
Green’s functions, one for each energy point. However,
the calculation of J˜NL requires Np×NE electron Green’s
function derivatives as well as Np sets of products and
summations (where Np is the number of probes). This
means that computation of J˜NL is Np times larger than
a single current evaluation, and efforts like stabilisation
[16–19], approximation of the Jacobian and/or use of
quasi-Newton methods such as Broyden [14], at the cost
of further iterations become well justified. We will not
focus on quasi-Newton methods as they have been well
studied in the literature. Instead in an effort to reduce
the computational load of the Newton-Raphson method,
we look to approximate J˜NL.
First we observe that the derivative of the Fermi-Dirac
distribution function is given by
∂fj(E)
∂µj
=
1
4kBT
sech2
(
E − µj
2kBT
)
. (34)
The function itself is peaked at the chemical potential
of the probe and then decays inversely proportionally to
temperature with approximately 50% of its area being
located between µj ± kBT . As kBT approaches zero, the
Fermi-Dirac distribution derivative approaches the Dirac
delta function. At very low temperatures, energy reso-
lution becomes a major concern as one is likely to miss
sharply peaked features. As such, treating it as a delta
function alleviates concerns of the numerical accuracy
and also results in a NE speed-up.
The second limit we wish to discuss is that of high
temperature, physically-motivated self-energies such as
those related to acoustic phonons increase their broad-
ening proportionally to temperature. In such a case we
assume that the product of the self-energy and the par-
tial density of states varies slowly over the energy range
of interest. We note that because most self-energies can
be decomposed into the sum of Lorentzians, we expect
that unless near resonance, the partial density of states
will decay slowly with an inverse quadratic behaviour.
We use these observations as justifications to replacing
the derivative of the Fermi-Dirac distribution function
with a delta function and the integral reduces to
∞∫
−∞
Tr
[
Γi(E)
∂Gn(E)
∂µj
]
dE ≈ Tr [Γi(µj)Aj(µj)] (35)
where Aj is the partial spectral function Aj = GΓjG
†
that can be computed using the recursive Green’s func-
tion algorithm under the substitution Σin → Γj . In inter-
mediate regimes, or when close to resonance, we do not
expect a delta limit to be a viable approximation but
rather computing the (weighted) average of Tr(ΓiAj) us-
ing a small window centered about the probe chemical
potential plus/minus a few kBT could be used. For all
calculations hereafter we operate using a fixed temper-
ature of 300 K, (kBT ≈ 26 meV) and proceed using the
delta function approximation. Lastly, we note that in
some cases ∂jG
n can be very small due to the specific
scattering model, delta approximation or not. To pro-
hibit the chemical potentials not running away in such a
situation, we clip step sizes to a maximum of 100meV.
For the cases studied our results demonstrate a clear re-
silience to the approximations detailed.
IV. PHONON DISSIPATION MODELS
The derivation of physically-motivated self-energies
typically begin by introducing the injection of states by
providing the in-scattering and out-scattering matrices
Σin and Σout respectively. Given these matrices, one
can obtain the broadening function Γ by directly sum-
ming the two: Γ = Σin + Σout. To compute the re-
tarded Green’s function requires the full self-energy. For-
tunately, this can be obtained by noting that the self-
energy must be causal. Introducing the Hermitian and
6anti-Hermitian parts:
[Σr(E)]H =
1
2
[
Σr(E) + Σr(E)†
]
, (36)
[Σr(E)]AH =
1
2
[
Σr(E)− Σr(E)†] = iΓ(E)/2 (37)
one can obtain the Hermitian part by the Hilbert trans-
form:
[Σr(E)]H =
P
2pii
∫ ∞
−∞
dE′
[Σr(E′)]AH
E − E′ . (38)
P denotes the Cauchy principal value:
P
∫ ∞
−∞
f(x)dx = lim
→0+
∫ s−
−∞
f(x)dx+
∫ ∞
s+
f(x)dx (39)
where s is the location of the singularity. For a con-
stant scalar anti-Hermitian part, as is the case for phe-
nomenological models, the Hilbert transform is identi-
cally zero. However more complicated functions tend
not to have a fully closed form. For our models we
assume two dominant contributions to the scattering,
longitudinal-acoustic and longitudinal-optical phonons
which we model as Bu¨ttiker probes and drop the prefix
‘longitudinal’ hereafter. For the following we designate
one probe per atomic site, which we enumerate by super-
script p. For the derivation of the acoustic and optical
self-energies, we direct the reader to the work of refer-
ences [10, 11, 20].
A. Acoustic Phonons
To arrive at the following self-energy one assumes that
the thermal energy is much higher than the phonon en-
ergy and that the phonon band being modelled is well-
approximated by a linear dispersion Eq = vs|q|, where vs
is the speed of sound and q is the wavevector. Under both
these approximations the wavevector dependences cancel
and the function is only proportional to the energy value
being probed. Additionally, Kubis and Vogl [20] made
a final modification to the definition of the self-energy,
noting that in the full expression small amounts of en-
ergy could be redistributed by small wavevectors, which
have now been explicitly disallowed due to the linear dis-
persion approximation. This deficiency is addressed by
inclusion of an energy averaging window from E − ~ωD
to E + ~ωD where ωD is the Debye frequency. We use
the same rectangular averaging over energy as Kubis and
Vogl, but one could just as easily use any other shaped
function, so long as their total integrated area is unity.
With these assumptions, the longitudinal-acoustic self-
energy is given by
ΣpAC =
1
Ωp
V 2DkBT
ρv2s
δr,rp
2~ωD
E+~ωD∫
E−~ωD
Gr(E)dE, (40)
where Ωp is the elementary volume around point rp, ρ is
the density and VD is the scalar deformation potential.
B. Optical Phonons
In this subsection we will detail the model for optical
phonons that we use within our Bu¨ttiker probe method.
We begin by discussing the canonical model, the Bu¨ttiker
model as used by Greck et al.[11] and then our approach.
In general optical phonons require inter-dependent self-
consistent cycles between the retarded Green’s function
and the electron Green’s function. Greck et al. [11] re-
duced the computational expense of this process by omit-
ting the term related to the electron Green’s function in
the definition of the retarded self-energy, assuming it to
be negligible and using a Bu¨ttiker probe in place of the
in-scattering function. We will now demonstrate that
the assumption that the terms related to the electron
Green’s functions are negligible is contradictory for sys-
tems that would be in equilibrium. We address this by
amending the approximation to include a new physically
motivated non-equilibrium filling function that reduces
to the Fermi-Dirac distribution function in equilibrium.
The canonical dispersion-less optical phonon model is
given by the self-energy
ΣOP(E)/DOP = (nq + 1)G
r(E − ~ω) + nqGr(E + ~ω)
− i
2
[Gn(E + ~ω)−Gn(E − ~ω)] +
P
2pi
∫
Gn(E′ + ~ω)−Gn(E′ − ~ω)
E − E′ dE
′. (41)
where DOP is the scalar electron-phonon coupling and
nq is the Bose-Einstein distribution function for phonon
branch q,
nq =
(
exp
(
~ω
kBT
)
− 1
)−1
(42)
that we have already simplified to use dispersion-less
phonons with energy ~ω. Given this expression, both
Green’s functions are iterated until convergence. A
common approximation when modelling optical phonons
[20, 21], is to remove the Hilbert transform related to the
difference between two electron Green’s functions from
the self-energy in Eq. (41) as is typically assumed to
be small. As it is small, the omission of the Hilbert
transform in the optical phonon model only slightly af-
fect the observables and current, but by omitting it, the
self-energy and hence the retarded Green’s function both
cease to be causal functions [21] and violate the spectral
sum rule: ∫ ∞
−∞
A(r, r, E)dr = 1. (43)
Historically, for the particular case of optical phonons,
the solution is then to do one of two things to restore
causality. The first is to actually compute the Hilbert
transform, which can be numerically expensive. The
second is to omit the difference between the two elec-
tron Green’s functions entirely while still using the same
7original in-scattering function. This amounts to making
one of two assumptions, either the energy of an optical
phonon is assumed to be so low that the Green’s func-
tion’s derivative is practically zero, as done with acous-
tic phonons, or by implicitly assuming a different out-
scattering function that would satisfy these properties.
As we typically deal with optical phonon energies many
times larger than the thermal energy kBT it must be the
latter. This assumption has an interesting effect. It re-
stores causality and the sum rule but more interestingly
decouples the retarded and electron Green’s functions.
This allows for a considerable reduction in the computa-
tion required, as one can converge the retarded Green’s
function first and then compute the observables at the
end.
Unfortunately, Kubis and Vogl [20] demonstrated that
even though such an approximation leads to charge con-
servation, for certain regimes, e.g. in the presence of
bound states, this method violates Pauli-blocking, with
state occupation numbers exceeding unity. This implies
that the assumption about the out-scattering function is
unphysical. Only in certain limits where the difference
between electron Green’s functions in Eq. (41) vanishes
identically (such as that of acoustic phonons) can they
be decoupled without violating this principle.
Instead, Greck et al. [11] began from the assumption
that the retarded self-energy approximation was physi-
cally reasonable but the in/out-scattering functions were
now inappropriate. Instead, they treated phonon scat-
tering as energy dependant Bu¨ttiker probes and calcu-
late fictitious chemical potentials for each lattice site
which they called the multiple scattering Bu¨ttiker probe
method [11]. As the method explicitly uses a Fermi-Dirac
distribution function to describe the injection of states,
it implicitly obeys conservation rules so long as the probe
current is solved to be zero. In Greck et al.’s work, pre-
sumably to match the typical form of Bu¨ttiker probes,
only the imaginary component of the retarded Green’s
function was kept. As explained before, this leads to a
violation of causality and we use the full version herein.
One could similarly derive models for other dissipation
mechanisms such as interfacial roughness or defect scat-
tering but these will not be discussed here.
1. Omission of Gn terms
We begin with the definition of the in-scattering and
out-scattering functions for phonons,
ΣinOP(E) = DOPnqG
n(E − ~ω)
+DOP(nq + 1)G
n(E + ~ω) (44)
ΣoutOP(E) = DOP(nq + 1)G
p(E − ~ω)
+DOPnqG
p(E + ~ω) (45)
When the system is in equilibrium, the electron and hole
Green’s functions Gn and Gp, can be written as direct
products involving the Fermi distribution feq and the
spectral function A:
Gn(E) = feq(E)A(E), G
p(E) = [1−feq(E)]A(E). (46)
This allows us to write our in/out-scattering functions
as:
ΣinOP(E) = DOPnqfeq(E − ~ω)A(E − ~ω)+
DOP(nq + 1)feq(E + ~ω)A(E + ~ω), (47)
ΣoutOP(E) = DOP(nq + 1)[1− feq(E − ~ω)]A(E − ~ω)+
DOPnq[1− feq(E + ~ω)]A(E + ~ω). (48)
From this, one can then compute the broadening function
Γph(E) = Σ
in + Σout:
ΓOP(E) = DOP [nq + 1− feq(E − ~ω)]A(E − ~ω)
+DOP [nq + feq(E + ~ω)]A(E + ~ω). (49)
One can compute the retarded self-energy by using the
Hilbert transform. In certain cases, the Hilbert trans-
form of a product of functions can be evaluated as
H[q(x)r(x)](k) = q(k)H[r(x)](k) if the functions sat-
isfy the Bedrosian rules [15, 22]. We use this as an
ansatz to suppose that the Fermi function will not af-
fect the Hilbert transform in an appreciable way, and as
the Hilbert transform of the spectral function is analytic,
we arrive at the self-energy:
ΣOP(E) = DOP [nq + 1− feq(E − ~ω)]Gr(E − ~ω)+
DOP [nq + feq(E + ~ω)]Gr(E + ~ω). (50)
Numerically, for the devices modelled in section V we
found that the approximation of the product deviated
less than 5% at its worst from the full Hilbert transform,
and typically did not exceed a fractional error of 1%.
We assume that any other contributions in the retarded
self-energy are unimportant. We can now compare this
directly to the more commonly cited self-energy in Eq.
(41) and by direct comparison to Eqs. (49) it is clear that
the extra terms proportional to feq correspond to the
omitted Gn terms. Now we can make some assessments
of this function.
Firstly, let’s assume that the system is sufficiently cold
that feq can be well approximated by a Heaviside step
function, then, for an equilibrium system and all energies
E + ~ω < µeq (where µeq is the equilibrium chemical
potential) then ΣOP would be exactly given by
ΣOP(E) = DOPnqG(E − ~ω)+
DOP (nq + 1)G(E + ~ω). (51)
From this we can see that for this simple equilibrium
case, the effect of the correlation terms are not only non-
negligible but that they swap the coefficients of theG(E±
~ω) terms entirely. When using such a model, absorption
processes overly contribute to the total self-energy and
emission processes are highly suppressed.
82. Compatibility with Bu¨ttiker probes
The original goal of Bu¨ttiker probes for use with op-
tical phonons was to correct for unphysical effects when
omitting the Gn terms. One of the worst annoyances for
computing the self-energy is the Hilbert transform of the
electron Green’s function difference. To remedy this, we
introduce a new spatially dependent non-equilibrium fill-
ing function fpneq, which can no longer be described by a
simple Fermi function but is still bounded between zero
and one:
fpneq(rp, E) = G
n(rp, rp, E)/A(rp, rp, E). (52)
We use this function in place of the equilibrium filling
function in our earlier derivation, which gives the optical
contribution for the pth probe as:
ΣpOP(E) = δr,rpDOP
[
nq + f
p
neq(E + ~ω)
]
G(E + ~ω)+
δr,rpDOP
[
nq + 1− fpneq(E − ~ω)
]
G(E − ~ω). (53)
The longitudinal-optical phonon self-energy is now a non-
equilibrium expression, and requires iteration of fneq to
converge. Despite no longer being an equilibrium approx-
imation, we still find heuristically that the error between
the full Hilbert transform and our approximation did not
exceed 3% and was typically lower than 1%.
This self-energy now more accurately takes into ac-
count the occupancies of electron states, is compatible
with Bu¨ttiker probes and no longer requires the Hilbert
transform. As such it achieves all the positive properties
as guaranteed by Bu¨ttiker probes. Unfortunately minor
violation of the spectral sum rule will be observed but
we consider our method to be an impressive improve-
ment over the existing approximation as detailed in [11].
We believe this issue is also further mitigated by fneq
being a ratio that stays fixed during the self-consistent
cycle for G, acting as an active update with regards to
the change in Gn unlike the traditional method which
remains fixed in magnitude per iteration. This allows
us to include optical/acoustic phonons and semi-classical
effects all at once. Furthermore, in our experience not
only do Bu¨ttiker probe chemical potentials take less time
to compute than that of the older self-consistent method
but the probes themselves tend not to change very much
per iteration, resulting in them being much closer to con-
vergence and thereby improving the rate of convergence
per iteration.
V. EXAMPLE: GRAPHENE NANORIBBONS
A demonstration of the efficacy of our Bu¨ttiker probe
algorithm requires a simple, symmetry free model. An
ideal model test case is that of armchair graphene
nanoribbons in a fully atomistic representation. For the
examples shown here we choose a nanoribbon such that
the base nanoribbon itself possesses chiral symmetry (as
FIG. 1. Unit cells of armchair nanoribbons, each unit cell
consists of 2 × ny carbon atoms. Even ny configurations
have screw symmetry, whereas odd ny configurations have
mirror symmetry. Strength and pigment of colours demon-
strate equivalent atoms under (left) screw and (right) mirror
operations. Note that while the screw symmetry of even ny
nanoribbons is broken by differing chemical potentials, the
mirror symmetry of odd ny nanoribbons persists.
demonstrated in Fig. 1), which is then broken by the dif-
ference in chemical potentials resulting in a system with
no overall symmetry.
For any system that contains symmetry, one could ap-
propriately set the chemical potentials of symmetric lat-
tice sites to be equal, further minimizing the computa-
tional load. For instance, if simulating a device with
mirror symmetry, one could set all upper probes to be
the same as the lower probes reducing the free parame-
ters by half and reducing the Jacobian size by a factor of
4. Similarly for higher dimensional systems, for example
those with cubic symmetry, one could reduce the num-
ber of free parameters by 8 and reduce the size of the
Jacobian by a factor of 64.
For our calculations we consider only spin-degenerate
electrons, though spin-resolved calculations are also com-
pletely viable under adequate substitution. The par-
ticular simulation parameters and convergence criteria
are described in their respective sections. Lead self-
energies are solved ahead of time using the Sancho-
Rubio/decimation method [23, 24] and are reused for sub-
sequent evaluations. Scattering is included in the leads
assuming an equilibrium Fermi-Dirac distribution func-
tion, and is not updated as this would also contribute
to further iterations which are not of interest to our al-
gorithmic discussion. As such, minor effects such as the
slight piling of charges appears at the interface but this
is of little consequence to the dynamics and dissipation
found within the scattering region.
The Hamiltonian for spin-degenerate graphene can be
written in second-quantised form as:
H = t1
∑
〈i,j〉
c†i cj + t3
∑
〈〈〈k,l〉〉〉
c†kcl (54)
c (c†) is the fermionic annihilation (creation) operator for
the 2pz orbitals in graphene, the coefficients are given
by t1 = −3.2 eV, and t3 = −0.3 eV [25], and the an-
gled bracket subscripts 〈i, j〉, 〈〈〈k, l〉〉〉 indicate that the
summations are performed over index pairs i, j and k, l
that correspond to nearest neighbours and third-nearest
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FIG. 2. (Left) Electronic band structure and (Right) elec-
tronic density of states (DOS) for the ny = 16 armchair
nanoribbon. Only positive kx are shown as the band struc-
ture is symmetric about kx = 0. The band gap between the
valence and conduction bands is approximately 680 meV and
the separation between the first and second bands at kx = 0
is approximately 138 meV.
neighbours respectively. To provide a simple description,
dangling bonds are passivated by hydrogen, whose states
are too far away from the energy scales of interest and
can be safely ignored [25]. No special treatment is given
for the edge carbon atoms though it has been suggested
that their hopping and on-site terms be modified to ad-
equately represent edge bond distortion [25, 26]. In our
model we have included only the first and third hop-
ping terms as both the on-site energy and second-nearest
neighbour interactions serve to only rigidly shift the po-
sition of the conduction and valence bands and therefore
without loss of generality are set to zero. This means
that under zero bias, the centre of the band gap is placed
exactly at zero [25] and we demonstrate this in Fig. 2.
As demonstrated in Fig. 1, armchair nanoribbons can
be uniquely defined by 2 × ny, the number of atoms in
their unit cell. Though the typical dynamics of armchair
nanoribbons are similar for different ny, their band gaps
can drastically differ. For ny + 1 divisible by 3, the band
gap is incredibly small. For models that do not include
third nearest neighbour interactions the band gap is er-
roneously zero [25].
A. Example devices
We now provide examples of dissipation in graphene
nanoribbon based transistors. Though graphene is well
studied, the particular choice of parameters governing
the strength of the optical and acoustic contributions is
contentious [26–29]. We choose the numerical coefficients
FIG. 3. A schematic demonstrating the design of the graphene
FETS. Three gates, VS , VG, VD, are applied to the device
which rigidly shift the position of the bands (Fig. 2). VS
and VD are placed on the semi-infinite contacts with chemi-
cal potentials µS, µD corresponding to the source and drain
respectively, and VG shifts the energy of the central third of
the atoms in the device. Intermediate regions then equilibrate
by electron-electron interactions[2]. The number of atoms in
the transverse direction is to scale whereas the longitudinal
direction has been reduced to approximately one eighth for
ease of viewing. For our simulations we mimic the smooth
interpolation between regions by replacing the step functions
that describe the gates by error functions.
for the optical and acoustic contributions to be 0.07 eV2
and 0.01 eV2 respectively, in line with the research of
[27]. The optical phonon energy ~ω is 180 meV and the
Debye energy used is 36 meV. For comparison with previ-
ously published results, we assume a temperature of 300
K. As noted in the previous section we choose ny = 16
throughout. The central gate regions of our model de-
vices are 30 nm and the total device lengths are 90 nm.
The convergence criterion for fneq is that it changes no
more than 10−5 per iteration, and the Bu¨ttiker probes
are solved such that the current is no greater that 0.1 pA
anywhere. For the following data we use the definition
VDS = VS − VD as the voltage difference between the
source and drain and VGS = VG − VS as the difference
between the gate and source. For convenience and easy
comparison to the band structure demonstrated in Fig.
2, the drain voltage is always kept at exactly zero.
B. Device 1: N-I-N Field effect transistor
We model a n-i-n field effect transistor (NINFET),
the operational parameters are µS = 1.240 eV, µD =
880 meV, VDS = 0.4 V, and VGS = 0.4 V. This model
was designed to mimic the devices presented in [27, 28].
We present the outputs of these simulations in Figs. 4,5.
Convergence of the density of states and electron Green’s
function is observed in Fig. 4. We see that despite our
approximation to the self-energy there is no violation
of Pauli blocking; no state occupation exceeds unity, as
demonstrated in the converged fneq. To illustrate more
clearly the effects of our phonon models, we have plotted
the partial charge densities originating from the optical,
acoustic and lead self-energies beside the full charge den-
sity in Fig. 5.
For the optical contribution (Fig. 5 a) we see several
interesting properties, the most recognisable being the
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FIG. 4. Electronic response of a biased NINFET using the RGF method, incorporating both acoustic and optical phonon
scattering as a function of position within the device. (Left) Spectral function, A. (Middle) Electron Green’s function, Gn.
(Right) non-equilibrium filling function fneq = G
n/A. Green dashed line corresponds to the conduction band edge and the
red dash-dotted line corresponds to the valence band edge. Both the A and Gn matrices are in units of eV−1, and fneq is by
definition unitless. Data are averaged over unit cells for presentation.
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FIG. 5. NINFET energy resolved partial Gn matrices in units of eV−1. (a) Optical phonon contribution. (b) Acoustic phonon
contribution. (c) Lead contributions (including dissipation). (d) All components summed. Green dashed line corresponds to
the conduction band edge and the red dash-dotted line corresponds to the valence band edge. Data are averaged over unit cells
and presented using a log10 color axis.
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discretely spaced levels easily visible below the conduc-
tion band due to phonon emission processes. Due to
the splitting between the first and second subbands of
graphene being 138 meV and the optical transition being
180 meV, one can observe an extremely fine (42 meV)
level splitting predominantly just below the conduction
band and then again one optical transition below it.
In the barrier region, states are scattered into a level
inside the gap, and optical phonon processes are the dom-
inant contribution to states in this region. These opti-
cal phonon induced states continue through the right-
hand side of the device where few states were filled by
the leads. The occupation of these left-moving states is
non-zero, as evidenced by the small interference fringes.
Not all states are phonon-emission mediated and phonon-
absorption states can be observed appearing above the
left chemical potential µS = 1.240 eV. As these states
are isotropically injected, they have little-to-no interfer-
ence fringes. In general, the proportionality of occupied
states by optical transitions appears to be commensurate
with the expected behaviour; emission processes are eas-
ier, and phonons are emitted or absorbed more strongly
when empty or partially empty states are nearby, as evi-
denced by the non-equilibrium distribution function fneq
in Fig. 4.
The acoustic contribution (Fig. 5 b) is a continuous
redistribution of states between E ± ~ω and this is well
evidenced by the interference fringes being effectively
‘washed out’. The most obvious acoustic-based effect is
the redistribution of states at 1.15 eV located between 60
to 90 nm; very few of these states were occupied directly
by the leads and have been filled mainly by dissipative
sources.
As dissipation was included in the leads, the lead self-
energy contributions (Fig. 5 c) are not ballistic; dissipa-
tive effects can be observed. The most noticeable con-
tribution observable is the decaying states directly be-
low the conduction band that are classically forbidden.
These states originate from optical/acoustic processes
contained in the leads.
C. P-I-N Field effect transistor
We model a p-i-n field effect transistor (PINFET),
the operational parameters are: µS = 980meV, µD =
480meV, VDS = 1.5V, VGS = −1.0V. This device was
designed to mimic [29].
We present the outputs of these simulations in Figs.
6,7 corresponding to the equivalent plots of Figs. 4,5
for the NINFET. As before, we see no violation of Pauli
blocking; no state occupation exceeds unity, as demon-
strated in the converged fneq.
The optical contribution (Fig. 7 a) contains a great
deal of fine structure. Beginning from x = 0 to 30nm, an
abrupt change in the occupation of states can be observed
at approximately 1eV to the top of the valence band,
this width corresponds to exactly two optical phonon
emissions 2~ω = 360meV. We then see in the region be-
tween 30 to 60nm, an appearance of states just below the
conduction band emerges. The interference pattern sug-
gest that these states are interfering with left and right-
moving states. These optical phonon-based states are the
dominant contribution to the occupied states in this re-
gion. Unlike the NINFET, these states do not entirely
continue onto the right most part of the device, with a
clear decrease in state occupation directly adjacent to
them.
In the region of 60 to 90nm, a great deal of fine struc-
ture is observed. As in the NINFET, an extremely fine
splitting of 42meV results from the interplay of subbands
and the optical transition. This splitting is observed at
several places, most noticeably at one optical phonon
above the conduction band, and then again for one and
two optical emissions thereafter. This is not the only
overlapping of states and states originating from the left
lead can clearly seen to be adjacent to those below the
conduction band in the central region.
The acoustic contribution (Fig. 7 b) similar to that in
the NINFET again provides a ‘washing out’ of the states.
The most obvious acoustic-based effect is the redistribu-
tion of states at 750 meV located between 60 to 90 nm;
practically none of these states were occupied directly
by the leads and have been filled mainly by dissipative
sources.
The lead self-energy contributions (Fig. 7 c) again simi-
lar to the NINFET are not ballistic and classically forbid-
den decaying states directly below the conduction band
arise from the optical/acoustic processes contained in the
leads. Minor ‘streaks’ can be observed where there are no
states and these are regions that are particularly sensitive
to the dissipation mechanisms. This is most clearly evi-
denced in the region of 60 to 90nm where these states are
being being removed for re-injection by optical phonon-
based processes.
All of the effects observed using our new approach are
comparable to those seen in the literature using more
computationally expensive approaches [27–29].
VI. CONCLUSION
An efficient algorithm for the inclusion of dissipation
in electronic systems has been presented. The algorithm
utilised two well-known algorithms that exist in the liter-
ature, namely RGF and Bu¨ttiker probes. Sparsity prop-
erties and various limits were used to greatly improve
the runtime of these algorithms with a reduction in op-
erations from O(N3) to O(N2) for the evaluation of the
trace and a reduction of NE − 1 evaluations of RGF in
the calculation of the Jacobian. These methods were
validated by simulation of fully atomistic graphene nan-
otransistors in n-i-n and p-i-n configurations. The results
demonstrated a clear resilience to the approximations
made to the Jacobian and the Bu¨ttiker phonon model
very clearly gave effects directly comparable with that of
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FIG. 6. Electronic response of a biased PINFET using the RGF method, incorporating both acoustic and optical phonon
scattering as a function of position within the device. (Left) Spectral function, A. (Middle) Electron Green’s function, Gn.
(Right) non-equilibrium filling function fneq = G
n/A. Green dashed line corresponds to the conduction band edge and the
red dash-dotted line corresponds to the valence band edge. Both the A and Gn matrices are in units of eV−1, and fneq is by
definition unitless. Data are averaged over unit cells for presentation.
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contribution. (c) Lead contributions (including dissipation). (d) All components summed. Green dashed line corresponds to
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a full first principles approach.
VII. APPENDIX
A. Gn with Block-Tridiagonal self-energies
It is typically assumed that the self-energies of in-
terest are block-diagonal. In this appendix we provide
the algorithm to calculate the recursive Green’s function
with block-tridiagonal matrices. The algorithm for the
retarded Green’s function is unchanged from Anantram
[1] as it already assumes block-tridiagonal structure, for
the electron Green’s function, we introduce the left-
connected electron green’s function
gnLi+1i+1,i+1 = g
rLi
i+1,i+1
(
Σini+1,i+1 + σ
in
i+1,i+1
−Σini+1,igaLii,i K†i,i+1 −Ki+1,igrLii,i Σini,i+1
)
gaLii+1,i+1 (55)
σini+1,i+1 = Ki+1,ig
nLi
i,i K
†
i,i+1, where the g
n0 matrices are
given by:
gn0i,i+1 =g
r0
i,iΣ
in
i,i+1g
a0
i+1,i+1 (56)
gn0i+1,i =g
r0
i+1,i+1Σ
in
i+1,ig
a0
i,i (57)
seeding gnL11,1 = g
rL1
1,1 Σ
in
1,1g
aL1
1,1 and iterating (55) from i =
1 to N − 1. Once all left-connected Green’s functions
are calculated, seeding GnN,N = g
nLN
N,N one then finds by
backwards recursion:
Gni+1,i = g
n0
i+1,i −Gi+1,iKi,i+1gn0i+1,i
−Gi+1,i+1Ki+1,ignLii,i −Gni+1,i+1K†i,i+1gaLii,i , (58)
Gni,i+1 = (G
n
i+1,i)
†, and
Gni,i = g
nLi
i,i − gnLii,i K†i,i+1G†i+1,i
− gn0i,i+1K†i+1,iG†i,i − grLii,i Kq,q+1Gni+1,i. (59)
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