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Abstract
The Cube Packing Problem (CPP) is de-ned as follows. Find a packing of a given list of
(small) cubes into a minimum number of (larger) identical cubes. We show -rst that the approach
introduced by Coppersmith and Raghavan for general on-line algorithms for packing problems
leads to an on-line algorithm for CPP with asymptotic performance bound 3.954. Then we
describe two other o2-line approximation algorithms for CPP: one with asymptotic performance
bound 3.466 and the other with 2.669. A parametric version of this problem is de-ned and
results on on-line and o2-line algorithms are presented. The 2.669 result appears to be the best
asymptotic bound currently known.
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1. Introduction
The Cube Packing Problem (CPP) is de-ned as follows. Given a list L of n cubes (of
varying sizes) and identical, enclosing cubes, called bins, -nd a packing of the cubes
of L into a minimum number of bins. The packings we consider are all orthogonal.
That is, with respect to a -xed side of the bin, the sides of the cubes must be parallel
or orthogonal to it.
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CPP is a special case of the Three-dimensional Bin Packing Problem (3BP). In
this problem the list L consists of rectangular boxes and the bins are also rectangular
boxes. Here, we may assume that the bins are cubes, since otherwise we scale the boxes
and bins so that the bins are reduced to cubes. In 1989, Coppersmith and Raghavan
[6] presented an on-line algorithm for 3BP, with asymptotic performance bound 6.25.
Then, in 1992, Li and Cheng [11] presented an algorithm with asymptotic performance
bound close to 4:93. Improving the latter result, Csirik and van Vliet [7], and also Li
and Cheng [10] designed algorithms for 3BP with asymptotic performance bound 4:84
(the best bound known for this problem). Since CPP is a special case of 3BP, these
algorithms can be used to solve CPP. We present algorithms with better asymptotic
performance bounds.
Results of this kind have already been obtained for the two-dimensional case, more
precisely, for the Square Packing Problem (SPP). In this problem we are given a list
of squares and we are asked to pack them into a minimum number of square bins.
In [6], Coppersmith and Raghavan observe that their technique leads to an on-line
algorithm for SPP with asymptotic performance bound 2.6875. They also proved that
any on-line algorithm for packing d-dimensional squares, d¿2, must have asymptotic
performance bound at least 43 . Ferreira et al. [9] presented an o2-line algorithm for
SPP with asymptotic performance bound 1:988. For the more general version of the
two-dimensional case, where the items of L are rectangles (instead of squares), Chung
et al. [2] designed an algorithm with asymptotic performance bound 2:125.
For more results on packing problems the reader is referred to [1,3–5,8].
The remainder of this paper is organized as follows. In Section 2 we present some
notation and de-nitions. In Section 3 we describe an on-line algorithm for CPP that uses
an approach introduced by Coppersmith and Raghavan [6], showing that its asymptotic
performance bound is at most 3:954. In Section 4 we present an o2-line algorithm
with asymptotic performance bound 3:466. We mention a parametric version for these
algorithms and show their asymptotic performance bounds. In Section 5 we present an
improved version of the o2-line algorithm described in Section 4. We show that this
algorithm has asymptotic performance bound 2:669. Finally, in Section 6 we present
some concluding remarks.
2. Notation and denitions
The reader is referred to [13] for the basic concepts and terms related to pack-
ing. Without loss of generality, we assume that the bins have unit dimensions, since
otherwise we can scale the cubes of the instance to ful-ll this condition.
A rectangular box b with length x, width y and height z is denoted by a triplet
b=(x; y; z). Thus, a cube is simply a triplet of the form (x; x; x). The size of a cube
c=(x; x; x), denoted by s(c), is x. Here we assume that every cube in the input list L
has size at most 1. The volume of a list L, denoted by V (L), is the sum of the volumes
of the items in L.
For a given list L and algorithm A, we denote by A(L) the number of bins used
when algorithm A is applied to list L, and by OPT(L) the optimum number of bins
F.K. Miyazawa, Y. Wakabayashi / Theoretical Computer Science 297 (2003) 355–366 357
for a packing of L. We say that an algorithm A has asymptotic performance bound
 if there exists a constant  such that
A(L)6  · OPT(L) +  for all input list L:
If =0 then we say that  is an absolute performance bound for algorithm A.
If P is a packing, then we denote by #(P) the number of bins used in P.
An algorithm to pack a list of items L = (c1; : : : ; cn) is said to be on-line if it packs
the items in the order given by the list L, without knowledge of the subsequent items
on the list. An algorithm that is not on-line is said to be o<-line.
We consider here a parametric version of CPP, denoted by CPPm, where m is a
natural number. In this problem, the instance L consists of cubes with size at most
1=m. Thus CPP1 and CPP are the same problem.
3. The on-line algorithm of Coppersmith and Raghavan
In 1989, Coppersmith and Raghavan [6] introduced an on-line algorithm for the
multidimensional bin packing problem. In this section we describe a specialized version
of this algorithm for CPP. Our aim is to derive an asymptotic performance bound for
this algorithm (not explicitly given in the above paper).
The main idea of the algorithm is to round up the dimensions of the items in L using
a rounding set S = {1= s0; s1; : : : ; si; : : :}; si¿si+1. The -rst step consists in rounding up
each item size to the nearest value in S. The rounding set S for CPP is S := S1 ∪ S2 ∪ S3,
where
S1 = {1}; S2 =
{
1
2
;
1
4
; : : : ;
1
2k
; : : :
}
; S3 =
{
1
3
;
1
6
; : : : ;
1
3 · 2k ; : : :
}
:
Let Kx be the value obtained by rounding up x to the nearest value in S. Given a
cube c=(x; x; x), de-ne Kc as the cube Kc := (Kx; Kx; Kx). Let KL be the list obtained from
L by rounding up the sizes of the cubes to the values in the rounding set S. The
idea is to pack the cubes of the list KL instead of L, so that the packing of each cube
Kc ∈ KL represents the packing of c∈L. The packing of KL is generated into bins be-
longing to three di2erent groups: G1, G2 and G3. Each group Gi contains only bins
of dimensions (x; x; 1), x∈ Si, i=1; 2; 3. A bin of dimension (x; x; 1) will have only
cubes c=(x; x; x) packed into it. We say that a cube c=(x; x; x) is of type i, if Kx∈ Si,
i=1; 2; 3.
To pack the next unpacked cube Kc∈ KL with size x ∈ Si, we proceed as follows:
1. Let B∈Gi be the -rst bin B=(x; x; 1), such that
∑
b∈B s(b) + x61 (if there exists
such a bin B).
2. If there is a bin B as in step 1, pack Kc in a Next Fit manner into B.
3. Otherwise,
(a) take the -rst empty bin C =(y; y; 1), y∈ Si, with y¿x and y as small as
possible. If there is no such bin C, take a new bin (1; 1; 1) and replace it by i2
bins of dimensions (1=i; 1=i; 1) and let C =(y; y; 1) be the -rst of these i2 bins.
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(b) If y¿x, then replace C by other four bins of dimensions (y=2; y=2; 1). Continue
in this manner replacing one of these new bins by four bins, until there is a
bin C of dimension C =(y=2m; y=2m; 1) with y=2m= x.
(c) Pack Kc in a Next Fit manner into the -rst bin C.
4. Update the group Gi.
Let us now analyse the asymptotic performance of the algorithm we have described.
Consider P the packing of L generated by this algorithm, Li the set of all cubes of
type i in L, and Pi the set of bins of P having only cubes of type i. Now, let us
consider the bins B=(x; x; 1), x∈ Si, and compute the volume occupied by the cubes
of KL that were packed into these bins. All bins in the group G1 are completely -lled.
Thus, #(P1)=V ( KL1). For the bins in the groups G2 and G3 the unoccupied volume is
at most 1 for each group. Therefore, we have #(Pi)6V ( KLi) + 1; i=2; 3.
Now, let us consider the volume we increased because of the rounding process. Each
cube c∈L1 has volume at least 18 of Kc, and each cube c∈L2 ∪L3 has volume at least
8
27 of Kc. Hence, we have the following inequalities:
#(P1)6
1
1=8
V (L1) and #(P2 ∪P3)6 18=27 V (L2 ∪ L3) + 2:
Let n1 := #(P1) and n23 := #(P2 ∪P3) − 2. Thus, using the inequalities above and
the fact that the volume of the cubes in L is a lower bound for the optimum packing,
we have OPT(L)¿V (L)¿ 18n1 +
8
27n23.
Since OPT(L)¿n1, it follows that OPT(L)¿max{n1; 18n1 + 827n23}. Now using the
fact that #(P)= #(P1) + #(P2 ∪P3)= n1 + n23 + 2, we have
#(P)6  · OPT(L) + 2;
where =(n1 + n23)=(max{n1; 18n1 + 827n23}). Analysing the two possible cases for the
denominator, we obtain 63:954.
The approach used above can also be used to develop on-line algorithms for the
parametric version CPPm. In this case we partition the packing into two parts. One
part is an optimum packing with all bins, except perhaps the last (say n′ bins), -lled
with m3 cubes of volume at least (1=(m+ 1))3 each. The other part is a packing with
all bins, except perhaps a -xed number of them (say n′′ bins), having an occupied
volume of at least ((m+ 1)=(m+ 2))3.
It is not diMcult to show that the asymptotic performance bound m of CPPm is
bounded by (n′ + n′′)=(max{n′; (m=(m + 1))3n′ + ((m + 1)=(m + 2))3n′′}). In Table 1
we present bounds of m for 16m610.
4. An o!-line algorithm
Before we present our -rst o2-line algorithm for CPP, let us describe the algorithm
Next Fit Decreasing Height (NFDH), which is used as a subroutine.
NFDH -rst sorts the cubes of L in nonincreasing order of their size, say c1; c2; : : : ; cn.
The -rst cube c1 is packed in the position (0; 0; 0), the next one is packed in the position
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Table 1
Asymptotic performance bounds of the on-line algorithms for CPPm
m m m m
1 3:953125 : : : 6 1:552695 : : :
2 2:668038 : : : 7 1:469975 : : :
3 2:129150 : : : 8 1:408324 : : :
4 1:843264 : : : 9 1:360701 : : :
5 1:669003 : : : 10 1:322861 : : :
(s(c1); 0; 0) and so on, side by side, until a cube that does not -t in this layer is found.
At this moment the next cube ck is packed in the position (0; s(c1); 0). The process
continues in this way, layer by layer, until a cube that does not -t in the -rst level
is found. Then the algorithm packs this cube in a new level at height s(c1). When a
cube cannot be packed in a bin, it is packed in a new bin. The algorithm proceeds in
this way until all cubes of L have been packed.
The following results will be used in the sequel. Theorem 2 follows immediately
from Lemma 1.
Theorem 1 (Meir and Moser [12]). Any list L of k-dimensional cubes, with sizes x1¿
x2¿ · · ·¿xn¿ · · ·, can be packed by algorithm NFDH into only one k-dimensional
rectangular parallelepiped of volume a1× a2× · · · × ak if aj¿x1 (j=1; : : : ; k) and
xk1 + (a1 − x1)(a2 − x1) · · · (ak − x1)¿V (L).
Lemma 1. For any list of cubes L=(c1; : : : ; cn) such that x(ci)61=m, the following
holds for the packing of L into unit bins:
NFDH(L)6 ((m+ 1)=m)3V (L) + 2:
Proof. Let P1 ∪P2 be the packing generated by the algorithm NFDH, where P1 con-
sists of bins with at least one cube of size greater than 1=(m+ 1), and P2 consists of
the remaining bins. Call Li the set of cubes packed into bins of Pi, i=1; 2.
First note that each bin in P1, except perhaps the last, has at least m3 cubes, each
with volume (1=(m+ 1))3. Thus,
#(P1)6
(
m+ 1
m
)3
V (L1) + 1:
It is not diMcult to prove that for P2 the same holds:
#(P2)6
(
m+ 1
m
)3
V (L2) + 1:
The result follows by adding up the two inequalities above.
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Theorem 2. For any list of cubes L=(b1; : : : ; bn) such that x(bi)61=m, the following
holds for the packing of L into unit bins:
NFDH(L)6 ((m+ 1)=m)3OPT(L) + 2:
Before presenting the -rst o2-line algorithm, called CUBE, let us introduce a de--
nition and the main ideas behind it.
If a packing P of a list L satis-es the inequality #(P)6V (L)=v+C, where v and C
are constants, then we say that v is a volume guarantee of the packing P (for the list
L). Algorithm CUBE uses an approach, which we call critical set combination (see
[14]), based on the following observation.
Recall that in the analysis of the performance of the algorithm presented in Section 3
we considered the packing divided into two parts. One optimum packing, of the list L1,
with a volume guarantee 18 , and the other part, of the list L23 =L2 ∪L3, with a volume
guarantee 827 . If we consider this partition of L, the volume we can guarantee in each
bin is the best possible, as we can have cubes in L1 with volume very close to 18 , and
cubes in L23 for which we have a packing with volume occupation in each bin very
close to 827 . In the critical set combination approach, we -rst de-ne some subsets of
cubes in L1 and L23 with small volumes as the critical sets. Then we combine the cubes
in these critical sets obtaining a partial packing that is part of an optimum packing
and has volume occupation in each bin better than 18 . That is, sets of cubes that would
lead to small volume occupation are set aside and they are combined appropriately so
that the resulting packing has a better volume guarantee.
Algorithm CUBE
// To pack a list of cubes L into unit bins B=(1; 1; 1).
1. Let p=0:354014; and LA; LB be sublists of L de-ned as follows:
LA ← {c ∈ L: 12 ¡ s(c)6 (1− p)}; LB ← {c ∈ L: 13 ¡ s(c)6p}:
2. Generate a partial packing PAB of LA ∪LB, such that PAB is the union of packings
P1AB; : : : ;P
k
AB, where P
i
AB is a packing generated for one bin, consisting of one cube
of LA and seven cubes of LB, except perhaps the last (that can have fewer cubes
of LB). [The packing PAB will contain all cubes of LA or all cubes of LB.]
Update the list L by removing the cubes packed in PAB.
3. P′ ← NFDH(L);
4. Return P′ ∪PAB.
end algorithm.
Theorem 3. For any list L of cubes for CPP, we have
CUBE(L)6 3:466 · OPT(L) + 4:
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Proof. First, consider the packing PAB. Since each bin of PAB, except perhaps the last,
contains one cube of LA and seven cubes of LB, we have
#(PAB)6
1
83=216
V (LAB) + 1; (1)
where LAB is the set of cubes of L packed in PAB.
Now consider a partition of P′ into three partial packings P1, P2 and P3, de-ned
as follows. The packing P1 has the bins of P′ with at least one cube of size greater
than 12 . The packing P2 has the bins of P
′\P1 with at least one cube of size greater
than 13 . The packing P3 has the remaining bins, i.e., the bins in P
′\(P1 ∪P2). Let Li
be the set of cubes packed in Pi, i=1; 2; 3.
Since all cubes of L3 have size at most 13 , and they are packed in P3 with algorithm
NFDH, by Lemma 1, we have
#(P3)6
1
27=64
V (L3) + 2: (2)
Case 1. LB is totally packed in PAB.
In this case, every cube of L1 has volume at least 18 . Therefore
#(P1)6
1
1=8
V (L1): (3)
Now, since every cube of L2 has size at least p and each bin of packing P2 has at
least 8 cubes of L2, we have
#(P2)6
1
8p3
V (L2) + 1: (4)
Since 8p3 = min{8p3; 83216 ; 2764}, using (1), (2) and (4), and setting Paux :=PAB ∪P3∪P2, we have
#(Paux)6
1
8p3
V (Laux) + 4: (5)
Clearly, P1 is an optimum packing of L1, and hence
#(P1)6 OPT(L): (6)
De-ning h1 := #(P1) and h2: = #(Paux)− 4, and using inequalities (3), (5) and (6) we
have
CUBE(L)6 ′ · OPT(L) + 4;
where ′=(h1 + h2)=(max{h1; 18h1 + 8p3h2})63:466.
Case 2. LA is totally packed in PAB.
In this case, the volume guarantee for the cubes in L1 is better than the one obtained
in Case 1. Each cube of L1 has size at least 1− p. Thus, #(P1)6(1=(1− p)3)V (L1).
For the packing P2, we obtain a volume guarantee of at least 827 , and the same holds
for the packings P3 and PAB. Thus, for Paux as above, #(Paux)6(1=(8=27))V (Laux)+4.
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Table 2
Asymptotic performance bounds (CUBEm) of the o2-line algorithms for CPPm
m (CUBEm) p m (CUBEm) p
1 3:46520933 : : : 0:35401480 6 1:50557632 : : : 0:12876848
2 2:42362851 : : : 0:26355815 7 1:43390862 : : : 0:11410801
3 1:98710755 : : : 0:20916664 8 1:37984938 : : : 0:10243878
4 1:75134789 : : : 0:17320333 9 1:33765946 : : : 0:09293160
5 1:60493006 : : : 0:14773256 10 1:30383840 : : : 0:08503735
Since #(P1)6OPT(L), combining the previous inequalities and proceeding as in
Case 1, we have
CUBE(L)6 ′′ · OPT(L) + 4;
where ′′=(h1 + h2)=(max{h1; (1− p)3h1 + 827h2})63:466.
The proof of the theorem follows from the results obtained in Cases 1 and 2. We
observe that the value of p was obtained by imposing equality for the values of ′
and ′′.
Algorithm CUBE can also be generalized for the parametric problem CPPm. The idea
is the same as the one used in algorithm CUBE. The input list is -rst subdivided into
two parts, P1 and P2. Part P1 consists of those cubes with size in (1=(m+1); 1=m], and
part P2 consists of the remaining cubes. The critical cubes in each part are de-ned using
an appropriate value of p=p(m), and then combined. The analysis is also divided into
two parts, according to which critical set is totally packed in the combined packing. It is
not diMcult to derive the bounds (CUBEm) that can be obtained for the corresponding
algorithms. The corresponding value of p=p(m) is also shown, for m between 1 and
10 (Table 2).
5. An improved algorithm for CPP
We present in this section an algorithm for the cube packing problem that is an
improvement of algorithm CUBE described in the previous section. For that, we con-
sider another restricted version of CPP, denoted by CPPk , where k is an integer greater
than 2. In this problem the instance is a list L consisting of cubes of size greater than
1=k. We use in the sequel the following result for CPP3.
Lemma 2. There is a polynomial time algorithm to solve CPP3.
Proof. Let L1 = {c∈L: s(c)¿ 12} and L2 =L\L1. Without loss of generallity, consider
L1 = (c1; : : : ; ck). Pack each cube ci ∈L1 in a unit bin Ci at the corner (0; 0; 0). Note
that it is possible to pack seven cubes with size at most 1− s(ci) in each bin Ci. Now,
for each bin Ci, consider seven other smaller bins C
( j)
i , j=1; : : : ; 7; each with size
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1− s(ci). Consider a bipartite graph G with vertex set X ∪Y , where X is the set of the
small bins, and Y is precisely L2. In G there is an edge from a cube c ∈ L2 to a bin
C( j)i ∈X if and only if c can be packed into C( j)i . Clearly, a maximum matching in G
corresponds to a maximum packing of the cubes of L2 into the bins occupied by the
cubes of L1. Denote by P12 the packing of L1 combined with the cubes of L2 packed
with the matching strategy. The optimum packing of L can be obtained by adding to
the packing P12 the bins packed with the remaining cubes of L2 (if existent), each
with 8 cubes, except perhaps the last.
We say that a cube c is of type G, resp. M , if s(c)∈ ( 12 ; 1], resp. s(c)∈ ( 13 ; 12 ].
Lemma 3. It is possible to generate an optimum packing of an instance of CPP3 such
that each bin, except perhaps one, has one of the following con?gurations:
C1: con?guration consisting of 1 cube of type G and 7 cubes of type M ;
C2: con?guration consisting of exactly 1 cube of type G; and
C3: con?guration consisting of 8 cubes of type M .
Proof. Let P be an optimum packing of L. If P does not satisfy the above conditions
we can obtain another optimum packing P′ as follows. We take repeatedly two bins
not having con-guration C1, C2 or C3 and move the cubes of type M from one of
these bins to the other one, in such a way that the desired con-guration is attained.
Lemma 2 shows the existence of a polynomial time optimum algorithm for CPP3. In
fact, it is not diMcult to design a greedy-like algorithm to solve CPP3 in time O(n log n).
Such an algorithm is given in [9] for SPP3 (de-ned analogously with respect to SPP).
We are now ready to present the improved algorithm for the cube packing problem,
which we call Improved CUBE (ICUBE).
Algorithm ICUBE
// To pack a list of cubes L into unit bins B=(1; 1; 1).
1. Let L′1←{q∈L: 13¡s(q)61}.
2. Generate an optimum packing P′1 of L
′
1 (in polynomial time), with bins as in
Lemma 3. That is, solve CPP3 with input list L′1.
3. Let PA be the set of bins B ∈ P′1 having con-guration C2 with a cube q∈B with
s(q)6 23 ; let LA be the set of cubes packed in PA.
4. Let LB←{q∈L: 0¡s(q)6 13}.
5. Generate a packing PAB -lling the bins in PA with cubes of LB (see below).
6. Let L1 be the set of all packed cubes, and P1 the packing generated for L1.
7. Let P2 be the packing of the unpacked cubes of LB generated by NFDH.
8. Return the packing P1 ∪P2.
end algorithm
To generate the packing PAB, in step 5 of algorithm ICUBE, we -rst partition
the list LB into 5 lists, LB;3, LB;4, LB;5, LB;6, LB;7, de-ned as follows. LB; i = {c∈LB:
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1=(i+1)¡s(c)61=i}, i=3; : : : ; 6 and LB;7 = {c∈LB: s(c)6 17}. Then we combine the
cubes in each of these lists with the packing PA generated in step 3.
Now consider the packing of cubes of LB;3 into bins of PA. Since we can pack 19
cubes of LB;3 into each of these bins, we generate such a packing until all cubes of
LB;3 have been packed, or until there are no more bins in PA. We generate similar
packings combining the remaining bins of PA with the lists LB;4, LB;5 and LB;6. To
pack the cubes of LB;7 into bins of PA we consider the empty space of the bin divided
into three smaller bins of dimensions (1; 1; 13 ), (1;
1
3 ;
1
3 ) and (
1
3 ;
1
3 ;
1
3 ). Then use NFDH
to pack the cubes in LB;7 into these smaller bins. We continue the packing of LB;7
using other bins of PA until there are no more unpacked cubes of LB;7, or all bins of
PA have been considered.
Theorem 4. For any instance L of CPP, we have
ICUBE(L)6 2:669 · OPT(L) + 7:
Proof. Let C′1;C
′
2 and C
′
3 be the set of bins used in P
′
1 with con-gurations C1, C2
and C3, respectively. Considering the volume guarantees of C′1;C
′
2 and C
′
3, we have
the following inequalities.
#(C′1)6
1
1=8 + 7=27
V (C′1) + 1;
#(C′2)6
1
1=8
V (C′2) + 1;
#(C′3)6
1
8=27
V (C′3) + 1:
We call LA the set of cubes packed in C′2, and consider it a critical set (LA := {q∈L:
1
2¡s(q)6
2
3}). The bins of C′2 are additionally -lled with the cubes in L′1, de-ned as
LB, until possibly all cubes of LB have been packed (LB := {q∈L: 0¡s(q)6 13}). We
have two cases to analyse.
Case 1: All cubes of LB have been packed in PAB.
The analysis of this case is simple and will be omitted.
Case 2: There are cubes of LB not packed in PAB.
Note that the volume occupation in each bin with con-guration C1 or C3 is at least
8
27 . For the bins with con-guration C2, we have a volume occupation of
1
8 . In step
5, the bins with con-guration C2 are additionaly -lled with cubes of LB generating a
combined packing PAB.
In this case, all cubes of LA have been packed with cubes of LB. Thus, each bin
of PAB has a volume occupation of at least 827 . The reader can verify this fact by
adding up the volume of these cubes in LA and the cubes of LB; i, i=3; : : : ; 6. For
bins combining cubes of LA with LB;7, we use Theorem 1 to guarantee this mini-
mum volume occupation for the resulting packed bins. Therefore, we have an optimum
packing of L1 with volume guarantee at least 827 . Thus we have #(P1)6OPT(L), and
#(P1)6V (L)=(8=27) + 6.
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The packing P2 is generated by algorithm NFDH for a list of cubes with size not
greater than 13 . Therefore, by Lemma 1, we have #(P2)6V (L)=(27=64) + 2.
Now, proceeding as in the proof of Theorem 3, we obtain
ICUBE(L)6  · OPT(L) + 8;
where = 194572962:669.
6. Concluding remarks
We described an on-line algorithm for CPP that is a specialization of an approach
introduced by Coppersmith and Raghavan [6] for a more general setting. Our motivation
in doing so was to obtain the asymptotic performance bound (3:954) of this algorithm,
so that we could compare it with the bounds of the o2-line algorithms presented here.
We showed a simple o2-line algorithm for CPP with asymptotic performance bound
3:466. Then we designed another o2-line algorithm that is an improvement of this al-
gorithm, with asymptotic performance bound 2:669. This result can be generalized to
k-dimensional cube packing, for k¿3, by making use of the Theorem 1 and general-
izing the techniques used in this paper. Both algorithms can be implemented to run in
time O(n log n), where n is the number of cubes in the list L. We also showed that
if the instance consists of cubes with size greater than 13 there is a polynomial exact
algorithm. The 2.669 result appears to be the best asymptotic bound currently known.
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