This paper presents new models for simultaneous relationships among endogenous categorical variables. Previous investigators have argued that the loglinear/logit framework is insuf-
INTRODUCTION

The Problem of Simultaneity
A standard tool for the analysis of complex social phenomena is the structural equation model, which specifies the relationships between dependent variables and independent variables. This model is particularly valuable when several outcomes are jointly (simultaneously) determined, that is, when each endogenous variable depends on the other endogenous variables under investigation. For example, in the interaction between spouses, the behavior of one spouse may affect the behavior of the other spouse, and vice versa (e.g., Duncan 1974; Duncan and Duncan 1978) . The behavior of each spouse is both an independent variable and a dependent variable in a model of reciprocal effects. In other instances the joint determination of endogenous variables is more subtle. For example, one may wish to examine the effects of participation in a job-training program on the probability of employment at a subsequent date. Ideally, program participation is an exogenous variable that affects a single endogenous variable; but in the absence of random assignment of persons to the program, the structural relationship between participation and employment may be obscured by systematic selection of individuals into (or out of) the program. Although employment status is the endogenous variable of primary interest, program participation is also endogenous and is jointly determined with employment (e.g., Heckman and Hotz 1989).
For continuous endogenous variables, simultaneous equation models are well-established extensions of the general linear model (e.g., Goldberger and Duncan 1973; Amemiya 1985; Duncan 1975 ). When one or more endogenous variables are discrete, however, more complex methods are used. Typically, simultaneous equation models for discrete endogenous variables are multivariate probit estimation of reciprocal effects involve the concept of latent continuous variables" (1978, pp. 124, 126) .
In a widely used text, Fienberg states: "Can we set up nonrecursive systems of logit models for categorical variables, with properties resembling those of the nonrecursive systems of linear structural equations? The answer to this question is no" (1980, p. 134).
Heckman (1978, p. 950) asserts that "the loglinear model is not sufficiently rich in parameters to distinguish structural association among discrete random variables from purely statistical association among discrete random variables. The distinction between structural and statistical association is at the heart of simultaneous equation theory." Heckman argues that the error structure of the logit model is too restrictive to allow the model to represent simultaneous relationships. Specifically, because the logit model does not allow for correlated errors across equations, it is inappropriate for estimating simultaneous effects. This paper shows that models for simultaneous effects among endogenous variables can in fact be specified and estimated by extending loglinear models for cross-classified data. In particular, we develop models that expand the standard loglinear model by incorporating partially observed variables. These variables are observed for some cases but are unobserved for others. The use of partially observed variables allows for a sufficiently rich parametric structure to model simultaneity within the framework of loglinear models. These simultaneity models do not rely on the assumption of latent continuous variables; nor do they make distributional assumptions beyond the usual multinomial sampling assumptions of the loglinear model. The models are analogous to standard simultaneous equation models for continuous variables in that they permit the separation of structural relations of variables from their statistical associations and, in models of simultaneity between two endogenous variables, the isolation of distinct reciprocal effects. At the same time, this approach to simultaneous equation modeling retains the conceptual and practical advantages of loglinear and logit approaches.
The models presented in this paper build on recently developed models for cross-classified data in which some variables are missing for some observations. Fay (1986), Little and Rubin (1987) , 202 Baker and Laird (1988), and Winship and Mare (1989) present loglinear models for tables with missing data, including data that are not missing at random. Haberman (1988) presents a general computational algorithm for estimating loglinear models on indirectly or partially observed contingency tables.
Section 2 of this paper describes data that we will use to illustrate our models and discusses alternative structural relationships that may be investigated with the data. Section 3 presents a model for a single structural relationship that is potentially confounded by simultaneity between the dependent variable and one of the regressors. This model is analogous to the dummy-endogenous-variable model that is based on extensions of multivariate probit analysis (Heckman 1978; Maddala 1983) . Section 4 presents a model for reciprocal effects between two endogenous variables. This model is analogous to the simultaneous equation model that has been commonly applied in sociology (e.g., Duncan, Haller, and Portes 1968; Stolzenberg and Waite 1977; Marini 1984) . We show how each of these two models can be formulated and estimated on a partially observed contingency table and present illustrative empirical results. Section 5 discusses the identifiability of the simultaneous equation models presented here. Section 6 discusses some limitations of the proposed models and problems for further research. Although many models can be applied to these data, we emphasize those that represent simultaneous relationships between membership in and attitude toward the leading crowd. Figure 1 represents alternative models for the leading-crowd data, where A, B, C, and D denote membership in the leading crowd at wave 1, attitude toward the leading crowd at wave 1, membership at wave 2, and attitude at wave 2, respectively. In model a, both membership and attitude at wave 1 affect both membership and attitude at wave 2. Within each wave, membership and attitude are associated, but the direction of the effect is unspecified. Thus, although model a allows for mutual causation of membership and attitude over time, it does not represent their simultaneous effects on each other. This model can be estimated as a loglinear model with the terms AB, AC, AD, BC, BD, and CD. Model b is similar to model a, except that it omits the cross-lagged associations between membership and attitude. It can be estimated as a simple loglinear model with terms AB, AC, BD, and CD.
AN EXAMPLE
Simultaneous Equation Models for Reciprocal Effects
Unlike models a and b, models c and d include the reciprocal effects of membership and attitude on each other at wave 2. These Although conventional loglinear and logit models cannot isolate the reciprocal effects of C and D in model d, extensions of the loglinear model can. These extensions, which we shall term structural loglinear models, also enable one to distinguish the two reciprocal effects of C and D from their remaining partial association once causal relationships are taken into account. Whereas extensions of loglinear models can contain all of the parameters for model d, they cannot do so for model c. These new models, which are presented in section 4, enable one to isolate all of the effects that can be obtained in conventional simultaneous equation models. Before we present these models, however, we consider simpler simultaneous equation models. As in the four-variable model with reciprocal effects, the parameters of models g, h, and i cannot be retrieved from conventional loglinear models. In contrast, if C and D were continuous variables, conventional simultaneous equation methods could be used to estimate model i, in which A serves as an instrumental variable for D. In the conventional simultaneous equation approach, models g and h are not identified. The structural loglinear models proposed in this paper, however, can isolate the parameters of models h and i, but not model g. Models h and i are analogous to the dummy-endogenousvariable model proposed by Heckman (1978) within the multivariate probit framework. We discuss this model in the next section.
STRUCTURAL LOGLINEAR AND LOGIT MODELS FOR A SINGLE EQUATION WITH SIMULTANEITY
In this section we describe single-equation models for categorical variables in which one independent variable is jointly determined with the dependent variable. We begin by outlining a general ap-
LOGLINEAR MODELS FOR SIMULTANEOUS EFFECTS
proach to distinguishing between structural and spurious association in categorical variables. Then we apply this approach to the simultaneous equation model.
Structural Effects and Partial Observability
In nonexperimental data, observations on the joint distributions of dependent and independent variables almost always confound the structural relationships between variables with spurious association. Spurious associations arise because unmeasured variables may affect both the independent and the dependent variables; because respondents may be selected (or select themselves) into categories of the independent variable on the basis of their expected outcomes on the dependent variable, creating "feedback" between the dependent and independent variables; or because of correlated errors of measurement in the dependent and independent variables. Spurious association between observed variables arises because observations are not randomly assigned to levels of the independent variable.
Another way of viewing spuriousness is that it results from incomplete observation on the dependent variable. For each respondent, we observe the dependent variable for a single level of an independent variable but do not observe what the dependent variable would have been had the respondent been assigned to other levels of that independent variable (Rubin 1978) . In most nonexperimental studies, one must infer effects from differences in the dependent variable across levels of an independent variable that are observed for different respondents; that is, one must infer from comparisons between persons who are not necessarily identical on unmeasured variables. If, on the other hand, one could observe distinct dependent variables for each individual for each value of an independent variable, then one could make much stronger causal inferences from comparisons within persons who are, by definition, identical on unmeasured variables across levels of the independent variables. In the absence of repeated observations on the same respondent across levels of an independent variable, one can nonetheless model the par1For concreteness our discussion refers to "respondents," "persons," and "individuals" throughout. Obviously, our models apply to other units of analysis as well.
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tially observed data. Although one cannot estimate effects for each person, one can estimate the average effect of a variable across persons. Rubin (1978) provides a general model for causal inference in which outcomes on the dependent variable on unobserved levels of the independent variables are regarded as "missing data." Winship and Mare (1989) show how loglinear models for missing data enable one to make inferences about respondents' behavior when it is not observed. Before extending these models to simultaneous equations, we describe their formulation for the more elementary case of a single endogenous variable. In practice, if the dependent variable is the only endogenous variable (that is, if all independent variables are exogenous), then elementary loglinear and logit models and the models for partially observed data presented here provide identical estimates of effects. We begin with this case, however, to illustrate the approach in its simplest form, before going on to the more complex case of jointly determined variables.
Suppose that 
These two equations can be estimated using standard methods, since D1 and Do are fully observed for the specified value of B in each question. The estimation of (4) and (5) is equivalent to the estimation of (1). Combining the dependent variables in equations (4) postulate a separate dependent variable for each combination of levels of the independent variables, but this is unnecessary whenever one assumes that all of the independent variables are exogenous. In this case, by assumption, the effects that derive from the betweenrespondent comparisons on the dependent variable across levels of the independent variable are satisfactory.
As discussed in detail below, when an independent variable is jointly determined with the dependent variable, it becomes fruitful to distinguish between respondents' observed outcomes on endogenous variables and those that they would have obtained if their values on the independent variables were different from those observed. It is possible to model these relationships by using latent class loglinear models that are more complicated than the one-way effects model above. This is the key to our approach.
General Form of the Single-Equation Model with Simultaneity
Our approach is applicable to models h and i in Figure 1 , although our initial discussion will be confined to model h. Model i, which can be estimated by a similar approach, is discussed in section 5.2. 
p(Do = 1 B,C1,C) = Fo(B,Cj,Co),
where F1 and Fo denote functions that will be specified more fully below. Equations (6) and (7) Table   We specify and estimate structural loglinear models for an  expanded, partially observed contingency table with 
Structural Loglinear Model for the Expanded
Estimation with an Empirical Illustration
We can obtain the parameters of (12) from the corresponding loglinear model (9), which we estimate by treating the unobserved cells in Figure 3 For model (9) applied to the three-variable BCD version of the leading-crowd data in Table 1 , we present the design matrix and cell mapping in Table 2 . The rows of Table 2 Table 2 includes 32 rows because cells 6 and 7 in Figure 3 receive observations under two outcomes for each of the two levels of B. We have listed the contribution of each outcome separately. If we had combined the contributions, which would lead to the same results, Table  2 would have 28 rows. The last column of the table contains expected frequencies for a model to be discussed below.
The top panel of Table 3 presents likelihood-ratio chi-square (G2) statistics for model (9) plus several simpler models fit to the BCD version of Table 1 Table) Model and II are both nested within III, and as the G2 statistics indicate, both the structural and the partial associations are statistically significant and are needed to provide an adequate model for these data. Table 4 presents logit parameter estimates for these models. As indicated by the parameter estimates for B in all three models, the odds of a favorable attitude toward the leading crowd in wave 2 are higher for persons having a favorable attitude in wave 1 than for persons having an unfavorable attitude. The estimated effect of membership in the leading crowd in wave 2 (C), however, depends on which model is estimated. Models I and II imply that members of the leading crowd in wave 2 have more favorable attitudes toward the leading crowd in wave 2, whereas model III reveals a more complex relationship. Membership in the leading crowd reduces the probability of a favorable attitude in wave 2, but the partial association of membership and attitude is positive. This suggests that although belonging to the leading crowd makes one less likely to view the leading crowd favorably, unmeasured common causes of membership and attitude induce a positive association between these two variables. Although this example is simple, it illustrates that one can distinguish structural from residual associations using our methods.4
The lower panel of Table 3 
where the Gi denote functions that will be specified more fully below. Equations (13)- (16) Table   We specify and estimate a loglinear model for an expanded,  partially observable table with Table 5 presents the design matrix and cell mapping for (18). As in Table 2 , the rows in Table 5 refer to cells in the expanded table. The final column reports the expected frequencies for one of the models that is discussed below.5 The top panel of Table 6 presents G2 statistics for (18) plus several simpler models fit to Table 1. Model I includes the partial association between C and D but no structural relationships between these two variables. This model fits the data well. Model II includes the structural effects of C on D and D on C but not the partial association between the two variables. This model fits the data 5The structure of Table 5 is analogous to that of Table 2. Table 5 has poorly. Model III includes both the structural effect and the partial association between C and D. This model fits the data extremely well, both absolutely and relative to models I and II. The expected frequencies of the expanded table under model III are reported in the final column of Table 5 . Table 7 presents estimates of the logit parameters for these models. In all three models, membership in the leading crowd in wave 1 substantially increases the odds of membership in wave 2. Likewise, holding a favorable attitude toward the leading crowd in wave 1 substantially increases the odds of a favorable attitude in wave 2. The three models, however, yield different results about the relationships between membership in wave 2 and attitude in wave 2. Model I indicates a net positive association between membership and favorable attitude. Model II indicates that the reciprocal effects of membership and attitude are both positive, but only the effect of membership on attitude is statistically significant. The estimate for the latter effect, moreover, is more than twice the estimate for the effect of attitude on membership. Model III, in contrast, indicates that a favorable attitude toward the leading crowd in wave 2 significantly raises the odds of joining the leading crowd in wave 2. But membership in the leading crowd reduces the chances of holding a 227 favorable attitude. Model III also shows a positive partial association between membership and attitude. These results are consistent with those reported in Table 4 for the three-variable table. The simultaneous equation model in the latter table also indicated a negative effect of membership on attitude once the joint determination of the two variables was taken into account. These calculations illustrate that the structural loglinear model enables us to isolate the separate reciprocal effects of a pair of endogenous variables and to distinguish these effects from their residual association.6
Structural Loglinear Model for the Expanded
The lower panel of Table 6 reports G2 statistics for several elementary loglinear models. The fit of the model of no three-way (all two-way) interactions, model VI, to the observed data is very close to the fit for model III, but it is not identical. The structural and elementary loglinear models are distinct, and the parameters of one model cannot be derived from those of the other. The choice between models VI and III should be determined by one's analytic goals and the plausibility of the assumption that A does not directly affect D and that B does not directly affect C.
IDENTIFICATION
General rules for the identification of structural loglinear models have not yet been developed, but some guidance is available from results on the identifiability of models for missing data in loglinear models. In this section we show the link between the identifiability of our models and that of certain models for missing data. This enables us to show that the models presented in sections 3 and 4 are in fact identified and to suggest some general guidelines for identification of structural loglinear models. The identification conditions presented in this section are sufficient but not necessary conditions.
Identification of Models for Missing Categorical Data
The structural loglinear models presented in this paper are extensions of models for categorical data in which some variables are 6We also estimated model III allowing for CICO and D1Do associations. 
Identification of Structural Loglinear Models
To establish the identifiability of structural loglinear models (9) and (18), we rely on the results for models with missing data stated above plus the fact that some parameters for models of the expanded table can be identified without any overidentifying restrictions on the structural model. Consider a simplified version of (18), = -1,1) , the Ith category of CO (I = -1,1), the mth category of D1 (m = -1,1) , and the nth category of Do; the intercept A is determined by the constraint that SklmnPklmn = 1; and all other notation is as defined above. Model (25) represents the two-way association between the average values of C1 and Co and of D1 and Do. This model can be identified directly from the observed 2 x 2 CD table without other identifying restrictions. The four parameters of the model are nonlinear functions of the four frequencies in the observed CD table.7 Because As*, A', and AC*D* are always identified from the CD table alone, to establish the identifiability of (9) and (18) it suffices to show that parameters for C1, Co, D1, and Do and for the relationships between these variables and the exogenous variables are identified.
In the structural loglinear model for a single equation with an endogenous independent variable, model (9), we can identify Af* and ACD* from the observed CD table, as noted above. We identify AB and ABD* directly from observed data on the joint distribution of B, C, and D. (The associations between B and D1 and between B and Do are directly observed when C = 1 and C = -1, respectively. Model (9) constrains these two associations to be equal.) We identify AD' and A?? using the rules for identification of missing-data models discussed above. Under the model, B is conditionally independent of C1 and Co, given D1 and Do, and is thus conditionally independent of C, which determines whether D, and Do are missing (since C is determined by C1, Co, D,, and Do). Thus, B is fully observed and conditionally independent of whether data are missing on D, and Do. Since the number of categories of B equals the number of categories in D, and Do, the inclusion of B in the model identifies AD1 and AD?. Thus, model (9) and its corresponding logit form, model (12), are identified. Our analysis of the identifiability of models (9) and (18) suggests that parameters of structural loglinear models can be identified by restrictions on the parameters for the effects of the exogenous variables. In particular, a sufficient condition for the identification of the effect of one endogenous variable on another is that the model include an exogenous variable that affects the dependent endogenous variable but not the independent endogenous variable and that the exogenous variable have at least as many categories as the dependent endogenous variable. This principle is illustrated by the use of B to identify AD1 and AD? in ( 
