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Abstract
We tackle an unsupervised domain adaptation problem for which the domain
discrepancy between labeled source and unlabeled target domains is large, due to
many factors of inter- and intra-domain variation. While deep domain adaptation
methods have been realized by reducing the domain discrepancy, these are difficult
to apply when domains are significantly different. We propose to decompose domain
discrepancy into multiple but smaller, and thus easier to minimize, discrepancies by
introducing unlabeled bridging domains that connect the source and target domains.
We realize our proposed approach through an extension of the domain adversarial
neural network with multiple discriminators, each of which accounts for reducing
discrepancies between unlabeled (bridge, target) domains and a mix of all precedent
domains including source. We validate the effectiveness of our method on several
adaptation tasks including object recognition and semantic segmentation.
1 Introduction
With advances in supervised deep learning, many vision problems have realized sig-
nificant performance improvements [6, 13, 19, 27, 35, 38, 39, 42]. While the success
is driven by several factors, such as improved deep learning architectures [19, 23] or
optimization techniques [11, 25, 26], it is strongly dependent on the existence of large-
scale labeled training data [10]. Unfortunately, such a dataset may not be available for
each application domain. This demands new ways of knowledge transfer from existing
labeled data to individual target applications, potentially with access to large-scale
unlabeled data from the application domain.
Unsupervised domain adaptation (UDA) [2, 3] has been proposed to improve the
generalization ability of classifiers, using unlabeled data from the target domain. Deep
domain adaptation that realizes UDA in a deep learning framework has been successful
in several vision tasks [7, 12, 22, 24, 34, 45]. The core idea is to reduce the discrepancy
metric between the two domains, measured by the domain discriminator [12] or MMD
kernel [46] at certain representation of deep networks. Ideally, the discriminator learns
the transformation mechanisms between the two domains. However, it could be difficult
to model such dynamics when there are many factors of inter- and intra-domain variation
applied to transform the source domain into the target domain.
In this paper, we aim to solve unsupervised domain adaptation challenges when
domain discrepancy is large due to variation across the source and the target domains.
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Figure 1: Unsupervised domain adaptation is challenging
when the target domain is significantly different from the
source domain due to many convoluted factors of variation.
We introduce bridging domains composed of unlabeled im-
ages with some common factors to the source (e.g., lighting)
and the target domain (e.g., viewpoint, image resolution).
Figure 1 provides an illustrative ex-
ample of adapting from labeled im-
ages of cars from the internet to rec-
ognize cars for surveillance applica-
tions at night. Two dominant fac-
tors, the perspective and illumination,
make this a difficult adaptation task.
As a step towards solving these prob-
lems, we introduce unlabeled domain
bridges whose factors of variation are
partially shared with the source do-
main, while the others are in com-
mon with the target domain. As in
Figure 1, the domain on the bottom
left shares a consistent lighting condi-
tion (day) with the source, while the
viewpoint is similar to that of the tar-
get domain. We note that there could
be multiple bridging domains, such as the one on the bottom right of Figure 1, whose lighting
intensity is between that of the first bridging domain and the target domain.
To utilize unlabeled bridging domains, we propose to extend the domain adversarial neural
network [12] using multiple domain discriminators, each of which accounts for learning and
reducing the discrepancy between unlabeled (bridging, target) domains and the mix of all
precedent domains. We justify our learning framework by deriving a bound on the target
error, that contains the source error and a list of discrepancies between unlabeled domain and
the mix of precedent domains, including the source. This bound captures the intuition that
judicious choices of bridge domains should not introduce large discrepancies. We hypothesize
that the decomposition of a single, large discrepancy into multiple, small ones leads to a series
of easier optimization problems, culminating in better alignment of source and target domains.
We illustrate this intuition in Figure 2 on a variant of the two-moons dataset.
While works on unsupervised discovery of latent domains exist [14, 15, 17], it still
remains a hard, unsolved problem. Firstly, we focus on the complementary and also unsolved
problem of devising adversarial formulations that exploit given bridging domains. We
observe that such domain information is often easily available in practice, for example, image
meta-data such as timestamps, geo-tags and calibration parameters suffice to inform about
illumination, weather or perspective. Moreover, we exploit different methods on measuring
domain discrepancy [12, 18] or out-of-distribution (OOD) sample detection [20] to discover
latent domains in an unsupervised manner, i.e., without domain information.
2 Related Work
Unsupervised Domain Adaptation. The proper reduction of discrepancy across domains
[33] is a longstanding challenge. Specifically, an appropriate metric is required in order to
measure the difference in between domains [2]. Recent works use kernel-based methods
such as maximum mean discrepancy (MMD) [47] and optimal transport (OT) [9] to measure
the domain difference in the feature space. Others adopt the idea of adversarial training
[12, 40] which is inspired by the generative adversarial network (GAN) [16]. This training
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procedure allows the feature representations to be indistinguishable between the source
and target domain, aligning the two. One example of using adversarial training on UDA
problems is the domain adversarial neural network (DANN) [12]. It trains a discriminator
that distinguishes domains, while also learning a feature extractor to fool the discriminator by
providing domain-invariant feature.
Multiple Domains. In [49], models are proposed for multiple-source UDA problems based
on a domain adversarial learning. While the intuition is to utilize extra source domains that
are available, the adaptation process is in practice favored toward the source domain that is
closely related to the target domain [31]. Our method shares the similar high-level idea, in
which relevant domains should guide the adaptation. In contrast, unlabeled bridging domains
that share factors of variation with both source and target domains are utilized to guide the
two domains, aligned with the bridging domain. Similar to our proposed approach, the benefit
of having intermediate domains to guide transfer learning is shown in [43], but in the context
of semi-supervised label propagation, requiring labeled data from the target domains.
3 Method
Our proposed domain adaptation framework is built atop DANN, utilizing unlabeled bridging
domains to enhance the adaptation performance when the source and target domains are
significantly different due to factors of variations.
Notation. Denote DS and DT as the source and target domains, respectively, from which
data x are drawn. Output label y∼Y has N categories. The model contains: 1) a feature
extractor f :D→RK , with parameter θ f , that maps x into a feature vector f (x); 2) the domain
discriminator d :RK→(0,1), with parameter θd , that tells whether f (x) is from DS or DT ;
and 3) the classifier C :RK→Y , with parameter θC, that gives a predicted label yˆ=C( f (x)).
3.1 Domain Adversarial Neural Network
The domain adversarial neural network transfers a classifier learned from the labeled source
domain to the unlabeled target domain by learning domain-invariant features. It is realized
by first learning the domain-related information and leveraging it with features extracted
from the input. DANN uses a domain discriminator d to control the amount of domain-
related information in the extracted feature. The discriminator is updated by maximizing the
following:
Ld = Ex∼DS logd( f (x))+Ex∼DT log(1−d( f (x))). (1)
In comparison, the feature extractor f wants to confuse the discriminator d to remove any
domain-specific information. Moreover, to make sure the extracted feature is task-related, f
is trained to generate features that can be correctly classified by the classifier C trained by
minimizing the following:
LC = E(x,y)∼DS×Y [−y logC( f (x))], (2)
and a learning objective for feature extractor is as follows:
min
θ f ,θC
LC+λLd . (3)
While [12] introduces a gradient reversal layer to jointly train all parameters, we do alternating
update of GANs [16] between θd and {θ f ,θC} in our implementation.
4 DAI ET AL.: ADAPTATION USING UNLABELED BRIDGES
Feature Extractor 𝑓(𝑥)
Classifier 𝐶(𝑓 𝑥 )
Discriminator 𝑑1(𝑓 𝑥 )
Discriminator 𝑑2(𝑓 𝑥 )
Source 𝑥(𝑆)
Bridging 𝑥(𝐵)
Target 𝑥(𝑇)
𝑓(𝑥 𝑆 )
Predicted Label ො𝑦
1
0
1
0
Web
SV Day
SV Night
𝑓(𝑥 𝑇 )
𝑓(𝑥 𝐵 )
Figure 3: The learning framework with labeled source, unlabeled target, and unlabeled bridging
domains for our extension of DANN using multiple discriminators. The model is composed of shared
feature extractor f , classifier C, which is trained using labeled source examples, and two domain
discriminators d1 and d2.
3.2 Challenge in Domain Adversarial Learning
While deep domain adaptation algorithms are realized in different forms [5, 12, 40, 41, 46, 47],
their theoretical motivation largely derives from the seminal work of [2]. In short, a theorem
from that work states that the target domain task error εT is bounded by the source error εˆS
and the domain discrepancy:
εT (h)≤ εˆS(h)+dH∆H(DS,DT ), (4)
where h∈H is a hypothesis and dH∆H is written as:
sup
h,h′∈H
|PDS(h(x) 6=h′(x))−PDT (h(x) 6=h′(x))|.
Adversarial loss can be used to minimize the domain discrepancy to obtain a tighter bound.
While it provides flexibility on the types of discrepancy, it is challenging to learn the right
transformation from the source domain to the target domain when the two are far apart.
Source ±30⁰ ±60⁰ ±90⁰
?
?
Figure 2: Translated two moons. The inter-twinning
moons (left) are considered as the source domain.
Two moons are rotated and translated to the right to
generate the target domain (right in gray).
As motivation, consider a variant of
the two-moons dataset, whose data points
are translated to the right by the amount
proportional to the rotation angle, as in Fig-
ure 2. The source domain is centered at the
origin, while the target domain is moved
to the right after being rotated by 90◦, and
given without labels. Adapting from source
to target directly is difficult due to a signif-
icant change. Moreover, there are many
ways to generate the same unlabeled target
data points (e.g., rotate counterclockwise
instead of clockwise, as in the bottom of
Figure 2). In such a case, knowing what happens in the middle of the entire transformation
process from source to target domains is critical, as these data points in the middle, even if
they are unlabeled, can guide learning algorithms to easily disentangle transformation factors
(e.g., clockwise rotation and translation to the right) from task-relevant factors.
3.3 Adaptation with Bridging Domain
We introduce additional sets of unlabeled examples, which we call bridging domains, that
reside in the transformation pathway from labeled source to unlabeled target domains.
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DANN with a Single Bridging Domain. Besides DS and DT , we denote DB as a bridging
domain. Our framework is composed of feature extractor f (x) from an input x∈DS∪DB∪DT
and classifier C( f (x)) trained using classification loss in (2). Unlike DANN, which directly
aligns DS and DT , we decompose the adaptation into two steps. First, DS and DB are aligned.
This is an easier task than direct adaptation as in DANN, since there are less discriminating
factors between DS and DB. Second, we adapt DT to the union of DS and DB. Similarly, the
task is easier since it needs to discover remaining factors between DT and DS or DB, as some
factors are already found from the previous step. To accommodate the two adaptation steps,
we use two binary domain discriminators, d1 for learning discrepancy between DS and DB,
and d2 between DS∪DB and DT . Finally, this is realized with the following objectives:
Ld1 = EDS logd1( f )+EDB log(1−d1( f )), (5)
Ld2 = EDS∪DB logd2( f )+EDT log(1−d2( f )). (6)
Both Ld1 and Ld2 are minimized to update their respective model parameters θd1 and θd2 . We
update the classifier using (2) and the feature extractor to confuse discriminators as follows:
min
θ f ,θC
LC+λ1Ld1 +λ2Ld2 , (7)
with two hyperparameters λ1 and λ2 to adjust the strengths of adversarial loss. We alternate
updates between d1,d2 and f ,C. The proposed framework is visualized in Figure 3.
Theoretical Insights. To provide insights on how our learning objectives are constructed,
we derive a bound on the target error while considering the unlabeled bridging domain:
εT (h)≤ εT (h∗T )+ 12εB(h∗B)+2γα +η+dH∆H(Dα ,DT )+ 12dH∆H(DS,DB), (8)
where h∗= argminh∈Hε(h), Dα=DS∪DB, and
γα=minh∈H{εT (h)+∑Nj=1α jε j(h)} with α=(0.5,0.5).
Note that εT (h∗T )+
1
2εB(h
∗
B)+2γα≈εˆS(h), making (8) similar to (4). The derivation is provided
in the Supplementary Material.
The implications of (8) are two-fold: Firstly, to keep the bound tight, we need to assure
that both domain discrepancies are small. This motivates the design of our proposed adver-
sarial learning framework discussed earlier. More importantly, we argue that the individual
components of decomposed discrepancies are much easier to optimize than the one in (4)
when the bridging domain is chosen properly.
Unsupervised Bridging Domain Discovery. While there are many real-world problems
where the bridging domains naturally arise (e.g., the illumination condition of the surveillance
images, which can be obtained from the mean pixel values), it is not always available. In such
cases, one may resort to the unsupervised discovery of latent domains [14, 17, 43].
To find out whether an unlabeled image of the target domain belongs to the bridging
domain, one may measure the closeness of individual target examples to the source domain.
For example, we propose to pretrain a standard DANN and exploit the discriminator score
dpre( fpre(x)),x∈DT to quantify the closeness. Since the discriminator converges at equilib-
rium of source and target distributions [16], this requires an early stopping in practice [40].
Alternatively, we can use off-the-shelf algorithms to compute the distance between
individual target examples to the source domain. Given a feature extractor fpre trained on the
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source examples, one may compute the MMD between fpre(x),x∈DT and { fpre(x)}x∈DS . In
addition, out-of-distribution (OOD) sample detection methods [20] are good candidates as
they provide the score quantifying how likely an example belongs to the source domain.
DANN with Multiple Bridging Domains. Our framework can be extended to the case for
which multiple unlabeled bridging domains exist, which is desirable to span larger discrep-
ancies between source and target domains. To formalize, we denote D0=DS,DM+1=DT
as source and target domains, and Dm, m=1, ...,M as unlabeled bridging domains with Dm
closer to source than Dm+1. We introduce M+1 domain discriminators d1, ...,dM+1, each of
which is trained by maximizing the following objective:
Ldm= E⋃m−1i=0 Di logdm( f )+EDm log(1−dm( f )), (9)
and the learning objective for f and C is given as follows:
min
θ f ,θC
LC+∑M+1m=1λmLdm . (10)
4 Experiments
We evaluate our methods mainly on three adaptation tasks: digit classification, object recogni-
tion, and semantic scene segmentation. For the recognition task, we use the Comprehensive
Cars (CompCars) [48] dataset to recognize car models in the surveillance domain at night
using labeled images from the web domain. For the scene segmentation task, synthetic images
of the GTA5 dataset [36] are given as the source domain and the task is to perform adaptation
on Foggy Cityscapes [37]. In the Supplementary Material, we provide more results on the
two-moons toy dataset as described previously and the digit classification task.
4.1 Toy Experiment with Two Moons
Created for binary classification problem, the inter-twinning moons 2D dataset suits our model
if we consider different rotated versions of the standard two entangled moons as different
domains. In this experiment, we consider a hard adaptation from the original data to the ones
that are rotated 90◦ (clockwise or counter-clockwise), while intermediate rotation such as
30◦ and 60◦ can be considered as bridging domains. Moreover, as discussed in Section 3.2,
the domains do not share the same centers and are proportionally translated according to the
rotated angle. We follow the same network architecture as in [12], with one hidden layer of
15 neurons followed by sigmoid non-linearity. The performance is summarized in Table 1.
Model 0◦ 30◦ 60◦ 90◦
0→90 80.88±1.71 - - 56.98±4.47
0→30→90 87.23±3.64 95.66±4.18 - 60.98±7.41
0→60→90 79.19±1.21 - 89.66±3.61 80.67±9.47
0→30→60→90 78.75±1.56 82.33±8.71 87.33±3.83 86.97±2.17
Table 1: Average classification accuracy on test set of each domain. Results for the baseline
and different bridging domain combinations are included.
One observation is that when 90◦ is involved as a target domain, the source domain
accuracy is sacrificed a lot, which may be because of the limited network capacity. While
the adaptation achieves only 56.90%, which is almost a random guess, with source-to-target
model (0→90), the proposed method clearly demonstrates its effectiveness, achieving 86.97%
on the target domain.
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4.2 Digit Classification
Different digit datasets are considered as separated domains. MNIST [28] provides a large
amount of hand written digit images in gray scale. SVHN [32] contains colored digit images
of house numbers from street view. MNIST-M [12] is enriched from MNIST using randomly
selected colored image patches in BSD500 [1] as background. We consider adaptation from
labeled MNIST to unlabeled SVHN, while using MNIST-M as an unlabeled bridging domain.
Given the differences between MNIST and SVHN, MNIST-M seems appropriate bridging
domain (similar appearance of foreground digits to MNIST but color statistics to SVHN).
Model MNIST-M SVHN
MNIST→SVHN - 71.02
MNIST→MNIST-M+SVHN 96.27 78.07
MNIST→MNIST-M→SVHN 97.07 81.28
Table 2: Accuracy on MNIST-M and SVHN test sets aver-
aged over 10 runs. We report the performance of the stan-
dard DANN, the DANN model using mixture of unlabeled
domains as a single target (MNIST→MNIST-M+SVHN),
and our proposed model.
We compare our model with
the baseline model, i.e., a standard
DANN from source to target without
bridging domain. A DANN model
that adapts to the mixture of bridge
and target domains as a single target is
included for comparison. We present
results in Table 2. When the bridging
domain is involved, the average accu-
racy on SVHN (target) significantly
improves upon the baseline model. Moreover, our proposed model achieves higher perfor-
mance than the model with mixture of unlabeled domains, demonstrating benefits from the
bridging domain.
4.3 Recognizing Cars in SV Domain at Night
SV1	
SV2	
SV3	
SV4	
SV5	
Figure 4: Sample images of CompCars surveil-
lance (SV) domain from light (SV1) to dark
(SV5) illumination conditions.
SV1	 SV2	 SV3	 SV4	 SV5	
Figure 5: t-SNE plots of CompCars web and
SV domains from light (SV1) to dark (SV5)
illumination conditions using baseline features.
Dataset and Experimental Setting. Two sets
of images are provided in the CompCars dataset:
1) the web-nature images are collected from car
forums, public websites and search engines, and
2) the surveillance-nature images are collected
from surveillance cameras. The dataset is com-
posed of 52,083 web images across 431 car mod-
els and 44,481 SV images across 181 car mod-
els, with these categories of the SV set being
inclusive of 431 categories from the web set. We
consider a set of adaptation problems from la-
beled web to unlabeled SV images. This is chal-
lenging as SV images have different perspective
and illumination variations from web images.
We use an illumination condition as a met-
ric for adaptation difficulty and partition the SV
set into SV1–5 based on the illumination condi-
tion of each image.1 SV1 contains the brightest
images, whereas SV5 contains the darkest ones.
We visualize samples from SV1–5 in Figure 4, and confirm the domain discrepancy between
1We compute the mean pixel-intensity and sort/threshold images to construct SV1–5 with roughly the same sizes.
In practice, the illumination condition may be obtained from metadata, such as recorded time.
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web and SV1–5 domains through t-SNE plots in Figure 5. More details of model architecture
and training are in the Supplementary Material.
We present two experimental protocols. First, we evaluate on an adaptation task from
web to SV night (SV4–5) using SV day (SV1–3) as one domain bridge. We demonstrate the
difficulty of adaptation when two domains are far from each other, and show the importance
of bridging domain and the effectiveness our adaptation method. Second, we adapt to extreme
SV domain (SV5) using different combinations of one or multiple bridging domains (SV1–4)
and characterize the properties of an effective bridging domain.
Evaluation with a Single Bridging Domain. We demonstrate the difficulty of adaptation
when domains are far apart and show that the performance of adversarial DA can be enhanced
using bridging domains. In particular, night images (SV4–5) are considered as unlabeled
target domain and day images (SV1–3) as unlabeled bridging domain. We compare the
following models in Table 3: baseline model trained on labeled web images, DANN from
source to target (Web→SV4–5), from source to mixture of bridge and target (Web→SV1–5),
and the proposed model from source to bridge to target (Web→SV1–3→SV4–5).
Model SV1–3 SV4–5
Web (source only) 72.67 19.87
Web→SV4–5 68.90±1.28 49.83±0.70
Web→SV4→5 74.03±0.71 61.37±0.30
Web→SV1–5 83.29±0.14 77.84±0.34
Web→SV1–3→4–5 82.83±0.40 78.78±0.33
Table 3: Accuracy and standard error over 5 runs on
SV test sets for models without (Web→SV4–5) and with
(Web→SV4→5, Web→SV1–3→4–5) bridging domain.
Baselines include a model using mixture of bridge and
target domains as a single target domain (Web→SV1–5).
While the DANN adapted to the
target domain (SV4–5) improves upon
the baseline model, the performance
is still far from adequate when com-
pared to the performance of day im-
ages. By introducing unlabeled bridg-
ing domain, we observe significant im-
provement in accuracy on the target do-
main, achieving 77.84% using standard
DANN adapted to the mixture of bridg-
ing and target domains and 78.78% us-
ing our proposed method.
We further conduct an experiment using SV4 as a bridge domain and SV5 as a target
domain and compare with the naively trained model (Web→SV4–5). As in Table 3, the pro-
posed model (Web→SV4→5) outperforms the DANN by a large margin (49.83% to 61.37%
on SV4–5 test set). This is because it is difficult to determine the adaptation curriculum as
both domains are distant from the source domain (see Figure 5), which is different from the
previous experiment where there are sufficient amount of day images that are fairly close to
the source domain, for discriminator to figure out the curriculum.
Web→SV4-5
Web→SV4→ 5
Web→SV1-5
Web→SV1-3→4-5
Figure 6: Validation accuracy on SV4–5 (night)
To better understand the ad-
vantage of our proposed training
scheme, we monitor the validation
accuracy on SV4–5 of the standard
(Web→SV1–5) and the proposed
(Web→SV1–3→4–5) models and
plot curves in Figure 6. Interest-
ingly, we observe a large fluctua-
tion in the performance of night
images using the standard DANN. In contrast, our method allows stable performance earlier
in the training, which implies that knowing the curriculum [4] (i.e., adaptation difficulty) is
important. Our method with multiple discriminators effectively utilizes such information.
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Model SV5
Web→SV5 37.83±0.51
Web→SV4→5 58.40±0.60
Web→SV1→5 69.69±0.99
Web→SV3→4→5 74.01±0.52
Web→SV2→3→4→5 75.15±0.18
Web→SV1→2→3→4→5 75.47±0.20
Table 4: Accuracy and standard error over
5 runs on SV5 test set.
Split OOD (0.69) MMD (0.79) d-Score (0.85)
2-way 76.43±0.28 78.32±0.27 78.62±0.39
3-way 76.14±0.34 78.47±0.31 78.29±0.28
4-way 76.67±0.32 78.68±0.39 77.93±0.43
5-way 76.54±0.29 78.91±0.33 79.13±0.32
Table 5: Accuracy and standard error over 5 runs on
SV4–5 test set with different unsupervised bridging
domain discovery configurations. Split m-way means
that we evenly split the unlabeled data into m domains.
Which is a Good Bridging Domain? We perform an ablation study to characterize the
properties of a good bridging domain. Specifically, we would like to answer which is a more
useful bridging domain: the one closer to the source domain or the one closer to the target
domain. To this end, we compare two models, namely, Web→SV1→5 and Web→SV4→5.
Note that SV4 is more similar to the target domain (SV5) in terms of visual attributes than
SV1.
The results are summarized in Table 4. We observe much higher accuracy on the target
domain (SV5) for the model using SV1 as a bridging domain (69.69%) than the one using
SV4 (58.40%). We believe that the optimization of the adversarial loss for the second
model (dH∆H(W,SV4)+dH∆H(W+SV4,SV5)) is more difficult than that of the first model
(dH∆H(W,SV1)+dH∆H(W+SV1,SV5)) as SV4 is farther from the web domain than SV1.
This implies that a good bridging domain decomposes the domain discrepancy between the
source and target domains, so that the decomposed discrepancy losses is easily optimized.
Evaluation with Multiple Bridging Domains. Our theoretical motivation suggests that, if
we have many bridging domains whose generalization error between any two neighboring
domains is small, we can also reduce the generalization error between source and target.
We test our hypothesis through experiments that adapt to SV5 with different bridging
domain configurations. Specifically, bridging domains are included one by one from SV4 to
SV1, and finally reach adaptation with four bridging domains. As in shown Table 4, DANN
fails at adaptation without domain bridge (Web→SV5). While including SV4 as the target
domain raises adaptation difficulty, using it as a bridging domain (Web→SV4→5) greatly
improves the performance on the SV5 test set. Including SV3 as an additional bridging domain
(Web→SV3→4→5) shows additional improvement, confirming our hypothesis. While adding
SV2 and SV1 as bridging domains leads to an extra improvement, the margin is not as large
as including SV3 and SV4. The reason is that SV3 is already close to the web domain as SV1
or SV2 (see Figure 4 and 5), and there is little benefit of introducing an extra bridge.
Evaluation with Unsupervised Bridge Discovery. We perform several unsupervised ap-
proaches for bridging domain discovery, including discriminator scores of the DANN, MMD,
and OOD sample detection [20]. These approaches provide scores indicating the closeness to
the source domain distribution for each target example, based on which we can split the target
domain into multiple bridging domains (details in the Supplementary Material).
To evaluate the performance of our methods on unsupervised bridging domain discovery,
we first compute the AUC between the predicted score and the ground-truth day/night labels
and report results in Table 5. While we observe the highest AUC using discriminator of the
DANN (0.85), it requires early stopping based on the AUC. In comparison, MMD (0.79) and
OOD (0.69) show slightly lower AUC, but are preferred as additional side information is not
required. Overall, we observe that using d-Score or MMD, the performance on SV4–5 test
set is improved compared to not using any domain bridges (Table 3 Web→SV1–5).
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4.4 Foggy Scene Segmentation
Dataset and Experimental Setting. We use the GTA5 dataset [36], a synthetic dataset of
street-view images, containing 24,966 images of size 1914×1052, as labeled source domain.
Unlike previous works [21, 44], we adapt to Foggy Cityscapes [37], a derivative from the real
scene images of Cityscapes [8] with a fog simulation, and use Cityscapes as well as Foggy
Cityscapes with lighter foggy levels (0.01) as unlabeled bridging domains.
The task is to categorize each pixel into one of 19 semantic categories on the test set images
of Foggy Cityscapes with 0.02 foggy level. We consider several models for comparison, such
as the traditional DANN (GTA5→F0.02), with one bridging domain (GTA5→City→F0.02),
or with two of them (GTA5→City→F0.01→F0.02). One consideration is that we partition
2975 training images of Cityscapes equally for each domain to prevent the case where the
algorithm finds an exact correspondence between images from different unlabeled domains.
Evaluation on Semantic Segmentation. We utilize the adaptation method by [44] as our
base model, which reduces the domain discrepancy at structured output spaces. The same
discriminator architecture is used for multiple adversarial losses in our framework.
Model # images mIoU on F0.02
GTA5 (source only) – 27.5
GTA5→F0.02 [44]
1487
33.08±0.32
GTA5→City+F0.02 32.62±0.58
GTA5→City→F0.02 34.82±0.39
GTA5→F0.02 [44]
991
33.16±0.35
GTA5→City→F0.02 34.13±0.78
GTA5→City→F0.01→F0.02 35.31±0.06
Table 6: mIoU and standard error over 5 runs on Foggy
Cityscapes 0.02 (F0.02) test set. We partition unlabeled
training data into 2 for models in rows 2–4, resulting in
1487 images per domain, while for models in rows 5–7, we
partition them into 3, resulting in 991 images per domain.
We first conduct experiments with
one bridging domain to adapt to
Foggy Cityscapes 0.02 (F0.02). We
construct two partitions of unlabeled
data for Cityscapes and F0.02. Mean
intersection-over-union (IoU) aver-
aged over 5 runs, using different par-
tition for each run, is reported in rows
2–4 of Table 6. While significant im-
provement in mIoU is observed by
directly adapting to the target domain
(GTA5→F0.02), our framework using
a bridging domain further enhances
the performance on the final target do-
main from 33.08 to 34.82. We also
conduct a baseline model by merging Cityscapes with the target domain (GTA5→City+F0.02),
but the performance is not good, indicating that naively merging two domains with different
properties may be suboptimal for adversarial adaptation.
We then experiment with two bridging domains by introducing Foggy Cityscapes 0.01
(F0.01) as a bridge between Cityscapes and F0.02. The setting is similar, but we use 13 of entire
images for each unlabeled domain. Table 6 rows 5–7 validate our hypothesis that additional
bridging domains are beneficial, improving mIoU from 34.13 to 35.31. While using the same
number of overall unlabeled images during the training, we also observe benefit of using two
bridging domains (7th row) than one (4th row).
5 Conclusions
This paper aims to simplify adaptation problems with extreme domain variations, using
unlabeled bridging domains. A novel framework based on DANN is developed by introducing
additional discriminators to account for decomposed many, but smaller discrepancies of
the source-to-target domain discrepancy. Several adaptation tasks in computer vision are
considered, demonstrating the effectiveness of our framework with bridging domains.
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S1 Proof of (8)
With source and bridging domains, h∗= argminh∈H ε(h), h1= argminh∈H εˆS(h), an empirical
minimizer of source error, and weight vector α=(0.5,0.5), for any δ ∈ (0,1), with probability
at least 1−δ , the target error can be bounded as follows:
εT (h1)≤ εT (h∗T )+ 12εB(h∗B)+2γ+2η
+dH∆H(Dα ,DT )+ 12dH∆H(DS,DB)
(S1)
where h ∈H is a hypothesis and
dH∆H = sup
h,h′∈H
|PDS(h(x) 6=h′(x))−PDT (h(x) 6=h′(x))| (S2)
γ = min
h∈H
εT (h)+ εS(h)+ εB(h) (S3)
η = 2
√√√√(2d log(2m+1)+ log( 4δ )
m
)
(S4)
Proof. For the presentation clarity, we use εα = 12εS+
1
2εB interchangeably. Let h1,h2,h3 ∈H,
which will be defined later. We begin by bounding the target error εT by the mixture error εα
and the divergence as follows:
εT (h1)≤ εT (h2)+ εα(h1,h2)+ 12dH∆H(Dα ,DT ) (S5)
The second term of RHS in (S5) is further bounded as follows:
εα(h1,h2) = 12εS(h1,h2)+
1
2εB(h1,h2) (S6)
≤ 12
[
εS(h1)+ εS(h2)
]
+ 12
[
εB(h1)+ εB(h2)
]
(S7)
and εB(h1) is bounded as follows:
εB(h1)≤ εB(h3)+ εS(h1,h3)+ 12dH∆H(DS,DB) (S8)
≤ εB(h3)+ εS(h1)+ εS(h3)+ 12dH∆H(DS,DB) (S9)
Plugging (S7) and (S9) into (S5), we get the following:
εT (h1)≤ εT (h2)+
[
1
2
[
εS(h1)+ εS(h2)
]
+ 12
[
εB(h1)+ εB(h2)
]]
+ 12dH∆H(Dα ,DT ) (S10)
=
[
εT (h2)+ 12εS(h2)+
1
2εB(h2)
]
+ 12
[
εB(h3)+ εS(h3)
]
+ εS(h1)
+ 12dH∆H(Dα ,DT )+
1
4dH∆H(DS,DB) (S11)
Assuming h2 = argminh{εT (h)+ 12εS(h)+ 12εB(h)} and h3 = argminh{εB(h)+ εS(h)}, the
RHS of (S11) is written as follows:
εT (h1)≤ γ1+ 12γ2+ εS(h1)+ 12dH∆H(Dα ,DT )+ 14dH∆H(DS,DB) (S12)
where γ1 = minh{εT (h) + 12εS(h) + 12εB(h)} and γ2 = minh{εB(h) + εS(h)}. We further
assume that h1 = argminεˆS(h), an empirical minimizer of source error.
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Now we are left with bounding the source error εS(h1) by the empirical source error
εˆS(h1), theoretical minimum errors of the target εT (h∗T ) and the bridging εB(h∗B) domains.
This is done by using Lemma 6 in [3] as follows:
εS(h1)≤ εˆS(h1)+η (S13)
≤ 12 εˆS(h∗T )+ 12 εˆS(h∗B)+η (S14)
≤ 12 εS(h∗T )+ 12 εS(h∗B)+2η (S15)
≤ 12 εS(h∗T )+ 12
[
εB(h∗B)+ εS(h3)+ εB(h3)︸ ︷︷ ︸
=γ2
+ 12dH∆H(DS,DB)
]
+2η (S16)
≤ 12 εS(h∗T )+ 12 εB(h∗B)+ 12 γ2 + 14dH∆H(DS,DB)+2η (S17)
≤ 12 εS(h∗T )+ 12 εB(h∗T )︸ ︷︷ ︸
=εα (h∗T )
+ 12 εB(h
∗
B)+
1
2 γ2 +
1
4dH∆H(DS,DB)+2η (S18)
≤
[
εT (h∗T )+ εT (h2)+ εα (h2)︸ ︷︷ ︸
=γ1
+ 12dH∆H(Dα ,DT )
]
+ 12 εB(h
∗
B)+
1
2 γ2 +
1
4dH∆H(DS,DB)+2η
(S19)
= εT (h∗T )+ 12 εB(h
∗
B)+ γ1 + 12 γ2 +
1
2dH∆H(Dα ,DT )+
1
4dH∆H(DS,DB)+2η (S20)
where the second inequality is due to the fact that h1 = argminh εˆS and sixth is by adding 12 εB(h
∗
T ) to
RHS. η and 2η are introduced in the second and third inequalities using Lemma 6. Finally, plugging
in (S20) into (S12), we get the following:
εT (h1)≤ εT (h∗T )+ 12 εB(h∗B)+2γ1 + γ2 +dH∆H(Dα ,DT )+ 12dH∆H(DS,DB)+2η (S21)
≤ εT (h∗T )+ 12 εB(h∗B)+2γ+dH∆H(Dα ,DT )+ 12dH∆H(DS,DB)+2η (S22)
where the last inequality is given that minh f (h)+minh g(h)≤minh{ f (h)+g(h)} for any f and g.
S2 Additional Experiments
S2.1 Digit Classification
In Table S1, we describe the model architecture used in this experiment.
Generator Discriminator Feature Extractor
Input feature f Input feature f Input X
3×3 conv. 32 ReLU, stride 1
3×3 conv. 32 ReLU, stride 1, 2×2 max pool 2
3×3 conv. 64 ReLU, stride 1
MLP output 10 MLP output 128, ReLU 3×3 conv. 64 ReLU, stride 1, 2×2 max pool 2
MLP output 2 3×3 conv. 128 ReLU, stride 1
3×3 conv. 128 ReLU, stride 1, 2×2 max pool 2
Reshape to 128×2×2
MLP output feature f with shape 128
Table S1: Architecture for Digit Classification Experiment
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S2.2 Recognizing Cars in SV Domain at Night
Model architecture is listed in Table S2. Additional experiment results on Web→SVx:5, for
x= 1,2,3,4 are shown in Figure S1, e.g., SV3:5 denotes SV3→SV4→SV5.
Generator Discriminator Feature Extractor
Input feature f Input feature f Input X
7×7 conv. 64 ReLU, stride 2, 3×3 max pool 2
Resnet output 64
Resnet output 128
MLP output 431 MLP output 320, ReLU Resnet output 256
MLP output 2 Resnet output 512
Resnet output 512
output feature f with shape 512
Table S2: Architecture for Car Recognition Experiment
Figure S1: Validation accuracy over training epochs of our proposed domain adaptation
framework with bridging domains. SV5 is used for validation set.
Figure S2: Performance on SV4–5 based on
supervised bridging domain discovery using
ground truth lighting conditions.
Web→2-way
Web→3-way
Web→4-way
Web→5-way
Figure S3: Performance on SV4–5 based on
unsupervised bridging domain discovery us-
ing discriminator score of pretrained DANN.
S2.3 Unsupervised Discovery of Bridging Domains
While works on unsupervised discovery of latent domains exist [14, 15, 17], the choice of
bridging domains remains a hard, unsolved problem. In this section, we present several
approaches that we have exploited along this direction. Our initial approach is to quantify the
closeness to the source domain of each image in the target domain by using the discriminator
score dpre( fpre(x)) of pretrained DANN model as an indicator. This approach [40] intuitively
makes sense as discriminator is trained to distinguish source and target domains, and those
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images from the target domain predicted as source domain are likely to be more similar to
those images in the source domain, thus qualified as a bridging domain. Unfortunately, this is
not necessarily true since the DANN is trained in an adversarial way and the discriminator at
convergence should not be able to distinguish images from source and target domains [16].
Specifically, if we split the surveillance dataset into two domains based on the discriminator
scores at each training epoch, and compute the AUC using the ground truth of day (SV1–3)
and night (SV4–5) labels, we can see in Figure S7 that the AUC decreases as the number
of training epochs increases. Meanwhile, as shown in Figure S4, S5 and S6, we visualize
images from the surveillance domain based on the discriminator score from left-top the
highest to right-bottom the lowest. With early stopping at the epoch 10, the discriminator of
pretrained DANN model could be more discriminative in separating day and night images
than those early stopped at epoch 50 and 150, which are closer to the convergence, thus cannot
discriminate the images between the source and the target domains.
Based on our intuition and the visual inspection, we propose to construct bridging domains
based on the discriminator score of the DANN model at epoch 10. By ranking the discriminator
score dpre( fpre(x)) for x∈DT , we evenly split the unlabeled target data into m sub-domains,
denoted as D1, · · · ,Dm for m= 2, · · · ,5; D1 has the highest discriminator score and Dm the
lowest. We then apply our proposed framework on D1, · · · ,Dm with Dm as the target and
the rest as the bridging domains. Results are shown in Figure S3 (also Table 5 from the
main paper). Note that we use the SV4–5 for validation and testing so that the results are
comparable with the reported ones in the main paper. The performance of our framework
using unsupervised bridging domain discovery is highly competitive to those using ground
truth lighting condition to construct bridging domains. Moreover, our proposed framework
with discovered bridging domains demonstrates much more stable training curve (Figure S3)
comparing to the baseline DANN model (Figure S2, Web→SV1–5).
Figure S4: Early stopped at
epoch 10.
Figure S5: Early stopped at
epoch 50.
Figure S6: Early stopped at
epoch 150.
In addition, we evaluate the performance of our proposed adaptation framework with
discovered bridging domains using DANN models at epoch 50 and 150. Using Web→2-way
(78.62%) as a reference, the results are 76.31% and 67.46% respectively. This confirms our
observation in Figure S7 that our framework is the most effective when the bridging domains
are retrieved by the discriminator of DANN stopped early.
While using discriminator scores demonstrates the effectiveness in unsupervised bridging
domain detection, additional model selection stage (i.e., early stopping) is required to find a
reliable discriminator dpre. To avoid this, we can directly use different measure of closeness
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Figure S7: AUC between predicted closeness to the source domain using discriminator score
and the ground-truth day/night labels at each training epoch.
in the feature space between the source and the target domains. Specifically, we propose two
measures, namely, the maximum mean discrepancy (MMD) [18] and the out-of-distribution
(OOD) sample detection score [20]. To evaluate these metrics, we first pretrain a classification
model on the source domain only, with feature extractor fpre and classifier Cpre. Then, the
pretrained extractor is applied to each of the target domain data fpre(x),x ∈ DT . We compute
the MMD between a target feature fpre(x(T )) and the entire source domain distribution
{ fpre(x(S))} as follows:
MMD( fpre(x(T )),{ fpre(x(S))}) = ‖φ( fpre(x(T )))−Ex(S)∼DS [φ( fpre(x
(S)))]‖H, (S23)
where φ : D →H is the kernel mapping, and H is the a reproducing kernel Hilbert space
(RKHS). By ranking the target domain based on the MMD values (the smaller the MMD, the
closer the target feature is to the source domain), we can split target domain into several sub
domains, where the ones that are close to the source domain can be considered as the bridging
domains.
Alternatively, we can use the out-of-distribution (OOD) sample detection methods [20].
Consider the output of the pretrained classifier for a target sample is yˆ(T ) =Cpre( fpre(x(T ))),
such that yˆ(T ) ∼ Y has N categories, denoted as yˆ(T ) = {yˆ(T )1 , · · · , yˆ(T )N }. Each yˆ(T )i is the
probability of x(T ) being in category i. The OOD sample detection algorithm basically
calculates:
OOD(yˆ(T )) = max
i
σ(yˆ(T )i ), (S24)
where σ(·) is the softmax function. The lower the value of OOD(yˆ(T )) is, the more likely x(T )
would be an out-of-distribution sample, and the further it is from the source domain. Similar
to the MMD based approach, we can split the target domain based on the OOD score of every
target domain sample.
As shown in Table 5 from the main paper, the discriminator score based approach achieves
the highest AUC of 0.85. Without any requirement of early stopping, the MMD based
approach provides an AUC of 0.79, and competitive model performance to the one from the
discriminator score. The AUC from the OOD approach is relatively low at 0.69, and the
model performance is lower than the other two. Moreover, we observe that the classification
accuracy is well correlated with the AUC score, suggesting the importance of more advanced
algorithms [29, 30] for measuring the closeness sensibly of the target example to the source
domain.
