[1] Modes of low-frequency variability have a major influence on the variability of the climate system at different temporal and spatial scales. Although the North Atlantic Oscillation explains a substantial portion of the climate variability in Europe, it is also necessary to consider other modes of low-frequency variability, such as the Scandinavian index, the eastern Atlantic or the eastern Atlantic/western Russia indices. Furthermore, the relationship between the modes of low-frequency variability and the climate in Europe cannot be considered to be stable over time. The aim of this paper is to assess the compatibility between the modes of low-frequency variability in Europe (computed using a principal component analysis (PCA)) and local circulation regimes (using an automated version of the Lamb weather-type classification), thus to observe how shifts in the positions of the modes of low-frequency variability in Europe, could affect local circulation. Our study area (NW Iberian Peninsula) was chosen because it is characterized by the passage of cold fronts associated with the storm track in the North Atlantic Ocean and is sensitive to any variability in precipitation and temperature that is linked to the main North Atlantic modes of low-frequency variability. The results show that there is a high degree of correlation between regional modes of low-frequency variability derived from a statistical approach (using PCA) and real physical circulations (as represented by circulation types). Furthermore, changes in the position of modes of low-frequency variability tend to favor some circulation types over others.
Introduction
[2] Recent observations have highlighted the fact that significant climate trends are evident at different time scales over the North Atlantic-European (NAE) sector [Intergovernmental Panel on Climate Change, 2007; Trigo et al., 2008] . The variability in atmospheric circulation is the most important issue in terms of the changes in the spatial distribution, not only of temperature or precipitation, but also of other climatological variables.
[3] A distinctive characteristic of the interannual variability of large-scale circulation patterns is the degree to which they are organized spatially, as represented by their modes of low-frequency variability. These patterns, which are considered by many authors to be the preferred modes of lowfrequency variability of atmospheric circulation, consist of in-phase or out-of-phase variations of geopotential or sea level pressure in areas normally termed ''centers of action.'' Modes of low-frequency variability are concepts for understanding the complex relationship between planetary-scale circulation and regional climate, including the occurrence of extreme events.
[4] The first major studies to refer to modes of lowfrequency variability were those of Wallace and Gutzler [1981] for the winter period and Barnston and Livezey [1987] for all seasons. For the NAE sector, the most prominent patterns according to Barnston and Livezey [1987] are the North Atlantic Oscillation (NAO), east Atlantic pattern (EA), Eurasian pattern 1 (also referred as east Atlantic/ western Russia pattern (EA/WR)) and Eurasian pattern 2 (also referred as the Scandinavian pattern (SCA)). Over the last two decades, several studies have assessed the impact of these modes on the European climate (in particular on temperature and precipitation). The NAO is the main modes of low-frequency variability in the NAE sector and is correlated with the surface climate in most of the European region [Hurrell and van Loon, 1997; Lu and Greatbatch, 2002; Trigo et al., 2002; Jones et al., 2003; Bojariu and Gimeno, 2003] . For example, positive NAO index during winters are associated with a northward shift in the Atlantic storm activity, with enhanced activity from southern Greenland across Iceland into northern Europe and a modest decrease in activity to the south, which cause drier conditions to southern Europe [Hurrell et al., 2003] .
[5] However, this relationship between the NAO and the climate in Europe cannot be considered to be fully stable. Chen and Hellström [1999] pioneered the study of the nonstationarity of circulation-to-weather links in Europe. A number of other studies also note the nonstationary nature of this relationship, in terms of not only surface temperature [Slonosky et al., 2001; Gimeno et al., 2003,] or sea surface temperature [Walter and Graf, 2002] , but also precipitation [Zveryaev, 2006; Beranová and Huth, 2007] . Jung et al. [2003] were the first to suggest that the reason for the nonstationarity of the relationship between the variability modes and surface weather was in the changing positions of the action centers of the NAO. In a recent study, VicenteSerrano and López-Moreno [2008] emphasized that the nonstationary relationship between the NAO and precipitation is linked to interdecadal variability in the position of the NAO pressure centers. Moreover, the spatial configuration of the NAO changes substantially prior to the occurrence of clear shifts in the magnitude and spatial distribution of its influence on precipitation patterns in Europe.
[6] Although the NAO is known to be the main modes of low-frequency variability of the Northern Hemisphere that influences the European climate, some studies have also focused on the influence of other modes of low-frequency variability on the NAE sector. The reports include those on precipitation [e.g., Rodríguez-Puebla et al., 1998; Wibig, 1999; Blackburn and Hoskins, 2001] , on the impact on river flow and on the upwelling intensity [deCastro et al., 2008] . Relationships between other modes of low-frequency variability over the NAE and temperature may also be found in the work of Sáenz et al. [2001] and Beranová and Huth [2008] .
[7] Studies of the temporal variability of the effects of other modes of low-frequency variability also conclude that the relationship between these other modes of low-frequency variability (apart from the NAO) and temperature and precipitation also varies in time and space [Krichak and Alpert, 2005; Beranová and Huth, 2008] .
[8] At the same time, their significance also varies seasonally, tending to be stronger during some seasons than others. For example, the NAO is more pronounced during winter and less clear during the summer months [Corte-Real et al., 1995; Trigo and Palutikof, 2001] . In general, the impact of the major modes of low-frequency variability (especially those with zonal dipoles) on precipitation in Europe is higher and more pronounced during the winter months [GlowienkaHenze, 1990; Dunkeloh and Jacobeit, 2003] , when the baroclinity is higher in the extratropical latitudes than it is during the summer. In this paper, we therefore present results only for the winter months, despite having performed analyses for other seasons as well.
[9] One further method used for studying the effects of changes in circulation patterns on regional climate is the estimation of changes in these patterns. Circulation patterns are specific to a given region and result from the examination of synoptic weather data, usually on a regular grid, obtained using a wide variety of methodologies . Circulation types are usually defined for each day and tend to reflect the local circulation that actually occurs in a simple way. In contrast, the modes of variability are estimated at a larger temporal and spatial scale than the circulation types and are characterized by a recurring and persistent, largescale pattern of pressure that covers vast geographical areas. Modes of low-frequency variability reflect large-scale changes in the atmospheric wave and jet stream patterns and they are generally defined by means of principal component analysis. Therefore the circulation field at each time can be approximated by a linear combination of several modes of low-frequency variability. In this way, there is no reason to suppose that the modes of low-frequency variability resemble individual circulation patterns.
[10] In the study reported herein, we used an automated version of synoptic circulation types that was initially developed for the British Isles [Jones et al., 1993] and that describes the local circulation in terms of the circulation parameters, in this case, the mean flow and shear vorticity. Nowadays, the classification of synoptic weather situations gains added importance within the context of the European Cooperation in Scientific and Technical Research (COST) Action (COST 733 -http://www.cost733.org), the main objective of which is to devise a general numerical method for assessing, comparing, and classifying weather situations in Europe that can then be applied to any European (sub)region.
[11] The main aims of this paper are to assess the compatibility between the modes of low-frequency variability and regional circulation patterns and to determine to what extent changes in intensity or shifts in position of the modes of low-frequency variability also influence changes in local circulation.
[12] The region selected for this study is Galicia, in the northwest Iberian Peninsula. It is characterized by the passage of cold fronts associated with the storm track in the North Atlantic Ocean [Trigo, 2005] . There are three main reasons for selecting this region. First, previous studies have shown that the precipitation and temperature variability is linked to the main North Atlantic modes of low-frequency variability, i.e., not only the NAO, but also the SCA and EA/ WR deCastro et al., 2006] . Second, this region has suffered from a significant decrease in precipitation over the last 40 years, especially during the winter [e.g., Paredes et al., 2006; Trigo et al., 2008] . Third, the circulation type methodology used here has been applied successfully to the Iberian Peninsula in several other studies, especially those relating to precipitation, e.g., those of Trigo and DaCamara [2000] and Lorenzo et al. [2008] .
[13] The remainder of the paper is organized as follows. In section 2, we describe the different data sets and the methodologies used in their analysis. In section 3, we describe the synoptic circulation types briefly. In section 4, we introduce the concept of modes of low-frequency variability, computed using principal component analysis (PCA) for sea level pressure and 500 hPa geopotential height fields, and their relationship to circulation type. In section 5, the nonstationary nature of the modes of low-frequency variability and its influence on the frequency of each circulation type are discussed. Section 6 concludes.
Data Sets and Methodology
[14] The main database that we used consists of daily sea level pressure (SLP) retrieved from NCEP/NCAR reanalysis data [Kalnay et al., 1996] . We used daily winter (January, February and March, hereafter JFM) SLP fields from 1948 to 2005 with a grid size of 2.5°. The spatial window covers the area 30°N-76°N and 37°W-56°E, this being the largest of the regions in the COST 733 initiative.
[15] In this study, we used four different sets of data, in which three corresponding to different methods of quantifying atmospheric circulation variability (sections 2.1-2.3) and one corresponding to the identification of the nonstationary modes of low-frequency variability in the NAE sector (section 2.4).
Daily Circulation Type Classification
[16] The classification used herein is an automated version of the Lamb weather type procedure [Jones et al., 1993] . In recent years, this method has successfully been applied to other European regions [Goodess and Palutikof, 1998; Trigo and DaCamara, 2000] . A comprehensive study linking these circulation types to northern hemisphere modes of lowfrequency variability and their influence on precipitation in Galicia was carried out by Lorenzo et al. [2008] .
[17] We used the daily circulation types database that was computed for Galicia by Lorenzo et al. [2008] . These circulation types were computed on the basis of the daily SLP retrieved from the NCEP/NCAR reanalysis data [Kalnay et al., 1996] . The circulation conditions were determined using physical or geometrical parameters, such as the direction and strength of airflow, and degree of cyclonicity based on 16 grid points (Figure 1 ). We only used 10 circulation types, eight driven by the direction of the flow (NE, E, SE, S, SW, W, NW, and N) and two by the shear vorticity (cyclonic or anticyclonic). A comprehensive description of this methodology may be found in Appendix A. Data were obtained only for the winter season (JFM) for the years from 1948 to 2005.
Hemispheric Modes of Low-Frequency Variability
[18] The standard NAO, EA, EA/WR, and SCA modes of low-frequency variability indices were obtained from the Climate Prediction Center (CPC) of the National Oceanic and Atmospheric Administration (NOAA) for the years 1950 -2005 (http://www.cpc.noaa.gov/data/teledoc/telecontents. shtml). These modes of low-frequency variability indices were computed from the 500 hPa geopotential height field for the entire Northern Hemisphere (20°N-90°N), using rotated PCA [Barnston and Livezey, 1987] . It is important to note that hereafter the hemispheric modes of low-frequency variability ((NAO, EA, EA/WR, and SCA) are referred as hemispheric modes.
Stationary Modes of Low-Frequency Variability in the NAE Sector
[19] The PCA technique is one of the most commonly applied to the detection of modes of low-frequency variability and has been used in a variety of climatological studies [e.g., Jolliffe, 1990; Corte-Real et al., 1999; Wibig, 1999; Huth, 2006; Zveryaev, 2006] . In order to identify the modes of low-frequency variability in the NAE sector, a PCA technique was carried out. Here we use the same methodology as Barnston and Livezey [1987] but with two differences: (1) we use daily fields and (2) we only take into account the NAE sector (30°N-76°N and 37°W-56°E). A comprehensive description of this methodology may be found in Appendix A. The PCA technique was applied to the daily winter (JFM) SLP field and to the daily 500 hPa geopotential height field (H500), for the whole period of analysis . Hereafter, the modes of low-frequency variability will be named ''modes,'' differing only in the height level at which the PCA was computed (SLP modes or H500 modes).
Identification of the Nonstationary Modes of Low-Frequency Variability in the NAE Sector
[20] In order to identify changes in the modes over time for the winter months (JFM) in the NAE sector, we computed a moving window PCA (with a 30 year period) for JFM, which allowed us to study not only the changes in the spatial patterns over time but also the changes in position and intensity of the modes. The methodology and spatial domain used to compute the 30 year period PCA was the same as the one described in section 2.3). The first period used in the PCA was 1948-1977 (using 1962 as the central year), the next period was 1949-1978, and so on until the final period 1976 -2005 (using 1990 as the central year).
[21] In sections 4 and 5, several correlation analyses are made. In order to so, we create new time series. This time series are seasonal (DJF) and they are averages from daily time series (in the case of the modes and frequency of the circulation types) and from monthly time series (in the case of the hemispheric modes).
Synoptic Circulation Types for Galicia
[22] In order to better understand the nature of each circulation type in the study area, we computed composite maps for each one for the period 1950 -2005 ( Figure 2 ). In this study, our aim was not to describe each type exhaustively; readers who require further information on this technique are referred to Appendix A.
[23] In Figure 3 , we show the frequency of the circulation types observed during the winter months. The most obvious result is that on winter days, the circulation type that has the greatest frequency of occurrence is anticyclonic circulation, which occurs on about one third of the days analyzed. The circulation types driven by airflow from a westerly direction (i.e., NW, W and SW) have higher frequency (6.2%, 17.2%, and 13.6%, respectively) than the eastern circulation types (less than 5% each). Cyclonic circulation types occur on about 10% of the winter days that were analyzed.
Compatibility Between Local Circulation Type Classification and Modes of Low-Frequency Variability in the NAE Sector
[24] The Lamb classification of weather types is an important tool used for the study of the daily synoptic variability of a given region. However, in most cases, these daily local circulations are related to the modes. In order to investigate this influence, we computed the PCA, not only for the winter (JFM) SLP field in the NAE sector, but also for the 500 hPa geopotential height field in our area of study (30°N-76°N and 37°W-56°E).
[25] For both the SLP and H500 fields, the four main empirical orthogonal function (EOF) patterns and the respective variance explained by each, in winter, are shown in Figure 4 and Figure 5 , respectively. At first glance and on the basis of mere visual comparison, the results for both fields seem very similar. For the first two EOFs the same pattern appears for both fields, while those of EOF 3 and EOF4 are switched between them, i.e., the pattern of EOF3 in the SLP field corresponds to that of EOF4 in the H500 field and that of EOF4 in the SLP corresponds to that of EOF3 in the H500 field. Despite the strong resemblances in the two fields, correlations between the time series of the SLP and H500 modes were computed to provide a more thorough comparison (Table 1a) . The results support the visual resemblances with high correlations (significant at a 1% level) between the first two correspondent modes (SLP and H500). Regardless of the change in the positions of the patterns of EOF3 and EOF4 with respect to explained variance in the SLP and H500, when analyzing the cross correlation between them, there were high correlations in both cases, more than 0.92 (significant at 1% level).
[26] In order to put these modes into context, we also computed the correlations between the time series of the modes and the hemispheric modes (NAO, EA, EA/WR and SCA -section 2.2). The results are presented in Tables 1b  and 1c . For both climate modes (SLP and H500 field), the first principal component (PC) has the highest correlation (0.77 and 0.75) with the NAO. For the second PC, the highest correlations are with SCA for both fields. In the case of the third PC, for the SLP field it has the highest correlation with the NAO pattern and for the H500 field it has the highest correlation with EA/WR. In contrast, for the fourth PC, the SLP-PC is highly correlated with EA/WR and for the H500 field it has the highest correlation with the NAO. For the third and fourth PCs, this correlation structure was as expected, because of the change in the position of EOF3 and EOF4 with respect to the explained variance in the SLP and H500 fields. These results show that, in general, for our spatial window, there is a one-to-one correspondence between the modes at SLP and H500. Given that the types of circulation that we consider in this work are based on the surface fields, from now on, we will only focus on the SLP field modes. We now describe briefly the four leading modes in the NAE sector for the SLP field ( Figure 4 ) and provide our own nomenclature for naming the modes.
[27] The first EOF (EOF 1), a continental zonal dipole (CZD), explains about 30% of the total variance and is characterized by the presence of strong centers in Scandinavia (negative) and in the Iberian Peninsula (positive), these being separated by a strong north-south gradient. This mode is similar in structure to the NAO pattern (it has a 0.77 correlation with it) but with some influence of the SCA pattern since the correlation between the PC-CZD and SCA are also important (À0.69).
[28] EOF 2 is a continental meridional dipole (CMD), which is characterized by two large-scale structures, with their main centers of action over the Atlantic region and over western Europe. It accounts for 22% of the explained variance. This mode may be associated with the type 1 Eurasian pattern (EU1) described by Barnston and Livezey [1987] , also known as the Scandinavian pattern (SCA). From Table 1b we can see that it presents higher correlation with the SCA (À0.54 and significant at a 5% level).
[29] EOF 3 is an ocean zonal dipole (OZD), which resembles the NAO pattern. The most important difference is that the OZD is northward shifted when comparing with the NAO. Besides that, it also extends more over western Europe and therefore has a larger horizontal scale. It accounts for 21% of the total variance. This mode has the maximum and minimum values of the centers of action located over Greenland and the Azores region, respectively, favoring a high correlation value with the NAO (À0.83).
[30] EOF 4 is an ocean meridional dipole (OMD) and accounts for 12% of the total variance. This pattern has a main (positive) center located between the British Isles and Denmark. It has two other centers, which are located to the northwest of the Azores Islands and over northern Russia. This pattern bears some resemblance to the type 2 Eurasian pattern (EU2) described by Barnston and Livezey [1987] , which is also referred to as the east Atlantic/west Russia (EA/ WR) pattern using the terminology of the Climate Prediction Centre of the NOAA. In fact, this mode presents the highest correlations with the EA/WR (0.72).
[31] We provide strong evidence that the modes computed from the SLP field or the H500 field are very alike in this spatial window. Despite this, there is not an obvious one-toone correspondence between the SLP/H500 modes and the hemispheric modes. This lack of correspondence can be explained by the different methodologies (atmospheric levels, domain, time period, rotation) used when computing the PCA and was also discussed in others studies [e.g., Beranová and Huth, 2008; Jolliffe, 2002] . In our particular case, the most obvious result is that, EA is missing in the modes computed for this spatial window. The most probable explanation for this is the selection of the domain. EA is described by Barnston and Livezey [1987] as a center near 55°N, 20°W-30°W with a strong northwest-southeast gradient over western Europe and an oppositely signed anomaly band over 25°N-35°N, 0W°-10°W. Since our domain is limited to 30°N-76°N we believe that is why this mode is missing in our analysis. It is also interesting to note that the absence of EA pattern is compensated by another NAO like pattern (OZD) maybe in part because of the EA pattern is also structurally similar to the NAO pattern but with the anomaly centers displaced southeastward.
[32] Now that we have characterized the modes in our domain, it is our intention to evaluate the links between the Galician circulation types and the modes. First, we will focus on the major hemispheric modes (section 2.2) that affect the Figure 5 . The first four leading EOF patterns for the winter months (JFM) for the H500 field together with the respective variance (%) explained by each. dominant patterns of variability of atmospheric circulation in Galicia (Table 2 ). Second, we will reduce the spatial domain and focus on the modes in the NAE sector (Figure 4 and Figure 5 ). Given that we have already demonstrated the relationship between hemispheric modes and the modes in the NAE sector, the first issue will be considered only briefly.
[33] Table 2 shows the coefficients obtained from the correlation between the four large-scale hemispheric modes and the frequency of the 10 circulation types during the winter months (JFM). As expected, the most significant correlations are those obtained between the NAO and the frequency of cyclonic and anticyclonic circulation types. This inverse correlation with the frequency of cyclonic type is in line with the decrease in the occurrence of storm tracks in the region when the NAO is in its positive phase [Trigo, 2005] . The EA index also shows high correlations with the frequency of SW circulation type, which is the third most frequent type occurring in winter. The EA/WR index shows a fairly high correlation with the frequency of W, NW, and SE circulation types. In addition, the SCA index exhibits a pattern of behavior that is the opposite of the NAO, showing a high negative correlation with the frequency of anticyclonic type and a high positive correlation with the frequency of cyclonic circulation type.
[34] Finally, we discuss the relationship between the circulation type and the modes in the NAE sector, using the SLP four leading PC loading factors. For each day, we carried out an objective comparison between the four leading PC loading factors and the daily local circulation type in the study area. By combining the corresponding daily circulation type with the four PCs we were able to compute, for each circulation type, the statistical distribution of the PCs. The results are summarized in Figure 6 . Here, we call the four leading PC loading factors PC-CZD, PC-CMD, PC-OZD, and PC-OMD, respectively. The boxes in Figure 6 show the lower, median, and upper quartile values, respectively. The whisker lines are also shown and are drawn to 1.5 times of the interquartile range. For the first PC (PC-CZD), the most striking result is the difference between the cyclonic (negative index for PC-CZD) and anticyclonic circulation type (positive index for PC-CMD), which are in line with the results for the storm track in Iberia [Trigo, 2005; GarciaHerrera et al., 2007] and the ones presented in Table 2 . It is interesting to note that the circulation types that are driven by the direction of flow (see section 2.1) tend to occur with a negative PC-CZD index. Because of the nature of the strong north-south gradient of the CZD pattern, the indices of the W and E types are opposite in sign.
[35] The strong west-east gradient in the CMD pattern in the Iberian Peninsula influences some of the directional circulation types, especially those from NE, E, SW and W, where an opposite distribution may clearly be seen (compare NE and E versus SW and W). There is no apparent difference between the cyclonic and anticyclonic types in the CMD pattern.
[36] For PC-OZD, the only very clear point to note is, once again, the difference in sign between the cyclonic (positive index for PC-CZD) and anticyclonic circulation type (negative index for PC-OZD). Given that the CZD and OZD share some common characteristics but are opposite in sign (see the description above) it is expected that their behaviors are similar.
[37] Finally, the results for PC-OMD show an interesting symmetrical distribution between E, SE, S and W, NW, N, which is remarkably consistent with the meridional dipole of this pattern shown in Figure 4 . When the PC-OMD has a positive index the E, SE, S circulation types are more common, and when PC-OMD has a negative index the W, NW, N circulation types prevail.
Nonstationarity of the Modes of LowFrequency Variability in the NAE Sector and Their Influence on Circulation-Type Frequency
[38] In section 4, we identified the four NAE sector leading modes that affect the European climate in winter. Some studies have addressed the time variability of the effects of the modes. These works show that there are important changes in the relationship between atmospheric variables and these modes, in space as well as in time [Krichak and Alpert, 2005; Beranová and Huth, 2008; Vicente-Serrano and López-Moreno, 2008] .
[39] In order to identify the temporal changes in position and intensity of modes, over the whole NAE sector (30°N-76°N and 37°W-56°E), we used a moving window PCA technique with a 30 year period for the winter months (JFM), thus yielding 29 subperiods of 30 years length covering the years 1948 -2005. Thus, the first period of analysis was 1948-1977 (centered on 1962) and the last period was 1976-2005 (centered on 1990) . From each period considered, we obtained the explained variance for the four leading modes together with the EOF pattern and its corresponding PC.
[40] The basic configuration of these modes remained the same, regardless of whether the analysis was stationary (section 4) or nonstationary (section 5). The dipoles remained the same, changing only in position or intensity (see below). We therefore use the same terminology for the EOF patterns and the corresponding loading factors as in section 4.
[41] The variance explained by each EOF over the period 1948 -2004 for each 30 year window is represented in Figure 7 . The most striking result is an increase in the explained variance of EOF1 (the CZD) from 27% in the first window to 32% in the last, this being consistently the leading mode in each of the 30 year windows. This increase is most obvious between 1952 and 1981 and 1962 -1991 . It is also very interesting to note that at the beginning of the period of analysis the CMD represents the second largest total variance, but over time this variance reduces (accompanied by an increase in variance accounted for by the CZD). After the 1956 -1985 window, there are also some changes in order of the second and third most explained variance between the CMD and the OZD. It is worth stating that after the 1962 -1991 window, for the most part the OZD represents the second largest variance. The contribution of the OMD shows no significant change over the period of analysis.
[42] Figure 8 shows the four leading modes in the region represented, using six selected 30 year time windows (1951 -1980, 1956 -1985, 1961 -1990, 1966 -1995, 1971 -2000 and 1976-2005) . Furthermore, we also analyze changes in the intensity of these modes (Figure 9 ). The intensity of the modes is given by doing the seasonal average (JFM) of the daily PCs of the modes computed in Figure 4 . With this classical measure (time series of the PCA method) we can evaluate changes in the intensity of the modes and also the sign of the modes [Jolliffe, 2002] . The most obvious result is the eastward shift in the position of the CZD, with the positive (negative) action centers being located in the Azores (Iceland) region at the beginning of the first 30 year window and in southern Iberia (Scandinavia) in the last 30 year window (1976 -2005) . These results are in line with those presented by Ulbrich and Christoph [1999] and Vicente-Serrano and López- Moreno [2008] , who stated that the location of the NAO pattern undergoes multidecadal changes. This change in the CZD is less pronounced prior to the 1966 -1995 window, but more pronounced thereafter. This result seems to support the work done by Cassou et al. [2004] and Peterson et al. [2003] , who stated that the NAO might experience a significant eastward displacement toward Europe when it is in its positive phase and a westward shift during its negative phase. Furthermore, alongside this pronounced shift in the position of the CZD, there is also a step increase (significant at a 5% level) in its intensity, which is pronounced in the last 20 years (Figure 9 ).
[43] In the other modes (CMD, OZD, and OMD), there is no obvious shift in the positions of the dipoles. In reality, the OMD has three centers of action, with two negative centers to the west and east of central Europe, and a positive center in central Europe, but because our area of interest is located in the western part of the region, we focus on the left side of these centers of action. In this case, it seems there is a very slight increase in the positive part of the tripole, pushing the left (negative) part of the tripole further west.
[44] Despite the absence of any obvious shifts in the position of these modes (CMD, OZD and OMD), there are some interesting points to note in terms of the changes in their intensities (Figure 9) . For the intensities, we also determined whether changes described below are significant by performing a t student test. For all period the analysis the PC-CZD show an increase in their intensity significant at a 5% level. On the PC-CMD, there is almost any change in the intensity and signal. On the contrary, the PC-OZD shows an initial increment but in the final 3 decades there is a high decrease in the PC of this mode (significant at 5% level). Finally, the PC-OMD appears to have a very slight increase in intensity (not significant at a 5% level).
[45] Having studied the changes in the position and intensity of the four NAE sector leading modes that affect Europe and our study area in particular, we wished to determine the effects of these changes on the local circulation patterns. In order to achieve this, we computed the correlation between the four leading principal components of the PCA (using the 29 subperiods of 30 years length time windows) and the respective seasonal frequency of circulation type (Figure 10) .
[46] When we analyzed Figure 3 the striking result was that there were circulation types that in winter had low frequency, especially the ones on the 1st and 2nd quadrants (NE, E, SE, S, and N) . Each of these type represent, in average, less than 5 d per winter, and so should be treated with caution, despite some significant changes being apparent. Therefore, we do not discuss them in this section. For the main changes in the correlation coefficients (SW, NW, and A types) we also computed a significance test (t student test for the linear trends and a Mann-Whitney test when a step change occurs).
[47] The most frequent anticyclonic circulation type (which produces virtually no rain in Galicia) and the next four most frequent circulation types (SW, W, NW, and cyclonic) (which together explain almost all of the precipitation in Galicia ), require further discussion. For the SW circulation type, it may be seen that the correlation between the PC-OZD and the frequency of this circulation type is always positive, but starts to decrease linearly after 1970, changing over time from being significant to nonsignificant. This change in the correlation coefficient is significant at a 5% level. Since there is no change in the position of this mode (OZD), this phenomenon may be attributed to changes in the intensity of its associated dipole. In fact, there is an increase in the intensity of this mode up to 1980 followed by a step decrease (Figure 9 ). The OZD mode in the Iberia Peninsula is characterized by a SW/NW flow (Figure 8) , depending of the signal of the intensity (positive/ negative) of the mode. Therefore, it is expectable that the correlation between PC-OZD and the frequency of SW type decreases when the intensity of the OZD mode tends to negative values. For the other modes (CZD, CMD, and OMD), there are no obvious changes in the correlation to speak of.
[48] It may be seen that for the W circulation type, there are no particular changes in the correlation with the EOF loading factors. The only exception to this is the decrease in the correlation with PC-OMD, with a minimum (nonsignificant correlation) at 1967. Over time, however, this correlation increases and is statistically significant for almost the entire period of analysis. In fact, it seems that changes in the intensity (toward positive values) of the OMD are correlated negatively with changes in the frequency of the W type.
[49] For the NW circulation type, there is a striking change in behavior concerning PC-CZD (PC-OZD) where a positive (negative) correlation may be seen prior to 1976, with a negative (positive) correlation after 1976. Furthermore, the correlation in the final window seems to be more significant, with values greater than 95%. By comparing the NW type (Figure 2 ) and the CZD in the first few time windows (Figure 8) , it may be seen that they are very similar. This could help to explain the significant positive correlation with the frequency of this circulation type. Over time, the shift of the CZD toward Europe has a negative influence on the frequency with which this circulation type occurs. In the case of the OZD, it seems that there is an increase in the intensity of this mode up to the 1965 alongside with a decrease in the correlation between PC-OZD and the frequency of the NW type. By the time there is a change in the intensity of the OZD (toward more negative values), the correlation between the frequency of the NW type and PC-OZD changes from negative values to positive values. In addition, these (trend) changes in the correlation coefficient are also significant at a 5% level. As we explained for the SW type (but with an opposite behavior in the NW type) it is expectable that, the correlation between PC-OZD and the frequency of NW type increases when the intensity of the OZD mode tends to negative values.
[50] For the cyclonic circulation type, an increase of the anticorrelation (significant in all periods of analysis) with PC-CZD may be observed for the last 15 time windows. This is most probably derived from the eastward shift (especially at that time) of the position of the first mode (Figure 8) , blocking the storm track in the region. Furthermore, there is a slight increase in the correlation (always significant) with PC-OZD after 1967. The (significant) anticorrelation between the cyclonic type and PC-OMD shows a slight decrease over the whole period.
[51] Focusing on the correlation between the frequency of anticlyclonic circulation type and the EOF loadings, there is a strong resemblance between the correlation for this circulation type and PC-CZD and PC-OZD (but with the opposite sign). With the eastward shift of the CZD center of action close to the region, its influence increases, not only on the cyclonic type but also on the anticyclonic type, as the results seem to indicate. There is also an interesting result for the CMD mode, with a decreasing correlation with the anticyclonic type (an important decrease in the correlation coefficient significant at a 5% level). It is interesting to note that the curve of correlation between the PC-CMD and the frequency of anticlyclonic circulation are alike to the curve of the CMD intensity.
Conclusions
[52] We have herein described the compatibility between hemispheric modes and modes in NAE sector, using the local Figure 8 . The first four leading EOF patterns for the winter months (JFM) obtained using a principal component analysis on the SLP field using a 30 year moving window. circulation regimes of a specific study area, namely those found in the northwest Iberian Peninsula for winter months (JFM). We have provided evidence that the modes computed using the SLP field or the H500 field are very alike in this spatial window. The results show that there is a high degree of coherence between the modes derived from a statistical approach (using PCA) and the real physical circulations (as represented by the circulation types). This coherence was obtained not only when we used stationary modes, but also with nonstationary ones. The use of a PCA approach using continuous time windows has enabled us to assess whether changes in the intensity or position of these modes could influence the local circulation. The results confirm that changes in both the position and the intensity of the modes tend to favor the occurrence of some circulation types in preference to others. Again, these changes are coherent and consistent.
[53] The most important results are as follows:
[54] 1. Correlation coefficients obtained between hemispheric modes and the frequencies of 10 circulation types during winter show that the NAO pattern yields the greatest correlation with the cyclonic and anticyclonic circulation type, these types being responsible for higher and lower precipitation in the Iberian Peninsula, respectively. The EA pattern has a significantly high correlation with the SW circulation type. The EA/WR pattern shows a significant correlation with the W and the NW circulation types. Finally, the SCA pattern exhibits the opposite behavior from the NAO, with a negative correlation with the anticyclonic circulation type and a positive correlation with the cyclonic.
It is interesting to note that these types occur at a high frequency during winter (more than 60% of the total frequency).
[55] 2. By studying the compatibility between local circulation type classification and modes in NAE sector, we found that, for the winter months (JMF), the zonal dipoles (continental and ocean) have a major influence, not only on the occurrence of the cyclonic and anticyclonic circulation type, but also on the zonal types. As expected, the meridional dipoles influence the circulation types that are related to meridional circulations, such as the E and W circulation types.
[56] 3. We have also shown how changes in the position and intensity of modes over the last 50 years have influenced the local circulation in our study area. There is an increase in the explained variance of the continental zonal dipole from 27% in the first time window to 32% in the final one. There is also an eastward shift in the position of this mode, which is in agreement with the findings of Ulbrich and Christoph [1999] and Vicente-Serrano and López- Moreno [2008] , along with an increase in its intensity. For the other modes, namely the ocean zonal dipole and the two meridional ones, no obvious shifts in their positions were found.
[57] In summary, we have identified relationships between the real physical local circulations (as represented by circulation type) and the modes obtained from statistical analysis. Changes in the positions and intensities of these modes have an impact on the local circulation (here assessed by the circulation type) for our target area. The increase in explained variance of the continental zonal dipole and the increasing negative (positive) correlation between this mode and the cyclonic (anticyclonic) circulation type can help to explain Figure 9 . Intensity of the modes given by doing the seasonal average (JFM) of the daily PCs of the modes represented in Figure 4 . The 30 year moving average is also represented (black lines).
was computed using an eight-point compass, allowing 45°p er sector.
[62] 2. If jZj < F, the flow is essentially straight and was considered to be of a pure directional type (eight different cases, according to the directions of the compass).
[63] 3. If jZj > 2F, the pattern was considered to be of a pure cyclonic type if Z > 0, or of a pure anticyclonic type if Z < 0.
[64] 4. If F < jZj < 2F, the flow was considered to be of a hybrid type and was therefore characterized by both direction and circulation (8 Â 2 different types).
[65] These rules allow 26 different types of weather. However, in this study we use only the 10 ''pure'' weather types (NE, E, SE, S, SW, W, NW, N, C, and A).
A2. Definition of the Modes of Low-Frequency

Variability
[66] The modes of low-frequency variability in the NAE sector were computed using a PCA technique. This technique was first applied to the daily winter (JFM) SLP field for the whole period of analysis (1948 -2005) and taking into account the NAE sector (30°N-76°N and 37°W-56°E). The covariance matrix was created using the time values at each grid point. This corresponds to a PCA in S mode (using the terminology of Richman [1986] ), which means that the eigenvector describes the spatial pattern of the modes of lowfrequency variability and the principal components (PCs) describe the time variations (in our case the indices of the low-frequency variability modes in NAE sector). Because of the fact that our grid covers an area between 30°N and 76°N, each grid cell in the data is the same size, but each grid cell on the Earth is a different size, according to its latitude. In order to ensure the equality in the grid areas, the gridded data were weighted by the square root of the cosine of latitude [Chung and Nigam, 1999] . Finally, a Varimax orthogonal rotation was also applied. The same methodology was also applied to the daily 500 hPa geopotential height field (H500).
