Abstract. We study the Fourier series of circle homeomorphisms and circle embeddings, with the emphasis on Blaschke product approximation and the vanishing of Fourier coefficients. The analytic properties of the Fourier series are related to the geometry of the circle embeddings, and have implications for the curvature of minimal surfaces.
Introduction
This paper concerns sense-preserving embeddings f of the unit circle T = {z ∈ C : |z| = 1} into the complex plane C, with the emphasis on the relation between the geometry of the image f (T) and the behavior of the When f (T) = T, a lower bound on |f (1)| 2 + |f (−1)| 2 yields an upper bound on the Gaussian curvature of a minimal graph over the unit disk. This can be viewed as a quantitative form of the Bernstein theorem on minimal surfaces: every minimal graph over R 2 is a plane. This relation motivated the Heinz inequality [9] with several subsequent improvements until the sharp form was achieved by Hall [6] . The optimal Gaussian curvature bound remains conjectural [5, Conjecture 10.3.2] .
Finally, the fact that |f (1)| > |f (−1)| for every circle homeomorphism, in its quantitative form, is a key to the conformally natural extension of circle homeomorphisms devised by Douady and Earle [3] .
The paper is organized as follows. Sections 3 and 4 concern the circle diffeomorphisms whose Fourier series terminates in one direction; they are closely related to Blaschke products. In Section 5 we consider the circle embeddings that lack low-frequency Fourier terms. Section 2 collects the necessary background results.
Preliminaries
An embedding is a map that is a homeomorphism onto its image. For maps f : T → C this property is equivalent to being continuous and injective.
All circle embeddings considered in this paper are sense-preserving. In the special case f (T) = T we have a circle homeomorphism.
The Fourier coefficients of an integrable function f : T → C are given bŷ
We write suppf = {n ∈ Z :f (n) = 0}. The Lebesgue space L 2 (T) and the sequence space ℓ 2 (Z) are equipped with inner products
Parseval's theorem asserts that f →f is an isomorphism, with
. Corollary 2.1. For every measurable function f : T → T the set of shifted
Proof. By virtue of (2.1), the statement is equivalent to {e ikθ f (e iθ ) : k ∈ Z} being an orthonormal basis of L 2 (T). The latter follows from the multiplication map g → f g being a unitary operator on L 2 (T).
A f (e iθ )e −inθ dθ =f (n).
Let us record this as a proposition.
Proposition 2.2. If f : T → C is continuous, then the series
defines a harmonic function in D, for which f provides a continuous boundary extension.
If f : T → C \ {0} is a continuous function, we denote by ∆ T arg f the change of the continuous argument of f (z) as z travels around T once in the positive direction. Note that ∆ T arg f is the winding number of f around 0, multiplied by 2π.
A (finite) Blaschke product is a function of the form
where z 1 , . . . , z n ∈ D and σ ∈ T. Note that ∆ T arg B = 2πn. We refer to n as the degree of B. A Blaschke product of degree 1 is a Möbius transformation.
All Blaschke products in this paper are finite. The recent book [2] is an excellent reference on such products. We will often use the identity [2, (3.4.7)], which states that
where P D is the Poisson kernel for D [11, p. 8] ,
Note that for ζ ∈ T the quantity ζB ′ (ζ)/B(ζ) is the derivative of arg B(ζ) with respect to arg ζ. This derivative can be used for the following elementary characterization of circle homeomorphisms and diffeomorphisms.
be its derivative. Then The assumption of g not vanishing on any subarc is assured to hold if f is real-analytic.
Circle homeomorphisms with a terminating Fourier series
In this section f : T → T is a sense-preserving homeomorphism. Our goal is to identify all such homeomorphisms for which suppf is bounded from above or from below. It is a simple observation that suppf can be bounded from both sides only if it is exactly {1}. On the other hand,
Part (a) is proved.
To prove (b), let n = max(0, max suppf ) and
By constructionĝ(k) = 0 for all k < 0. As in part (a) we conclude that g is a Blaschke product of some degree d. This time, ∆ T arg g = 2πd together with the relation g(ζ) = ζ n /f (ζ) yield d = n − 1, completing the proof. 
The expression (3.2) is minimized when |ζ − z 1 | = 1 − |z 1 |, and thus its minimum value is
By Proposition 2.3, the function (3.1) is a circle homeomorphism if and only
if |z 1 | ≤ 1/3, and is a diffeomorphism if and only if |z 1 | < 1/3.
To treat both cases of Proposition 3.2 in a unified way, let us consider the quotients of two Blaschke products. These are precisely the rational functions that map T to itself.
Lemma 3.3. Suppose B 1 and B 2 are finite Blaschke products, that is
is a circle homeomorphism if and only if n − m = 1 and
where P D is the Poisson kernel. If, additionally, strict inequality holds
Proof. Using (2.2) we get
and then the conclusion follows from Proposition 2.3.
Lemma 3.3 raises the question of verifying the condition (3.4). This condition can be restated in two equivalent ways. First, it is equivalent to saying that the balayage of the signed measure
onto the boundary of D is a positive measure; see [12, p. 6] . Second, it is equivalent to the inequality
being true for every positive harmonic function h in D; this follows by expressing h as a Poisson integral. However, neither of these two interpretations is easier to verify in practice than the original condition (3.4) . If the approach used for the special case (3.1) is applied to the analysis of (3.4), it leads to the sufficient condition (3.6)
However, (3.6) is unsatisfactory as it lacks the Möbius invariance property that is inherent in condition (3.4) (this invariance is particularly clear from the form (3.5)).
Let d(z, w) denote the pseudo-hyperbolic distance between z and w, namely
By construction, d is invariant under the Möbius transformations of D.
Theorem 3.4. If the points z 0 , . . . , z n , w 1 , . . . , w n ∈ D satisfy the condition
then the quotient
is a circle homeomorphism. Furthermore, if (3.7) is strict for some k, then f is a diffeomorphism of T.
The proof requires the following "additive Harnack inequality" for positive harmonic functions in D.
Lemma 3.5. For every positive harmonic function h on D and all z, w ∈ D we have
Proof. Since h can be written as a Poisson integral
for some measure µ on T [4, Theorem 1.1], it suffices to prove (3.8) for
h(z) = P (z, ζ) with ζ ∈ T. For such h we have
Equality is sometimes attained in (3.8), for example if h(z) = P (z, 1), w = 0, and 0 < z < 1. However, (3.8) is not sharp for general z, w ∈ D. It may be of interest to obtain a sharp form of the additive Harnack inequality.
Proof of Theorem 3.4. By Proposition 3.3, we only need to estimate
from below. By composing f with a Möbius transformation, we can achieve z 0 = 0 without affecting the homeomorphism property of f . Then (3.7) takes the form
Using Lemma 3.5 and noting that |z k − w k | ≤ 2d(z k , w k ), we arrive at
Since P D (0, ζ) = 1 on T, we conclude that (3.9) is bounded from below by 1 − n(1/n) = 0. Furthermore, if 0 is attained, then equality must hold in (3.10) and consequently in (3.7) for all k.
We can finally show that the circle homeomorphisms of the two types (a) If for k = 1, . . . , n − 1
then the function
is a circle homeomorphism.
Approximation by rational circle homeomorphisms
The goal of this section is to show that the circle homeomorphisms with a terminating Fourier series (i.e., those identified by the Proposition 3. approximation to f of the form ζ n+1 /B(ζ). However, this does not achieve our goal stated above, since it is not guaranteed that the approximating function is a circle homeomorphism.
We need a stronger form of the Helson-Sarason theorem, with approximation in the C 1 norm instead of the uniform norm. A smooth function u : T → R can be interpreted as a smooth 2π-periodic function on R, and we use this interpretation to define its derivative u ′ : T → R and the C 1 norm Proof. It is straightforward to approximate f by a diffeomorphisms g : T →
T in the uniform norm. Indeed, f lifts to a continuous strictly increasing function F : R → R such that f (e iθ ) = e iF (θ) . It is easy to see that the convolution of F with a smooth bump function has strictly positive derivative, and thus descends to a circle diffeomorphism.
The function u(ζ) = arg(g(ζ)/ζ) is C 1 -smooth, with u ′ > −1 on T. Theorem 4.2 provides C 1 approximation to u of the form v(ζ) = arg(B(ζ)/ζ n ).
When u − v C 1 is small enough, we have v ′ > −1 and therefore the map ζ → B(ζ)/ζ n−1 is a circle diffeomorphism.
To prove the second statement, apply Theorem 4.2 to the function u(ζ) = arg(ζ/g(ζ)) for which u ′ < 1, and conclude as above.
Our first step toward the proof of Theorem 4.2 is to approximate a continuous function with zero mean by a linear combination of Poisson kernels with integer coefficients.
Lemma 4.4. Suppose h : T → R is continuous and T h = 0. Then for any
Proof. Let H be the harmonic extension of h to the unit disk. We fix r < 1 such that
In what follows it will be convenient to consider h as a 2π-periodic function on R, writing h(θ) instead of h(e iθ ). Similarly, we write P r (θ) for P D (re iθ , 1).
Since h has zero mean, there exists a C 1 -smooth 2π-periodic function g such that g ′ = h. The Poisson integral of h can be written in terms of g via the integration by parts:
For sufficiently large n, the last integral in (4.3) is well approximated by an n-point Riemann sum, meaning that
where
for some ψ k . Both g and R r are bounded on R, being continuous and periodic. Therefore, (4.5) implies
with a constant C independent of n. Summing over k and letting n be sufficiently large, we conclude that
Finally, combine (4.2), (4.4) and (4.7) to obtain
from where the lemma follows by letting z k = re i(φ k +a k ) and w k = re iφ k .
The approximation provided by Lemma 4.4 yields approximation in the C 1 norm by a quotient of Blaschke products, as shown below.
Lemma 4.5. Suppose u : T → R is a C 1 smooth function, and the numbers z 1 , . . . , z n , w 1 , . . . , w n ∈ D are such that
for all ζ ∈ T. Then there exists σ ∈ T such that the rational function
Proof. Recall from (2.2) that the derivative of arg B(e iθ ) with respect to θ is equal to
By (4.8), the derivative of the difference u(e iθ ) − arg B(e iθ ) is less than ǫ in absolute value. By choosing σ so that arg B(1) = u(1) and using the mean value theorem, we conclude that |u(e iθ )−arg B(e iθ )| < πǫ for all θ ∈ [−π, π].
The estimate for the C 1 norm of u − arg B follows.
The combination of Lemmas 4.4 and 4.5 yields an approximation result similar to Theorem 4.2 but with the quotient of two Blaschke products instead of a Blaschke product divided by a monomial. The following result will allow us to shift the poles of the quotient to 0.
Lemma 4.6. For every z 0 ∈ D and every ǫ > 0 there exist n ∈ N and
Specifically, we can take z k = z 0 exp(2πik/n).
Proof. Fix ζ ∈ T. Let r = |z 0 | and choose R such that r < R < 1. The rational function ψ(z) = (ζ + z)/(ζ − z) is holomorphic and bounded by M = (1 + R)/(1 − R) on the disk |z| ≤ R. Theorem 2.1 [13] asserts that uniform Riemann sums converge exponentially fast to the integral of ψ over |z| = r, namely
where z k = z 0 exp(2πik/n). By the mean value property 2π 0 ψ(re iθ ) dθ = 2πψ(0) = 2π. Multiplying (4.10) by n/(2π) we obtain (4.11)
The right hand side of (4.11) tends to 0 as n → ∞. This and the identity
The following is a corollary of Lemmas 4.4 and 4.6. N and z 1 , . . . , z n ∈ D such that
Proof. Lemma 4.4 yields an approximation of the form
Then we use Lemma 4.6 to replace each term P D (w k , ζ) in (4.13) by a sum
thus arriving at (4.12) with some larger value of n.
Proof of Theorem 4.2. First apply Corollary 4.7 to the function
Then use Lemma 4.5 with w 1 = · · · = w n = 0.
Vanishing Fourier coefficients
In the investigation of the Fourier coefficients of circle homeomorphisms a special role is played by the first coefficientf (1). Indeed, the identity map f (ζ) = ζ has all coefficients other thanf (1) equal to zero. In contrast,
Hall [6] proved thatf (1) never vanishes for circle homeomorphisms. This result cannot be strengthened to a lower bound for |f ( Weitsman [14] sharpened to |f (0)| + |f (1)| > 2/π, using [7] .
The most notable estimate for the Fourier coefficients of circle homeomorphisms is |f (−1)| 2 + |f (1)| 2 ≥ 27/(4π 2 ), which is a sharp bound obtained by
Hall [6] after 30 years of gradual improvements, starting with the paper [9] by Heinz. This line of investigation, motivated by curvature estimates for minimal surfaces, remains unfinished: see [5, §10.3] and [8] .
There are also nonvanishing results for more general circle embeddings.
When f (T) is convex, the Radó-Kneser-Choquet theorem [5, p. 29] states that the harmonic extension of f is a diffeomorphism, and thereforef ( Proof. We look for f such that f (ζ) = f (ζ) for all ζ ∈ T, which ensures that f (T) is symmetric about the real axis, and thatf is real-valued. Let
Our F will be piecewise linear, which justifies integration by parts:
where the boundary term has zero contribution because F (0) and F (π) are real.
We choose F piecewise linear with F (0) = 1, F (π) = −1, and F (2π/3) =
x + iy where x, y > 0 are to be chosen later. Thus,
For example, we achievef ( Proof. Let k = N + 2. We will consider embeddings f : T → C with k-fold symmetry, that is
As a consequence of (5.2), the Fourier coefficients of f satisfy e 2πni/kf (n) = e 2πi/kf (n), n ∈ Z, which impliesf (n) = 0 for all n such that n ≡ 1 mod k. It remains to construct an embedding f such that (5.2) holds andf (1) = 0, which will assuref (n) = 0 for 1 − k < n < 1 + k.
For θ ∈ R we define
Since ρ and h are 2π-periodic and continuous, the function
is well-defined and continuous on T. It has the k-fold symmetry (5.2) by construction.
Let us check that f is injective. Suppose f (e iθ ) = f (e iψ ) for some θ, ψ ∈ R.
Then ρ(kθ) = ρ(kψ), which by the definition of ρ implies g(kθ) = g(kψ), hence h(kθ) = h(kψ). Comparing the arguments of f (e iθ ) and f (e iψ ) we see that θ + h(kθ) ≡ ψ + h(kψ) mod 2π. Therefore, θ ≡ ψ mod 2π as required.
Since g is 2π-periodic and even, it follows that
But g(t) = t for t ∈ [0, π], which simplifies the above to
where we used s = t + t 2 /π. The proof is complete.
The example constructed in Theorem 5.2 is highly non-convex and is not star-shaped with respect to any point: see Figure 1 which illustrates the case k = 3. 
