Answering two problems formulated by Marcus and P aun, we prove that it is decidable whether or not a context-free language can be written as the set of all nite pre xes of an in nite word and that it is decidable whether or not a regular language can be written as the set of all nite subwords of an in nite word.
Introduction and basic de nitions
A lot of attention has been devoted recently to the study of in nite words. Several of the main topics considered are: iterative devices generating in nite words 8], 9], the subword complexity of in nite words 1], 6], 7], di erent ways to relate in nite words and languages of nite words 2], 12], 13].
There are several classical ways to associate a set of nite words to an in nite word . One can take the set of all nite pre xes or nite subwords of , P This paper is devoted to the study of languages obtained from in nite words by taking the set of all nite pre xes or nite subwords, respectively. More precisely, we prove that it is decidable whether or not a context-free language can be written as the set of all nite pre xes of an in nite word and that it is decidable whether or not a regular language can be written as the set of all nite subwords of an in nite word, answering two open problems in 12], 13] .
For an alphabet , we denote by the set of all nite words over and by ! the set of all (one-sided) in nite words over ; denotes the empty word and + = ? f g. For Figure 2 Then (yz) uw 1 aw 2 R. Assume R = Sub( ) for some in nite word 2 ! (there is such an by hypothesis). As the language (yz) contains arbitrarily long words, there must be an n 0 such that an occurrence of (yz) n uw appears in after an occurrence of w (\after" meaning at a larger distance from the beginning of 2 , we get that of ax 1 and bx 2 one is a pre x of the other. Suppose that ax 1 is a pre x of bx 2 . In this case, ax 1 is accepted by the automaton A without reading the transition labeled a leaving p, a contradiction.
A similar reasoning shows that for a source p] the number of transitions leaving p is exactly one. Indeed, it is at least one and if there are two transitions labeled a and b, then a 6 = b, because A is deterministic, and then must start with both a and b, a contradiction. Coversely, take a regular language R such that R is not diconnected, then we continue our procedure. Obviously, after a nite number of steps, say k 1, we get a diconnected A k . Moreover, L(A k ) is in nite since R is. It remains to show that G(A k ) is a cycle. G(A k ) contains at least one cycle; suppose that there are two distinct cycles (meaning that none of them is contained in the other), the second one being p k u k ?! p k . As mentioned, must start with a 1 a 2 : : : a k?1 . We have that a 1 a 2 : : : a k?1 w k ; a 1 a 2 : : : a k?1 u k 2 Sub( ). As a 1 a 2 : : : a k?1 appears only at the beginning of , it follows that w k is a pre x of u k or conversely, a contradiction.
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Because, given a regular language R, a strongly minimal automaton for R is e ectively constructable by Lemma 5 and it is decidable whether or not an arbitrary nite automaton is diconnected as well as ultimately periodic, we obtain as a consequence of Lemma 7 the main result of this section.
Theorem 8 It is decidable whether or not an arbitrary regular language is in the family F sub . 4 The case of bi-in nite words In what concerns regular languages, we show in this section that the above problem is decidable.
First, note that things are di erent from the case of one-sided in nite words; for instance, we can nd a regular language R 2 F bi?sub such that its automaton A constructed using Lemma 5 has a non-trivial source (see the picture below) Figure 1 or a cycle.
In both cases, the form of A in the statement of our lemma is obtained.
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The main theorem of this section is a consequence of Lemmas 9 and 10.
Theorem 11 It is decidable whether or not an arbitrary regular language is in the family F bi?sub .
