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Abstract
We present a new paradigm for speeding up randomized computations of several frequently used
functions in machine learning. In particular, our paradigm can be applied for improving com-
putations of kernels based on random embeddings. Above that, the presented framework covers
multivariate randomized functions. As a byproduct, we propose an algorithmic approach that
also leads to a significant reduction of space complexity. Our method is based on careful recyc-
ling of Gaussian vectors into structured matrices that share properties of fully random matrices.
The quality of the proposed structured approach follows from combinatorial properties of the
graphs encoding correlations between rows of these structured matrices. Our framework covers
as special cases already known structured approaches such as the Fast Johnson-Lindenstrauss
Transform, but is much more general since it can be applied also to highly nonlinear embeddings.
We provide strong concentration results showing the quality of the presented paradigm.
1998 ACM Subject Classification G.3 Probability and statistics - Probabilistic algorithms
Keywords and phrases dimensionality reduction, structured matrices, nonlinear embeddings
1 Introduction
Dimensionality reduction techniques and nonlinear embeddings based on random projections
is a well-established field of machine learning. It is built on the surprising observation
that the relationship between points in a high-dimensional space might be approximately
reconstructed from a relatively small number of their independent random projections. This
relationship might be encoded by the standard Euclidean distance, as is the case for the
Johnson-Lindenstrauss Transform [26], or a nonlinear function such as kernel similarity
measure [32]. These techniques are applied in compression and information retrieval [2,
5, 14, 17], compressed sensing due to the related restricted isometry properties [4, 8, 15],
quantization [7, 20] and many more. One particularly compelling application involves random
feature selection techniques that were successfully used for large-scale kernel computation
[19, 32, 37, 39, 41]. The randomized procedure for computing many of the kernels’ similarity
measures/distances considered in that setting (including Euclidean distance, angular similarity
kernels, arc-cosine kernels and Gaussian kernels) is based on using first a Gaussian random
mapping and then applying pointwise nonlinear mappings (thus the computations mimic
these in the neural network setting, but the linear projection is not learned). This is the
area of our interest in this paper.
Recently it was observed that for some of these procedures unstructured random matrices
can be replaced by their structured counterparts and the quality of the embedding does not
change much. A structured matrix A ∈ Rm×n uses t < mn random gaussian variables and
distributes them in a way that approximately preserves several properties of the completely
random version. The importance of the structured approach lies in the fact that it usually
provides speedups of matrix-vector multiplication — a key computational block of the
unstructured variant — by the exploitation of the matrix structure (for instance for Gaussian
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2 Fast nonlinear embeddings via structured matrices
circulant matrices one may use the Fast Fourier Transform to reduce the computational
time from O(mn) to O(n log(m))). Furthermore, it gives a space complexity reduction since
structured matrices can be stored in subquadratic or even linear space. A structured approach
to linear embeddings, called the Fast Johnson-Lindenstrauss Transform, is itself a subject of
vast volume of research results that use different approaches involving: Hadamard matrices
with Fast Fourier Transforms and sparse matrices [2, 3, 4, 6, 26], binary and sparse matrices
[1, 13, 23, 24, 29, 31], Lean Walsh Transform [28], circulant matrices [18, 25, 33, 34, 35, 40, 45]
and others. Here no nonlinear mappings are used. In this paper we are interested mainly in
structured nonlinear embeddings. Not much is known in that area. All known results target
very specific kernels, such as the angular similarity kernel [11, 17, 43, 44] and Gaussian kernel
[27], and/or use a fixed budget of randomness to construct a structured matrix (all above
but [11]) since the construction of the structured matrix is very rigid.
This is all relevant to neural networks which have matrix-vector multiplication and
nonlinear transformations at their core. Structured matrices have been used in neural
networks to speed up matrix-vector computation, decrease storage and sharply reduce the
number of training parameters without much affecting performance [9, 30, 38, 42]. Random
weight matrices eliminate training weight matrices altogether [11, 36] and provide a pathway
for analyzing neural networks [16]. Explicitly integrating out random weights produces new
kernel-based algorithms, such as the arc-cosine kernel [10].
Even though there is some agreement which structured approaches may work in practice
for specific applications, general characteristics of structured matrices producing high quality
embeddings for general nonlinear mappings as well as the underlying theoretical explanation
was not known. In this paper we propose such a general framework that covers as special cases
most of the existing structured mechanisms and can be automatically adjusted to different
“budgets of randomness” used for structured matrices. The latter property enables us to
smoothly transition from the completely unstructured setting, where the quality guarantees
are stronger but computational cost is larger, to the structured setting, where we can still
prove quality results but the computations are sped up and space complexity is drastically
reduced. At the same time we show an intriguing connection between guarantees regarding
the quality of the produced structured nonlinear embeddings and combinatorial properties
of some graphs associated with the structured models and encoding in a compact form
correlations between different rows of the structured matrix.
The randomized function Λf : Rk → R for which we propose a structured computational
model takes as an input k vectors v1, ...,vk ∈ Rn. Thus the model is general enough to handle
relations involving more than k = 2 vectors. Each vector is preprocessed by multiplying it
with a Gaussian matrix R = [r1, ..., rm]>, where ri stands for the ith row, and pointwise
nonlinear mapping f following it. We then apply another mapping β : Rk → R separately
on each dimension (in the context of kernel computations mapping β is simply a product
of its arguments) and finally agglomerate the results for all m dimensions by applying
another mapping Ψ : Rm → R. Functions Λf defined in such a way, although they may look
complicated at first glance, encode all the distance/kernels’ similarity measures that we have
mentioned so far. We show that the proposed general structured approach enables us to get
strong concentration results regarding the computed structured approximation of Λf .
Presented structured approach was considered in [12], but only for the computations
of specific kernels (and the results heavily relied on the properties of these kernels). Our
concentration results are also much sharper, since we do not rely on the moments method
and thus cover datasets of sizes superpolynomial in m. In [12] the authors empirically verify
the use of the multi-block “Toeplitz-like” matrices for feature set expansion which is not our
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focus here since we reduce dimensionality.
This paper is organized as follows:
in Section 2 we introduce our structured mechanism and propose an algorithm using it
for fast computations of nonlinear embeddings,
in Section 3 we present all theoretical results,
in the Appendix we prove all theoretical results that were not proved in the main body
of the paper.
2 Structured mechanism for fast nonlinear embeddings
2.1 Problem formulation
We consider in this paper functions of the form:
Λf (v1, ...,vk) = E
[
Ψ
(
β
(
f(y1,1), ..., f(y1,k)
)
, ..., β
(
f(ym,1), ..., f(ym,k)
))]
, (1)
where: v1, ...,vk ∈ Rn, yi,j = 〈ri,vj〉 for i ∈ {1, ...,m}, j ∈ {1, ..., k}, expectation is taken
over independent random choices r1, ..., rm from n-dimensional Gaussian distributions where
each entry is independently taken from N (0, 1), 〈·〉 denotes the dot product and f : R→ R,
β : Rk → R, Ψ : Rm → R for some integers k,m > 0. We will assume that v1, ...,vk are
linearly independent. Λf is always spherically-invariant.
Below we present several examples of machine learning distances/similarity measures
that can be expressed in the form: Λf (v1, ...,vk). Although our theoretical results will cover
more general cases, the examples will focus on when k = 2, Ψ(x1, . . . , xm) = x1+...+xmm and
β(x, y) = x · y. Equation (1) simplifies:
Λf (v1,v2) = E
[
f(〈r,v1〉) · f(〈r,v2〉)] . (2)
This defines a wide class of spherically invariant kernels characterized by f . Our results will
cover general functions f that do not have to be linear, or even not continuous.
1. Euclidean inner product
This is probably the most basic example. Let f(x) = x. One can easily note that
Λf (v1,v2) = 〈v1,v2〉. Furthermore, if we take m large enough then the value that will be
computed, Ψ(β(〈r1,v1〉, 〈r1,v2〉), ..., β(〈rm,v1〉, 〈rm,v2〉)), is well concentrated around its
mean and that follows from standard concentration inequalities. Since m is usually much
smaller than n, then one can think about the mapping v→ (〈r1,v〉, ..., 〈rm,v〉) as a dimen-
sionality reduction procedure that preserves Euclidean inner products. And indeed, the above
transformation is well known in the literature as the aforementioned Johnson-Lindenstrauss
transform.
2. Angular distance
Now we want to express the angular distance θv1,v2 between two given vectors v1,v2
(that are of not necessarily of the same magnitude) as a function Λf (v1,v2). We take f as the
heaviside step function, i.e. f(x) = 1 for x ≥ 0 and f(x) = 0 otherwise. From basic properties
of the Gaussian distribution [11] one can deduce that Λf (v1,v2) =
θv1,v2
2pi . Note that, since in
this setting f takes values from a discrete set, the mapping v→ (f(〈r1,v〉), ..., f(〈rm,v〉)) is
not only a dimensionality reduction, but in fact a hashing procedure encoding angular distance
between vectors in terms of the dot product between corresponding hashes taken from {0, 1}m.
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3. Arc-cosine and Gaussian kernels
The arc-cosine kernel [10] is parametrized by b = 0, 1, . . ., with f(x) = xb for x ≥ 0
and f(x) = 0 otherwise. For b = 0 its computation reduces to the computation of the
angular distance. If b = 1 then f is the linear rectifier. Higher-order arc-cosine kernels
can be obtained by recursively applying that transformation and thus can be approximated
by recursively applying the presented mechanism. Gaussian kernels can be computed by a
similar transformation, with f replaced by trigonometric functions: sin(x) and cos(x).
Our goal is to compute Λf (v1, ...,vk) efficiently. Since the random variable in equation (1),
Ψ(β(f(y1,1), ..., f(y1,k)), ..., β(f(ym,1), ..., f(ym,k))), is usually well concentrated around its
mean Λf (v1, ...,vk), its straightforward computation gives a good quality approximation of
Λf (v1, ...,vk). This, as already mentioned, unfortunately usually requires Ω(mn) time and
Ω(mn) space.
We are interested in providing a good quality approximation of Λf (v1, ...,vk) in subquad-
ratic time and subquadratic (or even linear) space. To achieve this goal, we will replace the
sequence of independent Gaussian vectors r1, ..., rm by Gaussian vectors a1, ...,am that are no
longer independent, yet provide us speed-ups in computations and reduce storage complexity.
Our mechanism will use t independent Gaussian variables gi to construct structured matrices
A = {ai : i = 1, ...,m}, where ai stands for the ith row. Parameter t enables us to make a
smooth transition from the unstructured setting (large values of t), where we obtain stronger
concentration results regarding Λf (v1, ...,vk) but need more space and computational time,
to the structured setting, where concentration results are weaker (yet still strong enough so
that the entire mechanism can be applied in practice) but computation can be substantially
sped up and the storage complexity is much smaller.
The core of our structured mechanism is the construction of our structured matrices. In
the next subsection we will present it and show why several structured matrices considered
so far in that context are very special cases of our general structured approach.
2.2 Structured linear projections
Consider a vector of independent Gaussian variables g = (g0, ..., gt−1) taken from N (0, 1).
Let P = (P1, ...,Pm) be a sequence of matrices, where: Pi ∈ Rt×n. We construct the rows
of our structured matrix A as follows:
ai = g ·Pi (3)
for i = 1, ...,m. Thus the entire structured mechanism is defined by parameter t, and a
sequence P. We call it a P-model.
In practice we will not store the entire sequence but just a matrix A that is obtained by
applying matrices of P to the vector g. We denote the rth column of matrix Pi as pir. We
will assume that sequence P is normalized.
I Definition 1. (Normalization property) A sequence of matrices P = (P1, ...,Pm) is
normalized if for any fixed i and r the expression ‖pir‖2 = 1.
Note that from the normalization property it follows that every ai is a Gaussian vector
with elements from N (0, 1). We will use another useful notation, namely: σi1,i2(n1, n2) =
〈pi1n1 ,pi2n2〉 for 1 ≤ n1, n2 ≤ n and 1 ≤ i1, i2 ≤ m. Note that when i = i1 = i2 then σi,i(n1, n2)
reduces to the cross-correlation between nth1 column and nth2 column of Pi. If the following
is also true: n1 = n2 then σi,i(n1, n2) = 1.
We define now graphs associated with a given P-model that we call the coherence graphs.
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I Definition 2. (Coherence graphs) Let 1 ≤ i1, i2 ≤ m. We define by Gi1,i2 an undirected
graph with the set of vertices V (Gi1,i2) = {{n1, n2} : 1 ≤ n1 < n2 ≤ n and σi1,i2(n1, n2) 6= 0}
and the set of edges E(Gi1,i2) = {{{n1, n2}, {n2, n3}} : {n1, n2}, {n2, n3} ∈ V (Gi1,i2)}. In
other words, edges are between these vertices for which the corresponding 2-element subsets
intersect.
We denote by χ(i1, i2) the chromatic number of the graph Gi1,i2 , i.e. the minimum number
of colors that need to be used to color its vertices in such a way that no two adjacent vertices
get the same color.
The correlation between different rows of the structured matrix A obtained from the
sequence of matrices P and the “budget of randomness” (g0, ..., gt−1) can be measured very
accurately by three quantities that we will introduce right now. These quantities give a
quantitative measure of the “structuredness” of a given matrix A and play important role in
establishing theoretical results for general structured models.
I Definition 3. (Chromatic number of a P-model) The chromatic number χ[P ] of a P-model
is defined as:
χ[P] = max
1≤i,j≤m
χ(i, j). (4)
Thus the chromatic number of a P-model is the maximum chromatic number of a
coherence graph.
I Definition 4. (Coherence and unicoherence of a P-model) The coherence of a P-model is
defined as:
µ[P] = max
1≤i,j≤m
√∑
1≤n1<n2≤n σ
2
i,j(n1, n2)
n
. (5)
The unicoherence of a P-model is given by the following formula:
µ˜[P] = max
1≤i<j≤m
n∑
n1=1
|σi,j(n1, n1)|. (6)
We will show in the theoretical section that as long as χ[P ], µ[P ] are at most polynomial
in n and µ˜[P] = o( nlog2(n) ), strong concentration results regarding the quality of the struc-
tured embedding can be derived. Below we show many classes of matrices A that can be
constructed according to the presented mechanism and for which all three quantities have
desired orders of magnitude.
1. Circulant matrices
This is a flagship example of the structured approach [18, 25, 33, 34, 35, 40, 45]. In that
setting t = n and the structured Gaussian matrix A is obtained from a single Gaussian
vector (g0, ..., gn−1) ∈ Rn by its right shifts, i.e. A is of the form:
Acirc =

g0 g1 ... gn−1
gn−1 g0 ... gn−2
... ... ... ...
gn−m+1 gn−m+2 ... g2n−m
 , (7)
where the operations on indices are taken modulo n. Matrix Acirc can be obtained
from the presented pipeline by using budget of randomness (g0, ..., gn−1) and a sequence of
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matrices P = (P1, ...,Pm), where P1,P2,P3, ... are respectively:
1 0 ... ... ... 0
0 1 ... ... ... 0
... ... ... ... ... ...
... ... ... ... ... ...
0 ... ... ... ... 1
 ,

0 1 ... ... ... 0
0 0 1 ... ... 0
... ... ... ... ... ...
... ... ... ... ... ...
1 ... ... ... ... 0
 ,

0 0 1 ... ... 0
0 0 0 1 ... 0
... ... ... ... ... ...
1 ... ... ... ... 0
0 1 ... ... ... 0
 , ...
Each P is normalized. Furthermore:
σi1,i2(n1, n2) =
{
0 if n1 − n2 6= i1 − i2 mod n,
1 otherwise. (8)
The above observation implies that each Gi1,i2 is a collection of vertex disjoint cycles (since
each vertex has degree two), thus in particular χ(i1, i2) is at most 3 (see Figure 1 for an
illustration). We conclude that χ[P] ≤ 3. One can also see that µ[P] = O(1) and µ˜[P] = 0.
2. Toeplitz matrices
Toeplitz matrices that are also used frequently in the structured setting can be modeled
by our mechanism by increasing the budget of randomness from t = n to t = n+m− 1. A
Toeplitz Gaussian matrix is of the form:
AToeplitz =

g0 g1 g2 g3 ... ... gn−1
gn g0 g1 g2 ... ... gn−2
gn+1 gn g0 g1 ... ... gn−3
gn+2 gn+1 gn g0 ... ... gn−4
... ... ... ... ... ... ...
gn+m−2 gn+m−3 ... ... ... ... gn−m

(9)
In other words, a Toeplitz matrix is constant along each diagonal. In that scenario
matrices P1, ...,Pm are of the form:
1 0 ... ... ... ... 0
0 1 ... ... ... ... 0
... ... ... ... ... ... ...
0 0 0 0 ... ... 1
0 0 0 0 ... ... 0
... ... ... ... ... ... ...
... ... ... ... ... ... ...
0 0 0 0 ... ... 0
0 0 0 0 ... ... 0
0 0 0 0 ... ... 0

,

0 1 ... ... ... ... 0
0 0 1 ... ... ... 0
... ... ... ... ... ... ...
0 0 0 0 ... ... 1
0 0 0 0 ... ... 0
1 ... ... ... ... ... 0
... ... ... ... ... ... ...
0 0 0 0 ... ... 0
0 0 0 0 ... ... 0
0 0 0 0 ... ... 0

,

0 0 1 ... ... ... 0
0 0 0 1 ... ... 0
... ... ... ... ... ... ...
0 ... ... ... ... ... 1
0 0 0 0 ... ... 0
0 0 0 0 ... ... 0
0 1 ... ... ... ... 0
1 0 ... ... ... ... 0
... ... ... ... ... ... ...
0 0 0 0 ... ... 0

,
and so on. Again, one can easily note that P is normalized. For Toeplitz matrices we
have:
σi1,i2(n1, n2) =
{
0 if n1 − n2 6= i1 − i2 mod n,
1− c(i1, i2, n1, n2) otherwise, (10)
for some ci1,i2,n1,n2 ∈ {0, 1}. By increasing the budget of randomness we managed to
decrease |σi1,i2(n1, n2)| and that implies better concentration results. Bounds for χ[P],
µ[P], µ˜[P] from the circulant setting are valid also here. Figures 1 and 2 demonstrate how
increasing the “budget of randomness” decreases the chromatic numbers of the corresponding
coherence graphs and thus also parameter χ[P ]. There we compare the circulant structured ap-
proach with the Toeplitz structured approach, where the “budget of randomness” is increased.
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Figure 1 Circulant Gaussian matrix with two highlighted rows, corresponding matrices Pi and a
coherence graph. The highlighted rows were obtained by multiplying the “budget of randomness”
vector g by two highlighted matrices Pi. The corresponding coherence graph is colored in red, blue
and green, matching the coloring of entries in the highlighted rows of Acirc. The graph is a cycle of
length 5. Since it has an odd number of vertices it requires the use of just three colors for no two
adjacent vertices to have the same color, and so its chromatic number is 3.
3. Hankel matrices
These can be obtained in the analogous way as Toeplitz matrices since each Hankel
matrix is defined as the one in which each ascending skew-diagonal from left to right is
constant. Thus it is a reflected image of the Toeplitz matrix and in particular shares with it
all structural properties considered above.
4. Matrices with low displacement rank
Several classes of structured matrices can be described by the low value of the parameter
called displacement rank [21, 22, 38]. In particular, classes of matrices described by the
formula:
Aldr =
r∑
i=1
Z1(gi)Z−1(hi), (11)
where: g1, ...,gr,h1, ...,hr are given n-dimensional vectors (gi = (gi1, ..., gin)) and matrices
Z1,Z−1 are the circulant-shift and skew-circulant-shift matrix respectively (see [38] for
definitions). Matrices Aldr have displacement rank r and cover such families as: circulant and
skew-circulant matrices, Toeplitz matrices, inverses of Toeplitz matrices (for r ≥ 2), products
of the form A1...As for r ≥ 2s and all linear combinations of the form
∑p
i=1 βiA
(i)
1 ...A
(i)
s ,
where r ≥ 2sp and Aj ,A(i)j are Toeplitz matrices or inverses of Toeplitz matrices [38].
Assume now that g1, ...,gr are independent Gaussian vectors. Note that then Aldr
is a special instance of the P-model, where the budget of randomness is of the form:
g = (g11 , ..., g1n, g21 , ..., g2n, ..., gr1, ..., grn), P1 ∈ Rnr×n is obtained by vertically stacking matrices
Z−1(hi) for i = 1, ..., r and Pi is obtained from Pi−1 for i = 2, ... by vertical circulant shifts
applied block-wise.
There exist several purely deterministic and simple random constructions of the sequence
h1, ...,hr for which the considered parameters χ[P ], µ[P ], µ˜[P ] of the related P-model are in
the desired range of magnitude. For instance, fix some constant a > 0 and choose at random
a nonzero dimensions, independently for each hi. Choose the value of each nonzero dimension
to be + 1√
ar
with probability 12 and − 1√ar otherwise, independently for each dimension.
In that setting each column of each Pi has L2 norm equal to one. One can also note
that χ[P] = O(1), µ[P] = O(1). Furthermore, µ˜[P] = o( nlog2(n) ) with high probability if r
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Figure 2 Toeplitz Gaussian matrix. This time highlighted row and column correspond to the
“budget of randomness” vector g. On the right: matrices Pi of the corresponding P-model. Each
row below the Toeplitz Gaussian matrix represents a coherence graph. Any coherence graph of the
corresponding P-model is isomorphic to one of the four presented graphs. Note that for any of these
graphs it suffices to use two colors to color them. Thus χ[P] = 2. Note that a larger “budget of
randomness” for Toeplitz matrices implies smaller χ[P] than in the circulant setting (for the graph
from Figure 1 we needed three colors) and that, as we will see soon, will imply better concentration
results.
is large enough (but still satisfies r = o(n)). Thus these matrices can be also used in the
algorithm we are about to present now and are covered by our theoretical results. It was
heuristically observed before that displacement rank r is a useful parameter for tuning the
level of “structuredness” of these matrices and increasing r may potentially lead to better
quality embeddings [38]. Our framework explains it. Larger values of r trivially imply larger
“budgets of randomness”, i.e. stronger concentration results for σi1,i2(n1, n2) and thus much
smaller values of |σi1,i2(n1, n2)| in practice. That decreases the value of the coherence µ[P]
and unicoherence µ˜[P] of the related P-model and thus, as we will see in the theoretical
section, improves concentration results.
2.3 The Algorithm
We are ready to describe a general algorithm for fast nonlinear embeddings via structured
matrices. Consider a function
Λf (v1, ...,vk) = E[Ψ(β(f(y1,1), ..., f(y1,k)), ..., β(f(ym,1), ..., f(ym,k)))], (12)
where: yi,j = 〈ri,vj〉 and ris are independent Gaussian vectors. We want to compute Λf
efficiently for a dataset X of n-dimensional points.
Structured matrix A that allows us to do this is constructed by choosing the budget
of randomness g = (g1, ..., gt−1) for a given parameter t > 0 and a sequence of matrices
P = {P1, ...,Pm} such each element of g ·Pi has the same distribution as the corresponding
element of ri for i = 1, ...,m. By choosing different Pis and budgets of randomness g one
can smoothly balance between speed of the transform/storage complexity and its quality.
Step 1: Dataset X is first preprocessed by multiplying each datapoint by a matrix
D1HD0, where H is an arbitrary L2-normalized Hadamard matrix and D0,D1 are inde-
pendent random diagonal matrices with nonzero entries taken from the set {−1,+1}, each
independently at random and with probability 12 .
Step 2: Dataset X ′ is transformed by multiplying it by a structured matrix A. Then
function f is applied pointwise to each datapoint of AXˆ . For any given v1, ...,vk ∈ Rn the
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approximated value of Λf (v1, ...,vk) is calculated as:
Ψ(β(vf,11 , ...,v
f,k
1 ), ..., β(vf,1m , ...,vf,km )), (13)
where vf,i = f(AD1HD0vi) with f applied pointwise (vf,ij is the jth dimension of vf,i).
In practice, for k = 2 equation (13) very often boils down to computing the standard dot
product between vf,1 and vf,2 (as is the case for any Λf in the form of equation (2)).
By using structured matrices listed in Section 2.2 one can significantly reduce storage
complexity of the entire computational mechanism. Indeed:
I Remark. Circulant, Toeplitz, Hankel matrices or products/linear combinations of the O(1)
number of Toeplitz matrices/inverses of Toeplitz matrices can be stored in linear space.
Hadamard matrices can be efficiently (i.e. in the subquadratic time) computed on-the-fly
and do not have to be stored.
More importantly, the presented structured pipeline gives significant computational speed-ups
over the standard approach requiring quadratic time. This is a direct implication of the
fact that matrix-vector multiplication, which is a main computational bottleneck of the
nonlinear embeddings pipelines, can be performed in subquadratic time for many classes of
the structured matrices covered by the presented scheme, in particular for all special classes
listed by us so far. Indeed:
I Remark. For classes of matrices with bounded displacement rank matrix-vector multiplica-
tion can be performed in subquadratic time. These classes cover in particular: circulant and
skew-circulant matrices, Toeplitz matrices, Hankel matrices, inverses of Toeplitz matrices
(for r ≥ 2), products of the form A1...As for r ≥ 2s and all linear combinations of the form∑p
i=1 βiA
(i)
1 ...A
(i)
s , where r ≥ 2sp and Aj ,A(i)j are Toeplitz matrices or inverses of Toeplitz
matrices. For m×n Toeplitz (and thus also circulant) matrices as well as for Hankel matrices
the computation can be done in O(n log(m)) time.
Some of the mentioned structured matrices were used before in the non-linear embedding
setting for certain functions f . However to the best of our knowledge, we are the first to
present a general structured framework that covers all these settings as very special subcases.
Furthermore, we give rigorous theoretical results proving the quality of the structured
approach for general nonlinear functions f . The nonlinear transformation is what makes the
entire theoretical analysis challenging and forces us to apply different techniques than those
for the fast Johnson-Lindenstrauss transform.
3 Theoretical results
In this section we prove several concentration results regarding the presented structured
mechanism. We start with the following observation.
I Lemma 5. Assume that Ψ(x1, ..., xm) is a linear function and in a given P-model for
every Pi any two columns of Pi are orthogonal. Then that P-model mechanism gives an
unbiased estimation of Λf (v1, ..., vk) i.e. for any given v1, ..., vk ∈ Rn the following is true:
E[Λstructf (v1, ..., vk)] = Λf (v1, ..., vk). (14)
We call the condition regarding matrices Pi from the statement above the orthogonality
condition. The orthogonality condition is trivially satisfied by Hankel, circulant or Toeplitz
structured matrices produced by the P-model. It is also satisfied in expectation (which in
practice suffices) for some structured models where matrices Pi are constructed according to a
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random procedure. Linear Ψ is used in all applications given by us. We want to note however
that even if Ψ is not linear, strong concentration results (with an extra error accounting
for Ψ’s nonlinearity) can be obtained as we show in the section regarding concentration
inequalities.
Proof. Note that it suffices to show that every row ai of a structured matrix has the same
distribution as the corresponding row ri of the unstructured matrix. If this is the case
then for any given v1, ...,vk ∈ Rn the distribution of β(〈ai,v1〉, ..., 〈ai,vk〉) is the same as a
distribution of β(〈ri,v1〉, ..., 〈ri,vk〉) and the result follows from the linearity of expectations.
The fact that a distribution of ai is the same as of ri is implied by two observations. First,
notice that by the way ais are constructed, the distribution of each dimension of ai is the
same as a distribution of the corresponding dimension of ri. The independence of different
dimensions of ai is an immediate consequence of the fact that projections of the “budget of
randomness” Gaussian vector g onto orthogonal directions are independent and the assumed
orthogonality condition regarding the P-model. J
From now on we will assume that a given P-model satisfies the orthogonality condition.
We need to introduce a few useful definitions.
IDefinition 6. We denote by ∆τa the supremum of the expression ‖τ(y1, ..., ym)−τ(y′1, ..., y′m)‖
over all pairs of vectors (y1, ..., ym), (y′1, ..., y′m) from the domain that differ on at most one
dimension and by at most a.
In lots of applications (such as angular distance computation or any Λf in the form of
equation (2)) we have: Ψ(y1, ..., ym) = y1+...+ymm . In that setting Ψ is
1
mydiff -bounded for
ydiff = supy∈Dy− infy∈D y. In the angular distance setting we have: ydiff = 1. For Ψ given
above we also have: ∆Ψa ≤ am .
I Definition 7. For a function Ψ(β(y1,1, ..., y1,k), ..., β(ym,1, ..., ym,k)) we denote
ρΨ,βi = sup
y1,1,...,ym,k,y′1,1,...,y
′
m,k
|h(y1,1, ..., ym,k)− h(y′1,1, ..., y′m,k)|, (15)
where h(x1,1, ..., xm,k) = Ψ(β(x1,1, ..., x1,k), ..., β(xm,1, ..., xm,k)) and sequences (y1,1, ..., ym,k),
(y′1,1, ..., y′m,k) differ on the ith coordinate.
For instance, for the angular distance setting we have: ρΨ,βi ≤ 1m .
Note that the value of the main computational block of Λf (v1, ...,vk), namely:
Bv
1,...,vk = β(f(〈r,v1〉), ..., f(〈r,vk〉)), (16)
depends only on the projection of r into the linear space spanned by v1, ...,vk, not the part
orthogonal to it. Thus for fixed v1, ...,vk, f and β function Bv1,...,vk is in fact the function
Bv
1,...,vk(rproj) of rproj , where the jth coordinate of rproj is the projection of r onto vj . We
will measure how sensitive B is to the perturbations of rproj using the following definition:
I Definition 8. Let Λf : Rk → R be as in equation (1). Define:
pλ, = P[ sup
v1,...,vk,‖ζ‖∞≤
|Bv1,...,vk(rproj + ζ)−Bv1,...,vk(rproj)| > λ], (17)
where the supremum is taken over all k-tuples of linearly independent vectors from the
domain. We also denote
β˜ = sup
v1,...,vk,‖ζ‖∞≤
|E[Bv1,...,vk(rproj + ζ)]− E[Bv1,...,vk(rproj)]|. (18)
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Example (β(x, y) = x · y) If k = 2, β(x, y) = x · y (as it is the case in most of the
considered examples) and data is taken from the bounded domain then one can easily see
that β˜ = O() for  < 1.
Example - angular case. For the angular distance setting one can prove (see: Ap-
pendix) that p0, ≤ 2
√
2m
pi +
2
pim2 .
Example - general kernels. We say that function f : R → R is (η, ρ)-Lipschitz if
|x − y| ≤ η =⇒ |f(x) − f(y)| ≤ ρ. Let Θ = maxv∈X ‖v‖2 and let fmax be the maximum
value of the bounded function |f |. If Λf is in the form of equation (2) and f is (Θk, ρ)-
Lipschitz then one can easily prove that: pλ, = 0 for λ = 2fmaxρ + ρ2. For instance, if
f(x) = cos(x) and all datapoints of X have L2-norm at most 1 then pλ, = 0 for λ = k(2+k).
I Definition 9. The Legendre Transform LX of a random variable X is defined as: LX(x) =
maxs∈R(sx− log(E[esX ])). For a k-tuple v1, ...,vk and given ζ with ‖ζ‖∞ ≤  we denote
Lζ,v1,...,vk(x) = LX(x), (19)
where: X = Bv1,...,vk(rproj + ζ)− E[Bv1,...,vk(rproj + ζ)].
If a nonlinear mapping f is unbounded we will assume that all datapoints are taken from
a bounded set and that LX(rproj + ζ)(x) ≥ c1|x|α, |L′X(rproj + ζ)(x)| ≤ c2|x|γ for some
constants α, c1 > 0 and γ, c2 ≥ 0. The latter conditions are trivially satisfied in most of the
considered structured computations with unbounded f . In particular, if f is an arc-cosine
kernel then one can take: α = 1, γ = 0. Our main result is stated below.
I Theorem 10. Let X be a dataset of n-dimensional points and size N . Let Λf be of the
form:
Λf (v1, ..., vk) = E[Ψ(β(f(y1,1), ..., f(y1,k)), ..., β(f(ym,1), ..., f(ym,k)))], (20)
where: yi,j = 〈ri, vj〉 for i ∈ {1, ...,m}, j ∈ {1, ..., k} and ris are independent Gaussian
vectors. Assume first that M = maxx∈Rk |β(x)| < ∞. Consider the algorithm presented
in Subsection 2.3 for computing Λf . Take a class of structured matrices such that µ˜[P] =
o( nlog2(n) ). Then for any K,λ,  > 0, 0 ≤ m¯ ≤ m and n large enough the probability that there
exists a k-tuple of points from X and such that the value of Λf computed by the algorithm
differs from the correct one by more than err = K + m¯∆ΨM + (m− m¯)∆Ψλ is at most:(
N
k
)(
2kmχ[P]e− 18χ2[P]µ2[P] nlog6(n) + k2m2χ[P]e−
2
√
n
8χ2[P]µ2[P] log4(n) + pbad
)
, (21)
where: pbad = 2nke−
log2(n)
8 +
√
2mk
pi e
−mk2 +
∑m
j=m¯+1
(pλ,m)j
j! + 2e
− 2K2∑mk
i=1
(ρΨ,β
i
)2 .
If maxx∈Rk |β(x)| = ∞ then for Ψ(x1, ..., xm) = x1+...+xmm the above holds for m large
enough (but independent of n), with err = β˜ +m−
1
2α and pbad given by:
pbad = 2nke−
log2(n)
8 +
√
2mk
pi
e−
mk
2 +O(e−Ω(
√
m)). (22)
Note first that as noted before, for all specific examples of structured matrices produced
by the P-model that we listed before the values of the key parameters χ[P], µ[P] and µ˜[P]
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are of order that enables us to apply Theorem 10 and obtain sharp concentration results.
Furthermore, terms in the formula for pbad are either already inversely proportional to
superpolynomial functions of m or n or can be easily made so by appropriate choice of
parameters. Note also that, as we have already mentioned, for M =∞ we get: β˜ = O() for
 < 1 thus err = O() +m− 12α . Therefore we obtain strong concentration results regarding
all k-tuples for datasets of superpolynomial sizes for both: M <∞ and M =∞. We are not
aware of any other result like that for nonlinear embeddings with general structured matrices.
In Theorem 10 we grouped together probabilities that do not depend on the structure of the
chosen matrix (these in the formula for pbad) and these that do. Finally, note that clearly
smaller values of χ[P] and µ[P] improve concentration results.
Theorem 10 implies several other structured results. In particular we have:
I Theorem 11. Let X be as in Theorem 10. Let Λf (v1, v2) be an angular distance between
v1 and v2. Consider the algorithm presented in Subsection 2.3 for computing Λf . Assume
that the class of structured matrices is taken from one of the the following sets: circulant
matrices, skew-circulant matrices, Toeplitz matrices, Hankel matrices. Then for n large
enough and any 0 < τ < 0.5 the probability that there exists a pair of points from X such
that the value of Λf computed by the algorithm differs from the correct one by more than
m−τ + 1log(m) is at most: O(N2e−m
1−2τ ).
Let us take now the family of functions Λf (v1,v2) = E
[
f(〈r,v1〉) · f(〈r,v2〉)] describing
general kernels introduced by us in equation (2). Those cover Gaussian kernels and many
more.
The following is another corollary of Theorem 10:
I Theorem 12. Let X be a dataset of N points from the n-dimensional ball B of unit
L2-norm and Λf (v1, v2) = E
[
f(〈r, v1〉) · f(〈r, v2〉)]. Assume that |f | is bounded, fmax is
the maximum value of |f | and f is (2, ρ)-Lipschitz. Consider the algorithm presented in
Subsection 2.3 for computing Λf . Assume that the class of structured matrices is taken from
one of the the following sets: circulant matrices, skew-circulant matrices, Toeplitz matrices,
Hankel matrices. Then for n large enough and any 0 < τ < 0.5 the probability that there
exists a pair of points from X such that the value of Λf computed by the algorithm differs
from the correct one by more than (m−τ + 2fmaxρ+ ρ2) is at most: O(N2e−m
1−2τf−2max).
4 Conclusions
We presented a general framework for structured computations of multivariate randomized
functions based on Gaussian sampling. The presented method gives strong theoretical
guarantees and, to the best of our knowledge, covers as special cases all structured approaches
used in that setting before. It can be applied to speed up computations of many kernels
that are based on random feature techniques and provides convenient parameter tuning
the desired level of “structuredness” that other approaches do not have. The presented
structured mechanism provides also a significant reduction in space complexity since all
structured matrices that are used can be stored in the subquadratic space.
Acknowledgements. We want to sincerely thank Vikas Sindhwani for his insightful com-
ments, encouragement and constant support.
K. Choromanski & F. Fagan 13
References
1 Dimitris Achlioptas. Database-friendly random projections: Johnson-Lindenstrauss with
binary coins. Journal of computer and System Sciences, 66(4):671–687, 2003.
2 Nir Ailon and Bernard Chazelle. Approximate nearest neighbors and the fast Johnson-
Lindenstrauss transform. In Proceedings of the thirty-eighth annual ACM symposium on
Theory of computing, pages 557–563. ACM, 2006.
3 Nir Ailon and Edo Liberty. An almost optimal unrestricted fast Johnson-Lindenstrauss
transform. ACM Transactions on Algorithms (TALG), 9(3):21, 2013.
4 Nir Ailon and Holger Rauhut. Fast and RIP-optimal transforms. Discrete & Computational
Geometry, 52(4):780–798, 2014.
5 Alexandr Andoni and Piotr Indyk. Near-optimal hashing algorithms for approximate
nearest neighbor in high dimensions. In Foundations of Computer Science, 2006. FOCS’06.
47th Annual IEEE Symposium on, pages 459–468. IEEE, 2006.
6 Ella Bingham and Heikki Mannila. Random projection in dimensionality reduction: applic-
ations to image and text data. In Proceedings of the seventh ACM SIGKDD international
conference on Knowledge discovery and data mining, pages 245–250. ACM, 2001.
7 Petros T Boufounos, Shantanu Rane, and Hassan Mansour. Representation and coding of
signal geometry. arXiv preprint arXiv:1512.07636, 2015.
8 Jean Bourgain, Stephen Dilworth, Kevin Ford, Sergei Konyagin, Denka Kutzarova, et al.
Explicit constructions of RIP matrices and related problems. Duke Mathematical Journal,
159(1):145–185, 2011.
9 Yu Cheng, Felix X Yu, Rogerio S Feris, Sanjiv Kumar, Alok Choudhary, and Shi-Fu Chang.
An exploration of parameter redundancy in deep networks with circulant projections. In
Proceedings of the IEEE International Conference on Computer Vision, pages 2857–2865,
2015.
10 Youngmin Cho and Lawrence K Saul. Kernel methods for deep learning. In Advances in
neural information processing systems, pages 342–350, 2009.
11 Anna Choromanska, Krzysztof Choromanski, Mariusz Bojarski, Tony Jebara, Sanjiv Ku-
mar, and Yann LeCun. Binary embeddings with structured hashed projections. arXiv
preprint arXiv:1511.05212, 2015.
12 Krzysztof Choromanski and Vikas Sindhwani. Recycling randomness with structure for
sublinear time kernel expansions. submitted, 2016.
13 Anirban Dasgupta, Ravi Kumar, and Tamás Sarlós. A sparse Johnson-Lindenstrauss trans-
form. In Proceedings of the forty-second ACM symposium on Theory of computing, pages
341–350. ACM, 2010.
14 Anirban Dasgupta, Ravi Kumar, and Tamás Sarlós. Fast locality-sensitive hashing. In
Proceedings of the 17th ACM SIGKDD international conference on Knowledge discovery
and data mining, pages 1073–1081. ACM, 2011.
15 Hoda Dehghan, Richard M Dansereau, and Adrian DC Chan. Restricted isometry property
on banded block toeplitz matrices with application to multi-channel convolutive source
separation. Signal Processing, IEEE Transactions on, 63(21):5665–5676, 2015.
16 Raja Giryes, Guillermo Sapiro, and Alex M Bronstein. Deep neural networks with random
gaussian weights: A universal classification strategy? arXiv preprint arXiv:1504.08291,
2015.
17 Yunchao Gong, Sanjiv Kumar, Vishal Verma, and Svetlana Lazebnik. Angular quantization-
based binary codes for fast similarity search. In Advances in neural information processing
systems, pages 1196–1204, 2012.
18 Aicke Hinrichs and Jan Vybíral. Johnson-Lindenstrauss lemma for circulant matrices. Ran-
dom Structures & Algorithms, 39(3):391–398, 2011.
14 Fast nonlinear embeddings via structured matrices
19 Po-Sen Huang, Haim Avron, Tara N Sainath, Vikas Sindhwani, and Bhuvana Ramabhadran.
Kernel methods match deep neural networks on TIMIT. In IEEE International Conference
on Acoustics, Speech and Signal Processing, ICASSP 2014, Florence, Italy, May 4-9, 2014,
pages 205–209, 2014.
20 Laurent Jacques. A quantized Johnson-Lindenstrauss lemma: The finding of Buffon’s
needle. arXiv preprint arXiv:1309.1507, 2013.
21 Thomas Kailath, Sun-Yuan Kung, and Martin Morf. Displacement ranks of matrices and
linear equations. Journal of Mathematical Analysis and Applications, 68(2):395–407, 1979.
22 Thomas Kailath and Ali H Sayed. Displacement structure: theory and applications. SIAM
review, 37(3):297–386, 1995.
23 Daniel M Kane and Jelani Nelson. A derandomized sparse Johnson-Lindenstrauss trans-
form. arXiv preprint arXiv:1006.3585, 2010.
24 Daniel M Kane and Jelani Nelson. Sparser Johnson-Lindenstrauss transforms. Journal of
the ACM (JACM), 61(1):4, 2014.
25 Felix Krahmer, Shahar Mendelson, and Holger Rauhut. Suprema of chaos processes and
the restricted isometry property. Communications on Pure and Applied Mathematics,
67(11):1877–1904, 2014.
26 Felix Krahmer and Rachel Ward. New and improved Johnson-Lindenstrauss embeddings
via the restricted isometry property. SIAM Journal on Mathematical Analysis, 43(3):1269–
1281, 2011.
27 Quoc Le, Tamás Sarlós, and Alex Smola. Fastfood-approximating kernel expansions in
loglinear time. In Proceedings of the international conference on machine learning, 2013.
28 Edo Liberty, Nir Ailon, and Amit Singer. Dense fast random projections and lean
walsh transforms. In Approximation, Randomization and Combinatorial Optimization. Al-
gorithms and Techniques, pages 512–522. Springer, 2008.
29 Jiří Matoušek. On variants of the Johnson-Lindenstrauss lemma. Random Structures &
Algorithms, 33(2):142–156, 2008.
30 Marcin Moczulski, Misha Denil, Jeremy Appleyard, and Nando de Freitas. Acdc: A struc-
tured efficient linear layer. arXiv preprint arXiv:1511.05946, 2015.
31 John Nelson and Huy L Nguyên. OSNAP: Faster numerical linear algebra algorithms via
sparser subspace embeddings. In Foundations of Computer Science (FOCS), 2013 IEEE
54th Annual Symposium on, pages 117–126. IEEE, 2013.
32 Ali Rahimi and Benjamin Recht. Random features for large-scale kernel machines. In Ad-
vances in Neural Information Processing Systems 20, Proceedings of the Twenty-First An-
nual Conference on Neural Information Processing Systems, Vancouver, British Columbia,
Canada, December 3-6, 2007, pages 1177–1184, 2007.
33 Holger Rauhut. Circulant and toeplitz matrices in compressed sensing. arXiv preprint
arXiv:0902.4394, 2009.
34 Holger Rauhut, Justin Romberg, and Joel A Tropp. Restricted isometries for partial random
circulant matrices. Applied and Computational Harmonic Analysis, 32(2):242–254, 2012.
35 Justin Romberg. Compressive sensing by random convolution. SIAM Journal on Imaging
Sciences, 2(4):1098–1128, 2009.
36 Andrew Saxe, Pang W Koh, Zhenghao Chen, Maneesh Bhand, Bipin Suresh, and Andrew Y
Ng. On random weights and unsupervised feature learning. In Proceedings of the 28th
international conference on machine learning (ICML-11), pages 1089–1096, 2011.
37 Bernhard Schölkopf and Alexander J Smola. Learning with kernels: support vector ma-
chines, regularization, optimization, and beyond. MIT press, 2002.
38 Vikas Sindhwani, Tara Sainath, and Sanjiv Kumar. Structured transforms for small-
footprint deep learning. In Advances in Neural Information Processing Systems, pages
3070–3078, 2015.
K. Choromanski & F. Fagan 15
39 Andrea Vedaldi and Andrew Zisserman. Efficient additive kernels via explicit feature maps.
IEEE Trans. Pattern Anal. Mach. Intell., 34(3):480–492, 2012.
40 Jan Vybíral. A variant of the Johnson-Lindenstrauss lemma for circulant matrices. Journal
of Functional Analysis, 260(4):1096–1105, 2011.
41 Bo Xie, Yingyu Liang, and Le Song. Scale up nonlinear component analysis with doubly
stochastic gradients. In Advances in Neural Information Processing Systems, pages 2332–
2340, 2015.
42 Zichao Yang, Marcin Moczulski, Misha Denil, Nando de Freitas, Alex Smola, Le Song, and
Ziyu Wang. Deep fried convnets. arXiv preprint arXiv:1412.7149, 2014.
43 Xinyang Yi, Constantine Caramanis, and Eric Price. Binary embedding: Fundamental
limits and fast algorithm. arXiv preprint arXiv:1502.05746, 2015.
44 Felix X Yu, Aditya Bhaskara, Sanjiv Kumar, Yunchao Gong, and Shih-Fu Chang. On
binary embedding using circulant matrices. arXiv preprint arXiv:1511.06480, 2015.
45 Hui Zhang and Lizhi Cheng. New bounds for circulant Johnson-Lindenstrauss embeddings.
arXiv preprint arXiv:1308.6339, 2013.
16 Fast nonlinear embeddings via structured matrices
A Proof of Theorem 10
We start with several auxiliary lemmas and definitions.
I Definition 13. We say that vector x = (x1, ..., xn) of unit L2 norm is θ-balanced if
|xi| ≤ θ√n for i = 1, ..., n.
The following standard concentration inequality will be frequently used by us in the
proof.
I Lemma 14. (Azuma’s Inequality) Let X1, ..., Xn be a martingale and assume that −αi ≤
Xi ≤ βi for some positive constants α1, ..., αn, β1, ..., βn. Denote X =
∑n
i=1Xi. Then the
following is true:
P[|X − E[X]| > a] ≤ 2e
− a2
2
∑n
i=1
(αi+βi)2 (23)
We call the first of the algorithm, where each datapoint is linearly transformed by a
mapping HD0 the 0th-phase (note that 0th-phase is a part of the preprocessing step given in
the description of the algorithm). We call the second phase of the algorithm, where each
datapoint already linearly transformed by HD0 is linearly transformed by AD1 and then
nonlinearly transformed by applying pointwise mapping f the 1st-phase.
Our first observation is that the probability that for every k-tuple v1, ...,vk ∈ X and
every fixed orthonormal basis B of the k-dimensional linear space spanned by v1, ...,vk ∈ X
each vector of the basis is log(n)-balanced is very high. We state it rigorously below. We
denote by N the size of the dataset X .
I Lemma 15. Fix an orthonormal basis B(v1, ..., vk) for every k-tuple of independent vectors
v1, ..., vk from X . The probability of the event Ebalanced that after 0th-phase the vectors of
each transformed basis corresponding to linearly transformed k-tuple are log(n)-balanced is at
least: P[Ebalanced] ≥ 1− 2kn
(
N
k
)
e−
log2(n)
8 .
Proof. Fix a k-tuple of linearly independent vectors v1, ...,vk and a fixed basis B =
{x1, ...,xk} of span(v1, ...,vk). Denote xj = (xj1, ..., xjn). Denote by x˜j an image of xj
under transformation HD0. Note that the ith dimension of x˜j is given by the formula:
x˜ji = hi,1x
j
1 + ...+ hi,nxj,n, where hl,u stands for the lth element of the uth column of the
randomized Hadamard matrix HD0. First we use Azuma’s Inequality to find an upper bound
on the probability that |x˜ji | > a, where a = log(n)√n . By Azuma’s Inequality, we have:
P[|hi,1xj1 + ...+ hi,nxj,n| ≥ a] ≤ 2e−
log2(n)
8 . (24)
We use: αi = βi = 1√n . Now we take union bound over all n dimensions, all k vectors of
basis B and all k-tuples of linearly independent vectors and the proof is completed. J
Let us notice that clearly each transformed basis is still a system of orthonormal vectors
since HD0 is an isometry.
Note that pir stands for the rth column of the matrix Pi. Let us denote by pir,u the uth
element of pir.
Fix some orthonormal basis x1, ...,xk. Our next lemma describes dot products 〈ai,xj〉,
where ais are rows of a structured matrix AD1 in terms of xjs, the elements of matrices Pi,
matrix D1 and a Gaussian vector g.
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I Lemma 16. Let d1, ..., dn be the diagonal entries of a matrix D1. The dot product 〈ai,xj〉
is of the form 〈g, si,j〉, where si,j = (si,j1 , ..., si,jt ) is given by the formula:
si,jl = d1pil,1x
j
1 + ...+ dnpil,nxj,n. (25)
Furthermore the following holds:
〈si1,j1 , si2,j2〉 = 2
∑
1≤n1<n2≤n
dn1dn2x
j1
n1x
j2
n2σi1,i2(n1, n2) (26)
for j1 6= j2 and
〈si1,j1 , si2,j2〉 =
n∑
n1=1
σi1,i2(n1, n1)xj1n1x
j2
n1
+ 2
∑
1≤n1<n2≤n
dn1dn2x
j1
n1x
j2
n2σi1,i2(n1, n2) (27)
for i1 6= i2.
Proof. The first part of the statement follows straightforwardly from the description of the
structured mechanism so we leave it to the Reader. Let us derive dot products for vectors:
si1,j1 , si2,j2 . Consider first the setting, where i1 = i2. We have:
〈si1,j1 , si1,j2〉 = xj11 xj21
t∑
l=1
(pi1l,1)
2 + ...+ xj1n xj2n
t∑
l=1
(pi1l,n)
2
+ 2
∑
1≤n1<n2≤n
dn1dn2x
j1
n1x
j2
n2(
t∑
i=1
pi1l,n1p
i2
l,n2
) (28)
From the normalization property and the fact that xj1 is orthogonal to xj2 it follows that
the first term in the RHS of the equation above is 0.
Therefore we obtain:
〈si1,j1 , si1,j2〉 = 2
∑
1≤n1<n2≤n
dn1dn2x
j1
n1x
j2
n2σi1,i1(n1, n2). (29)
In the special case when for any fixed Pi any two different columns of Pi are orthogonal,
the following holds: σi1,i1(n1, n2) = 0. Therefore we also have: 〈si1,j1 , si1,j2〉 = 0. This
special case covers in particular circulant, Toeplitz and Hankel matrices.
Now consider the case when i1 6= i2. By the analysis analogous to the one from the
previous setting, we obtain:
〈si1,j1 , si2,j2〉 = σi1,i2(1, 1)xj11 xj21 + ...+ σi1,i2(n, n)xj1n xj2n
+ 2
∑
1≤n1<n2≤n
dn1dn2x
j1
n1x
j2
n2σi1,i2(n1, n2). (30)
This time in general we cannot get rid of the first term in the RHS expression. However, this
can be done if columns of the same indices in different Pis are orthogonal. This is in fact
again the case for circulant, Toeplitz or Hankel matrices. J
Let us assume now that for every k-tuple v1, ...,vk of independent vectors from a dataset
X we fixed an orthonormal basis B(v1, ...,vk). Let si,j be as above, where xj stand for a
vector from a basis transformed by a linear mapping HD0. Fix some κ > 0. We will calculate
the probability that for all si1,j1 , si2,j2 , where i1 6= i2 or j1 6= j2 the absolute value of the
dot product of si1,j1 and si2,j2 is at most κ and furthermore ‖si,j‖22 is close to its expected
value for every 1 ≤ i ≤ m and 1 ≤ j ≤ k.
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I Lemma 17. The probability of the event Eκdot that for all i1, i2, j1, j2 such that i1 6= i2 or
j1 6= j2 the following holds: |〈si1,j1 , si2,j2〉| ≤ κ and that furthermore
√
1− 1log(n) ≤ ‖si,j‖2 ≤√
1 + 1log(n) for every 1 ≤ i ≤ m and 1 ≤ j ≤ k is at least:
P[Eκdot] ≥ (1− 2kn
(
N
k
)
e−
log2(n)
8 ) · (1− k2m2
(
N
k
)
χ[P]e−
(κ− log
2 n
n
µ˜[P])2
8χ2[P]µ2[P]
n
log4(n) − Γ), (31)
where Γ = 2kmχ[P]e− 18χ2[P]µ2[P] nlog6(n) .
Proof. We will start with the dot product of the form 〈si1,j1 , si1,j2〉. From Lemma 16 we get:
P[|〈si1,j1 , si2,j2〉| > κ] = P[|
∑
1≤n1<n2≤n
2dn1dn2xj1n1x
j2
n2σi1,i2(n1, n2)| > κ]. (32)
For the structured matrices lots of the terms in the sum above are equal to 0 since σi1,i2(n1, n2)
vanishes for them. Thus let us consider random variables Yn1,n2 of the form Yn1,n2 =
2dn1dn2xj1n1x
j2
n2σi1,i1(n1, n2) for {n1, n2} such that n1 6= n2 and σi1,i1(n1, n2) 6= 0.
From the definition of the chromatic number χ(i1, i1) we get that we can partition the set
of all random variables Yn1,n2 into at most χ(i1, i1) subsets such that random variables in each
subset are independent. The crucial observation is that when the number of these subsets is
small (i.e. the corresponding chromatic number is small) then one can obtain sharp lower
bounds on P[Eκdot]. We show it now. Let us denote the aforementioned subsets as: L1, ...,Lr,
where r ≤ χ(i1, i1). Let us denote an event {|
∑
1≤n1<n2≤n 2dn1dn2x
j1
n1x
j2n2σi1,i1(n1, n2)| >
κ|Ebalanced} as F i1,i1,j1,j2κ , where xjs correspond to vectors of the basis already transformed
by the linear mapping HD0, dis are from the diagonal of a random matrix D1 and the
conditioning is on the event that all xjs are log(n)-balanced. Note that from the union
bound we get F i1,i1,j1,j2κ ⊆ E1 ∪ ... ∪ Er, where each Ej is defined as follows:
Ej = {|
∑
Y ∈Lj
Y | ≥ κ
χ(i1, i1)
|Ebalanced}. (33)
From the union bound we clearly have:
P[F i1,i1,j1,j2κ ] ≤
r∑
i=1
P[Ei]. (34)
To bound P[Ei] we first find the upper bound of its variant P[Econdi ] conditioned under the
choices of xj .
The bound on each P[Econdi ] can be used by applying Azuma’s Inequality (or another
standard concentration inequality) since random variables involved are independent. We get:
P[Econdi ] ≤ 2e
−
κ2
χ2(i1,i1)
2
∑
1≤n1<n2≤n
(2σi1,i1 (n1,n2))
2(xj1n1 )
2(xj2n2 )
2
. (35)
Now notice that if all xja are log(n)-balanced, then the upper bound above reduces to:
P[Ei] ≤ 2e
− κ2n2
2 log4(n)χ2(i1,i1)
∑
1≤n1<n2≤n
(2σi1,i1 (n1,n2))
2
. (36)
Thus we get:
P[F i1,i1,j1,j2κ ] ≤ 2χ(i1, i1)e
− κ2n2
2 log4(n)χ2(i1,i1)
∑
1≤n1<n2≤n
(2σi1,i1 (n1,n2))
2
. (37)
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We will now consider dot products of the form 〈si1,j1 , si2,j2〉 for i1 6= i2. From Lemma 16
we get:
〈si1,j1 , si2,j2〉 =
n∑
n1=1
σi1,i2(n1, n1)xj1n1x
j2
n1
+ 2
∑
1≤n1<n2≤n
dn1dn2x
j1
n1x
j2
n2σi1,i2(n1, n2) (38)
We will proceed analogously. Let us denote by F i1,i2,j1,j2κ the following event:
F i1,i2,j1,j2κ = {|
n∑
n1=1
σi1,i2(n1, n1)xj1n1x
j2
n1+2
∑
1≤n1<n2≤n
dn1dn2x
j1
n1x
j2
n2σi1,i2(n1, n2| > κ|Ebalanced}.
(39)
Again, we condition on the log(n)-balanceness property. Note that F i1,i2,j1,j2κ is contained in
the event
F˜ i1,i2,j1,j2κ = {|2
∑
1≤n1<n2≤n
dn1dn2x
j1
n1x
j2
n2σi1,i2(n1, n2)| > κ− θ|Ebalanced}, (40)
where: θ = |∑nn1=1 σi1,i2(n1, n1)xj1n1xj2n1 |. Now note that under log(n)-balanceness condition,
from the definition of µ˜[P], we get: θ ≤ µ˜[P] log2(n)n .
To find an upper bound on P[F˜ i1,i2,j1,j2κ ], we proceed in a similar way as before and
obtain:
P[F˜ i1,i2,j1,j2κ ] ≤ 2χ(i1, i2)e
− (κ−
log2(n)
n
µ˜[P])2
2χ2(i1,i2)
∑
1≤n1<n2≤n
(2σi1,i1 (n1,n2))
2
n2
log4(n)
. (41)
We have already noted that P[F i1,i2,j1,j2κ ] ≤ P[F˜ i1,i2,j1,j2κ ]. Combining obtained upper
bounds on P[F i1,i2,j1,j2κ ] for i1 6= i2 and P[F i1,i1,j1,j2κ ], we get the following bound for j1 6= j2,
any 1 ≤ i1 ≤ i2 ≤ m, fixed κ > 0 that does not depend on n and n large enough:
P[F i1,i2,j1,j2κ ] ≤ 2χ(i1, i2)e
− (κ−
log2(n)
n
µ˜[P])2
2χ2(i1,i2)
∑
1≤n1<n2≤n
(2σi1,i1 (n1,n2))
2
n2
log4(n)
. (42)
Now, using the definition of χ[P] and µ[P], we get:
P[F i1,i2,j1,j2κ ] ≤ 2χ[P]e−
(κ− log
2(n)
n
µ˜[P])2
8χ2(i1,i2)µ2[P]
n
log4(n) . (43)
Thus taking the union bound over all
(
N
k
)
possible choices for basis and at most
(
k
2
)
m2
choices of two different vectors si1,j1 , si2,j2 for a fixed basis, we obtain that conditioned on
log(n)-balanceness, the probability of an event Elarge that the absolute value of at least one
of the dot products under consideration is above κ is at most:
P[Elarge] ≤ k2m2
(
N
k
)
χ[P]e−
(κ− log
2 n
n
µ˜[P])2
8χ2[P]µ2[P]
n
log4(n) . (44)
Now we focus on finding concentration results for ‖si,j‖22. Note that from the formula on
si,j given in Lemma 16 we get:
‖si,j‖22 = 2
∑
1≤n1<n2≤n
dn1dn2x
j
n1x
j
n2(
t∑
l=1
pil,n1p
i
l,n2) +
n∑
n1=1
(xjn1)
2. (45)
20 Fast nonlinear embeddings via structured matrices
Note that second term on the RHS of the equation above equals 1. The expected value of
the first term on the RHS is clearly 0. Thus E[‖si,j‖22] = 1. Note that we want the following:
|‖si,j‖22 − 1| ≤
1
log(n) . (46)
As before, we will condition now on the choices of xj . Let us denote by E i,jnorm an event:
{|‖si,j‖22 − 1| > 1log(n)}. We have:
P[E i,jnorm] = P[|2
∑
1≤n1<n2≤n
dn1dn2x
j
n1x
j
n2(
t∑
l=1
pil,n1p
i
l,n2)| >
1
log(n) ]. (47)
Thus the following is true:
P[E i,jnorm] = P[|2
∑
1≤n1<n2≤n
dn1dn2x
j
n1x
j
n2σi,i(n1, n2)| >
1
log(n) ]. (48)
Using the same trick with partitioning the set of random variables under consideration
into small number of subsets of independent random variables (to find an upper bound
on the probability above) and denoting by Enorm the union of E i,jnorm under all choices of
i, j conditioned on log(n)-balanceness, we obtain (by applying a simple union bound) the
following bound on P[Enorm].
P[Enorm] ≤ Γ. (49)
From the fact that the choices of D0 and D1 are independent, and applying the union
bound, we get:
P[Eκdot] ≥ P[Ebalanced](1− P[Elarge]− P[Enorm]). (50)
The statement of the lemma follows then from Lemma 15 and upper bounds on P[Elarge]
and P[Enorm] given above. J
We also need the following lemma.
I Lemma 18. Let g = (g1, ..., gt) be a t-dimensional Gaussian vector with dimensions gi
taken independently from N (0, 1). Let {s1, ..., su} be the set of u vectors. Assume that
for some κ, Lmin > 0 the following holds: for any two different si, sj their dot product
satisfies: |〈si, sj〉| ≤ κ and furthermore ‖si‖2 ≥ Lmin for i = 1, ..., u. Denote by Ecorth an
event that there exists a set of pairwise orthogonal vectors {sˆi} for i = 1, ..., u, such that:
〈g, si〉 = 〈g, sˆi〉+ , for  satisfying: || ≤ u cκLmin and ‖si‖2 = ‖sˆ
i‖2. Then for c = c(u) large
enough (but depending only on u) the following holds:
P[Eorth] ≥ 1−
√
2u
pi
e−
u
2 . (51)
The probability above is in respect to random choices involving the construction of g.
Proof. Take as the set {sˆi} the set obtained from {s1, ..., su} by a Gram-Schmidt orthogonal-
ization process (followed by rescaling procedure to ensure that ‖si‖2 = ‖sˆi‖2). One can check
(we leave it to the Reader) that the conditions: |〈si, sj〉| ≤ κ and: ‖si‖2 ≥ Lmin for i = 1, ..., u
imply that for i = 1, ..., u we have: ‖sˆi − si‖ ≤ ξgram(u)κLmin for ξgram(u) that depends just on
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u. Thus we will take c = ξgram(u). Thus, by Cauchy-Schwarz Inequality, it only remains
to show that the probability that a projection gproj of g onto span(s1, ..., su) has length
at most u is at least 1 −
√
2u
pi e
−u2 . Note that this projection is a u-dimensional Gaussian
vector. Thus, by the union bound we get that this probability is at least 1− uP[|g|2 > u],
where g stands for the 1-dimensional Gaussian random variable taken from the distribution
N (0, 1). Now we use the well-known inequality upper-bounding the tail of the Gaussian
random variable g, namely:
P[|g| > x] ≤ 2 e
− x22√
2pix
(52)
for any x > 0 and the proof is completed. J
Now we will show the following:
I Lemma 19. Fix some v1, ..., vk ∈ Rn. Let Ψunstruct be defined as follows:
Ψunstruct = Ψ(Bv
1,...,vk(r1proj), ..., Bv
m,...,vk(rmproj)) (53)
(see: theoretical section for the definition of B) and let Ψstruct be defined as follows:
Ψstruct = Ψ(Bv
1,...,vk(r1proj + e1), ..., Bv
m,...,vk(rmproj + em)), (54)
where riproj are projections of n-dimensional Gaussian vectors ri onto a mk-dimensional
linear subspace and ‖ei‖2 ≤  for some given  > 0. Then for any 0 ≤ m¯ ≤ m and λ > 0 the
following holds. The probability of an event Eclose that for any choice of vectors ei satisfying
a condition ‖ei‖2 ≤  we have : |Ψunstruct − Ψstruct| ≤ m¯∆ΨM + (m − m¯)∆Ψλ is at least
P[Eclose] ≥ 1 −
∑m
j=m¯+1
(pλ,m)j
j! . The probability that the above is true for all k-tuples of
vectors of the dataset X is at least P[Eallclose] ≥ 1−
(
N
k
)∑m
j=m¯+1
(pλ,m)j
j!
Proof. Fix some i = 1, ..,m. Denote
Yi = sup
|ei|∞≤
|Bv1,...,vk(riproj)−Bv
1,...,vk(riproj + ei)|. (55)
Denote:
Zi =
{
1 if |Yi| > λ,
0 otherwise. (56)
Note that {Zi} forms a Bernoulli sequence with the probability of success of every Zi
at most pλ, (from the definition of pλ,). Denote Z = Z1 + ... + Zm. Thus for pλ, ≤ 12
the probability that Z > m¯ is at most p˜ =
∑m
j=m¯+1 p
j
λ,(1 − pλ,)m−j
(
m
j
)
. Thus we have:
p˜ ≤∑mj=m¯+1 (pλ,m)jj! . Let Esmall be an event that Z ≤ m¯. We can conclude that: P[Esmall] ≥
1 −∑mj=m¯+1 (pλ,m)jj! . But if Esmall holds then Ψunstruct is different from Ψstruct by more
than λ on at most m¯ coordinates (since if ‖ei‖2 ≤  then in particular ‖ei‖∞ ≤ ). But then,
by the definition of ∆, we obtain:
|Ψunstruct −Ψstruct| ≤ m¯∆ΨM + (m− m¯)∆Ψλ . (57)
Thus we conclude that Esmall ⊆ Eclose. Then we can use the derived lower bound on Esmall
(to obtain the first statement) and apply union bound (to obtain the second statement) and
the proof is completed. J
22 Fast nonlinear embeddings via structured matrices
We have already introduced one standard concentration tool, namely Azuma’s Inequality.
Now we will need more refined generalization of it that we state below.
I Lemma 20. (McDiarmid Inequality) Let X1, ..., Xs be s independent random variables.
Assume that Xi ∈ Xi for some measurable sets Xi. Suppose that h :
∏s
i=1Ai → R satisfies
the following. For each r ≤ s and any two sequences x and x′ that differ only in the ith
coordinate |h(x)− h(x′)| ≤ ρr. Let Y = h(X1, ..., Xs). Then for any a > 0 we have:
P[|Y − E[Y ]| > a] ≤ 2e
− 2a2∑s
i=1
ρ2
i . (58)
We need one more technical auxiliary lemma.
I Lemma 21. Let h(x1,1, ..., xm,k) = Ψ(β(x1,1, ..., x1,k), ..., β(xm,1, ..., xm,k)) and denote:
ρΨ,βi = sup
x1,1,...,xm,k,y′1,1,...,y
′
m,k
|h(x1,1, ..., xm,k)− h(x′1,1, ..., x′m,k)|, (59)
where sequences x1,1, ..., xm,k and x′1,1, ..., x′m,k differ only in the ith coordinate.
Let X1,1, ..., Xm,k be mk independent random variables. For a given a > 0 denote by
Emean the following event: {|h(X1,1, ..., Xm,k)− E[h(X1,1, ..., Xm,k)]| ≤ a}. Then we have:
P[Emean] ≥ 1− 2e
− 2aa∑mk
i=1
(ρΨ,β
i
)2
. (60)
Proof. Follows immediately from McDiarmid Inequality. J
We are ready to prove Theorem 10.
Proof. In the proof we denote the rows of the structured matrixAD1 as w1, ...,wm. Without
loss of generality we will therefore assume that the preprocessing step consists just of
the linear mapping HD0 (thus we moved matrix D1 to the second step). Denote the
computed structured version of Λf (v1, ...,vk) as Λstructf (v1, ...,vk). Note that the expression:
err = |Λf (v1, ...,vk)− Λstructf (v1, ...,vk)| can be upper-bounded by:
err ≤ |E[Ψ(β(y1,1, ..., y1,k), ..., β(ym,1, ..., ym,k))]
−Ψ(β(y1,1, ..., y1,k), ..., β(ym,1, ..., ym,k))|
+ |Ψ(β(y1,1, ..., y1,k), ..., β(ym,1, ..., ym,k))
−Ψ(β(y˜1,1, ..., y˜1,k), ..., β(y˜m,1, ..., y˜m,k))|,
(61)
where yi,j = 〈ri,vj〉 and y˜i,j = 〈wi,vj〉. Note that by Lemma 21 and the union
bound the probability of an event E0 that for some k-tuple of vectors v1, ...,vk the first
expression on the RHS of the inequality above is greater than some fixed K > 0 is at most
P[E0] ≤
(
N
k
)
2e
− 2K2∑mk
i=1
(ρΨ,β
i
)2 . Note that the second expression on the RHS of the inequality
above can be rewritten as:
errbound = |Ψ(Bv1,...,vk(r1proj), ..., Bv
1,...,vk(rmproj))
−Ψ(Bv1,...,vk(r1proj + ei), ..., Bv
1,...,vk(rmproj + em))|, (62)
where riproj is a k-dimensional gaussian vector of the form
riproj = (〈g, s˜i,1〉, ..., 〈g, s˜i,k〉), (63)
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and
i = (〈g, si,1 − s˜i,1〉, ..., 〈g, si,k − s˜i,k〉). (64)
In the equations above g is a Gaussian vector from the definition of the P-model and si,j
and s˜i,j are as in Lemma 18. Here we use the fact that projections of a Gaussian vector onto
orthogonal directions are independent Gaussian random variables of the same distribution.
Now define an event: Egood as follows. For any k-tuple of independent vectors v1, ...,vk from
X we have: errbound ≤ m¯∆ΨM + (m− m¯)∆Ψλ . Note that clearly Egood ⊆ Eallclose ∪ Eorth ∪ Eκdot
for κ = Lminc , where Lmin =
√
1− 1 1log(n) and c is as in Lemma 18. We can conclude, by
the union bound argument, that the probability that the structured computation produces a
result that differs from the exact value of function Λf (v1, ...,vk) for at least one k-tuple of
independent vectors from the dataset X by more than K + m¯∆ΨM + (m− m¯)∆Ψλ is at most:
P[Ewrong] ≤ P[E0] + (1− P[Eallclose]) + (1− P[Eorth]) + (1− P[Eκdot]). (65)
Taking n large enough and using derived earlier bounds on P[E0] , P[Eallclose], P[Eorth] and
P[Eκdot], we complete the proof for the case M <∞.
Now let us assume that M =∞. We will use use equation 62. Let us fix some e1, ..., em
such that |ei|∞ ≤ . Denote Y eii = Bv
1,...,vk(riproj + ei). Note that in this case Ψ is just
averaging thus let us define: YE = Y
e1
1 +...+Y
em
m
m , where: E = {e1, ..., em}. We want to
upper-bound the probability: plarge defined as:
plarge = P[∃E : |YE − E[YE ]| > a] for a = m− 12α . (66)
The probability plarge, from the definition of the Legendre symbol, is at most:
plarge ≤
∫ ∞
x=a
(− sup
ei
e−mLei (x))′|xdx+
∫ −a
x=−∞
(− sup
ei
e−mLei (x))′|xdx (67)
where Lei(x) stands for the Legendre symbol of a random variable Y eii − E[Y e
i
i ], evaluated
at x.
Thus we have:
plarge ≤ m
∫ ∞
x=a
sup
ei
(e−mLei (x)L′ei(x))dx+m
∫ −a
x=−∞
sup
ei
(e−mLei (x)L′ei(x))dx (68)
Now we can use our assumptions regarding Lei and we get:
plarge ≤ mc2
∫ ∞
x=a
e−mc1x
α
xβdx+mc2
∫ −a
x=−∞
e−mc1|x|
α |x|βdx (69)
for some constants c1, c2 > 0. Thus it is easy to see that for m large enough (but independent
on n) we have:
plarge ≤ mc2
∫ ∞
x=a
e−
mc1xα
2 dx+mc2
∫ −a
x=−∞
e−
mc1|x|α
2 dx. (70)
Thus under our choice of a we get:
plarge = O(e−Ω(
√
m)). (71)
Thus, for a fixed set of k vectors v1, ...,vk we get from the definition of β˜ that the
probability that there exists E such that |YE − Λf (v1, ...,vk)| > a + β˜ is at most plarge.
Thus we can use our analysis for the case and M <∞ (to obtain terms on the probabilities
regarding structured properties of the linear projection matrix), take the union bound over
k-tuples and the proof is completed also for the case M =∞.
24 Fast nonlinear embeddings via structured matrices
B Computation of p0, for the angular case
Note that in the main body of the paper we claimed that for the angular similarity the
following is true: p0, ≤ 2
√
2m
pi +
2
pim2 . We will prove it now.
Proof. Fix two vectors v1 and v2 and let gproj be a projection of a Gaussian vector on
span(v1,v2). Note that the probability that the L2 norm of gproj is at most 1m is at most:
(P[g2 ≤ 1m2 ])2, where g ∼ N (0, 1). Thus we have:
P[‖gproj‖2 ≤
1
m
] ≤ ( 1√
2pi
1
m
· 2)2 ≤ 2
pim2
. (72)
Now note that by adding to a vector v ∈ span(v1,v2) of L2-norm ‖v‖2 > 1m a “perturbation
vector” e ∈ span(v1,v2) such that: ‖e‖∞ ≤  one changes an angle between v and v1 (and
thus also v2) by at most θ, where:
tan(θ) ≤
√
2 + 2
‖v‖2 ≤
√
2m. (73)
Now we use the Taylor expansion of tan(x) = x+ x33 +
2x5
15 + ... and obtain:
θ ≤
√
2m. (74)
Conclude that function f can change its value by perturbating by vector e only if gproj
resides in the union of two 2-dimensional coins, each of angle at most 2θ. Using the fact
that gproj , as a Gaussian vector, is isotropic and applying simple union bound, we thus get:
p0, ≤ 4 ·
√
2m
2pi +
2
pim2
(75)
J
and the proof is completed. J
C Proofs of Theorem 11 and Theorem 12
We are ready to prove Theorem 11 and Theorem 12. We start with Theorem 11.
Proof. We will apply Theorem 10. Note that one can easily see that ρΨ,βi ≤ 1m and ∆ΨM ≤ 1m .
We take m¯ = mlog(m) , K =
1
mτ and  =
pi
2
√
2
1
m log2(m) . We have:
p1 =
m∑
j=m¯+1
(p0,m)j
j! ≤
m∑
j=m¯+1
( 2mlog2(m) )
j
√
2pij( je )j
, (76)
where the last inequality comes from the bound obtained in the previous section and Stirling’s
formula: j! ≥ √2pij( je )j . Thus we obtain:
p1 ≤ m( 2elog(m) )
m
log(m) . (77)
Denote p2 = 2e
− 2K2∑mk
i=1
(ρΨ,β
i
)2 . Note that under our choice of K we get:
p2 ≤ 2e−m(1−2τ). (78)
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One can easily notice that for structured matrices considered in the statement of the theorem
the required condition on µ˜[P ] is satisfied. Furthermore, χ[P ] ≤ 3 since in the corresponding
coherence graph every vertex has degree at most 2 (we use a well known result that a graph
of maximum degree dmax can be colored by dmax + 1 colors). Finally, one can easily notice
that µ[P] = O(1). Now it suffices to note that under our choice of parameters the value of
the expression err from the statement of Theorem 10 is: K + m¯∆ΨM ≤ m−τ + 1log(m) . We
can then apply Theorem 10 and the result follows. J
Now we prove Theorem 12.
Proof. We proceed as in the proof of Theorem 11. This time we use the observation from
the paragraph regarding general kernels about values of λ for which pλ, = 0. We take
m¯ = 0 and λ = 2fmaxρ+ ρ2. Other parameters are chosen in the same way as in the proof
above. Note that ∆Ψλ ≤ λm and p2 ≤ e
−( m
f2max
)(1−2τ). The expression on error err reduces to
K +m∆Ψλ = K + λ. The result then follows from Theorem 10. J
