The Burrows-Wheeler Transform is a string transformation that plays a fundamental role for the design of self-indexing compressed data structures. Over the years, researchers have successfully extended this transformation outside the domains of strings. However, efforts to find non-trivial alternatives of the original, now 25 years old, Burrows-Wheeler string transformation have met limited success. In this paper we bring new lymph to this area by introducing a whole new family of transformations that have all the "myriad virtues" of the BWT: they can be computed and inverted in linear time, they produce provably highly compressible strings, and they support linear time pattern search directly on the transformed string. This new family is a special case of a more general class of transformations based on context adaptive alphabet orderings, a concept introduced here. This more general class includes also the Alternating BWT, another invertible string transforms recently introduced in connection with a generalization of Lyndon words.
Introduction
The Burrows Wheeler Transform [2] (BWT) is a string transformation that had a revolutionary impact in the design of succinct or compressed data structures. Originally proposed as a tool for text compression, shortly after its introduction [9] it has been shown that, in addition to making easier to represent a string in space close to its entropy, it also makes easier to search for pattern occurrences in the original string. After this discovery, data transformations inspired by the BWT have been proposed for compactly represent and search other combinatorial objects such as: trees, graphs, finite automata, and even string alignments. See [11] for an attempt to unify some of these results and [25] for an in-depth treatment of the field of compact data structures. Going back to the original Burrows-Wheeler string transformation, we can summarize its salient features as follows: 1) it can be computed and inverted in linear time, 2) it produces strings which are provably compressible in terms of the high order entropy of the input, 3) it supports pattern search directly on the transformed string in time proportional to the pattern length. It is the combination of these three properties that makes the BWT a fundamental tool for the design of compressed self-indices. In Section 2 we review these properties and also the many attempts to modify the original design. However, we recall that, despite more than twenty years of intense scrutiny, the only non trivial known BWT variant that fully satisfies properties 1-3 is the Alternating BWT (ABWT). The ABWT has been introduced in [13] in the field of combinatorics of words and its basic algorithmic properties have been described in [15] .
In this paper we introduce a new whole family of transformations that satisfy properties 1-3 and can therefore replace the BWT in the construction of compressed self-indices with the same time efficiency of the original BWT and the potential of achieving better compression. We show that our family, supporting linear time computation, inversion, and search, is a special case of a much larger class of transformations that also satisfy properties 1-3 except that, in the general case, inversion and pattern search may take quadratic time. Our larger class includes as special cases also the BWT and the ABWT and therefore it constitutes a natural candidate for the study of additional properties shared by all known BWT variants.
More in detail, in Section 3 we describe a class of string transformations based on context adaptive alphabet orderings. The main feature of the above class of transformations is that, in the rotation sorting phase, we use alphabet orderings that depend on the context (i.e., the longest common prefix of the rotations being compared). In Section 4 we consider the subclass of transformations based on local orderings. In this subclass, the alphabet orderings only depend on a constant portion of the context. We prove that local ordering transformations can be inverted in linear time, and that pattern search in the transformed string takes time proportional to the pattern length. Thus, these transformations have the same properties 1-3 that were so far prerogative of the BWT and ABWT.
Having now at our disposal a wide class of string transformations with the same remarkable properties of the BWT, it is natural to use them to improve BWT-based data structures by selecting the one more suitable for the task. In this paper we initiate this study by considering the problem of selecting the BWT variant that minimizes the number of runs in the transformed string. The motivation is that data centers often store highly repetitive collections, such as genome databases, source code repositories, and versioned text collections. For such highly repetitive collections there is theoretical and practical evidence that the entropy underestimates the compressibility of the collection and much better compression ratios are obtained exploiting runs of equal symbols in the BWT [4, 12, 18, 19, 21, 22, 23] . In Section 5 we show that, for constant size alphabet,for the most general class of transformations considered in this paper, the BWT variant that minimizes the number of runs can be found in linear time using a dynamic programming algorithm.
Notation and background
Let Σ = {c 1 , c 2 , . . . , c σ } be a finite ordered alphabet of size σ with c 1 < c 2 < · · · < c σ , where < denotes the standard lexicographic order. We denote by Σ * the set of strings over Σ. Given a string x = x 1 x 2 · · · x n ∈ Σ * we denote by |x| its length n. We use to denote the empty string.
A factor of x is written as We also say that x is a cyclic rotation of y. A string x is primitive if all its cyclic rotations are distinct. Given a string x and c ∈ Σ, we write rank c (x, i) to denote the number of occurrences of c in x [1, i] , and select c (x, j) to denote the position of the j-th c in x.
Given a primitive string s, we consider the matrix of all its cyclic rotations sorted in lexicographic order. Note that the rotations are all distinct by the primitivity of s. The last column of the matrix is called the Burrows-Wheeler Transform of the string s and it is denoted by BW T (s) (see Fig. 1 left) . The BWT can be computed in O(|s|) time using any algorithm for Suffix Array construction [16, 17] . It is shown in [2] that BW T (s) is always a permutation of s, and that there exists a linear time procedure to recover s given BW T (s) and the position I of s in the rotations matrix (it is I = 2 in Fig. 2 left) .
The BWT has been introduced as a data compression tool: it was empirically observed that BW T (s) usually contains long runs of equal symbols. This notion was later mathematically formalized in terms of the empirical entropy of the input string [8, 24] . For k ≥ 0, the k-th order empirical entropy of a string x, denoted as H k (x), is a lower bound to the compression ratio of any algorithm that encodes each symbol of x using a codeword that only depends on the k symbols preceding it in x. The simplest compressors, such as Huffman coding, in which the code of a symbol does not depend on the previous symbols, typically achieve a (modest) compression bounded in terms of the zeroth-oder entropy H 0 . This class of compressors are referred to as memoryless compressors.
It is proven in [8, Theorem 5.4 ] that the informal statement "the output of the BWT is highly compressible" can be formally restated saying that BW T (s) can be compressed up to H k (s), for any k > 0, using any tool able to compress up to the zeroth-order entropy. In other words, after applying the BWT we can achieve high order compression using a simple (and fast) memoryless compressor. This property is often referred to as the "boosting" property of the BWT. Another remarkable property of the BWT is that it can be used to build compressed indices. It is shown in [10] how to compute the number of occurrences of a pattern x in s in O(t R |x|) time, where t R is the cost of executing a rank query over BW T (s). This result has spurred a great interest in data structures representing compactly a string x and efficiently supporting the queries rank, select, and access (return x [i] given i, which is a nontrivial operation when x is represented in compressed form) and there are now many alternative solutions with different trade-offs. In this paper we assume a RAM model with word size w and an alphabet of size σ = w O (1) . Under this assumption we make use of the following result (Theorem 7 in The properties of the BWT of being compressible and searchable combine nicely to give us indexing capabilities in compressed space. Indeed, combining a zero order representation supporting rank, select, and access queries with the boosting property of the BWT, we obtain a full text self-index for s that uses space bounded by |s|H k (s) + o(|s|) bits; see [10, 20, 25, 26] for further details on these results and on the field of compressed data structures and algorithms that originated from this area of research.
Known BWT variants
We observed that the salient features of the Burrows-Wheeler transformation can be summarized as follows: 1) it can be computed and inverted in linear time, 2) it produces strings which are provably compressible in terms of the high order entropy of the input, 3) it supports linear time pattern search directly on the transformed string. The combination of these three properties makes the BWT a fundamental tool for the design of compressed self-indices. Over the years, many variants of the original BWT have been proposed; in the The original BWT matrix for the string s = aabaaabac (left), and the ABWT matrix of cyclic rotations sorted using the alternating lexicographic order (right). In both matrices the horizontal arrow marks the position of the original string s, and the last column L is the output of the transformation.
following we review them, in roughly chronological order, emphasizing to what extent they share the features 1-3 mentioned above.
The original BWT is defined by sorting in lexicographic order all the cyclic rotations of the input string. In [28] Schindler proposes a bounded context transformation that differs from the BWT in the fact that the rotations are lexicographically sorted considering only the first symbols of each rotation. Recent studies [6, 27] have shown that this variant satisfies properties 1-3, with the limitation that the compression ratio can reach at maximum the -th order entropy and that it supports searches of patterns of length at most . Chapin and Tate [3] have experimented with computing the BWT using a different alphabet order. This simple variant still satisfies properties 1-3, but it clearly does not bring any new theoretical insight. More recently, some authors have proposed variants in which the lexicographic order is replaced by a different order relation. The interested reader can find relevant work in a recent review [7] ; it turns out that these variants satisfy property 1 in part but nothing is known with respect to properties 2 and 3.
To the best of our knowledge, the only non trivial BWT variant that fully satisfies properties 1-3 is the Alternating BWT (ABWT). This transformation has been derived in [13] starting from a result in combinatorics of words [5] characterizing the BWT as the inverse of a known bijection between words and multisets of primitive necklaces [14] . The ABWT is defined as the BWT except that when sorting rotation instead of the standard lexicographic order we use a different lexicographic order, called the alternating lexicographic order. In the alternating lexicographic order, the first character of each rotation is sorted according to the standard order of Σ (i.e., a < b < c). However, if two rotations start with the same character we compare their second characters using the reverse ordering (i.e., c < b < a) and so on alternating the standard and reverse orderings in odd and even positions. Figure 1 (right) shows how the rotations of an input string are sorted using the alternating ordering and the resulting ABWT.
The algorithmic properties of the BWT and ABWT are compared in [15] . It is shown that they can be both computed and inverted in linear time and that their main difference is in the definition of the LF-map, i.e. the correspondence between the characters in the first and last column of the sorted rotations matrix. In the original BWT the i-th occurrence of a character c in the first column F corresponds to the i-th occurrence of c in the last column a a b a c a a  b a c a a b a a a  a c a a b a a a b  s → a a b a a a b a c  a a b a c a a b a  a a a b a c a a b  a b a a a b a c a  a b a c a a b a a  c a a b a a L. Instead, in the ABWT the i-th occurrence of c from the top in F corresponds to the i-th occurrence of c from the bottom in L. Since this modified LF-map can be still computed efficiently using rank operations, the ABWT can replace the BWT for the construction of self-indices.
BWTs based on Context Adaptive Alphabet Orderings
In this section we introduce a class of string transformations that generalize the BWT in a very natural way. Given a primitive string s, as in the original BWT definition, we consider the matrix containing all its cyclic rotations. In the original BWT the matrix rows are sorted according to the standard lexicographic order. We generalize this concept by sorting the rows using an ordering that depends on their common context, i.e., their common prefix. Formally, for each string x that prefixes two of more rows, we assume that an ordering π x is defined on the symbols of Σ. When comparing two rows which are both prefixed by x, their relative rank is determined by the ordering π x . Once the matrix rows have been ordered with this procedure, the output of the transformation is the last column of the matrix as in the original BWT. Thus, these BWT variants are based on context adaptive alphabet orderings. For simplicity in the following we call them context adaptive BWTs. An example is shown in Fig. 2 : the ordering associated to the empty string is π = (b, a, c) so, among the rows that have no common prefix, first we have those starting with b, then those starting with a, and finally the one starting with c. Since π a = (c, a, b), among the rows which have a as their common prefix, first we have the one starting with c, then the ones starting with a, followed by the ones starting with b. The complete ordering of the rows is established in a similar way on the basis of the orderings π x .
We denote by M * (s) the matrix obtained using this generalized sorting procedure, and by L = BW T * (s) the last column of M * (s). Clearly L depends on s and the ordering used for each common prefix. Since we can arbitrarily choose an alphabet ordering for any substring x of s, and there are σ! orderings to choose from, our definition includes a very large number of string transformations. This class of transformations has been mentioned in [8] [Sect. 5.2] under the name of string permutations realized by a Suffix Tree (the definition in [8] is slightly more general; for example it includes the bounded context BWT, which is not included in our class). Indeed, if the input string s has a unique end-of-string terminator, one can easily see that these transformations can be obtained assigning an ordering to the children of each node of the suffix tree of s Although in [8] the authors could not prove the invertibility of context adaptive transformations, which we do in Section 3.2, they observed that their relationship with the suffix tree has two important consequences: 1) they can be computed in O(n log σ) time with a proper suffix tree visit (see Fig. 3 ), and 2) they provably produce highly compressible strings, i.e., they have the "boosting" property of transforming a zeroth order compressor into a k-th order compressor.
To see that the generalized BWTs can be computed in O(n log σ) time consider first the simpler case in which the string s has a unique end-of-string terminator. To build L = BW T * (s) we first build the suffix tree for s. Then, we visit the suffix tree in depth first order except that when we reach a node u (including the root), we sort its outgoing edges according to their first characters using the permutation associated to the string u x labeling the path from the root to u. During such visit, each time we reach a leaf we write the symbol associated to it: the resulting string is exactly L = BW T * (s). The above argument also shows that the number of permutations required to define a generalized BWT is at most |s|, i.e. the number of internal suffix tree nodes. If s doesn't have a unique terminator, the argument is analogous except that we replace the suffix tree with the compressed trie containing all the cyclic rotations of s. To see that generalized BWTs have the boosting property we observe that the proof for the BWT (Theorem 5.4 in [8] ) is based on structural properties of the suffix tree, and can be repeated verbatim for the generalized BWTs.
Summing up, context adaptive transformations generalize the BWT in two important aspects: efficient (linear time in n) computation and compressibility. In [8] the only known instances of reversible suffix tree induced transformations were the original BWT and the bounded context BWT. In the following, we prove that all context adaptive BWTs defined above are invertible. Interestingly, to prove invertibility we first establish another important property of these transformations, namely that they can be used to count the number of occurrences of a pattern in s, which is another fundamental property of the original BWT.
We conclude this section observing that both the BWT and ABWT belong to the class we have just defined. To get the BWT we trivially define π x to be the standard Σ ordering for every x, to get the ABWT we define π x to be the standard Σ ordering for every x with |x| even, and the reverse ordering for Σ for every x with |x| odd. Indeed in the full paper we will show that the complete class of transformations studied in [15] is a subclass of context adaptive transformations.
Counting occurrences of patterns in Context Adaptive BWTs
Let L = BW T * (s) denote a context adaptive BWT. In the following we assume that L is enriched with data structures supporting constant time rank queries as in Theorem 1. In this section we show that given L and the set of alphabet permutations used to build M * (s) then, for each string x, we can determine in O(σ|x| 2 ) time the set of M * (s) rows prefixed by x. We preliminary observe that by construction this set of rows, if non-empty, form a contiguous range inside M * (s). This observation justifies the following definitions. 
Since R[x] is the union of the ranges R[xc] for c ∈ Σ, we have that if
R * [x] = [b x , 1 , 2 , . . . , σ ], then R[x] = [b x , i i ].
Note also that the ordering of the ranges R[xc] within R[x]
is determined by the permutation π x . As observed in Section 2, we can assume that L supports constant time rank queries. This implies that in constant time we are also able to count the number of occurrences of a symbol c inside a substring L[i, j].
Lemma 4. Given R * [x] and the permutation π x , the set of values R[xc
where the summation in (1) is done over all j ∈ {1, 2, . . . , σ} such that c j is smaller than c i according to the permutation π x . 
Thus, from two consecutive entries in the same column we can compute one entry in the following column. To compute R[x 1 x 2 · · · x p ] we can for example perform the computation bottom-up, proceeding row by row. In this case we are essentially computing the ranges corresponding to x p , x p−1 x p , x p−2 x p−1 x p and so on, in a sort of backward search. However, we can also perform the computation top down, diagonal by diagonal, and in this case we are computing the ranges corresponding to x 1 , x 1 x 2 , and so on up to x 1 · · · x p . In both cases, the information one need to store from one iteration to the next is O(p) R 
Inverting Context Adaptive BWTs
We now show that the machinery we set up for counting occurrences can be used to retrieve s given BW T * (s), thus to invert any context adaptive BWT. 
BWTs based on local orderings
In our definition of context adaptive transformation, the alphabet ordering π x associated to x can depend on the whole string x; in this sense the context has full memory. In this section we consider transformations in which the context has a bounded memory, in that it only depends on the last k symbols of x, where k is fixed. In the following we refer to these string transformations as BWTs based on local orderings. We start by analyzing the case k = 1. For such local ordering transformations the matrix M * (s) depends on only σ + 1 alphabet orderings: one for each symbol plus the one used to sort the first column of M * (s). The following lemma establishes an important property of local ordering transformations. Armed with the above lemma, we now show that for local ordering transformations we can establish much stronger results than the one provided in Section 3.1. Another immediate consequence of Lemma 9 is that we can efficiently "move back in the text" as in the original BWT. Note this operation is the base for BWT inversion and for snippet extraction and locate operations on FM-indices [10] . In the full paper we will show that bounded context adaptive BWTs can be generalized to the case in which the ordering π x depends only on the last k > 1 symbols of x. Search and inversion can still be performed in linear time with the only difference that preprocessing now takes O(σ k+1 ) time and space.
Run minimization problem
In this section we consider the following problem: given a string s and a class of BWT variants, find the variant that minimizes the number of runs in the transformed string. As we mentioned in the introduction this problem is relevant for the compression of highly repetitive collections. We consider the general class of context adaptive BWTs described in Section 3. In this class we can select an alphabet ordering π x independently for every substring x. However, it is easy to see that the only orderings that influence the output of the transform are those associated to strings corresponding to the internal nodes of the suffix tree of s. Given a suffix tree node v we denote by bw(v) the multiset of symbols associated to the leaves in the subtree rooted at v. We say that a string z v is a feasible arrangement of bw(v) if we can reorder the nodes in the subtree rooted at v so that z v is obtained reading left to right the symbols in the reordered subtree. For example, in the suffix tree of Fig. 3 (left) , if v is the internal node with upward path aa it is bw(v) = {a, b, c} and both bac and cab are feasible arrangements of bw(v), while abc is not a feasible arrangement. If τ is the suffix tree root, using the above notation our problem becomes that of finding the feasible arrangement of bw(τ ) with the minimal number of runs. For constant alphabets the following theorem shows that the optimal arrangement can be found in linear time using dynamic programming. 
where δ ij = 1 if i = j and 0 otherwise. Essentially, (2) states that to find the minimal number of runs for w 1 , . . . , w k we consider all possible ways to combine an optimal solution for w 1 , . . . , w k−1 followed by a feasible arrangement of bw(w k ). The δ ij term comes from the fact that the number of runs in the concatenation of two strings is equal to the sum of the runs in each string, minus one if the last symbol of the first string is equal to the first symbol of the second string. Clearly the above theorem does not immediately yield a practical compressor, since the cost of specifying the alphabet ordering at each node is likely to outweigh the advantage of minimizing the number of runs. However we notice that: 1) the optimal transformation for a string will reasonably produce good results on similar strings so we can compute and store the ordering once and use it many times, 2) since Theorem 14 holds for the most general class, it provides a lower bound for the more interesting and practical BWTs based on local orderings and the ABWT.
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Conclusions and Future Directions of Research
In this paper we introduced a new class of string transformations and shown that they have the same remarkable properties of the BWT: they can be computed and inverted in linear time, they have the "compression boosting" property, and they support linear time pattern search directly in the compressed text. This implies that such transformations can replace the BWT in the design of self-indices without any asymptotic loss of performance. Given the crucial role played by the BWT even outside the area of string algorithms, we believe that expanding the number of efficient BWT variants can lead to theoretical and practical advancements. A natural consequence will be the design of "personalized" transformations, where one will choose the "best" alternative to the BWT according to costs and benefits dictated by application domains. As an example, motivated by the problem of compressing highly repetitive string collections that arises in areas such as Bioinformatics, we considered the problem of determining the BWT variant that minimizes the number of runs in the transformed string. Our efficient BWT variants are a special case of a more general class of transformations that have the same properties of the BWT but for which we could not devise efficient (linear time) inversion and search algorithms. This more general class includes also the ABWT the only known transformation which has the same properties of the original BWT. We believe this larger class of transformation should be further investigated. For example, it would be interesting to analyze the maximum compression achievable using transformations in that class, since that would give an upper bound also for the more practical variants. Also, it would be worthwhile to investigate if there are subclasses for which the inversion and search operations could be done in less than quadratic time. As we observed immediately after the proof of Theorem 6 in Section 3.1, it appears to be possible to reduce the cost of the search operation taking advantage of the structure of the searched pattern.
