[1] Development of pore network models based on detailed topological data of the pore space is essential for predicting multiphase flow in porous media. In this work, an unstructured pore network model has been developed to simulate a set of drainage and imbibition laboratory experiments performed on a two-dimensional micromodel. We used a pixel-based distance transform to determine medial pixels of the void domain of micromodel. This process provides an assembly of medial pixels with assigned local widths that simulates the topology of the porous medium. Using this pore network model, the capillary pressure-saturation and capillary pressure-interfacial area curves measured in the laboratory under static conditions were simulated. On the basis of several imbibition cycles, a surface of capillary pressure, saturation and interfacial area was produced. The pore network model was able to reproduce the distribution of the fluids as observed in the micromodel experiments. We have shown the utility of this simple pore network approach for capturing the topology and geometry of the micromodel pore structure.
Introduction
[2] Pore network models have been developed extensively since Fatt [1956] introduced them for modeling capillary pressure-saturation (P c -S) curves. They have been used not only for theoretical studies [see, e.g., Reeves and Celia, 1996; Held and Celia, 2001; Dias and Payatakes, 1986] , but also to estimate or predict characteristics of soils and rocks [see, e.g., Blunt et al., 2002; Blunt, 2005a, 2005b; Valvatne and Blunt, 2004] . For example, Blunt et al. [2002] have suggested that using appropriate pore-scale physics combined with a geologically representative description of the pore space, one can produce capillary pressure and relative permeability curves for a given rock without actual measurements. Vogel [1997 Vogel [ , 2000 and Vogel and Roth [1998] have stated that to have a predictive representative pore network model, an accurate translation of topology from the pore space geometry to a pore network is essential. Information on topology of porous samples can be obtained from imaging techniques such as X-ray tomography and microtomography [see, e.g., Montemagno and Pyrak-Nolte, 1995; Coles et al., 1998; Lindquist et al., 2000; Lindquist, 2002; Culligan et al., 2004 Culligan et al., , 2006 Willson, 2005a, 2005b; Wildenschild et al., 2002; Knackstedt et al., 2004] , laser confocal microscopy [Fredrich et al., 1993 [Fredrich et al., , 1995 Montoto et al., 1995] , and serial sectioning imaging [Vogel, 1997] . Translation of information from such techniques to a pore network model can be done in two different ways; statistically representative models and topologically representative models. Statistically representative models capture the statistical distribution of pore size and connectivity and not the exact topology of the pores. They are usually in a structured lattice, and pore bodies and pore throat distributions are determined so that on a REV scale they represent a real porous medium. In these statistically representative models, information acquired from imaging techniques is used to construct a network of pore bodies connected by pore throats. Pore bodies and pore throats are assigned regular geometrical shapes amenable to simple flow analysis. This translation of information, however, is not straight forward. Often many idealizations of the pore size, shape, and orientation are used. Topologically representative models are also based on detailed data provided by imaging techniques that include connectivity, position and orientation of pore bodies and pore throats. Thus, more detailed simulations are possible using these topologically representative models. Therefore, it is desirable to develop an approach that transforms the real geometry of the porous medium to a pore network with minimum loss of information, yet allows the computation of distribution of fluids within the network in a fairly simple way.
[3] One of the approaches for constructing the pore geometry from the imaging data is medial axis transform and skeletonization. Computationally, there are two general methods to find the medial axis of a given geometry: pixelbased and pixel-free methods [see, e.g., Montanari, 1969; Brady and Asada, 1984; Saint-Marc et al., 1993; Chang et al., 1999] . One may say that pixel-free methods are more precise than pixel-based methods since their computations are not implemented in a discrete domain. However, these methods also use pixelized input data acquired from imaging techniques that require approximations in order to transform the data into polyhedrons and lines. In these methods, midpoints or center lines of the pairs of contour elements bounding a shape are calculated analytically and are connected to generate the skeleton of a given geometry. Compared to pixel-free ones, pixel-based methods are usually simpler and easier to implement. However, since they are implemented on a discrete domain, they are not guaranteed to follow the exact medial axis. For skeletonization and finding medial axis, one may use different algorithms such as thinning algorithm [Smith, 1987; Lam and Lee, 1992] , distance transformation, DT [introduced by Rosenfeld and Pfalz, 1968] , and medial axis transform, MAT [introduced by Blum, 1967] . Most of the existing pixel-based skeletonization methods use thinning techniques [Lam and Lee, 1992] , which have been used extensively in many applications in biology, X-ray image analysis, finger print analysis, qualitative metallography, soil cracking pattern, automatic analysis of industrial parts as well as porous media [Lam and Lee, 1992] . Distance transform has also many important applications in expanding or shrinking objects, reconstructing objects from parts of a given boundary [Matsuyama and Phillips, 1984] as well as for computing Voronoi diagrams [Ye, 1988; Ogniewicz and Ilg, 1992] . MAT methods have been used for computing many geometric properties [Lee, 1982; Chandran et al., 1992; Wu et al., 1986 Wu et al., , 1988 . In fields related to porous media, some researchers such as Lindquist [2002] and Hilpert [2007, 2008] have employed medial axis transform concept to extract topology and geometry of a porous medium. Glantz and Hilpert [2007] have applied their pixel-free approach to simulate a drainage experiment on a two-dimensional porous medium composed of circular grains. Subsequently, they simulated the P c -S curve for a drainage experiment in a three-dimensional space porous medium [Glantz and Hilpert, 2008] .
[4] In this work, we use a pixel-based method to develop an unstructured pore network model to simulate micromodel experiments performed by Cheng [2002] . Their micromodel had a porosity >66% and had irregular pore geometry. Porous media with high porosities (40% to 98%) are found in many industrial applications such as metallic thin-fiber material and metallic powder, which are used in the transportation industry [Dubikovskaya et al., 1990] , and in manufacturing capillary structures [Reimbrecht et al., 2003] . Because of these special features of the micromodel, conventional pore network models with pore body and pore throat elements are not suitable. Thus, we have employed the medial pixel concept to extract the skeleton of the micromodel. We have used a pixelized distance transform to identify the medial pixels and the pore width at every pixel. As a result, the real pore geometry and topology is captured without losing significant information. With our pore network mode, we have simulated a set of quasi-static drainage and imbibition laboratory experiments performed on a two-dimensional porous micromodel porous [Cheng et al., 2004] . We demonstrate the capabilities of the model by simulating fluid configurations observed in the micromodel as well as by calculating capillary pressure-saturation (P c -S) and interfacial area-saturation (a nw À S) curves that agree well with the measured data. A P c -S-a nw surface for imbibition cycles also agreed with the experimental data.
Material and Experiment
[5] Cheng [2002] and Cheng et al. [2004] performed fluid invasion experiments on two-dimensional micromodels with random pore structures. Details of the fabrication procedure and the experiments can be found in Cheng [2002] . The main objective of the Cheng [2002] and Cheng et al. [2004] micromodel experiments was to investigate the conjecture of Hassanizadeh and Gray [1990] that capillary pressure (P c ) is not only a function of saturation (S w ), but also of interfacial area between the nonwetting and wetting phases (a nw ). Their work provided experimental support for the theoretical prediction that the capillary-dominated subset plays a role analogous to a state variable. The goal of our study is to use pore network modeling to reproduce the fluid distributions and the P c -S-a nw relationship observed in their experiments based on the pore geometry of the micromodels.
[6] The micromodel measured approximately 600 mm Â 600 mm with a constant depth of 1.28 mm (Figure 2) . The pores had a rectangular cross section of variable width but with a constant height. The porosity of the porous medium was around 62 -64%. The micromodel was completely transparent which enabled direct visualization and imaging of fluid distributions within the pores using a microscope with a 16x objective and a CCD camera. From the images of the micromodel, fluid saturation, interfacial area and interfacial curvature were determined. During the experiments, the micromodel was placed horizontally on a microscope to avoid gravitational effects. An external pressure transducer was used to measure the nonwetting phase (nitrogen) pressure. The wetting phase (decane) reservoir was open to atmosphere. In the two-phase displacement experiments of Cheng et al. [2004] , nitrogen was used as the nonwetting phase and decane as the wetting phase. The contact angle of the wetting phase with the glass is 4.4°and with the photoresist material is 4.1°. The fluid-fluid interfacial tension is 24.7 dynes/cm. Images of fluid distributions in the micromodel were recorded for drainage and imbibition cycles.
[7] At the start of a drainage experiment, the micromodel was saturated with the wetting phase (decane). Nonwetting phase (nitrogen) was injected into the model by manually increasing the nitrogen pressure in small increments to avoid sudden flooding of the micromodel. At each pressure step, the system was allowed to equilibrate. Then, an image and pressure reading were taken. A drainage experiment was continued until nitrogen gas reached the wetting reservoir. Contrary to standard capillary pressure cells, there was no hydrophilic membrane placed at the exit. So, the nonwetting phase entered the wetting reservoir (breakthrough) at which time the drainage experiment was halted. At the end of drainage test, there was still a significant amount of the wetting phase present in the micromodel. Then, an imbibition experiment was performed by reducing the nonwetting phase pressure in small increments and at each pressure step allowing the system to equilibrate. The imbibition experiment was continued until the micromodel was almost 100% saturated with the wetting phase. An archive of the images from the Cheng et al. [8] On the basis of images of the experiments, fluid configurations during imbibition were more complicated than those observed from the drainage experiments. At the end of an imbibition experiment, no nonwetting fluid remained in the micromodel. This suggests that trapping mechanisms were absent in this system. In particular, fluid movement should have been piston-like with no snap-off occurring. However, images from imbibition experiments showed that cooperative filling of the pores by the wetting phase was the dominant pore-filling mechanism in this micromodel pore structure. The image in Figure 1 shows an example of cooperative filling in the micromodel. During imbibition, the wetting-nonwetting interface spanned several pores, whereas during drainage, the interfaces moved in individual pores.
Pore Network Model Description
[9] To develop an unstructured pore network, a binary image of the air-filled micromodel is used. In the image, the pore space (void domain) and its boundaries (solid domain) are visible with a resolution of 0.6 mm per pixel ( Figure 2a ). The skeleton of the micromodel, and the local pore width are needed to simulate the pore geometry. We have developed a pore network model using a pixel-based distance transform to identify the medial pixels of pores, i.e., the pixels along the center of the channels that are equidistant from the pore channel walls. This approach is relatively simple compared to pixel-free methods.
Determination of Medial Pixels
[10] We used a Distance Transform, DT, to generate a distance map from a binary image of the micromodel. Each pixel in the void domain was given a value indicating the shortest distance to the solid pixels (pore walls). Then, the value of each pixel was compared to the value of the neighboring pixels. A so-called flow operator [Jensen and Domingue, 1988] was applied to define the direction of the maximum gradient in a two-dimensional space. A search algorithm was used to identify the medial pixels. A detailed explanation of the algorithm is given in Appendix A and an example of the procedure is shown in Figure 2b .
Determination of Fluids Distribution
[11] Our goal was to obtain the same fluids distributions using our pore network model as those observed in the micromodel. The fluids distribution is dictated by fluid pressures imposed on the model, the equilibrium of capillary forces within the pores, and the history of the displacement. During drainage, only those pores with entry capillary pressures smaller than the imposed capillary pressure were invaded by the nonwetting phase. The entry pressure varies among the pores because the pores in the micromodel have variable cross sections. Therefore, an entry pressure was calculated for each cross sections for all of the pores.
[12] The entry pressure depends on the fluid-fluid interfacial tension(s nw ), the pore size, pore geometry, and the contact angle (q). As shown in Figure 3 , the pores in the micromodel have a rectangular cross section, and their boundary is partly glass and partly photoresist material. We denote the depth of the micromodel by ''a'' and the pore width by ''b''. Because the difference between the contact angles of the fluid-glass and of fluid-photoresist is insignificant ($0.3°), we employ a single value of contact angle in our calculations. The entry pressure, P e , for a pore with rectangular cross section is calculated from the following formula which is derived in Appendix B: Thus, for a given P c imposed on the micromodel, the fluidfluid interface advances to all cross sections with an entry pressure less than P c (i.e., P e P c ), provided the pore is connected to the wetting phase reservoir. If the interface reaches a diverging cross section, the rest of the pore will be filled up by the nonwetting phase. However, for a (partially) converging pore, the interface will stop at the location where the corresponding P e is equal to P c . It will only move farther after P c is increased again. When the location of the interface is known, a local pore width is used to determine the planar arc length of the interface. Because the depth of the micromodel is constant, the interfacial area of the main terminal interface is simply the arc length times the micromodel depth. For imbibition, the reverse occurs. The wetting phase will reenter smallest pores first. In a diverging pore, the meniscus will stop at a location whose local P e is equal to P c . Converging pores will be completely filled at once.
Trapping Assumptions
[13] In determining the displacement of one phase by another, we must take into account that we may have trapping of the wetting phase during drainage and trapping of the nonwetting phase during imbibition. In general, during drainage, trapping can occur in two ways. First, wetting phase always exists in the corners of a pore and the amount of wetting phase in the corners will decrease if P c , is increased and if the corners are connected to the wetting reservoir. For this type of trapping, there is always an interface in the crevices called ''corner meniscus''. The second type of trapping is caused by the blockage of some pores. In this case, an interface spans the pore cross section, and it is called a ''main terminal meniscus'' [Piri and Blunt, 2005a] . Because of the two-dimensionality of the micromodel and the resolution of images, only the second-type of trapping is visible. The corner menisci are not observed in the images and cannot be quantified from the images. Therefore, to simulate the analysis of the experiments performed by Cheng et al. [2004] , our calculations do not take into account the wetting phase in the corners of the rectangular pores nor the interfacial area of the corner menisci.
[14] Trapping of main terminal menisci can have a significant effect on fluids distribution and consequently on the interfacial area-saturation (a nw -S) relationship [see, e.g., Joekar-Niasar et al., 2008] . The trapping assumptions made for simulations of drainage and imbibition experiments are discussed separately. For drainage experiments, we can consider two different possibilities. One possibility is to assume that the wetting phase is never trapped. This can be justified based on the fact that the wetting phase, which always remains present in the corners of pores, provides a continuous path for the wetting phase to escape to its corresponding reservoir. This means that the wetting phase can be fully drained from all pores if the imposed capillary pressure is sufficiently high. Another possibility is to assume that the wetting-phase-filled corners of the pores do not act as conduits for the flow of the wetting phase. In this case, we can assume that the wetting phase gets trapped in pores that are not connected to the wetting phase reservoir through other (partially) filled pores. Joekar-Niasar et al. [2008] have shown that the shape of a nw -S curve (calculated based on main menisci interface) is dictated by the trapping assumptions. A monotonic increase of interfacial area, with a decrease in saturation will be obtained if we allow trapping of main terminal menisci. A nonmonotonic a nw -S curve, however, is found if we impose a loose or no trapping mechanism. This occurs because some main terminal interfaces will be reconnected. Such a reconnection has been observed in the experiments, as illustrated in Figure 4 , which shows fluid configurations at two different pressures during the drainage experiment. On the basis of this observation, no trapping of the wetting phase is assumed in our simulations. But, to illustrate the effect of the trapping assumption, one of the drainage simulations has been shown with a simple trapping rule. On the basis of this rule, the wetting phase in a cell of the pore network is trapped if there is no neighboring cell filled with the wetting phase and connected to the wetting phase reservoir.
[15] Trapping mechanisms during imbibition are different and more complicated compared to those that occur during drainage. Previous studies have shown that displacement mechanisms during imbibition may be attributed to the following factors: (1) pore size distribution, (2) fluid occupancy in pore throats connected to a pore body, and/or (3) pore throat to pore body diameter ratio. Zarcone [1983, 1984] have suggested different mechanisms for imbibition into a pore body that depends on the fluid topology of the neighboring pore throats. According to Wardlaw and Yu [1988] and Ioannidis et al. [1991] , little variability of pore size, and small pore body to pore throat diameter ratio are factors that increase the effects of fluid topology in determining the nonwetting phase withdrawal sequence. Such local geometrical features result in a mechanism called cooperative filling. Figure 5 shows a schematic of interface configurations subjected to cooperative pore filling for two different cases. When the ratio of pore body to pore throat diameter is large (small pore throats), interfaces remain within a pore body. However, when the ratio of pore body to pore throat diameter is small, imbibition phenomena are controlled by the fluid topology, and the efficiency of wetting invasion increases significantly [Vidales et al., 1998; Mahmud and Nguyen, 2006] and the effect of snap-off decreases. As observed in the micromodel experiments, there is no trapping at the end of the imbibition experiments. We conclude that snap-off is absent in the experiments and is not one of the major mechanisms of trapping of nonwetting phase [Chatzis and Dullien, 1981] . Absence of snap-off occurs when the pore body to pore throat diameter ratio is small which results in an interface that bridges over several pores. This results in a large radius of curvature and consequently a low capillary pressure. The interface will maintain a stable position as well as continuity to the nonwetting phase reservoir until the global capillary pressure during imbibition is reduced enough to allow invasion of wetting phase. Thus in cooperative filling, a low capillary pressure is required for the wetting phase to fill the pore body completely.
[16] It is difficult and computationally expensive to capture the geometry of interfaces based on a cooperative Figure 4 . Reconnection of main terminal interfaces due to untrapped conditions. Two successive images during drainage experiment show that interfacial area can decrease due to the interfaces reconnection. [Wardlaw and Yu, 1988] (with kind permission from Springer Science+Business Media).
filling mechanism when using a skeleton-based pore network model. Thus, cooperative filling has not been modeled explicitly. However, its effect (namely, the decrease in residual nonwetting saturation) has been incorporated in the model using a local network rule, referred to as forced displacement. This rule allows invasion of the wetting phase into a pore as long as it does not break the continuity of the nonwetting phase connection to the nonwetting phase reservoir (i.e., no snap-off occurs during imbibition).
Simulation of Experiments
[17] The numerical analysis started with drainage simulations because the micromodels in the experiments were initially saturated with wetting phase. The wetting phase pressure was assumed to be zero in the entire pore network.
Initially, the pressure of the nonwetting phase, and thus the network capillary pressure, was set equal to the entry capillary pressure of the largest pore(s) bordering the nonwetting phase reservoir. Then, the nonwetting phase pressure was increased incrementally. At each increment, only those pores connected to the nonwetting phase reservoir are invaded if their entry pressure was smaller than or equal to the imposed capillary pressure. At each displacement, saturation and specific interfacial area were calculated.
[18] Drainage simulations were halted after the breakthrough of the nonwetting phase. Then, imbibition experiments were simulated by decreasing the nonwetting phase pressure in small steps. Imbibition always started from the smallest pores with the highest entry capillary pressure. At each imbibition step, the forced displacement rule was imposed. At the end of imbibition, the drainage simulation was repeated. We always obtained only the primary drainage curve because at the end of each imbibition cycle the nonwetting phase has completely exited the micromodel.
Results and Discussion

Network Analysis
[19] Because the depth of the micromodel was constant, a planar pore size distribution was used to analyze the P c -S curve behavior. Figure 6 shows the histogram of pore widths assigned to the medial pixels of the image of the micromodel. For a rectangular cross section, equation (1) gives the corresponding entry pressure as a function of the pore width. The resulting curve is plotted in Figure 7 . For pore widths larger than 7 mm, only small changes in the entry capillary pressure are required to invade the nonwetting phase into large pore widths because the depth of the micromodel (pore height, which controls the entry capillary pressure) is constant.
Fluids Distribution Snapshots
[20] In Figure 8 , snapshots of fluid distributions for different saturations from the micromodel experiments and the corresponding network simulations are shown for comparison. The simulations are based on the no-trapping assumption. Figures 8a and 8b show drainage results and Figures 8c and 8d show imbibition results. We observe that the simulated fluid distributions qualitatively agree with the experimentally measured fluid configurations. Cooperative filling of the pores appears to dominate the fluid configurations in this micromodel.
P c -S Curves
[21] In Figure 9 , we compared P c -S curves for drainage and imbibition obtained from our simulations with the measured curves from the micromodel experiments. Good Figure 9 . Measured and simulated P c -S data points for drainage and imbibition. Figure 10 . The a nw -S points resulted from drainage experiments and simulations. agreement between the experimental data and the numerical simulations was obtained. It is interesting to note that portions of both the drainage and imbibition curves are flat. During drainage for saturations less than 0.83, the P c -S curve are almost flat. This flat shape of the capillary pressure is caused by the spatial distribution of the micromodel pores. Pore constrictions act as bottlenecks that prevent the nonwetting phase from further invading the micromodel until the capillary pressure is high enough to breakthrough the bottleneck pore. After invading the bottleneck, a large region of the pore space is flooded at almost constant capillary pressure. Because of the absence of a hydrophilic membrane, breakthrough of nonwetting phase occurs at a relatively high saturation. This also means that the imbibition curve is not the main imbibition curve but a scanning curve. The flat part of the imbibition curve occurs above a saturation of 0.78. At this saturation, flooding of the micromodel by the wetting phase occurred at an almost constant capillary pressure of 39 kPa. This is the capillary pressure that corresponds to a meniscus with radius 1.28 mm, i.e., the depth of micromodel.
The a nw -S Relationship
[22] In Figure 10 , a nw -S data points obtained from the pore network model are compared to the measured a nw -S data. As mentioned earlier, pore network computations can be performed with two scenarios: with or without trapping. The effect of these two scenarios on the a nw -S relationship is shown in Figure 9 . The points obtained from the no-trapping scenario are in good agreement with the experimental measurements. This indicates that the notrapping assumption is valid for drainage. The a nw -S curves were also calculated for many cycles of drainage and imbibition, invoking the no-trapping assumption for drainage and the forced displacement assumption for imbibition. The result is shown in Figure 11 . Interfacial area is underestimated by the simulations for imbibition. We hypothesize that this is caused by not accounting for the cooperative filling that occurs during imbibition. Interfaces that span a number of pores (Figure 1 ) have a larger interfacial area than the interfaces that are confined within a single pore.
P c -S-a nw Surface
[23] Several researchers have computationally generated P c -S-a nw surfaces for either drainage or imbibition in lattice networks [Reeves and Celia, 1996; Held and Celia, 2001; Joekar-Niasar et al., 2008] to investigate Hassanizadeh and Gray [1990] conjecture that capillary pressure is not only a function of saturation, but also of interfacial area between nonwetting and wetting phases. In this paper, we produce a P c -S-a nw surface using both the main drainage curve and the imbibition scanning curves. A second-order polynomial surface was fitted separately to the experimental data and to the simulation data. A high correlation between the fitted surface and data was observed that corresponded to correlation coefficients for the simulations and experiments of 0.99 and 0.95, respectively. It has been observed that there are some fluctuations in the experimental data points, due to limitation in resolution of image acquisition and accuracy of pressure transducer. Using interpolation, a map of interfacial distribution within the P c -S loop is obtained and is shown in Figure 12 for both simulations (Figure 12a ) and experimental data (Figure 12b ). We then subtracted these two maps to obtain a map of normalized differences (Figure 12c ). The average normalized difference is 0.17 and it is larger only in a very small range at high saturations (0.97 to 1.00), where the magnitude of interfacial area is small. On the basis of the analysis done on interfacial area, it can be concluded that we have been able to define a single descriptive surface for the imbibition curves that also includes the main drainage curve. This conclusion is similar to that found experimentally by Chen et al. [2007] . They showed experimentally that the P c -S-a nw surfaces obtained for drainage and imbibition were the same to within the experimental and analysis error (around 10 -15%). Our computational results and the work of Chen et al. [2007] suggest that data obtained from either Figure 11 . Experimental and computational a nw -S relationship for drainage and imbibition (circles show experiment data, and crosses show simulation data). Interfacial area during drainage is much less than during imbibition. the drainage process or the imbibition process are sufficient to generate the complete functional relationship among P c -S w -a nw .
Summary and Conclusion
[24] In this work, an unstructured pore network model was developed to simulate the drainage and imbibition experiments performed on a two-dimensional micromodel of a porous medium to produce P c -S-a nw surface. Development of the pore network model was based on identifying the medial pixels of a pixelized image of the pore space in the micromodel. We have employed a simple approach based on distance transform (DT) to define medial pixels. Using this concept, geometry and topology of the micromodel are captured with an acceptable accuracy for use in a pore network model. We have demonstrated the capability of the model by simulating the configuration of two immiscible fluids in a micromodel. Our analysis shows that capillary pressure of the micromodel is controlled by its depth, which is almost as small as the smallest pore width. In addition, the spatial distribution of pores with variable widths is such that a constriction (i.e., a bottleneck) controls the invasion of the nonwetting phase to a significant portion of the micromodel. Because of the rectangular cross section of the pores, no trapping of the wetting phase occurred during drainage. The wetting phase in the corners of invaded pores of the network was always connected to the outflow reservoir. This conclusion was checked by comparing the computationally obtained a nw -S relationship for different assumptions to the a nw -S relationship from the experiments. If there is trapping, a nw would be monotonically increasing with decreasing saturation. However, if there is no trapping, the a nw -S curve is parabolic in shape with a maximum value at an intermediate saturation [e.g., Joekar-Niasar et al., 2008] . The a nw -S curve from the micromodel experiments had a parabolic shape, which confirms that no trapping occurred in micromodel drainage experiments. Finally using our pore network model, we reproduced the observed patterns of fluid distribution in the micromodel for both drainage and imbibitions experiments. We also produced a P c -S-a nw surface for imbibition that approximated the measured surface very closely. This is very encouraging as it suggests that we can use our pore network model as a predictive tool.
Appendix A: Determination of Medial Pixels
[25] Our approach for identifying medial pixels is explained in three parts. First, the micromodel domain decomposition is introduced. Then, the distance transform (DT) is explained, and finally a flow operator, which is used for determining the medial pixels, is covered. 
A1. Micromodel Domain Decomposition
As a short-hand notation, we can write W t : = [W a : a = w, nw, s. Each pixel i, shown as P i a , belongs to a domain a. In a two-dimensional domain, P i a can have a maximum of eight neighbors which belong to domain a. The set of those pixels neighboring P i a and belonging to the domain a, is denoted by N i a . In addition, total number of elements of set N i a is denoted by jN i a j.
[27] Thus, boundary pixels for the domain a can be identified as follows:
For example, pixel P 0 is not a boundary pixel in Figure A1a , but in Figure A1b it is a boundary pixel.
A2. Distance Transform
[28] Let the Euclidean distance between the centers of two pixels P i a and P j a be denoted by d(P i a , P j a ). Distance transform, DT, is calculated as the minimum Euclidean distance between the center of a pixel in the void domain and pixels of solid boundary. Figure A4 and A5.
Result of distance transformation for a given void domain (e.g., Figure A2a ) will be a distance map as shown in Figure A2b . In Figure A2b , pixels with a larger distance from the nearest solid boundary pixels are shown in a brighter color.
A3. Flow Operator
[29] Within the distance map, each pixel located in the void domain will have a distance value larger than zero. If we assign this value as the height of that pixel, we can create a mountain chain. The ridge of mountain chain is the locus of pixels with the largest DT value (i.e., the largest distance from solid boundary). To determine pixels located on the ridge, a flow operator is defined. Flow operator, F, is used to determine the direction (DIR) of maximum downward slope between the centers of a pixel and its neighboring pixels [Jensen and Domingue, 1988] . Since each pixel of void domain has at most eight neighbors in the void domain, there will be a maximum of eight possible directions as shown in Figure A3 . Flow operator can be written as follows: Let the complete set of F(P i v ) consisting of nonrepeating members be denoted by F: = {0, 1, 2, 3, 4, 5, 6, 7} and its cardinality, jFj, is of maximum eight. For example, Figure A4b shows the flow operator implemented on a hypothetical distance map presented in Figure A4a . In Figure A4b , pixel (4,2), for example, has three different types of neighbors, namely, 2, 6, and 7; thus F (4,2) : = {2,6,7} and jF (4,2) j = 3.
[30] All pixels with a common flow direction form a direction cluster; e.g., there are four direction clusters in Figure A4b , each designated with its own shading. This shading code is used in examples shown in Figures A3 to A5 . Thus, flow operator, F, creates direction clusters (i.e., clusters of pixels with a common flow direction). Each cluster will be bounded by its boundary pixels. These pixels may see solid boundary pixels in their neighboring cells (e.g., solid circles in Figure A5 ) or may see more than one type of other clusters in their neighboring cells (e.g., open circles in Figure A5 ). Finally, using a search algorithm, it is possible to find the medial pixels (e.g., the dashed path crossing through the open circles in Figure A5 ).
[31] Because of the variability of the pore width in the domain, image analysis should be done at such a resolution that pixel size is smaller than the minimum pore width. The finer the discretization of the domain is, the more precise the pore network will be. In our study, each pixel has a size of 0.3 mm. Sensitivity analysis, based on the P c -S curves has shown that this resolution is in acceptable range for generation of the pore network model.
Appendix B: Calculation of Entry Capillary Pressure for a Rectangular Cross Section
[32] In this appendix, the equation for entry capillary pressure of a tube with rectangular cross section is derived. The approach followed here has been already employed by Mayer and Stowe [1965] ; Princen [1969a Princen [ , 1969b and Ma et al. [1996] for equilateral polygonal cross sections. When the nonwetting phase invades the tube, it will be filling the inner part of the tube, with corners filled with the wetting phase as shown in Figure 3 . A cross section diagonally along the tube (section F-F in Figure 3 ) at the moment of invasion is shown in Figure B1 . As shown there, the longitudinal curvature of the fluid-fluid interface changes sign just inside the tube; at section G-G; i.e., its curvature in the direction of the tube length is zero. In the cross-sectional direction, its radius of curvature is denoted by r c , as shown in Figure 3 . Thus, the entry capillary pressure is equal to
in which, P n is pressure of the nonwetting phase, and P w is the pressure of the wetting phase. The balance of forces for the interface hanging below the G-G level (in Figure B1 ) is as follows:
where A nw,eff is that part of a cross section filled with nonwetting phase, L ns is the total length of solid-fluid-fluid contact line, L nw is the total length of arc cut through the fluid-fluid interface in the corners.
[ Figure 3 shows that corner angle is p/2 and contact angle is q. Considering the half corner angle as shown in Figure 3 , we can write the following geometrical relations: Figure A5 . Result of flow operator for domain presented in Figure A2 , dashed path represents medial path required for the simulation. Solid circles show those cluster boundary pixels, neighboring solid domain pixels. Open circles show cluster boundary pixels, where at least three different clusters are neighboring each other. Figure B1 . Longitudinal section (along F-F in Figure 3) showing nonwetting at the moment of invasion into the tube.
