Abstract: This paper proposes a fast scheduling algorithm for time-slotted wavelength division multiplexing (WDM) broadcast-and-select optical networks. The algorithm is free from collision and supports bandwidth reservation to the nodes up to a node's fair share of the network capacity. Besides, the non-reserved bandwidth can be used for best effort transmission. The time complexity of the algorithm is O(Mlog2N)', where M is the number of packets used for scheduling and N is the number of nodes. This running time complexity can be improved to O(10g3N) with O(M) processors by parallel processing. Keywords WDM, optical networks, scheduling algorithm.
INTRODUCTION
Wavelength division multiplexing (WDM) is emerging as the most promising approach to exploit the huge bandwidth of fibre optic [l] . This approach divides the optical spectrum into many different channels, where each channel corresponds to a different wavelength. The WDM networks may comprise from several channels up to several tens of channels at different wavelengths, each could be operated at the peak electronic rate. All the end-user equipment needs to operate only at the bit rate of a single channel.
Single-hop WDM networks are attractive in local area environment where all the nodes can be connected to a single broadcast facility. In a single-hop WDM broadcast network, the transmitter must know when to transmit a packet on a particular wavelength, while the receiver must know when to tune to the appropriate wavelength to receive the packet. This process requires some form of transmission coordination. A number of scheduling algorithms that perform such a coordination have been proposed This paper proposes a fast scheduling algorithm for timeslotted WDM broadcast-and-select optical networks. The algorithm capitalises on the unique features of the WDM networks, it uses transmission requests or queue length information of the transmitting nodes as the input information and produce a collision free transmission schedule. The proposed scheduling algorithm is able to support bandwidth reservation to the nodes up to a node's fair share of the network capacity. Besides, the nonreserved traffic is considered by the algorithm based on best effort transmission. Simulations are carried out to investigate the performance of the algorithm.
SYSTEM DESCRIPTION

A. Model Network
The model network consists of N nodes, each connec : d 0 a passive star coupler via a two-way fibre as shown in Fig.   1 . Each fibre supports W+1 WDM channels; W channels are used for data transmission and the remaining channel is dedicated for transmission control.
The data channels are denoted as AI, A2, . . ., Aw and the control channel is denoted as Ac. The data channels and control channel are divided into fixed size time slots such that data and control messages are transmitted in fixed size packets, where a packet can be sent on a wavelength in a time slot. The size of the time slot of the control channel could be smaller than of the data channels depending on the amount of control information to be transmitted.
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1. Each node is equipped with a tuneable transmitter and a tuneable receiver to access any of the data channels. The tuning latency of these tuneable transceivers is assumed negligible compared to the length of the time slot. In addition, each node is equipped with a fixed-tuned transmitter and a fmed-tuned receiver, both of which are tuned to the control channel. The packets that arrive to a node from the upper layers are queued in the buffer of the node before transmission.
The scheduler continuously checks the network to see how many packets each node has to transmit. It selects these packets based on certain criteria and computes the schedule for the selected packets. Then it broadcasts the schedule to all the nodes. The node will transmit the packets based on the schedule. While these transmissions are being carried out, the nodes are re-examined and the schedule is redetermined. This process is repeated; each such process is called a cycle and the collection of all the time slots within a schedule is called spume. Frames may be of variable size depending on the packets selected for scheduling. All the transmissions related to each node's status and schedule broadcasting are carried out via the control channel.
This paper considers the case of W I N, since N nodes in the network possess N transmitters and N receivers, there are a maximum of N packets that can be transmitted in a time slot. Thus, for the case W > N, the situation is similar to W = N .
B. Scheduling Algorithm
The traffic pattern of a WDM optical network can be modelled by a bipartite multigraph G(U, V, E). U is the set of source nodes, V is the set of destination nodes and E is the set of edges. Every edge e E E from a U E U to a v E V represents the packet that U intends to transmit to v. Multiple packets from the same source node to the same destination node can be denoted as parallel edges. Fig. 2 shows an example of a bipartite multigraph, where T1 to T4 are the source nodes, R1 to R4 are the destination nodes and each edge joins a source node and a destination node denotes a packet from the source node that are to be transmitted to the destination node.
The bipartite multigraph G can be edge coloured to produce an assignment of colours to its edges such that the adjacent edges are assigned distinct colours. For example, the graph in Fig. 2 can be edge coloured with four colours: c l , c2, c3
and c4. Since four colours in this case are the fewest colours that can be used for edge colouring the graph, this example is a minimum colouring. Minimum colouring is also known as optimal colouring. The collection of all edges that belong to the same colour is called a colour class. For instance, the graph in Fig. 2 consists of four colour classes.
Each colour class is a matching that consists of a collection of pair wise nonadjacent edges. Thus, all the transmission represented by these edges in a colour class can be carried out concurrently without collision using different wavelengths. When the number of wavelengths is not a constraint in the network, i.e., W 2 N, each colour class can be transmitted in a. time slot. When the number of wavelengths is a constraint, i.e., W < N, each colour class can be divided into a number of time slots such that the number of edges in each time slots is not more than W. The collection and the specific order of these time slots is the transmission schedule. Fig. 3 shows the transmission schedule produced by edge colouring the graph in Fig. 2 assuming W 2 N.
Since edge colouring bipartite multigraphs produces collision free transmission schedules, the problem now is to find a suitable algorithm that computes optimal colouring. 
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Optimal colourbg is desirable, as it does not impose any extra or unnecessary length to the frame. Let A denotes the maximum degree of G. It is well known that the chromatic index x of G is equal to A, i.e., A = x [6]. As such, an optimal colouring of a bipartite multigraph is A-colouring.
There 
C. Implementation
A major factor which must be considered for implementing the proposed scheduling algorithm is that the algorithm should use O(M) processors in parallel. As such, it is important to ensure the number of packets, M selected in each cycle of scheduling is bounded as the number of processors in a parallel computer is fixed. Two variations of the algorithm have been studied here, namely, the variable h e size (VFS) scheme and the limited frame size (LFS) scheme.
The VFS scheme selects a fured number of packets, say k packets from each node in each cycle of scheduling, thus M S Wv. All these packets are scheduled by the scheduling algorithm. This scheme allows each node to transmit k k packets in each cycle. Similarly, each node transmits - 
W
In view of the VFS scheme's inability to provide any bandwidth guarantee due to the frame size variability, the LFS scheme is proposed to overcome this problem by ensuring A of the input graph to be bounded. In this scheme, the scheduler still selects k packets from each transmitting node in a cycle of scheduling. Besides, it also ensures that a maximum of k packets to each receiving node, thus A = k. This can be easily done by maintaining a transmitter counter and receiver counter for each node. When a packet is selected, the appropriate counters are increased by one. A packet will not be selected if the counter has already reached the maximum limit of k. As with the VFS scheme, the total number of packets selected in each cycle is also bounded to kN. In this scheme, the N input graphs are always k-colourable, thus f 2 k-, and the W maximum frame size, fmax of LFS scheme is k-.
N W
Since the frame size is bounded, the LFS scheme can be used to provide bandwidth guarantee to the nodes. Packet selection process is performed by the scheduler in two passes. In the first pass, those packets from the nodes with reserved bandwidth are selected. In the second pass, all others packets are considered at best effort basis as long as the transmitter and receiver counters still less than k.
Such a selection ensures all packets with reserved bandwidth are considered while the remaining bandwidth is used for other packets. This bandwidth reservation scheme allows VCs to enjoy a steady transmission, but if they miss a transmission opportunity due to idleness, no future compensation is given.
SIMULATION MODEL
The simulation model used to investigate the performance of the proposed scheduling algorithm is written using standard C language and executed on a Pentium I1 350 Mhz personal computer. The parameters used in the simulation are divided into two categories, namely, the system parameters and performance metrics.
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A. System Parameters The network consists of N = 100 nodes. Each node has an individual buffer of 50 packets. In each cycle, k10 packets are selected from each node for scheduling. The number of data channel, W is fixed at 20. The minimum frame size is 10 time slots, which is assumed to be the minimum time needed for packets selection and scheduling processes. The transmission speed of each data channel is assumed to be 1 Gb/s. Both VFS and LFS schemes are considered individual for performance evaluation. Two different traffic arrival patterns are considered for the simulation and given as follows:
Bernoulli traffic In each time slot, one packet may arrive independently from the previous arrival with probability 8. The probability p is varied to generate different arrival rates. Bemoulli traffic is suitable to represent nonbursty nature of traffic load.
2-state traffic
Each node may be in one of two states, which is bursting or resting state. While in the bursting state, a packet arrives at every time slot for the duration of its burst length, and then it changes state to resting. The burst length is varied exponentially and its average is chosen to equal to k. All packets generated in a bursting state are designated to the same receiving node. While in the resting state, no packet arrives. The state transition probability from resting to bursting is determined by the average burst length and p, where p is varied to generate different arrival rates.
1) Packet Loss Probability
A packet arrives from the higher layers is stored in the buffer of the node before transmission. Packet loss probability refers to the possibility that the packet is unable to be stored in the buffer due to the finite buffer space, and consequently, the packet is discarded. Thus, the packet loss probability is obtained by dividing the total number of packet lost with the total number of packets generated for the duration of the simulation.
2) Channel Utilisation Channel utilisation refers to the percentage of a data channel is used for data transmission. The channel utilisation is measured as the percentage of the number of packets been scheduled divided by the number of time slots and W for the duration of the simulation.
IV. RESULTS A N D DISCUSSIONS
The VFS and LFS schemes are simulated for different traffic pattems and arrival rates. The simulation results are then compared to adjudicate the suitability of the schemes for a particular network condition. The results show that the LFS scheme has higher utilisation rates compared to the VFS scheme, especially during high loads for all traffic pattems. At lower loads, the number of packets in the buffer of the nodes are limited. As such, when the scheduler When the LFS scheme is considered for the simulation, different rates of reserved bandwidth can be adopted. The reserved packets arrive according to the reserved rates adopted.
The total arrival rate per node (inclusive of reserved and non-reserved traffic) is chosen from the range of zero to the fair ofthe network CaPacity, i.e., ; Packets Per time schedules for transmission, it may not have enough requests to fill the frame. Therefore, the impact of the frame size was not seen and the performances of the two schemes are identical. However, when a node's arrival rate is increased close to its fair share of the network capacity, the VFS scheme begins to lag as compared to the LFS scheme. At heavy loads, due to the variability of the frame size for the VFS scheme, it tries to accommodate as many packets as possible in a cycle. Consequently, its cycle becomes longer W 1* slots. For instance, if the data channel has a data rate of 1 Gb/s and W = 20, thus the arrival rate could be varied from zero to 200 Mb/s per node. An arrival rate higher than this range is not considered, as the total arrival rate will exceed the network capacity. and packets start to fill up the buffer space. Thus, when buffer is full, packet would be dropped, contributing to lower utilisation. As for the LFS scheme, even at higher loads, the frame size is limited. Because of such nature, the scheduler would be able to schedule faster than the VFS scheme. Therefore. it will able to transmit more packets within the same interval, and consequently, results &higher network utilisation. It can be seen in the plots that the LFS scheme enables more than 85% of network utilisation for any traffic pattern. It is evident that this scheme only spends minimal bandwidth for the overhead processing.
B. Performance Metrics
For any choice of the control parameters, the simulation is repeated for at least 400 cycles, where the results from the fxst 200 cycles are discarded to eliminate transient effect. The performance metrics are obtained from the results of the second 200 cycles. The following are the performance metrics considered in the simulations. . . . Q . . VFS scheme + LFS scheme loads for all types of simulated traffic. It can be seen in those plots that for the LFS scheme,. the packet loss probability is close to zero for most of the arrival rates. It starts to increase exponentially only when the arrival rate reaches more than 80% of the network capacity. These results are consistent with the previous results. As a matter of fact, the packet loss probability metric is inversely related to the utilisation metric presented earlier. Fig. 9 shows the packet loss probability of the LFS scheme against different ratios of reserved traffic. The figure presents results of three different scenarios. In the first scenario, only reserved traffic is considered, and the results show that the LFS scheme is able to guarantee any level of bandwidth guarantee without packet loss. This is due to the nature of the scheme, where the reserved bandwidth never exceed k packets for each node in a cycle. Therefore, it enables all the reserved packets to be served in each cycle.
In the second and third scenarios, Bernoulli and 2-state traffic, respectively, are considered to fill up the unused . .Q VFS scheme -LFS scheme bandwidth. The total packet arrival rate per node, inclusive of reserved and non-reserved traffic, is kept at 200 Mb/s. The results show that the packet loss probabilities of both traffic patterns are similar when the percentage of reserved bandwidth is high. This is because of the high priority given to the reserved traffic. When the percentage of reserved bandwidth reduces to 20% and lower, the packet loss probability of the Bernoulli traffic starts to reduce significantly due to the non-bursty nature of the Bernoulli traffic. Meanwhile, the reserved traffic in the second and third scenarios again enjoyed transmission without packet loss. This is due to the nature of two-pass packet selection process where all reserved packets are selected before the other packets.
V. CONCLUSION
In this paper, a fast scheduling algorithm for WDM optical networks has been proposed. The algorithm models the traffic requests of the networks into a bipartite multigraph before the edge colouring technique is applied to the graph to produce the transmission schedule, which is free from collision due to the nature of edge colouring.
Two variations of the implementation of the algorithm have been proposed. The VFS scheme is simple, but supports only best effort transmissions. Due to the simplicity of its processing, this scheme is useful when the scheduler's processing time is a critical factor. Meanwhile, the LFS scheme ensures that the frame size of the transmission schedule is bounded, thus enabling it to support bandwidth guarantee to the nodes up to a node's fair share of the network capacity. This feature may be used to support QoS categories that require guaranteed bandwidth, such as constant bit rate (CBR) in asynchronous transfer mode (ATM) service. Besides, the two-pass packet selection process of the LFS scheme is designed to enable the nonreserved bandwidth for best effort transmission, similar to the unspecified bit rate (UBR) QoS category, where the packet loss probability is not critical. The algorithm have small running time complexity, which is O(M log2 N ) in serial. Moreover, the algorithm can be executed on a parallel computer, which would improve the time complexity to o(10g' N ) in parallel using O(M) processors.
The simulation results show that the LFS scheme performs better than the VFS scheme in terms of channel utilisation and packet loss probability for all the simulated traffic patterns, especially at heavy loads. The VFS scheme can maintain almost zero packet losses up to 50% of traffic arrival rate. While the LFS scheme is able to maintain similar performance up to more than 80% of traffic arrival rate. The LFS scheme spends minimal bandwidth on the overhead processing and enables more than 85% of network capacity to be used for data transmission for all the traffic patterns.
