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Abstract 
Let I be a closed interval and f : I - I be continuous. We investigate the structure of the 
inverse limit space lim{l. j’} which contains no indecomposable subcontinuum. In particular, we 
show that the set of nondegenerate maximal nowhere dense subcontinua of lim{l, f} is finite if f 
is piecewise monotone with zero topological entropy. Applying the above result, we show that if 
,f : I + I is piecewise monotone, then the following statements are equivalent: 
(I) lim{l, f} contains no indecomposable subcontinuum. 
(2) The topological entropy of f is zero. 
(3) lim{l, f} is Suslinean. 
(4) Each homeomorphism of lim{I, f} has zero topological entropy. 
We also show how the order of lim{I. f} is dependent on the set of periods of f when f is 
piecewise monotone with zero topological entropy. 0 1999 Published by Elsevier Science B.V. All 
rights reserved. 
Krywrds: Inverse limit space; Kuratowski function; Suslinean continuum; Layers of a 
hereditarily decomposable chainable continuum; Topological entropy 
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1. Introduction 
The inverse limit space lim{X. f} often appears as an attractor of a differentiable 
dynamical system on a manifold [ 191, where X is a branched manifold and f : X + X 
is continuous. When the attractor is one-dimensional, X will be a finite graph. 
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In recent years it has become apparent that the topological structure of the inverse 
limit space lim{X, f} IS very much related to the dynamical properties of f, where 
X is a finite graph and f l C(X,X). Let I be a closed interval and f E C(I, 1). 
Barge and Martin showed in [2] that if the topological entropy of f is positive, then 
lim(1, .f} contains an indecomposable subcontinuum (see [8] and [20] for other proofs). 
If f is piecewise monotone and the topological entropy of f is zero, then lim{l, f} is 
a hereditarily decomposable continuum [2,1]. These results have been proved to be true 
for a piecewise monotone map of a finite graph by Barge and Diamond in [l]. Some 
other related results can be found in [3] and [16]. 
We are interested in the following question: give conditions on chainable continua 
A{ which imply that each homeomorphism of n/l has zero topological entropy. As there 
exists a homeomorphism on the pseudoarc with positive topological entropy [9,12], it 
seems that ill being hereditarily decomposabIe is a suitable condition (see [7, p. 1781 for 
a question of Barge and see [ 1 l] for some background). It has been shown that if JV is 
Suslinean, then each homeomorphism of JJ has zero topological entropy [20] and each 
induced homeomorphism of a hereditarily decomposable chainable continuum has zero 
topological entropy [21]. Recently Block and Keesling [5] proved that if f E C(I,1) is 
piecewise monotone and the set of periods of f is finite, then each homeomorphism of 
lim{ 1: f} has zero topological entropy. 
Let I be a closed interval and f : I + I be continuous. We investigate the structure of 
the inverse limit space lim{l, f} which contains no indecomposable subcontinuum. In 
particular, we show that the set of nondegenerate maximal nowhere dense subcontinua 
of lim{l,f} is finite if f is piecewise monotone with zero topological entropy (Theo- 
rem 4.3). Applying the above result, we show the main result of the paper (Theorem 4.8) 
which states that if f : I -+ I is piecewise monotone, then the following statements are 
equivalent: 
(1) lim{l, f} contains no indecomposable subcontinuum. 
(2) The topological entropy of f is zero. 
(3) lim{l, f} is Suslinean. 
(4) Each homeomorphism of lim(1, f} has zero topological entropy. 
Hence our result on the topological entropy of homeomorphisms of lim{l, f} with 
f piecewise monotone and having zero topological entropy extends the main result of 
[5], since if the set of periods of a continuous map of I is finite then the topologi- 
cal entropy of f is zero [ 131. Note that the equivalence of (1) and (2) in the main 
result is known [l], but here we get a more precise description of the topological 
structure of the inverse limit space lim{l, f} which may be useful in other settings 
as well. 
Furthermore, we show how the order of lim{l, f} is dependent on the set of periods 
of f when f is piecewise monotone with zero topological entropy (Theorem 4.9 and 
Corollary 4.10). 
The text is organized as follows. In Section 2 we give some necessary notions and 
lemmas. In Section 3 we discuss the structure of inverse limit space lim{l, f} which is 
hereditarily decomposable. In the last section we prove the main result of the paper. 
IO7 
2. Preliminaries 
In this section we shall give some notions and some basic lemmas. We start with the 
definition of inverse limit space. 
Let X, be a compact metric space and .fi : X,+t + X, be continuous for each i 3 I. 
The inverse limit space lim{X,. fl} is the subspace of n;“=, X, defined by 
lim{X,,f,} = 
i 
(.I:IQ...) t fix,: f,(.r;+t) = .ri. i>l 
!=I I 
The ith projection from lim{ X,. fi} to Xi defined by p, (.ct ~2 . .) = z, will be denoted 
by ljr, i 3 1. Note that p7 = fZ o pi+ 1 for each i 3 1. When X, = X and f, = f for each 
i, we denote lim{Xi, fl} by lim{X, f} and the homeomorphism on lim{X, f} induced 
by ,f as follows by f^: f*(,ct.~ .) = (f(.r1).r1.~ .) for each (,rl.rz. .) E lim{X. f}. 
Note that p, o f? = j’ o pi, i E IV. 
By a continuum we mean a compact metric space. A continuum is Suslineun if each 
collection of its pairwise disjoint nondegenerate subcontinua is countable. Note that a 
Suslinean continuum is hereditarily decomposable. A continuum M is said to be chain- 
able if Al = lim{I. fi}, w h ere I is a closed interval and f, : I + I is continuous, i 3 1. 
For the basic properties of chainable continua we refer to [ 151 and also we shall assume 
some familiarity with Chapter V of [IO]. Let AI be a continuum and 2, ;1/ E AI. We say 
that Al is irreducible between .c and !/ if no proper subcontinuum of M contains .I’ and 
y. Let AI be a hereditarily decomposable continuum irreducible between two points c1 
and 0. Then there is a continuous map 9 (not unique) from AI onto [0, 1] with g(n) = 0, 
g(h) = 1 and 9-‘(t) a maximal nowhere dense subcontinuum for each f E [O. I]. We 
shall call each such 9 a Kurutowski~utlction for AI. Subcontinua !J- ’ (t) are called lnvecs 
of AI; !I-’ (0) and y-’ ( 1) are called end layers of AI; the other layers are called itlterior 
luycs. Note that though the Kuratowski function is not unique. the decomposition of 
AI into maximal nowhere dense subcontinua is unique. Hence when we refer to a Ku- 
ratowski function, it means that a particular function is chosen. If .I: and .I/ are points of 
AI, we denote by [x> y] a continuum irreducible between .I’ and ;y. Denote [:r, w] minus 
its end layers by (:I;> 9). When Al is chainable, [:E, 1~1 will be unique [ 171. 
Define Vu to be {M}. If (I = B + 1, then V,, will consist of degenerate elements of 
V,, and the layers of the nondegenerate elements of ‘&. For a limit ordinal ~1, define 
VD,, to be the set consisting of the intersections n,,_ D,,. where D,3 E V)A. For each 
ordinal number Q, denote the collection of all nondegenerate lements of V,, by Vo,y’,. 
Sometimes to emphasize the dependence of VD,, on A/, we shall write V,, (At) (ID,“” (AI)) 
instead of VD,, (VEL). 
For every z E Al, denote by VD,(z) the element of V<, containing L. It was proved in 
[ 141 that there is a countable r so that V,(Z) is {z} f or every .c E AI. The minimal such T 
will be called the Order of M and will be denoted by Order(M). Note that if 4 : AI + 12; 
is a homeomorphism then V<,(N) = {4(A): A E V,(M)} and Order(Al) = Order(N). 
Let X be a compact metric space. We denote the collection of all continuous maps of 
X by C(X, X). For f E C(X. X), the set of periodic points of .f’. the set of periods of 
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periodic points of f, and the set of nonwandering points of f will be denoted by p(f), 
Per(f), and n(f), respectively. Note that p(f) = p(fn) for each n E N but it may 
happen that Q(f) # 0(f”) f or some n > 1. For x E X, the orbit of x, denoted by 
O(x,f), is the set {x,f(x),f2(x):. .}. A c X is said to be invariant under f provided 
that f(A) c A. The a-limit set of x, denoted by cx(x, f), is the collection of points 
y of X with y = lirn~,,~, where x,,~ E f-“%(x) with ni strictly increasing. Note that 
o(z) f) c Q(f) if f IS a h omeomorphism. Furthermore the topological entropy off will 
be denoted by h(f). See [ 181 for the definition and basic properties of the topological 
entropy. 
In the rest of this section, we shall state or prove some lemmas which will be used in 
the following sections. Lemma 2.1 is a part of Theorem 2.4 of [20] and Lemma 2.5 is a 
part of Theorem 3.2 of [20]. 
Lemma 2.1. Let M be a hereditarily decomposable chainable continuum and F be a 
homeomorphism of M. There is a homeomorphism G of I such that G o g = g o F, 
where g is a Kuratowski function for M. Consequently for each layer L of M with 
L n R(F) # 0, we have either F(L) = L or there is another layer L’ of M such that 
F(L) = L’ and F(L’) = L with L’ n L = 0. 
Remark 2.2. Let M be a hereditarily decomposable chainable continuum and F be 
a homeomorphism of M. Then using Lemma 2.1, it is easy to prove that Per(F) = 
{1,2,22 . . . . }or{1,2 . . . . . 2n}forsomenENU{O}. 
Remark 2.3. Let M be a hereditarily decomposable chainable continuum and F be a 
homeomorphism of M. Then for each n E N and each A E D,(M) with An I’(F) # 8, 
we have that F2” (A) = A. 
Corollary 2.4. Let M be a hereditarily decomposable chainable continuum. IfOrder 
= n is finite, then Per(F) c { 1,2, 22, . ,2”} f or each homeomorphism F of Ad. 
Consequently, if Per(F) = { 1,2, . . . , 2”) for some n E N and some homeomorphism F 
of Ad, then Order(M) 3 n and if Per(F) = { 1,2, . . .} for some homeomorphism F of 
M, then Order(M) > WO, where wo is the$rst transfinite ordinal number: 
Proof. We use induction to prove that if Order(M) = n is finite then Per(F) C { 1: 
2,22,. . . ,2”} for each homeomorphism F of M. 
If n = 1, then M is homeomorphic to the unit interval. Hence Per(F) c { 1,2} for 
each homeomorphism of M. 
Now assume that if 1 6 i < n - 1 and Order(M) = i, then Per(F) C { 1,2, . . . ! 2’) 
for each homeomorphism F of M. Let M be a hereditarily decomposable chainable 
continuum with Order(M) = n and F be a homeomorphism of M. It is easy to see that 
Per(F) c (11” WAED,,A”P(F)~0 Per( F2 IA)) by Lemma 2.1. As A is a hereditarily 
decomposable chainable continuum with Order(A) < n - 1 for each A E 231, we have 
that Per(F2/A) c { 1,2,. ,2”-‘} for each A E 231 by our assumption. It follows that 
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Per(F) c { 1,2, . . : 2”). The other statements of the corollary follow immediately by 
what we have proved. This ends the proof. 0 
Lemma 2.5 (Theorem 3.2 of [20]). Let Ikl be a hereditarily decomposable chainable 
continuum. (f Al is Suslinean then each homeomorphism of 121 has zero topological 
entropy. 
Lemma 2.6 is an elementary result in continuum theory. See Lemma 2.6 of 11.51 for a 
proof. Lemma 2.7 is easy to check. 
Lemma 2.6, For each i E N, let X, be a compact metric space and fi : Xi+! + X, 
be continuous. (f A is a compact subset sf the inverse limit .space of lim{X,. fi}, then 
A = lim{p,(A), fi(p2(A)}. 
Lemma 2.7. For each i E W, let X, be a compact metric space and fi : Xi+, + X, 
be continuous. If A, Ai are compact subsets of the inverse limit space lim{Xi, fi} with 
A,+, c A, and A = nz, A,, then p,(A) = nz_, p,,(A,)for each j 3 1. 
3. The general case 
Our standing assumption in this section is that: I is a closed interval and f : I 4 I 
is continuous with lim{l, f } hereditarily decomposable. For simplicity in the rest of the 
paper, we shall use V$ to denote the set of elements of DEL(lim{l: f}) with nonempty 
intersection with P(f) f or each ordinal number cy < wg, where wa is the first transfinite 
ordinal number and V&, to denote the set of elements A of V$L(lim{l, f}) with A = 
n’“=, A,, Ai E V;. 
Lemma 3.1. For each A E Vi, either A = lim{pi (A), flpl (A)} with f (pi (A)) = pl (A) 
and pl (A) nondegenerate or there is B E V{ with A n B = v) such that 
(1) A=lim{C,,f(Ci} withCi=pI(A) if’disoddandC,=pl(B) ifiisevenand 
B = lim{Di, f 1D2} with D, = pl (B) if i is odd and Df = pl (A) if i is even. 
(2) PI (A) ~PI (B) = 0, f (m (A)) = PI (Bh f Cm (B)) = PI (A) and m (A). PI(B) are 
nondegenerate. 
Proof. As f is a homeomorphism of lim{ I, f }, we know that either f(A) = A or there 
is B E Vi with An B = 8 and f(A) = B, f(B) = A. 
If f(A) = A, then f(pi(A)) = pi(.f(A)) = pi(A) for each i E RI. As p, = f o p,+l, 
we have that p,(A) = f (pi+1 (A)) = P~+I (A) f or each i E W. This implies that pi (A) is 
nondegenerate since A is nondegenerate. It follows from Lemma 2.6 that 
A = lim {PI (4, flm (A)}. 
If f(A) # A, then f(A) = B and f(B) = A with A n B = 8. This implies that 
f@,(A)) = p,(B) and f@,(B)) = pi(A). As p, = f 0 P~+I, we have that p,+z(A) = 
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n(A), n+2(B) = n(B), R+I(A) = pi(B) and pi+](B) = p,(A) for each i 3 1, 
hence PI(A) and PI(B) are nondegenerate. If pi(A) n pl (B) # 0 then lim{pi(A) n 
PI(B), .!+I (A) n PI (WI # 0 . 1s a subcontinuum of A and B (as f(p, (A) n pl (I?)) c 
p,(A) np,(B), A = lim{pi(A),&(A)} and B = lim{pi(B),flpi(B)}), contradicting 
the fact that AnB = 0. Hence we have that pl(A)npl(B) = 0 and A = lim{C,,flCL} 
with Ci = pi(A) if i is odd and C, = pi(B) if i is even, and B = lim{Di,flDi} 
with Cti = pi(B) if i is odd and Di = pt (A) if 1; is even by Lemma 2.6. This ends the 
proof. 0 
Remark 3.2. Let A c lim{l, .f} b e a subcontinuum with f(A) = A. Then A = 
lim{pi(A);flpi(A)}. Furthermore, if A is nondegenerate, then pi(A) is nondegener- 
ate. 
In the sequel, for each n E IV, we shall use & to denote the homeomorphism 
from lim{l,f} to lim{1,f2’) defined by (&(z)), = ZIJ(,_~)~~+~, i > 1, for each 
2 = (~1x2 . .) E lim{l, f}. Note that 4, o f2,, = 7 o &. 
Lemma 3.3. For each n E N and each pair A, A’ E DO:, with A n A’ = 0, we have 
pj (A) n pj (A’) = 0 for each j E IV. 
Proof. Using pJ = f op3+i, it is checked that p,(A) = pl o f^-J+‘(A) for each A E ID,:, 
and j > 1. Hence it is enough to show that for each n E N and each pair A, A’ E IDO:, 
with A n A’ = 0, we have pl (A) n pl (A’) = 0. 
For each A E ID;, we have F(&(A)) = &(pVL(A)) = q&(A) (Remark 2.3) and 
&(A) = lim{pt (A), f2n IPI (A)} (R emark 3.2). Hence we only need to show that if 
f E C(I, I) with lim{l: f} hereditarily decomposable and f(A) = A for each A E Vi, 
then for each pair A. A’ E Di with A n A’ = 0 we have pl (A) n pl (A’) = 0. 
As A = lim{pl(A).flpi(A)} and A’ = lim(pl(A’),flp~(A’)}, if m(A) nm(A’) # 
0 then 8 # lim{pr (A) n pl (A’): flpl (A) n pl (A’)} c A n A’, a contradiction. Thus 
pt (A) n PI (A’) = 0. This ends the proof. 0 
We omit the proof of the following simple fact (using induction and Lemma 2.1 and 
Lemma 3.3) and keep the notation throughout this paper. 
Lemma 3.4. Let n E W and Do:, # 0 fur some n E N. Let Ai E Vi (1 < i < n) with 
Ai+l C Ai (1 < i < n - l), Ai = {f^J(A,): 1 < j < 2’) and a, = Card(A,) for each 
1 6 i < n. Then the following statements hold: 
(a) For each 1 < i < n, there is j(i) such that ,4i, = {A,, f^(Ai), . . , f^2”7’P1(Ai)} 
with f^2J(‘)(Ai) = Ai, f^j~(A,~) n fi(A,) = 0 if 1 < jl < j, < 2jfz) and 
f(pl (f^‘(Ai))) = pl (f^‘+‘(mod2”“))(A7)) if 1 < I ,< 2j(‘). Hence 2J(“) E Per(f). 
(b) a,+ I = c,ai with ci = 1 or 2 und hence euch ai is u power of 2 for each I < i < n. 
Furthermore, a, = a,+~ for some I < i < n - I if and only iffor each A E A,+ 1 
we have fat(A) = A. 
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With the above preparation, we can show the main result of this section. 
Theorem 3.5. For each pair A. B E VL,,, with A n B = 0, we have p,, (A) il pj (B) = 0 
for each j E N and Vk is a countable set ,ftir each n < ~‘0. Consequently, if A E VL,, 
with p(A) # il,f or each n E Z, then P,~ (A) n pk ( x4) = 0 ,fi>r each j # k E W. 
Proof. By Lemma 3.3, we know that Do:, is a countable set for each 71 E W. 
For each A E VL,,, there are A,, E V;, such that ATT+, c A,, and A = nz, A,. 
Hence for each n E W, there are A,, 11 ..;,, E Vk with i,, E (0. l}, 1 < j < 71, such that 
.f permutes the set A,, = {A,, Lz...j,, : i,, E (0. l}. 1 < j < n} and A = nz=, A,,,? . ...,, 
for some (iliz. .) E C. Note that it may happen that limnix Card(d,,) < x. 
By Lemma 2.6, A = lim{pi(A). fip,(A)} with p,,,(A) nondegenerate for some ‘io = 
io(A) as A is nondegenerate. 
Now let A. B E Vk,,, with A # B. We claim that pJ (A) n pJ (B) = 0 for all j > 1. 
Assume the contrary, that is, there is j t N with I_‘,, (A)np, (B) # 0. Hence by Lemma 2.7 
we have 
‘x. cx. 
n P,A&--.~,)~ n Tj#h2 ..J # 8. 
,I= I 71, = I 
It follows that pj(Ai,;?...i,,) fl pJ(B,,iz...i,,) # 0 f or each n 3 1. By Lemma 3.3, we get 
that A;, L2...;, = Bi,i?...i,, for each n E W. This implies that A = B, a contradiction. The 
claim is proved. 
For each A E V&,, we have pj+,, (B) = pj+n(.P(A)) = ,fn~J+n(A) = pj(A) if 
B = f^‘“(A) with n > 0 and p_,I(A) = p,(B) if B = f’“(A) with n < 0. Hence if 
-4. B E Vk(, with A # fn (B) f or each n E Z, then p,)(A) npk (B) = 0 for each j. k > 1. 
We write 
where O(A:f^) = {f”(A): n E Z}. Define 
b: {O(A, f): A E DkII} 4 {pi,,(A): A E D;,,} 
by i(O(A>.f)) = p,,,(A) f or each A E V:,,. By what we have proved, we know that 
the elements of (pz-,(A): A t VO;,,} are pairwise disjoint and hence d is injective and 
surjective. This implies that VL,,, is a countable set. 0 
4. The piecewise monotone case 
Let I be a closed interval and f E C(I, I). We say that f is piecewise monotone if I 
is the union of finitely many intervals on each of which f is either strictly increasing or 
strictly decreasing. A point of t E I is said to be a turning point of f if in every open 
interval containing t, the map f is neither strictly increasing nor strictly decreasing. We 
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use Cf to denote the set of turning points of f and T(f) to denote the number of turning 
points of f. We recall that if f : I + I is piecewise monotone with zero topological 
entropy, then lim{I, f> is hereditarily decomposable [2,1] and Per(f) c { 1,2, 22,. . .} 
[ 131. Our purpose in this section is to prove that if f : I + I is piecewise monotone with 
zero topological entropy, then lim{I, f} is Suslinean and then get the main result of the 
paper. To do this, first we shall strengthen Theorem 3.5. Let us begin with an elementary 
lemma. 
Lemma 4.1. Let hI be a hereditarily decomposable chainable continuum and g : M + 
[0, I] be the Kuratowski function for M. If J is a subcontinuum of M homeomorphic 
to the unit interval, then either J is nowhere dense or J = [x:, ;y] with g(s) # g(v), the 
sets 9-l (g(x))> g-’ (g(y)) are subintervals of J, each of which contains an end point 
of J, and J \ C’(d~) U Y(YY>) zs an open subset of M which is homeomorphic to the 
real line. 
Proof. Note that if J has nonempty interior, then J = [x, y] with g(x) # g(y). Then the 
statement of the theorem follows easily from the fact that for each pair a, b E J, [u. h] is 
the segment joining u, and b. 0 
Theorem 4.2. Let f : I + I be piecewise monotone with zero topological entropy. Then 
D{ is a$nite set. 
Proof. As lim{I, f} is homeomorphic to lim{I, f2}, Card(D{) = Card(D{ (lim{I, f2})). 
Thus without loss of generality, we assume that each element of D{ is invariant under f^. 
Assume the contrary, that is, ;Di is not a finite set. Then there are pairwise disjoint 
elements Ai E 23;) 1 < % < ZQ such that f];r-)i (Ai) contains no turning point of f. That 
is, f]pi (Ai) is a homeomorphism for each i E N. Note that there are at most finitely 
many % such that f]pl(A,) IS orientation reversing. Thus we may assume that f]pr (AZ) 
is orientation preserving for each % > 1. 
Let PI(&) = [al,h] f or each i > 1 and without loss of generality, assume that 
ai < b, < a2 < b2 < . . . and lim ni = a. It is easy to see that a,i, b, are fixed points 
of f for each i 3 1 and f (0,) = (L. Note that there is l;u such that [uill) u) n Cf = 0. 
Hence f ] [a,,, j u] is a homeomorphism. This implies that J = lim{ [a,,, CL]: f/ [ui,, . u]} is a 
subcontinuum of lim{I, f} homeomorphic to the unit interval. As Ai E D{ and Ai c J 
for each i > ia, it follows that J contains infinitely many elements of D{, contradicting 
Lemma 4.1. Hence we get that D{ is a finite set. This ends the proof. 0 
Theorem 4.3. Let f : I -+ I be piecewise monotone with zero topological entropy. Then 
Vo;“” = Vi. Hence each component of lim{I, f} \ lJAEDD; A is a ray or a real line. 
Proof. Assume the contrary. That is, there exists A E D’;“” \V{. Then {f’“(A)},,z are 
pairwise disjoint, since if this is not the case then there is no E N with A = f”“(A), and 
consequently A n P(f) # 0 (A has the fixed point property). 
Let 2 = (IC,X;~. .) E A and y t a(~, f^) c L?(f) as $ is a homeomorphism. Assume 
that y = limf^--“,+’ (2) for some strictly increasing sequence rb, of N. Set zr = pi(y). 
Then s = lim.r..z. Let g : lim{ I. f} + I be a Kuratowski function for lim(1, f’). If 
g-‘(g(y)) is degenerate, then y is a periodic point of f^, and it follows that x is a 
periodic point of f. If 9-l (g(y)) is not degenerate, then there is B E D{ with y E B 
such that :r E pi (B) Up, (f(B)) by Lemmas 2. I and 3.1. If O(II:. ,f) is an infinite subset 
of I, then there is some rr) E W such that f”‘(.l:) E int(yl (L3) U p~(f^(B))), since the 
number of the boundary points of pt (B) U /),I (f(B)) I- S at most 4. This implies that 
J,L E PI(B) u PI (f(B)) f or each i, as the last set is invariant under f. It follows that 
A n (B u .f(B)) # 8, a contradiction. Hence O(s, f) is a finite subset of I. 
Let r/ E N with f”(z) E P(f) and rl: = TJ~~-1). Then limz,,: = limf’“(.rn,) = f”(.~.). 
Assume that the period of f’“(z) is 2”’ and 7,: = k,2”‘+1’i with 0 < I‘, < 2”“- I. Without 
loss of generality suppose that ‘r, = r for each if 3 1. This implies that IC~,?~~~ +,. converges 
to some periodic point of f with period 2”‘. As d,,, (.ri .rl . .) = (:LIQ~~~ +,.c?znL+l .) 
and cy~~~~(A) E D~L(lim{l~f2”‘}) \ D{(lim{l.f”“}) (see the definition of &i,n below 
Remark 3.2), we may assume that lim x,(, = .1: which is a fixed point of f. 
As .f is piecewise monotone, there is ~1 > 0 such that (s, x + E,] n Cf = 8. Without 
loss of generality, we assume that :c,,% 3 :I: for % large enough. We claim that fi [x, .r~: + ~11 
is decreasing. 
Assume that f I[. ,, 7’ 5 + E,] is increasing. Then we have the following possibilities: 
(1) there is a fixed point p t (J;~ :L: + F,] or f(z) > 3 for each z t (.c\ .t + ~11: 
(2) x < f(z) < z for each z E (,r> .I’ + E,]. 
In the first situation, let 
where (1 = p if there is a fixed point p of f with p E (x, .r: + EI] and y = 1c + E 1 otherwise. 
It is obvious that .I is homeomorphic to the unit interval. If f(1 \ (.r. y]) > [:x, II’ + E] 
for some 0 < 3 < q then J is nowhere dense. As (XI:. .) E .I there is C E Vi with 
,f^(C) = C, and ,J c C. Hence f@r(C)) = PI(C). This implies that x2 E ,)1(C) for 
each i > 1. Hence (zr~...) E CnA, and C = A, a contradiction, since An P(f) = 0. 
Thus we assume that f(1 \ (.c>q]) n (z,ql) = 0 f or some 3: < q1 < q. This implies 
that .c, E [:r. q,] for I 3 ‘ml, and hence f-‘( (A) n K # 0 for i 3 ml, contradicting 
Lemma 4.1, since K is homeomorphic to the unit interval, where h’ = lim{ K,. fl1<,+, } 
with h’i = (,fI [xz, q,])-“+’ ([x. yl]). 
In the second situation, for each j > 1, there is i(,j) E W such that 
.I‘ < *I’,, = .p -3 (T,L& ) < J’n, for each i > i(j). 
It follows that .r3 = 5, :j 3 1, contradicting the assumption that .4 n P(f) = Cn. 
Hence we get that f] [x. .c + E,] is decreasing. Thus lim .cTL, _I = 2 with x,,~ _i < :x’. 
By the same reasoning, there is E? > 0 such that f] [J: - ~2, X] is decreasing. Then there 
is z > 0 with f’l[.r - E,Z + E] Increasing. By choosing a subsequence of x,,, and the 
fact that lim{l. f} is homeomorphic to lim(1: f’}, we get contradictions as in (1) and 
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(2). Hence we have proved that Vi = V, NL The other statement of the theorem follows . 
easily by this fact. This ends the proof of the theorem. 0 
The following lemma is important for us giving the upper bound of the Order of 
lim{l,f} d h an s owing that lim{I, f} is Suslinean provided that f : I + 1 is piecewise 
monotone with zero topological entropy. Recall that T(f) stands for the number of 
turning points of f. 
Lemma 4.4. Let f : I + I be piecewise monotone and surjective with zero topological 
entropy. IfA E 27; with f(A) = A and T(fIpl (A)) = T(f), thenfor each nondegenerate 
layer I3 of A with f(B) = B, we have T(flpl(B)) < T(f). 
Proof. Without loss of generality, we assume that I = [0, 11. 
Let pt (A) = [a, b] with 0 < a < b 6 1. Then f([a, b]) = [a! b] (Lemma 3.1). We have 
the following three cases. 
Case 1: 0 = a < b < 1. In this case, we have f( 1) = 1 as f is surjective and 
T(f) = T(flp,(A)). If f(b) = 0, then b is a turning point of f and is not a turning 
point of flm (A), contradicting the assumption T(f) = T(flpl(A)). If f(b) = b, then 
f-‘([a,b]) = [a b], A 1s not nowhere dense since A = lim{[a, b], fl[a, b]}. That is, 
0 < f(b) < b. 
Case 2: 0 < a < b = 1. In this case, we have f(0) = 0 and 1 > f(u) > a. 
Case 3: 0 < n < b < 1. In this case, we have either f(0) = 0 and f(1) = 1 or 
f(0) = 1 and f(1) = 0 as f . 1s surjective and T(f) = T(flpl(A)). If f(0) = 0 and 
f(1) = 1, then f(a) # b and f(b) # a, since otherwise we have T(f) > T(flpl(A)). 
Furthermore, we have either a < f(o) < b or a < f(b) < b as if this is not the case, 
then f(u) = a and f(b) = b, contradicting the assumption that A is nowhere dense. By 
the same reasoning, if f(0) = 1 and f(1) = 0, then we have either Q < f(u) < b or 
u < f(b) < b. To sum up, we have proved that in Case 3, {a, b} is not an invariant 
subset of f. 
Now let B be a nondegenerate layer of A with f^(B) = B. We want to prove that 
WIPI (WI < Kf). * ssume the contrary, that is, T(f) = T(f]pt (B)). 
It is obvious that pl (B) = f(pt (I?)) and I3 = lim{pl (I?), f]pt (B)}. Let pt (I?) = [c: d] 
with a < c < d < b. We shall apply what we have proved to f]pt (A). 
In Case 1, we could not have c = a = 0 as b is not a fixed point of f. At the same 
time, if d = b, then 0 is a fixed point of f and f(c) > c (applying Case 2 to flpt (A)). 
It is easy to see that the subcontinuum { (~1~2 . . .): zi E [O. c]. i 3 1} c A contains an 
open subset of lim{I. f}, contradicting the assumption that A is nowhere dense. That is, 
d # b. Furthermore we could not have that a < c < d < b as if this is the case, then we 
have f(b) = a or f(b) = b, a contradiction. Hence in Case 1, we proved the lemma. By 
the same reasoning in Case 2, the lemma holds. 
In Case 3, if c = a < d < b, then f(b) = b and c < f(d) < d (applying Case 1 
to f]pt (A)). It is easy to see that lim{ [d: b], flfd, b]} is not nowhere dense in lim{I, f}, 
contradicting the fact that A is nowhere dense. Hence we have c # a. By the same 
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reasoning d # b. That is, 0 < n < c < d < b < 1. Applying Case 3 to fipr (A), {a, b} 
is an invariant subset of f. But according to Case 3, {u$ b} is not an invariant subset of 
f, a contradiction. Hence the lemma holds in Case 3. This ends the proof. 0 
An immediate consequence of Lemma 4.4 is the following: 
Corollary 4.5. Let f : I + I be piecewise monotone with Zero topological entropy. If 
Order(lim(1, f}) > 2 T(f) + 3, then there is A E D&,,,+, such thut f^(A) # A. Hence 
if each periodic point off is a fixed point, then Order(lim(1, f}) < 2T(f) + 2. 
Proof. Assume the contrary, that is for each A E V:,, ,) +, , we have f(A) = A. Hence 
for each 1 6 i < 2T(f) + 1 and each A E D:, we have f(A) = A. Using Lemma 4.4 
repeatedly, we get that T( f Ipt (il)) = 0 for each A E DLTcfj +, , hence A is homeomorphic 
to the unit interval. It follows that Order(lim(1. f}) = 2T(f) + 2, a contradiction. Thus 
there is A E D&,,,+, such that f(A) # A. 
Now assume that each periodic point of f is a fixed point. If Order(lim(1, ,f}) 3 
2T(f) + 3, then there is A E D&,,,+, such that f(A) # A. Hence 2 E Per(f), according 
to (a) of Lemma 3.4. Hence Order(lim(1. f}) < 2T(f) + 2. This ends the proof. 0 
Lemma 4.6. Let f : I + I he piecewise monotone with zero topological entropy. If 
Order(lim(1, f}) 3 wu then 
(1) for each i 3 1, there is A,b E Di such that A,+, c Ai with Order(Ai) > wO; 
(2) lim,,, a, = zc (see not&ion in Lemma 3.4); 
(3) Per(f) = {1,2,2’,...}; 
(4) if D:,, # 8, then for each A E DL,,, we have pi(A) n p, (A) = 0 if i # ,j. 
Consequently, it cannot happen that j’“(A) = A for some A E D:,,. 
Proof. (1) Assume that Order(lim(1. f}) 3 tic). As ‘D{ is a finite set there is Al E D{ 
with Order(At) 3 we. 
Assume that for 1 < i 6 72 (II 3 2) we have found A, E VI with Order(Ai) > ~‘0 such 
that .4j+ I C A,, for 1 6 j 6 n - 1. As A,, is homeomorphic to lim{pt (A,,), f “’ lp, (A,,,)} 
and f*” is piecewise monotone with zero topological entropy, we have that there is 
&+I E Dg+, with &+I c A,, and Order(A,,+r ) 3 wg. Hence we have proved (1). 
(2) We claim that there are %I < i2 < . such that u,, 3 2,’ for each j E N. 
Since Order( A,) >, ~JO for each i 3 1, we have, according to the proof of Corollary 4.5, 
that there is it < 2T(f) + 1 such that ,f^(A,t,) # A,, 
Now assume that there are ir < il.. . < i,, such that a,, 3 2J, 1 < j 6 II. Let 
y = f?‘“, Then AjzTL is homeomorphic to lim{pi (A,,,): gJ 1~1 (Ai,,)} and &,, (A,i,) E 
D$ (Ai,, ). As y is piecewise monotone with zero topological entropy, we have that there 
is j,, < 2T(9) -t 1 such that G(&,, (A,,_)) # o,,, (A,i,,). Then f^“” (AJTLi,,) # A3,Lan. Let 
2nfl = b&l; then air,+, > cl?,, . Hence at,<+, 3 2n,,, > 2”+’ ((b) of Lemma 3.4). This 
implies that lim,i,m ai = 30. 
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(3) To prove Per(f) = {1,2,2*, .}, we note that 2”~ E Per(f) ((a) of Lemma 3.4). 
This implies that Per(f) = { 1,2,2’,. . .} by Remark 2.2. 
(4) Assume that there is A E DL,, with pi(A) n p,(A) # 0 for some i # ,i. As 
pi=fo~~+i,wehavethatA=f^‘“(A)f orsomen>l.LetAiED,withAi+r cAi 
and A = n,“=, Ai. Then ,p(Ai) n A, # 0 since A c A, for each i E N. Hence 
f^“(Ai) = Ai f or each i 3 1. By (b) of Lemma 3.4, we get that {ui} is a bounded 
sequence, a contradiction. This ends the proof. 0 
Theorem 4.7. Let f : I ---) I be piecewise monotone with zero topological entropy. For 
each i E N, Di is a finite set and DL,, is a countable set. Furthermore, for each 
A E D&, A is homeomorphic to the unit interval. Thus lim{I, f } is Suslinian with 
Order(lim{I, f}) < wg + 1. 
Proof. Note that f *” is piecewise monotone with zero topological entropy and lim{ I, f} 
is homeomorphic to lim{I, f’“} for each i > 1. Note also that if A is an invariant subset 
of I under f, then h(flA) = 0. This implies that V& is a finite set for each n E N. 
According to (4) of Lemma 4.6, we have that if A E Z$,,, then 
pj(A) npk(A) = 0 if j # k:. 
As f is piecewise monotone and f(pj+i (A)) = pj(A), there is ja such that pJ (A) n 
T(f) = 0 for each j > jo and pj (A) is nondegenerate. This implies that f-j”(A) is 
homeomorphic to the unit interval, consequently A is homeomorphic to the unit interval 
as f^ is a homeomorphism. Hence Order(lim{I, f}) 6 wg + 1. 
In the rest we show that lim{I, f} is Suslinean. Let C be a set of pairwise disjoint non- 
degenerate subcontinua of lim{I, f}. Note that the set of elements of C with nonempty 
interior in lim{I, .f} IS countable. Using this fact and the fact that lim{I, f} is home- 
omorphic to lim{I, f’“}, we know that for each A E Vg, the set of elements of C 
with nonempty interior in A is countable for each n > 1. As Vi, is finite and for each 
A E D:,,, A is homeomorphic to the unit interval, it can be checked that C is a countable 
set. It follows that lim{I, f} is Suslinean. This ends the proof. 0 
Now we are ready to show the main result of the paper. 
Theorem 4.8. Let f : I + I be piecewise monotone. Then the following statements are 
equivalent: 
(1) lim{ I! f } contains no indecomposable subcontinuum. 
(2) The topological entropy off is zero. 
(3) lim{I; f} is Suslinian. 
(4) Each homeomorphism of lim{I, f} has topological entropy zero. 
Proof. The statement hat (1) implies (2) follows by Theorem 1 of [2] which states that 
if h(f) > 0, then lim{I: f} contains an indecomposable subcontinuum. To prove that 
(2) implies (3) and (3) implies (4) we use Lemmas 4.7 and 2.5, respectively. 
Finally we show that (4) implies (1). As II(~^) = II [6] and f is a homeomorphism 
of lim{l. f}, we have that h(f) = 0. Hence lim{ I. ,f} is a hereditarily decomposable 
chainable continuum [2,1]. This ends the proof of the theorem. 0 
To end the paper, we show the following Theorem 4.9 and Corollary 4.10. Note that 
the equivalence between (2) and (3) is known (Proposition 28 of 141). Here we provide 
another approach. 
Theorem 4.9. Let f : I + I be piecehtise monotone with :ero topological entropy. Then 
the ,jdlowing statements are puirwise equillalent. 
( 1) Order(lim{ I. f}) is finite. 
(2) Per(f) is ajnite set. 
(3 ) P(f) is u closed set. 
Proof. Assume that Order(lim(1. f}) is finite. By C orollary 2.4. Per(f) = Per(.f^) is a 
finite set. Hence (1) implies (2). 
Now assume that Per(f) is a finite set. Then there is an II E iI such that each periodic 
point of f is a fixed point of f”. It follows that P(f) = p(f”) is a closed set. This 
proves that (2) implies (3). 
Finally we show that if p(f) is closed, then Order(lim(1. f}) is finite. Assume the 
contrary, that Order(lim(1. f}) 3 LJO. Then by Lemmas 4.6 and 3.4, we have A,, E V;, 
with A rl+l c sl,, and Card(A,,,) = 2” for each 71 > 1. According to (a) of Lemma 3.4, 
there is a periodic point p,,, E ;1,!, with period 2”. Let .I’ be an accumulation point of 
{/I,,,: r/ E N}. By (a) of Lemma 3.4, it is easy to see that .x’ is not a periodic point, 
contradicting the assumption that I’(f) IS a closed set. That is. Order(lim(1, f}) is finite. 
This ends the proof. 0 
Corollary 4.10. Let f : I + I be piecewise monotone bL,ith zero topologicd entropy. 
Then the fdlowing statements are equivalent. 
(I) Order(lim{l. .f}) 3 LJI). 
(2) Per(.f) I= { 1.2.2’. . .}. 
(3) P(f) is not a closed set. 
Proof. It follows from Lemma 4.6 and Theorem 4.9. This ends the proof of the corol- 
lary. 0 
To end the paper we remark that just recently the author with J. Lu and J. Xiong 
proved that the main result of the paper holds for piecewise monotone maps of a finite 
graph. 
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