In the non-fuzzy (e.g., interval) case, if two expert's opinions are consistent, then, as the result of fusing the knowledge of these two experts, we take the intersection of the two sets (e.g., intervals) describing the expert's opinions. In the experts are inconsistent, i.e., if the intersection is empty, then a reasonable idea is to assume that at least of these experts is right, and thus, to take the union of the two corresponding sets. In practice, expert opinions are often imprecise; this imprecision can be naturally described in terms of fuzzy logic -a technique specifically designed to describe such imprecision. In the fuzzy case, expert opinions are not always absolutely consistent or absolutely inconsistent, they may be consistent to a certain degree. In this case, we show how the above natural idea of fusing expert opinions can be extended to the fuzzy case. As a result, we, in general, get not "and" (which would correspond to the intersection), not "or" (which would correspond to the union), but rather an appropriate fuzzy combination of "and"-and "or"-operations.
bine ("fuse") their results. It is known that such combinations are usually more accurate than all original measurement results.
In many situations, measurements are not realistically possible, so we have to rely on expert estimates only. In such situations, we can increase the accuracy of the resulting estimates the same way we increase the accuracy of measurement results: by combining (fusing) estimates of several experts.
Fusing expert knowledge: non-fuzzy case. To understand how to best combine expert estimates, let us start with the case when expert estimates are crisp (non-fuzzy), i.e., when for each possible value of the estimated quantity, the expert is either absolutely sure that this value is possible or is absolutely sure that the given value is not possible. In this case, each expert estimate provides us with a set of possible values of the corresponding quantity. In most practical cases, this set is an interval [x, x] .
In these terms, when we have estimates of two different experts, this means that:
• based on the opinions of the first expert, we form a set S 1 of numbers which are, according to this expert, possible values of the estimates quantity;
• also, based on the opinions of the second expert, we form a set S 2 of numbers which are, according to this expert, possible values of the estimates quantity.
In general, different experts take into account different aspects of the situation. For example, the first expert may know the upper bound x on the corresponding quantity. In this case, the set S 1 consists of all the numbers which are smaller than or equal to x, i.e., S 1 = (−∞, x]. The second expert may know the lower bound x, in which case S 2 = [x, ∞). In such situations, a natural way to fuse the knowledge is to consider numbers which are possible according to both experts, i.e., in mathematical terms, to consider the intersection S 1 ∩ S 2 of the two sets S 1 and S 2 .
A problem occurs when this intersection is empty, i.e., when the opinions of two experts are inconsistent. This happens: experts are human and can thus make mistakes. In this case, an extreme option is to say that since experts are not consistent with each other, this means that we do not trust what each of them says, so we can as well ignore both opinions; the result of fusion is then the whole real line.
A more reasonable option is to conclude that, yes, both experts cannot be true, but we cannot conclude that both are wrong; they are experts after all, so it is reasonable to assume that one of them is right; in this case, the result of the fusion is the union S 1 ∪ S 2 of the two sets.
In other words, the fusion S 1 f S 2 of the sets S 1 and S 2 has the following form;
Need to consider the fuzzy case. In practice, experts are rarely absolutely confident about their opinions. Usually, they are only confident to a certain degree. As a result, to adequately describe expert knowledge, we need to describe, for each number x, the degree to which, according to this expert, the number x is possible; see, e.g., [1, 2, 3, 4, 5, 6, 7] .
In the computer, "true" (= "absolute certain") is usually represented as 1, and "false" (= "absolutely certain this is false") is represented as 0. It is therefore reasonable to describe intermediate degrees of confidence by numbers intermediate between 0 and 1. Thus, to describe an expert's estimate, we need to have a function µ(x) that assigns, to each value x of the corresponding quantity, a number µ(x) ∈ [0, 1] that describes to what extent the value x is possible. Such a function is known as a membership function, or, alternatively, a fuzzy set. From this viewpoint, to be able to fuse expert estimates, we need to be able to fuse fuzzy sets.
A traditional approach to fusing fuzzy knowledge simply takes the intersection -which is then usually normalized, i.e., multiplied by a constant so that the maximum value is 1. However, this does not work if the expert opinions are inconsistent. We should therefore take into account that the expert opinions can be inconsistent -or, more generally, consistent to a certain degree. How can take this into account?
What we do in this paper. In this paper, we show how to extend the above fusion operation to the fuzzy case.
Analysis of the Problem
In general, how notions are generalized to the fuzzy case. The usual way to generalize different notions to the fuzzy case is as follows:
• First, we describe the original notion in logical terms, by using "and', "or", and quantifiers "for all" (which is, in effect, infinite "and") and "exists" (which is, in effect, infinite "or").
• Then, we replace each "and" operation with the fuzzy "and"-operation f & (a, b) (also known as t-norm) and every "or"-operation with the fuzzy "or"-operation f ∨ (a, b) (also known as t-conorm).
In selecting the t-norms and t-conorms, we need to be careful, in the following sense.
• If we have a universal quantifier -i.e., an infinite "and" -and we use, e.g., a product t-norm f & (a, b) = a · b, then the product of infinitely many values smaller than 0 will be most probably simply 0. So, if we have an infinite "and" (= universal quantifier), the only t-norm that leads to meaningful results is the minimum
• Similarly, if we have an existential quantifier -i.e., an infinite "or" -and we use, e.g., an algebraic sum t-conorm f ∨ (a, b) = a + b − a · b, then the result of applying this operation to infinitely many values larger than 0 will be most probably simply 1. So, if we have an infinite "or" (= existential quantifier), the only t-conorm that leads to meaningful results is the maximum f ∨ (a, b) = max(a, b).
How to define degree of consistency. Let us use the above-described general approach to define the degree of consistency. In the non-fuzzy case, two expert opinions are consistent if there exists a value x for which both the first expert and the second expert agree that this value is possible. For each real number x representing a possible value of the quantity of interest:
• let µ 1 (x) denote the degree to which the first expert believes the value x to be possible, and
• let µ 2 (x) denote the degree to which the second experts believes the value x to be possible.
Then, for each value x, the degree to which both experts consider the value x to be possible if equal to
is an appropriate fuzzy "and"-operation (t-norm).
In line with the above general scheme for generalizing notions into fuzzy, the existential quantifier over x is translated into maximum over x (which corresponds to the use of the maximum "or"-operation f ∨ (a, b) = max(a, b)). Thus, we get the following formula for the degree d(µ 1 , µ 2 ) for which two membership functions are consistent:
Accordingly, in line with a general description of negation in fuzzy logic, the degree to which the expert opinions are inconsistent can be computed as
Resulting definition of fusion. According to the definition given in the previous section, in the non-fuzzy case, the value x belongs to the fused set if:
• either the two sets describing expert opinions are consistent, and x belongs to the intersection of the two sets,
• or the two sets describing expert opinions are inconsistent, and x belongs to the union of these two sets.
Let us use the general methodology to generalize the above description to the fuzzy case. For each x:
• we know the degree d(µ 1 , µ 2 ) to which the experts are consistent, and
• we know the degree f & (µ 1 (x), µ 2 (x)) to which x belongs to the intersection.
Thus, the degree to which the expert opinions are consistent and x belongs to the intersection can be obtained by applying the "and"-operation f & (a, b) to these two degrees. Thus, we get the value
Similarly, for each x:
• we know the degree 1 − d(µ 1 , µ 2 ) to which the experts are inconsistent, and
• we know the degree f ∨ (µ 1 (x), µ 2 (x)) = max(µ 1 (x), µ 2 (x)) to which x belongs to the union.
Thus, the degree to which the expert opinions are inconsistent and x belongs to the union can be obtained by applying the "and"-operation f & (a, b) to these two degrees. Thus, we get the value
To find the degree µ(x) to which the value x belongs to the fused set, we need to apply the "or"-operation f ∨ (a, b) = max(a, b) to the degrees (2) and (3). As a result, we get the following formula.
Resulting Formula: Formulation and Example
Resulting formula: general case. If we know the functions µ 1 (x) and µ 2 (x) that describe the opinions of the two experts, then, to describe the fused opinion, we should take the function
where
is an "and"-operation (t-norm) and the degree d(µ 1 , µ 2 ) is determined by the formula
Discussion. We can see that this fused fuzzy set is not exactly "and", it is not exactly "or" -it is a fuzzy combination of "and" and "or".
Case when f & (a, b) = min(a, b).
In the case when, as the "and"-operation, we select the simplest possible "and"-operation f & (a, b) = min(a, b), the above formulas (4)- (6) µ 2 ) . Therefore, since our "and"-operation is minimum, we get a simplified expression for the formula (2):
Thus, for the minimum "and"-operation, the formulas (4)- (6) take the following simplified form:
. (7) Example. To illustrate the above formula, let us consider a simple case when the "and"-operation is minimum, and the membership functions are triangular functions of the same width. To make the computations even easier, let us select, as a starting point for measuring x, the arithmetic average between the most probable values corresponding to the two experts, and let us select the measuring unit so that the half-width of each membership function is 1. In this case, the triangular membership functions are described by the formulas µ 1 (x) = max(0, 1 − |x − a|) and µ 2 (x) = max(0, 1 − |x + a|), for some a > 0. This value a is the half of the difference between the most probable value (a) according to the first expert and the most probable value according to the second expert (−a): a = a − (−a) 2 . When a ≥ 1, the two membership functions have no intersection at all, so d(µ 1 , µ 2 ) = 0, and the fused set is simply their union max(µ 1 (x), µ 2 (x)), a bi-modal set whose graph consists of the two original triangles.
The more interesting case is when a < 1. In this case, the two sets have some degree of intersection. For such values a, as one can easily check, the intersection f & (µ 1 (x), µ 2 (x)) is also a triangular function max(0, 1 − a − |x|). The maximum d(µ 1 , µ 2 ) of this function is attained when x = 0 and is equal to 1 − a. Correspondingly, the degree to which the two expert opinions are inconsistent is equal to 1 − d(µ 1 , µ 2 ) = 1 − (1 − a) = a. By applying the formula (7), we can now conclude the following.
When a ≤ 0.5, the fused expression is still a fuzzy number, i.e., a membership function which first increases and then decreases. Specifically:
• The fused function µ(x) starts being non-zero at the value x = −1 − a; between the value −1−a and −1, it grows as µ(x) = x−(−1−a) = 1+a−x.
• Between the values x = −1 and x = −(1 − 2a), the fused function remains constant µ(x) = a.
• Between x = −(1 − 2a) and x = 0, it grows as µ(x) = 1 − a + x, until it reaches the value 1 − a.
• Then, for x from 0 to 1 − 2a, it decreases as µ(x) = 1 − a − x until it reaches the value a for x = 1 − 2a.
• Then, the value stays constant µ(x) = a until we reach x = 1.
• Finally, for x between 1 and 1+a, the values decreases as µ(x) = (1+a)−x, until it reaches 0 for x = 1 + a -and stays 0 after that.
We can normalize the resulting function, by dividing it by its largest possible value 1 − a. Then, the constant levels increase to a 1 − a .
When a > 0.5, we simply get the union cut-off at level 1 − a, i.e.,
µ(x) = min(1 − a, max(µ 1 (x), µ 2 (x))).
