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Abstract
Determination of an unknown time-dependent function in parabolic partial differential equations, plays a very important role
in many branches of science and engineering. In the current investigation, the Adomian decomposition method is used for finding
a control parameter p(t) in the quasilinear parabolic equation ut = uxx + p(t)u + φ, in [0, 1] × (0, T ] with known initial and
boundary conditions and subject to an additional condition in the form of
∫ 1
0 k(x)u(x, t)dx = E(t), 0 ≤ t ≤ T which is called
the boundary integral overspecification. The main approach is to change this inverse problem to a direct problem and then solve
the resulting equation using the well known Adomian decomposition method. The decomposition procedure of Adomian provides
the solution in a rapidly convergent series where the series may lead to the solution in a closed form. Furthermore due to the rapid
convergence of Adomian’s method, a truncation of the series solution with sufficiently large number of implemented components
can be considered as an accurate approximation of the exact solution. This method provides a reliable algorithm that requires less
work if compared with the traditional techniques. Some illustrative examples are presented to show the efficiency of the presented
method.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Many physical phenomena are modeled by parabolic partial differential equations subject to a boundary integral
overspecification and play a crucial role in applied mathematics and physics. Thus recent years have seen growing
attention paid in the literature to the development, analysis and implementation of efficient methods for the
numerical solution of parabolic inverse problems. They arise for example, in the study of heat conduction processes,
thermoelasticity, chemical diffusion and control theory [1–6].
Consider the problem of finding a control parameter p(t) in the following form
∂u
∂t
= ∂
2u
∂x2
+ p(t)u + φ(x, t), 0 ≤ x ≤ 1, 0 < t ≤ T, (1.1)
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with initial condition
u(x, 0) = f (x), 0 ≤ x ≤ 1, (1.2)
and boundary conditions
u(0, t) = g0(t), 0 < t ≤ T, (1.3)
u(1, t) = g1(t), 0 < t ≤ T, (1.4)
with additional condition which describes the overspecification over a portion of the spatial domain∫ 1
0
k(x)u(x, t)dx = E(t), 0 < t ≤ T, (1.5)
where f, g0, g1, φ, k and E are known functions, and the functions u and p are unknown.
It is assumed that, for some constant ρ > 0, the kernel k(x) satisfies [3]∫ 1
0
|k(x)|dx ≤ ρ. (1.6)
The existence and uniqueness of the inverse problems (1.1)–(1.5) are discussed in [7–10]. Also the theoretical
discussion about this problem is found in [9,11].
The problems (1.1)–(1.5) can model certain types of physical problems. Eq. (1.1) can be used to describe a
heat transfer process with a source parameter present. Eq. (1.5) can be interpreted as a weighted thermal energy
contained in a portion of the spatial domain, at time t . Thus the purpose of solving this parabolic inverse problem with
overspecification (1.5) is to identify the source parameter that will produce at each time t a desired energy distribution
in a portion of the spatial domain [12]. The applications of this inverse problem and some other similar parameter
identification problems are discussed in [8,9,13,14].
In [15–17] the solution of this problem and similar higher dimensional problems are investigated. Some numerical
methods are presented in [6,17,18] for solving this problem. The numerical methods suggested in [6] are based on
finite difference techniques. Two unconditionally stable implicit schemes and one conditionally stable explicit and also
two unconditionally stable explicit finite difference procedures are used [6] to approximate the solution of the one-
dimensional semi-linear parabolic equation (1.1)–(1.5). A special procedure is used to evaluate p(t) approximately
using the energy overspecification condition (1.5). Numerical integration rules are employed to overcome (1.5).
The organization of this paper is as follows:
The Adomian decomposition method is introduced and theoretical aspects and applications of this method on some
problems are addressed in Section 2. In Section 3, the reformulation of the inverse problems (1.1)–(1.5) as a direct
problem is presented and the Adomian decomposition method is applied on the resulted direct problem. Convergence
of the decomposition procedure of Adomian is discussed in Section 4. To present a clear overview of the method, we
select two examples with analytical solution in Section 5 and solve them using Adomian’s method. Section 6 ends
this paper with a brief conclusion.
2. Decomposition procedure of Adomian
In the present work, we construct the solution using a different approach. In recent years a lot of attention has
been devoted to the study of Adomian decomposition method to investigate various scientific models. The Adomian
decomposition method which accurately computes the series solution is of great interest to applied science, engineer-
ing, physics, biology etc. The method provides the solution in a rapidly convergent series with components that can
be elegantly computed [19]. The Adomian decomposition method does not require discretization of the variables,
i.e. time and space, it is not effected by computation round off errors and necessity of large computer memory and
time [19,20]. This method was proposed [21,22] by the American mathematician, G. Adomian (1923–1996).
Generally this method is useful for problems that can be written in the following form which appears in a large
number of problems in applied sciences and engineering
Ψ −Θ(Ψ) = g, (2.1)
where Ψ is unknown, Θ usually is a nonlinear operator and g is given.
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It is based on the search for a solution in the form of a series
Ψ(x, t) =
∞∑
n=0
Ψn(x, t), (2.2)
and on decomposing the nonlinear operator into a series
Θ(Ψ) =
∞∑
n=0
Θn, (2.3)
where
Θn(Ψ0,Ψ1, . . . ,Ψn) = 1n!
dn
dλn
[
Θ
( ∞∑
k=0
λkΨk
)]
λ=0
, n ≥ 0. (2.4)
Now the components of the series solution (2.2) are calculated in the following form [23]
Ψ0 = g, (2.5)
Ψn = Θn−1, n ≥ 1. (2.6)
Based on rapid convergence of the Adomian decomposition method, we consider the approximation of the exact
solution u for sufficiently large value of n as
Γn =
n∑
k=0
Ψk(x, t). (2.7)
This method is applied on some non-classical partial differential equations. For example in [24] the applications
of the Adomian decomposition method for parabolic partial differential equations subject to non-local boundary
specifications are investigated for various cases. This method is applied on the inverse heat conduction in [25]. The
application of this method for finding the distributed parameters of an elliptical equation is found in [26]. Further
applications of the decomposition procedure of Adomian for solving inverse problems can be found in [27]. In [28]
the Laplace equation with Dirichlet and Neumann boundary conditions is solved in a disk, using the decomposition
procedure of Adomian. The main idea was the reformulation of the original problem to a boundary integral equation.
Also this method can be applied on other domains that the Laplace equation is defined on them. But the generated
kernel in the corresponding boundary equation may have a complicated form. Thus applying the method on the
problem in complicated domains will not be easy. The decomposition approach was used to handle a variety of
linear and nonlinear problems and gives immediate and convergent solution without any need for linearization or
discretization [29,30]. This method has a useful feature in that it provides the solution in a rapid convergent series
with elegantly computable components of the solution. The Adomian decomposition scheme provides a reliable
technique that requires less work if compared with the traditional methods [23,31]. It is worth pointing out that the
most significant works about theoretical aspects and convergence of the Adomian decomposition method have been
carried out by the French mathematician, Cherruault and his co-workers [26,32–38].
In the next section the Adomian decomposition method is employed for solving the problems (1.1)–(1.5).
3. Reformulation and solving the new inverse problem
Consider the following transformations [6]
r(t) = exp
(
−
∫ t
0
p(s)ds
)
, (3.1)
w(x, t) = r(t)u(x, t). (3.2)
Thus we have
u(x, t) = w(x, t)
r(t)
, (3.3)
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p(t) = −r
′(t)
r(t)
, (3.4)
where r ′(t) = dr(r)dt .
Using the above transformations, Eq. (1.1) changes to the equation
wt = wxx + r(t)φ(x, t), 0 ≤ x ≤ 1, 0 < t ≤ T, (3.5)
with the initial condition
w(x, 0) = f (x), (3.6)
and boundary conditions
w(0, t) = r(t)g0(t), 0 < t ≤ T, (3.7)
w(1, t) = r(t)g1(t), 0 < t ≤ T, (3.8)
where if we assume that E(t) 6= 0, r(t) is given
r(t) =
∫ 1
0 k(x)w(x, t)dx
E(t)
. (3.9)
Now using transformations (3.1) and (3.2) the source parameter p(t) is [16] eliminated and so we can solve the
problem (3.5)–(3.8) as a direct problem.
Define
L(w) = wxx + r(t)φ(x, t), 0 ≤ x ≤ 1, 0 < t ≤ T, (3.10)
then Eq. (3.5) has the following operator form
L t (w) = L(w), 0 ≤ x ≤ 1, 0 < t ≤ T, (3.11)
where L t = ∂∂t . Assume L t be invertible then we have
w(x, t)− w(x, 0) = L−1t L(w), (3.12)
or equivalently
w(x, t) = f (x)+
∫ t
0
(wxx + r(τ )φ(x, τ ))dτ, (3.13)
which is a suitable form for implementation of the decomposition procedure of Adomian. Now we decompose the
unknown function w(x, t) by a sum of components defined by the following series solution
w(x, t) =
∞∑
n=0
wn(x, t), (3.14)
with
w0 = f (x), (3.15)
wn+1(x, t) =
∫ t
0
(wn(x, τ ))xx + rn(τ )φ(x, τ )dτ, n ≥ 0, (3.16)
where
rn(t) =
∫ 1
0 k(x)wn(x, t)dx
E(t)
. (3.17)
Using the Adomian decomposition method, the resulted solution converges to the exact solution of the problem if an
exact solution exists for the problem [19,24].
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The Adomian decomposition method converges to the solution of the problem very fast. Therefore, for sufficiently
large value of n, an accurate approximation for the solution of the problem can be considered in the following form
φn =
n∑
k=0
wk(x, t), n > 0. (3.18)
Set
ϕn =
n∑
k=0
rk(t), n > 0, (3.19)
then using (3.3), an approximation of the u(x, t) is obtained in the following form
ψn = φn
ϕn
, n > 0. (3.20)
Also using (3.4) the approximate value of the p(t) is given as follows:
pn(t) = −ϕ
′
n(t)
ϕn(t)
, n > 0. (3.21)
4. Convergence of the decomposition technique of Adomian
In this section we show that under certain conditions the Adomian decomposition method converges to the exact
solution of the problem.
Set
L(w) :=
∫ t
0
(
wxx (x, τ )+
∫ 1
0 k(x)w(x, τ )dx
E(τ )
φ(x, τ )
)
dτ, x ∈ [0, 1]. (4.1)
Let ‖.‖ be a norm such that ‖Lwi‖ exists for i = 0, 1, 2, . . . .
Theorem 4.1. Assume
lim sup
i−→∞
‖Lwi‖
‖wi‖ < 1, (4.2)
then the solution that results from the Adomian decomposition method is stable and uniformly convergent.
Proof. Define
sn =

1 n = 0,
n−1∏
i=0
‖Lwi‖
‖wi‖ n ∈ N,
(4.3)
then it can be easily seen that we have
‖wi‖ = si‖w0‖. (4.4)
Now if (4.2) holds then there exists N ∈ N and β < 1 such that for n ≥ N , we have the following inequality
sn < βn, (4.5)
which shows that the sequence (sn)∞n=0 is convergent. Therefore, we obtain
‖w‖ =
∥∥∥∥∥ ∞∑
i=0
wi
∥∥∥∥∥ ≤
( ∞∑
i=0
si
)
‖w0‖ = C‖ f ‖, (4.6)
which shows the stability of the Adomian decomposition method.
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Since for each i ≥ N
‖wi‖ ≤ β i‖w0‖, (4.7)
we conclude that the series solution is uniformly convergent. It is clear that
∑∞
i=0wi is the solution of (3.5)–(3.8). 
Corollary 4.2. Under assumptions of Theorem 4.1 the following error estimate is obtained
‖w − φn‖ ≤
( ∞∑
i=n+1
si
)
‖w0‖, (4.8)
where (si )∞i=0 is given in (4.3).
Proof. Using the following inequalities
‖w − φn‖ =
∥∥∥∥∥ ∞∑
i=n+1
wi
∥∥∥∥∥ ≤ ∞∑
i=n+1
‖wi‖ ≤
( ∞∑
i=n+1
si
)
‖w0‖, (4.9)
the result is obvious. 
The Corollary 4.2 shows the importance of the sequence (si )∞i=0 in the convergence rate of the approximate solution
φn to the exact solution of the problem. Another sufficient condition for convergence of the Adomian decomposition
method is presented in the next lemma.
Lemma 4.3. Sufficient condition for convergence of the Adomian decomposition method is
lim sup
n−→∞
n
√‖wn‖ < 1. (4.10)
Proof. According to the (4.10), there exists N ∈ N and α < 1 such that for n ≥ N we have
‖wn‖ < αn, (4.11)
which shows convergence of the Adomian decomposition method. 
5. Test problems and numerical results
To show the efficiency of the Adomian decomposition method on the semi-linear parabolic partial differential
equation, two examples are given. These tests are chosen such that their analytical solutions are known.
5.1. Example 1
Consider problems (1.1)–(1.5) with [6]
f (x) = x + cos(pix), (5.1)
g0(t) = exp(t), (5.2)
g1(t) = 0, (5.3)
φ(x, t) = exp(t)[x + cos(pix)+ pi2 cos(pix)] − exp(t)(1+ t2)[x + cos(pix)], (5.4)
E(t) = exp(t)
(
3
4
− 2
pi2
)
, (5.5)
k(x) = 1+ x2, (5.6)
for which the exact solution is
w(x, t) = exp(t)(cos(pix)+ x), (5.7)
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Fig. 1. Plots of error for pn − p for n = 10 (left) and n = 20 (right) in Example 1.
and
p(t) = 1+ t2. (5.8)
Now using the Adomian decomposition method we have
wn = (−1)
n t3n
3nn! (x + cos(pix)), n ≥ 0, (5.9)
rn = (−1)
n t3n
3nn! exp(t) , n ≥ 0. (5.10)
Thus we get
w(x, t) = exp
(−t3
3
)
(x + cos(pix)), (5.11)
and
r(t) = exp
(
− t
3
3
− t
)
. (5.12)
Therefore
u(x, t) = exp(t)(x + cos(pix)), (5.13)
which is the exact solution of the problem.
In Fig. 1, the error function pn − p is plotted for some values of n.
In Table 1, ‖w−φn‖s is listed for some values of n and s = 1, 2. We achieved a very good approximation with the
exact solution of the equation by using only a few terms of the decomposition derived in Eq. (2.7).
5.2. Example 2
In this example we consider (1.1)–(1.5) as follows [6]:
f (x) = sin(pix)+ cos(pix), (5.14)
g0(t) = exp(−t2), (5.15)
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Table 1
‖w − φn‖s for s = 1, 2 and some values of n in Example 1
n ‖w − φn‖1 ‖w − φn‖2
3 0.1929736613e−4 0.6349740782e−4
5 0.4952399863e−7 0.1685599997e−6
10 0.1380573886e−14 0.1515368082e−13
15 0.6891388013e−15 0.7573686528e−14
Table 2
‖w − φn‖s for s = 1, 2 and some values of n in Example 2
n ‖w − φn‖1 ‖w − φn‖2
3 0.1046242804 0.2258290546
5 0.1412530328e−1 0.3685389897e−1
10 0.1088744200e−4 0.3795451620e−4
15 0.1044161962e−8 0.1018444351e−7
g1(t) = − exp(−t2), (5.16)
φ(x, t) = exp(−t2)(sin(pix)+ cos(pix))(pi2 − (t + 1)2), (5.17)
E(t) = exp(−t2) (e + 1)(pi + 1)
1+ pi2 , (5.18)
k(x) = exp(x). (5.19)
The exact solution of this overspecification problem is
u(x, t) = exp(−t2)(sin(pix)+ cos(pix)), (5.20)
and
p(t) = 1+ t2. (5.21)
Applying the Adomian decomposition method we have
wn = (−1)
n( t
3
3 + t2 + t)n
n! (sin(pix)+ cos(pix)), n ≥ 0, (5.22)
rn = (−1)
n( t
3
3 + t2 + t)n
n! exp(−t2) , n ≥ 0. (5.23)
Thus we get
w(x, t) = exp
(
− t
3
3
− t2 − t
)
(sin(pix)+ cos(pix)), (5.24)
and
r(t) = exp
(
− t
3
3
− t
)
, (5.25)
which is the exact solution of the introduced problem.
In Table 2, ‖w − φn‖s is shown for some values of n and s = 1, 2.
In Fig. 2, the error function pn − p is plotted for some values of n.
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Fig. 2. Plots of error for pn − p for n = 20 (left) and n = 30 (right) in Example 2.
6. Summary
In this article the Adomian decomposition method was used successfully for solving the semi-linear inverse
parabolic equation. This method provides the solution of the problem as a rapid convergent series solution. The
Adomian decomposition method does not require discretization of the variables. This method, unlike the numerical
methods, does not provide any system of linear or nonlinear equations. Therefore, it is not affected by computation
round off errors and one is not faced with necessity of large computer memory and time. Also using Adomian’s
polynomials, this method does not need linearization of the nonlinear problems. As another advantage of this method,
the decomposition procedure of Adomian obtains a closed form approximation for the problem while the mesh
point techniques [39,40] provide the approximation at mesh points only. We expect for more general cases, where
the inhomogeneous term, φ(x, y, z, u, ux , u y, uz, p) has more complicated structures, the Adomian decomposition
method works well. Also we expect that this method will be efficient for solving the higher dimensional parabolic
partial differential equations with energy overspecification.
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