Abstract. We prove local and global well-posedness in
data in L 2 (R 2 ). In this paper, we improve the results obtained by MolinetRibaud, by proving the local existence for the KPBI equation , with initial value ϕ ∈ H s 1 ,0 when s 1 > − 1 2 . The main new ingredient is a trilinear estimate for the KPI equation proved in [11] . Following [15] , we introduce a Bourgain space associated to the KPBI equation. This space is in fact the intersection of the space introduced in [2] and of a Sobolev space linked to the dissipative effect. The advantage of this space is that it contains both the dissipative and dispersive parts of the linear symbol of (1.1). This paper is organized as follows. In Section 2, we introduce our notations and we give an extension of the semi-group of the KPBI equation by a linear operator defined on the whole real axis. In Section 3 we derive linear estimates and some smoothing properties for the operator L defined by (2.15) in the Bourgain spaces . In Section 4 we state Strichartz type estimates for the KP equation which yield bilinear estimates. In Section 5, using bilinear estimates, a standard fixed point argument and some smoothing properties, we prove uniqueness and global existence of the solution of KPBI equation in anisotropic sobolev space H s,0 with s > − 1 2 . Finally, in section 6, we ensures that our local existence result is optimal if one requires the smoothness of the flow-map. Acknowledgments. I would like to thank my advisor prof Luc Molinet for his help, suggestions and for the rigorous attention to this paper.
Notations and main results
We will use C to denote various time independent constants, usually depending only upon s. In case a constant depends upon other quantities, we will try to make it explicit. We use A B to denote an estimate of the form A ≤ CB. similarly, we will write A ∼ B to mean A B and B A. We writre · := (1 + | · | 2 ) 1/2 ∼ 1 + | · |. The notation a + denotes a + ǫ for an arbitrarily small ǫ. Similarly a− denotes a − ǫ. For b ∈ R, we denote respectively by H b (R) andḢ b (R) the nonhomogeneous and homogeneous Sobolev spaces which are endowed with the following norms :
where. denotes the Fourier transform from S ′ (R 2 ) to S ′ (R 2 ) which is defined by :f (ξ) := F(f )(ξ) = R 2 e i λ,ξ f (λ)dλ, ∀f ∈ S ′ (R 2 ).
Moreover, we introduce the corresponding space (resp space-time) Sobolev spaces H s 1 ,s 2 (resp H b,s 1 ,s 2 ) which are defined by :
3)
where,
and ν = (ξ, η). Let U (·) be the unitary group in H s 1 ,s 2 , s 1 , s 2 ∈ R, defining the free evolution of the (KP-II) equation, which is given by (2.6)
where P (D x , D y ) is the Fourier multiplier with symbol P (ξ, η) = ξ 3 − η 2 /ξ. By the Fourier transform, (2.6) can be written as :
Also, by the Fourier transform, the linear part of the equation (1.1) can be written as :
We need to localize our solution, and the idea of Bourgain has been to consider this localisation, by defining the space X b,s equipped by the
We will need to define the decomposition of Littlewood-Paley.
Any summations over capitalized variables such as N , L are presumed to be dyadic, i.e. these variables range over numbers of the form N = 2 j , j ∈ Z and L = 2 l , l ∈ N. We set ϕ N (ξ) = ϕ( ξ N ) and define the operator P N by
) and for any u ∈ S(R 2 ),
. Roughly speaking, the operator P N localizes in the annulus {|ξ| ∼ N } where as Q L localizes in the region
For T ≥ 0, we consider the localized Bourgain spaces X b,s 1 ,s 2 T endowed with the norm
We also use the space-time Lebesgue space L p,q t,x endowed with the norm
, and we will use the notation L 2 t,x for L 2,2 t,x . We denote by W (·) the semigroup associated with the free evolution of the KPB equations, (2.10)
Also, we can extend W to a linear operator defined on the whole real axis by setting,
By the Duhamel integral formulation, the equation (1.1) can be written as
To prove the local existence result, we will apply a fixed point argument to the extension of (2.12), which is defined on whole the real axis by:
where t ∈ R, ψ indicates a time cutoff function :
One easily sees that
Indeed, taking w = W (−·)f , the right hand side of (2.16) can be rewritten as
In [15] , the authors performed the iteration process in the space X s,b equipped with the norm:
which take advantage of the mixed dispersive-dissipative part of the equation. We will rather work in its Besov version X s,b,q (with q = 1) defined as the weak closure of the test functions that are uniformly bounded by the norm
Remark 2.1. It is clear that if u solves (2.13) then u is a solution of (2.12)
Thus it is sufficient to solve (2.13) for a small time (T < 1 is enough). 
for some locally bounded function M from R + ×R + to R + such that M (S, R) → 0 for fixed R when S → 0 and for ϕ 1 , ϕ 2 ∈ X such that ||ϕ 1 || X +||ϕ 2 || X ≤ R.
Remark 2.2. We obtain the global existence if we can extend the solutions to all t ∈ R + , by iterating the result of local existence, in this case we say that the Cauchy problem is globally well posed. The global existence of the solution to our equation will be obtained thanks to the regularizing effect of the dissipative term and the fact that the L 2 norm is not increasing.
Let us now state our results:
Then there exists a time T = T (||φ|| H β,0 ) > 0 and a unique solution u of (1.1) in
Remark 2.3. Note that this theorem holds also for all initial data belonging to H s 1 ,s 2 with s 2 0.
,0 is a critical Sobolev space by scaling considerations for the KPI equation. 
The principle of the proof of local existence result holds in two steps:
Step 1: In order to apply a standard argument of fixed point, we want to estimate the two terms: free term and the forcing term of equation (2.13) . A first step is to show using Fourier analysis, that the map φ −→ ψ(t)W (t)φ is bounded from H s,0 to X ,s,0,1 .
Step 2: We treat the bilinear term, by proving that the map
,s,0,1 .
Linear Estimates
In this section, we mainly follow Molinet-Ribaud [15] ( see also [22] and [17] for the Besov version) to estimate the linear term in the space X 1 2 ,s,0,1 . We start by the free term: 3.1. Estimate for the free term. Proposition 3.1. Let s ∈ R, then ∀φ ∈ H s,0 , we have:
Proof . This is equivalent to prove that
Note that from Prop 4.1 in [17] we have:
Combining (3.3) and (3.2), we obtain the result.
3.2.
Estimates for the forcing term. Now we shall study in X 1 2
,s,0,1 the linear operator L :
Therefore, by the definition, it suffices to prove that (3.4)
Clearly we have
where we use (3.3) in the last step. Contribution of K 2,0 .
We have for |ξ| 1
where we used (3.3) in the last step. For |ξ| 1, using Taylors expansion, we have
, where in the last inequality we used the fact |||t| n ψ(t)||
By the identity F(u ⋆ v) =ûv and the triangle inequality iτ
Using Taylors expansion, we obtain that:
Thus, we get
where we used |t| n ψ(t)
Therefore, we complete the proof of the proposition.
Strichartz and bilinear estimates
The goal of this section is to etablish the main bilinear estimate.This type of bilinear estimate is necessary to control the nonlinear term
,s,0,1 . First following [6] it is easy to check that for any u ∈ X The following lemma is prepared by Molinet-Ribaud in [14] .
where δ(r) = 1 − 2 r , and (q, r, β) fulfils the condition
Now we will prove the following one:
Then for all (r, β, θ) with
where q is defined by
Proof Using Lemma 4.2 together with Lemma 3.3 of [5] , we see that
By the definition of X b,s,0,1 we have
Hence for 0 ≤ θ ≤ 1, by interpolation,
Since δ(r 1 ) = θδ(r), (4.4) follows from (4.3)
which can be rewritten as
This clearly completes the proof. Now, we will estimate the bilinear terms using the following Lemma (see [11] ):
We are now in position to prove our main bilinear estimate:
with compact support in time included in the subset {(t, x, y) : t ∈ [−T, T ]}, there exists µ > 0 such that the following bilinear estimate holds
Remark 4.1. We will mainly use the following version of (4.11), which is a direct consequence of Proposition 4.4, together with the triangle inequality
with µ(β) > 0.
Proof of Prop 4.4.We proceed by duality. Let w ∈ X 1/2,−s,0,∞ , we will estimate the following term
By symmetry we can assume that N 1 ≤ N 2 , note that |ξ| ≤ |ξ 1 | + |ξ 2 | then N N 2 . From Lemma 4.3, we have:
. Case 1.: 1 N , N 1 1, and N 2 1. We have clearly: (4.14) 
Now we have:
, N 2 and L < N 2 , we get:
Now we have:
we get the desired estimate. Case 2.: N 1 1 and N 2 ∼ N 1. By Cauchy-Schwarz we obtain:
By applying Lemma 4.2 with r = 4 + , β = 1 2 and θ = 1 we obtain that:
where ǫ = θβδ(r)
2 . Now taking r = 4 − , β = 1 2 , and θ = 1 2 and using again Lemma 4.2 we obtain that:
where 0 < δ < 1 2 , and γ > 0 small. Thus:
This yields:
Case 3.: N 1 , N 2 and N 1. From (4.15) we have :
Thus :
By summing we obtain that: 
By the Proposition 4.4, we can deduce
, in the same way we get H s 1 ,0 ) .
5.2.
Uniqueness. The above contraction argument gives the uniqueness of the solution to the truncated integral equation (2.13). We give here the argument of [15] to deduce easily the uniqueness of the solution to the integral equation (2.12). Let u 1 , u 2 ∈ X 1/2,s 1 ,0,1 T be two solution of the integral equation (2.13) on the time interval [0, T ] and letũ 1 −ũ 2 be an extension of
with 0 < γ ≤ T /2. It results by Proposition 3.1 and 3.2 that,
for some µ > 0. Hence
Iterating this argument, one extends the uniqueness result on the whole time interval [0,T]. Now proceeding exactly (with (4.12) in hand ) in the same way as above but in the space
where β is such that β ∈]− 
Since the time of local existence T only depends on ||φ|| H δ,0 , this clearly gives that the solution is global in time. By iteration, we obtain that u ∈ C(R * + , H ∞,0 ).
Proof of Theorem 2.3
Let u be a solution of (1.1), we have
Suppose that the solution map is C 2 . Since u(0, t, x, y) = 0, it is easy to check that
The assumption of C 2 -regularity of the solution map implies that
where χ(ξ, ξ 1 , η, η 1 ) = P (ξ 1 , η 1 ) + P (ξ − ξ 1 , η − η 1 ) − P (ξ, η). Note that, from the definition of P (ξ, η), we have that
Let us first recall the counter-example constructed in [10] . We define the sequence of initial data (φ N ) N , N > 0 by
where A N , B N are defined by
It is simple to see that ||φ N || H s,0 ∼ 1. We denote by u 2,N the sequence of the second iteration u 2 associated with φ N . Note that F x →ξ,y →η (u 2,N (t)) can be split into three parts :
Therefore, obviously
We need to find a lower bound for the right-hand side of (6.6). We will prove the following lemma: Lemma 6.1. Let (ξ 1 , η 1 ) ∈ D 1 (ξ, η) or (ξ 1 , η 1 ) ∈ D 2 (ξ, η). For N >> 1 we have χ(ξ, ξ 1 , η, η 1 ) N 3 .
Proof of lemma 6.1. Let ξ, η ∈ R and (ξ 1 , η 1 ) ∈ D 1 (ξ, η). Let Λ(ξ, ξ 1 , η 1 ) = η 1 + (ξ − ξ 1 )(η 1 − √ 3ξξ 1 ) ξ 1 . 
Now by the mean value theorem we can write Since η − Λ(ξ, ξ 1 , η 1 ) ≤ η − η 1 + η 1 − Λ(ξ, ξ 1 , η 1 ) ≤ CN 2 , it follows that χ(ξ, ξ 1 , η, η 1 ) |ξ 1 | η − Λ(ξ, ξ 1 , η 1 ) (η − η 1 )ξ 1 − η 1 (ξ − ξ 1 ) ξξ 1 (ξ − ξ 1 )
In the other case where (ξ 1 , η 1 ) ∈ D 2 (ξ, η) i.e. (ξ 1 , η 1 ) ∈ A N and (ξ − ξ 1 , η − η 1 ) ∈ B N , follows from first case since we can write (ξ 1 , η 1 ) = (ξ − (ξ − ξ 1 ), η − (η − η 1 )) ∈ A N and that χ(ξ, ξ 1 , η, η 1 ) = χ(ξ, ξ − ξ 1 , η, η − η 1 ).
This completes the proof of the Lemma. We return to the proof of the theorem, note that for any ξ ∈ [3N/2, 2N ] and η ∈ [( √ 3 − 5)N 2 , ( √ 3 + 6)N 2 ], we have mes D(ξ, η) ≥ N 3
2 . Now, for 0 < ǫ << 1 fixed, we choose a sequence of times (t N ) N defined by t N = N −3−ǫ .
For N >> 1 it can be easily seen that (6.7) e −ξ 2 t N ≥ e −N 2 t N > C.
By Lemma 6.1 we have −2ξ 1 (ξ −ξ 1 )+iχ(ξ, ξ 1 , η, η 1 ) ≤ N 2 +N 3 ≤ CN 3 . Hence 
