Abstract. We give a new formula for the branching rule from GLn to On generalizing the Littlewood's restriction formula. The formula is given in terms of Littlewood-Richardson tableaux with certain flag conditions which vanish in a stable range. As an application, we give a combinatorial formula for the Lusztig t-weight multiplicity Kµ0ptq of type Bn and Dn with highest weight µ and weight 0.
Introduction

Let V λ
GLn denote a complex finite-dimensional irreducible representation of the complex general linear group GL n parametrized by a partition λ of length ℓpλq ď n. Suppose that G n is a closed subgroup Sp n or O n , where n is even for G n " Sp n . Let V µ Gn be a finite-dimensional irreducible G n -module parametrized by a partition µ with ℓpµq ď n{2 for G n " Sp n , and by a partition µ with ℓpµq ď n and µ 1 1`µ 1 2 ď n for G n " O n . Here µ 1 " pµ 1 i q iě1 is the conjugate partition of µ. Let GLn . In [15, 16] , Littlewood showed that if ℓpλq ď n{2, then " V where c α βγ is the Littlewood-Richardson coefficient corresponding to partitions α, β, γ, and P p2q denotes the set of partition with even parts. There has been a numerous works on extending the Littlewood's restriction rules (1.2) for arbitrary λ with ℓpλq ď n (see [1, 4] and also the references therein), but most of which are obtained in an algebraic way and hence given not in a subtraction-free way.
In [17] , Sundaram gave a beautiful combinatorial formula for (1.1) when G n " Sp n , which is given as the sum of the numbers of Littlewood-Richardson (LR) tableaux of shape λ{δ 1 with content µ satisfying certain constraints on their entries, which vanish in a stable range ℓpλq ď n{2. Recently, based on the results in [10, 13] , Lecouvey and Lenart obtained another formula for (1.1) when G n " Sp n in terms of LR tableaux with some flag conditions on their companion tableaux [14] . A conjectural bijection between these two formulas is also suggested in [14] . On the other hand, no orthogonal analogue of these formula has been known so far.
The goal of this paper is to give a combinatorial formula for (1.1) when G n " O n for arbitrary λ and µ in terms of LR tableaux with certain flag conditions on their companion tableaux which vanish in a stable range ℓpλq ď n{2.
Let us state our result more precisely when n´2µ 1 1 ě 0 for simplicity since the result for n´2µ 1 1 ă 0 is similar. Let LR λ δµ π be the set of LR tableaux of shape λ{δ with content ν π , where ν π is the skew Young diagram obtained by 180˝-rotation of µ (see Section 2.2 for definition). The main result in this paper is as follows: The branching multiplicity (1.1) is equal to the one from D 8 to A`8 from a viewpoint of Howe duality on a Fock space [18] . We use the spinor model for crystal graphs of type D 8 [11] to describe the latter multiplicity. Unlike the case of Sp n [14] , we have to develop in addition a non-trivial combinatorial algorithm on spinor model of type D called separation in order to have a description of branching multiplicity in terms of LR tableaux satisfying the condition for c λ δµ . This is a key ingredient in the proof of Theorem 1.1. We can also recover the formula (1.2) in a stable range directly from the above formula.
As an interesting byproduct, we obtain a new combinatorial realization for the Lusztig t-weight multiplicity K µ0 ptq of type B n and D n with highest weight µ and weight 0 or generalized exponents. This gives an orthogonal analogue of the result for type C n in [14] .
The paper is organized as follows. In Section 2 we review the spinor model of crystals of integrable highest weight modules of type D 8 . In Section 3, we develop a separation algorithm for spinor model of type D 8 . In Section 4, we use separation algorithm to derive a branching formula in Theorem 4.4, and show that it is equivalent to Theorem 1.1. In Section 5, we give a combinatorial formula for the generalized exponents of type B n and D n following the idea in [14] for type C n . Finally, we give a proof of Theorem 4.4 in Section 6.
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Spinor model
2.1. Crystals. Let us give a brief review on crystals (we refer the reader to [6, 7, 8] for more details). Let g be the Kac-Moody algebra associated to a symmetrizable generalized Cartan matrix A " pa ij q i,jPI indexed by a set I. Let P _ be the dual weight lattice, P " Hom Z pP _ , Zq the weight lattice, Π _ " t h i | i P I u Ă P _ the set of simple coroots, and Π " t α i | i P I u Ă P the set of simple roots of g such that xα j , h i y " a ij for i, j P I. Let P`be the set of integral dominant weights.
A g-crystal (or simply a crystal if there is no confusion on g) is a set B together with the maps wt : B Ñ P , ε i , ϕ i : B Ñ Z Y t´8u and r e i , r f i : B Ñ B Y t0u for i P I satisfying certain axioms. For Λ P P`, we denote by BpΛq the crystal associated to an irreducible highest weight U q pgq-module with highest weight Λ.
Let B 1 and B 2 be crystals. A tensor product B 1 b B 2 is defined to be B 1ˆB2 as a set with elements denoted by b 1 b b 2 , where wtpb 1 b b 2 q " wtpb 1 q`wtpb 2 q, ε i pb 1 b b 2 q " maxtε i pb 1 q, ε i pb 2 q´xwtpb 1 q, h i yu, ϕ i pb 1 b b 2 q " maxtϕ i pb 1 q`xwtpb 2 q, h i y, ϕ i pb 2 qu, 
Littlewood-Richardson tableaux.
Let Z`denote the set of non-negative integers. Let P be the set of partitions or Young diagrams. We let P ℓ " t λ P P | ℓpλq ď ℓ u for ℓ ě 1, where ℓpλq is the length of λ, let P p2q " t λ P P | λ " pλ i q iě1 , λ i P 2Z`pi ě 1q u, and let P p1,1q " t λ 1 | λ P P p2q u, where λ 1 is the conjugate of λ. Put P p2,2q " P p1,1q X P p2q . For ✸ P tp1, 1q, p2q, p2, 2qu and ℓ ě 1, we put
For a skew Young diagram λ{µ, we define SST pλ{µq to be the set of semistandard tableaux of shape λ{µ with entries in N. For T P SST pλ{µq, let wpT q be the word given by reading the entries of T column by column from right to left and from top to bottom in each column, and let shpT q denote the shape of T .
Let λ P P be given. For T P SST pλq and a P N, we denote by a Ñ T the tableau obtained by the column insertion of a into T (cf. [2] ). For a word w " w 1 . . . w r , we define pw Ñ T q " pw r Ñ p¨¨¨Ñ pw 1 Ñ T. For a semistandard tableau S, we define pS Ñ T q " pwpSq Ñ T q.
Let λ π denote the skew Young diagram obtained from λ by 180˝rotation. Let H λ and H λ π be the tableaux in SST pλq and SST pλ π q, respectively, where the i-th entry from the top in each column is filled with i for i ě 1.
For λ, µ, ν P P, let LR λ µν be the set of Littlewood-Richardson tableaux S of shape λ{µ with content ν. There is a natural bijection from LR λ µν to the set of T P SST pνq such that pT Ñ H µ q " H λ , where each i in the jth row of S P LR λ µν corresponds to j in the ith row of T . We call such T a companion tableau of S P LR λ µν . We also define LR λ µν π to be the set of S P SST pλ{µq with content ν π such that wpT q " w 1 . . . w r is an anti-lattice word, that is, the number of i in w k . . . w r is greater than or equal to that of i´1 for each k ě 1 and 1 ă i ď ℓpνq. Let us call S a Littlewood-Richardson tableaux of shape λ{µ with content ν π . As in case of LR λ µν , the map from S P LR λ µν π to its companion tableau gives a natural bijection from LR λ µν π to the set of T P SST pν π q such that pT Ñ H µ q " H λ . From now on, all the LR tableaux are assumed to be the corresponding companion tableaux unless otherwise specified.
Finally, let us recall a bijection
Let S P LR λ 1 µ 1 ν 1 be given, that is, pS Ñ H µ 1 q " H λ 1 . Let S 1 , . . . , S p denote the columns of S enumerated from the right. For 1 ď i ď p, let H i " pS i Ñ H i´1 q with H 0 " H µ 1 so that H p " H λ 1 . Define QpS Ñ H µ 1 q P SST pλ{µq to be the tableau such that the horizontal strip shpH i q 1 {shpH i´1 q 1 is filled with 1 ď i ď p.
On the other hand, let U P LR λ µν π be given, that is, shpU Ñ H µ q " H λ . Let U i denote the i-th row of U from the top, and let H i " pU i Ñ H i´1 q with H 0 " H µ for 1 ď i ď p. Define QpU Ñ H µ q to be tableau such that the horizontal strip shpH i q{shpH i´1 q is filled with 1 ď i ď p.
Then for each S P LR λ 1 µ 1 ν 1 , there exists a unique U P SST pν π q such that pU Ñ H µ q " H λ and QpU Ñ H µ q " QpS Ñ H µ 1 q. We define ψpSq " U . Since the correspondence from S to U is reversible, ψ is a bijection from LR λ 1 µ 1 ν 1 to LR λ µν π .
Example 2.1. Let λ " p7, 6, 4, 3, 2q, µ " p6, 4, 2, 2q, and ν " p2, 2, 2, 1, 1q. Let S P LR λ 1 µ 1 ν 1 be given by S " 1 3 3 5 7 2 4 6
. The recording tableau QpS Ñ H µ 1 q is given by
Then the corresponding U " ψpSq P LR λ µν π with QpU Ñ H µ q " QpS Ñ H µ 1 q is given by U "   1  2  2 3  3 4  5 5 2.3. Spinor models. Let us recall the notion of spinor model of type D, which is a combinatorial model for the crystal BpΛq (Λ P P`) when g is of type D [11] (cf. [10, 13] ). We keep the notations used in [13] .
We often assume that a horizontal line L on the plane is given such that any box in a tableau T is either below or above L, and denote by T body and T tail the subtableaux of T placed above and below L, respectively. For example, T " T body "
where the dotted line denotes L.
For a tableau U with the shape of a single column, let htpU q denote the height of U and we put U piq (resp. U ris) to be i-th entry of U from bottom (resp. top). We also write U " pU pℓq, . . . , U p1qq " pU r1s, . . . , U rℓsq , where ℓ " htpU q. To emphasize gluing and cutting tableaux which appear on the horizontal line L, we also use the notations
For a, b, c P Z`, let λpa, b, cq " p2 b`c , 1 a q{p1 b q. Let T be a tableau of shape λpa, b, cq. We denote the left and right columns of T by T L and T R , respectively.
For T P SST pλpa, b, cqq and 0 ď k ď minta, bu, we slide down T R by k positions to have a tableau T 1 of shape λpa´k, b´k, c`kq. We define r T to to be the maximal k such that T 1 is semistandard. Definition 2.2. For T P SST pλpa, b, cqq with r T " 0, we define (1) ET to be tableau in SST pλpa´1, b`1, cqq obtained from T by applying jeu de taquin sliding to the position below the bottom of T R , when a ą 0, (2) FT to be tableau in SST pλpa`1, b´1, cqq obtained from T by applying jeu de taquin sliding to the position above the top of T L , when b ą 0.
Here we assume that ET " 0 and FT " 0 when a " 0 and b " 0, respectively, where 0 is a formal symbol. In general, for T P SST pλpa, b, cqq with r T " k, we define ET " ET 1 and FT " FT 1 , where T 1 is obtained from T by sliding down T R by k positions and hence r T 1 " 0.
Let
where we define r T of T P T sp to be the residue of htpT q modulo 2.
For T P Tpaq, we define the pairs pT L˚, T R˚q and p L T, R T q by
Definition 2.3. Let a, a 1 P Z`be given with a ě a 1 . We say a pair pT, Sq is admissible, and write T ă S if it is one of the following cases:
(1) pT, Sq P TpaqˆTpa 1 q or TpaqˆT sp with
for i ě 1. Here ε " 1 if S P T sp´a nd 0 otherwise, and we assume that
Remark 2.4. (1) For T P Tpaq, we assume that the subtableau of single column with height a is below L and hence equal to T tail .
T " (2) Let S P T sp be given, and let ε be the residue of htpSq modulo 2. We may assume that S " U L for some U P Tpεq, where U R piq (i ě 1) are sufficiently large. Then we have S " U L " L U . We assume that S tail " U tail , which is non-empty when ε " 1. If ε " 1, then U L˚i s obtained from S by adding U R p1q to the bottom of S since r U " 1. Note that r S " ε " r U .
This implies that T ă S if and only if T ă U for T P Tpaq. So we may understand the admissibility conditions in Definition 2.3(1) for pT, Sq P TpaqˆT sp as induced from the ones for pT, U q P TpaqˆTpεq (cf. Example 3.17).
(3) Let T P Tp0q be given. We assume that T L , T R P T sp´s o that T tail is non-empty. This means that`T L˘t ail and`T R˘t ail are non-empty in the sense of (2) .
From now on we assume that g is the Kac-Moody Lie algebras of type D 8 , whose Dynkin diagram, set of simple roots Π " t α i | i P I u, and fundamental weight Λ i pi P Iq are
Here we assume that the index set for simple roots is I " Z`, and the weight lattice is P " ZΛ 0 '`À iě1 Zǫ i˘. Let l be the subalgebra of g associated to Πztα 0 u, which is of type A`8.
Let B be one of Tpaq pa P Z`q, T sp , and Tp0q. Let us describe the g-crystal structure on B. Let T P B given. Recall that SST pλq (λ P P) has an l-crystal structure [9] . So we may regard B as a subcrystal of an l-crystal Ů λPP SST pλq and hence define r e i T and r f i T for i P Izt0u. Let wt l pT q " ř iě1 m i ǫ i be the l-weight of T , where m i is the number of occurrences of i in T . Next, we define r e 0 T and r f 0 T as follows:
(1) When B " T sp , we define r e 0 to be the tableau obtained from T by removing a domino b2 by tentor product rule (2.1). We define r f 0 T similarly.
Put
wtpT q "
Then B is a g-crystal with respect to r e i and r f i , ε i , and ϕ i for i P I. By [11, Proposition 4.2], we have Tpaq -BpΛ a q pa ě 2q,
For n ě 1, let
where µ 1 " pµ 1 1 , µ 1 2 ,¨¨¨q is the conjugate partition of µ. Recall that PpO n q parameterizes the complex finite-dimensional representations of the orthogonal group O n . We may also use PpO n q to parametrize P`for g. More precisely, for µ P PpO n q, if we put Λpµq " nΛ 0`µ
¨¨¨, then we have P`" t Λpµq | µ P Ů n PpO n q u the set of dominant integral weights for g.
For µ P PpO n q, let q˘and r˘be non-negative integers such that
1´n " 2q´`r´, if n´2µ 1 1 ă 0, where r˘" 0, 1. Let µ " pµ i q P P be such that µ 1 1 " n´µ 1 1 and µ 1 i " µ 1 i for i ě 2 and let M`" µ 1 1 and M´" µ 1
When considering T " p. . . , T 2 , T 1 q P p Tpµ, nq, it is often helpful to imagine that Example 2.5. Let n " 8 and µ " p4, 3, 3, 2q P PpO 8 q and let T " pT 4 , T 3 , T 2 , T 1 q given by 
Then we can check that T 4 ă T 3 ă T 2 ă T 1 . Thus, T P Tpµ, 8q. where the dotted line denotes the common horizontal line L.
We regard p
Tpµ, nq as a g-crystal by identifying T " p. . . , T 2 , T 1 q P p Tpµ, nq with 3. Separation algorithm 3.1. l-highest weight elements. From now on, we fix µ P PpO n q throughout the paper. Let
Hpµ, nq " t T | T P Tpµ, nq, r e i T " 0 pi ‰ 0q u.
and call T P Hpµ, nq an l-highest weight element in Tpµ, nq for simplicity. Note that for T P Tpµ, nq, we have T P Hpµ, nq if and only if T " l H λ for some λ P P. In this subsection, we give some necessary conditions for T P Tpµ, nq to be in Hpµ, nq. Let us first assume that n´2µ 1 1 ě 0. Suppose that n " 2l`r, where l ě 1 and r " 0, 1. Let T P Tpµ, nq be given and write
where T i P Tpa i q for some a i P Z`(1 ď i ď l), and T 0 P T sp`( resp. T 0 " H) when r " 1 (resp. r " 0). Let shpT i q " λpa i , b i , c i q and r T i " r i for 1 ď i ď l. The lemma below follows directly from the tensor product rule (2.1).
Then T is an l-highest weight element if and only if pU i , . . . , U 0 q is a l-highest weight element for i ě 0, where we understand pU i , . . . , U 0 q " U 0 b¨¨¨b U i as an element of an l-crystal . Definition 3.2. Let H˝pµ, nq be a subset of Tpµ, nq consisting of T " pT i q satisfying the following conditions: for each i ě 1,
Here we assume that c 0 " 8 and r 0 " 0. Lemma 3.3. For T P H˝pµ, nq, we have either
Proof. Let i " 1, . . . , l´1 be given. If r i r i`1 " 0, then by Definition 2.3(1)-(i) and (H1), we have
which is a contradiction. This proves the lemma.
Proposition 3.4. We have Hpµ, nq Ă H˝pµ, nq.
Proof. Suppose that T P Hpµ, nq. By Lemma 3.1, it is clear that T 0 satisfies (H0). Let wpT 0 qwpT 1 q . . . wpT l q " w 1 w 2 . . . w ℓ , and
By definition of Hpµ, nq, we have P l " H ν for some ν P P. Let h l be the height of the rightmost column of ν. Let us use induction on l to show that T P H˝pµ, nq. We also claim that
Suppose that l " 1. Since T is an l-highest weight element and T " l T R b T L by Lemma 3.1, it is straightforward to check that T satisfies (H1) and (H2). It is clear that c 1 " h 1`r1 . Suppose that l ą 1. Let T l´1 " pT l´1 , . . . , T 1 , T 0 q and let P l´1 be the tableau in (3.2) corresponding to T l´1 . By induction hypothesis, T l´1 satisfies (H1) and (H2).
l " H η for some η P P by Lemma 3.1, and (3.4) implies that each letter of wpT R l q is inserted to create a box to the right of the leftmost column of P l´1 when we consider the insertion
for i ě 1. This implies that each letter of wppT L l q body q is inserted to create a box to the right of the leftmost column of P 5 l when we consider the insertion wppT L l q body q Ñ P 5 l q, and T L l rks " k for 1 ď k ď c l . Hence T satisfies (H1), (H2), and (3.3). Case 2. Suppose that r l " 1. When r l´1 " 0, we see that T l satisfies the conditions (H1) and (H2) by the same argument in the previous case. In particular, (3.4) 
. Now assume that r l´1 " 1. By Definition 2.3(1)-(ii) and the condition (H1) on
We claim that
. . , T 1 q, which is an l-highest weight element, we see from Lemma 3.1 that each letter of wpT Rl q is inserted to create a box to the right of the leftmost column of P l´1 when we consider the insertion pwpT Rl q Ñ P l´1 q, and T Rl ris " i for 1 ď i ď b l`cl´1 . This implies that T R l pkq is between m and m`1 for some m P Z`, and hence k " b l`cl since pwpT Rl q Ñ P l´1 q is an l-highest weight element. This proves the claim, and T R l satisfies (H1). Furthermore, the claim implies that T R l p1q satisfies (H2)(ii) because P 5 l is an l-highest weight element. We consider T L l . By the same argument as in Case 1, we have T L l rjs " j for 1 ď j ď c l , and k " 1 (in the previous argument) implies that
lis an l-highest weight element. Finally, we can check easily that (3.3) holds.
Example 3.5. Let T " pT 2 , T 1 q P Tp2, 2q with r 1 " r 2 " 1 given by
We have wpT 1 qwpT 2 q " p12341235qp1415q and the corresponding tableau (3.2) is
Thus T is an l-highest weight element.
Sliding algorithm.
In this subsection, we introduce a combinatorial algorithm which moves each tail in T P H˝pµ, nq by one position to the left horizontally preserving the l-crystal equivalence or Knuth equivalence. This algorithm is a key ingredient of our main result in this paper. We need the following set given by
Let pU n , . . . , U 1 q P E n given. For 1 ď j ď n´1 and X " E, F, we define
where
. Then E n is a regular sl ncrystal with respect to E j and F j for 1 ď j ď n´1 [12, Lemma 5.1]. Furthermore, E n can be viewed as an l-crystal by identifying pU n , . . . , U 1 q " U 1 b¨¨¨b U n with respect to r e i and r f i for i ě 1. Then the operators X j for 1 ď j ď n´1 commutes with r e i and r f i so that E n becomes a pl, sl n q-bicrystal. Let us assume that µ P PpO n q satisfies n´2µ 1 1 ě 0. The case when n´2µ 1 1 ă n will be discussed in Section 3.4.
Consider the following embedding of sets given by
We identify T " pT l , . . . , T 1 , T 0 q P Tpµ, nq with its image U " pU 2l , . . . , U 1 , U 0 q under (3.5) so that T 0 " U 0 and pT i`1 , T i q is given by
Let T P H˝pµ, nq be given. Our first step is to define an operator S j on T for j " 2, 4, . . . , 2l´2 by
Note that the operator S j is well-defined by Corollary 3.3. We assume that S j is the identity operator when a i " 0. Let us describe S j more explicitly.
Lemma 3.6. Under the above hypothesis, we have
Proof. Suppose that U j`1 p1q ă U j pa i q. Then we have
which is given by cutting U tail j and then putting it below U j`1 .
Next, suppose that U j`1 p1q ą U j pa i q. By Lemma 3.3, we have r i r i`1 " 1. Then we have
Ignoring the components other than pT i`1 , T i q, we have
. . , U j p1qq. This proves the lemma.
Let us call this algorithm to obtain p r U j`1 , r U j q from pU j`1 , U j q sliding algorithm.
Corollary 3.7. Under the above hypothesis, we have the following.
The pair pU 2l , r U 2l´1 q forms semistandard tableau when the columns are put together horizontally along L.
Proof. (1) and (3) follow directly from Definition 2.3 and the description of p r U j`1 , r U j q in Lemma 3.6. By definition of S j , it is not difficult to see that p r U j`1 , r U j q forms a semistandard tableau, say T of shape
The residue of T follows immediately from the description of p r U j`1 , r U j q in Lemma 3.6. This proves (2) .
Proof. Since S j changes only U j , U j`1 by Lemma 3.6, it is clear that S j S k " S k S j for j ‰ k. The l-crystal equivalence follows from the fact that E n is a pl, sl n qbicrystal.
Example 3.9.
(1) The following is an illustration of S j when U j`1 p1q ă U j pa i q. 
The following is an illustration of S j when U j`1 p1q ą U j pa i q. 
where r U j is given in Lemma 3.6. Let
Lemma 3.10. There exists a unique r T P Tpr µ, n´1q corresponding to r U under (3.5), where r µ " pµ 2 , µ 3 , . . . q.
Proof. Let us define
as follows: (1) and (2), respectively.
We have r T P p Tpr µ, n´1q. Let us show that r T P Tpr µ, n´1q. For simplicity, let us assume that n " 2l since the proof for n " 2l`1 is almost identical.
By Corollary 3.7(1), we have r T 1 ă r T 0 . So it suffices to show that r T i ă r T i´1 for 2 ď i ď l´1. This can be checked in a straightforward way using the fact that T P H˝pµ, nq and Lemma 3.6 as follows.
Consider a triple pT i`1 , T i , T i´1 q in T. Recall that each T i satisfies (H1) and (H2). Without loss of generality, let us consider pT 3 , T 2 , T 1 q, which can be identified with pU 6 , U 5 , U 4 , U 3 , U 2 , U 1 q under the map (3.5). Put
Note that r U 1 " U 1 and r U 6 " U 6 . Let λpa j , b j , c j q be the shape of T j for j " 1, 2, 3. Let r T j be the tableau corresponding to p r U j`2 , r U j`1 q for j " 1, 2, 3 in (3.9). We consider the following four cases. The other cases can be checked in a similar manner.
Case 1. pr 3 , r 2 , r 1 q " p0, 0, 0q. In this case, the operators S 2 and S 4 are just sliding T tail 2 and T tail 1 to the left horizontally. Note that r T 1 P SST pλpa 1 , c 1´b2´c2 , b 2`c2and r T 2 P SST pλpa 2 , c 2´b3´c3 , b 3`c3 qq. It is straightforward to check that r T 2 ă r T 1 .
Case 2. pr 3 , r 2 , r 1 q " p1, 1, 0q. If U 5 p1q ă U 4 pa 2 q, then the proof is the same as in Case 1. So we assume that U 5 p1q ą U 4 pa 2 q.
Note that r T 1 P SST pλpa 1 , c 1´b2´c2 , b 2`c2and r T 2 P SST pλpa 2 , c 2´b3´c34 , b 3`c3´2 qq. By Corollary 3.7(2), r T 2 and r T 1 have residue 1 and 0 respectively. We see that Definition 2.3(1)-(i) holds on p r T 2 , r T 1 q. 
Note that r T 2 P SST pλpa 1 , c 1´b2´c2`4 , b 2`c2´2and r T 1 P SST pλpa 2 , c 2b Proof. Since r T corresponds to r U, we have r T P Hpr µ, n´1q by Lemma 3.1.
3.3. Separation algorithm. Let us assume that n´2µ 1 1 ě 0. Suppose that T P Hpµ, nq is given, which corresponds to U P E n under (3.5).
Let us define a tableau T satisfying the following:
(S1) T is Knuth equivalent to T, that is, T " l T, (S2) T tail P SST pµ 1 q and T body P SST ppδ 1 q π q for some δ P P p2q .
We define T inductively on n. If n ď 3, then let T is given by putting together the columns in U horizontally along L.
Suppose that n ě 4. By Corollary 3.11, there exists a unique S P Hpr µ, n´1q corresponding to r U in (3.8). By induction hypothesis, there exists S satisfying (S1) and (S2). Then we define T to be the tableau obtained by putting together the leftmost column in T and S (horizontally along L).
Lemma 3.12. The tableau T satisfies (S1) and (S2).
Proof. By (3.7) and (3.8), the leftmost columns in T and S are U 2l and r U 2l´1 , respectively. By Corollary 3.7(3), we conclude that T is semistandard.
The condition (S1) holds since
The condition (S2) follows directly from the definition of S j .
Roughly speaking, we may obtain T from T by applying S j 's as far as possible so that no subtableau below L is movable to the left. η "
Example 3.13. Let n " 8 and µ " p4, 3, 3, 2q P PpO 8 q. Let T " pT 4 , T 3 , T 2 , T 1 q P Hpµ, 8q and U " pU 8 , . . . , U 1 q be given by 
Applying S 6 S 4 S 2 to U, we get The sequence of columns except the leftmost one (in gray) corresponds to S P Hpr µ, 7q with r µ " p3, 3, 2q. Therefore, T is given by 1 
Proposition 3.14. Let T P Hpµ, nq be given with n´2µ
Proof.
(1) We have T " l T, and T " l T body b T tail . Since shpT body q " pδ 1 q π for some δ P P p2q , we should have T body " H pδ 1 q π . (2) It follows from the fact that
Let us call this combinatorial algorithm to obtain pT body , T tail q from T separation algorithm.
Separation algorithm when
T " pT l , . . . , T m`1 , T m , . . . , T 1 , T 0 q,
, and T 0 P T sp´( resp. T 0 " H) when r " 1 (resp. r " 0). Here m " q´in (2.3). Under (3.5), we identify T with
We may also assume that U i P T sp´f or 0 ď i ď 2m. The following is an analogue of Definition 3.2 when n´2µ 1 1 ă 0.
Definition 3.15. Let H˝pµ, nq be the set of T P Tpµ, nq such that Proof. Let T P Hpµ, nq be given. By Lemma 3.1 and the admissibility of T i`1 ă T i for 0 ď i ď m´1, we have U i rks " k (k ě 1) for 0 ď i ď 2m. Hence T satisfies (1). The condition (2) can be verified by almost the same argument as in Proposition 3.4. Now, let us define the tableau T satisfying (S1) and (S2) in Section 3.3. We use induction on n.
Suppose that n " 3, that is, U " pU 2 , U 1 , U 0 q. Take U " H p1 a q for some sufficiently large a ą 0. Then there exists a unique
, and hence T 7 P Hpµ, 4q. Let T 7 be the tableau defined in Section 3.3. Then we define T to be the one obtained from T 7 by removing the rightmost column U . By Lemma 3.6, T does not depend on the choice of U for all sufficiently large a, and hence is well-defined.
Example 3.17. Let n " 3 and µ " p2, 1q. 
Suppose that n ě 4. Let V " pU 2l , . . . , U 2m`1 , U 2m , U q, where U " H p1 a q for a sufficiently large a. Note that there exists T P Tp1q such that pT L , T R q " pU 2m , U q. Since U P H˝pµ, nq by Lemma 3.16, we have V P H˝pη, N q, where η " µ Y t1u " pµ 1 , . . . , µ ℓ , 1q with ℓ " ℓpµq " l´m and N " 2ℓ`2. Since N´2η 1 1 " 2ℓ`2´2pµ 1 1`1 q " 0, we may apply the sliding algorithm in Section 3.2 (see (3.7)) to have
We have the following analogue of Lemma 3.10.
Lemma 3.18. Under the above hypothesis, there exists a unique r T P Hpr µ, n´1q corresponding to r U under (3.5), where r µ " pµ 2 , µ 3 , . . . q.
Proof.
For m ď i ď l´1, there exists a unique r
q by Lemma 3.10. Also, for each 0 ď i ď 2m´2, there exists a unique
Let us define r T " p r T l´1 , . . . , r T m , r T m´1 , . . . , r T 1 , r T 0 q as follows:
(1) let r
It is clear that r
T i`1 ă r T i for 0 ď i ď m´2. By Lemma 3.10, we have r T i`1 ă r T i for m ď i ď l´2. Finally, by definition of r V, one can check without difficulty that r T m ă r T m´1 . Therefore, r T P Tpr µ, n´1q. Since r T is also an l-highest weight element, we have r T P Hpr µ, n´1q by Lemma 3.1.
Let S " r T P Hpr µ, n´1q in Lemma 3.10. By induction hypothesis, there exists S satisfying (S1) and (S2). Then we define T to be the tableau obtained by putting together the leftmost column in T and S (horizontally along L).
By the same arguments as in Lemma 3.12, we conclude that T satisfies (S1) and (S2) in Section 3.3. Hence Proposition 3.14 also holds in this case as follows by the same arguments. Proposition 3.19. Let T P Hpµ, nq be given with n´2µ 1 1 ă 0. Then (1) T body " H pδ 1 q π for some δ P P p2q ,
Example 3.20. Let n " 9 and µ " p4, 3, 3, 2, 1q P PpO 9 q. We have n´2µ 1 1 ă 0 and µ " p4, 3, 3, 2q. Let T P Tpµ, 9q be given by 
Putting U " H p1 8 q at the rightmost column and applying the sliding algorithm, we get 
, r U 0 q corresponds to r T P Hpr µ, 8q, with r µ " p3, 3, 2, 1q. Repeating this process to r U which is the case in Section 3.3, we get T T " Let δ rev " pδ rev 1 , . . . , δ rev n q be the reverse sequence of δ " pδ 1 , . . . , δ n q, that is, δ rev i " δ n´i`1 , for 1 ď i ď n. We put p " µ 1 1 , q " µ 1 2 , and r " pµq 1
Definition 4.1. For S P LR λ 1 δ 1 µ 1 , let s 1 ď¨¨¨ď s p denote the entries in the first row, and t 1 ď¨¨¨ď t q the entries in the second row of S. Let 1 ď m 1 ă¨¨¨ă m p ă n be the sequence defined inductively from p to 1 as follows:
(we assume that r " p when n´2µ 1 1 ě 0). Let n 1 ă¨¨¨ă n q be the sequence such that n j is the j-th smallest integer in tj`1,¨¨¨, nuztm j`1 ,¨¨¨, m p u for 1 ď j ď q. Then we define LR ě s i , then we should have ℓpλq ą n, which is a contradiction to λ P P n . By definition of m i , we also note that
where r " p when n´2µ 1 1 ě 0.
Example 4.3. Let n " 8, µ " p2, 2, 2, 1, 1q P PpO 8 q, λ " p5, 4, 4, 3, 2, 2q P P 8 , and δ " p4, 2, 2, 2, 2q P P Then the sequences pm i q 1ďiď5 and pn j q 1ďjď3 are p1, 3, 5, 7, 8q and p2, 4, 6q, respectively, and S satisfies the condition (4.2):
Hence S P LR
Now we are in a position to state the main result in this paper. The proof is given in Section 6.1. Theorem 4.4. For µ P PpO n q and λ P P n , we have a bijection Definition 4.6. For U P LR λ δµ π (see Section 2.2), let σ 1 ą¨¨¨ą σ p denote the entries in the rightmost column and τ 1 ą¨¨¨ą τ q the second rightmost column of U , respectively. Let m 1 ă¨¨¨ă m p be the sequence defined by
and let n 1 ă¨¨¨ă n q be the sequence such that n j is the j-th smallest number in t j`1, . . . , n uzt m j`1 , . . . , m p u. Then we define LR λ δµ to be the subset of LR λ δµ π consisting of U such that The sequences pm i q 1ďiď5 and pn j q 1ďjď3 are p1, 3, 5, 7, 8q and p2, 4, 6q, respectively. Then U satisfies the condition (4.3):
Hence U P LR λ µδ .
Let us show that c λ δµ " c λ δµ . First we observe the following. Proof. We assume that n´2µ 1 1 ě 0. The proof for the case n´2µ 1 1 ă 0 is similar. Suppose that S P LR λ 1 δ 1 µ 1 is given. Let s 1 ď¨¨¨ď s p denote the entries in the first row of S. Let pm 1 i q 1ďiďp and pn 1 j q 1ďjďq be the sequence for S in Definition 4.1. Put U " ψpSq. Let σ 1 ą¨¨¨ą σ p , pm i q 1ďiďp and pn j q 1ďjďq be as in Definition 4.6.
It is enough to show that m 1 i " m i for 1 ď i ď p, which clearly implies n 1 j " n j for 1 ď j ď q. Let us enumerate the column of δ 1 by n, n´1, . . . , 1 from left to right. Consider the vertical strip V i :" shpH i q{shpH i´1 q filled with i for 1 ď i ď p. By definition of ψ (2.2), we see that the upper most box in V i is located in the pn´σ i`1 q-th column in δ 1 .
Let i P t1, . . . , pu be given. Theorem 4.9. For µ P PpO n q, λ P P n and δ P P p2q n , the bijection ψ :
Proof. Let S P LR λ 1 δ 1 µ 1 given and put U " ψpSq. We keep the conventions in the proof of Lemma 4.8. By definition of ψ, the second upper most box in V j is located at the pn´τ j`1 q-th column in δ 1 . By Lemma 4.8, we see that δ rev n j ă t j if and only if n´τ j`1 ě n j or τ j`nj ď n`1. Therefore, S P LR Example 4.10. Let n " 8, µ " p2, 2, 2, 1, 1q P PpO 8 q, λ " p5, 4, 4, 3, 2, 2q P P 8 , and δ " p4, 2, 2, 2, 2q P P p2q 8 . Let S be the Littlewood-Richardson tableau in Example 4.3. We enumerate the columns of S as follows:
Then the insertion and recording tableaux are given by 
" ψpSq.
(Here the numbers in gray denote the enumeration of columns of δ 1 .) Thus we have
Note that the enumeration of the rows of U :" ψpSq is given by
Under the above correspondence, we observe that σ i p1 ď i ď 5q and τ j p1 ď j ď 3q record the positions of s i and t j in δ 1 , respectively, and vice versa. For example, the entry τ 2 in U 4 is located at pn´τ 2`1 q-th row in δ, which implies that t 2 is located at pn´τ 2`1 q-th column in δ 1 . This correspondence implies ψpSq P LR λ δµ (cf. Example 4.7). Proof. This follows from c λ δµ " c λ δµ . We may recover the Littlewood's formula (1.2) from Corollary 4.11. Proof. We claim that LR λ δµ π " LR λ δµ . Let U P LR λ δµ π be given. Let H 1 " pσ 1 Ñ p¨¨¨Ñ pσ p Ñ H δ. Note that σ i`i´1 ď ℓpshpH 1" ℓpλq ď Remark 4.14. We may have an analogue of Theorem 4.4 for type B and C, that is, a multiplicity formula with respect to the branching from B 8 and C 8 to A`8, respectively. More precisely, let T g pµ, nq be the spinor model for the integrable highest weight module over the Kac-Moody algebra of type B 8 and C 8 when g " b and c, respectively, corresponding to µ P PpG n q via Howe duality. Here PpG n q denotes the set of partitions parametrizing the finite-dimensional irreducible representations of an algebraic group G n (see [13, Section 2] for more details).
For λ P P n , let LR µ λ pgq be the set of T P T g pµ, nq which is an l-highest weight element with highest weight λ 1 (cf. (4.1) ). Let δ P P ✸ n be given, where ✸ " p1q for g " b and ✸ " p1, 1q for g " c (here we understand P p1q " P). Put
where s 1 ď¨¨¨ď s µ 1 1 are the entries in the first row of S.
We may apply the same arguments in Section 3 to T g pµ, nq. Then by Proposition 3.4 and Lemma 3.12, we have for T " pT l , . . . ,
is a bijection. The map ψ in (2.2) induces a bijection from LR λ 1 δ 1 µ 1 to LR λ δµ , where
are the entries in the rightmost column of U . Therefore, 
4.2.
Branching multiplicities of non-Levi type. We assume that the base field is C. Let V λ GLn denote the finite-dimensional irreducible GL n -module corresponding to λ P P n , and V µ On the finite-dimensional irreducible module O n -module corresponding to µ P PpO n q.
Then we have the following new combinatorial description of
Theorem 4.15. For λ P P n and µ P PpO n q, we have
Proof. It follows from the fact " 
(see [1, Section 7 (7.11)]). Suppose that n " 8, a " b " d " 2, c " 3 and λ " p5, 4, 4, 3, 2, 2, 0, 0q P P 8 . Then it is straightforward to check that for ξ, υ P P p2q 8 c λ 1
Hence we have
On the other hand, the following tableaux S α and S β are the unique tableaux in LR λ 1 α 1 µ 1 and LR λ 1 β 1 µ 1 , respectively, where α " p4, 2, 2, 2, 2q and β " p4, 4, 2, 2q: We see that S α P LR λ 1 α 1 µ 1 and ψpS α q P LR λ αµ (see Examples 4.3 and 4.10). On the other hand, for S β , the sequence pm i q 1ďiď5 and pn j q 1ďjď3 are given by p1, 3, 5, 6, 8q and p2, 4, 7q, respectively. Then S β R LR λ 1 β 1 µ 1 since t 3 " 4 " δ rev n 3 . We can also check that ψpS β q R LR λ βµ (cf. Example 4.10). By Theorem 4.15, we have
Generalized exponents
5.1. Generalized exponents. Let g be a simple Lie algebra of rank n over C, and G the adjoint group of g. Let Spgq be the symmetric algebra generated by g, and Spgq G the space of G-invariants with respect to the adjoint action. Let Hpgq be the space of polynomials annihilated by G-invariant differential operators with constant coefficients and no constant term. It is shown by Kostant [5] that Spgq is a free Spgq G -module generated by Hpgq, that is,
Let t be an indeterminate. Let Φ`denote the set of positive roots and Φ " Φ`Y´Φ`the set of roots of g. We define the graded character of Spgq by
Then it is also shown in [5] that the graded character of Hpgq is determined by
. . , n and m i are the classical exponents of g. For µ P P`, let V µ g be the irreducible representation of g with highest weight µ. The generalized exponent associated to µ P P`is a graded multiplicity of V µ g in Hpgq, that is,
where H k pgq is the k-th homogeneous space of degree k. It is shown in [3] that
where K g µ0 ptq is the Lustig t-weight multiplicity for V µ g at weight 0. In other words, we have
In [14] , a new combinatorial realization of K sp n µ0 ptq is given in terms of LR tableaux which give a branching formula for (1.2) for G n " Sp n . The goal of this section is to give combinatorial formulas for K son µ0 ptq following the idea in [14] as a main application of Theorem 4.4.
5.2.
Combinatorial model of generalized exponents for so n . Suppose that g " so n for n ě 3, that is, g " so 2m`1 , so 2m for some m. We assume that the weight lattice for g is P "
À m i"1 Zǫ i so that Φ`is t ǫ i˘ǫj , ǫ k | 1 ď i ă j ď m, 1 ď k ď m u, and t ǫ i˘ǫj | 1 ď i ă j ď m u when g " so 2m`1 , and g " so 2m , respectively. Let
By using the Littlewood identity (when t " 1), we have
where |λ| " ř iě1 λ i for λ " pλ i q iě1 . Note that (5.1) can be obtained from ∆ g t by specializing it with respect to the torus of SO n (see for example [14, Section 2.2]).
For µ P PpO n q, put
Proposition 5.1. For µ P P m , we have
where we regard µ in K g µ0 ptq as a dominant integral weight µ 1 ǫ 1`¨¨¨`µm ǫ m P P`.
Proof. Suppose that g " so 2m`1 . For µ P PpO 2m`1 q with ℓpµq ď m, we have chV
By taking restriction of (5.3) with respect to O 2m`1 , we have
Next, suppose that g " so 2m . For µ P PpO 2m q with ℓpµq ă m, we have chV
" chV µ so 2m . For µ P PpO 2m q with ℓpµq " m, we have chV
Now, combining (5.2) and (5.4), (5.5), we obtained the identities.
Suppose that P " À n i"1 Zǫ i is the weight lattice of gl n . For 1 ď i ď n´1, let ̟ i " ǫ 1`¨¨¨`ǫi be the ith fundamental weight.
Let µ P P n be given. We identify µ with µ 1 ǫ 1`¨¨¨`µn ǫ n . Let SST n pµq (resp. SST n pµ π q) be the subset of SST pµq (resp. SST pµ π q) consisting of T with entries in t1, . . . , nu, which is a gl n -crystal with highest weight µ. For T P SST n pµq or SST n pµ π q, put
Definition 5.2. For ρ P P n , we say that T is ρ-distinguished if ϕpT q " λ´ρ, εpT q " δ´ρ, for some pλ, δq P P p1,1q nˆP p2q
n .
We put D n pµq " t T P SST n pµ π q | T is ρ-distinguished for some ρ P P n u,
, where ρ T is determined by We define D n pµq to be the subset of D n pµq consisting of T satisfying the condition (4.3).
Proof. Recall that we have bijections for µ P PpO n q ğ
where the first one is given in Theorem 4.4 and the second one in Theorem 4.9. By definition of D n pµq, we have a bijection
By Lemma 5.3, we have a bijection
Therefore, we have from (5.7) and (5.8)
which implies the identity.
We have the following new combinatorial formulas for K son µ0 ptq.
Theorem 5.5. For µ P P m , we have
Proof. It follows from Propositions 5.1 and 5.4.
µ0 ptq is a polynomial in t, the polynomial ÿ
is divisible by 1`t m . From the positivity of Kostka-Foulkes polynomial K so 2m µ0 ptq, one may expect a decomposition of D 2m pµq " X 1 \ X 2 together with a bijection τ : X 1 ÝÑ X 2 such that |ϕpτ pT qq`ρ τ pT q | " 2m`|ϕpT q`ρ T |.
Proof of Main Theorem
6.1. Proof of Theorem 4.4 when n´2µ 1 1 ě 0. Let µ P PpO n q and λ P P n be given. We assume that n´2µ 1 1 ě 0. The proof for the case n´2µ 1 1 ă 0 will be given in Section 6.2. We keep the notations in Sections 3 and 4.
Suppose that n " 2l`r, where l ě 1 and r " 0, 1. Let T P LR µ λ pdq be given with T " pT l , . . . , T 1 , T 0 q as in (3.1). Let us assume that r " 0 since the argument for r " 1 is almost identical. Write r T " p r T l´1 , . . . , r T 1 , r T 0 q. Let T body " H pδ 1 q π for some δ P P p2q . Let s 1 ď¨¨¨ď s p denote the entries in the first row, and t 1 ď¨¨¨ď t q the entries in the second row of T tail .
Lemma 6.1. Suppose that T " pU 2l , . . . ,
In this case, T tail i is the pl´i`1q-th column of T tail from the left.
then by definition we have r T i has residue 0. By Lemma 3.10, r
. By applying this argument together with Lemma 3.10, we obtain the second statement.
For simplicity, let us put T " r T. Let r µ " pµ 2 , µ 3 , . . . q and ζ " pδ 1 , . . . , δ n´1 q P P p2q n´1 . By Lemmas 3.1, 3.10 and Proposition 3.14, we have T body " H pζ 1 q π and
where ξ is given by pT tail Ñ H ζ 1 q " H ξ 1 . Let r s 1 ď¨¨¨ď r s p´1 be the entries in the first row of T tail and let p r m i q 1ďiďp´1 (resp. pm i q 1ďiďp ) be the sequence associated to T tail (resp. T tail ) in Definition 4.1. Note that s i " r s i´1 for 2 ď i ď p. Put T i " T l´i`1 for 1 ď i ď l and r T j " r T l´j for 1 ď j ď l´1. Assume that T i P Tpa i q for 1 ď i ď l.
Lemma 6.2. Under the above hypothesis, the sequences pm i q 1ďiďp and p r m i q 1ďiďp´1 satisfy the relation
where τ i is given by
Proof. Fix i ě 2. If T R i´1 p1q ă T L i pa i q, then by Lemma 3.6(i) and 6.1 
Proof. By Lemma 3.6, it is easy to see that t i " T L i pa i´1 q. Next we claim that T R i p1q " δ rev n i , which implies the inequality since r T i ď 1. We use induction on n. For each i, we define θ i to be the number of j's with i`1 ď j ď p such that m j ă 2i`1. Then we have (6.2) n i " 2i`θ i .
If θ i " 0, then n i " 2i and m i`1 " 2i`1, which implies that
By applying Lemma 6.1 on r T, we have δ rev 2i " T R i p1q. If θ i ą 0, then we have by definition of θ i ,
Let p r m i q 1ďiďp´1 and pr n i q 1ďiďq´1 be the sequences in Definition 4.1 associated to r T. Let r θ i be defined in the same way with respect to p r m i q 1ďiďp´1 . By definition of r θ i and Lemma 6.2, we have for j ě i`2,
Thus we have r θ i " θ i´1 . By induction hypothesis, (6.2), and (6.3), we have Proof. Let T, S P LR µ λ pdq be given. Suppose that T tail " S tail . We first claim that T " S. By Proposition 3.14(1), we have T body " H δ 1 and S body " H χ 1 for some δ, χ P P p2q . Since T tail " S tail and pT tail Ñ H δ 1 q " pS tail Ñ H χ 1 q " H λ 1 , we have δ " χ. Hence T body " S body , which implies T " S. Since the map T Þ Ñ T is reversible, we have T " S.
Now, we will verify that the map in Theorem 4.4 is surjective. Let W P LR λ 1 δ 1 µ 1 be given for some δ P P p2q n . Let V " H pδ 1 q π and X the tableau of a skew shape η as in (3.10) with n columns such that
The semistandardness of X follows from Definition 4.1 and Remark 4.2. Let V i and W i denote the i-th column of V and W from right, respectively. Let us first consider the following, which is used in the proof of Lemma 6.8.
Lemma 6.6. Assume that n " 4 and µ 1 1 " 2. Then there exists T " pT 2 , T 1 q P LR µ λ pdq such that T " X, that is, T body " V and T tail " W. In fact, T " pT 2 , T 1 q is given as follows:
where V3 , V2 and W1 are given by
Proof. By Remark 4.2 and definition of them, T 1 and T 2 are semistandard. Also, the residue r i of T i is by Definition 4.1 at most 1 for i " 1, 2. It suffices to verify that T 2 ă T 1 since this implies T body " V and T tail " W by construction of T.
Let a i be the height of W i for i " 1, 2. We have V i " p1, 2, . . . , δ rev i q for 1 ď i ď 4, with δ rev
for k ď m. Suppose that wpV 1 qwpV 2 qwpV 3 q " w 1 w 2¨¨¨ws , wpV 1 qwpV 2 qwpV 3 qwpW 1 qwpV 4 q " w 1 w 2¨¨¨wt , for some s ď t ď m. Case 1. m 2 " 3. We first assume that r 1 r 2 " 0.
The semistandardness of W implies Definition 2.3(1)-(iii). Thus we have T 2 ă T 1 . (iii) r 1 " 1, r 2 " 0 : We may use the same argument as in (ii) to have T 2 ă T 1 .
Next, we assume that r 1 r 2 " 1. Definition 2.3(1)-(i) holds by definition of T. Since r 1 " 1 and r 2 " 1, we have
By Lemma 3.1, (6.5) pW 1 pa 1 q Ñ P s q and pW 2 pa 2 q Ñ P t q are l-highest weight elements.
By (6.4) and (6.5), we have (6.6)
This implies Definition 2.3(1)-(ii). Definition 2.3(1)-(iii) follows from the semistandardness of W and (6.6). Thus we have T 2 ă T 1 .
by Remark 4.2. By Lemma 3.6, we observe that
Let pr n i q 1ďiďq´1 be the sequence with respect to p r m i q 1ďiďp´1 , that is, r n i " the i-th smallest integer in ti`1, . . . , n´1uzt r m i`1 , . . . , r m p´1 u.
By (6.12), we obtain (6.13) r n i ď n i`1´1 , and hence
Therefore, we have X tail P LR
Lemma 6.8. There exists T P LR µ λ pdq such that T " X, that is,
Proof. We use induction on n ě 2. We may assume that µ 1 1 ‰ 0. Let us first consider n " 3. Note that V " pV 3 , V 2 , V 1 q and W is a tableau of single-columned shape. Define pT 2 , T 1 q by
Clearly T 1 and T 2 are semistandard. By Definition 4.1, the residue of T 2 is at most 1. It is easy to check that T 2 ă T 1 . Therefore, T " pT 2 , T 1 q P LR µ λ pdq and T " X. Next, consider n " 4. When µ 1 1 " 1, apply the same argument as in the case of n " 3. When µ 1 1 " 2, we apply Lemma 6.6. Suppose that n ą 4. Let us assume that n " 2l is even since the argument for n odd is almost the same. By Lemma 6.7 and induction hypothesis, there exists
where r µ and ξ are as in Lemma 6.7. Now, let us construct T " pT l , . . . , T 1 q P LR µ λ pdq from T, which satisfies T " X, by applying Lemma 6.6 repeatedly.
Let T " p r T l´1 , . . . , r T 1 , r T 0 q and let a i be the height of r
Let us define
U " pU 2l , . . . , U 2 , U 1 q.
First, let U 1 " r U 1 and let U 2l be the leftmost column of X. For 1 ď i ď l´1, let pU 2i`1 , U 2i q be defined in the following way. Suppose that a i " 0. Then we put
Suppose that a i ‰ 0. By Proposition 3.4, we have r
)¯, (6.15) where we identify a semistandard tableau of single-columned shape with the set of its entries. Set
T " pT l , T l´1 , . . . , T 1 q, where pT L i , T R i q " pU 2i , U 2i´1 q for 1 ď i ď l.
We can check without difficulty that T i is semistandard, and the residue r i of T i is at most 1 by Lemma 6.3 and (6.13). Next we show that T i`1 ă T i and pT i`1 , T i q P H˝ppµ 1 l´i , µ 1 l´i`1 q, 4q for 1 ď i ď l´1, which implies that T P H˝pµ, nq. The proof is similar to the case of n " 4 in Lemma 6.6.
Let us prove T i`1 ă T i inductively on i. For i " 1, it follows from Lemma 6.6. Suppose that T i ă T i´1 ă¨¨¨ă T 1 holds for given i ě 2. Consider
By the admissibility on T, X tail i is semistandard. It follows from (6.14), (6.15), Definition 3.2(H1) on T and the induction hypothesis that X body i is equal to H ρ 1π , for some ρ " p2a, 2b, 2c, 2dq with a ě b ě c ě d ě 0, except the entries in the southeast corner and the next one to the left.
We remark that the map X i " pU 2i`2 , r U 2i`1 , r U 2i , U 2i´1 q Þ ÝÑ pU 2i`2 , U 2i`1 , U 2i , U 2i´1 q " pT i`1 , T i q is the same as the map X Þ Ñ T in Lemma 6.6. Case 1. r U 2i`1 pa i q ă r U 2i p1q and r U 2i`3 pa i`1 q ă r U 2i`2 p1q. First, we show that r i " r i`1 " 1. By (6.15) and [13, Lemma 3.4] , we have (6.16) U 2i`2 pa i`1 q " r U 2i`2 p2q ă r U 2i`2 p1q ď r U 2i p1q " U 2i`1 p1q.
By (6.15), (6.16) and Proposition 3.4, we have r i`1 " 1. Also, we have r i " 1 by similar way. Next, we verify Definition 2.3 (1)-(i), (ii) and (iii) for pT i`1 , T i q. The condition (1)-(i) follows from (6.15) . In this case, T R* i`1 and L T i are given by
)¯' H.
By Proposition 3.4 and the admissibility on T, we have T R* i`1 pkq ď L T i pkq. So the condition (1)-(ii) holds. Now, we consider the condition (1)-(iii). In this case, R T i`1 and T L* i are given by
(¯, where (6.17) T R i p1q " # r U 2i´1 pa i´1`1 q, if r U 2i´1 pa i´1 q ą r U 2i´2 p1q, r U 2i´2 p1q, if r U 2i´1 pa i´1 q ă r U 2i´2 p1q.
Note that we have by [13, Lemma 3.4 ] and the admissibility of T (6.18) R T i`1 pa i`1 q " r U 2i p1q ď T R i p1q " T L* i pa i q.
Then the condition (1)-(iii) for pT i`1 , T i q follows from (6.18), Proposition 3.4 and the admissibility of T. Finally, we have pT i`1 , T i q P H˝ppµ 1 l´i , µ 1 l´i`1 q, 4q by (6.15), induction hypothesis and Proposition 3.4.
Case 2. r U 2i`1 pa i q ą r U 2i p1q and r U 2i`3 pa i`1 q ă r U 2i`2 p1q. Since r U 2i`1 pa i q ą r U 2i p1q, we have by the admissibility of T U 2i`2 pa i`1 q " r U 2i`2 p2q ă r U 2i`2 p1q ď r U 2i`1 pa i`1 q " U 2i`1 p1q.
Thus the residue r i`1 is equal to 1. If the residue r i " 0, then the admissibility of pT i`1 , T i q follows immediately from the one of T, and we have pT i`1 , T i q P H˝ppµ 1 l´i , µ 1 l´i`1 q, 4q by (6.14), (6.15) , induction hypothesis and Proposition 3.4. We assume r i " 1. Then L T i , T R* i`1 , T L* i and R T i`1 are given by Lemma 6.9. We have T tail P LR where U Ó i " p. . . , U i p3q, U i p2qq ' pU i p1qq for 0 ď i ď 2m. By the choice of κ, B is an l-highest weight element, and we note that η pdq such that B " B, where 9 µ 1 " p2m`1q and 9 η is determined by B " l H 9 η 1 . Put A :" pU 2l , . . . , U 2m`1 , X 2m , . . . , X 0 , Y L , . . . , Y 1 q. By construction of B and Corollary 3.8 (cf. Remark 2.4), it is straightforward that (6.23)
A P LR µ η pdq, A tail " T tail .
Let pm i q 1ďiďp be the sequence associated to A tail , which is given as in Definition 4.1. Since by the construction m i ď L for all 1 ď i ď p, the sequence pm i q 1ďiďp can be viewed as the sequence associated with T tail in Definition 4.1. Put pn i q 1ďiďq to be the sequence defined in Definition 4.1 with respect to pm i q 1ďiďp . By Lemma 6.3 with (6.23), the sequence pn i q 1ďiďq satisfies (4.2) with respect to T tail . Hence we have T tail P LR λ 1 µ 1 δ 1 . Hence the map (6.22) is well-defined by Proposition 3.19(2) and Lemma 6.9. It is also injective since Lemma 6.5 still holds in this case. So it remains to verify that the map is surjective.
Let W P LR λ 1 µ 1 δ 1 be given for some δ P P p2q n . Let V " H pδ 1 q π and X be the tableau of a skew shape η as in (3.10) with n columns such that X body " V and X tail " W. Proof. By construction of Z, we have Z " l H η 1 . Let pm i q 1ďiďp and pn i q 1ďiďq be the sequences associated to W P LR λ 1 µ 1 δ 1 . Since κ i is sufficiently large, we have Z tail P LR η 1 µ 1 ξ 1 with respect to the same sequences pm i q 1ďiďp and pn i q 1ďiďq .
Note that Z P E M where M " n`L " 2µ 1
1 . By Lemma 6.10, we may apply Theorem 4.4 for M´2µ 1 1 " 0 to conclude that there exists a unique R P Tpµ, M q such that (6.24) R " Z.
Suppose that R " pR M , . . . , R 1 q P E M under (3.5). Put S " pR 2L , . . . , R 1 q. Note that 2L ă M with M´2L " n, and S P Tpp1 L q, 2Lq. If S " pS 2L . . . , S 1 q P E 2L , then we have by Corollary 3.8 and (6.24) pS L . . . , S 1 q " Y.
Now, we put
T " pR M , . . . , R 2L`1 , S 2L , . . . , S L`1 q P E n , under (3.5). Then it is straightforward to check that T P Tpµ, nq. Since Z P LR µ η pdq, we have T P LR µ λ pdq by construction of T and Lemma 3.1. Finally, by (6.24) and Corollary 3.8, we have
Hence, the map (6.22) is surjective.
