Abstract. We show that the central representation is nontrivial for all one-dimensional central extensions of nilpotent Lie algebras possessing a codimension one abelian ideal.
Introduction
We consider finite dimensional Lie algebras L over R. The cohomology ring H * (L) with trivial coefficients is naturally a module over the centre Z of L; for each z ∈ Z and [a] ∈ H k (L), the class z · [a] is defined as [i z a] ∈ H k−1 (L), where i z denotes the interior product by z. This action of Z on H * (L) extends to an action of the exterior algebra ΛZ called the central representation. In [2] we conjectured that the central representation is nontrivial for all nilpotent Lie algebras. This conjecture was established in [2] for several classes of algebras, and in [8] , for 2-step nilpotent algebras (on the other hand, a non-nilpotent Lie algebra for which the central representation is trivial was given in [2] ). Examples where the central representation is faithful were given in [2, 3] . The free 2-step nilpotent Lie algebras on more than two generators provide examples where the central representation is not faithful [3] . The aim of this present paper is to establish the above conjecture for a class of nilpotent algebras of higher nilpotency obtained by a natural extension of abelian algebras.
There are two classic inductive constructions for building nilpotent Lie algebras; each uses a nilpotent Lie algebra L to build a nilpotent Lie algebra L ′ with dim L ′ = dim L + 1. In the first construction, as studied by Dixmier [4] for example, one takes a nilpotent derivation D of L, introduces a new generator u and defines a Lie algebra structure on
In the other construction, one obtains L ′ as a central extension. To do this, choose a closed
The two constructions may be regarded as building L ′ from the "outside" and the "inside" respectively; obviously, every nilpotent Lie algebra can be obtained from an abelian algebra by repeated applications of either of the above constructions. In this paper we examine Lie algebras that be built from abelian algebras by employing one construction of each type. Note that the resulting class of algebras does not depend on which construction we apply first. We also note that the repeated double extension construction, starting from an abelian algebra, naturally appears in the classification of bi-invariant pseudo-Riemannian homogeneous manifolds [7] . We prove the following.
Theorem. The central representation is nontrivial for all one-dimensional central extensions of nilpotent Lie algebras possessing a codimension one abelian ideal.
Note that the Theorem remains valid for Lie algebras over C (with no changes to the proof). We also note that the non-triviality of the central representation for Lie algebras obtained from an abelian algebra by just one extension (of either type) trivially follows.
Preliminaries
2.1. Linear-algebraic reduction. Consider a finite dimensional vector space V over R and a nilpotent linear map θ : V → V . In order to simplify the notation, we write ω 1 ω 2 for ω 1 ∧ ω 2 throughout the paper. Extend θ to a derivation of ΛV which we still denote
The proof of the Theorem is based on the following Proposition.
Proposition 1. In the notation above, for all ǫ ∈ V and Ω ∈ Λ 2 V such that Ω ∈ ker θ and Ω ∈ im θ, there exists β ∈ ΛV such that
Proof of the Theorem assuming Proposition 1. Let a Lie algebra L be defined as a onedimensional central extension of a Lie algebra W which has an abelian ideal I of codimension 1. We will prove that the interior multiplication by z is nontrivial in H * (L), where L = W ⊕ Rz. Denote z * ∈ L * a non-zero form such that z * (W ) = 0, and denote u * ∈ W * a non-zero form such that u * (I) = 0. Note that dz * ∈ Λ 2 W * and we can write dz * = u * ǫ + Ω, where ǫ ∈ I * , Ω ∈ Λ 2 I * . Furthermore, du * = 0 and dφ = u * θφ for φ ∈ ΛI * . Note that we necessarily have θΩ = 0.
We want to construct ω = z * (u * α + β) + u * δ + γ, where α, β, γ, δ ∈ ΛI * , such that ω is closed, but u * α + β is not exact. The form ω is closed if and only if conditions (A), (C) and (D) are simultaneously satisfied. The fact that u
* is equivalent to following three equations:
Now if Ω ∈ im θ, say Ω = θδ, for some δ ∈ ΛI * , we may set α = 1, β = 0, and γ = −δ. Then conditions (A), (C), (D) are satisfied, but the last equation in (1) is not, for any choice of φ, ψ, ρ ∈ ΛI * . We can therefore assume that Ω ∈ im θ, and then by condition (B) the first equation in (1) can never be satisfied. Thus the Theorem follows from Proposition 1 for V = I * .
The proof of Proposition 1 which we give in Section 3 requires some preparation.
2.2.
Lefschetz Property and canonical forms of Ω and θ. Let V, θ and Ω be as in the assumptions of Proposition 1. The rank r of Ω is defined to be the maximal number k such that Ω k = 0 (note that r ≥ 1 as Ω ∈ im θ). Then Ω r = v 1 v 2 . . . v 2r for some linear independent v 1 , . . . , v 2r ∈ V . This decomposition is not unique, but the subspace S = Span(v 1 , v 2 , . . . , v 2r ) ⊂ V called the support of Ω does not depend on a particular choice of the decomposition. We clearly have Ω ∈ Λ 2 S. Furthermore, from the fact that θΩ = 0 it follows that both S and ker µ Ω are θ-invariant.
We will need the following fact. The following fact will be used in the proof of Proposition 1 to deduce condition (B) from condition (A). Let T be an (arbitrary) a linear complement of S in V .
Lemma 2. Suppose β ∈ Λ ≥r S ⊗ ΛT has a non-zero summand, say β r , in Λ r S ⊗ ΛT . If Ωβ = 0, then β ∈ im µ Ω .
Proof. Write β = β r + β >r with β >r ∈ Λ >r S ⊗ ΛT , so that β r = 0. Suppose Ωβ = 0, but β ∈ im µ Ω . As Ω ∈ Λ 2 S, this implies Ωβ r = 0 and β r ∈ im µ Ω . We have
, where σ i ∈ Λ r−2 S and where ω i ∈ ΛT are linear independent. Then 0 = Ωβ r = p i=1 (Ω 2 σ i ) ⊗ ω i , and so Ω 2 σ i = 0, for all i = 1, . . . , p. Then by Lemma 1(b) with k = 2, we obtain σ i = 0 for all i = 1, . . . , p, and so β r = 0, a contradiction.
Another ingredient of the proof is the following canonical form for the restrictions of Ω and θ to S. Note that S is θ-invariant. Moreover, relative to a basis for S, the matrix of Ω is symplectic and the fact that θΩ = 0 means that the matrix of the restriction of θ on S is a (nilpotent) Hamiltonian matrix.
Lemma 3 ([6, Theorem 9]). There exists a direct sum decomposition
b such that p, q ≥ 0, p + q > 0, and 
where c b = ±1.
Proof of Proposition 1
In the assumptions and notation of Proposition 1 we choose the direct decomposition of the support S of Ω and the corresponding bases in the subspaces of that decomposition as in Lemma 3.
For a set P of nonzero vectors (r a , s a ) ∈ R 2 , a = 1, . . . , q, define
Denote S P the support of β P , the linear span of x ∈ V such that β P x = 0. Clearly S P ⊂ S and θS P ⊂ S P , for any choice of the set P . Note that by Lemma 3, for any P , the element β P ∈ Λ r S ⊂ ΛV defined by (2) satisfies (C) and (A), and then also (B), by Lemma 2. The main difficulty is to satisfy (D). In the trivial case ǫ = 0, we take β = β P , with any P , and α = 0, γ = 0. In the following we assume ǫ = 0.
We start with two easy cases.
Lemma 4.
(1) Let N ≥ 1 be such that θ N −1 ǫ ∈ S and θ N ǫ ∈ S P , for some choice of P (it may occur that θ N ǫ = 0). Then β = ǫ(θǫ) . . . (θ N −1 ǫ)β P satisfies conditions (A-D). (2) If ǫ ∈ S then β = β P satisfies conditions (A-D) (with an arbitrary choice of P ).
Proof. For assertion (1), conditions (D, A) and (C) are trivially satisfied, and then (B) follows from Lemma 2.
For (2), the only condition to check is (D). It is satisfied because ǫβ ∈ im µ Ω which follows from Lemma 1(b) with k = 1.
By Lemma 4 we can now assume that if N is the smallest number for which θ N ǫ ∈ S, then N ≥ 1, and moreover, θ N ǫ ∈ S P , for any choice of P . Let M > N be the smallest number for which there exists P such that ξ := θ M ǫ ∈ S P . Note that ξ = 0. Indeed, if it were so, the vector θ M −1 ǫ would be a non-zero element of S and we would have
, not all zeros. But then θ M −1 ǫ ∈ S P if we choose the elements of P in such a way that (r a , s a ) = (c a , d a ) when the latter vector is non-zero and (r a , s a ) = (1, 0) otherwise; this contradicts the choice of M.
We can decompose ξ ∈ S P into the "top" and the "bottom" components,
We consider several cases. | a = 1, . . . , p, b = 1, . . . , q} whose coefficient in ξ T is non-zero. Then β P = cwσ, where σ is the product of all the vectors on the right-hand side of the formula (2) for β P except for w, and c ∈ R \ {0}. We have θσ = 0 and β P = c(θ M ǫ)σ, and so
Therefore ǫβ P ∈ im θ, hence condition (D) is satisfied. Case 2. Now consider the case when M is odd. Note that by construction, M > N ≥ 1, and so M ≥ 3. We again take the decomposition ξ = ξ T + ξ B as above and choose w to be one of the "top" vectors, as in the previous paragraph.
Case 2.1. First suppose that θw = 0. We take β = β P and will prove that ǫβ ∈ im θ. The proof is similar to the above, but more technical. For some non-zero c ∈ R we have β P = cw(θw)σ, where σ is defined as follows. If w = z
, then σ is the product of all the vectors on the right-hand side of (2) 
(M − 1) and define
Then we have
and so
, and so θ(δσ) = −c −1 Kǫβ P , as required for (D). Case 2.2. We now assume that M is odd (recall that M ≥ 3) and that for all the "top" elements w in the decomposition of ξ T we have θw = 0. This means that ξ T is a nonzero linear combination of some of the r a u , where c b ∈ R and at least one of c b is non-zero. Up to relabelling we can take c 1 = 0. First assume that either q > 1 or there exists 1 ≤ a ≤ p such that l a = 0. We again take β = β P and prove that ǫβ ∈ im θ. Denote σ the product of all the vectors on the right-hand side of (2) except for z To prove that ǫβ P ∈ im θ we denote K = 
