A new method for efficient digitizing analog signals while preserving the original waveform as close as possible with respect to the relative quantization error is presented. Logarithmic quantization is applied to short vectors of samples represented in sphere coordinates. The resulting advantages, i.e. a constant Signal-to-Noise Ratio over a very high dynamic range at a small loss with respect to rate-distortion theory are discussed. In order to increase the Signal-to-Noise Ratio (SNR) by exploitation of correlations within the source signal, a method of combining differential pulsecodemodulation (DPCM) with spherical logarithmic quantization is presented. The resulting technique achieves an efficient digital representation of waveforms with a high longterm as well as segmental SNR at an extrem low delay of the signal.
Introduction
For efficient and robust transmission, processing or storage of analog waveforms, digital representation offers lots of advantages. For this purpose the analog signal usually is quantized and digitized. The development towards digital representation of analog signals had been pioneered in Germany by the textbook on pulsecodemodulation (PCM) of K. Tröndle and Weiß [2] in early days. After PCM-encoding usually data compression methods are applied exploiting redundancy within the Manuscript received March 17, 2004. This paper is an extended reprint of a paper presented at the 5 th International ITG Conference on Source and Channel Coding, Jan. [14] [15] [16] 2004 , see [1] .
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source signal and irrelevance due to special properties of the consumer of the signal. By this, efficient digital transmission or storage at a tolerable data rate is combined with a sufficient quality of the reconstructed analog waveform.
The numerous different methods for digitizing analog signals may be subdivided into two basic categories: i) methods where the reconstructed waveform approximates the original one closely, i.e. no exploitation of irrelevance. Here we use the expression "waveform conserving" instead of the often applied term "lossless" waveform coding, because digitizing analog signals at a finite data rate is not "lossless" in principle (i.e. infinite entropy of a continuous random variable).
ii) non-waveform conserving methods. These approaches are very important in audio signal and video compression, as long as only the subjective quality of the signal at the receiver output is relevant (e.g. exploitation of psychoacoustic masking). Usually signal processing for exploitation of irrelevance produces a reconstructed waveform quite far away from the original one and additionally introduces a high signal delay (e.g. due to spectral transforms or equivalent block based operations). The quality of these waveform coding methods cannot be expressed by a Signal-to-Noise Ratio (SNR) in the classical sense; it rather has to be determined in complex performance tests by well-trained persons. But in many applications, such as processing of measurement data, recording of waveforms for further signal processing, real time signal transmission using digital modulation schemes without tolerance of a noticeable signal delay as e.g. for cordless digital stage microphones, non-waveform conserving signal coding schemes are completely useless.
In this paper a new waveform conserving method, spherical logarithmic quantization, is proposed in order to meet the following requirements: a) low data rate by exploitation of favorite packing properties of multidimensional lattices (vector quantization), b) extreme high dynamic range, i.e. preservation of a constant high SNR for variations of 60 dB and more of the short time variance of the analog source signal, c) high segmental SNR for short segments of waveform samples, d) insensitivity to special signal parameters such as segmental probability density function etc., and most important e) introduction of an extreme low signal delay in the order of a few (up to 10) samples.
Logarithmic Quantization
The intention of logarithmic quantization is a high dynamic range. This implies a wide range of the signal level where the SNR and thus the maximum relative 
where R denotes the average bits per sample (rate) and ¥ the usual parameter of this logarithmic quantization. This quantization provides a constant relative maximum quantization error for samples with an absolute value 1 ¡ ¥ (referred to a signal range of the quantization from -1 to +1). The parameter ¥ specifies the quotient of the maximum to the minimum width of quantization intervals. Therefore, signals with power levels greater than
are quantized and reconstructed at a SNR given by (1) . B 1 characterizes the dynamic range of scalar logarithmic quantization. Within this dynamic range, the SNR is independent of the probability density function (pdf) of the signal which provides an universal applicability of this method. Comparing (1) to the result for an uniformly distributed source signal and using an uniform quantizer or to the rate distortion function for independent, identically distributed (i.i.d.) Gaussian random variables, the term 10 log 10
represents a "SNR-loss" by companding, which has obviously to be paid for a wide dynamic range.
Quantization in Sphere Coordinates

Sphere coordinates in D D D dimensions
Spherical logarithmic quantization belongs to the family of vector quantization methods (of e.g. [3, 4] ). It is well known that the property of dense sphere packing in multidimensional lattices offers some gains for quantization, even if there are no statistical interdependencies within the samples combined to a vector. A vector 
with the radii b i of the "circles of latitude" of a unit sphere (radius 1):
The recursions for this transformations forward and backward may be efficiently implemented using the well-known CORDIC-algorithm [5] with low complexity.
Spherical logarithmic quantization
In contrast to usual vector quantization, individual, i.e. mutually independent, quantization of the polar coordinates is applied for saving complexity. This is because, under the requirements stated in section 1, a "true vector quantization" would offer only marginal further gains which we waive in favour of reduced complexity. In order to preserve the properties of a logarithmic quantization, i.e. independence of the SNR of the signal variance and its special (short time) pdf, we propose to apply usual logarithmic quantization according to the ¥ -law for the radius (magnitude). For the angle variables ϕ i we simply apply individual uniform quantization but with quantization intervals being functions of the quantized angle variables
D 15 of higher orders, used for reconstruction. Thus, a very simple implementation of the quantization and signal reconstruction is achieved, where the iterative procedure according eqs. (3) to (9) allows the processing of the coordinates step by step in the same way as in the case of a scalar quantization.
Because of the proportionality of a circular arc segment to the radius, the feature of logarithmic quantization, i.e. the proportionality of the width of a quantization interval to the signal value, is already present for uniform quantization of the angles, see Fig. 1 for a simple example of two dimensions (D § 2). Thus, the second term in eq. (1) for logarithmic quantization has to be paid only for one out of D dimensions. This is the essential source of the gains due to spherical logarithmic quantization.
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small radius large radius We will show in section 3.3 that this suboptimal quantization of the surface of the sphere results in a loss of only 10 log 10 πe
∞, which corresponds to a rate loss of about 1/4 bit/sample, which we accept for the benefit of low complexity.
In the following, we will discuss how to split the M D (i.e. M : § 2 R ) quantization levels (which are available per quantization step) into quantization intervals for the radius r and the surface of a D-dimensional unit (hyper-)sphere in an optimum way.
In 
Notice, that ∆r r¢ is independent of r 0 in the considered logarithmic area.
In order to achieve a similar performance of the quantization in polar coordinates as in cartesian coordinates with respect to overloading the quantizer, we normalize the maximum value r 0 of the radius in that manner that the volume of the corresponding D-dimensional sphere equals the volume of a D-dimensional cube with edge length 2 (quantization range
with the volume α D of the unit sphere in D dimensions [6] :
Simplifying the calculation of the SNR, we chose r § 1 in the following, i.e. we consider the quantization cells covering the surface of the unit sphere. This is possible without loss of generality because the SNR does not depend on the radius within r 0
r 0 due to its logarithmic quantization and the natural scaling of arc segments with the radius. The width of the quantization cells with respect to the quantization of the radius here reads:
By uniformly quantizing the angles, the surface of the D-dimensional unit sphere is divided into M ϕ cells resembling (D 1)-dimensional cubes as long as the number of cells is high. The surface of a sphere in D dimensions is given by [6] :
For a fair partitioning of the number of M D quantization cells for radius and surface of the unit sphere following considerations hold: regarding our approximation of cubic quantization cells, i.e. enforcing an approximately equal width of quantization cells in all dimensions (radius and circular arc segments), the surface of the unit sphere has to be subdivided into M ϕ equal cubes in D 1¢ dimensions with the same edge length ∆ as the radius for r § 1:
This construction establishes a fair split of quantization intervals between radius and angles. As we have M § 2 R intervals per sample, additionally
has to be claimed.
With (15), (17) and (18) the number of intervals that are available for the quantization of the radius, can now be represented by 
i.e. 
Thus, resolution for small values of r is increased by ∆n bit. Fig. 2 shows that spherical logarithmic quantization devotes up to more than factor 8 more intervals to the radius than a scalar quantization with equivalent resolution of very small signal values! Thus, we find a gain of 3 bit/sample or 18 dB for spherical logarithmic quantization in this area! Using (15) we get for the width of the quantization cells on the surface of the unit sphere:
The constant c is determined by the selected dynamic range, see eqs. (2) and (10) .
The actual uniform quantizations of the angle variables for equal circular arc segments on the unit sphere follow from the recursion eqs. (8) and (9) . We have M i 15 to the actual quantization cell and reconstruction may be performed by application of nested look-up tables as known from Shell Mapping, e.g., cf. [7] :
The assignment of an index to the radius is independent of the index of the cell on the unit sphere. Therefore we can concentrate on the problem to assign indices to the cells on the unit sphere.
The starting number of the index is 0, the maximum ending index number is 
Quantization noise and SNR
As long as there is a sufficiently high number of quantization cells in D dimensions, the usual approximation of an uniformly distributed quantization error within these cubic cells, each of it represented by its center point, may be applied. Thus, the noise variance for a signal vector with radius r is:
Spherical logarithmic quantization enforces ∆ r¢
see eq. (22). As designed, the SNR is independent of the variance of the signal in this area.
Inserting (13) and (16) yields:
Looking at (29), F D¢ may be considered as the loss with regard to the ratedistortion-bound for i.i.d. Gaussian random variables (6 dB-per-bit-rule). It is presented in Fig. 3 
A ∞).
In other words: By using spherical logarithmic quantization, it is possible to compensate the loss due to companding described in (1) up to a residual margin of 1 53 dB. Therefore, it is possible in principle to choose the parameters ¥ and D in that way that an infinite dynamic range is achieved without having to accept a noticeable loss in the maximum attainable SNR.
The asymptotic SNR-loss of 1.53 dB corresponds to a rate loss of 1/4 bit/sample which we accept for the advantage of an extreme reduction in complexity. Our requirement does not allow to have detailed knowledge on the pdf of the source signal, as such a knowledge would not be compatible with the claims for a high dynamic range of the quantizer and high segmental SNRs for nonstationary source signals. On the other hand the rate-distortion-function for Gaussian i.i.d. random variables is an upper bound on the minimum achievable rate (distortion, resp.) at a given distortion (rate, resp.) (Berger's upper bound of the rate-distortion-function [8] ). Therefore, further improvements beyond 1.53 dB or 1/4 bit/sample, resp., are not possible at all under the given constraints and requirements. Furthermore, the approach towards the rate-distortion-function for Gaussian i.i.d. random variables within 1.53 dB is achieved without any knowledge on the source signal. No transmission of side information for amplitude scaling etc. is necessary as long as overload is avoided, which is no problem at all because of the extreme high dynamic range of spherical logarithmic quantization. error between original and reconstructed samples, is only possible for application of the so-called backward prediction as shown in Fig. 5 . It is well known that for logarithmic quantization the SNR for the prediction error signal x$ kI is independent of its variance or equivalently the power of the quantization noise is proportional to the signal power, the prediction gain, i.e. the quotient of the variances of q$ kI and x$ kI is directly transformed into a SNR gain. Thus, logarithmic quantization is a favorite choice for DPCM. Additionally no further signal delay is introduced by DPCM w.r.t. PCM, because an optimum prediction error filter for maximum prediction gain is causal and strictly minimum phase in principle [9] and therefore invertible without any structural delay. For solutions of this problem any method mentioned in literature for combining vector quantization with DPCM can be applied. Here, we address a method very closely related to the principle "analysis by synthesis" well known from CELP waveform coding methods [10] and we combine this approach with a very simple discrete step gradient descent algorithm.
Gradient descent algorithm
In order to tackle the contradiction between DPCM and vector quantization the squared Euclidean distance between the vector of samples
and a corresponding reconstruction vector
Please notice that besides spherical log. quantization, the calculation of the corresponding prediction error signal and the inversion of the prediction error filter have to be appropriately included in the computation of a pair, 2) will be quantized more coarsely than at small elevations (ϕ 2 near 0), because the latter have a larger circle of latitude on the surface of the sphere. Therefore, the indices of the neighboring cells may be stored in a ROM for all cells for a fast implementation as long as M ϕ is not too high. Because linear prediction is incorporated into the optimization process the resulting SNR sometimes is higher than predicted by adding the gains (in dB) due to spherical logarithmic quantization and prediction (DPCM). Especially for low rates (e.g. R | 5 bit/sample) remarkable additional SNR gains are observable, see section 5 and Fig. 6 .
An analytic result for the SNR achievable by this algorithm is yet not known to the authors.
Simulations have shown that the average number of iterations is about 0.25 (per D samples) and that there is no significant SNR-loss in comparison to unlimited search even if the maximum number of iterations is restricted to three. Therefore, a realtime implementation seems to be feasible. Additionally, small values of D already offer a high gain, cf. Figs. 3 and 6 .
Regarding the receiver side, there are no differences to usual DPCM. Notice that the overall delay of the transmission system is only D samples and thus this method is excellent for situations that have to cope with an extreme low signal delay.
Variants
Performing the search for the quantization cell which leads to the minimum distortion according to eq. (35) all algorithms for so-called lattice-decoding, resp. the search for a maximum-likelihood-codeword (channel decoding) are applicable in order to speed up the search in principle, see e.g. [11] and the references therein. Of course, the lattice decoding methods have to be transformed to polar coordinates for this purpose.
A variant without any iterative search of the quantization cell arises by nonuniform quantization of the angle coordinates instead of exploiting correlations within the actual D samples by means of DPCM whereas correlations of these D samples to previous samples may be exploited by DPCM as before. This leads to an update of the prediction filter every D steps.
We propose to maintain the logarithmic quantization of the radius and to normalize the signal vector to radius 1. This enables an analytical calculation of the probability density function of the signal points on the surface of the unit sphere, e.g. by the assumption of a Gaussian process and exploiting the autocorrelation function of the source signal or by means of a direct experimental determination of the relative frequency of the signal points on the surface of the sphere, resp. For that purpose it is possible to develop a non-uniform cubic quantization using the optimization strategy proposed in [12] as long as we assume M 
¢
representing the joint probability density function or relative frequency of angles, resp., the following condition has to be satisfied:
with the constraint 
Simulation Results
The simulation of spherical locarithmic quantization in combination with DPCM according to chapter 4 was performed for the ouverture and the aria "Der Vogelfänger bin ich ja" of the opera "Zauberflöte" of Wolfgang Amadeus Mozart [13] . log. quantization in D
