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We consider topological entanglement entropy (TEE) at finite temperature for CSS codes, which
include some ordinary topological-ordered systems such as the toric code and some fracton models
such as the Haah’s code and the X-cube model. We find, under the assumption that there is no
extended critical phase, the finite-temperature TEE is a piecewise constant function of the temper-
ature, with possible discontinuities only at phase transitions. We then consider phase transitions
of CSS codes. We claim that there must exist a phase transition at zero temperature for any CSS
codes in 2D and 3D with topological order. This statement can be rigorous proved for some famil-
iar examples, while for general models it can be argued based on the low-temperature expansion.
This indicates the break down of topological orders at finite temperature. We also discuss possible
connections with self-correcting quantum memory.
I. INTRODUCTION
Topological-ordered many body systems, characterized
by topological ground state degeneracy, anyon excita-
tions, braiding and fusions, are one of the most important
topic in condensed matter physics. It has been proposed
that topological-ordered systems can be utilized to real-
ize fault tolerant quantum computation [1].
Topological orders are intimately related to long
range quantum entanglement [2]. For two-dimensional
topological-ordered systems, it is found that [3, 4] the
entanglement entropy contains a constant term, called
topological entanglement entropy (TEE), which is related
to other characterization of topological orders like the
quantum dimension.
Although topological orders are stable against local
perturbations and disorders [5], it might not be stable
against thermal fluctuations. This problem is important
since any topological quantum computer in real life is
subjected to a finite temperature. For example, it is rig-
orously proved that the 2D toric code is thermally un-
stable [6]. Moreover, a No-Go theorem [7] claims that
string-like logical operators are unavoidable in 2D, indi-
cating the thermal instability. On the other hand, the
4D toric code is thermally stable [8]. The question in
three dimension, which is physically more relevant, is still
not finally concluded. A No-Go theorem in 3D [9, 10]
confirms the existence of string-like logical operators for
translational invariant systems if the ground state de-
generacy is independent of system size. However, one
can bypass the condition of this theorem with fractonic
systems [11]. See [12, 13] for reviews regarding thermal
(in)stability for quantum memories.
Fracton topological orders [11, 14–21] are new kinds
of topological phases in 3D characterized by immobile
or subdimensional excitations and ground state degener-
acy that grows with system size. Due to the restricted
mobility of the excitations and the absence of string-like
logical operators, one may expect that fractonic systems
behave better [22] against thermal fluctuations than or-
dinary topological-ordered systems.
From the quantum entanglement point of view, one can
consider the topological entanglement entropy at finite
temperature [23–25]. For the 2D toric code, the TEE was
computed exactly and it was shown that TEE = 0 for any
finite temperature T , see Fig. 1(a). This agree with the
thermal instability for topological orders in 2D. On the
other hand, for the 3D toric code, it was shown that the
TEE drops a half at T = 0+, remains constant when 0 <
T < Tc, then drops to zero at a critical temperature T =
Tc, see Fig. 1(b). Although TEE > 0 at low temperature,
the authors in Ref. 24 argued that it is just a classical
memory.
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FIG. 1. Stop as a function of temperature. Dotted circle
indicates a drop. (a) For 2D toric code, TEE = 0 for any
finite temperature. (b) For 3D toric code, TEE drops a half
at T = 0+, remains constant when 0 < T < Tc, then drops to
zero at T = Tc. We will see Haah’s code and X-cube model
have similar behavior as (a).
It is therefore a natural question to consider the finite-
temperature TEE for fracton models. In this paper, in-
stead of solving a specific model, we analyze this problem
for general Calderbank-Shor-Steane (CSS) codes [26, 27],
which include many familiar examples for ordinary topo-
logical orders and fractonic topological orders.
In Sec. II, we prove that for any topological-ordered
CSS codes (ordinary or fractonic), for any definition of
the TEE (as will be explained in the main text, the defi-
nition of TEE has some ambiguities so one need to make
a choice), the TEE is a piecewise constant function of
the temperature. Possible discontinuities happen only at
phase transition temperatures. Since it is relatively easy
to calculate the TEE at zero temperature [28, 29], and
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2at high enough temperature the system should be disor-
dered with TEE=0 (for example, at infinite temperature,
all local degrees of freedom decouple, no entanglement
at all), this theorem is enough for us to determine the
TEE at all temperature in some cases (for example, if
the model has only one phase transition). As we will see,
even if we cannot determine the TEE to its precise value
(it depends on a choice anyway), it provides us enough
information in many models.
The problem is now reduced to the phase structures.
In Sec. IV we derive the partition function for four rep-
resentative models, namely, 2D/3D toric code, X-cube
model, and Haah’s code. Notably, in most cases, we only
need an inequality instead of brute force calculations.
The precise value of the TEE can also be determined
in these examples. In all cases, there is a phase transi-
tion at T = 0 and a corresponding drop in the TEE. In
Sec. V, based on the low temperature expansion and the
existence of fractal generators, we argue that any CSS
code in 2D and 3D with topological orders has a phase
transition at T = 0. This indicates the break down of
topological orders at finite temperature.
II. FINITE-TEMPERATURE TOPOLOGICAL
ENTANGLEMENT ENTROPY
In this section, we review some necessary calculations
of finite-temperature topological entanglement entropy
for CSS codes.
A. CSS codes
In this paper, we will consider toric-code-like stabilizer
codes in D space dimensions, called CSS codes [26, 27],
named after three authors of the references. We will al-
ways assume translational invariance. So without loss of
generality, our model lives on ZD lattices.
For each point in ZD (correspond to a unit cell), we put
q qubits (bosonic spin-1/2) on it (q ≥ 1, q ∈ Z). Consider
Hamiltonians of the following form:
H = −λA
∑
i
Ai − λB
∑
j
Bj , (1)
where Ai/Bj means some local products of Pauli X/Z
operators around position i/j (i, j ∈ ZD). We will al-
ways assume [Ai, Bj ] = 0, so our models are stabilizer
codes [30]. Note that we can have more than one type of
products A and B.
We will mainly consider the followings representative
examples.
• 2D toric code [1]. Qubits live on the links, so
q = 2. Here, A is the star operator, defined as the
product of 4 Pauli Xs on the 4 links connected to
a point. B is the plaquette operator, defined as
the product of 4 Pauli Zs on the 4 links around a
plaquette (2-cell).
• 3D toric code [31]. Qubits live on the links, so q =
3. Here, A/B is still the star/plaquette operator as
before. However, we have three plaquette operators
since in this lattice there are three different 2-cells
(xy, yz, zx).
• X-cube model [18, 32]. This is a 3D model with
qubits live on the links, so q = 3. A is the star op-
erator, defined as the product of 4 Pauli Xs on the
4 links in a 2-dimensional plane. So we have three
different types of star operators Axy, Ayz, Azx, al-
though there is a local relation AxyAyzAzx = 1. B
is the cubic operator, defined as the product of 12
Pauli Zs on the 12 links around a cube (3-cell). It
is an example of type-I fractons [18].
• Haah’s code [11]. This is a 3D model with 2
qubits on each point, q = 2. Here A and B are
defined as in the following figure. It is an example
of type-II fractons.
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B. topological entanglement entropy
Let us consider a bi-partition of the systems as C ∪D.
If the whole system is in the (maybe mixed) state ρ, then
the entanglement entropy on subsystem C of a partition
is defined by
SC = −Tr(ρC ln ρC), (2)
where ρC = TrD(ρ) is the reduced density matrix. If
ρ is pure, SC = SD. However since we will consider
finite temperature, ρ ∝ exp(−βH), we do not have such
equation.
In order to define topological entanglement entropy,
following [3, 4], we need a combination of different bi-
partitions to cancel the leading contribution(s). For ex-
ample, in two dimensions, we can use the bi-partitions
shown in Fig. 2. These bi-partitions are designed such
that the volume contribution and the area contribution
are cancelled exactly in the following combination:
Stop = lim
r,R→∞
(S1 − S2 − S3 + S4), (3)
where Si is the entanglement entropy for corresponding
bi-partition in the figure, r and R are the size of the inner
square and outer square.
3(1) (2) (3) (4)
FIG. 2. A bi-partition scheme to define the topological en-
tanglement entropy in 2D.
One can definitely use different bi-partition schemes.
Logistically speaking, different schemes give different re-
sults for the topological entanglement entropy. This is
indeed what happens in some fracton models [28]. Our
result will be valid for all possible bi-partition schemes.
C. finite temperature calculation
The definition of entanglement entropy Eq. (2) involv-
ing the logarithm seems complicated at first. Remark-
ably, for CSS codes, one can perform the calculation to a
large extent and get a quite compact result. In this sub-
section, we review the necessary results in Refs. 23–25.
In Eq. (1), denote HA = −
∑
A and HB = −
∑
B so
that H = λAHA + λBHB . We work in Z-basis, i.e., use
{|f〉} as a basis of the (many-body) Hilbert space where
f is a configuration of all spins in Z-basis. We then have:
e−βH =
∑
f,f ′
|f ′〉 〈f ′| e−βH |f〉 〈f | =
∑
f,f ′
〈f ′| e−βH |f〉 |f ′〉 〈f | .
(4)
Since HB is diagonal in Z-basis, we have:
〈f ′| e−βH |f〉 = 〈f ′| e−βλAHA |f〉 e−βλBHB(f), (5)
where HB(f) = 〈f |HB |f〉. Then we need two observa-
tions:
• 〈f ′| e−βλAHA |f〉 6= 0 only if |f ′〉 can be obtained by
acting some A operators (which flip some spins) on
|f〉. Define G be the group generated by all possible
products of A operators. It is an Abelian group in
which all elements square to 1. Sum over (f, f ′) is
then equivalent to sum over (f, gf) where f ′ = gf
(flip |f〉 by g ∈ G).
• 〈gf | e−βλAHA |f〉 is independent of f since
〈ghf | e−βλAHA |hf〉 = 〈f |hge−βλAHAh |f〉 and
hge−βλAHAh = ge−βλAHA for ∀h where h is a
product some Pauli X operators that takes |f〉 to
another configuration. Let’s denote it by p(g, λA).
Therefore,
e−βH =
∑
g,f
p(g, λA)e
−βλBHB(f)g |f〉 〈f | ,
Z = Tr e−βH = p(1, λA)
∑
f
e−βλBHB(f) = p(1, λA)ZB ,
(6)
where ZB is exactly the partition function in the case of
λA = 0, i.e., throw away HA terms.
Now we can take the partial trace. Divide the system
into two subsystems C and D, then we can factorize g =
gC ⊗ gD and |f〉 = |fC〉 ⊗ |fD〉. Therefore,
TrD g |f〉 〈f | = TrD |gCfC〉 ⊗ |gDfD〉 〈fD| ⊗ 〈fC |
= δD(gD) |gCfC〉 〈fC | ,
ρC =
TrD e
−βH
Z
=
∑
g∈GC ,f
p(g, λA)
p(1, λA)
e−βλBHB(f)
ZB
|gfC〉 〈fC | ,
(7)
where δD(gD) is the delta function to impose gD = 1D,
GC = {g|gD = 1D} is a subgroup of G such that all
elements act on subsystem D trivially.
To obtain the entanglement entropy, we will use the
replica trick:
SC = −Tr(ρC ln ρC) = − lim
n→1
∂n Tr ρ
n
C . (8)
Using (7) we get:
Tr ρnC =
∑
gi∈GC
∑
fi
(
n∏
i=1
p(gi, λA)
p(1, λA)
)(
n∏
i=1
e−βλBHB(fi)
ZB
)
〈fn|g1f1〉C 〈f1|g2f2〉C · · · 〈fn−1|gnfn〉C ,
(9)
where fi still means configurations on the full system
C ∪D and 〈f |f ′〉C means 〈fC |f ′C〉, the inner product on
the Hilbert space for subsystem C.
Note that
〈fn|g1f1〉C 〈f1|g2f2〉C · · · 〈fn−1|gnfn〉C
=

1,
∏n
i=1 gi = 1C and
fk = gk · · · g2f1 on C for k = 2, · · · , n
0, otherwise
.
(10)
and that HB(f) = HB(gf) since g =
∏
A and [A,B] = 0,
we get (after a transformation fk → gk · · · g2f1, k =
2, · · ·n)
Tr ρnC =
∑
gi∈GC
(
n∏
i=1
p(gi, λA)
p(1, λA)
)
δC(
n∏
i=1
gi)
×
∑
fi
(
n∏
i=1
e−βλBHB(fi)
ZB
)
δC(f1, f2, · · · , fn),
(11)
where δC(
∏n
i=1 gi) imposes
∏n
i=1 gi = 1C and
δC(f1, f2, · · · , fn) imposes f1 = f2 = · · · = fn on C.
Importantly, two terms in the product only depends on
λA and λB respectively. Therefore we have the following
factorization1:
Tr ρnC(λA, λB) = 2
n|C| Tr ρnC(λA, 0) · Tr ρnC(0, λB), (12)
1 Assume f(x, y) = g(x)h(y) then f(x, 0) = g(x)h(0) and f(0, y) =
g(0)h(y). Therefore f(x, y) = f(x, 0)f(0, y)/h(0)g(0). Let λA =
λB = 0, there is no dynamics, ρC =
1
2|C| , so the coefficient is
determined.
4where2
Tr ρnC(0, λB) ∝
∑
fi
(
n∏
i=1
e−βλBHB(fi)
ZB
)
δC(f1, f2, · · · , fn).
(13)
Now let’s calculate the entanglement entropy. From
Eq. (8) and Eq. (12) it’s easy to show the (topological)
entanglement entropy is the summation of two indepen-
dent contribution:
Stop(λA, λB) = Stop(λA, 0) + Stop(0, λB). (14)
From now on we will just set λA = 0 and hide sub-
scripts B. We apply a decomposition f = fC ⊗ e
where fC/d is a configuration on C/D respectively. Then∑
f1,···,fn δC(f1, f2, · · · , fn) =
∑
fC
∑
d1,···,dn . Therefore,
Tr ρnC(0, λ) =
∑
fC
∑
d1,···,dn
n∏
i=1
e−βλH(fCdi)
Z
=
∑
fC
(∑
d e
−βλH(fCd)
Z
)n
def
=
∑
fC
qC(f)
n.
(15)
Note that qC(f) is a probability distribution on FC :∑
fC
qC(f) = 1, hence
SC = −
∑
fC
qC(f) ln qC(f)
= −
∑
f
e−βλH(f)
Z
ln[qC(f)Z] + lnZ.
(16)
The meaning of the first line is obvious: set λA = 0,
the classical distribution over possible classical configu-
rations f induces a classical distribution on subsystem
C, qC(f), whose entropy is exactly the entanglement en-
tropy of B sector.
The second line is more convenient for topological en-
tanglement entropy calculation, since the summation
∑
f
is over the (fixed) whole system instead of the subsystem
C: recall we need to vary the partition C∪D as in Eq. (3).
We finally get:
Stop = −
∑
f
e−βλH(f)
Z
∑
top
ln[qC(f)Z], (17)
where
∑
top
is the linear combination required by Eq. (3).
III. PIECEWISE CONSTANCY OF
ENTANGLEMENT ENTROPY
To prove the piecewise constancy of Stop, we first show∑
top
ln[qC(f)Z] is piecewise constant as a function of in-
verse temperature β. We will consider its dependence on
f later.
2 The “∝” is actually “=” since p(g, λA = 0) = 〈f | g |f〉 = δ(g).
Let us consider ∂β ln[qC(f)Z]. We have:
∂β ln[qC(f)Z] =
−∑d λH(fCd)e−βλH(fCd)∑
d e
−βλH(fCd) = λ
∑
i
〈Bi〉f ,
(18)
where 〈H〉f means the average of H under the condition
of fixing fC .
We will consider β such that the system has no long
range correlation of B operators, i.e, all correlation func-
tions decay exponentially. For our model, this implies no
long range correlation for all operators, due to Elizur’s
theorem3. We assume that this condition is violated only
for some discrete β (i.e., critical temperature). In other
words, we assume there is no extended ordered phases4
or critical phases. In this case, 〈Bi〉f should approach
an f -independent value as i becomes far from C. This
is because we only effectively fix the configuration inside
C, fC , when calculating 〈Bi〉f , which should have ex-
ponentially vanishing effects on Bi if i is far away from
C.
For each partition C ∪ D, denote C = C+“a shell
with thickness O(lnN)” where N is the total number
of qubits. The actual coefficient of lnN is not impor-
tant, as long as it is the same for all bi-partitions and is
big enough to ensure the following o( 1N ). For i /∈ C, one
has
〈Bi〉f = 〈B∞〉+ o(
1
N
) (19)
since i is O(lnN) far away from C; for i ∈ C, 〈B〉i is fully
determined by f ; for i ∈ C − C, 〈Bi〉f is determined by
f near i (radius∼ O(lnN)) up to error o( 1N ). Note that
we require lnN  L while still L  N , where L is the
linear size of the partition C, so that each 〈Bi〉f depends
only on the small region near the partition boundaries.
Before going on, we discuss two special cases where
this can be seen more clearly. In both cases, the o( 1N ) is
exactly zero.
• If there is are string operators connecting B exci-
tations and 〈B∞〉f is independent on fC . In this
3 This classical spin model has local symmetries given by A (and
only A, since the original CSS model is complete: no other in-
dependent stabilizers). According to Elizur’s theorem, opera-
tors with nonzero expectation value must be local-symmetry-
invariant, which must be products of B and (global) logical op-
erators.
4 One may worry about some non-critical phases with long range
order, like Ising model in low temperature. However, this will
not happen here because there is no symmetry breaking where
B serves as an order parameter, due to local indistinguishability.
Moreover, even for Ising model in the low temperature phase,
the bond-bond correlation (which arises as the B operator in the
Hamiltonian) is still short ranged [33].
5case, consider 〈Bi −Bj〉f , we have:
〈Bi −Bj〉f
=
2
qC(f)Z
 ∑
Bi=1
Bj=−1
e−βλH(fCd) −
∑
Bi=−1
Bj=1
e−βλH(fCd)
 .
(20)
Use a string operator that flips the value of Bi, Bj ,
we get a one-to-one correspondence between terms
in two summations and therefore 〈Bi〉f = 〈Bj〉f . If
we have plenty of string operators as in the case of
2D toric code, we see that 〈Bi〉f = 〈B∞〉f exactly
for all i. Moreover, it’s enough to assume that one
can connect each i with a j (may depend on i)
arbitrarily far away, as in the case of the star sector
in the X-cube model.
• If B excitations are “almost free” in the sense of
Sec. IV. Examples are 2D toric code, X-cube model,
Haah’s code, and stars in 3D toric code. In this
case, Bi behaves like independent spins as we will
see in Sec. IV. 〈Bi〉f is therefore independent of i
and f .
Now take the topological combination of partitions.
Since the interiors and boundaries of these C are designed
to cancel, we have:
∂β
∑
top
ln[qC(f)Z] = λ
∑
i
∑
top
〈Bi〉f
. No( 1
N
) + LD−1 lnNo(
1
N
) = o(1),
(21)
which vanishes in the thermodynamics limit.
However, ln[qC(f)Z] may still depend on f . To pro-
ceed, we rewrite Eq. (17) as
Stop = −
∑
f
e−βλH(f)
Z
∑
top
ln[qC(f)Z], (22)
where ln[qC(f)Z] means average over all possible f
′ with
the same number of B excitations as f . We can do this
because H(f) only depends on this number.
Now consider f and 1 (the configurations where all
spins are upward), then:
ln[qC(f)Z]− ln[qC(1)Z] = ln
∑
d e
−βλH(fCd)∑
d e
−βλH(1Cd) . (23)
The denominator is a restricted partition function of our
model (fix all spins in C to be up and only varies the spin
configuration d on D). The numerator can be regarded as
a partition function of a different model: one still fixes all
spins in C upward and only varies d on D, however, the
sign of some stabilizers B in H is flipped (from negative
to positive) if this B itself is excited for configuration f .
In other words, the new model is equal to the old model
with “magnetic dislocations” [33] to flip some couplings.
Therefore, the quotient is 〈∏f MB〉1C where MB is the
dislocation operator [33] for a B term:
MB = e
−2βλB = cosh 2βλ− sinh 2βλB, (24)
and 〈 〉1C is the expectation value under the condition
that all spins are upward in C. Therefore,
ln[qC(f)Z]− ln[qC(1)Z] = ln 〈
∏
MB〉
1C
. (25)
The last average can be regarded as average over disloca-
tion configurations with total number m of dislocations
operators MB fixed.
Importantly, being a linear function of B, the disloca-
tion operators are also short range correlated. Therefore,
for a fixed m, most configurations are where all MB are
far from C. The average in the thermodynamics limit
will only see those typical configurations and will be in-
dependent of C. Therefore,∑
top
ln[q(f)Z] =
∑
top
ln[q(1)Z] =
∑
top
ln[q(1)Z], (26)
which is then independent of f . Plug it into Eq. (22), we
get:
Stop = −
∑
top
ln[q(1)Z], (27)
and is therefore a piecewise constant function of the tem-
perature.
IV. PHASE TRANSITION: EXAMPLES
According to the piecewise constancy, it is important
to consider the phase structure of a CSS model. In this
section, we consider phase transitions in four representa-
tive models: 2D and 3D toric codes, the X-cube model,
and Haah’s code. We will prove the existence of a zero-
temperature phase transition in these models. We will
actually prove a stronger statement: to the extent of
thermodynamics, these model contains a “free sector”
in the sense that it behaves like independent spins, thus
a phase transition happens at zero temperature.
First, a general remark. From Eq. (6) we know the
partition function factorized as
Z(β) ∝ ZA(β)ZB(β), (28)
where ZA/B(β) is the partition function of a classical spin
model defined by keeping only the A/B part of the orig-
inal Hamitonian (1). The problem of phase transitions
of the original quantum model is reduced to two classical
sectors.
6A. 2D toric code
Let’s consider the 2D toric code to illustrate our idea.
Due to the electric-magnetic duality in 2D toric code, we
only need to consider ZB(β) (set λB = 1):
ZB(β) =
∑
{si}
e−βH{s} =
∑
{si}
∏
i
eβBi . (29)
Since Bi = ±1, we want to use Bi as elementary degree of
freedoms (classical spins). The only constraint is
∏
Bi =
1. More precisely, it’s not hard to see∑
si
= 2N+1
∑
{Bi}|
∏
Bi=1
= 2N+1
∑
{Bi}
1 +
∏
iBi
2
, (30)
where 2N+1 is because the number of physical spins is
2N and the number of independent B operators is N−1.
Thus,
ZB(β) = 2
N+1
∑
{Bi}
1 +
∏
iBi
2
∏
i
eβBi
= 2N
∏
i
(
∑
Bi
eβBi) + 2N
∏
i
(
∑
Bi
Bie
βBi)
= 22N (coshN β + sinhN β)
= 22N coshN β(1 + tanhN β).
(31)
What determined the phase transition is the free energy
per volume in the thermodynamics limit:
f = lim
N→∞
− lnZB(β)
βN
= − 1
β
(2 ln 2 + ln coshβ). (32)
So the partition function is a smooth function for T > 0
and has a singularity at T = 0. This means a phase
transition at zero temperature and no phase transition
at any finite temperature.
Intuitively, what happened is: if we regard Bi as ele-
mentary spins, they are almost free except the constraint∏
Bi = 1. However, only one global constraint is
irrelevant in the thermodynamic limit: as we see
in the calculation, the only effect is to multiply a factor
(1 + tanhN β), which contributes 0 to f anyway.
In conclusion, each sector of 2D toric code behaves like
independent spins in the thermodynamics limit. There-
fore, the 2D toric code has only one phase transition,
which is at T = 0. According the piecewise constancy,
we reproduce the result in Ref. 23 without heavy calcu-
lations: the topological entanglement entropy Stop = 0
for all T > 0.
B. Haah’s code, X-cube model, and 3D toric code
The situation is only slightly more complicated in
Haah’s code. In this case, the number of constraints k
is at most O(L) (L is the linear size, N = L3), since it’s
essentially the ground state degeneracy. The constraints
enter the partition function through∏
k
(1 +
∏
Bi) = 1 +
∏
B +
∏′
B + · · · , (33)
where
∏
k means product of all k constraints, and other∏
is a product of some (do not need the details) B oper-
ators. It gives a factor (1+tanha β+tanhb β+ · · ·) where
a, b ∈ [0, N ] (unimportant), which contributes 0 to f as
in Eq. (32), since
1
N
ln(1 + tanha β + tanhb β + . . . ) <
ln 2k
N
→ 0. (34)
Therefore, phase structure and the behaviour of Stop of
the Haah’s code is the same as 2D toric code: only one
phase transition which is at T = 0 and Stop = 0 for all
T > 0, see Fig. 1(a).
In the case of the X-cube model, cubes and stars are
not equivalent. For the cubic interaction, k = O(L) (the
product of cubes along each 2-dimensional plane is 1), the
analysis of Haah’s code still applies here. For the star
interaction, we have local constraints AxyAyzAzx = 1
besides O(L) global constraints. These constraints can
be eliminated. Denote Axy = P,Ayz = Q, then
ZA(β) ∝
∑′
P,Q
eβ
∑
(P+Q+PQ) (35)
where
∑′
means summation system of independent sub-
systems, where each site has two classical spins with
H = −∑(P +Q+ PQ).
Let’s prove that the global constrains are indeed irrel-
evant. Similar as before,∑′
=
∑∏
k
(1 +
∏
P
∏
Q)
2
∝
∑
(1+
∏
P
∏
Q+. . . ).
(36)
Plug into Eq. (35), we get∑∏
eβ(P+Q+PQ)+
∑∏
P
∏
Q
∏
eβ(P+Q+PQ)+. . . .
(37)
The first term equals to (e3β + 3e−β)N . Each following
term is a product of terms of two classes, depending on
whether P or Q appears in corresponding
∏
P
∏
Q:{
e3β + 3e−β , no P,Q appears
e3β − e−β , otherwise . (38)
Therefore,
Z(β) ∝ (e3β+3e−β)N
(
1 +
(
1− e−4β
1 + 3e−4β
)a
+ . . .
)
(39)
and then similar arguments go through.
Therefore, phase structure (see also Ref. 34) and the
behavior of Stop of X-cube model is also similar to 2D
toric code, see Fig. 1(a).
7For 3D toric code, the physics is different. Here, the
star interaction is still almost free, with only one global
constraint given by the product of all stars. The plaque-
tte sector has local constraints: products of 6 plaquettes
around a cube is 1, which however cannot be eliminated
as in the case of X-cube stars. In [24, 33], it is shown that
the plaquette part in 3D toric code is dual to the 3D Ising
model, thus the phase transition is at finite temperature.
Therefore, 3D toric code has two phase transitions, one
at T = 0, one at T = Tc 6= 0. The Stop is a piecewise
constant function with two drops as shown in Ref. 24.
In conclusion, for four models considered here, there
is a zero-temperature phase transition due to the exis-
tence of a “free sector”. In 2D toric code, X-cube model
and Haah’s code, there is no other phase transitions at
finite temperature while in 3D toric code there is a phase
transition at finite temperature.
It is natural to ask the phase structures of general CSS
codes. We will show in Appendix A that in general we
do not have a “free part” or even a part where local
constraints can be eliminated (like the star operators in
the X-cube model). However, in the next section, we
argue that a zero-temperature phase transition exists as
long as the system has topological order.
V. PHASE TRANSITION: GENERAL
ARGUMENTS
In Sec. IV, the strategy to show the existence of zero-
temperature phase transition is “global”: we calculate
the partition function for all temperature. In this section,
we will pursue a “local” approach: to study the model
near T = 0, by looking at the low temperature expansion.
As a warm-up, consider the low temperature expansion
[35] of the 2D Ising model. We set the coupling to be 1,
so H = −∑ sisj . The partition function expanded near
the ground states is
Z(β) =
∑
{s}
e−βH = e−βE0
∑
{s}
e−β(H−E0)
= e−βE0
∑
{s}
xM({s}),
(40)
where E0 = −2N is the ground state energy (all bonds
bij = sisj = 1),
x = e−2β , (41)
and M({s}) is the number of flipped bonds (bij = −1).
Since the products of all bonds must be 1, the number
flipped bonds is even.
M = 0: ground states, two configurations: all spin up
and all spin down.
M = 2: This is impossible.
M = 4: The only possibility is to flip a spin relative to
a ground state, so that we get a “star” configuration of
bond excitations. There are 2N ways to do it.
Thus,
Z(β) = 2e−βE0(1 +Nx4 + . . . ). (42)
If we calculate the free energy, we will find:
f = − lnZB(β)
βN
= − 1
βN
(ln 2 + 2βN +Nx4 + . . . ). (43)
In the thermodynamic limit N →∞, there is no problem
at least up to order x4 since the coefficient of it is O(N).
In contrast, consider the low temperature expansion of
the plaquette sector of 2D toric code. We still have:
Z(β) = e−βE0
∑
s
xM({s}), (44)
where E0 = −N , M({s}) is the number of flipped plaque-
ttes. The leading order will be x2 since we can have two
plaquette excitations. However, there are
(
N
2
)
plaquette
configurations with two excitations since any string op-
erator will produce an excitation at each end. Therefore,
Z(β) = 2N+1e−βE0(1 +
(
N
2
)
x2 + · · ·), (45)
where 2N+1 is due to “‘gauge transformations” as in
Eq. (30), and:
f = − lnZB(β)
βN
= − 1
β
(
const + β +
(
N
2
)
N
x2 + . . .
)
,
(46)
which has no thermodynamic limit due to the coefficient(
N
2
)
. The break down of low energy expansion indicates
there is a zero-temperature phase transition in the 2D
toric code.
It’s not hard to work out the low temperature expan-
sion for 3D toric code and the X-cube model at the lead-
ing order.
• 3D toric code. The minimal number of star ex-
citations is 2, generated by a string operator at
its ends. So similar to Eq. (46), there is a
(
N
2
)
x2
term breaking down the expansion, which indicates
a zero-temperature phase transition in this sector.
The minimal number of plaquette excitations is 4,
given by a “windmill” configuration, see Fig. 3(a).
The coefficient of x4 is 2N , so no problem in the
expansion at least to the leading order, which indi-
cates no zero-temperature phase transition in this
sector.
• X-cube model. The minimal number of cubic
excitations is 4, produced by a bended membrane
operator, see Fig. 3(b). It’s not hard to see the
coefficient of x4 is O(L2×L2×L×L) = O(N2),
indicating a zero-temperature phase transition of
the cubic sector.
For the star excitations, the minimal number of
excitations is 4, produced by a straight string oper-
ator (2 stars at each end). The coefficient of x4
8is O(L2×L×L) = O(N4/3), indicating a zero-
temperature phase transition of the star sector.
(a) (b)
FIG. 3. Leading terms in the low temperature expansion for
3D toric code and X-cube model. (a) Plaquette sector in 3D
toric code, minimal excitation is a windmill shaped configu-
ration by flipping one spin (on the red link). (b) Cubic sector
in X-cube model, minimal excitation is caused by a bended
membrane operator (shown red).
In these models, the results based on the low temper-
ature expansion agree with those from Sec. IV.
The analysis of Haah’s code is a bit complicated. There
are no string-like operators in Haah’s code. The config-
uration with minimal number of excitations is be gener-
ated by a tetrahedron shaped fractal operator, resulting
in 4 excitations in the corners. We can pile up 4 tetra-
hedrons as in Fig. 4 so that many excitations are can-
celled [36]. The result is another 4-excitation configura-
tion with doubled length scale. The process can be iter-
ated, until the length scale of the fractal operator reaches
L, the length scale of the whole system. Thus, the num-
ber of 4-excitation configuration is roughly N lnN . Here,
N is because we have a fractal operator with fixed size has
N different positions, lnN is because we have lnN differ-
ent sizes. Thus, we have a term like O(N lnN)x4, which
breaks down the low temperature expansion and indi-
cates the zero-temperature phase transition. This again
agrees with the analysis in Sec. IV.
Remarkably, the analysis for Haah’s code is generaliz-
able to general CSS codes. To simplify our discussion,
we use the notions of topological charge and fractal gen-
erator [10]:
• A topological charge is an excitation of finite en-
ergy which cannot be generated by finite Pauli op-
erators but can be generated by infinite Pauli oper-
ators. An example is a single plaquette excitation
in the 2D toric code.
• A fractal generator is a way to copy and translate
some topological charge so that the total configu-
ration can be generated by finite Pauli operators.
An example is the string operator in 2D toric code:
after copy and move a plaquette excitation, we get
a configuration with 2 plaquettes which can be gen-
erate by a string operator of finite length.
FIG. 4. An illustration of fractal operators in Haah’s code.
The left figure shows a tetrahedron-like operator with 4 exci-
tations (denoted by •) in the corner. In the right figure, we
pile up 4 tetrahedrons carefully, so that many excitations are
cancelled (denoted by ◦) [36], leaving a double-sized operator
with 4 excitations. The process can be iterated. The oper-
ators we made has fractal structures and are called fractal
operators.
In Ref. 10 it is proved that, for any three-dimensional,
topological-ordered and degenerated (means degenerated
ground states on some torus) Hamiltonian, there exists a
fractal generator.
Given the existence of a fractal generator, we can do
the same iteration as in Fig. 4, resulting in a series of
fractal generators with different sizes and the same num-
ber of excitations. It contributes a O(N lnN)xk term to
the low temperature expansion to Z(β).
k is not necessarily the minimal excitation though and
one may suspect that the blowup coefficient O(N lnN)
will be cured in f ∼ lnZ(β). However, this will not hap-
pen. Recall that, as the Feynman diagram expansion, the
expansion of Z(β) corresponds to all graphs while the
expansion of lnZ(β) corresponds to connected graphs.
Fractal operators are always connected, otherwise part
of the operator will generate the topological charge at
some corner without generating other excitations, which
contradicts the definition of topological charge. For ex-
ample, a string operator in 2D toric code is connected,
otherwise there must be other topological charges in the
middle where the string breaks.
In other word, we proved that the low temperature
expansion of the free energy f must break down, although
not necessarily at the leading order.
VI. CONCLUSION AND DISCUSSION
In this article, we considered the topological entangle-
ment entropy (TEE) for CSS codes at finite temperature.
We find that the TEE is a constant within a non-critical
phase. Therefore, assuming the criticality only appear
at discrete points (i.e. no extended critical phase), the
TEE is a piecewise constant function of temperature,
with possible discontinuity only at critical points. There-
fore, TEE serves as a good (nonlocal) order parameter for
CSS codes.
One is therefore motivated to study the phase struc-
9ture of CSS codes. For famous examples such as toric
code, X-cube model, and Haah’s code, we showed that
they have a zero-temperature phase transition, due to
the existence of a “free sector”, which allows us to calcu-
late their partition functions explicitly. For general CSS
codes, the “free sector” does not exist in general, as we
showed by a counterexample. However, based on the low
temperature expansion, we can still argue the existence
of a zero-temperature phase transition for CSS code with
topological order in dimensions less or equal to 3.
Our results have promising connections to the problem
of self-correction quantum memory. The self-correctness,
or thermal stability, is the property that the mixing
time under external perturbations (for example, thermal
fluctuation in a bath) grows exponentially with system
size [31, 37]. It can be defined, for example, by consider-
ing the gap of the Lindblad operator L under a Markov
environment [6, 8]. Here, the inverse gap is roughly the
mixing time. Although the self-correctness is by defi-
nition a dynamical property, it should have connections
with the thermal Gibbs states ρβ = e
−βH/Z, which is
by definition a static object. Indeed, the Lindblad oper-
ator L can also be made Hermitian and ρβ is the ground
state of L [6, 8]. If L goes from gapped (i.e., the sys-
tem is not self-correcting) to gapless (i.e., the system is
self-correcting), then it should induce a transition in ρβ ,
in the same way a gap-closing induces a quantum phase
transition [38].
For 2D toric code, X-cube model, and Haah’s code, we
have shown that the only phase transition is at T = 0.
Therefore, we believe that these models are not self-
correcting for any nonzero temperature, as long as there
is no “purely dynamical” phase transitions that can be
seen only from the spectrum of L but not the static par-
tition function. For general 3D topological-ordered CSS
codes, the phase transition at T = 0 is a hint that they
are not self-correcting, or at least a caveat that the beau-
tiful topological memory scheme developed in zero tem-
perature may not be used directly at finite temperature.
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Appendix A: A code with no free sectors
In Sec. IV we analyze the 2D and 3D toric code, X-
cube model and Haah’s code, and find that all models
there contains a “free sector”, i.e., a sector that only
have o(N) global constraints when we use the stabilizers
as elementary spins, thus behaves like decoupled spins,
and thus a zero-temperature phase transition. In this
appendix, we will see that in general this is not true by
giving a counterexample.
Before going on, we need to comment on what we mean
for a counterexample.
1. A trivial “counterexample” will be two decoupled
3D toric code model:
H = −
∑
As(X)−
∑
Bp(Z)−
∑
As(Z
′)−
∑
Bp(X
′),
(A1)
i.e., we put two spins (with/without prime) on each
link, use Pauli X and Pauli Z ′ to make star op-
erators, and use Pauli Z and Pauli X ′ to make
plaquette operators. For this model, both X sec-
tor and Z sector are not totally free: each con-
tains a free subsector (star) and a nonfree subsec-
tor (plaquette), which is already enough for a zero-
temperature phase transition. Therefore, what we
mean by a counterexample is not “neither X sec-
tor nor Z sector is equivalent to free spins”, but
actually “does not contain a free subsector”.
2. The star sector in the X-cube model is not
free by definition, due to the local constraints
AxyAyzAzx = 1, but can be reduced to indepen-
dent terms by eliminating Azx: Azx = AxyAyz,
which is still enough to ensure a zero-temperature
phase transition. Therefore, by a counterexample
we mean “does not contain a subsector that can be
reduced to independent spins by a elimination of
some stabilizers”.
3. The elimination can work for stabilizers in multiple
sites. For example, one may consider a welding of
2D toric code and 2D Ising model:
H = −λ
(∑
i
Ai +
∑
i
Bi
)
− µ
(∑
i,e
AiAi+e +
∑
i,e
BiBi+e
)
, (A2)
where e runs over two unit vectors ex, ey. The idea
is, since Ai (and Bi) for 2D toric code behaves like
independent spins, we can use them as spins in a
2D Ising model. One may hope that this will pro-
vide a code with no zero-temperature phase tran-
sition. However, this is not the case. Indeed, if
λ 6= 0, this model is equivalent to a 2D Ising model
in a nonzero magnetic field, which has only zero-
temperature phase transition5. If λ = 0, this model
is thermodynamically good, but it’s not a topolog-
ical ordered system since the ground state can be
distinguished by local measurements Ai.
From elimination point of view, new stabilizers
AiAi+e can be expressed from old stabilizers from
two sites Ai and Ai+e.
1. A short review of the commutative algebra
formalism
To explain our counterexample, we use the commuta-
tive algebra formalism. For more information, see ref. 10.
For an introduction to commutative algebra, see ref. 39.
Denote R be the Laurent polynomial ring
k[x, x−1, y, y−1, z, z−1] where k = F2. Here, we
have three variables x, y, z because we work in 3D.
Monomial xaybzc corresponds to the point (a, b, c) in
Z3. A code can be represented by the following map:
σ : Rt → R2q, (A3)
where Rn means free module over R of rank n, t is the
number of stabilizer types, q is the number of spins on
each site. For example, for Haah’s code, n = q = 2.
The rule for σ is as follows. Each column corresponds
to a stabilizer: if Pauli Xi (or Zi) operator for the i
th
spin at (a, b, c) appears in that stabilizer, we add the
monomial xaybzc to the ith (or (q + i)th for Zi) row of
that column of σ. For example, for Haah’s code,
σ =
 1 + x+ y + z 01 + xy + yz + xz 00 1 + x¯+ y¯ + z¯
0 1 + x¯y¯ + y¯z¯ + x¯z¯
 , (A4)
5 The critical point in zero field Tc is fragile because of the long
range order.
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where the conjugate x¯ = x−1.
Define a symplectic structure on R2q by λq =(
0 1q
−1q 0
)
, and denote  = σ†λq, then:
Theorem [10] A Pauli stabilizer code has topological
order iff ker  = Imσ, or equivalently Imσ = (Imσ)⊥
where the orthogonal completion is respect to the sym-
plectic structure and the above conjugate.
2. A nontrivial example with no free sectors
For CSS codes, σ has the form σ =
(
σ1
σ2
)
, where
σi : R
ti → Rq. The condition for topological order (Imσ
is a Lagrangian submodule in R2q) is (Imσ1)
⊥ = Imσ2
and (Imσ2)
⊥ = Imσ1, where ⊥ is now the Hermitian
paring (with above conjugate).
Whether the code has a free subsector after elimination
is a property of Imσ (indeed, the elimination process is
equivalent to take R-linear combinations of the columns,
with does not change Imσ). To be precise, the existence
of free subsector is mathematically the existence of a free
direct summand of Imi σ for i = 1 or 2, i.e., a free sub-
module M of Imσ such that Imσi = M ⊕M ′, where M ′
is another submodule.
Denote u = x+1, v = y+1, w = z+1. Define σi as fol-
lows (t1 = 3, t2 = 9, q = 8, i.e., 8 qubits per site, 3 types
of stabilizer made with Pauli X, 9 types of stabilizers
made with Pauli Z):
σ1 =

uw uv
uw u2
uv u2
vw v2
vw uv
v2 uv 0
0 w2 vw
w2 0 uw

, σ2 =

v u w v
w v
w v
w u
v u w u
w u
v u
v u

.
(A5)
One can show that:
1. Imσ1 ⊗ K and Imσ2 ⊗ K are orthogonal comple-
ments of each other in Kq where K = Frac(R).
2. (Imσi ⊗ K) ∩ Rq is generated (as R-modules) by
columns of σi. So we have (Imσ1)
⊥ = Imσ2 and
(Imσ2)
⊥ = Imσ1.
Therefore it is a code with topological order.
One can check that kerσ1 = (u, v, w)
t,
kerσ2 = (u¯, v¯, w¯, 0, 0, 0, 0, 0, 0)
t⊕(0, 0, 0, u¯, v¯, w¯, 0, 0, 0)t⊕
(0, 0, 0, 0, 0, 0, u¯, v¯, w¯)t. This ensures that neither Imσi
contains a free direct summand.
Indeed, consider Imσ1 for example, we have
Imσ1 ' R3/kerσ1. (A6)
If Imσ ' R ⊕M ′, then ∃µ : Imσ1 → R which is sur-
jective, then µσ1 : R
3 → R is surjective, which must
factorize through kerσ1.
Any surjective homomorphism µσ1 : R
3 → R is given
by a unimodular element (f, g, h), i.e. ∃p, r, s ∈ R such
that fp + gr + hs = 1. Moreover, the factorization im-
plies fu + gv + hw = 0. Let’s multiply f, g, h by their
least common multiple of denominators and work in the
polynomial ring F2[x, y, z] = F2[u, v, w]:
fp+ gr + hs = xaybzc, (A7)
fu+ gv + hw = 0. (A8)
The second equation implies (consider the expansion as
polynomials of u, v, w)
f = g′v + h′w. (A9)
Plug into itself, we get (g′u+g)v+(h′u+h)w = 0, which
implies
g′u+ g = f ′w, (A10)
h′u+ h = f ′v. (A11)
Evaluate it at u = v = w = 0, we get f = g = h = 0.
Plug into Eq. (A7), we get a contradiction.
