1 Three questions.
• Let G be an infinite connected graph with maximal degree d. Does simple RW on G always satisfy
• Simple RW on {0, 1} k , started uniformly, is a stationary, reversible Markov chain that for t < k/4, escapes at a positive speed (in the 1 metric) from its starting point.
Is there a chain with these properties in the 2 metric? And on a tree?
2 The probability that a martingale stays positive Lemma 2.1. Let {M t } 0≤t≤k be a {F t }-martingale and consider the stopping time τ h = min {t : M t ≤ 0 or M t ≥ h} ∧ k.
Suppose that
• M 0 = 1 and M t ≥ 0 for 1 ≤ t ≤ k.
• Var(M t+1 |F t ) ≥ σ 2 > 0 when M t > 0,
Proof. By optional stopping,
2 and Markov's inequality implies that
Optimize by choosing h =
3 An application to percolation on a d-regular finite graph (based on [1] )
Let G be a d-regular graph on n vertices, where 3 ≤ d ≤ n − 1. Retain each edge independently with probability p = 1 d−1 and consider the largest component C 1 . Theorem 3.1.
Remarks:
• It seems unknown whether n −4/3 E(|C 1 | 2 ) < ∞ in the setting above.
• If d = n − 1 or d is constant and G is a random d-regular graph, then
for some c = c(d).
• The argument extends to the critical window p =
Proof. Consider p-bond percolation on an an infinite dregular tree T rooted at ρ and write C T (ρ) for the component containing ρ. Write C G (v) for the component of v in G p . It is clear that we can couple such that
Recall the exploration process on T : At time t = 0 only ρ = v 1 is active, other vertices neutral. At time t ≥ 0 if the number of active vertices M t > 0, then set the first active v t explored, and activate all its neutral neighbors, so
Applying the Lemma with σ 2 = 2/3 and D = 3/2,
and choosing k = An 2/3 finishes the proof. 
where ∼ denotes the neighboring relation. Next define,
Note that ∅ is an absorbing state for the evolving set chain. If G is finite, then V (G) is also an absorbing state. Morris and P. used this process to bound mixing times and transition probabilities in terms of the isoperimetric profile. Morris later used it to analyze the Thorp shuffle. Here, we will present a simpler application.
Theorem 4.1. Let p denote the transition matrix of a simple random walk on the graph, then
Proof. The statement is trivial for t = 0. Assume, by induction, that it holds for some t and compute,
The definition of S t+1 implies that
Taking expectations of both sides yields
Theorem 4.2. |S t | is a martingale.
Proof. Then for all vertices x, y we have
An application to random walks
Proof. Consider the martingale {|S t |} and observe that it satisfies the assumptions of the Lemma with D = d+1 and σ = 1 2d . Indeed, letS t+1 be an independent copy of S t+1 given S t . Then,
since there is always a vertex y connected both to S t and S c t as G is infinite and connected. By the lemma and our previous Theorem, p t (x, y) is at most
Remark: Consider simple random walk on a finite connected graph on n vertices with degrees bounded above by d. One can prove similarly that there exist 
The infimum of numbers
Example.
Remark. This is tight, as can be easily seen by taking the identity function from Ω k to k 2 . Enflo's proof is algebraic, and is hence fragile: if one edge of the cube is removed, the proof breaks down. Remark. Any embedding of an expander graph family into Euclidean space has distortion at least c log n (Linial, London and Rabinovich, 1995).
The Markov type of metric spaces
with transition probabilities p ij := Pr(Z t+1 = j | Z t = i) on the state space {1, . . . , n} is stationary if π i := P(Z t = i) does not depend on t and it is (time) reversible if π i p ij = π j p ji for every i, j ∈ {1, . . . , n}.
Definition (Ball 1992): Given a metric space (X, d) we say that X has Markov type 2 if there exists a constant M > 0 such that for every stationary reversible Markov chain {Z t } ∞ t=0 on {1, . . . , n}, every mapping f : {1, . . . , n} → X and every time t ∈ N,
Theorem 5.3. (Ball 1992) R has Markov type 2 with constant M = 1.
Proof. Let P = (p ij ) be the transition matrix of the Markov chain. Time reversibility is equivalent to the assertion that P is a self-adjoint operator in L 2 (π), hence L 2 (π) has an orthogonal basis of eigenfunctions of P with real eigenvalues. Also, since P is a stochastic matrix P f ∞ ≤ f ∞ and thus if λ is an eigenvalue of P then |λ| ≤ 1. We have
and also
So we are left to prove that,
Indeed, if f is an eigenfunction with eigenvalue λ this reduces to proving (1 − λ t ) ≤ t(1 − λ). Since |λ| ≤ 1, this reduces to
which is obviously true. For any other f take f = n j=1 a j f j where {f j } is an orthonormal basis of eigenfunctions,
Corollary 5.1. Any Hilbert space has Markov type 2 with constant M = 1.
Corollary 5.2. Any embedding of the hypercube {0, 1} k into Hilbert space has distortion at least √ k/4.
Proof. Let {X j } be the simple random walk on the hypercube. It is easy to see that
which by Jensen's inequality implies Ed
Assume without loss of generality that f is non-expanding mapping, i.e., f Lip = 1 (otherwise take f / f Lip ). Since L 2 has Markov type 2 with constant M = 1, for any j, we have
Take j = k/4, together this yields
In similar ways one can prove that if a family of graphs have girth (size of smallest cycle) at least g then any embedding into Hilbert space has distortion at least Ω( √ g). So if the girth is at least c log n we cannot embed with distortion smaller than c √ log n, but we can with distortion O(log n) (Bourgain's theorem). Open question: What is the minimal possible distortion for an embedding of an n vertex graph of girth g = c log(n) in Euclidean space? Open question: Do planar graphs (with graph distance) have Markov type 2? Key ideas in the proof. Stationary reversible Markov chains in R (and more generally, in any normed space) are difference of two martingales, a forward martingale, and a backward martingale; the squared norms of the martingale increments can be bounded using the original increments. For martingales, powerful inequalities due to Doob and Pisier are available. On a tree, the length of a path can be bounded by twice the difference between the maximum and the minimum distance to the root along the path. We will use a decomposition of a stationary reversible Markov chain into forward and backward martingales (inspired by a decomposition due to Lyons and Zhang for stochastic integrals.) Proof. Let T be a weighted tree, {Z j } be a reversible Markov chain on {1, . . . , n} and F : {1, . . . , n} → T . Choose an arbitrary root and set for any vertex v, ψ(v) = d(root, v). If v 0 , . . . , v t is a path in the tree, then
since choosing the closest vertex to the root on the path yields equality. Let X j = F (Z j ). Connect X i to X i+1 by the shortest path for any 0 ≤ i ≤ t − 1 to get a path between X 0 and X t . Since now the closest vertex to the root can be on any of the shortest paths between X j and X j+1 , we get that d(X 0 , X t ) is at most max 0≤j<t |ψ(X 0 )−ψ(X j )|+|ψ(X t )−ψ(X j )|+2d(X j , X j+1 ) .
The problem reduces to the following Lemma.
Lemma 5.1. Let {Z t } ∞ t=0 be a stationary time reversible Markov chain on {1, . . . , n} and f : {1, . . . , n} → R. Then, for every time t > 0,
Proof. Let P : L 2 (π) → L 2 (π) be the Markov operator, i.e. (P f )(i) = E[f (Z s+1 )|Z s = i]. For any s ∈ {0, . . . , t − 1} let
The first are martingale differences with respect to the natural filtration of Z 1 , . . . , Z t , and the second, because of reversibility are martingale differences with respect to the natural filtration on Z t , . . . , Z 1 . Subtracting, The proof continues by taking maximum and using Doob's maximal inequality.
