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Introduction
Since the early 1960s the quest for faster information processing along with
less energy consumption in semiconductor electronics has mainly been achieved
by increasing the number of transistors per integrated circuit. However, with
transistors becoming smaller and smaller - channel lengths are 32 nm at the
moment - quantum effects and issues in heat dissipation are about to limit the
ongoing miniaturization in the near future. In order to overcome these limitations
entirely new concepts are required, as for instance the utilization of the electron’s
spin as an additional degree of freedom. Major advantages of these spin-based
electronics devices over conventional charge-based ones would be faster switching
times and lower power consumption.
The research field of spin-based electronics (spintronics) has already been triggered
in 1988 by the discovery of the giant magnetoresistance effect by P. Gru¨nberg
and A. Fert, which since about the year 2000 is commercially applied in hard
disk drive read heads. Though, the realization of other spintronics concepts such
as the Datta-Das spin transistor (spin FET) - proposed theoretically in 1990 -
remains challenging, mainly due to the following reasons: First, spin information
is extremely volatile and is lost easily due to relaxation and dephasing processes
within the semiconductor. This leads to attenuated signals in current spin tran-
sistor prototypes. Second, a nearly 100% spin polarization is needed for proper
device operation - a situation quite hardly to achieve via common spin injection
from a ferromagnet into the semiconductor due to the conductivity mismatch at
the material interface.
An integral part of spintronics is the research on diluted magnetic semiconductors
(DMSs), i.e. materials that incorporate magnetism by doping the semiconductor
crystal with e.g. manganese ions. These substances - also referred to as semimag-
netic semiconductors - can fully be integrated in standard electronic devices and
allow one to overcome the conductivity mismatch problem: As they are either
ferro- or paramagnetic they give rise to an intrinsic spin polarization, at least
in the presence of a tiny external magnetic field. This gives hope to achieve
much larger spin polarizations in future spin FET prototypes. Paramagnetic
DMSs based on II-VI compounds (e.g. HgMnTe, CdMnTe, ZnMnSe) have been
studied for more than 30 years, but only the successful growth of the ferromagnetic
III-V compound GaMnAs by H. Ohno in 1996 has lead to an increased interest
in this material class. Two-dimensional electron or hole systems formed in these
semimagnetic semiconductors allow to further study the interplay between mobile
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charge carriers and localized magnetic moments associated with the incorporated
manganese ions (sp-d exchange interaction).
In order to gain a deeper insight into the characteristics of DMS systems this
thesis addresses the magnetotransport properties of n-type doped Cd1−xMnxTe
quantum well devices. Here, s-d exchange interaction gives rise to the giant
Zeeman splitting of electronic states which in addition is in a nonlinear fashion
dependent on magnetic field.
The central goal is to probe for consequences of this exchange-enhanced spin
splitting on two different transport regimes in Cd1−xMnxTe: On the one hand we
study its impact on the fractional Quantum Hall effect (FQHE) that we demon-
strated to also emerge in a DMS alloy. On the other hand we focus on the effect
of s-d exchange on adiabatic spin transport and the control of spin backscattering
in the limit of low magnetic fields.
Due to the recent significant increase in the quality of CdTe-based two-dimensional
electron systems we were able to report the observation of the FQHE in yet another
material system, namely in a II-VI compound semiconductor. In this context the
emergence of fractional fillings in CdTe is less fundamental than their presence in
the semimagnetic alloy Cd1−xMnxTe, constituting the very first demonstration of
the FQHE in a DMS. Our experiments hence prove that the presence of magnetic
impurities in a semiconductor quantum structure does not inhibit the formation
of FQH states. A simple extension of the Composite Fermion (CF) model allows
us to explain the measured angular dependency of activation energy gaps at
fractional fillings. Our data suggest that CFs are - similar to the case of electrons
in a DMS - subject to s-d exchange interaction.
The control of spin backscattering, i.e. the possibility to switch between spin
transmission and spin blocking in a semiconducting channel, constitutes one pre-
requisite for the realization of a spin transistor. We present here a novel approach
to achieve spin transistor action based on a Cd1−xMnxTe quantum well structure.
The essential part of our device is a grating of pre-magnetized ferromagnetic
stripes on its top. This generates a helical stray field that is translated into a
helical pattern of (significant) spin polarization via the giant Zeeman splitting.
We show that in this setup spin information is protected against decay as spins
are transported adiabatically from source to drain while forming the above men-
tioned helical spin polarization pattern. The implementation of loss-free spin
information propagation has so far been an obstacle to the successful realization of
spin transistor prototypes and is one of the major achievements of our approach.
Transistor operation is attained by inducing tunable Landau-Zener transitions
via an external magnetic field which lead to spin backscattering and consequently
allow to modulate the channel conductance. In contrast to the design suggested
by Datta and Das, our proof of concept device is exceptionally tolerant against
disorder and gives rise to efficient spin transport over device distances of 50 µm.
2
1 Material Properties of CdTe and
CdMnTe
Partially substituting the cations of a semiconductor host lattice by magnetic ions
- such as manganese - results in the formation of a diluted magnetic semiconductor
(DMS), also referred to as a semimagnetic semiconductor (SMS). Quantum struc-
tures derived from this new material system allow to study the interplay between
quantum electronics and thin film magnetism, hence giving direct access to the
electronic spin degree of freedom. This may be exploited in magneto-optical as
well as magnetotransport experiments - the latter to be conducted within the
framework of this PhD thesis.
Semimagnetic semiconductors are generally characterized by a large spin splitting
due to exchange interaction between mobile carriers and localized magnetic mo-
ments; the latter brought about by the incorporated magnetic impurities. This
so called sp-d exchange interaction and its impact on magnetotransport will be
discussed in detail in chapter 2.3. The samples under investigation are quantum
structures based on the II-VI compound semiconductors CdTe and Cd1−xMnxTe
(commonly abbreviated to CdMnTe). Thus a review of some of their basic physical
properties will be given in the introductory sections. A much more detailed survey
on this topic may be found in references [1–4] with the following chapter being
partially geared to reference [1].
1.1 Crystal Structure
The most extensively and thoroughly investigated II-VI DMSs are AII1−xMnxB
VI
alloys in which a fraction of the group II sublattice is randomly occupied by
manganese ions. Besides Cd1−xMnxTe, ternary compounds like Hg1−xMnxTe or
Zn1−xMnxTe are part of this material family which completely is listed in table 1.1
along with crystal structures and corresponding ranges of composition.
Cd1−xMnxTe crystallizes in zinc-blende structure (see fig. 1.1) which can be
viewed as two interpenetrating fcc sublattices, each occupied either by anion or
cation atoms, respectively1. The anionic component of a Cd1−xMnxTe crystal
1Alternatively the zinc-blende structure may be considered as a fcc lattice with two basal
atoms, situated relative to each lattice point at (0,0,0) and a/4(1,1,1). Here, a denotes the
lattice constant.
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Table 1.1: Family of AII1−xMnxB
VI type diluted magnetic semiconductors. Taken from ref. [1].
material crystal structure range of composition
Zn1−xMnxS zinc-blende 0 < x ≤ 0.10
wurzite 0.10 < x ≤ 0.45
Zn1−xMnxSe zinc-blende 0 < x ≤ 0.30
wurzite 0.30 < x ≤ 0.57
Zn1−xMnxTe zinc-blende 0 < x ≤ 0.86
Cd1−xMnxS wurzite 0 < x ≤ 0.45
Cd1−xMnxSe wurzite 0 < x ≤ 0.50
Cd1−xMnxTe zinc-blende 0 < x ≤ 0.77
Hg1−xMnxS zinc-blende 0 < x ≤ 0.37
Hg1−xMnxSe zinc-blende 0 < x ≤ 0.38
Hg1−xMnxTe zinc-blende 0 < x ≤ 0.75
is the tellurium atoms whereas cadmium or manganese represent the cationic
counterparts. Given the fact that MnTe naturally crystallizes in NiAs structure2
it is remarkable to come across zinc-blende Cd1−xMnxTe alloys with manganese
concentrations x of up to 77%. Higher values typically result in an inhomogeneous
alloy due to the onset of MnTe cluster formation. Generally speaking, the
formation of ternary alloys by substituting Mn for the group II element in a
AIIBVI lattice retains the crystal structure of the parent compound - at least up
to a certain composition.
Besides manganese, other transition metals such as chromium, iron or cobalt may
be introduced into the CdTe host lattice as well; none of them however being as
miscible with the II-VI compound as manganese. This behavior originates from
the manganese atom’s exactly half-filled 3d shell: By Hund’s rule all five spins
in this orbital are aligned parallel, requiring about 7 eV to add an electron with
opposite spin. Hence the 3d5 orbital may be regarded to nearly act as a complete
shell (similar to the 4d10 orbital in Cd) for which reason a manganese atom is
more likely to resemble the behavior of a group II element compared to other
transition metals. It consequently can much easier occupy a Cd lattice site.
The lattice parameters of all AIIBVI alloys are excellently described by Vegard’s law.
It predicts a linear variation of the lattice constant with manganese concentration:
a = (1− x) aII−VI + x aMn−VI, (1.1)
where aII−VI and aMn−VI are the lattice parameters of the binary constituents which
need to be of the same crystal structure as the alloy formed. The lattice constant
of Cd1−xMnxTe thus is expected to have the following form (for parameters refer
2The NiAs structure can be viewed as a hcp anion sublattice with cation atoms in the octahedral
interstices.
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Figure 1.1: Unit cells of (a) zinc-blende and (b) NiAs structure. The lattice constant of the
zinc-blende unit cell is denoted by a. Adjusted from ref. [5].
to table 1.2 in the next section):
aCdMnTe = (0.648− 0.015x) nm, x < 0.77. (1.2)
Fig. 1.2 depicts the above described dependence of the lattice parameter on
composition for selected DMSs; an extrapolation to x = 1 yields the (same) lattice
constant for ‘hypothetical’ zinc-blende MnTe. The term ‘hypothetical’ used in
this context has historical reasons: As MnTe naturally crystallizes in the NiAs
structure it took until the invention of molecular beam epitaxy to grow zinc-blende
MnTe on a GaAs substrate. Contrary to predictions, zinc-blende MnTe could be
grown to thicknesses of up to 8 µm thus proving not to turn to its natural NiAs
form after exceeding a critical thickness.
1.2 Band Structure in Absence of a Magnetic Field
When no external magnetic field is present, the family of the AII1−xMnxB
VI alloys
shares many common band structure features. Those can be summarized as
follows:
• Like their parent AIIBVI compounds all AII1−xMnxBVI ternaries are direct-gap
semiconductors. Generally speaking, their band structure closely resembles
that of the AIIBVI materials as displayed in fig. 1.3a using the example of
CdTe.
• To a first approximation the band gap Eg is linearly dependent on manganese
content x:
Eg(x) = (1− x)Eg(0) + xEg(1), (1.3)
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Figure 1.2: Lattice constant a as a function of manganese concentration x for telluride DMSs.
The close accordance with Vegard’s law additionally is reflected in the convergence of the
extrapolated lines at a single point, namely the lattice constant of MnTe (6.33 A˚). Taken from
ref. [1].
where Eg(0) and Eg(1) are the energy gaps for x = 0 and x = 1, respectively.
• In the case of zero external magnetic field the electronic systems of manganese
3d5 shell and AIIBVI energy bands3 may be considered independently. This
is illustrated by fig. 1.3b where the presence of manganese is introduced as
two energy levels superimposed on the AIIBVI band structure. Those levels
marked e+σd and e
−σ
d correspond to the occupied and unoccupied states of
the Mn 3d orbital and are separated by an energy Ueff ≈ 7 eV. In a real DMS
each level will be further split by the crystal field and slightly broadened
due to hybridization with the p bands (p-d hybridization).
By utilizing equation 1.3 and the data given in table 1.2 the variation of the
Cd1−xMnxTe energy gap can be expressed as
Eg(4.2 K) = (1.606 + 1.592x) eV. (1.4)
The above equation applies to the allowed composition range 0 ≤ x ≤ 0.77 but
may be extrapolated to x = 1 thus yielding the energy gap for zinc-blende MnTe
(see fig. 1.4).
Incorporating manganese into a AIIBVI host lattice results in a drastic modification
of the optical properties of the formed ternary alloy. Those are dominated by intra-
ion transitions involving a spin-flip within the half-filled manganese 3d orbital.
According to Hund’s rule the spins of the five d shell electrons are aligned parallel
in the ground state, e.g. (↑↑↑↑↑). Photons with energies higher than 2.2 eV
3The energy bands originate from the s and p orbitals of the constituent atoms and are referred
to as sp bands.
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(a) (b)
Figure 1.3: (a) Relativistic band structure of CdTe. The band gap region is shaded, dashed
lines indicate doubly degenerate states. From ref. [6]. (b) Schematic band structure of a
zinc-blende AII1−xMnxB
VI alloy. In the absence of a magnetic field the Mn levels e+σd (occupied)
and e−σd (unoccupied) are regarded as superimposed on the bandstructure. They are separated
by an energy Ueff ≈ 7 eV. Effects of p-d hybridization and crystal field splitting are neglected
as they would only give small corrections on the scale of the figure. Source: Ref. [1].
Figure 1.4: Dependence of energy gap Eg on
Mn concentration x for telluride DMSs at 4.2 K.
A linear extrapolation to x = 1 yields a value of
3.2 eV for the energy gap of zinc-blende MnTe.
Taken from ref. [1].
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Table 1.2: Lattice constant and band gap Eg of selected telluride compound semiconductors.
Source: References [1, 7, 8].
material lattice constant Eg(300 K) Eg(4.2 K)
(nm) (eV) (eV)
CdTe 0.6480 1.528 1.606
Cd1−xMnxTe 0.6480− 0.015x 1.528 + 1.316x 1.606 + 1.592x
Cd1−xMgxTe 0.6480− 0.0045x 1.528 + 1.672x 1.606 + 1.884x
MnTe 0.633 2.9 3.2
MgTe 0.6435 3.2 3.49
can induce a spin-flip of type (↑↑↑↑↓), constituting a very effective absorption
mechanism; it is observed in all optical experiments on crystals with a manganese
concentration exceeding 10%. In principle, intra-shell spin-flips are forbidden by
selection rules but these are relaxed by spin-orbit interaction when the Mn-ion is
placed into the AIIBVI crystal lattice.
In the presence of a finite magnetic field the systems of localized manganese
d electrons and sp bands can no longer be considered independently. Furthermore,
the so called sp-d exchange interaction arises having profound impact on magneto-
optical and magnetotransport experiments. Details are discussed in chapter 2.3.
1.3 Magnetic Properties
The magnetic properties of CdMnTe and in general of all AII1−xMnxB
VI alloys are
governed by exchange interaction between Mn2+ ions. Theoretical calculations [9]
reveal the so called superexchange mechanism to be the most dominant process,
with nearest-neighbors as well as next-nearest-neighbors interacting antiferromag-
netically.
Superexchange is an indirect coupling between two cations (here Mn2+) mediated
by a non-magnetic anion (Te2− in the case of CdMnTe). Dependent on symmetry
and occupancy of the overlapping ionic orbitals this interaction is found to be
either ferromagnetic or antiferromagnetic. In the case of AII1−xMnxB
VI alloys
both magnetic ions exhibit half-filled orbitals and the Pauli Exclusion Principle
consequently forces them to couple antiferromagnetically. II-VI DMSs exhibit
nearest-neighbor Mn-Mn exchange integrals J ranging from −10 K to − 20 K.
For example, JCdMnTe = − 6.9 K [10].
Dependent on temperature and manganese content, AII1−xMnxB
VI alloys exist
in different magnetic phases: a high-temperature paramagnetic phase and a
low-temperature frozen phase. Fig. 1.5 displays the magnetic phase diagram
of CdMnTe which is qualitatively characteristic of all II-VI DMSs. Upon in-
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Figure 1.5: Magnetic phase diagram of CdMnTe in double logarithmic scale. Depending
on temperature and Mn concentration x either the paramagnetic (P), spin-glass like (SG) or
antiferromagnetic (A) phase exists. Adjusted from ref. [11].
creasing the manganese concentration x one finds a continuous transition from
paramagnetic to spin-glass like (x ≥ 0.05) and finally to antiferromagnetic order-
ing (x > 0.6). The latter phase however exhibits only a certain fraction of the
magnetic ions being well ordered (e.g. ≈ 50% for Cd0.35Mn0.65Te), the rest still
remaining in a disordered spin-glass like phase [11].
Since the CdMnTe QW structures investigated within the framework of this
PhD thesis exhibit Mn concentrations lower than 1.5%, only the paramagnetic
phase shall be discussed in the following. In the dilute limit, when x < 0.01 holds,
the Mn spins can be considered as isolated, i.e. independent from each other. In
this case the magnetization M is given by [1]
M = xN0gµBSBS
(
gµBSB
kBT
)
, (1.5)
where N0 denotes the number of cations per unit volume, T the temperature,
B the applied magnetic field, µB Bohr’s magneton and kB Boltzmann’s constant.
Due to the nature of the Mn ions, S = 5
2
and g = 2. BS is the standard Brillouin
function which is defined by:
BS(x˜) = 2S + 1
2S
coth
(
2S + 1
2S
x˜
)
− 1
2S
coth
(
1
2S
x˜
)
. (1.6)
In the low-field or high-temperature limit (gµBSB/kBT  1) M is linear in B
and the magnetic susceptibility χ = dM/dB is of the Curie form
χ =
C0x
T
, (1.7)
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with
C0 = N0(gµB)
2 S(S + 1)
3kB
. (1.8)
Due to the onset of exchange interaction between Mn ions the magnetization M
is reduced at higher values of x and can no longer be expressed by the standard
Brillouin function. In order to still be able to describe experimental data, Gaj
and coworkers [12] proposed an empirical expression by introducing an effective
Mn concentration xeff and temperature Teff to equation 1.5:
M = xeffN0gµBSBS
(
gµBSB
kBTeff
)
. (1.9)
Equation 1.7 is modified accordingly.
The above parameters take the antiferromagnetic superexchange interaction be-
tween Mn spins into account and satisfy the following relations: xeff < x, Teff > T .
At temperatures of typically below 10 K the effective concentration of isolated free
spins xeff is smaller than the concentration of Mn ions x since nearest-neighbor Mn
pairs are blocked antiparallel due to their strong antiferromagnetic interaction [13].
Only isolated spins which are not involved in nearest-neighbor pairs contribute
to xeff and thus to the magnetization M . The temperature Teff on the other hand
accounts for the residual antiferromagnetic exchange interaction between more
distant isolated spins.
The effective parameters are either determined by fitting experimental data or
via empirical equations. According to Gaj et al. [14] Teff can be deduced from
the Mn concentration x by:
Teff = T +
fEx
1 + gEx
, with Ex[meV] = 1563x. (1.10)
Here, f = 0.02263 and g = 0.001761.
Various ways to estimate xeff from the manganese ion concentration x are given
in literature [13, 15]. Equations 1.11 and 1.12 yield very similar results and define
an upper bound of xeff , whereas equation 1.13 gives its lower limit value (see
fig. 1.6):
xeff = x
(
0.26 e−43.3x + 0.73 e−6.2x + 0.01
)
(1.11)
xeff = x
(
P1 +
P3
3
+
P4
15
+
1− P1 − P2 − P3 − P4
5
)
(1.12)
xeff = x
(
P1 +
P3
3
+
P4
15
)
, (1.13)
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Figure 1.6: Comparison of various estimates of the concentration of isolated spins xeff in
II-VI DMSs as given by equations 1.11, 1.12 and 1.13, respectively. Due to superexchange
interaction nearest-neighbor Mn pairs are blocked antiparallel, which reduces their contribution
to the magnetization M . The dashed line represents the condition xeff = x.
with
P1 = (1− x)12 (1.14)
P2 = 12x(1− x)18 (1.15)
P3 = 18x
2(1− x)23(7− 5x) (1.16)
P4 = 24x
2(1− x)22. (1.17)
At least one of the three unknowns (x, xeff or Teff ) needs to be extracted from
experiments, the others can then be calculated by employing the above equations.
For an example refer to section 4.2.1 which elaborates on the determination of xeff
from low-field magnetotransport data.
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2 Theoretical Background
All experiments performed within the framework of this PhD thesis explore the so
far unknown regimes of either the fractional Quantum Hall effect in a semimagnetic
semiconductor (chapter 4) or of an artificial spin superstructure affecting low-field
electronic transport (chapter 5). In the latter case, the giant Zeeman splitting
inherent to the CdMnTe system is utilized to transform the helical stray field of a
ferromagnetic stripe grating into a spatially oscillating spin polarization.
To gain a better understanding of the effects investigated, the next sections
will introduce selected knowledge of magnetotransport in two dimensions: After
briefly reviewing the basics of two-dimensional systems the main focus will be on
exchange interaction (giant Zeeman effect) in CdMnTe as well as on the Quantum
Hall Effects. Finally, transport in magnetically modulated GaAs structures shall
be discussed.
2.1 Charge Carriers in Two Dimensions
Since two-dimensional electron and hole systems (2DES/2DHS) have intensively
been investigated during past decades their quality - as may be measured in terms
of electron or hole mobility - could steadily be increased. Among all 2D systems,
GaAs based structures are by far the most frequently studied ones and feature
the highest electron mobilities of up to 30 million cm2/Vs, reported for a GaAs
quantum well [16].
An introduction to basic properties of 2D systems is given in reference [17], a
detailed documentation can be found in [18].
The following considerations assume the 2DES/2DHS - also referred to as 2D
electron or hole gas (2DEG/2DHG) - to lie in the x-y plane, whereas the growth
direction (z direction) is the plane normal.
2.1.1 Implementation
The invention of the silicon MOSFET1 in the early 1960s marks the beginning of
the research on two-dimensional structures. Upon applying a proper gate voltage
1Metal-Oxide-Semiconductor Field-Effect Transistor.
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(a) (b)
Figure 2.1: Schematic band diagrams of n-type doped GaAs/AlGaAs heterostructures. The
potential well confining the electrons to two dimensions can be implemented either by (a) a
MDSI structure or (b) a QW (here: single-sided doped). Electron probability distribution of
the lowest subband is shown in red.
to the device, an inversion layer forms at the semiconductor-insulator interface -
constituting the first 2D system studied. Despite the limited charge carrier mobili-
ties achievable in MOSFETs, von Klitzing was able to measure the Quantum Hall
Effect for the very first time in 1980 using such devices [19]. However, GaAs based
semiconductor heterostructures grown by molecular beam epitaxy (MBE) allowed
to reach much higher mobilities in the meantime and took over the role MOSFETs
have played in research before. Heterostructures are made up of semiconducting
materials of unequal band gaps and allow to tailor the band structure to one’s
needs simply by layering different materials with their dissimilar band gaps [20].
The confining potential necessary to restrict the motion of charge carriers to two
dimensions can be generated either by a type I heterojunction (straddling gap)
together with doping the wider-gap semiconductor2 or by a Quantum Well (QW)
structure (see fig. 2.1). Further enhancement of carrier mobility was brought
about by the invention of modulation remote doping in 1978 [21]: By spatially
separating the dopants from the confining potential well, scattering of charge
carriers at ionized or neutral impurities - namely the donor or acceptor atoms - is
drastically reduced.
Besides the most prominent heterostructures based on GaAs/AlGaAs many other
2D systems exist, like InGaAs/InAlAs or InGaAs/InP as well as the II-VI systems
Hg(Mn)Te/HgCdTe and Cd(Mn)Te/CdMgTe. One advantage of the latter quan-
tum structures over GaAs based ones is the possibility to incorporate magnetic
manganese ions directly into the II-VI electron or hole gas sheet; GaMnAs on the
contrary only exists as a bulk material. CdMnTe/CdMgTe structures for example
thus feature 2D electrons plus additionally the huge spin splitting caused by the
2Also referred to as modulation doped single interface (MDSI) structure.
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magnetic impurities, making them perfect candidates for spintronics applications.
One drawback of II-VI structures however is the much lower achievable mobili-
ties. The realization of a Cd(Mn)Te based 2DES will be discussed in detail in
section 3.1.1.
With the successful preparation of graphene (one monolayer of graphite) in
2004 [22] this perfectly two-dimensional material has attracted growing interest
due to its interesting characteristics. The charge carriers for instance may be
viewed as massless Dirac fermions and a gate allows to tune from electron to hole
conduction on the very same sample.
2.1.2 Quantum Mechanical Description
As it is well known from Quantum Mechanics the confinement of electrons in a
potential well such as depicted in fig. 2.1 results in quantized energy eigenvalues Ei
in growth direction, the so called subbands. The motion in the x-y-plane on
the contrary remains unaffected and is still described by a parabolic dispersion
relation, similar to the one of free electrons. To account for the periodic crystal
potential the electrons are assigned with an effective mass m∗, different from their
bare mass m0; in the case of CdTe: m
∗ = 0.10 m0 [23]. This drastically simplifies
the solution of the Schro¨dinger equation and yields the following energies of an
electron in a 2DES:
E(i, kx, ky) = Ei +
~2
2m∗
(k2x + k
2
y), i = 0, 1, 2, . . . . (2.1)
The exact locations of the subbands as well as their separation from each other are
given by the particular shape of the potential well. In the case of low temperatures
and moderate doping only the lowest subband is occupied and it therefore is often
defined as energy zero.
Since the density of states of a two-dimensional system is independent of energy,
it is constant for each 2DES subband:
Di(E) =
m∗
pi~2
= const. . (2.2)
A relation between carrier density ns and Fermi wave vector kF may be established
by counting all occupied states in k space. Considering periodic boundary condi-
tions and the fact that only states with k < kF are occupied at zero temperature
one obtains:
kF =
√
2pins. (2.3)
2.1.3 Scattering Mechanisms
The mobility of electrons and holes in semiconductors is limited by various
scattering processes. These can be divided into two subgroups, namely scattering
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at impurities and scattering at phonons. The latter processes significantly limit
mobilities at temperatures above 80 K but are negligible in transport experiments
which are typically performed at liquid helium temperature. In this temperature
range the following scattering mechanisms prevail [24, 25]:
• Ionized impurity scattering
One of the major scattering mechanisms which mainly arises from ionized
dopants. Their Coulomb potential accounts for small angle scattering
of charge carriers. This process still is dominant in modulation doped
structures, despite dopants and charge carriers being separated by a spacer
layer from each other. Increasing the spacer thickness reduces the influence
of ionized impurity scattering, however at the cost of a rapid decrease in
carrier density.
• Interface roughness scattering
Brought about by the roughness of the interface constituting the confining
potential. It results in potential fluctuations along the path of the carriers
causing them to scatter. This effect greatly limits mobilities in MOSFET
devices but is of minor importance in MBE grown structures where the
heterojunction is smooth on an atomic scale.
• Alloy disorder scattering
The potential barriers in MDSI and QW structures are typically implemented
by using wider-gap ternaries like AlGaAs or CdMgTe. Alloys do not have
a microscopic periodicity as the atom on the anion sublattice for instance
always is Te but the cation sublattice sites are randomly occupied by Mg
or Cd. The fact that the electronic wave function extends into the barriers
causes charge carriers to be scattered by the random alloy potential. Since
the penetration depth is small, the contribution to the total scattering rate
will be small, too.
• Neutral/background impurity scattering
Due to limitations in vacuum and in the purity of the source materials every
MBE grown sample exhibits so called background impurities - typically
neutral foreign atoms. If located within the potential well they constitute
scattering centers to the charge carriers. Another source of impurities are
dopant atoms which have not been ionized (neutral impurities).
In summary, the main contributions to the total scattering rate of nowadays MBE
samples arise on the one hand from background impurities in the electron or
hole gas sheet and on the other hand from ionized impurity scattering at remote
donor atoms. Those two mechanisms differ strongly in their scattering angle
characteristics. Whereas background impurities exhibit an isotropic distribution
of scattering angles, the weak potential fluctuations caused by remote ionized
dopants only lead to scattering at small angles. For this reason the quality of a
2DES is characterized by two scattering times [26]:
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The quantum lifetime (also: single particle lifetime) τq accounting for all scattering
events, independent of angle
1
τq
=
pi∫
0
Q(φ) dφ, (2.4)
and the transport lifetime τ attributing more significance to large-angle scattering
1
τ
=
pi∫
0
Q(φ)(1− cos(φ)) dφ. (2.5)
Here, Q(φ) denotes the probability of scattering through an angle φ, the latter
being defined as the angle enclosed by the k vectors of incoming and outgoing
particle. The transport lifetime τ usually is associated with the scattering time τ˜
defined in the Drude model (see section 2.1.4).
In the case of very clean GaAs heterostructures small-angle scattering at remote
donors is the dominant process leading to a ratio of τ/τq > 100 [27].
2.1.4 Low-Field Magnetotransport
Transport in a weak magnetic field may be described within the framework of
the classical Drude model [28]. It assumes the semiconductor to be formed of
positively charged ions from which the electrons are detached. Both are treated
as solid spheres with collisions between them as the only type of interaction. An
applied electric field ~E = (Ex, 0, 0) accelerates the electrons but due to collisions
with the ions they move with a mean drift velocity
~vD = − eτ˜
m∗
~E = −µ~E, (2.6)
where τ˜ is the scattering time, m∗ the effective mass, e the electronic charge and
µ the electron mobility.
A magnetic field perpendicular to the 2DES plane induces an additional electric
field Ey to compensate the Lorentz force. The components of the resistivity
tensor ρ defined by Ohm’s law
~E =
(
ρxx ρxy
ρyx ρyy
)
~j = ρ~j (2.7)
then read
ρxx = ρyy =
m∗
nse2τ˜
=
1
ensµ
= const. , (2.8)
ρxy = −ρyx = B
ens
∝ B. (2.9)
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Consequently, the Hall resistivity ρxy is linear in B and allows to determine
the charge carrier density ns. As the Drude model predicts the longitudinal
resistivity ρxx to be independent of magnetic field, mobility µ is extracted from
equation 2.8 for the case of zero magnetic field.
The components of the resistivity tensor are typically obtained from transport
experiments on Hallbar devices and are related to the measured resistances via
ρxx =
Uxx
I
· W
L
= Rxx · W
L
(2.10)
ρxy =
Uxy
I
= Rxy. (2.11)
Here, L and W denote the Hallbar’s length and width, respectively.
2.2 Quantum Hall Effects: Integer and Fractional
As it cannot account for Shubnikov-de Haas oscillations and Quantum Hall
plateaus, the Drude model fails to describe electronic transport in strong magnetic
fields. In this regime a quantum mechanical treatment is required. Again, let us
consider a magnetic field in z direction.
2.2.1 Landau Quantization
Classically, electrons in a magnetic field move on cyclotron orbits. If their mean
free path is much longer than the cyclotron radius they can perform several cycles
and interfere with themselves before being scattered. As a consequence of Bohr
Sommerfeld quantization the constant density of states of the 2DES splits into
discrete energy levels, the so called Landau levels (LLs).
The fully quantum mechanical treatment starts with the following Hamiltonian [17]
H0 =
1
2m∗
(~p− e ~A)2 + V (z) + U(y). (2.12)
Here, V (z) is the quantization potential describing the confinement of the electrons
caused by the potential well whereas U(y) accounts for the restriction of the system
to the width of the Hallbar. Calculating the eigenenergies of the system by initially
setting U(y) = 0 and using a product ansatz yields:
E = Ei +
(
n+
1
2
)
~ωc cos θ + sg∗µBB, (2.13)
with LL index n = 0, 1, 2, . . . , cyclotron frequency ωc =
eB
m∗ and spin quantum
number s = ±1
2
. Further, µB denotes Bohr’s magneton and g
∗ the Lande´
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(a) (b)
Figure 2.2: (a) Definition of the tilt angle θ. The perpendicular magnetic field is given by
B⊥ = B · cos θ. (b) Impurities and lattice defects lead to a broadening of Landau levels into
extended and localized states. The latter do not contribute to transport but allow the Fermi
energy to reside in between two levels.
g-factor of electrons including Zeeman effect and spin-orbit interaction. The
term cos θ accounts for the fact that spin splitting depends on the total magnetic
field B but cyclotron splitting only on its component perpendicular to the sample
plane B⊥ = B · cos θ (see fig. 2.2a for the definition of the angle θ).
Assuming that only the lowest subband (i = 0) is occupied, the presence of a
magnetic field splits the constant density of states into a sequence of equidistant
δ-peaks separated by an energy ~ωc. However, Landau levels in a real system
are broadened by impurity effects giving rise to extended and localized states
(see fig. 2.2b). The latter are located in the levels’ tails and do not contribute to
transport. LLs are highly degenerate, the field dependent carrier density nL is
given by
nL(B) = gsD0~ωc = gs
eB
h
, (2.14)
where gs is the spin degeneracy and D0 the density of states of the lowest subband.
The filling factor ν specifies the number of filled and spin split LLs:
ν =
ns
nL
=
nsh
eB
. (2.15)
2.2.2 Integer Quantum Hall Effect
Fig. 2.3 depicts the consequences of LL formation on transport experiments
at higher magnetic fields: The longitudinal resistance of a 2D system features
Shubnikov-de Haas (SdH) oscillations accompanied by plateaus in the Hall resis-
tance. The latter observation is known as the integer Quantum Hall effect (IQHE)
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Figure 2.3: Typical transport data of a 2D electron gas. At magnetic fields higher than about
0.4 T quantum effects become visible which can no longer be explained within the Drude model:
Shubnikov-de Haas oscillations in ρxx and plateaus in the Hall resistance ρxy. Source: Ref. [29].
exhibiting quantized resistances RH independent of sample geometry and choice
of material [19]:
RH =
1
ν
h
e2
, ν = 1, 2, . . . . (2.16)
Since the von Klitzing constant RK = h/e
2 = 25812.807 Ω is solely given by
natural constants it is used in metrology for the definition of a new standard for
electrical resistance. The SdH oscillations are periodic in 1/B with their minima
occurring at exactly the same magnetic field as the ρxy plateaus.
Both quantum transport phenomena can be understood within the edge channel
picture and the Landauer-Buttiker formalism (for details refer to reference [17]).
When discussing the magnetotransport properties of a 2DES we have so far
considered the case U(y) = 0, i.e. neglected the width W of the Hallbar. The
eigenenergies of the full Hamiltonian H0 (see eq. 2.12) may be calculated in first
order perturbation theory leading to the following results: States in the interior
of the sample are unaffected by U(y) but LLs bend towards higher energies at its
edges (see fig. 2.4). At the points of intersection with the Fermi level EF they
give rise to the one-dimensional edge channels.
When ramping up the magnetic field both, LL spacing ~ωc and degeneracy nL
increase such that EF itself becomes field dependent and is shifted through the
LL spectrum. Due to the presence of localized states, EF cannot only lie within a
LL but also reside in between two levels. In the latter case the entire current flows
through the edge channels as they are the only states present at the Fermi energy.
On either side of the Hallbar they carry current in opposite directions. Scattering
between them is impossible due to their spatial separation, thus longitudinal
resistance ρxx drops to zero. In contrast to this, ρxx becomes maximal when EF
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Figure 2.4: The finite width of the Hallbar causes the Landau levels at its edges to bend
towards higher energies (left). This creates one-dimensional edge channels (red) at the Fermi
energy EF , featuring ballistic charge transport. On opposite sides of the Hallbar the edge
channels carry current in different directions (right).
lies within a LL and charge carries can be scattered into lots of available states.
Subsequent minima are separated on a 1/B scale by
∆
(
1
B
)
=
gse
nsh
, (2.17)
allowing to experimentally determine the charge carrier density ns.
In a similar fashion the formation of plateaus in ρxy is related to the presence of
edge channels (EF residing between two LLs). According to the Landauer-Buttiker
formalism the conductance of one edge channel is quantized and independent of
its length:
G =
e2
h
. (2.18)
Furthermore, this transport theory relates the resistance RH of a Quantum Hall
plateau to the edge channel conductance via
RH = G
−1
tot , with Gtot = ν
e2
h
. (2.19)
2.2.3 Fractional Quantum Hall Effect
According to the previous considerations no more features in Hall and longitudinal
resistance are expected, once filling factor ν = 1 has been reached. Nevertheless, in
1982 Tsui et al. [30] observed a quantized Hall plateau at filling factor ν = 1/3, i.e.
for a partially filled lowest LL. In following years many more fractional states were
discovered, first solely in GaAs-based systems (see fig. 2.5) later also in Si/SiGe [31]
and in 2009/10 in graphene [32,33] and in the oxide MgZnO/ZnO [34]. Within
the framework of this PhD thesis the fractional Quantum Hall effect (FQHE) was
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Figure 2.5: The fractional Quantum Hall effect in a high mobility GaAs/AlGaAs sample
at T = 30 mK. Fractional states group in sequences around even denominator filling factors.
Additional scales indicate CF filling factors and effective magnetic field Beff , emphasizing the
correspondence between IQHE of CFs and FQHE of electrons. Adopted from ref. [35].
demonstrated in two more new material systems: in the II-VI alloy CdTe [36] and
for the very first time ever in a diluted magnetic semiconductor [37] (details are
to be discussed in chapter 4).
The term FQHE refers to the emergence of quantized values of the Hall resistance
associated with minima in ρxx at filling factors
3
ν =
p
q
, with p = 1, 2, 3, . . . q = 1, 3, 5, . . . . (2.20)
The fractions occur in certain sequences, in case of the lowest LL (ν < 1) given
by
ν =
νCF
2φ˜νCF ± 1
and ν = 1− νCF
2φ˜νCF ± 1
, (2.21)
where for now νCF and φ˜ may be regarded as integers; both equations are related
by electron-hole symmetry. The most prominent sequence (φ˜ = 1) features
fractional states which group around ν = 1/2, other weaker pronounced ones are
found in the vicinity of filling factors 1/4, 3/4 and 3/2.
From a general point of view a vanishing longitudinal resistance implies a gap in
the particles’ excitation spectrum. Thus, the IQHE can be understood in terms
of non-interacting electrons where the SdH oscillations are a result of cyclotron
gaps in the single-particle density of states, i.e. the LL spectrum. In contrast, the
3The only known exception is the ν = 5/2 state [38], whose properties are yet not entirely
clear [39–42].
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FQHE is a many-body effect due to Coulomb interaction between the electrons.
This defines an energy scale relevant for FQHE, given by
EC =
e2
4piεε0lB
∝
√
B, (2.22)
with the magnetic length lB =
√
~/eB. It is due to Coulomb interaction that at
higher magnetic fields gaps in the excitation spectrum of the correlated many-
electron ground state arise, causing Hall plateaus and ρxx minima at fractional
fillings. Laughlin [43] was the first to propose a wave function allowing to describe
the ground states at ν = 1/(2φ˜+ 1), soon followed by a hierarchy scheme [44, 45]
to account for other fillings, too. A conclusive picture however did not emerge
until 1989 when Jain presented the Composite Fermion model of the FQHE [46].
In his theory the FQHE is mapped onto the IQHE of fermionic quasiparticles - so
called Composite Fermions (CFs) - consisting of an electron and an even number
of magnetic flux quanta.
In detail this can be understood by a Chern-Simons field theoretical approach
[47,48] which transforms the system of interacting electrons to an equivalent one
by adding the Chern-Simons vector potential ~a to the Hamiltonian of the problem.
It is defined by [35]
~a(~ri) = −2φ˜ φ0
2pi
∑
i 6=j
~ez × (~ri − ~rj)
|~ri − ~rj|2 , (2.23)
where ~ri is the position of the i
th electron, φ0 = h/2e the magnetic flux quantum
and ~ez the unit vector in z direction. The magnetic field ~b associated with the
above vector potential is located at the position of each electron and reads
~b(~ri) = ∇× ~a(~ri) = −2φ˜φ0
∑
i 6=j
δ(~ri − ~rj), (2.24)
with the Dirac delta function δ(~r). In a nutshell, the Chern-Simons transformation
adds 2φ˜ magnetic flux quanta to each electron, pointing opposite to the external
field. These composite particles carry an elementary charge e and obey Fermi
statistics; their density equals the one of the electrons, ns. In order to analyze the
consequences of the Chern-Simons transformation, it is common practice to make
a mean field approximation. The singular gauge field ~b (eq. 2.24) is considered to
be smeared out to a uniform magnetic field, opposite to the external one:
〈b〉 = −2φ˜φ0ns. (2.25)
Thus, Composite Fermions see a residual field
Beff = B + 〈b〉 = B − 2φ˜φ0ns. (2.26)
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Within this approximation the initial Coulomb interaction between the electrons is
compensated such that the composite particles become non-interacting. Beff can-
cels exactly for even denominator fillings ν = 1/2φ˜ and CFs behave similar to
electrons around B = 0 T.
In summary the basic ideas of the CF model are [35]:
• Electrons capture 2φ˜ flux quanta to become fermionic composite particles.
• The addition of virtual flux quanta compensates the Coulomb interaction.
Hence, CFs can in a fist approximation be treated as non-interacting. This
allows a standard single-particle description of the FQHE.
• Composite Fermions experience a reduced effective magnetic field given
by eq. 2.26. Similar to electrons they form CF-LLs in this reduced field,
resulting in Hall plateaus and ρxx minima at fractional fillings.
• The filling factor νCF of a CF-LL is defined by the effective field via:
νCF = nsφ0/B. It is related to the fractional filling factor ν of electrons by
eq. 2.21.
Further details on the theory of the FQHE can be found in various textbooks
[35,49–51].
So far we have not considered the effect of Zeeman splitting on the Composite
Fermion model. Due to the small g-factor of GaAs (g∗GaAs = −0.46) its influence has
been neglected in early theoretical approaches, but becomes evident in experiments
performed in tilted magnetic fields [52]. The observed angular dependence (see
fig. 2.6) of energy gaps ∆ν associated with fractional fillings - i.e. their opening
and closing - can easily be understood by assigning each CF with a spin [53].
In the vicinity of ν = 1/2 for instance, CFs are quantized into CF-LLs by the
perpendicular component of the residual field [48]
Beff = B⊥ −B1/2, (2.27)
where B1/2 is the perpendicular magnetic field at ν = 1/2 and B⊥ = B · cos θ
with tilt angle θ. Zeeman splitting on the other hand depends on total field B,
hence leading to crossings of spin-up and down CF-LLs of different level index (see
fig. 2.7). Tilting the sample causes all fractional states to shift to a larger total
field for an unchanged Beff . To account for the consequences, let us for example
focus on a FQH state in a non-magnetic material (e.g. GaAs) corresponding to
filling factor νCF = 2: At B = 0 T this state would occupy both degenerate spin
states of the lowest CF-LL with the Fermi energy ECFF consequently residing in
a gap of size ∆ν = ~e|Beff |/mCF [54]. Here, mCF denotes the CF mass. When
B is increased (which is equivalent to tilting the sample) the upper spin branch
of the lowest CF-LL and the lower spin branch of the next level approach each
other until they cross at a specific field value. This corresponds to a closing
of the gap ∆ν . With further increasing tilt the gap will open again and finally
stay constant due to no more level crossings. The fan chart depicted in fig. 2.7
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Figure 2.6: Gap energies ∆ν as func-
tion of total magnetic field B for various
FQH states in GaAs. Dashed lines in-
dicate the theoretically expected angu-
lar gap dependence. Solid lines are fits
to the data allowing to determine the
CF g-factor to the values given in the
graphs. Adjusted from ref. [54].
Figure 2.7: Schematic representation of a CF-LL fan diagram of a non-magnetic semiconductor
for fixed Beff and varying total field B (left). The dashed line indicates the position of the
CF Fermi energy ECFF in the case of νCF = 2. When the total magnetic field is increased by
tilting the sample, the gap ∆ν of the corresponding fractional state (shaded region) starts to
close first before reopening at higher tilt (right). The ground state spin polarization is given by
the number of spin-up vs. spin-down levels below ECFF and changes from unpolarized to fully
polarized.
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Figure 2.8: Experimentally deter-
mined filling factor dependency of
Composite Fermion mass mCF in GaAs.
A rapid mass increase is observed as the
filling factor approaches ν = 1/2, i.e.
Beff → 0 T. Adjusted from ref. [55].
additionally allows to determine the spin polarization of the CF system at any
filling factor νCF and Zeeman energy: It is simply given by the number of spin-up
vs. spin-down branches below ECFF .
In GaAs-based systems the Composite Fermion g-factor has experimentally been
determined to be similar to the one of electrons [53]. Their mass mCF was found
to be about ten times the electron mass m∗GaAs = 0.066 m0 with an additional
drastic enhancement as the filling factor approaches ν = 1/2 [55] (see fig. 2.8).
2.3 sp-d Exchange Interaction
When manganese ions are incorporated into a AIIBVI host lattice they give rise
to a spin-dependent interaction between electrons localized in their 3d5 shell and
those of the semiconductor’s conduction and valence bands (sp bands). This so
called ‘sp-d exchange interaction’ leads to a strong and magnetic field dependent
enhancement of the spin splitting, characteristic of semimagnetic AII1−xMnxB
VI
alloys. It influences all effects involving conduction or valence band electrons,
such as magneto-optical as well as transport properties which strikingly differ
from those of their nonmagnetic counterparts.
This chapter partially is adopted from reference [1] and will focus mainly on the
interaction between conduction band and Mn 3d5 electrons (s-d exchange) since
the heterostructures under investigation are n-type doped.
2.3.1 Exchange Hamiltonian
Starting point for the following considerations is a 2D charge carrier system in a
nonmagnetic semiconductor such as CdTe, subjected to an external magnetic field.
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The Landau level structure shall be described by an appropriate Hamiltonian H0
which contains all necessary information apart from the sp-d exchange contribution.
The corresponding eigenenergies of, for example a 2DES, are given by (see eq. 2.13)
E = Ei +
(
n+
1
2
)
~ωc cos θ + sg∗µBB, (2.28)
where g∗ is the Lande´ g-factor of electrons in the AIIBVI crystal.
Once the semiconductor contains localized magnetic moments, the above energy
spectrum will be modified by the exchange interaction of band electrons with
those moments (namely the 3d5 electrons). This may be expressed by adding an
exchange term Hex to the original Hamiltonian H0; the total Hamiltonian then
reads
H = H0 +Hex = H0 +
∑
~Ri
J sp−d(~r − ~Ri)~Si · ~σ. (2.29)
~Si and ~σ denote the spin operators of Mn
2+ ion and band electron, respectively,
J sp−d the sp-d exchange coupling constant. The vectors ~r and ~Ri define the
positions of band electron and magnetic impurity, the summation is only carried
out over lattice sites occupied by Mn2+ ions.
In order to simplify Hex two convenient approximations can be made:
• Mean-field approximation
Due to the large extension of its wave function the electron ‘sees’ lots of
manganese ions at the same time. Therefore the spin operators ~Si may be
replaced by the average spin 〈~S〉 per Mn site. In the case of a paramagnetic
system (low Mn content x) and an external magnetic field in z direction,
〈~S〉 = 〈Sz〉 holds, with 〈Sz〉 being related to the magnetization M of the
system via (see eq. 1.5)
〈Sz〉 = − M
xN0gµB
= −SBS
(
gµBSB
kBT
)
. (2.30)
• Virtual crystal approximation
As a further consequence of the fact that the electronic wave function spans
many lattice sites, one can make the following substitution:
J sp−d(~r − ~Ri) → xJ sp−d(~r − ~R). (2.31)
Here, ~R now represents the coordinate of every site of the cation sublattice.
As a result of above assumptions Hex reduces to a lattice periodic function
Hex = σz〈Sz〉x
∑
~R
J sp−d(~r − ~R), (2.32)
with the summation extending over all cation sites.
At elevated manganese concentrations x equations 2.30 to 2.32 need to be modified
by introducing the effective parameters xeff and Teff as discussed in section 1.3.
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2.3.2 Eigenenergies of a Parabolic Conduction Band
In order to study the consequences of magnetic impurities (and hence of Hex) on
the Landau level spectrum of a 2DES we will from now on consider conduction
band electrons with a parabolic energy dispersion. Only the lowest subband shall
be occupied. In the paramagnetic limit the corresponding eigenenergies of the
total Hamiltonian (see eq. 2.29) are given by [56]
En,↑↓ =
(
n+
1
2
)
~eB cos θ/m∗ ±
± 1
2
[
g∗µBB + αN0xeff SBS
(
gµBSB
kBTeff
)]
. (2.33)
Here, the energy of the lowest subband Ei= 0 is chosen as the zero energy point and
αN0 = 220 meV denotes the s-d exchange constant of CdMnTe. Both parameters,
xeff and Teff account for the reduction of magnetization due to antiferromagnetic
exchange interaction between Mn spins (see section 1.3).
Introducing an effective g-factor geff allows to rewrite the above equation in the
following form:
En,↑↓ =
(
n+
1
2
)
~eB cos θ/m∗ ± 1
2
geff µBB, (2.34)
with
geff = g
∗ + α
M(B, xeff , Teff )
gµ2BB
. (2.35)
Hence, DMSs may be treated as nonmagnetic materials except for the fact
that the Zeeman splitting now is dependent on magnetic field, temperature and
Mn concentration. It is important to note that for II-VI alloys the exchange
contribution to the spin splitting only is present when an external magnetic field is
applied. This is due to the fact that - depending on temperature and manganese
concentration - these substances are either paramagnetic or exist in a spin-glassy or
antiferromagnetic state. In all three cases the macroscopic magnetization vanishes
in the absence of an external field and geff = g
∗ holds. Despite the presence of a
magnetic field, low temperatures are additionally necessary to observe an exchange
enhancement of the g-factor since the magnetization at elevated temperatures
is negligibly small. On the contrary, III-V based DMSs are ferromagnetic even
at higher temperatures with the exchange splitting consequently prevailing at
B = 0 T. The Curie temperature of GaMnAs for instance has been reported to
be as high as 185 K [57].
Due to sp-d exchange interaction AII1−xMnxB
VI alloys differ in the following
properties from their nonmagnetic counterparts:
• Since Zeeman and exchange term in eq. 2.35 are of opposite sign, spin
splitting EZ is in a nonlinear fashion dependent on magnetic field (see
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(a) (b)
Figure 2.9: (a) Zeeman splitting EZ of CdMnTe for various manganese contents x at T = 25 mK.
The steep rise of EZ at low fields is caused by the second term in equation 2.35, except for the
case of nonmagnetic CdTe, where geff = g
∗ = −1.67 holds. (b) Temperature dependence of the
effective g-factor geff in the limit B → 0 T.
fig. 2.9a). At low B the exchange contribution to the spin splitting is
dominant and the latter may easily exceed cyclotron splitting ~ωc. As
soon as the Brillouin function contained in the exchange term saturates
at higher fields, the negative sign of g∗ accounts for the slow decrease
of EZ . Dependent on manganese concentration and temperature a complete
cancelation of both contributions occurs at a specific magnetic field value.
• As a result of the dependence of EZ on the magnetic field the entire Landau
level spectrum is modified and crossings of LLs of different level index and
spin orientation become possible (see fig. 2.10).
• The magnitude of geff is tunable via temperature T and manganese concen-
tration x (compare figs. 2.9a and b). In the limit B → 0 T values of the
effective g-factor ranging from −1.67 to + 350 can easily be obtained at mK
temperatures.
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Figure 2.10: Landau level fan chart of CdMnTe at 1.4 K. Due to s-d exchange interaction the
entire spectrum is in a nonlinear fashion dependent on magnetic field and levels of opposite
spin orientation may cross at the Fermi energy (arrow). Here, xeff = 0.0095, θ = 0
◦ and
Teff = (1.4 + 0.25) K.
2.3.3 Impact on Magnetotransport
As already discussed above, the nonlinear magnetic field dependence of spin
splitting EZ strongly modifies the LL spectrum of a DMS. As a consequence
magnetotransport anomalies in ρxx arise, such as the Quantum Hall Ferromagnet
spike or a beating pattern at low fields:
• Quantum Hall Ferromagnetism
If LLs corresponding to opposite spin orientations and level index cross at
the Fermi energy a spontaneous spin order may appear at low temperatures
- known as the Quantum Hall Ferromagnet (QHF) [23,56]. At the points
of LL coincidence (see fig. 2.10 as an example) electrons orient their spins
parallel and fill up only one of the two levels, while the other one remains
empty. This is energetically favorable since electrons are furthest apart
in this configuration and Coulomb energy consequently is lowest. Due to
a locally varying potential landscape either the spin-up or -down LL is
occupied in a certain region of the sample. Edge-like channels form at
the domain boundaries and give rise to sharp and hysteretic spikes in ρxx.
Similar observations have been made in GaAs-based systems [58], but LL
coincidence needs to be induced by tilting the sample here.
• Beating pattern
Due to s-d exchange the spin splitting of a DMS may greatly exceed the
cyclotron gap ~ωc in the case of low magnetic fields and low temperatures.
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(a) (b)
Figure 2.11: (a) Low-field magnetoresistance ρxx of a CdMnTe sample with x = 0.0024. The
beating pattern with nodes (filled triangles) is clearly observable down to fields of roughly 0.1 T.
The parity of the filling factor is indicated. (b) Arrangement of spin-up and -down LLs for
specific values of Zeeman energy EZ with respect to cyclotron splitting ~ωc. In cases 1+2 a
well defined gap in the density of states exists, giving rise to SdH oscillations. The filling factor
parity is simply given by the number of split-off lowest LLs. When no gap in the density of
states (case 3) is present the amplitude of the SdHs is suppressed. Adjusted from ref. [59].
In this regime the amplitude of the SdH oscillations exhibits a distinct
beating pattern with nodes (see fig. 2.11a) [59, 60]. The latter separate
regions of even and odd filling factor parity and their position shifts to lower
magnetic fields as T is increased. This observation can easily be understood
with the help of fig. 2.11b depicting the arrangement of spin-up and -down
LLs at characteristic field values. Each time the Zeeman energy equals an
integer multiple of ~ωc the Fermi energy can reside in well defined gaps in
the density of states. In such situation the filling factor parity of the (well
pronounced) SdH minima only depends on the number of split-off lowest
LLs. On the contrary, when EZ = (n˜+ 1/2)~ωc, with n˜ = 0, 1, 2, . . . , holds
and LLs are sufficiently broad, the density of states features no gaps. Hence,
the amplitude of the SdH oscillations is suppressed (nodes).
Both, the QHF spike and the beating pattern allow to extract the manganese
concentration x from magnetotransport data. Details are discussed in section 4.2.
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Figure 2.12: Basic concept of magnetic
modulation (top). A grating of ferromag-
netic stripes on the sample surface gives
rise to a stray field Bm in the underlying
2DES. Here, the stripes of period a are
magnetized perpendicular to the 2DES
plane. In first approximation Bm(x) is
of sinusoidal profile at 2DES depth d
(bottom).
2.4 Modulated Structures
A two-dimensional electron system subjected to a weak and spatially periodic
modulation potential features commensurability oscillations of 1/B periodicity in
the low-field longitudinal magnetoresistance. These are distinct from the usual
SdH oscillations and reflect an interplay between the modulation period a and the
cyclotron radius Rc = kF l
2
B = ~
√
2pins/eB at the Fermi energy. The magnitude
of Rc is tuned by the external magnetic field. Indeed, magnetotransport is
strongly affected by commensurability effects at a ratio of a/Rc ≈ 1, provided the
modulation period is shorter than the electron mean free path lmfp = ~µ
√
2pins/e.
The following sections will briefly discuss the case of an unidirectional modulation
potential (1D modulation) whose amplitude is low in comparison with Fermi
energy or external field.
2.4.1 Experimental Findings
Commensurability effects are basically classified by the nature of the modulating
potential, i.e. magnetic vs. electrostatic modulation. The latter is easily achieved
either by a periodically patterned top gate [61] or by in-situ illumination of
the sample with a laser interference pattern and making use of the persistent
photoeffect (e.g. GaAs) [62,63]. Accordingly, a grating of ferromagnetic stripes
(e.g. iron, dysprosium) induces an alternating magnetic stray field Bm in the
plane of the 2DES [64] (see fig. 2.12). Parts of experiments performed within the
framework of this PhD utilize exactly this method to create periodic magnetic fields
(see chapter 5), even though not exploring magnetically driven commensurability
effects. In piezoelectric materials - such as GaAs and CdTe - the magnetic
potential typically is accompanied by a strain induced electrostatic one, caused
by the different thermal expansion coefficients of ferromagnet and semiconductor.
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(a) (b)
Figure 2.13: (a) Commensurability oscillations caused by a (weak) one-dimensional electrostatic
modulation of period a = 382 nm. The resistance component ρxx (current flow perpendicular to
the modulation) features well developed oscillations and a positive magnetoresistance around
B = 0 T. Oscillations in ρyy are less distinct and opposite in phase. SdH oscillations become
visible at about 0.4 T. Inset: Sample geometry and definition of magnetoresistivity components
ρxx and ρyy. Adopted from ref. [62]. (b) Magnetic modulation perpendicular to the current
flow. Traces a) to e) show the resistance ρxx for increasing magnetization of the ferromagnetic
stripes. Full triangles mark the magnetic flatband condition, open triangles the electric one.
Adjusted from ref. [64].
Fig. 2.13 depicts the influence of both, a one-dimensional weak electrostatic
modulation and a magnetic modulation on magnetotransport. Commonly, the
following notation is used: the longitudinal resistance is referred to as ρxx when
the current flows perpendicular to the modulation and referred to as ρyy in case
of parallel current flow (see inset of fig. 2.13). Experimental observations are:
• At low magnetic fields and when lmfp > a holds, 1/B periodic commensura-
bility oscillations (COs) emerge in ρxx for magnetic as well as for electrostatic
modulation. They are distinct from the usual SdH oscillations due to their
larger periodicity. Similar features in ρyy could only be observed in the case
of an electrostatic modulation potential.
• The ρxx minima positions are given by the flatband condition
2Rc =
(
λ± 1
4
)
a, with λ = 1, 2, 3, . . . . (2.36)
Here, the (+) sign refers to magnetic and the (-) sign to electrostatic COs,
respectively. Oscillations in ρyy are less distinct and opposite in phase with
those observed in ρxx.
• Around B = 0 T a positive magnetoresistance (MR) arises in ρxx, however
not in ρyy.
• Unlike SdHs, commensurability oscillations sustain temperatures as high as
40 K [65].
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Figure 2.14: Landau level spectrum in
the presence of a weak unidirectional
modulation. The levels are broadened
into bands of oscillatory bandwidth 2Wn.
For the sketched position of the Fermi en-
ergy EF the flatband condition is met at
B = B′ in the n = 5 LL and a minimum
is expected to form in ρxx. Adopted
from ref. [70].
2.4.2 Theory - at a Glance
Commensurability oscillations can either be explained semiclassically [66] or by a
quantum mechanical model [67–69] which shall briefly be discussed. Its basic idea
is a modulation-induced modification of the Landau level spectrum.
Starting point is the Hamiltonian of a 2DES subject to a magnetic field B,
whose eigenenergies (eq. 2.13) are perturbed by either electrostatic or magnetic
modulation in x direction
V (x) = V0 cos(qx) (2.37)
Bm(x) = B0 cos(qx), (2.38)
with q = 2pi/a. In the limit of weak modulation (V0  EF or B0  B) the
impact on the LL spectrum can be calculated in first order perturbation theory.
The LLs are found to be broadened into bands with a magnetic field dependent
bandwidth 2Wn (see fig. 2.14). At finite width the dispersion of the Landau
bands becomes ky dependent thus leading to a group velocity in y direction. This
is associated with an additional conductivity contribution ∆σyy (band conduc-
tivity) which directly is linked to an increased resistance ρxx via the relation
ρxx ≈ σyy/σ2xy. Each time the Landau bands at the Fermi energy become flat
(Wn = 0) ∆σyy vanishes and the COs therefore exhibit a minimum as expressed
by eq. 2.36. In contrast, band conductivity has no impact on the resistance ρyy
(current flow parallel to the modulation).
Additionally, the modulation potential causes an altered dependence of transport
lifetime τ on the density of states at the Fermi energy. This so called collision
broadening contribution is isotropic and leads to resistance maxima both in ρxx
and ρyy whenever the flatband condition is met (Wn = 0). This mechanism
however is weak compared to contributions stemming from band conductivity.
Consequently, the conductivity contribution of collision broadening is not observed
in ρxx but accounts for the antiphase resistance oscillations in ρyy.
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The emergence of a positive magnetoresistance (MR) in samples with current flow
perpendicular to the modulation can be understood within the semiclassical model
of magnetic breakdown [71]. Typically, due to Lorentz force FL = evFB, electrons
move on (closed) cyclotron orbits in a magnetic field, where vF = ~
√
2pins/m
∗ is
the Fermi velocity. Additional open trajectories may however exist in modulated
structures at low fields, where the electrostatic force due to the modulation poten-
tial Fel = −dV (x)/dx exceeds FL. Those trajectories run along the equipotential
minima of the modulation in y direction and account for the increase in ρxx until
they are quenched at a critical field B˜. At this specific field value - given by
condition FL = Fel - the magnetoresistance saturates and allows to estimate the
magnitude of V0. Similar arguments apply for the case of magnetic modulation:
Here, the positive MR saturates when the external field exceeds the stray field
amplitude B0 of the stripe grating.
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3 Sample Preparation and
Experimental Setup
Starting from the bare wafer material the following sections describe the fab-
rication of both, the fractional Quantum Hall effect (FQHE) samples and the
spin transistor devices. In the latter case a grating of ferromagnetic stripes is
defined by means of electron beam lithography (EBL) on the sample surface. The
important task in this context is to deposit a ferromagnet with sufficiently large
magnetic stray field. We use either dysprosium (Dy) or iron (Fe), with the first
material requiring very good vacuum conditions during deposition due to its fast
oxidation in air.
One of the biggest challenges when dealing with CdTe and CdMnTe 2DESs is
making ohmic contacts. This step crucial for any later magnetotransport experi-
ment shall be discussed in detail in chapter 3.1.4.
The FQHE in the CdTe/CdMnTe material system as well as magnetoresistance
effects stemming from the artificial spin superstructure could only be observed
at temperatures below 1 K. Thus, all experiments were carried out in a dilu-
tion refrigerator at temperatures down to 15 mK. This cryostat system and the
measurement electronics employed are introduced in chapter 3.2.
3.1 Sample Preparation
3.1.1 Wafer Material
All investigations were carried out on modulation doped CdTe or CdMnTe quan-
tum well structures grown by MBE (molecular beam epitaxy) in the lab of Prof.
Wojtowicz in Warsaw [72]. Fig. 3.1 depicts the typical structure of such a wafer:
Starting point is an undoped (001)-GaAs substrate on which 2 − 3 µm CdTe
and 1− 2 µm Cd1−yMgyTe (y = 0.135− 0.29) buffer layers are grown, followed
by a CdTe/CdMgTe superlattice (SL). Those first three layers allow the strain
caused by the mismatch between the lattice constants of GaAs (a = 0.5653 nm)
and CdTe (a = 0.6480 nm) to relax. Upon the SL the first CdMgTe barrier
confining the 10− 30 nm wide QW is grown, the latter consisting either of CdTe
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Figure 3.1: Left: Schematic structure of the wafers employed in this work. Barriers of CdMgTe
confine the CdTe/CdMnTe QW to which electrons are supplied by iodine donors placed in the
top barrier. Right: Prototypes for different QW designs. A nonmagnetic well simply is made of
CdTe, magnetic manganese ions can be incorporated either homogeneously (type B) or by the
digital alloy technique (type C). For details refer to the text.
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Figure 3.2: Carrier density of iodine or
bromine doped CdTe layers as a function of
dopant concentration (T = 300 K). The dotted
line represents the ratio ionized/incorporated
dopant concentration of one. For dopant con-
centrations exceeding 1 · 1019 cm−3 the carrier
density decreases due to the onset of selfcom-
pensation. Adjusted from [74].
or CdMnTe. Details on the exact structure of the QW are described below. The
QW is limited by a second CdMgTe barrier which additionally serves as a spacer,
separating the n-type doped region (typically 5 nm) from the 2D electrons. The
advantage of this so called modulation remote doping - invented in 1978 [21] - is an
enhancement of electron mobility due to a reduced influence of ionized and neutral
impurity scattering at donor atoms. A CdMgTe cap finishes the heterostructure;
the magnesium content of barriers and cap is equal to the one of the buffer layers.
Cd1−yMgyTe is ideally suited as a barrier and cap material for CdTe QWs, due
to its wide and tunable bandgap (via Mg concentration y) and the small lattice
mismatch between zincblende MgTe and CdTe of about 1% [7].
Commonly, indium has been used as a n-type dopant for CdTe and CdTe-based
ternaries [73], but the success in In doping is depending critically on the growth
parameters. For instance Cd-rich growth conditions have to be used to overcome
the selfcompensation of the In dopants. Since the mid 1990s halogens like chlorine,
bromine and iodine have been studied as an alternative way for n-type doping of
CdTe [74,75], mainly because they require less strict growth conditions. Iodine has
been proven to be the best halogen n-type dopant with the highest carrier density
to be reached (see fig. 3.2). In a nowadays MBE process iodine is evaporated from
a source containing solid ZnI2 and forms hydrogen-like donors on Te sites with a
donor ionization energy ED of 15− 50 meV [75,76].
In contrast, holes can be introduced into a CdTe-based quantum structure by
using nitrogen as a dopant [2, 77].
The specific structure of each QW is based on one of the following three prototypes
depicted on the right hand side of fig. 3.1; details on the different wafers employed
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in this work are summarized in the appendix. In the case of nonmagnetic samples
the QW simply is made of CdTe, embedded between CdMgTe barriers (type A,
fig. 3.1).
The incorporation of manganese into the QW can be achieved in two different
ways: On the one hand by growing a QW homogeneously of Cd1−xMnxTe (type
B) where the concentration x can be adjusted via the temperature of the Mn
cell in the MBE process. As the Mn ions - randomly distributed over Cd sites
of the crystal lattice - constitute impurity atoms they introduce additional scat-
tering centers to the electrons, thus degrading mobility [78]. In state of the art
Cd1−xMnxTe samples the mobility decreases from µ ≈ 500 000 cm2/Vs for x = 0
to about 100 000 cm2/Vs for x = 0.01. The second possibility of introducing Mn
into the QW is the so called ‘digital alloy technique’ [56,79] (type C in fig. 3.1):
Evenly spaced monolayers of Cd1−xMnxTe are deposited during the growth of
the CdTe QW. The advantage of this method is a reduced scattering of charge
carriers as the Mn ions are restricted to discrete spatial regions, resulting in higher
mobilities compared to a type B QW.
Another feature of the digital alloy technique (not utilized in this work) is the
possibility to grow quantum structures with a confining potential different from
the one of the common rectangular QW [80]. For instance CdTe/CdMnTe quan-
tum wells with parabolic and half-parabolic shape have been reported [81, 82],
employing Mn flux pulses of different duration. Thereby a variation in the width
of the deposited CdMnTe layers could be achieved, resulting in a curvature of the
confining potential. QWs with parabolic shape are for example interesting due to
a strong enhancement of the exciton binding energy [81].
To obtain a detailed picture on the bandstructure in the QW regions, simulations
have been performed using the nextnano3 nanodevice simulator1. This software
allows to fully quantum mechanically calculate the electronic structure of three-
dimensional heterostructures, merely requiring input on materials, exact shape
and doping. Results are shown in fig. 3.3 for a 30 nm wide CdMnTe and a 20 nm
wide digital alloy CdMnTe QW.
3.1.2 Lithography and Structuring
All methods employed in fabricating the samples for later magnetotransport
experiments are standard procedures in semiconductor wafer processing. Since
they are discussed in detail by many authors, e.g. [83–85], this paragraph will
only briefly introduce them. Primarily, features special for CdTe shall be paid
attention to. A complete summary of the process parameters can be found in the
appendix.
1nextnano3 : Software for simulating electronic and optoelectronic semiconductor nanodevices
and materials, www.nextnano.de .
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(a) (b)
Figure 3.3: Conduction band energies and lowest energy levels with corresponding electron
probability distribution for (a) a 30 nm wide CdMnTe QW and (b) a 20 nm wide digital alloy
CdMnTe QW. The latter consists of evenly spaced CdMnTe monolayers embedded into a CdTe
QW.
Optical and Electron Beam Lithography
Optical and e-beam lithography are based on the same principle: The sample is
spin coated with a resist, afterwards certain regions are exposed either to UV
light or an electron beam. By this the chemical nature of the exposed resist is
changed and it can either be dissolved in or withstand a developer.
In the first instance the resolution of a lithographic process is limited by diffraction
effects. Due to the long wavelength (≈ 300 nm for UV light) a standard optical
process is restricted to structure sizes of about 1 micron. In fact much smaller
patterns are realized in semiconductor industry (down to 32 nm) but this is
accompanied by huge technical efforts. On the contrary the de Broglie wave
length of electrons is 50 pm at 25 kV acceleration voltage and structure sizes down
to 10 nm can be achieved. However, the minimal linewidth to be obtained in an
EBL process is less dependent on electron diffraction, but limited by scattering of
electrons in the resist and substrate.
Besides a higher achievable resolution another advantage of EBL over optical
lithography is its flexibility. Contrary to photolithography no masks are required,
but the electron beam is scanned computer controlled over the sample. The
system used here (Zeiss electron microscope and nanonic lithography unit) is
discussed in detail in reference [86].
The structures defined in a lithographic process finally have to be transferred
to the substrate. This is done either by etching or by deposition of a metal or
insulator.
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Etching
One typical application of etching is the definition of Hallbars. In principle,
a substance can be etched employing two different methods: wet chemical or
dry etching. CdTe for instance can be wet chemically etched using a bromine-
ethyleneglycol solution [87]. The disadvantage of this technique however is its
isotropic etch profile, resulting in an undercutting of the resist. Thus, chemical
etching is no suitable means of transferring tiny patterns (below some microns),
especially when the aspect ratio of the structure (ratio between its height and
width) is greater than one.
To define small patterns one needs to utilize a dry etching process, such as Reactive
Ion Etching (RIE) or Ion Milling. The latter method applies low energy (typically
100 − 1000 eV) argon ions and has an extremely anisotropic etch profile. But
with argon being a chemically inert gas the resulting etch rate is rather low. For
this reason a RIE process employs gases able to react with the substrate thus
combining higher etch rates with still very anisotropic etch profiles. According
to reference [88] CdTe is be best etched by a mixture of methane and hydrogen
with organo-metallic compounds and hydrides being formed as etch products [89].
Dry etching using methane as a process gas usually results in a presumably
polymeric deposit on the sample surface which can easily be removed in an oxygen
plasma [88]. A more detailed survey concerning the different etching techniques
can be found in [83].
Sputtering and Lift-off
Metallic patterns are typically transferred to the substrate by evaporating or sput-
tering the desired material onto the lithographically shaped resist. A subsequent
lift-off step in acetone removes the resist plus its metal cover; only the material
deposited directly on the sample surface remains.
In a sputter process a solid target is bombarded with energetic particles (mainly
Ar ions) causing atoms to be ejected from the target via collision cascades. If the
pressure in the sputtering system is kept low enough those atoms can reach the
sample, condense on it and form a thin film. Especially when a material is easily
oxidized in air the quality of the deposited film is crucially dependent on the base
pressure of the sputtering device. In this work a homemade system is employed
which reaches a base pressure of 2 · 10−10 mbar and exhibits magnetron sputtering
sources.
One advantage of sputtering over thermal evaporation is that materials with high
or undefined melting points (e.g. tantalum or ceramics) can easily be deposited
with the first method while evaporating them thermally might be problematic
or impossible. Moreover, sputter deposited films have a better adhesion to the
substrate than evaporated ones.
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Figure 3.4: Optical mask used for the definition of the Hallbars. The potential probes feature
contact pads of 400× 400 µm2, separated from one another by 200 µm. Each of the four active
regions (enlargement) is surrounded by square alignment markers used for positioning control in
an EBL process.
3.1.3 Sample Design
The following paragraphs introduce the layout of the FQHE samples as well as the
one of the spin transistor devices and discuss characteristics of their fabrication.
All samples are based on Hallbar structures. After cleaving the bare wafer into
pieces of 4× 4 mm2 the Hallbars are defined photolithographically and transferred
to the substrate in a RIE process. Here, the minimum etch depth is given by the
distance between the 2DES and the sample surface.
Design of the Optical Mask
In order to cope with the special demands of this work a new optical mask (see
fig. 3.4) has been prepared, fulfilling the below criteria:
• Potential probes with contact pads of 400× 400 µm2 and an inter-contact
distance of 200 µm. Those dimensions are required for making ohmic
contacts by hand (see section 3.1.4).
• Alignment markers for EBL. They serve the purpose of orientation and
exact positioning in an EBL process (for defining the stripe patterns).
• Four active regions - each 50× 50 µm2 in size - with potential probes for
measuring longitudinal and Hall resistance.
Altogether the new mask allows the definition of two Hallbars on a sample
measuring 4 × 4 mm2. This is the maximum size fitting into the chipcarriers
serving as an interface between the specimens and the experimental probes.
Despite the ohmic contacts consuming a huge part of the substrate both Hallbars
yet exhibit a total of four active regions. Due to the large number of contacts
associated to them, all of the 20 pins on the chipcarrier can be allocated.
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FQHE Samples
The challenge of making a FQHE sample is less the fabrication itself but the
growth of the wafer. High mobilities and low carrier densities are a prerequisite
to observe fractional filling factors. As the accessible field range is limited (19 T
in this work) a decreasing carrier density allows more and more FQH states to be
studied.
The samples are prepared in the following way: After Hallbars have been defined
as stated above, contacts - refer to section 3.1.4 - are made by annealing indium
with a soldering iron. Electrical connections between the pins on the chipcarrier
and the contacts of the sample are now to be set up. Usually a lead bonder is
employed for that purpose but due to the elevated and soft indium contacts this is
not possible here. Thus, gold wires (25 µm in diameter) are wetted with indium
using a soldering iron and pressed on the contacts of the sample. Afterwards the
specimen is glued into a chipcarrier utilizing PMMA2 which has been proven to
be a suitable adhesive at cryogenic temperatures. Within 10 minutes the solvent
exhales from the PMMA and in a last step the gold wires can be attached to the
pins of the chipcarrier. The sample is ready to be measured!
An alternative mode of sample fabrication omits the mesa etching process. Instead,
a specimen of approximately 1.5×3 mm2 is cleaved from the wafer and six contacts
are positioned as a crude Hallbar around its edges. This approach allows a fast
preparation of a new sample, however it has some disadvantages: As its dimensions
(especially the distance between the voltage probes) cannot be determined precisely,
material parameters like electron mobility are afflicted with large errors. If the
Hall voltage probes should furthermore not be exactly face to face with each other
- a situation hardly to avoid in completely handmade samples - the Hall plateaus
exhibit wrong resistance values. For these reasons the initially described design
should be the favored one.
Magnetically Modulated Samples - Spin Transistor Prototypes
One aim of this work is to enter the so far unexplored transport regime in which
electrons in a CdMnTe QW are affected by an artificial spin superstructure (see
chapter 5). Such arises in a periodic magnetic field that will be generated by
means of micro- and nanopatterned ferromagnetic stripe arrays on top of the
specimen. Characteristics of its fabrication will be discussed in the following.
Starting point again is a dry etched Hallbar mesa. The shape of the stripes is
defined in an EBL positive process employing a two-layer PMMA resist. The
lower layer of PMMA is chosen to be more sensitive to the electron beam than the
2PMMA: Polymethylmethacrylat. Typically used as an e-beam resist.
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uppermost one, resulting in an undercut of the resist after development3. This
undercut is an important aid when excess metal after the sputter process is to be
removed in a lift-off step.
As discussed earlier, the design of the photomask provides four active regions on
two Hallbars. This gives the possibility to have an unpatterned array for reference
purposes and three arrays furnished with stripes of various periods within one
single sample. Typically, stripe patterns of periods a = 0.5, 1 and 2 microns are
fabricated where each stripe is a/2 wide (see fig. 3.5). Under ultra-high vacuum
(2 · 10−10 mbar base pressure) 75 nm thick dysprosium or iron films are sputtered
onto the shaped resist followed by a 6 nm aluminum cover to prevent them from
oxidation in air [90]. Especially in the case of Dy very good vacuum conditions
are required since this metal oxidizes extremely fast which strongly affects its
magnetic properties. In a subsequent lift-off step the stripes are laid bare. Making
ohmic contacts and finishing the specimen is done in the same way as in the case
of the FQHE samples.
3.1.4 Ohmic Contacts
In order to perform transport experiments on the Hallbars fabricated, electrical
contacts have to be established to the 2DES. Depositing a metal onto a semi-
conductor surface generally results in the formation of a Schottky barrier with
nonlinear current-voltage characteristics. As such rectifying contacts are unfeasible
for any AC measurement, many attempts have been made to understand the
underlying physics of the methods used to obtain ohmic metal-semiconductor
contacts [91, 92]. However several details still remain unclear for which reason
contact technology rather is a technical art than a science.
Theoretical Considerations
In the 1930s Schottky published the first acceptable work describing the rectifying
properties of a metal-semiconductor contact [93]. His diffusion theory postulates
the existence of a space charge region giving rise to an electrostatic potential
energy barrier (see fig. 3.6). Thermionic emission of carriers over this barrier
explains the exponential current-voltage relationship of such a Schottky contact.
In a first approximation the barrier height Eb = φm − χ should be strongly
dependent on the work function φm of the metal deposited, where χ is the electron
affinity of the semiconductor (χCdTe = 4.3 eV). However this is only a good model
for highly ionic materials, like most of the II-VI compound semiconductors (e.g.
ZnS, ZnO). The barrier height for covalent semiconductors (e.g. Si, Ge, GaAs
3Typical developers for PMMA are isopropyl alcohol (IPA) or a mixture of methyl-isobutyl-
ketone and IPA.
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(a)
(b)
Figure 3.5: Electron micrographs showing a Hallbar active region furnished with a stripe
pattern of period a = 2 µm. The stripes are made up of 75 nm Dy and a 6 nm Al cover as
oxidation protection; their dimensions are 60 microns length by 1 micron width. (a) Topview,
(b) lateral view under 30◦ angle.
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Figure 3.6: Schottky barrier at a metal-
n-type semiconductor interface. The diffu-
sion of electrons from the semiconductor to
the metal forms a space charge region of
width w. It is depleted of mobile carriers
and situated in the semiconductor adjacent
to the metal layer. In a fist approximation
the barrier height (φm−χ) is related to the
work function φm of the metal deposited.
Image force rounding of the barrier is ne-
glected. For details refer to the text.
and CdTe) indeed is essentially independent of the metal used [92, 94] - in the
case of CdTe, barriers typically have values of about 0.7 eV [94]. This observation
is explained by the mechanism of Fermi level pinning [95,96]: Imperfections or
foreign atoms on the surface of a semiconductor give rise to charged surface states
which constitute halffilled impurity levels in the band gap center. As was first
proposed in reference [96] a high density of such surface states pins the Fermi level
at the interface and therefore fixes the barrier height. When a metal-semiconductor
contact is established, i.e. by gradually approaching both materials, the charged
surface atoms largely affect the potential difference between the metal and the
semiconductor, provided their density is high enough. In this case the height
of the potential barrier formed is mainly determined by the surface charge and
only merely by the work function of the metal. Exposing CdTe to air results in
an approximately 15 A˚ thick oxide layer of TeO2 [97, 98] which gives rise to a
sufficiently large number of surface states causing the Fermi level to be pinned at
the gap center, approximately 0.7 eV below the conduction band minimum.
As the height of the Schottky barrier cannot be influenced by the choice of the
deposited material, the most common method to establish an ohmic contact is to
place a metal layer in touch with a region of very high doping. The width of the
barrier w is given by [92]
w ∝ 1√
N
(3.1)
where N is the donor concentration. With an increasing surface doping the
barrier finally becomes thin enough so that conduction is dominated by quantum-
mechanical tunneling instead of thermionic emission. One method to achieve this
situation is the in-diffusion of a dopant contained in the contact material.
Ohmic contacts to n-type CdTe are most frequently achieved by means of deposit-
ing and annealing indium [99]. To reduce the contact resistivity first of all the
surface oxide layer is removed by Ar ion sputtering or an HCl etch. Another possi-
bility of making ohmic contacts is the in-situ growth of neodymium (φNd = 3.2 eV)
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on top of a n-CdTe wafer [100]. In this case no oxides are present on the surface
resulting in an unpinned Fermi level. Thus the Schottky barrier height depends
on the metal work function and due to φNd < χCdTe contacts feature a linear
I-V characteristics.
Fabrication
Various methods of forming ohmic contacts to a CdTe 2DES have been investigated
in a precursory work [101]; the only reliable one was demonstrated to be an
annealing of tiny In flakes under forming gas atmosphere. However this technique
only is applicable to samples with 100 A˚ wide QWs (as employed in the above
cited work) and fails when contacts are to be made to wider wells. For these
reasons a somewhat different approach is chosen here: The contact pads of the
Hallbars are scratched with a needle to break up the oxide layer. Afterwards
small pieces of indium are cut from a lager block and - utilizing a tweezers -
pressed with their freshly cut surface on the sample. This fresh indium surface is
a basic prerequisite for a successful fabrication of ohmic contacts, probably due
to the absence of the In2O3 oxide layer. A soldering iron with a fine tip is used to
anneal each of the indium contacts for approximately five seconds, resulting in
linear current-voltage characteristics. At this juncture a good thermal contact
to the soldering iron is crucial, hence its tip always has to be wetted with some
indium. To further reduce heat losses, the sample is placed on a titanium base
which has a factor of 10 lower heat conductivity (λTi = 21.9
W
m K
) compared to the
usually employed aluminum one (λAl = 237
W
m K
). Additionally, the titanium base
is pivot-mounted to ensure a convenient sample handling and faster processing.
The quality of the contacts at room temperature is tested by means of a two-
terminal measurement; good contacts are indicated by a linear current-voltage
relationship and resistances (source-drain contacts plus 2DES) of 10 to 200 kΩ.
These conditions are indeed necessary but not sufficient to characterize their
behavior at cryogenic temperatures. The Quantum Hall regime yet provides a
possibility to determine the magnitude of the contact resistances: A two-terminal
measurement carried out on an arbitrary pair of contacts always yields a resistance
of 25 812 kΩ at filling factor 1 (Landauer-Buttiker transport theory). In addition
the experimentally determined value contains the resistances of contacts and
wiring, the latter mainly being caused by the input lines of the experimental
probe4. The contact resistances quantified with the help of this method range
from 0 Ω to 150 Ω.
40.1 mm diameter constantan wire with 230 Ω each.
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3.2 Experimental Setup
Since its invention in the mid 1960s at Leiden University the dilution refrigerator
has become the standard instrument for obtaining temperatures in the range of
5 mK to 1 K. Bound to temperatures below 300 mK none of the experiments in
this work could have been carried out without this refrigeration technology. Hence,
this chapter will on the one hand introduce this essential cooling technique but
on the other hand also focus on the measurement electronics employed. The best
dilution refrigerator is of no avail when working with an improper measurement
setup.
3.2.1 Dilution Refrigeration
Using pumped liquid He is the simplest method for obtaining temperatures below
its normal boiling point of 4.2 K. But as the cooling power decays exponentially,
external head loads limit the minimum achievable temperatures to 1.4 K when
pumping 4He and to 0.3 K in the case of 3He, respectively. In contrast to using
the latent heat of evaporation a new cooling mechanism based on the heat of
mixing of the two helium isotopes was proposed in 1962 by London, Clarke and
Mendoza [102] - heralding the era of the dilution refrigerator. Until then the only
method of achieving low temperatures has been the adiabatic demagnetization of
a paramagnetic salt.
All experiments were performed in a Kelvinox TLM toploading dilution refrig-
erator supplied by Oxford Instruments. Different from conventional systems
the sample is inserted directly from above into the cold fridge by means of an
experimental probe. This gives very quick experiment turnaround times as there
is no need to remove the mixture during loading - inserting a sample and running
to base temperature only lasts about six hours. The experimental probe is fitted
with a motorized in-situ sample rotation stage to perform experiments in (tilted)
fields generated by a 19 T superconducting magnet.
Many textbooks [103,104] are devoted to a detailed description of dilution refrig-
erator operation principle for which reason it shall only be explained briefly here.
The schematic of a 3He-4He dilution refrigerator is depicted in fig. 3.7. When a
mixture of 3He and 4He is cooled below a temperature of 0.87 K the liquid will
separate in two phases, one rich in 4He (dilute phase) and the other rich in 3He
(concentrated phase). Due to its lower density the 3He rich phase floats on top of
the 4He rich liquid. Even when the temperature approaches zero there is a finite
solubility of 6.6% 3He in the 4He rich phase - being of utmost importance for the
operation of a dilution refrigerator. The fact that the specific heat of a 3He atom
is larger in the dilute phase than in the concentrated phase leads to a cooling
of the mixture if this atom is passed from the concentrated to the dilute phase.
This transfer only is possible due to the finite solubility of 3He in the dilute phase,
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Figure 3.7: Schematic 3He-4He dilution re-
frigerator. 3He entering the system is liquefied
in the condenser placed inside a 1K-pot. The
following flow impedance serves to establish suf-
ficient pressure for the incoming 3He to indeed
condense at 1.6 K. After precooling to mil-
likelvin temperatures in several heat exchang-
ers it is fed into the concentrated phase (100%
3He) of the mixing chamber. Evaporating 3He
from the still reduces its concentration below
1% thus creating an osmotic pressure which
causes 3He atoms to cross the phase boundary
between concentrated and dilute phase (6.6%
3He). As the specific heat of 3He is larger
in the dilute than in the concentrated phase
this transition consumes entropy thus cooling
the mixing chamber. The evaporated gas is
pumped out of the fridge; after cleaning in cold
traps it reenters the condenser.
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even for T → 0 K. In contrast to evaporative cooling, the cooling power Q˙ at this
juncture does not decrease exponentially but with the second power of T :
Q˙ ∝ n˙3T 2 (3.2)
where n˙3 is the
3He flow rate. In order to maintain a 3He flow across the phase
boundary the still is heated to a temperature of approximately 0.7 K. Due to
the substantial difference in the vapor pressures of 4He and 3He (at the same T )
only the latter isotope is evaporated from the still which allows the circulation of
almost pure 3He. As 3He is evaporated, a concentration gradient develops, driving
3He atoms from the mixing chamber into the still. This causes other atoms to
cross the phase boundary in order to maintain a concentration of 6.6% 3He in the
dilute phase.
One of the biggest challenges in dilution refrigerator technology is returning the
warm 3He gas into the mixing chamber. First of all the gas is liquefied in a
condenser, situated in a small pumped 4He reservoir (1K-pot) with a temperature
of roughly 1.6 K. Heat exchangers are then utilized to bring the temperature
of the incoming 3He as close to the mixing chamber temperature as possible by
precooling it with the outstreaming liquid. This normally is achieved by using
several heat exchangers between still and mixing chamber (counter-flow tube type,
sintered metal powder). Their quality critically affects the performance of the
dilution refrigerator. With 3He returning to the mixing chamber a closed circuit
is established allowing continuous cooling operation. The whole fridge displayed
in fig. 3.7 is surrounded by a helium jacket, containing the magnet and serving as
a supply for the 1K-pot.
3.2.2 Electronics
All experiments are based on the same principle: A constant current is driven
through the sample and the voltage drops across various potential probes are
recorded as a function of external magnetic field. All voltages are measured in
a four-terminal setup employing separate pairs of current-carrying and voltage-
sensing electrodes. The advantage of this technique stems from the fact that
almost no current flows in the sense wires resulting in an extremely low voltage
drop across them. Hence the sample resistance is probed independent of the sense
wire resistances.
However, problems arise due to the required low temperatures. To avoid ohmic
heating, low excitation currents - typically in the nanoamps range - have to be used,
resulting in voltage drops of only several microvolts. Despite all shielding attempts
(see below) those signals are obscured by noise sources - such as broadcast stations
or power line noise - which may be many thousands of times larger. When the
signal-to-noise ratio becomes much smaller than one, only lock-in technique allows
to recover and amplify the original signal. For this purpose lock-in amplifiers
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Figure 3.8: Wiring scheme of the experimental setup. Together with a high-value series resistor
the internal oscillator of lock-in (LI) #1 serves as a current source. Voltage drops across the
sample are probed with up to seven further LIs (only two more shown for simplicity). All
input lines to the cryostat are fitted with pi-filters to shield high frequency noise signals; for
minimizing enclosed loop areas they are additionally set up in twisted pair design. Ground loops
are eliminated by separating each instrument from the power line using isolating transformers
and connecting it to a single point ground. Opto-isolators in the RS-232 data lines decouple the
LIs from the measurement PC.
utilize AC signals and a technique known as phase-sensitive detection (PSD),
to be discussed in detail in references [105, 106]. As a result, noise signals at
frequencies other than a given reference frequency are rejected and do not affect
the measurement. Nevertheless, proper shielding and grounding is necessary in
order to achieve high sensitivities. If noise signals at the lock-in input amplification
stage should be too large it may only be operated at low gain to avoid an overload
anywhere in the instrument. In this case problems in signal processing at the
PSD stage arise since the signal to recover finally is too weak.
Fig. 3.8 sketches the experimental setup: Four or eight digital lock-in amplifiers
(Signal Recovery 7265) are employed, exhibiting an input noise of 5 nV/
√
Hz at
1 kHz and an input resistance of 10 MΩ. The internal oscillator of lock-in #1
generates a sine wave (typically 1.0 V rms, 17.0 Hz) which in combination with a
series resistor (100 MΩ) serves as a current source; all other lock-ins probe voltage
drops across the various potential probes. The data are recorded by a homemade
measurement software which additionally allows to operate the superconducting
magnet power supply. Within the framework of this PhD thesis this software has
been expanded to allow for both, automated alteration of the mixing chamber
52
3.2 Experimental Setup
temperature and automated stepper motor control. Additionally, all PCs can be
remote operated via internet which enables the user to monitor relevant status
parameters (e.g. He level, temperatures, magnet power supply output) by software
or webcam and to interact with the setup from at home. These measures have
led to a reduction of fridge idle time (mainly weekends and nights) by about 60%,
hence drastically increasing output.
Low frequency noise in the measured signal is most commonly caused by ground
loops since each instrument is connected to earth via protective ground and/or
neutral lead. Alternating magnetic fields - mainly generated by 50 Hz power line
currents - may induce a voltage in such a loop which adds to the original signal [107].
For these reasons all instruments are connected to a single point ground and are
separated from the power line by an isolating transformer. Data lines (RS-232)
are fitted with opto-isolators in order to decouple the instruments from each other
and from the measurement computer. Furthermore, metal pumping lines are
equipped with plastic connectors to interrupt the otherwise existing ground loop
between pumps, cryostat and magnet power supply. For similar reasons all wiring
between sample and lock-ins is set up in twisted pair design thus minimizing loops
formed by the sense wires.
The temperatures of electronic system and mixing chamber may diverge strongly
in the limit T → 0 K due to electron-phonon coupling decreasing with T 5 [108].
Therefore, temperature equalization between substrate and electrons almost
vanishes in the above limit and the latter may be heated up by external effects.
Such can for instance be the measurement current5 or high frequency radiation
coupling into the cryostat. The latter has minor influence on the measurement
accuracy since it is strongly attenuated by the lock-in amplifier due to the much
lower frequency of the reference signal. However, such HF-radiation induces
currents in the measurement circuit thus heating the electrons. For this reason all
input lines to the experimental probe are fitted with pi-filters6 suppressing high
frequency noise signals which allows the electronic system to stay in equilibrium
with the mixing chamber temperature [109].
5For this reason an excitation current (few nanoamps) not heating the electrons was chosen.
The effect of increasing current on the electronic temperature can easily be probed via the
longitudinal resistance at a FQH state [63].
6Type: Tusonix 4201-001, 5500 pF.
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4 Fractional Quantum Hall Effect
in CdTe and CdMnTe
Since its discovery nearly 30 years ago [30], the fractional Quantum Hall effect
(FQHE) has been observed in only a few (nonmagnetic) two-dimensional systems,
though being predicted to be a material independent phenomenon. Typically,
GaAs-based systems have been investigated in the early stages followed later by
Si/SiGe [31], graphene [32, 33] and the oxide MgZnO/ZnO [34]. Only recently,
sample quality of CdTe and CdMnTe two-dimensional electron systems could
significantly be increased with carrier mobilities now approaching the level of
106 cm2/Vs for CdTe and 500 000 cm2/Vs for CdMnTe (x ≈ 0.01) quantum
wells, respectively. Their quality now is comparable to the first GaAs/AlGaAs
heterostructures having displayed the fractional Quantum Hall effect, thus the
possibility of getting an insight to the FQHE of (magnetic) II-VI based 2DESs
has arisen for the very first time.
This chapter will only briefly address the observation of fractional Quantum Hall
states in CdTe since the focus shall mainly be on the emergence of this effect in
the semimagnetic material Cd1−xMnxTe.
4.1 FQHE in CdTe
Certain fractional Quantum Hall (FQH) ground states of interacting charge
carriers may be spin unpolarized, provided the Zeeman energy EZ is sufficiently
small. This is typically observed in GaAs-based systems where an increase in EZ
(by tilting the magnetic field at an angle θ to the sample plane normal) induces
a change in the spin polarization of the ground state from unpolarized to fully
spin-polarized. This transition becomes noticeable as a gap opening or closing
and has been reported in GaAs for FQH states at filling factors ν = 4/3, 8/5, 2/3
or 2/5 [52,110–112] as well as in a GaAs 2D hole gas [113]. These observations
can elegantly be interpreted within the Composite Fermion (CF) approach to
the FQHE [46] by introducing Zeeman energy-induced crossings between spin
split Composite Fermion Landau Levels (CF-LLs) [53]. As already discussed in
chapter 2.2.3, these crossings lead to possible changes of the spin configuration
of the ground state. More recently, the FQHE was reported in a strained Si
QW [114] - a system exhibiting spin-polarized fractional ground states due to its
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much larger g-factor compared to GaAs (g∗Si = −3.2 vs. g∗GaAs = −0.46). The
latter work addresses the interesting question of how the FQHE manifests itself
in a 2D system with an intrinsically larger Zeeman energy. However, the valley
degeneracy of Si is another degree of freedom that is suspected to interfere with
the FQH physics.
Here, we study the evolution of FQH states in a QW structure based on the
single-valley semiconductor CdTe - a system featuring a relatively large g-factor
of g∗CdTe = −1.67. Transport measurements at mK temperatures reveal fully
developed FQH states in the n = 0 LL at filling factors ν = 5/3 and 4/3,
which to our knowledge constitutes the first observation of the FQHE in a
II-VI semiconductor [36]. In addition, experiments in tilted magnetic fields of up
to 28 T were performed in the group of M. Potemski at Grenoble High Magnetic
Field Laboratory and show no significant changes of the energy gaps of both filling
fractions investigated. This behavior is typical of spin-polarized ground states for
which the lowest energy excitation does not involve a spin-flip and it is a direct
consequence of the high intrinsic Zeeman energy of CdTe.
Experimental
The sample under investigation (sample F1, see appendix for details) is a modu-
lation doped 20 nm wide CdTe QW structure, embedded between Cd1−yMgyTe
barriers (y = 0.26). Electrons are delivered by iodine donors which are introduced
into the top barrier, 20 nm away from the QW. The specimen (approximately
1.5 × 3 mm2 in size) features no etched mesa; instead six indium contacts are
positioned around its edges to form a crude Hallbar. Experiments are performed
in a dilution refrigerator equipped with an in situ sample rotation stage and a 28 T
magnet. We explore transport coefficients either before or after illumination with
a yellow LED using standard low-frequency lock-in technique with low excitation
currents to avoid ohmic heating. The resulting electron densities before and after
illumination are 3.80 · 1015 m−2 and 4.53 · 1015 m−2, respectively, with the electron
mobility peaking at 260 000 cm2/Vs in the latter case.
Results and Discussion
Fig. 4.1 shows Hall and longitudinal resistances in perpendicular magnetic field
after illumination. Pronounced FQH states with the longitudinal resistance ρxx
approaching zero at lowest temperatures are observed at filling factors ν = 5/3
and 4/3. The role of illumination in improving the sample quality is critical,
as the quantum lifetime τq extracted from low-field SdH oscillations (Dingle
plots) [26,115] is found to increase more than five times from 0.6 ps in the dark
to 3.0(3) ps after illumination. This value of τq is comparable to the one observed
in GaAs samples with electron mobilities of several millions, despite the moderate
56
4.1 FQHE in CdTe
Figure 4.1: Observation of the fractional Quantum Hall effect in CdTe: Hall resistance ρxy
and longitudinal resistance ρxx as a function of perpendicular magnetic field for different
temperatures. Filling factors are indicated. Sample F1, after illumination.
mobility of 260 000 cm2/Vs in our CdTe sample. The apparent contradiction
stems from the fact that in high mobility GaAs samples the long-range scattering
at remote donors is even more predominant and leads to a higher mobility for a
comparable τq.
At very low temperatures a large number of electronic states is localized, thus
leading to wide zero resistance states in the integer Quantum Hall effect (IQHE).
In the first excited (n = 1) LL this prevents the observation of any signs of the
FQHE. But upon increasing T the fraction of localized states is reduced and weak
FQH minima become visible at filling factors ν = 8/3 and 7/3. These features
persist up to temperatures of higher than 1 K, hence demonstrating the excellent
quality achievable in CdTe-based QW devices now. Since the ν = 8/3 and 7/3
states can only be probed in an intermediate temperature regime we are not able
to draw reliable conclusions on their angular gap evolution. Hence, the FQHE
in the n = 1 LL will not be discussed here, the interested reader may refer to
reference [36] for details.
Let us now focus on the FQHE in the n = 0 LL: Fig. 4.2a depicts the temperature
dependence of the longitudinal resistance at ν = 5/3 and 4/3 as a function of
inverse temperature after illumination. The corresponding energy gaps ∆ν are
commonly estimated by fitting the data points of these so called ‘Arrhenius plots’.
However, a simple extraction of the energy gap requires the observation of an
expanded linear region - typically at least over one order of magnitude - where
the condition for simple thermally activated transport
ρxx ∝ exp(−∆ν/2kBT ) (4.1)
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(a) (b)
Figure 4.2: (a) Longitudinal resistance ρxx at ν = 5/3 (red symbols) and ν = 4/3 (blue
symbols) as a function of inverse temperature at θ = 0◦ (circles) and θ = 55◦ (triangles).
Sample F1, after illumination. Calculations of the thermally activated resistance account for
the disorder broadening of the LLs and are shown by dashed lines. (b) Angular dependence of
longitudinal resistance at filling factor ν = 5/3 and 4/3 at T = 390 mK. Increasing tilt angle θ
is indicated by the arrow. Sample F1, after illumination.
holds. In above relation, kB denotes Boltzmann’s constant. Though, instead of a
linear region in our data deviations occur at low temperatures. This non-thermally
activated behavior is actually expected when disorder broadened LLs of Gaussian
or Lorentzian shape are taken into account, rather than assuming δ-like levels.
The effect of LL broadening becomes important when their width is no longer
negligible in comparison to the gap size ∆ν . To analyze our data we therefore
use the model proposed in ref. [116] which includes a disorder-induced Gaussian
broadening to calculate the temperature dependence of the resistance. Details
on this model will be discussed in section 4.2. The results of our calculations
are plotted as dashed lines in fig. 4.2a and show an excellent agreement with the
experimental data points. From this model we estimate the gaps in the illuminated
case to 3.0 K and 3.15 K for ν = 5/3 and ν = 4/3, respectively.
Activation data was also collected when tilting the magnetic field to an an-
gle θ = 55◦ away from the sample plane normal (open triangles in fig. 4.2a),
revealing a behavior similar to the one at θ = 0◦. In particular, the gap values
at θ = 0◦ and θ = 55◦ are equal in case of both filling factors, ν = 5/3 and
ν = 4/3. The qualitative angular evolution of these two FQH states can be
inferred from fig. 4.2b, depicting ρxx as a function of perpendicular magnetic
field B⊥ = B · cos θ for various tilt angles θ. Over the entire angular range studied
(0◦ < θ < 55◦) the resistance values at ν = 5/3 and 4/3 only show a very weak
variation, demonstrating that the associated gaps do not significantly change. As
will be outlined below, such behavior is expected for fully spin-polarized FQH
ground states with excitations which do not involve a spin-flip.
The situation can qualitatively be understood within the Composite Fermion
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Figure 4.3: CF-LL fan diagram for the
ν = 4/3 (νCF = 2) state in CdTe. Via
tilting the sample the gap ∆4/3 can ex-
perimentally be probed within the gray
shaded region. Due to the large CdTe
g-factor, excitations do not involve a
spin-flip within this magnetic field range
and the gap exhibits no angular depen-
dency. ECFF denotes the CF Fermi en-
ergy at ν = 4/3.
model, where the FQHE of electrons is mapped onto the IQHE of CFs. Around
filling factor ν = 3/2 these CFs are quantized into CF-LLs by the perpendicular
component of the effective magnetic field [53]
Beff = 3(B⊥ −B3/2), (4.2)
where B⊥ = B · cos θ denotes the perpendicular magnetic field component at tilt
angle θ and B3/2 the perpendicular magnetic field at ν = 3/2. In this case the
ν = 5/3, respectively ν = 4/3 FQHE of electrons is the νCF = 1 or rather νCF = 2
IQHE of CFs. The CF-LL spectrum of a non-magnetic semiconductor (e.g. CdTe,
GaAs) has already been discussed in chapter 2.2.3 and is given by the following
equation:
EN,↑↓ =
(
N +
1
2
)
~ωCFc ±
1
2
g∗µBB, (4.3)
with
ωCFc =
e|Beff |
mCF
. (4.4)
Here, N denotes the CF-LL index and g∗ the g-factor of CFs in CdTe which we
assume to be equal to the one of electrons [53,117], i.e. g∗ = −1.67.
With an experimental estimate of the CF mass [118]
mCF = (0.51 + 0.074 |Beff |) m0 (4.5)
we may plot in fig. 4.3 the arrangement of CF-LLs for the ν = 4/3 (i.e. νCF = 2)
state in our sample as a function of total magnetic field B. While the ground
state at νCF = 2 initially is formed by the (0, ↑) and (0, ↓) CF levels this situation
is altered at sufficiently high fields1: In case B > 6.7 T, the ground state is formed
1Note that the magnetic field values discussed here are by a factor of two larger than the ones
given in reference [36]. This is due to an incorrect computation in ref. [36], which however
does not affect the conclusions drawn there.
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by the (1, ↓) and (0, ↓) levels and therefore is spin-polarized. At higher fields
(B > 13.3 T) - where excitations do not involve a spin-flip anymore - the gap
becomes independent of the total field, i.e. independent of tilt angle. Since for
our sample the perpendicular magnetic field at ν = 4/3, B4/3 = 14.1 T, already is
larger than 13.3 T and tilting the specimen shifts states to even higher fields, the
gap does not depend on tilt angle for the entire magnetic field range investigated
(14 T < B < 25 T). In a similar fashion the gap of the ν = 5/3 state can be
shown to be independent of tilt angle, provided B > 5.5 T. We note here that
the CF energy gaps used in above calculations are by a factor of about two
larger than the experimentally measured activation gaps, hence the transition to
a spin-polarized ground state with no spin-reversed excitations should occur at
an even smaller magnetic field. The discrepancy in the measured and calculated
gap energies is related to deviations of the CF mass in our sample from the one
extracted in ref. [118]. These deviations stem from disorder effects, from a different
LL mixing due to the larger effective mass of CdTe and from finite thickness
effects that we do not consider here.
Chapter Summary
We demonstrate that the quality of CdTe-based 2DESs has by now reached a
level making the observation of pronounced FQH states in the vicinity of filling
factor ν = 3/2 possible. Our results hence constitute the very first observation of
the FQHE in a II-VI semiconductor. The physics of the studied fractional states
at ν = 5/3 and ν = 4/3 is strongly influenced by the large intrinsic Zeeman energy
of CdTe, resulting in a complete spin polarization of the corresponding ground
states. The observation of angular independent activation gaps for both fractions
ν = 5/3 and ν = 4/3 is in good agreement with predictions of the CF model.
4.2 FQHE in CdMnTe
A fundamental asset of CdTe-based quantum structures is the possibility to easily
incorporate magnetic manganese ions, hence making this material system ideally
suited for the search for fractional states in a diluted magnetic semiconductor
(DMS). Cd1−xMnxTe is one to the most thoroughly investigated members of the
DMS class with all its spin-dependent properties being strongly enhanced due to
spin exchange interaction between mobile charge carriers and localized magnetic
moments (s-d exchange, see sec. 2.3). However, the FQHE has not been observed
in any diluted magnetic semiconductor so far, raising the question if magnetic
impurities inhibit the formation of FQH states.
In this chapter, we report on the observation of FQH states in the lowest Lan-
dau level (LL) of a two-dimensional electron system formed in a high quality
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Cd1−xMnxTe quantum well. This constitutes the first experimental demonstration
of this effect in a diluted magnetic semiconductor ever. We prove that s-d ex-
change interaction crucially affects the properties of FQH ground states when the
Zeeman energy EZ is changed by tilting the sample.
4.2.1 Setup and Material Parameters
This introductory chapter will briefly illustrate the experimental setup as well as
the basic design of the sample utilized for the FQHE studies. The main focus
though, shall be on the one hand on the effect of finite voltmeter input impedances
on Quantum Hall measurements, possibly leading to false residual minima in
longitudinal resistance. On the other hand we elaborate on a method for the
experimental determination of the manganese concentration in Cd1−xMnxTe QWs.
Sample and Setup
The sample employed in this study (sample F2, see appendix for details) is a
modulation doped Cd1−xMnxTe QW structure with a homogenous manganese
concentration of x = 0.0024(2), estimated from a detailed analysis of the ρxx beat-
ing pattern at low magnetic fields (see paragraph below and sec. 2.3). The 30 nm
wide QW is embedded between Cd1−yMgyTe barriers (y = 0.29), electrons are
delivered by iodine donors introduced 30 nm apart into the top barrier. To perform
magnetotransport experiments, six indium contacts are - similar to specimen F1 -
positioned as a crude Hallbar around the edges of the sample (approx. 1.5×3 mm2
in size).
The specimen is cooled down in a toploading 3He/4He dilution refrigerator (acces-
sible temperature range 15 mK to 1 K) equipped with a 19 T superconducting
magnet and an in situ sample rotation stage. Both, the sample and a calibrated
RuO2 resistor thermometer are immersed in the liquid of the mixture. Resistances
are probed either before or after illumination with a yellow LED using standard
low-frequency lock-in technique with low excitation currents (typically 10 nA) to
avoid ohmic heating. The resulting electron densities before and after illumination
are 1.86 · 1011 cm−2 and 3.95 · 1011 cm−2, respectively with the mobility peaking
at 115 000 cm2/Vs in the illuminated case.
In the Quantum Hall effect regime the finite lock-in input resistance (typically
10 MΩ for digital lock-in amplifiers) is known to lead to nonzero minima in longi-
tudinal resistance ρxx (see fig. 4.4a) [119]. A similar behavior is usually expected
in case of parallel conduction in the doping layer. However, this can be ruled out
here as the finite ρxx minima are not measured at all voltage probes and they
further disappear either upon reversing the magnetic field direction or swapping
source and drain contacts. In a standard four-point resistance measurement
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(a) (b)
Figure 4.4: (a) Longitudinal resistance ρxx measured on opposite sides of a Hallbar. In contrast
to the dotted trace, the solid one features nonzero SdH minima which are attributed to the
finite input resistance of the employed voltmeter. (b) Schematic Hallbar geometry at filling
factor ν = 1: A current I0 is driven from source to drain (grounded), edge channels (at potential
µH or µL) are indicated by red arrows. The circled voltage probes allow to measure proper
ρxx = 0 minima (see panel (a), dotted trace), whereas the opposing ones give rise to a residual
resistance. In the latter case the finite input resistance Rin of the voltmeter probing the voltage
drop Vxx = V1 − V2 allows currents Iin,1 and Iin,2 to flow to ground. For details refer to the
text. Both figures adjusted from [119].
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current is typically fed into the Hallbar via the source contact, with the drain
set to ground. If the sample is at an integer or fractional filling factor ν (i.e. a
SdH minimum is observed) then the edge channels on one side of the Hallbar
have the same potential as the current source (high potential side, µH) while the
ones on the opposite side are on ground potential (low potential side, µL) (see
fig. 4.4b). Connecting a voltmeter with finite input resistance to a pair of voltage
probes located on the high potential side causes a current to flow through the
voltmeter to ground. This gives rise to a residual resistance of [119]
ρxx =
ρxy
Rin
, (4.6)
where, Rin is the input resistance of the voltmeter and ρxy = h/νe
2. In contrast,
the nonzero ρxx minima are not observed when probing the voltage on the low
potential side of the Hallbar.
The occurrence of finite ρxx minima may easily be circumvented by means of:
• Switching the polarity of the magnetic field.
• Swapping source and drain contacts.
• Using voltage probes on the opposite side of the specimen.
The first two methods simply exchange the high and low potential side of the
sample. All measurements presented in this PhD thesis utilize one of the above
possibilities to eliminate residual minima resistances.
Determination of Manganese Content
When dealing with diluted magnetic semiconductors one of the most important
material parameters to know is the concentration x of manganese ions incorporated
into the QW structure. In case of Cd1−xMnxTe this parameter can easily be
extracted from the temperature shift of either the Quantum Hall Ferromagnet
spike position [23] or the beating pattern [59] which both arise due to s-d exchange
interaction between mobile charge carriers and localized magnetic moments (see
section 2.3). Hence, the observation of either effect is a direct proof of the
presence of magnetic impurities in or close to the QW. We will focus here on the
determination of x from the beating pattern at low magnetic fields - the other
method may be inferred from reference [23].
Fig. 4.5a depicts the low-field longitudinal resistance ρxx of sample F2, clearly
evidencing a beating pattern with seven distinct nodes (filled triangles). Those
nodes occur whenever the condition [59]
EZ =
(
n˜+
1
2
)
~ωc, with n˜ = 0, 1, 2, . . . , (4.7)
is met. Here, EZ denotes the Zeeman splitting of a DMS,
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(a) (b)
Figure 4.5: (a) Low-field magnetoresistance ρxx of sample F2 after illumination; T = 25 mK.
Due to the presence of manganese in the QW a distinct beating pattern with nodes (filled
triangles) emerges. The latter are located at magnetic fields B5/2, B7/2, etc. Inset: Zeeman
splitting EZ as function of magnetic field, calculated for sample F2 using x = 0.0024. At low
temperatures and within the field range of the beating pattern (0.1 T ≤ B ≤ 1 T) EZ can be
regarded as a constant. (b) Temperature dependence of the node positions. The dashed lines are
fits to the experimental data suggesting a manganese concentration of x = 0.0024 for sample F2.
Error bars are either indicated or are of the size of the symbols. Deviations from theoretical
predictions occur at high temperatures (node 1) and for nodes at very low fields (nodes 6+7).
EZ = g
∗µBB + αN0xeff SBS
(
gµBSB
kBTeff
)
, (4.8)
with all constants having already been defined in the context of eq. 2.33 and
eq. 1.5. Knowing the node positions Bn˜+1/2, we can extract the manganese
concentration x according to ref. [59]: In case of low temperatures and low
magnetic fields (0.1 T ≤ B ≤ 1 T) the Zeeman splitting is saturated and rather
constant (see inset of fig. 4.5a). Therefore, we may neglect the small intrinsic
contribution g∗µBB and roughly approximate EZ by
EZ = ∆exch = const. , (4.9)
where ∆exch = αN0xeff S. Then, the node condition, eq. 4.7, leads to a simple
series of nodes at positions
Bn˜+1/2
Bm˜+1/2
=
m˜+ 1/2
n˜+ 1/2
=
2n˜+ 3
2n˜+ 1
, with m˜ = n˜+ 1. (4.10)
In experiment (fig. 4.5a) we observe consecutive nodes at lowest temperature for
instance at B = 0.41 T (node 1) and B = 0.30 T (node 2) fulfilling the relation
0.41 T
0.30 T
≈ 7
5
. (4.11)
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Hence, B5/2 = 0.41 T, B7/2 = 0.30 T, B9/2 = 0.24 T, . . . . Using the data gathered
for node 1 (n˜ = 2, B5/2 = 0.41 T at T = 25 mK) and the CdTe effective mass
m∗ = 0.1 m0, eq. 4.7 yields
∆exch =
(
n˜+
1
2
)
~ωc = 1.19 meV. (4.12)
This allows us to estimate the effective manganese concentration to xeff = 0.0022
from which we deduce the effective temperature Teff = (T + 0.0776) K (via
equations 1.12 and 1.10).
The knowledge of Teff now allows us to perform a more detailed evaluation
by considering the full Zeeman splitting as given by eq. 4.8. Hence, the node
condition 4.7 now reads(
n˜+
1
2
)
~ωc = g∗µBB + αN0xeff SBS
(
gµBSB
kBTeff
)
. (4.13)
With xeff and Teff being the only unknowns, above equation can be solved for
a specific node (for instance: node 1, n˜ = 2) to obtain a theoretical estimate of
its magnetic field position. We may use Teff = (T + 0.0776) K from our above
rough approach and consider xeff as a fitting parameter to adjust all theoretical
node positions to the measured ones. Our data is best reproduced when assuming
xeff = 0.0023 (see fig. 4.5b) which via eq. 1.12 corresponds to x = 0.0024. These
values yield ∆exch = 1.30 meV, differing by only 9% from our rough approach.
Chapter Summary
Quantum Hall measurements are typically interfered by the finite input resistances
of the employed voltmeters. This might lead to nonzero minima in longitudinal
resistance which can be mistaken as a result of parallel conduction in the doping
layer of the device. The residual minima resistances become the more pronounced
the lower the input impedance Rin of the voltmeter is. Typically, digital lock-in
amplifiers are used in QHE measurements, but these devices feature the lowest
values of Rin and therefore give rise to large undesirable effects. In order to
circumvent this nonzero resistance problem, experiments need to be carefully
set-up using one of the methods discussed.
The presence of manganese ions in a CdTe QW becomes evident upon the
emergence of a beating pattern of the longitudinal resistance at low magnetic
fields. A precise analysis of the positions where the SdH oscillations are damped
(node positions) allows to extract the concentration x of magnetic impurities
embedded in the quantum structure. Since this value is important to calculate
the size of the exchange-enhanced electron g-factor (needed for later analysis),
we discuss here a simplified as well as an accurate method to determine the
manganese content. Both procedures lead to very similar results differing only by
about 10%.
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Figure 4.6: Hall resistance ρxy and longitudinal resistance ρxx of sample F2 at various
temperatures after illumination. Magnetic field is applied perpendicular to the sample plane,
filling factors are indicated. The inset depicts the ρxx trace at T = 18 mK in the limit of low
magnetic fields. The presence of manganese in the QW is evidenced by the emergence of a
distinct beating pattern with nodes (filled triangles).
4.2.2 Composite Fermions in a Diluted Magnetic
Semiconductor
We demonstrate the emergence of FQH states in a Cd1−xMnxTe QW despite
the presence of magnetic impurities. The latter - by giving rise to s-d exchange
interaction - strongly affect the angular evolution of activation energy gaps which
we explain within an extended Composite Fermion model.
In particular we have investigated the angular dependence of activation energy
gaps in Cd1−xMnxTe in the vicinity of filling factor ν = 3/2. By fitting our
extended CF model to the observed gap openings and closings, we are able to gain
information about the CF masses and s-d exchange constants for the investigated
fractional states.
Experimental Findings
Fig. 4.6 depicts the longitudinal resistance ρxx of sample F2 in perpendicular
magnetic field for selected temperatures after illumination with a yellow LED.
Pronounced minima corresponding to filling factors ν = 5/3, 8/5 and 4/3 emerge
in the lowest (n = 0) LL at low temperatures in the vicinity of ν = 3/2. In
contrast, the ν = 7/5 minimum is not observable in the perpendicular magnetic
field configuration. Similar to the case of CdTe (see section 4.1 and ref. [36]) the
ν = 5/2 state (n = 1 LL) is not observable over the entire temperature range
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Figure 4.7: Angular dependence of longitudinal magnetoresistance ρxx of sample F2 in the
vicinity of ν = 3/2. Data are recorded at a temperature of T = 25 mK, after illumination of
the specimen. Filling factors are indicated, traces are shifted for clarity, except for the lowest
one. B⊥ = B cos θ is the perpendicular magnetic field at angle θ. When tilting the sample, the
minima corresponding to filling factors ν = 5/3, 4/3 and 8/5 initially disappear before they
eventually reemerge at larger angles. On the contrary, the ν = 7/5 minimum only is observable
at intermediate tilt angles around θ = 38◦.
studied, while weak FQH minima at ν = 7/3 and 8/3 emerge at temperatures
above T ≈ 450 mK. As these states are masked by the integer Quantum Hall
effect at lowest temperatures and further display an analogous characteristics as
their counterparts in CdTe we will not discuss details here. Note that the presence
of manganese in the QW is evidenced by the presence of a distinct beating pattern
with nodes at low magnetic fields [59] (see inset of fig. 4.6 and fig. 4.5a).
Illuminating the sample is found to be of utmost importance for the observation
of the FQHE: Despite a doubling of the transport lifetime τ = µm∗/e, the quan-
tum lifetime τq extracted from low-field SdH oscillations (Dingle plots) [26,115]
increases by more than five times from 0.58 ps in the dark to 3.0(3) ps, a value
comparable to the one of high mobility GaAs samples. Indeed, FQH states in
Cd1−xMnxTe are observed in post-illumination data only.
The FQHE in the lowest LL is studied in more detail in fig. 4.7, depicting a
set of angular dependent magnetoresistance traces recorded at a temperature of
T = 25 mK. Here, the sample is tilted to an angle θ which yields the perpendicular
magnetic field as B⊥ = B · cos θ. In the vicinity of ν = 3/2 a rather complex
angular dependence appears in the ρxx traces, i.e. upon tilting the sample, minima
disappear and reappear in a certain fashion. The ν = 5/3 minimum for instance
starts to weaken continuously as soon as the sample is tilted away from the initial
θ = 0◦ position, completely vanishes at roughly θ = 30◦ and reemerges upon
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Figure 4.8: Semi-log plot showing activation data measured at filling factor ν = 5/3 for
various tilt angles θ. Sample F2, after illumination. Deviations from simple thermally activated
transport, i.e. a linear 1/T behavior, are expected in case of disorder-broadened LLs. Solid lines
are fits to the data using a model that considers such level broadening (see text for details).
further tilt. This behavior is rather similar to the one observed at ν = 8/5 and
4/3. In contrast, the ν = 7/5 minimum is absent in perpendicular magnetic fields
but becomes noticeable around θ = 38◦.
To check the validity of our observations we performed angular dependent activa-
tion energy measurements, as exemplified in fig. 4.8 for the case of the ν = 5/3
state. In an activation measurement the longitudinal resistance ρxx at a particular
LL filling is recorded as a function of temperature, typically while the dilution
refrigerator cools from 1 K to base temperature. As will be discussed below, the
ρxx(T ) trace then allows to extract the size of the activation energy gap ∆ν . In
order to obtain the angular gap evolution this procedure is repeated for various
tilt angles while keeping B⊥ unchanged.
Since our data (fig. 4.8) in general strongly deviates from the linear 1/T behavior
expected for simple thermally activated transport (see discussion in section 4.1),
activation gaps ∆ν are obtained by fitting the ρxx(T ) traces with a model that
considers disorder-broadened LLs of Gaussian shape. Level broadening indeed
becomes important when being comparable to the gap ∆ν and may not be ne-
glected [116].
Let us develop here an analytical expression of the expected ρxx(T ) behavior in
the presence of Gaussian LL broadening: Starting point of our considerations is
the number of electrons ne in the highest occupied LL
ne =
∫ ∞
EF
f(E) D(E) dE, (4.14)
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Figure 4.9: Density of states D(E) of a 2DES ex-
hibiting Gaussian LL broadening. Only extended
states are shown here, which lie close to the cen-
ter of the levels and - distinct from the localized
ones - account for only a small amount of the total
number of states. The center of the upper level
is located at energy E′. Integration in eq. 4.14 is
limited to states that lie within the shaded range
(E′ ± 2γ), where 4γ roughly is the width of the
extended states region. EF denotes the Fermi
energy and ∆ν the activation gap.
where EF is the Fermi energy, D(E) the density of states of the upper level and
f(E) =
1
1 + exp((E − EF )/kBT ) (4.15)
the Fermi-Dirac distribution function.
In a Hallbar geometry the measured longitudinal resistance ρxx is related to the
conductivity via
σxx =
ρxx
ρ2xx + ρ
2
xy
. (4.16)
At a ρxx minimum - where ρxx  ρxy holds - above relation simplifies to
σxx ≈ ρxx
ρ2xy
∝ ρxx. (4.17)
When assuming that σxx ∝ ne [116], equation 4.14 yields the law of simple
thermally activated transport (i.e. eq. 4.1), given that LLs are δ-like and the
relation ∆ν  kBT holds.
In case of LLs of Gaussian shape2 however, the density of states of the upper level
is given by
D(E) =
1
γ
√
2pi
exp
(
−(E − E
′)2
2γ2
)
, (4.18)
where 4γ roughly is the width of the extended states region and E ′ the energy
of the level center (see fig. 4.9). Assuming ∆ν  kBT and carrying out the
integration in eq. 4.14 only over states that lie within ±2γ away from the level
2The LL width and shape discussed here is those of the extended state region which lies close
to the level center.
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Figure 4.10: Experimentally determined angular gap evolution of FQH states around ν = 3/2.
B = B⊥/ cos θ is the total magnetic field at angle θ. The maximum gap size is about 1 K in the
case of ν = 5/3 and 4/3 but at least by a factor of 5 lower for states at filling factor 8/5 and
7/5, respectively.
center (this covers about 95% of the total number of states of this level) we expect
the longitudinal resistance at a FQH minimum to evolve as
ρxx(T ) ∝ σxx(T ) ≈ 1
2
exp (−∆ν/2kBT ) exp
(
γ2/2k2BT
2
)×
×
[
erf
(
2kBT − γ√
2kBT
)
+ erf
(
2kBT + γ√
2kBT
)]
. (4.19)
Here, erf(z) is the error function which may be expanded in a Taylor series as
erf(z) =
2√
pi
(
z − z
3
3
+
z5
10
− z
7
42
+
z9
216
− . . .
)
. (4.20)
Consequently, equation 4.19 allows us to fit activation data (see fig. 4.8) and hence
to determine the angular dependence of energy gaps ∆ν(B).
Results are summarized in fig. 4.10 for filling factors ν = 5/3, 8/5, 7/5 and
4/3. Let us for example focus on the ν = 5/3 state: The gap ∆5/3 starts to
close when the total magnetic field B is increased by tilting the sample, vanishes
completely at around 11.3 T (θ ≈ 30◦), opens again and reaches a maximal value
at 14.1 T (θ ≈ 45◦). This behavior is in line with the observed disappearance and
reappearance of the ν = 5/3 minimum presented in fig. 4.7 (see discussion above).
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All other fractions (i.e. ν = 4/3, 8/5 and 7/5) show a similar good agreement
between fig. 4.7 and the closing and opening of the activation energy gap. In
accordance with experiments on other two-dimensional systems, e.g. GaAs and
Si [54, 120], higher order fractions feature reduced energy gaps - in the case of
sample F2 roughly 0.01− 0.2 K for the fifths fractions, compared to 1.0− 1.5 K
for the thirds.
Composite Fermion-based Model
In order to qualitatively retrace the observed gap behavior we expand the Compos-
ite Fermion model (see chapter 2.2.3 and ref. [46]) to also cover the characteristics
of diluted magnetic semiconductors. The CF approach maps the FQHE of elec-
trons onto the IQHE of non-interacting composite fermionic particles. Around
ν = 3/2 these particles encounter an effective magnetic field
Beff = 3(B⊥ −B3/2), (4.21)
where B3/2 is the perpendicular field component at ν = 3/2 [53]. They are
consequently quantized into CF-LLs, separated by a cyclotron-like energy gap
of ~ωCFc , with ωCFc = e|Beff |/mCF and the CF effective mass mCF . As the
CF cyclotron gap arises due to Coulomb interaction between the electrons, it
scales as ~ωCFc ∝
√
B⊥. The CF mass consequently must be proportional to
√
B⊥,
mCF = Cνm0
√
B⊥. (4.22)
Here, m0 is the bare electron mass and Cν a constant being material and filling
factor dependent [117].
In the vicinity of ν = 3/2 the CF filling factor νCF is related to the one of electrons
via
ν = (3νCF ± 2)/(2νCF ± 1). (4.23)
In close analogy to the LL spectrum of electrons in a DMS (see eq. 2.33) we
propose the CF energy spectrum in Cd1−xMnxTe to be given by
EN,↑↓ =
(
N +
1
2
)
~ωCFc ±
± 1
2
[
g∗µBB + αN0xeff SBS
(
SgµBB
kBTeff
)]
. (4.24)
Here, the upper spin branch of the lowest (n = 0) electronic LL is chosen as
energy zero. The first term in eq. 4.24 represents the cyclotron energy of a CF
in the N th CF-LL while the second one is the Zeeman splitting in the presence
of magnetic impurities [1]. The Zeeman term has two contributions: Its first
part corresponds to the well known level splitting due to the external magnetic
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Figure 4.11: Zeeman splitting EZ in
CdTe and CdMnTe at T = 25 mK. In
the latter case the exchange contribu-
tion to the spin splitting accounts for
the steep rise of EZ at low magnetic
fields before saturating at B > 1 T.
The decrease at yet higher fields is then
caused by the Zeeman term −g∗µBB.
Depending on temperature T and man-
ganese content x, EZ reverses its sign
at a specific field value. For sample F2
(x = 0.0024) the sign reversal occurs
around B = 13.6 T at low temperatures.
field B, where g∗ is the g-factor of CFs. The second component arises due to
exchange interaction between CFs and manganese spins as described by the
s-d exchange constant αN0 and the Brillouin function BS in which S = 5/2 and
g = 2. Antiferromagnetic interactions between manganese spins in Cd1−xMnxTe
lead to a reduction of their overall magnetization which is taken into account by
the functions xeff (x) < x and Teff (x) > T [1] (see chapters 2.3 and 1.3).
According to section 4.2.1, the following parameters hold for sample F2 (including
the uncertainty of their estimation): xeff = 0.0023(2) and Teff = T + 84(7) mK.
Since for these values the Brillouin function in eq. 4.24 is already saturated for
magnetic fields exceeding 1 T at low temperatures, the exchange contribution to
the spin splitting hence gives a large constant background in the relevant field
range between 10 T and 19 T (see fig 4.11).
In order to model the angular gap evolution of the FQH states around ν = 3/2
we may adjust the CF-LL schemes suggested by eq. 4.24 to the experimental data
by using g∗, mCF and αN0 as fitting parameters. The individual contributions of
these three parameters to the gap are identified as follows:
• The CF mass mCF adjusts the cyclotron gap ~ωCFc = ~e|Beff |/mCF and
thus defines the maximum gap size possible. Note that B⊥ (and hence Beff )
is fixed for each filling factor; consequently the cyclotron gap only depends
on mCF .
• As a result of the CF spin, crossings of (spin split) CF-LLs may occur which
cause gap openings and closings as the Zeeman energy is tuned by tilting the
sample. Since the exchange contribution to the spin splitting is saturated in
the relevant field range, the CF g-factor g∗ therefore is directly related to
the slopes of the ∆ν(B) traces via |∂∆ν/∂B| = |g∗µB|.
• The s-d exchange constant αN0 defines the crossing points of different
CF-LLs, i.e. positions where the gap vanishes or reaches a maximum.
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Since the magnitude of the gap is usually strongly influenced by, for instance
disorder effects, the slopes ∂∆ν/∂B do not represent a real physical quantity
anymore. We hence use g∗ = −1.67 in our model as it is a reasonable assumption
that the CF g-factor is roughly equal to the one of electrons [53].
In fig. 4.12 we plot experimental and modeled gaps ∆ν together with the cor-
responding CF-LL fan diagram as a function of total magnetic field. As an
example, let us focus on the ν = 5/3 (νCF = 1) state: Basically, the gap ∆5/3
(gray shaded region) is given by the energy difference between the two CF-LLs
lying closest to the Fermi energy ECFF . The CF-LL fan chart does however only
correctly reproduce the ∆5/3 minimum at roughly 11.3 T and its maximum at
about 14.1 T when setting the s-d exchange constant to αN0 = 184(8) meV in
this case. Our simple model yields a rather good agreement with experiment.
The angular gap dependence can be qualitatively retraced, not only for ν = 5/3
but for each fractional state (see fig. 4.12). Let us stress here that this would
not have been possible when neglecting the exchange contribution to the Zeeman
splitting. Similar to electrons, CFs in a DMS are therefore subject to s-d exchange
interaction.
The αN0 parameters obtained from above model are summarized in table 4.1
below: We find a rather filling factor independent exchange constant with an
average of αN0 = 186(22) meV, deviating by only 15% from 220 meV, the value
measured for electrons in Cd1−xMnxTe [1]. This deviation is crucially linked to
the 10% uncertainty in determining xeff . In the particular case of ν = 5/3 we note
that the gap ∆5/3 closes at the same magnetic field (B = 11.3 T) as the Zeeman
splitting vanishes due to a crossing of the 0↑ and 0↓ CF-LLs (see fig. 4.12). This
level crossing is expected to occur at B = 13.6 T in case of αN0 = 220 meV. A
10% uncertainty in the Mn concentration largely accounts for this difference and
also for the deviation of αN0 from the value of electrons.
Activation gaps are overestimated by our model by a factor of roughly 2 − 3
in case of ν = 5/3 and 4/3 and by about 30 − 40 times in case of ν = 7/5
and 8/5, respectively3. In general, gaps are overestimated in theoretical models
when disorder effects, Landau level mixing and the finite thickness correction
are neglected. Assuming the impact of those effects on CdTe to be similar to
GaAs, we may explain the differences between model and experiment: The finite
thickness correction is especially important in the case of wide systems, such as
our QW of width w = 30 nm. Strong corrections arise in GaAs if w/lB > 1,
where lB =
√
~/eB⊥ is the magnetic length. Hence, we expect a gap reduction
by at least a factor of two [121,122] as for the density of our sample w/lB ≈ 4. In
addition to this, disorder has been shown to diminish gaps in GaAs even more
drastically [123], with the mobility of our sample suggesting a nearly ten-fold
decrease. Finally, Landau level mixing effects reduce gaps by at least 10% in
3As a consequence of the strong overestimation of the energy gaps ∆ν , this simple approach
cannot account for the correct CF masses.
73
4 Fractional Quantum Hall Effect in CdTe and CdMnTe
Figure 4.12: Measured (top panels) and calculated (middle panels) activation energy gaps ∆ν
as function of total magnetic field B. Corresponding tilt angles θ are given on the top axes. The
modeled gaps are estimated from the CF-LL schemes (lowermost panels) which are adjusted to
fit the extreme points of the experimental data (indicated by dashed vertical lines). Here, the
gaps (gray shaded regions) are defined by the CF-LLs lying closest to the Fermi energy ECFF
(dotted line), as exemplified for the ν = 5/3 state. Circled data points refer to pure CF cyclotron
gaps ∆ν,cycl (see text for details). Sample F2, after illumination.
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Figure 4.13: CF cyclotron gaps ∆ν,cycl (red symbols) as function of effective magnetic field Beff
in sample F2 around ν = 3/2. Gaps are linear in Beff with an intercept of roughly −0.9 K at
Beff = 0 T; this value reflects the CF-LL broadening. The CF masses mCF (blue symbols)
derived from these experimental gap values drastically increase as the filling factor approaches
ν = 3/2. The dashed blue lines show the expected mass increase. Error bars are either indicated
or are of the size of the symbols.
GaAs [124]. Another effect caused by the finite QW width (neglected in our model)
is the gap suppression as the filling factor approaches ν = 3/2 [125], i.e. the
experimentally observed smaller activation gaps of the fifths fractions compared
to the thirds.
Despite all the limitations of our model, the qualitative knowledge of the CF-LL
fan charts allows us to yield a quantitatively accurate description of the CF masses.
We may use the fan charts to extract the pure CF cyclotron gaps ∆ν,cycl at filling
factor ν from the ∆ν(B) plots (see highlighted data points in fig. 4.12). According
to eq. 4.24 the cyclotron contribution to the CF gap is given by
∆ν,cycl = ~ωCFc =
~e
Cνm0
√
B⊥
3(B⊥ −B3/2). (4.25)
In fig. 4.13 we plot the so determined ∆ν,cycl values as a function of CF effective
field Beff . As expected, the cyclotron gaps are linear in Beff with a negative
intercept at ν = 3/2, suggesting a CF-LL broadening of Γ′ = 0.9(2) K [126].
This value is in reasonable agreement with Γ = ~/2τq = 1.3(1) K extracted
from low-field Shubnikov-de Haas oscillations. A plot similar to fig. 4.13 was
already proposed in an investigation of high mobility GaAs systems. In their work,
Du et al. [126] showed that the slope of ∆ν,cycl(Beff ) increases with increasing
mobility; the rather ‘flat’ characteristics of the cyclotron gaps in our sample
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Table 4.1: Experimental s-d exchange constants αN0 and CF masses mCF for various FQH
states of sample F2 in the vicinity of ν = 3/2. The CF filling factor is denoted by νCF and
the bare electron mass by m0. Errors are estimated from the uncertainties in determining the
extreme points in the experimental data.
ν νCF αN0 mCF
(meV) (m0
√
B⊥)
5/3 1 184(8) 1.67(24)
8/5 2 160(7) 3.96(14)
7/5 3 194(6) 7.05(135)
4/3 2 202(4) 1.06(5)
can thus be attributed to disorder. From the slopes we may estimate a filling
factor independent CF mass of m˜CF = 2.4 m0 for our sample, about one order of
magnitude larger than the electron mass in CdTe (m∗ = 0.1m0). Slightly lower
filling factor independent CF masses have been reported for high-quality GaAs
samples with mobilities exceeding 6 · 106 cm2/Vs [126].
Besides this, the knowledge of the cyclotron gaps ∆ν,cycl allows us to directly
determine a realistic CF mass mCF = Cνm0
√
B⊥ for each filling factor from
eq. 4.25 (see table 4.1). The Cν parameters are plotted in fig. 4.13, revealing the
expected mass increase as the filling factor approaches ν = 3/2. This behavior is
in accordance with previous experiments on GaAs [55].
Chapter Summary
Our results demonstrate the emergence of the FQHE in a semimagnetic CdMnTe
QW structure. Although the presence of magnetic impurities in a 2DES is
associated with strong s-d exchange interaction, it is evidently no obstacle to the
formation of FQH sates. We perform activation energy measurements in tilted
magnetic fields around filling factor ν = 3/2 in order to assess the angular evolution
of energy gaps at fractional fillings 5/3, 8/5, 7/5 and 4/3. In our DMS sample,
the angular gap evolution is found to be strongly governed by s-d exchange which
we capture within an extended CF model. Relevant parameters, i.e. CF masses,
exchange constants and the CF g-factor, are in a good agreement with previous
experiments on GaAs and Si if considering the material characteristics and the
quality of the sample. The reason why the ν = 5/2 state (n = 1 LL) remains
absent down to the lowest temperatures of T = 18 mK in our specimen (see
fig. 4.6) still remains an open question. It might primarily be attributed to an
insufficient sample quality, although we clearly observe ρxx minima at ν = 7/3
and 8/3. Those two states are always present along with ν = 5/2 in GaAs. In this
context the absence of ν = 5/2 is even more surprising since the state is expected
to be stabilized in case of wide QWs, such as the one of the studied sample.
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A central issue concerning the investigation of the FQHE is the spin polarization
of the FQH ground states, usually strongly influenced by the external magnetic
field [52, 110]. Since its discovery quite exactly 30 years ago the FQHE has
typically been studied in GaAs-based systems where due to the small Zeeman
energy EZ several fractional ground states are spin unpolarized. Increasing EZ
then typically induces changes in their spin polarization and consequently results
in angular dependent energy gaps. As we demonstrate in experiment, the situation
however is different in case of the II-VI compound semiconductor CdTe: Transport
experiments at mK temperatures reveal no significant changes of the energy gaps
of the ν = 5/3 and 4/3 states as the Zeeman energy is increased by tilting the
sample. Such behavior is indeed expected for spin-polarized ground states where
the lowest energy excitation does not involve a spin-flip and is a direct consequence
of the about 4 times larger g-factor of CdTe compared to GaAs.
Despite its emergence in several non-magnetic materials (including GaAs, CdTe,
graphene and others), the FQHE has never been observed in any diluted magnetic
semiconductor. This raised the question whether the formation of FQH states
might be inhibited by the presence of magnetic impurities. Our experiments
however rule out such scenario, as they clearly reveal the emergence of FQH
states in a semimagnetic CdMnTe QW device at filling factors ν = 5/3, 8/5,
7/5 and 4/3. We prove that s-d exchange interaction - brought about by the
incorporated manganese ions - strongly influences the evolution of activation
energy gaps when EZ is changed by tilting the sample. Cd1−xMnxTe presents a
perfect system for the investigation of spin-related effects in the FQHE regime
since s-d exchange offers the possibility to tune the Zeeman splitting to zero at
nearly any desired magnetic field value (via changing the in-plane field or the
manganese content of the sample). The tunability of EZ might for instance help
to answer the outstanding question whether the ν = 5/2 state (possibly emerging
in Cd1−xMnxTe with increasing sample quality) could form skyrmions4 or spin
topological defects at EZ = 0 meV. Even though the 5/2 state has been proven to
be fully spin-polarized [40,41], some optical experiments suggest its depolarization
by skyrmion formation or spin topological defects at vanishing EZ [39, 40,127].
4A skyrmion is a coherent charge and spin excitation that is spread over two energy levels. It
comprises a spin texture that rotates several spins simultaneously and carries an electric
charge of ±e/m at filling factor ν = 1/m.
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Besides high mobilities - necessary for the observation of the fractional Quantum
Hall effect - the CdMnTe systems with its giant spin splitting of up to several meV
offers the possibility to explore magnetotransport in yet another novel regime:
Electrons under the influence of an artificial spin superstructure (helical spin
polarization). In analogy to experiments on magnetically driven commensurability
effects, an array of pre-magnetized ferromagnetic stripes (dysprosium or iron)
on the sample surface is utilized to induce a spatially varying magnetic field in
the underlying 2DES. As a consequence of the huge CdMnTe Zeeman splitting
even the small stray field amplitude of such stripe grating is sufficient to give
rise to a significant (spatially oscillating) spin polarization of the electrons, thus
constituting a spin superstructure.
As will be discussed in detail below, the formation of such a helical spin polarization
allows to control spin transmission through the sample (i.e. its resistance) by an
external magnetic field. The studied devices therefore represent an alternative
way to realize spin transistor action, distinct from the approach by Datta and
Das [128].
5.1 Initial Considerations
The schematic sample design employed in the following investigations is displayed
in fig. 5.1: A grating of pre-magnetized ferromagnetic stripes on the sample
surface, patterned to periods a ranging from 0.5 µm to 8 µm. Their fabrication
has already been discussed in chapter 3.1.3. The 75 nm thick stripes are made of
either dysprosium or iron and provide an approximately helical stray field Bs in
the plane of the electrons (see fig. 5.2). Its inplane (Bs,x) and out-of-plane (Bs,z)
components are phase shifted by pi/2 and in a first approximation they are of
sinusoidal shape with a field strength of about 50 mT in the case of Dy stripes
(details are to be discussed later). In order to translate this helical magnetic field
texture into the desired spin superstructure, a semiconductor with huge Zeeman
splitting is required. We therefore have chosen CdMnTe-based QWs, exhibiting
an exchange-enhanced spin splitting of several meV at low temperatures and low
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Figure 5.1: Schematic layout of the specimens under investigation. A grating of pre-magnetized
ferromagnetic stripes of period a on the sample surface gives rise to a stray field in the underlying
2DES at depth d. The magnetization direction of the stripes is indicated by red arrows. If a
semiconductor with giant Zeeman splitting EZ is chosen (e.g. CdMnTe), the stray field directly
induces a spatially oscillating spin polarization. Note the close analogy to experiments on
commensurability effects.
(a) (b)
Figure 5.2: (a) Idealized magnetic stray field components Bs,x and Bs,z of a Dy stripe grating
of 1 micron period in the plane of the 2D electron gas at a distance of 100 nm below the surface.
The position of the stripes and their magnetization is indicated. (b) The helical shape of the
stray field becomes apparent when plotted in the Bs,x-Bs,z plane.
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Figure 5.3: Schematic view of the experimental situation in the absence of an external magnetic
field. Due to the giant Zeeman splitting of CdMnTe electron spins in the 2DES (spheres with
arrows) are aligned by the stray field Bs of the stripes and a spin helix forms.
magnetic fields (see fig. 2.9). The stray field induced spin polarization p is given
by
p =
n↑ − n↓
n↑ + n↓
=
EZ
2EF − EZ ≈
EZ
2EF
, (5.1)
where
n↑ = EF
D(E)
2
and n↓ = (EF − EZ) D(E)
2
(5.2)
is the number of spin-up and -down electrons in the CdMnTe conduction band,
respectively. EF denotes the Fermi energy, EZ the spin splitting and D(E) the
density of states. The relation 2EF  EZ allows to simplify the above equation.
For the samples under investigation (see appendix and tab. 5.1) the Zeeman
splitting is estimated from the beating pattern of the SdH oscillations at low fields
(see sec. 4.2.1) to 1 meV in the case of 50 mT stray field and a temperature of
25 mK. Hence, EZ is the largest spin-dependent energy scale in our structures, as
Rashba and Dresselhaus spin-orbit splittings are more than one order of magnitude
smaller (about 100 µeV). The Fermi energy on the other hand is simply given by
the carrier density and is about 10 meV in our case. Consequently, in the presence
of giant Zeeman coupling and the absence of an external field the grating’s (helical)
stray field induces a helical pattern of spin polarization (spin helix) in the 2DES
(see fig. 5.3). Its magnitude ranges between 8% and 15%, dependent on the exact
carrier density (here ns = 2.77 · 1015 m−2 to 4.99 · 1015 m−2). Since an increasing
temperature drastically lowers the Zeeman splitting in CdMnTe (see fig. 2.9b)
the spin polarization is expected to vanish rapidly upon heating the sample to
temperatures above 1 K.
In experiments dysprosium is typically chosen as stripe material for two reasons:
First, due to its high (bulk) saturation magnetization Ms = 2.92 · 106 A/m (com-
pare to Ms = 1.74 · 106 A/m of iron) and the hence enhanced stray field. Second,
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Figure 5.4: SQUID magnetometry of a 75 nm thick film of dysprosium at T = 4 K; the magnetic
field B is applied inplane. The film features a remanent magnetization of MR = 0.7 · 106 A/m
and a coercive field Bcoe = 1.2 T. Magnetization saturation at Ms = 1.4 · 106 A/m occurs at
fields higher than 6 T. The inset sketches the experimental situation.
because of its large coercive field of about 0.5−1 T [129] which allows to choose the
stripes’ remanent magnetization direction via pre-magnetization in a sufficiently
large external magnetic field. The low Curie temperature of Tc = 88.3 K of
dysprosium is no limitation for this work, since all experiments are performed at
cryogenic temperatures. Results obtained on iron gratings will be reviewed in
section 5.4.
The magnetization of the Dy stripes is estimated from SQUID1 magnetometry
studies performed in the group of Christian Back in Regensburg. For this purpose
75 nm thick films of dysprosium are deposited on CdTe substrates. Their mag-
netization is recorded at 4 K temperature as a function of an external magnetic
field which is applied in the plane of the film. As revealed by the hysteresis trace
shown in fig. 5.4, the magnetization saturates at Ms = 1.4 · 106 A/m for fields
exceeding 6 T. Thus, in magnetotransport experiments the stripe gratings will
be pre-magnetized at a field of 8 T. The SQUID results further yield a remanent
magnetization of the films of MR = 0.7 · 106 A/m and a coercive field Bcoe of
about 1 T. We consider both to be equal to the remanent magnetization and
the coercive field of the Dy stripe arrays, respectively. Future experiments will
address the question why the saturation magnetization of the Dy films deviates
from the bulk value by about a factor of two.
Micromagnetic simulations are subsequently employed to calculate the stray field
of the pre-magnetized stripes. For this purpose the latter are spatially discretized
1SQUID: Superconducting Quantum Interference Device.
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(a) (b)
Figure 5.5: (a) Computed stray field texture of 75 nm thick Dy stripes of period a = 1 µm
as present in a 2DES 100 nm below the surface; the stripes are magnetized perpendicular to
the sample plane. Inset: For numerical calculations the stripes are discretized into small cubes,
each carrying a magnetic dipole moment ~m. A dipole at position ~r contributes to the total
stray field according to the dipole formula 5.3. (b) Computed stray field profiles plotted in the
Bs,x-Bs,z plane. Upon larger modulation period they increasingly deviate from helical shape.
into small cubes of volume V , each carrying a magnetic dipole moment m = MR V ,
where MR is the remanent magnetization of the stripe array. In the plane of
the 2DES the total stray field is given by the stray field contribution of every
single cube. These individual contributions are computed within the framework
of the magnetic dipole approximation, assuming stripes that extend to infinity in
y direction and display a perfectly homogeneous magnetization perpendicular to
the 2DES (see fig. 5.1). This idealized picture is sufficient to correctly explain
the experiments. According to simple electrodynamics the stray field far from a
magnetic dipole is in first order given by [130]
Bα =
µ0
4pi
1
r5
[
3xα
3∑
β=1
mβxβ − r2mα
]
. (5.3)
Here, xα denotes one space coordinate of the dipole (α = 1, 2, 3), mα the component
of the dipole moment in xα direction and r =
√
x21 + x
2
2 + x
2
3 the distance to the
dipole (see inset of fig. 5.5a). The stray field of an isolated dipole hence decreases
as r−3, while in case of an infinite line-element (i.e. an idealized stripe) it can
be shown to decay as r−2. In the studied devices the distance r is mainly given
by the cap thickness of the QW structure. Some realistic stray field textures are
depicted in fig 5.5 for the case of a 2DES 100 nm below the surface. The field
amplitude in the electron gas sheet is of about 50 mT, its shape deviates more
and more from a helix as the modulation period a is increased.
The helical spin polarization is expected to affect magnetotransport in the limit of
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low external fields where the grating stays magnetized - i.e. the external field does
not exceed the stripes’ coercive field. At higher fields however the modulating
stray field only is a perturbation to the larger homogeneous external field. In this
regime magnetic commensurability oscillations (COs) are expected, if the electron
mean free path satisfies the relation lmfp > a. The samples under investigation
exhibit mean free paths of 0.47 to 1.39 µm, consequently (weakly developed) COs
can be observed in case of the shortest modulation periods only (see sec. 5.2).
Chapter Summary
CdMnTe QW structures subjected to a magnetic modulation potential are ex-
pected to reveal new low-field magnetoresistance effects. As a consequence of the
giant Zeeman coupling present in this material system, the helical stray field of
a ferromagnetic stripe pattern on the sample surface transforms into a helical
pattern of spin polarization (spin helix). The latter is sufficiently large only at
mK temperatures and decreases rapidly when heating the system. Magnetore-
sistance anomalies caused by such spin superstructure should therefore display
a temperature dependence which follows the T -dependence of the giant spin
splitting of CdMnTe. In a nutshell, the observability of spin superstructure effects
is crucially linked to the magnitude of the induced spin polarization. It may either
be enhanced by a lower carrier density or a higher electron g-factor (via lower
temperature, higher manganese concentration or larger stray field).
5.2 Evidence of Spin Transistor Action
In recent years much of the research in the field of spin electronics has been
motivated by attempts to realize the seminal Datta-Das spin transistor [128], as
sketched in fig. 5.6. It is based on the idea of spin injection from a ferromagnetic
contact into a narrow channel of a 2D electron gas. In case of the semiconductor
featuring a strong spin-orbit coupling the typically present structure inversion
asymmetry2 gives rise to an intrinsic electric field Ez in z direction. In the moving
electron’s frame of reference Ez transforms into a magnetic field BR,y in y direction,
the so called Rashba field. Since the source contact is magnetized along the x axis,
charge carriers are injected with a spin polarization along the very same direction.
They consequently start to precess under the influence of the Rashba field. When
transport is ballistic the channel resistance depends on the relative orientation of
the spin at the drain contact with respect to its magnetization; it is lowest in the
parallel case. The gate voltage VG allows to tune the magnitude of Ez which - via
the Rashba field BR,y - alters the spin-precession rate. Consequently, the channel
2Caused by an intrinsic asymmetry of the heterostructure, e.g. due to single-sided doping of a
QW or applying a gate voltage.
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Figure 5.6: Datta-Das spin transistor. Spins are injected from the ferromagnetic source into
a two-dimensional conducting channel; the magnetization of source and drain is indicated by
yellow arrows. Under the influence of a gate-controlled spin-orbit field pointing in y direction
spins precess into ‘on’ or ‘off’ orientations. The channel conductance is low, whenever a spin at
the drain contact is antiparallel to its magnetization direction. Adopted from ref. [131].
conductance of the Datta-Das transistor is expected to oscillate periodically as
a function of increasing gate voltage. Even though such spin manipulation in a
spin-orbit field has been demonstrated in a non-local measurement [132], signal
levels remain small due to issues in spin injection efficiency and limited spin
lifetime.
Both, this and the next chapter pursue the following objective: They on the one
hand provide experimental evidence that the presence of a helical spin polarization
does indeed affect low-field magnetotransport, i.e. by the emergence of two distinct
resistance peaks at specific field values BC,±. On the other hand they introduce a
theoretical model which links the observed resistance peaks to a magnetic field
induced transition from the regime of adiabatic to diabatic spin transport. As
will be discussed below, our studies therefore present an alternative approach to
achieve spin transistor action, namely by tuning the device resistance via the
regulation of adiabaticity of spin transport. Our concept strongly differs from the
one proposed by Datta and Das in 1990.
5.2.1 Setup and First Experiments
We demonstrate the validity of our spin transistor concept in a CdMnTe QW struc-
ture where spins are transported in a spatially periodic magnetic field due to
pre-magnetized ferromagnetic stripes on top of the device. As will be shown,
adiabaticity of spin transport is controlled with an external homogeneous magnetic
field. Similar to the original Datta-Das concept we measure the source-drain
resistance which in our case is modulated by changes in the spin transmission.
However, no ferromagnets are used to inject spin, instead spin polarization in
the 2DES is induced by the giant Zeeman splitting of the chosen semiconductor
material. The emerging helical spin polarization is maintained by keeping spin
transport in the adiabatic regime. In the moving electron’s frame of reference this
means that the magnetic stray field rotates slowly on the time scale defined by
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Figure 5.7: Electron micrograph of a
spin transistor prototype: A Hallbar seg-
ment, covered with dysprosium stripes
(green) of period a = 2 µm. Current is
fed from source to drain, the potential
probes measure the longitudinal voltage
drop V = ρxxI. Inset: Orientations of
external magnetic field B and magnetic
moments of the pre-magnetized stripes
as defined by the tilt angle θ. At suffi-
ciently large values of B the magnetic
moments are always aligned along the
field direction.
Larmor precession (with Larmor frequency ωL = geff µBBs/~) and electron spin
therefore aligns with the local field. In our samples geff ≈ 350 at T = 25 mK and
for a stray field amplitude of 50 mT. Details on adiabatic spin transport are to be
discussed in section 5.3.
The experimental setup is displayed in fig. 5.7: A simple Hallbar geometry is used
to explore the magnetotransport coefficients. All measurements are performed on
samples covered with dysprosium stripes and follow the same scheme: At first the
stripes are pre-magnetized in a field of 8 T, either perpendicular to the electron
gas sheet or tilted in the x-z plane to an angle θ away from the sample plane
normal (see inset of fig. 5.7 and fig. 2.2a). Afterwards the magnetic field B is
swept from +8 T to −3 T and data is recorded while keeping the tilt angle θ
unchanged. All experiments are conducted at angle θ = 0◦, except when noted.
Relevant sample parameters are summarized in table 5.1 below.
In the presence of a helical stray field the longitudinal resistance ρxx in the low-field
limit features distinct peaks at about BC,± ≈ ±50 mT. This is depicted in fig. 5.8
(blue trace) for one of the studied devices, sample A with a = 2 µm and the 2DES
located 85 nm below the surface. In contrast, the peaks do not appear in the
magnetically unmodulated reference structure where the helical spin polarization
is absent (black trace). The beating pattern emerging at fields |B| > BC,± allows
to estimate the manganese concentration in the QW of sample A to x = 0.55%
(for details refer to sec. 4.2.1).
Sample A further reveals (fig. 5.9) that a reduction of the modulation period from
2 µm to 0.5 µm results in a rather unchanged low-field texture of the longitudinal
resistance ρxx (black trace, T = 25 mK). The observation of spin helix induced
resistance peaks in modulated CdMnTe samples hence is not limited to a specific
stripe period. However, the resistance peaks at BC,± ≈ ±50 mT are found to be
less distinct in the case of a = 0.5 µm, namely due to superposition of another
effect: the positive magnetoresistance associated with magnetic commensurability
oscillations (COs). Their regime is entered as a stripe period of 0.5 µm already is
shorter than sample A mean free path (lmfp = 1.39 µm). In fact, weakly developed
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Figure 5.8: Low-field longitudinal magnetoresistance of sample A in the absence (black trace)
and presence of a helical stray field (blue trace, shifted for clarity). Sample tilt angle θ = 0◦
and temperature T = 25 mK. Distinct resistance peaks only emerge in the case of magnetic
modulation at fields BC,± ≈ ±50 mT (filled triangles). A distinct beating pattern with nodes
(open triangles) emerges at higher magnetic fields |B| > BC,± due to the presence of manganese
in the quantum well.
COs are observed, quite well coinciding with the magnetic flatband condition
(eq. 2.36)
2Rc =
(
λ+
1
4
)
a, with λ = 1, 2, 3, . . . . (5.4)
In addition, the manganese beating pattern quenches the amplitude of the SdH os-
cillations at several other field values, thus leading to a rather complex pattern
of local ρxx minima in the case of T = 25 mK. However, above effects can be
separated by their temperature dependence: The beating pattern is found to wash
out upon increasing T [59], as well as the spin helix induced resistance peaks which
are strongly attenuated at temperatures higher than 300 mK (see fig. 5.13 and
discussion later in this text). Due to their orbital nature, commensurability effects
sustain temperatures of up to 40 K [65] on the contrary. They therefore dominate
low-field magnetotransport at already 1 K (see fig. 5.9, red trace), the highest
temperature achievable in the dilution refrigerator employed in these studies. Since
the positive magnetoresistance around B = 0 T exhibits nearly no temperature
dependence we can conclude that it mainly originates from commensurability
effects. In the low T limit it is superimposed by spin helix induced resistance
peaks which - rather than causing distinct features - only slightly modify the
shape of the magnetoresistance. Despite the fact that commensurability effects
mask the spin helix induced resistance peaks in the limit lmfp > a we benefit from
their occurrence for the following reasons:
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Figure 5.9: Temperature dependence of longitudinal resistance ρxx of sample A with 0.5 µm
modulation period at θ = 0◦ (red trace shifted for clarity). Due to the long electron mean
free path of 1.39 µm weak commensurability oscillations are observed: Filled/open diamonds
indicate the magnetic/electric flatband condition, thick solid lines are guides to the eye. The
SdH beating pattern (blue shaded) is superimposed on the COs and quenches the amplitude of
the ρxx oscillations at specific positions (open triangles). The positive magnetoresistance around
zero field shows merely no temperature dependence and thus is related to commensurability
effects. Its saturation value of about 55 mT (filled triangles) allows to estimate the strength of
the stray field z component. At T = 25 mK the magnetoresistance is superimposed by the spin
helix induced resistance peaks which only cause a slight shape modification.
Figure 5.10: Calculated stray field texture of 0.5 µm period dysprosium stripes in the plane of
sample A 2DES, 85 nm below the surface. The black trace represents the helical approximation
of the stray field with 55 mT amplitude, as estimated from the saturation of the positive
magnetoresistance at 1 K (see fig. 5.9).
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• Since at high temperatures merely commensurability effects prevail, we
can estimate the stray field strength from the saturation of the positive
magnetoresistance around B = 0 T. The 1 K data reveal a saturation value
of B˜ = 55 mT which according to the theory of COs equals the out-of-
plane stray field component Bs,z. This value deviates by only 8% from the
one obtained by micromagnetic simulations for the case of sample A and
0.5 µm period dysprosium stripes (see fig. 5.10).
• The assumption that the positive magnetoresistance in fig. 5.9 purely is
caused by electrostatic effects gives an upper bound of the electric modulation
amplitude V0, as discussed in chapter 2.4.2:
V0 =
B˜eavF
2pi
= 0.82 meV, (5.5)
where vF = ~
√
2pins/m
∗ is the Fermi velocity. V0 certainly is by far over-
estimated, but even this value satisfies the condition of weak electrostatic
modulation, V0  EF , with EF = 10 meV for sample A.
• The good coincidence of magnetic flatband condition and low-field ρxx min-
ima is an additional hint that electrostatic effects play a minor role in the
samples. The minima would otherwise be shifted closer towards the elec-
tric flatband positions. Electrostatic effects could either be strain induced
(different thermal expansion coefficients) or result from the illumination of
the sample (see below) since the stripe grating acts as a shadow mask. The
persistent photoeffect in CdTe [133] could in principle turn these spatially
periodic illuminated regions into an electrostatic modulation potential.
In order to avoid a mixing of effects stemming from the helical spin polarization
with the commensurability related positive magnetoresistance we will from now
on study samples which satisfy the condition a ≥ lmfp .
Prior to transport experiments the specimens are typically illuminated using a
yellow LED as this drastically enhances sample quality - mainly via an increase
of quantum lifetime τq (see discussion in sec. 4.1). However, illumination is not
a prerequisite for the observation of the resistance peaks as shown in fig. 5.11
which compares the longitudinal resistance of sample D (furnished with 0.5 µm
period dysprosium stripes) before and after illumination. The spin helix induced
resistance peaks are strongest pronounced in pre-illumination data (peak height
about a factor 2.5 larger) which can be attributed to a higher carrier density and
thus lower spin polarization after illumination.
5.2.2 Towards a Spin Transistor
As was already implied by above discussions, the emergence of the resistance
peaks at BC,± is independent of the detailed wafer structure as well as of the
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Figure 5.11: Longitudinal resistance ρxx of sample D before and after illumination. The
modulation period a is 0.5 µm, T = 25 mK and θ = 0◦. Prior to illumination the spin helix
induced resistance peaks (filled triangles) are strongest pronounced (roughly 10 Ω peak height).
Traces are not shifted with respect to each other, but illumination leads to higher mobilities
and hence reduced overall resistances.
modulation period - at least within the investigated ranges. The studied devices
(listed in tab. 5.1) differ essentially in QW thickness, carrier density ns, electron
mobility µ and Mn concentration x, but qualitatively show the same features.
This is summarized in fig. 5.12 depicting the low-field magnetoresistance ρxx
of samples B and C for selected modulation periods. Apart from a small dip
near B = 0 T, which is reminiscent of weak anti-localization (black traces),
the reference samples do again not show any notable features at low magnetic
fields. The resistance peaks are found to be most pronounced in sample C (as a
consequence of its low carrier density - see discussion in the next chapter) and for
a stripe period of a = 1 µm. We will therefore exemplify the properties of spin
Table 5.1: Details on the studied heterostructures. Here, d denotes the distance between
2DEG and sample surface and x the manganese concentration. The values of carrier density ns,
electron mobility µ and electron mean free path lmfp are obtained after illuminating the sample.
Manganese is incorporated into sample A, B and D QWs by the digital alloy technique [79]
while sample C QW features a homogeneous manganese distribution.
sample wafer no. QW spacer d x ns µ lmfp
(nm) (nm) (nm) (%) (1011 cm−2) (105 cm2/Vs) (µm)
A 013108A 20 20 85 0.55 4.18 1.30 1.39
B 030607A 10 15 75 1.1 4.99 0.40 0.47
C 020508A 30 30 100 1.0 2.77 0.75 0.65
D 092106A 10 15 98 0.70 4.55 0.43 0.47
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Figure 5.12: Longitudinal resistances of samples B and C in the absence (black traces) and
presence (colored traces, shifted for clarity) of a helical spin polarization. Sample tilt angle
θ = 0◦ and temperature T = 25 mK. Filled triangles indicate the resistance peaks at BC,±.
helix induced resistance peaks mainly by considering sample C.
In order to substantiate the claim that the observed low-field resistance peaks are
related to the formation of a helical spin polarization, we carried out additional
experiments which are summarized in figs. 5.13 and 5.14 for sample C. The other
samples showed very similar behavior. The resistance peaks in the magnetically
modulated samples vanish rapidly with increasing temperature (fig. 5.13) and
they are no longer recognizable above 1 K. This is in line with the expected
temperature dependence of the spin polarization of CdMnTe since the dominant
s-d exchange part in the g-factor contributes significantly only at low temperatures
(see eq. 2.35 and fig. 2.9b). Again, magnetic commensurability effects can on
the one hand be excluded because of the large modulation period and on the
other hand since they sustain much higher temperatures [65] due to their orbital
nature. The temperature dependence of the peaks hence confirms a spin-related
effect. In addition, measurements in tilted magnetic fields allow to prove the
relation between stray field and spin helix. Since the actual stray field profile
of the magnetized stripes is anisotropic and deviates from helical shape in the
plane of the 2DES (see figs. 5.5 and 5.10) the resistance peak positions should
depend on the angle of stripe magnetization. In fact, tilting the sample alters the
strength of both stray field components Bs,x and Bs,z, resulting in a modified field
texture. This anisotropy is indeed observed in experiments (fig. 5.14) where we
measure the magnetoresistance at magnetic fields which are tilted to an angle θ
with respect to the 2DEG plane in the direction of the x axis. With increasing tilt
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Figure 5.13: Longitudinal magnetoresistance traces collected on sample C at different temper-
atures T . The spin helix induced resistance peaks (filled triangles) only emerge at the lowest
temperatures and hence indicate a spin related effect. Period length a = 1 µm and θ = 0◦. The
curves are shifted for clarity, except the black one. Sample inhomogeneities are likely to cause
the asymmetry between left and right peaks.
Figure 5.14: Longitudinal resistance of sample C for various tilt angles θ at T = 25 mK and
period a = 1 µm. The angular shift of the peaks (filled triangles) reflects the anisotropy of the
realistic stray field texture of the ferromagnetic stripes. Curves are shifted for clarity, except
the black one.
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angle the position of the spin helix induced peaks shifts non-monotonously first
towards larger BC,± values and finally back for still higher θ. This gives additional
evidence that the low-field resistance peaks are related to the formation of a (in
first approximation) helical spin polarization.
Chapter Summary
A CdMnTe-based 2DES features pronounced peaks in the low-field longitudinal
magnetoresistance at distinct values BC,± ≈ ±50 mT, when subjected to an
unidirectional magnetic modulation. The expected formation of a helical pattern of
spin polarization (spin helix) is indeed confirmed by experiment: On the one hand
the temperature dependence of the resistance peaks - namely a strong attenuation
above 300 mK - is in agreement with the T -scaling of the spin polarization which
is governed by the exchange-enhanced CdMnTe Zeeman splitting. On the other
hand the peak positions shift upon tilting the stripes’ magnetization away from the
sample plane normal. This modifies the texture of the stray field in the electron
gas sheet and hence the exact spin polarization pattern. Both observations confirm
that the resistance peaks at BC,± are a spin related effect. They are found to
be independent of heterostructure details as well as modulation period (at least
within the range between 0.5 µm and 8 µm).
Our setup, which consists of only a high-mobility 2DES with giant Zeeman
splitting and a grating of ferromagnetic stripes, hence allows to tune the device
resistance via an external magnetic field. In the upcoming chapter we will prove
that these resistance peaks are caused by a magnetic field induced backscattering
of spin-polarized states.
5.3 Blocking of Spin Transmission
In the following we present an approach to realize an efficient spin transistor design
by utilizing adiabatic spin propagation to protect spin information and tunable
diabatic Landau-Zener transitions between spin eigenstates for spin transmission
control (see fig. 5.15). According to the adiabatic theorem of quantum mechanics
(refer to the next section for a brief introduction) a spin which initially is in an
eigenstate will remain in its instantaneous eigenstate during transport if external
perturbations act on it slowly. In our case this means that in the adiabatic regime
a spin is continuously rotated by the helical stray field. Hence, spin information is
protected against decay, allowing spin to propagate over typical device distances.
For rapidly changing perturbations however, spin cannot adapt its configuration
and the latter becomes a superposition of eigenstates instead. Diabatic Landau-
Zener transitions between the spin eigenstates are hence caused, which can be
used to selectively backscatter spin-polarized charge carriers. This gives rise to
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Figure 5.15: Spin transistor action via tunable diabatic transitions in a system of two orthogonal
spin eigenstates e1 and e2 with energy separation Λ at the closest approach. A spin which is
transported along the coordinate R through the system starting from e1, will remain in this
instantaneous eigenstate if evolution (here rotation of eigenstate spin orientation) is slow in
the reference frame of the spin (small dR/dt). In a fast evolution (large dR/dt) spin cannot
adapt to the changing environment, leading to a diabatic evolution (red arrows) corresponding
to a Landau-Zener transition to e2. The e2 state lies above the Fermi energy EF which causes
wave function decay and spin backscattering. Spin transistor action involves either tuning Λ or
dR/dt.
transistor action, based on the control of the degree of transport adiabaticity
rather than on spin precession in a gate-controlled spin-orbit field.
5.3.1 The Adiabatic Theorem of Quantum Mechanics
Since adiabatic spin transport and diabatic Landau-Zener transitions are the
key operation principles of the studied devices, these concepts shall briefly be
introduced. The adiabatic theorem of Quantum Mechanics - proposed by Born
and Fock in 1928 [134] - may be stated as follows [135]:
A physical system remains in its instantaneous eigenstate if a given
perturbation is acting on it slowly enough.
To account for its consequences, let us consider a quantum mechanical system
which at time t = t0 is in an eigenstate ψ(x, t0) of the Hamiltonian H(t0). A
perturbation gradually changes this Hamiltonian into a new Hamiltonian H(t1) at
some later time t1 > t0 and the system reaches the final state ψ(x, t1). According
to the adiabatic theorem, the time scale τ = t1 − t0 on which the perturbation
acts on the system crucially affects the wave function ψ(x, t1), thus defining two
types of processes:
• Adiabatic process (τ →∞)
A quantum mechanical system which is subjected to a slowly varying
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Figure 5.16: Energy levels of a two-
level system subjected to an external
magnetic field (in arbitrary units). The
dashed lines represent the energy levels
at coupling V = 0 while the solid lines
are the eigenenergies of the perturbed
system at finite coupling. If initially
prepared in state |1〉 the system remains
in this state in an adiabatic passage, i.e.
follows the red trace.
perturbation will adapt its wave function, i.e. the process modifies the
probability density (|ψ(x, t0)|2 6= |ψ(x, t1)|2). A system which initially is in
an eigenstate of the Hamiltonian H(t0) will end up in the corresponding
eigenstate of the final Hamiltonian H(t1). If the system for instance is in
its ground state at time t = t0 it will remain in the (new) ground state
throughout the perturbation.
• Diabatic process (τ → 0)
In the event of a rapid perturbation there is no time for the system to adapt
its wave function and the latter consequently remains unchanged. Hence, the
probability density is unaffected (|ψ(x, t0)|2 = |ψ(x, t1)|2) and the final state
typically is a linear combination of eigenstates of the Hamiltonian H(t1).
A common example to illustrate diabatic vs. adiabatic processes is the avoided
energy level crossing in a two-level system. Such system can for instance be a
pair of Stark or Zeeman levels [136] which are linearly dependent on an external
(electric or magnetic) field and cross at some specific field value (dashed lines
in fig. 5.16). When they are coupled by an interaction V, the degeneracy at
the crossing point is broken and the levels repel each other. This is indicated
by the solid lines in fig. 5.16 which represent the eigenenergies of the perturbed
Hamiltonian. Let us now assume that the system initially is in state |1〉. The
probability P that it undergoes a transition to state |1′〉 (Landau-Zener transition)
when ramping up the magnetic (or electric) field is given by [136,137]
P = e−2piΓ, with Γ =
V2
~(dE/dt)
. (5.6)
Here, E = E1−E2 is the energy separation of the unperturbed levels (dashed lines)
which varies linearly with B and dE/dt = (dE/dB)(dB/dt) the slew rate. In the
limits V→ 0 or dB/dt→∞ the crossing is passed diabatically, i.e. P → 1, and
the system undergoes the transition to state |1′〉 (Landau-Zener transition). In
the opposite case of finite V and dB/dt→ 0 the system remains in an eigenstate
of the perturbed Hamiltonian throughout the process and follows the solid red
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Figure 5.17: Energy dispersion relation of the
CdMnTe conduction band for a spin polariza-
tion of about 30%. The dashed lines exemplify
a spin-compensated pair of states whereas the
red solid line shows a spin-polarized state with
its counterpart unoccupied above the Fermi
energy EF (blue solid line). Black lines are the
conduction band minima corresponding to each
spin orientation. The shaded regions indicate a
quasi-continuum of filled Landau levels at low
magnetic fields. EZ is the Zeeman splitting
and kx the wave vector in transport direction.
line (adiabatic passage, P → 0). Typically, the intermediate situation of neither
purely adiabatic nor diabatic behavior is the one observed in reality.
5.3.2 Ballistic Model
The spin transmission blocking in our devices can be intuitively explained within
a simple ballistic model: Due to the high mobility of the samples we may for the
moment assume that spin transport is ballistic on the length scale of the magnetic
modulation period a, i.e. lmfp  a. Figure 5.17 sketches the arrangement of the
Zeeman-split parabolic energy bands of CdMnTe as a function of wave vector kx
in transport direction x in the presence of a weak magnetic field. When the field
strength is of the order of 50 mT - equal to the stray field of the stripes - a
quasi-continuum of filled Landau levels exists in between the Fermi energy and
spin-up or -down conduction band minima. Right at the Fermi energy there is an
imbalance of up and down spins propagating through the channel as some spin
states exhibit unoccupied counterparts above EF . Exactly this case is shown in
fig. 5.17 for a pair of spin-polarized states: the upper state (solid blue line) is
unoccupied while the lower one (solid red line) is occupied and carries spin. The
reverse situation of a spin-compensated pair of states is indicated by the dashed
blue and red lines. Within this simple model we assume the stray field to be
purely helical
~Bs(x) = Bs sin
(
2pi
a
x
)
xˆ+Bs cos
(
2pi
a
x
)
zˆ. (5.7)
Here, Bs = 50 mT denotes the stray field amplitude, a the modulation period,
xˆ and zˆ the unit vectors in x and z direction, respectively. The total field Btot
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Figure 5.18: Total magnetic field acting on an electron (purple arrows, upper panels) and
Zeeman-split energy bands of a spin-polarized state (middle panels) with spin orientations
(arrows) in the adiabatic transport regime at γ = B/Bs = 1/2 (left) and in the diabatic regime
B = Bs (right) plotted for one magnetic modulation period. In the latter case the total magnetic
field reverses direction at the degeneracy point in the middle (cf. stars in fig 5.19). Due to
this discontinuous change in the magnetic field orientation a spin which has been transported
adiabatically up to this point ends up in the higher energy band above the Fermi energy. The
electron is backscattered from this Zeeman barrier and transport is consequently blocked. The
lowermost panels show the corresponding local Zeeman split energy bands.
seen by the electrons consequently is composed of the external magnetic field B
in z direction and the stray field and gives rise to a position dependent Zeeman
splitting
EZ(x) = ±1
2
geff µBBs
√
1 + γ2 + 2γ cos
(
2pi
a
x
)
. (5.8)
The parameter γ = B/Bs defines the ratio between external and stray field
strength, geff is the (giant) effective g-factor of CdMnTe and µB Bohr’s magneton.
Let us now study in detail what happens to a spin when transported from source
to drain contact. We therefore consider the spin-polarized pair of states already
known from fig. 5.17 (solid red/blue lines). For this pair (i.e. for a fixed ky)
the total magnetic field, Zeeman-split energy levels, spin directions and local
energy bands are depicted in fig. 5.18 for the two cases B = Bs/2 and B = Bs,
respectively. Due to the large Zeeman splitting the Larmor frequency
ωL =
geff µBBs
~
(5.9)
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Figure 5.19: Calculated magnetic
stray field components in the electron
gas sheet of sample C, created by 75 nm
thick Dy stripes of period a = 1 µm
(dashed and red line; also compare
to fig. 5.5a). An external homoge-
neous magnetic field can be tuned
to BC,+ to create a total magnetic
field Btot = BC,+ + Bs which vanishes
at certain positions (purple stars) and
reverses its direction in the vicinity of
these points. Spins cannot follow this
instantaneous field reversion but are
backreflected instead.
of electron spin is much higher than the frequency of stripe modulation in a ballistic
flight through the device, vF,x/a, where vF,x = ~kx/m∗ is the component of the
Fermi velocity parallel to the transport direction and m∗ the effective mass of CdTe.
The spin splitting of typically 1 meV at 50 mT stray field and 25 mK gives rise to
an effective g-factor geff ≈ 350 and consequently to a ratio of ωL a/vF,x ≈ 10 for a
stripe period of 1 µm. This keeps spin transport predominantly in the adiabatic
regime as expressed by the condition
Q =
ωLa
2pivF,x
> 1, (5.10)
where Q measures the degree of adiabaticity in ballistic systems [138]: The larger
the value of Q - the larger transport adiabaticity.
In the adiabatic regime and absence of spin-dependent scattering spins follow the
total magnetic field which rotates slowly as the electron propagates through the
system (see fig. 5.18, topmost left panel). Consequently, spin orientation depends
only on the position along the transport direction and not on the specific path spin
has taken3. At exactly B = 0 T a spin helix forms (see fig. 5.3) which even persists
at external fields B < Bs. On the contrary, in the case B = Bs a degeneracy point
in the energy bands emerges midway between adjacent stripes, corresponding to a
vanishing total magnetic field at exactly its position (see fig. 5.18, topmost right
panel and fig. 5.19). As the external field is applied in z direction it consequently
shifts the stray field z component. At exactly B = BC,± = ±Bs the total field
Btot = B + Bs is quenched at well defined positions giving rise to degeneracy
points in the energy bands. In the reference frame of the spin the direction of
the total magnetic field first rotates continuously as it approaches the degeneracy
point adiabatically but then the field suddenly reverses direction (see right panels
of fig. 5.18). This violates the conditions for adiabaticity since an instant 180◦ spin
3This is analogous to the mechanism which causes enhanced stability of the spin-orbit induced
persistent spin helix [139,140].
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rotation would be needed to stay on the lower band. A transition to the upper
Zeeman band hence occurs close to the degeneracy (Landau-Zener transition).
Here the spin is now antiparallel to the magnetic field, hence giving rise to a
tunneling barrier because the potential energy rises above EF . This leads to
a backreflection of carriers and spin transport is thus blocked which in turn
increases the resistance of the sample. This blocking mechanism is alternatively
illustrated by the lowermost panels of fig. 5.18 displaying the local energy bands of
a spin-polarized pair of states: In the adiabatic regime the red band is populated
with spins while the blue one lies above EF and is empty. This situation remains
unchanged on the entire path of the spin through the sample. However, in the
diabatic regime at B = Bs the Zeeman splitting locally vanishes and both spin
bands become degenerate. Since at this particular position a 180◦ flip is required
for the spin to stay on the (lower) red band it is instead transferred to the blue
one. But this band rises above EF which causes spins to be backreflected. Only
spin-polarized modes are affected by this blocking mechanism because both spin
bands of spin-compensated modes remain everywhere below the Fermi energy.
This ballistic model directly relates the height of the spin blocking peaks at
BC,± to the magnitude of the spin polarization p = EZ/2EF (eq. 5.1): An
increased polarization is equivalent to a larger number of spin-polarized states in
the semiconductor. Hence, more charge carriers are blocked at the degeneracy
points, with ρxx →∞ as p→ 100%. For a given material the resistance peaks at
BC,± = ±Bs may be enhanced by either a larger stray field (increased EZ) or a
lower carrier density (see fig. 5.11). Due to its exchange-enhanced spin splitting
CdMnTe further offers the possibility to increase EZ via lowering the temperature
(see fig. 5.13) or increasing the manganese concentration x. A follow-up master
thesis is going to address the carrier density dependence of the resistance peaks
in detail by using gated devices. Additionally it will probe for a manganese
concentration dependence in wafers with identical structure. As the samples
investigated within the framework of this PhD thesis differ essentially in QW
width and cap thickness we cannot unambiguously distinguish between effects
stemming from a higher manganese content or a thinner cap (larger stray field).
5.3.3 Transport Calculations
This chapter will briefly review the different models used to calculate the mag-
netotransport properties of our spin transistor devices. Details are discussed in
the supplement to ref. [141]. All our models consider spin-dependent quantum
transport within the framework of the Landauer-Buttiker formalism [17, 142,143].
When electron-electron interaction is neglected the magnetoconductance G(B) of
a system of width W between two leads can be expressed in terms of quantum
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Figure 5.20: Ballistic conductor with one trans-
verse channel, defined by channel and spin quan-
tum number (n, σ) at the left lead and (m,σ′)
at the right lead, respectively. In the Landauer-
Buttiker formalism each channel is assigned with
a transmission probability to carry a conductance
quantum e2/h from the left to the right lead.
transmission probabilities |tσσ′nm|2 via
G(B) =
e2
h
∑
n,m,σ,σ′
∣∣∣tσσ′nm(B)∣∣∣2 . (5.11)
Here, the indices (n, σ) denote the transverse channel number and spin polarization
(σ = ±1, with respect to spin quantization axis) for a state at the left lead and
(m,σ′) the channel and spin quantum number for a right lead state, respectively
(see fig. 5.20).
The spin-dependent magnetoconductance through the magnetically modulated
samples are computed on two levels of approximation outlined below: First, using
a ballistic model which treats spin-flips within the Landau-Zener theory and
second, using large-scale numerics based on a recursive Green’s function technique
for both ballistic and disordered systems.
Ballistic Spin Transport within the Landau-Zener Model
This model is a simple approach to analytically estimate the low-field magnetore-
sistance ρ = 1/G of our spin transistor devices. We neglect disorder and consider
a 2DES subject to both, a modulating stray field ~Bs(x) and a homogeneous
perpendicular field ~B = Bzˆ. This is described by the Schro¨dinger equation[
− ~
2
2m∗
∂2
∂x2
+HS(x)
]
Ψ = EΨ, (5.12)
where
HS(x) =
1
2
geff µB
(
~B + ~Bs(x)
)
· ~σ. (5.13)
In the above equation m∗ is the effective mass of CdTe and ~σ is the vector of the
Pauli matrices.
We do not consider orbital effects of the magnetic field here and therefore omit
the magnetic vector potential in the kinetic energy term, i.e. (~p− e ~A)→ ~p. This
approximation is valid if the cyclotron radius is much larger than the relevant
length scales at experimental stray field strengths. The stray field texture in
the plane of the 2DES is further approximated with a helical field as given by
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equation 5.7. Solving equation 5.12 in the leads (where the total magnetic field
Btot = B +Bs is present) yields the dispersion relation
En,σ(kx) =
~2k2x
2m∗
+ En +
σ
2
µBgeff (B +Bs) (5.14)
for the longitudinal wavenumbers kx and the corresponding spin eigenstate σ.
Here, En are the eigenenergies of a one-dimensional infinite potential well which
arise due to the finite width of the sample; the set (n, σ) uniquely defines a spin
channel.
The overall conductance is now calculated employing the Landauer-Buttiker
formula (eq. 5.11). Since states with different transverse channel numbers do not
couple (|tσσ′nm|2 = 0 for n 6= m) the problem reduces to a one-dimensional one for a
number of N independent channels. For a particular channel (n, σ) the spatially
inhomogeneous Zeeman coupling induces transitions between different spin-states
σ → ±σ, which we investigate with the help of the Landau-Zener model [137]. As
the stray field oscillates slowly on the time scale defined by Larmor precession,
spin aligns with the helical stray field and transport therefore is adiabatic. This
is expressed by the adiabaticity parameter Q = ωLa/(2pivF,x) > 1 which can be
derived from above considerations (see supplement to ref. [141]).
In the absence of an external magnetic field the Zeeman splitting for a pair of spin
states (see fig. 5.17) is constant, EZ = ±12µBgeffBs, and no transitions between
these states occur. Therefore the transmission probability of a spin is 1 for each of
the N ballistic channels, resulting in a total conductance of G = N · e2/h. In the
presence of an external magnetic field however, Zeeman splitting depends on x,
as given by eq. 5.8. The total field amplitude has local minima midway between
adjacent stripes, as depicted in the middle panels of fig. 5.18. For simplicity,
let us consider only one of these minima: All spin-compensated pairs of states
can be shown to give rise to a background conductance which is unaffected by
the magnetic field texture. But in the case of spin-polarized channels, diabatic
transitions from the occupied lower Zeeman band to the unoccupied upper one may
occur with probability Pn, giving rise to signatures in the magnetoresistance. After
a diabatic transition the kinetic energy of the electron is too small to overcome
the rising Zeeman barrier for the new spin state, leading to a backreflection and
thus diminishing transmission (see fig. 5.22a). These spin-polarized channels ∆s
hence give a magnetic field dependent contribution to the conductance of
δG =
e2
h
·
N∑
n=N−∆s+1
(1− Pn). (5.15)
Within the Landau-Zener model, the probability Pn for a transition scales roughly
inversely like the distance of the energy levels at the (avoided) crossing [137]. If
the distance between these energy levels is large, Pn is low and transport is to a
good approximation adiabatic. However, if the energy levels cross, Pn = 1 and
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Figure 5.21: Spin transmission proba-
bility 1 − Pn for a ballistic sample as
function of γ = B/Bs. Here, B de-
notes the homogeneous external mag-
netic field and Bs the stray field ampli-
tude. Adiabaticity parameter Q = 40.
The spin transmission is zero when the
spin-split bands cross at γ = 1. Calcula-
tions are either done within the Landau-
Zener model (eq. 5.15) or with a recur-
sive Green’s function algorithm.
the spin transmission is blocked (see fig. 5.18 and fig. 5.21).
In experiments multiple modulations of the stray field are realized due to the large
number of ferromagnetic stripes. Qualitatively this does not change the previous
model since the corresponding effective Zeeman barriers have a small tunneling
probability and interferences between successive Landau-Zener transitions can be
neglected. Stray field profiles in experiments however deviate from perfectly helical
fields. Nevertheless, for large Q the mechanism of diabatic transitions presented
above applies analogously to global minima of the amplitudes of arbitrary magnetic
field profiles along the transport direction, yielding corresponding maxima in
magnetoresistance traces.
Numerical Calculations
In numerical calculations we use a recursive Green’s function (RGF) algorithm
based on a tight-binding discretization of the system [144]. The transmission
coefficients of transport modes tσσ
′
nm are calculated within the RGF algorithm and
conductance G is then obtained from the Landauer-Buttiker formula (eq. 5.11).
We model the sample either with or without disorder4 and assume the stray field
to be helical with amplitude Bs (cf. eq. 5.7). Since source and drain leads are
partially covered by the magnetized stripes (see fig. 5.7), they are assumed to
exhibit a uniform spin polarization due to the total magnetic field Btot = B +Bs.
Again we neglect orbital effects due to the magnetic vector potential ~A.
We have above presented an intuitive (ballistic) 1D model for spin transistor action
via tuning of adiabaticity. At B = Bs all spin-polarized channels are blocked due
to diabatic transitions. In order to probe the validity of this argument also in two
dimensions we used the RGF method and found that the very same mechanism
causes the resistance increase in 2D geometries: All spin-polarized channels are
blocked (see fig. 5.22a).
4Anderson-like disorder model [145], accounting for spin-independent scattering processes.
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Conclusions
Calculations show that the probability of a diabatic transition to the upper
Zeeman band is finite even if there are no degeneracy points in the energy bands.
A diabatic transition becomes increasingly probable as the distance between the
Zeeman-split levels at the closest approach decreases or transport velocity vF,x
increases [146]. The latter case merely reflects decreasing adiabaticity due to a
fast perturbation as discussed by Landau and Zener [137]. The periodic stripe
grating forms a spatially repeating sequence of potential transition points which
enhances the probability of a diabatic transition. As a consequence, the resistance
peaks broaden as shown by transport calculations in fig. 5.22a.
In addition to spin effects caused by the Zeeman coupling the magnetic field gives
rise to orbital effects due to the magnetic vector potential ~A(x) which we have
neglected so far. The full Hamiltonian is then given by
Hˆ =
1
2m∗
(
~p− e ~A(x)
)2
+
1
2
geff µB
(
~B + ~Bs(x)
)
· ~σ. (5.16)
Spin transport in the presence of the orbital part shows a complex dependence
on the geometry of the system. Preliminary numerical transport calculations
indicate that the magnetoresistance peaks may be enhanced due to a combination
of orbital and spin effects (see fig. 5.22b). This may explain why the stability of
spin transistor action in experiments is better than in calculations which include
only the Zeeman energy.
Let us stress here that the number of modulation stripes does not play any role
in our theoretical calculations, i.e. one degeneracy point is sufficient of block spin
transmission. This situation however changes when taking into account orbital
effects. First results indicate increasing peak heights with more degeneracy points
being present.
The influence of orbital effects on the spin blocking peak heights in the presence
of disorder is going to be addressed in future studies.
5.3.4 Non-Helical Stray Fields
The ballistic model introduced in chapter 5.3.2 can be generalized to non-helical
stray fields. As already discussed the actual stray field profile of the magnetized
stripes is anisotropic, i.e. different for x and z direction (see fig. 5.5). Consequently
the spin blocking peak positions should depend both on the stripe periodicity as
well as on the angle of stripe magnetization. To further illuminate those anisotropy
effects we have conducted additional experiments which show the non-helicity
of the stray field and once more confirm that the resistance peaks observed in
experiment stem from spin transmission blocking: On the one hand we studied
samples with different stripe periodicities a, ranging from 0.5 µm to 8 µm. As an
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(a) (b)
Figure 5.22: (a) Calculated magnetoresistance traces in a system which models sample C
(a = 1 µm) with a ballistic model (upper panel) and a disordered transport model with a mean
free path lmfp = 4 µm (lower panel). Compare the good agreement with experiment (fig. 5.13).
(b) Computed magnetoresistance peaks (filled triangles) in the presence of orbital effects for a
8 µm long ballistic model system (red trace). Temperature T = 25 mK and a = 1 µm. The
reference curve (black line) depicts the spin blocking peaks in the absence of orbital effects for
the very same system.
example, data are shown for sample C at a tilt angle of θ = 45◦ (fig. 5.23) where
the resistance peaks are found to be most pronounced (compare fig. 5.14). The
peak positions indeed shift to larger BC,± values as the modulation period a is
increased. This is in contrast to the behavior expected for purely helical stray
fields where no modulation period dependence would be present. On the other
hand the dependency of magnetoresistance ρxx on tilt angle θ was measured
for the samples under investigation, as has already been partially considered in
fig. 5.14 for the individual case of sample C and a modulation period of 1 micron.
In addition, the stray field Bs of the stripes was calculated within the dipole
approximation for different values of θ and a (see section 5.1). This yields the
positions BC,± of the spin blocking peaks as field values where zeros form in the
total field, i.e. Btot = 0 = B +Bs (degeneracy point condition). The theoretical
data for the peak separation ∆ = BC,+−BC,− are compared to the corresponding
values extracted for samples B and C in fig. 5.24 revealing the expected anisotropy
both on modulation period a and tilt angle θ. Note that no fit parameters are
used in the calculations of the degeneracy point. The excellent agreement between
model and experiment gives further evidence that the observed magnetoresistance
peaks originate from reduced spin transmission.
A similar kind of anisotropy was also found in an experiment where the stripes are
first magnetized along the x direction but the probing external magnetic field is
then swept while keeping it perpendicular to the plane of the 2DES (see fig. 5.25,
using sample C as an example). In detail the measurements are performed as
follows: First, the sample is tilted to its θ = 90◦ position where the external
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Figure 5.23: Sample C magnetoresistance traces for various modulation periods a at θ = 45◦
tilt. The shift of the spin blocking peaks (filled triangles) with increasing a is related to the
anisotropy of the stray field. Peak separation is denoted by ∆. All curves are shifted for clarity,
except the black one. Temperature T = 25 mK.
Figure 5.24: Resistance peak separation ∆ = BC,+ −BC,− in samples B and C compared to
values obtained from ballistic theory and micromagnetic simulations for various tilt angles θ
and modulation periods. The results reflect the anisotropy of the stray field. Experimental data
are extracted from T = 25 mK measurements.
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(a) (b)
(c)
Figure 5.25: (a) Longitudinal resistance ρxx of sample C at T = 25 mK and a = 4 µm
modulation. The traces are recorded at different magnetization directions of the stripes, either
perpendicular or parallel to the 2DES while the external magnetic field always is perpendicular
to it. Note the strong enhancement of the spin blocking peak height ∆ρ in the case of parallel
stripe magnetization. Red trace shifted for clarity. (b) Resistance peak separation ∆ in sample C
for the configuration shown in the inset: stripe magnetization in the plane of the 2D electron
gas and a perpendicular external magnetic field. The theoretical values are obtained within the
magnetic dipole approximation. (c) Relative spin blocking peak height as function of modulation
period a in sample C for perpendicular and parallel stripe magnetization at T = 25 mK. Peak
heights are strongly enhanced in parallel magnetization configuration for a > 1 µm. Their 1 K
background is subtracted.
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magnetic field is parallel to the surface but perpendicular to the stripe axis. The
field is then ramped up to 8 T to magnetize the stripes along the x direction and
subsequently back to 0 T. Due to their large coercive field of about 1.2 T the
stripes do not change their magnetization configuration and the sample can be
tilted back to θ = 0◦. The grating is now magnetized parallel to the electron gas
sheet while the external field points perpendicular to it (see fig. 5.25b, inset). For
data acquisition the field is typically swept between +0.5 T and −0.5 T, well
below the limit of 1.2 T.
The height of the spin blocking peaks as well as their separation ∆ are found to
be strongly enhanced for a stripe magnetization parallel instead of perpendicular
to the 2DES plane, especially in the case of a > 1 µm (see fig. 5.25a and compare
fig. 5.25b and θ = 0◦ data, sample C of fig. 5.24). Those effects are studied in
detail by figs. 5.25b and 5.25c where the peak separation as well as their (mean)
relative height ∆ρ/ρ is plotted as a function of modulation period. The relative
peak height is given by
∆ρ
ρ
=
∆ρ 25 mK −∆ρ 1 K
ρxx(B = 0)
, (5.17)
where ∆ρ = ρxx(BC,±) − ρxx(B = 0) is the mean peak height at B = BC,±.
Since the samples under investigation typically display a small dip in longitudinal
resistance even at elevated temperatures (see e.g. T = 600 mK trace in fig. 5.13),
we subtract this ‘background signal’ from the measured peak heights at T = 25 mK.
The background is estimated from the 1 K data where we assume the spin splitting
to be so small that only spin-compensated bands exist below the Fermi energy.
Above experiments again link the resistance peaks at BC,± to a reduced spin
transmission through the devices.
5.3.5 Device Performance
In the ballistic model all spin-polarized transport modes are blocked at B = Bs
which increases the resistance of the sample. A single degeneracy point in
the Zeeman bands is sufficient to block all spin transmission, hence the peak
height ∆ρ/ρ is not expected to depend on the number of modulations. This is in
line with measurements at different modulation periods a at a fixed device length
of 50 µm, i.e. for a varying number of stripes (see fig. 5.23). The experimental
data collected on sample C at 45◦ tilt (most pronounced spin blocking peaks at
this angle) are summarized in fig. 5.26a. Peak heights are rather independent of
the period of stripe modulation, except for the 8 µm case which is likely due to
the highly anisotropic stray field at this large period. It indeed fluctuates rapidly
between 10 mT and 90 mT (see fig. 5.26b) such that spins may not be able to
follow this field everywhere in the sample. This constitutes a diabatic event and
the spin state consequently is a superposition of local spin-up and -down states.
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(a) (b)
Figure 5.26: (a) Relative (mean) spin blocking peak heights extracted from fig. 5.23: Sample C,
T = 25 mK and θ = 45◦. The peak heights are nearly independent of modulation period a. Only
the case a = 8 µm shows reduced peaks, probably as a consequence of the highly anisotropic
stray field. Due to a lack of high T data the 1 K background is not subtracted here; typical
reductions are of the order of 3%. (b) Computed stray field profile of a 75 nm thick Dy grating
of period a = 8 µm, as present 100 nm below the surface. The field is highly anisotropic and
rapidly fluctuates between 10 mT and 90 mT.
Therefore spin starts to precess, a situation which is identical to a transition to
the upper Zeeman band. If this transition leads to a state which is higher in
energy than EF , backscattering occurs and hence spin is blocked with a certain
probability. This may happen independent of whether the external field is tuned
to B = Bs or not. When states are blocked due to the above process, fewer remain
to undergo the spin blocking at B = Bs and thus peaks become less pronounced.
Similar results are obtained at θ = 0◦ (see fig. 5.25c, black data points) where
again the peaks are diminished at highest modulation periods.
The effect of disorder on the height of the spin blocking peaks is studied in detail
in fig. 5.27 where ∆ρ/ρ is plotted as a function of temperature. The ballistic
model gives an estimate EZ(T, 2Bs)/(4EF ) for the relative magnetoresistance
peak height (red line in fig. 5.27) assuming that the stray field contributes to
the spin polarization of the leads (source and drain are partially covered by the
stripes as shown in fig. 5.7). Consequently, the temperature scaling of the peaks is
governed by the s-d exchange contribution to the CdMnTe g-factor, as was already
discussed in chapter 5.2.2. In the presence of disorder however, diabatic transitions
are perturbed and peak heights are hence reduced. But contrary to our numerical
transport calculations, disorder is not found to strongly affect the measured peak
heights in sample C: The experimental values are comparable to our disorder
model at an electron mean free path of lmfp = 4 µm (green data points in fig. 5.27).
However, the peaks disappear in the calculations at lmfp = 0.65 µm which is equal
to the real mean free path in sample C. This can on the one hand be due to an
insufficient disorder modeling and has to be further investigated. But the fact that
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Figure 5.27: Relative resistance increase as a function of temperature in sample C with
1 micron period modulation (filled/open squares represent spin blocking peaks at BC,+ and
BC,−, respectively). Theoretical data obtained from the ballistic model (solid red line) and from
a model which includes disorder (green triangles) are shown in addition. In the latter case the
transport mean free path is lmfp = 4 µm and the device length is 18 µm. The corresponding
reference values of the spin-compensated limit are estimated from the resistances at 1 K.
peak heights at lowest temperatures are higher than theoretically predicted might
also be related to orbital effects. Those have been neglected in our transport
calculations which only include the Zeeman energy. Preliminary studies (see
supplement to ref. [141]) indicate that the combination of orbital and spin effects
(Zeeman coupling) can contribute to a better than expected device performance.
Nevertheless, experiments indicate that adiabatically transported spin is stable
over device distances of 50 µm which are much longer than electron mean free
paths in the samples (between 0.47 and 1.39 µm). Our findings can therefore be
contrasted to Datta-Das spin transistor action which is totally disrupted if the
mean free path is much shorter than the device length.
Chapter Summary
A simple ballistic model allows to explain the emergence of distinct resistance peaks
in magnetically modulated CdMnTe QW structures. The induced helical pattern
of spin polarization is maintained by keeping spin transport in the adiabatic
regime where the stray field changes slowly on the time scale defined by Larmor
precession and electron spins therefore align with it. By applying an external
magnetic field spin transport is locally tuned from adiabatic to diabatic, hence
making Landau-Zener transitions to higher energy states possible. This situation
is related to a backreflection of charge carriers at these particular positions leading
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to a reduced channel conductance. The studied CdMnTe-based devices therefore
represent an alternative way to realize spin transistor action which employs the
regulation of spin transport adiabaticity.
Based on the anisotropy of the real stray fields we provide additional experimental
evidence that the observed magnetoresistance peaks are related to the proposed
spin blocking mechanism. We find excellent agreement between measurements
and theory, further supporting our claim that adiabatically transported spin is
stable over device distances of 50 µm. Contrary to numerical calculations the
spin blocking peak heights are not found to be strongly affected by disorder.
Instead, experiments yield a better than expected device performance at lowest
temperatures. These observations may be contrasted to Datta-Das spin transistor
action which is disrupted upon the presence of disorder.
5.4 Additional Experiments
The scope of this chapter is on the one hand to briefly summarize additional
experimental results obtained on dysprosium stripe arrays and on the other hand
to study the performance of spin transistor devices equipped with iron gratings.
5.4.1 Random Stray Fields and Demagnetized Stripes
Magnetotransport influenced by random stray fields (achieved via a random spatial
distribution of ferromagnetic stripes) has already been investigated in connection
with magnetic commensurability effects in GaAs heterostructures [147]. Here we
use an analog setup to probe for effects on our CdMnTe-based spin transistor
prototypes.
A random stripe distribution is simply obtained by defining their positions along
the transport direction (x axis) by a set of uniform random numbers (see fig. 5.28).
This allows stripes to overlap and to form clusters resulting in an aperiodic and
strongly fluctuating stray field profile. The mean period 〈a〉 of such randomly
distributed stripes is defined by
〈a〉 = Lx
N
, (5.18)
where Lx = 70 µm is the range over which the N stripes of width 〈a〉/2 are
distributed.
Fig. 5.29 displays magnetotransport results obtained on sample A, equipped with
random arrays of dysprosium stripes of periods 〈a〉 = 1 µm and 2 µm. The corre-
sponding data of unperturbed reference structures with identical period a = 〈a〉
are shown in black. In the presence of a randomly fluctuating field the spin block-
ing peaks are found to be strongly diminished for all periods investigated. Similar
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Figure 5.28: Electron micrograph showing a spin transistor with a grating of randomly
distributed dysprosium stripes of mean period 〈a〉 = 2 µm. The stripe positions along the x axis
are defined by random numbers, hence allowing for overlapping and cluster formation.
(a) (b)
Figure 5.29: Longitudinal resistances ρxx collected on spin transistor devices with randomly
distributed dysprosium stripes of mean period 〈a〉 = 1 µm (a) and 〈a〉 = 2 µm (b). Sample A,
T = 25 mK. The corresponding reference traces in the case of unperturbed gratings of the same
period are shown in black. Curves are shifted for clarity, except the lowest ones.
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Figure 5.30: Longitudinal magnetoresistance ρxx of sample C spin transistor devices with
dysprosium stripes of period a = 1 µm. The green and the red curve represent the two cases -
perpendicularly magnetized stripes and demagnetized ones, respectively. Reference data of an
unpatterned device is shown in addition. T = 25 mK. Traces are shifted for clarity, except the
black one.
to the case of reduced peak heights at a = 8 µm (see section 5.3.5) rapid stray
field fluctuations make diabatic transitions to the upper Zeeman band possible,
even if B 6= Bs. This reduces the number of states to be blocked at B = Bs which
in turn results in diminished peaks.
Another type of experiment addresses the case of demagnetized (periodic) stripe
gratings: By sweeping the external magnetic field around B = 0 T with decreasing
amplitude, e.g. +8 T → −4 T → +2 T → . . .→ 0 T, one arrives at a situation
where the stripe magnetization vanishes on average. Hence, the stray field is
quenched and the stripes are not expected to affect magnetotransport any longer.
Only strain related effects due to different thermal expansion coefficients of semi-
conductor and ferromagnet should persist. After the demagnetization process we
therefore should come across a situation which is essentially identical to the one
of an unpatterned reference structure. This prediction is indeed evidenced by
fig. 5.30 depicting magnetotransport data collected on sample C for a (periodic)
dysprosium stripe array of period a = 1 µm. The green trace is recorded after
the usual pre-magnetization of the stripes in a field of 8 T strength, while the
red one displays the case of zero stray field (the sweep is started from −50 mT
after the demagnetization process). Since the latter curve very well coincides
with the black one (unpatterned reference device) the following conclusions can
be drawn: First, we can effectively demagnetize the dysprosium stripes and thus
probe the zero stray field situation on the very same device without the need for
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(a) (b)
Figure 5.31: Spin transistor prototypes with iron stripe gratings. Sample A, a = 2 µm.
Traces are shifted for clarity, except the lowest ones. (a) When replacing dysprosium with
iron as a stripe material the spin blocking peaks (filled triangles) become strongly attenuated
(perpendicular stripe magnetization, red trace) and are shifted to lower fields. In addition, a
positive magnetoresistance around B = 0 T (open diamonds) develops. The situation however
changes - i.e. the low-field ρxx peaks vanish - if the stripes are magnetized parallel to the
2DES plane (compare red and green traces and differences to fig. 5.25a). This observation
rather suggests the absence of the spin-blocking mechanism. In all cases the external field
is applied perpendicular to the sample, as depicted in the inset of fig. 5.25a. Temperature
T = 25 mK. The inset enlarges the highlighted region where possible spin-blocking peaks emerge
for a stripe magnetization perpendicular to the 2DES plane. (b) The presence of a helical
spin polarization is also not clearly evidenced by the temperature dependence of the low-field
longitudinal resistance ρxx either. Peaks seem to be quenched at T > 60 mK.
any reference. Second, no strain induced magnetoresistivity effects are present in
our samples. This is in agreement with predictions based on the investigation of
magnetic commensurability oscillations in our samples, where minima in ρxx are
found to be close to the magnetic flatband positions (see section 5.2.1).
5.4.2 Iron Stripe Gratings
In a continuative experiment we have studied spin transistor performance when re-
placing dysprosium by iron as a stripe material. The results obtained on sample A
with an iron grating of period a = 2 µm are summarized in fig. 5.31. In contrast
to the case of dysprosium, magnetic modulation by iron stripes does not result
in the formation of pronounced spin-blocking peaks. In perpendicular magnetic
fields at T = 25 mK (see fig. 5.31a, red trace) we observe two extremely low peaks
at roughly ±17 mT (filled triangles) and a rather flat but extended positive mag-
netoresistance, saturating at values of about 120 mT (open diamonds). The first
might indeed originate from spin transmission blocking as their position coincides
well with the one derived from micromagnetic simulations (BC,± = ±19 mT). For
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the calculations we roughly estimate the remanence magnetization of the iron
stripes to MR = 0.4 · 106 A/m, about one fourth of the material’s bulk saturation
magnetization value (a similar scaling is observed for the case of dysprosium
stripes, see discussion in section 5.1).
Any relation between this tiny low-field ρxx texture (about 1 Ω peak height) and
the presence of a helical spin polarization should be detectable when altering the
magnetization direction of the ferromagnetic stripes. Similar to previous results
on dysprosium gratings (see section 5.3.4 and fig. 5.25a) a drastic enhancement of
the low-field features is expected if the stripe magnetization is aligned parallel to
the 2DES plane. However, experiments contradict this behavior (fig. 5.31a, green
trace), i.e. the spin-blocking peaks are vanished in the parallel field configuration.
This rather suggests the absence of the blocking mechanism.
Even the temperature dependence of the longitudinal resistance (see fig. 5.31b)
cannot help to clarify the origin of the (possible) peaks at ±17 mT. We find them
to be diminished for T > 60 mK - in line with the observed strong attenuation
of peak heights in dysprosium modulated devices at elevated temperatures. As
the ρxx features are extremely weakly developed here, results however remain
questionable.
The low spin blocking peaks - if present at all - consequently indicate the lack of
a significant spin polarization in case of magnetic modulation by iron stripes. It
is probably due the following reasons:
• In comparison to dysprosium, iron features a lower saturation magnetization
of Ms = 1.74 · 106 A/m (bulk) which causes reduced stray field amplitudes
(estimated to about 19 mT in our samples). As a result spin polarization
and hence peak heights are strongly reduced. The latter are expected to
emerge at BC,± = ±19 mT.
• Furthermore, iron exhibits a minor coercive field (0.1 to 100 mT) than
dysprosium [148]. The stripe magnetization hence may more easily flipped
when probing the resistance peaks in the vicinity of B = 0 T, again leading
to a reduced spin polarization.
In a nutshell, the spin polarization induced by iron stripe gratings is too low to
ensure proper spin transistor action in our CdMnTe devices. Future studies there-
fore should keep dysprosium as a stripe material, at least as long as experiments
are performed at temperatures well below its Curie temperature. Only in case
semiconductors with giant g-factors at elevated temperatures become accessible,
one needs to search for a suitable ferromagnet to replace dysprosium.
Chapter Summary
The performance of spin transistor devices has been studied in case of stray fields
which are generated either by stripes made of iron or by a disordered/perturbed
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dysprosium grating. The latter utilizes randomly distributed stripes to create a
strongly fluctuating stray field. Locally, spins cannot follow this field and hence
adiabaticity is broken. As a consequence, there is a certain probability for spins
to undergo a transition to the upper Zeeman band, even if the spin blocking
condition B = Bs is not fulfilled. These transitions reduce the number of states
to be blocked at exactly B = Bs thus causing reduced peak heights.
The spin blocking peaks are found to be extremely weak or even absent when
using iron instead of dysprosium as a stripe material. We attribute this to the
lower saturation magnetization and coercive field of iron which does not give
rise to a sufficiently high spin polarization in our CdMnTe samples. For future
experiments we hence recommend to employ dysprosium gratings, as long as large
g-factors are accessible via low temperatures anyway.
5.5 Summary - Spin Transistor Action
We demonstrate an experimental setup based on a CdMnTe diluted magnetic semi-
conductor quantum well device where current is controlled by tuning adiabaticity
of spin transport with a magnetic field. The degree of adiabaticity is monitored
electrically in the conductance in contrast to interference measurements [149,150]
of geometrical (Berry) phases [151] associated with adiabatic spin evolution. Our
proposed spin transistor devices consist of only three simple building blocks: a
high-mobility 2DES with a giant Zeeman splitting, a grating of ferromagnetic
stripes nanopatterned on top of the sample and a homogeneous magnetic field
generated by a superconducting coil.
We find that device operation is robust against disorder and that current mod-
ulation is large in comparison to InAs based devices [152]. Our results thus
demonstrate an alternative way to realize spin transistor action, distinct from the
approach by Datta and Das which relies on spin precession in a gate-controlled
spin-orbit field [128]. In contrast, stability is enhanced by transporting spins in the
adiabatic regime in our devices while regulation of the degree of adiabaticity allows
for switching between ‘on’ and ‘off’ states. In contrast to the Datta-Das concept
our approach is exceptionally tolerant against disorder. Our proof of concept
device shows significant source-drain resistance modulation of up to ≈ 10% due
to tunable spin transmission and this is expected to be drastically enhanced in
materials with high spin polarization. Furthermore, the homogeneous magnetic
field - provided here by coils - might be replaced with a magnetic gate which is
switched by spin-torque [153]. This would make the device purely electrically
controlled. As we use a paramagnetic material our device operates only at low
temperatures. However, we stress that our design concepts are not restricted to a
particular choice of materials, temperature, methods of spin injection, manipula-
tion as well as detection. To transfer our concept to higher temperatures requires
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employing exchange splitting or spin-orbit splitting rather than Zeeman splitting.
Possible material systems in which exchange interaction can be tuned by means
of an electric field involve e.g. magnetic semiconductors [154]. Our proposed ideas
can therefore be used to design a class of highly efficient spintronics applications.
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In this work we investigate spin effects on the magnetotransport properties of
semimagnetic Cd1−xMnxTe two-dimensional electron systems. While the first part
of this thesis is dedicated to the emergence of the fractional Quantum Hall effect
(FQHE) in these quantum structures, the second part focuses on a novel approach
to realize spin transistor action. We demonstrate a Cd1−xMnxTe-based proof
of concept device which shows significant source-drain resistance modulation of
currently up to 10%.
Within the framework of this PhD we report on the very first observation of the
FQHE in both, a non-magnetic CdTe and a semimagnetic Cd1−xMnxTe quantum
well device. To our knowledge, this constitutes the first demonstration of this effect
in the II-VI material family. Furthermore, our results reveal that the formation of
fractional Quantum Hall (FQH) states is not inhibited by the presence of magnetic
impurities in a quantum structure.
In the studied CdTe specimen we observe fully developed FQH states in the upper
spin branch of the lowest Landau level (LL) at filling factors ν = 5/3 and 4/3.
Transport experiments at mK temperatures reveal no significant changes in the
associated energy gaps as the Zeeman splitting EZ is increased by tilting the
sample. Such behavior is expected in case of spin-polarized ground states which
feature lowest energy excitations that do not involve a spin-flip. Based on the
Composite Fermion (CF) approach to the FQHE we show that on the one hand
the ν = 5/3 and 4/3 ground states are fully spin-polarized and that on the other
hand the corresponding energy gaps are indeed independent of tilt angle. Our
experimental findings are hence a direct consequence of the huge CdTe g-factor
which is about 4 times larger than in GaAs. Observations in CdTe are thus
contrary to GaAs, where increasing EZ typically induces changes in the ground
states’ spin polarization that result in angular dependent energy gaps.
While the formation of FQH states originates from weak electron-electron inter-
action, the incorporation of magnetic ions, e.g. manganese, gives rise to strong
s-d exchange coupling with the charge carriers. This raises the question whether
magnetic impurities in a two-dimensional electron system are an obstacle to the
emergence of the FQHE; at least, the FQHE has not been reported in a diluted
magnetic semiconductor (DMS) so far. CdMnTe is an ideally suited material to
search for FQH states in the presence of magnetic impurities, since manganese can
easily be incorporated into CdTe-based quantum structures without significantly
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degrading electron mobilities and quantum lifetimes. At mK temperatures our
DMS specimen indeed features well developed fractional states in the lowest
LL at fillings 5/3, 8/5, 7/5 and 4/3. We study the angular evolution of energy
gaps associated with these states by activation measurements in tilted magnetic
fields of up to 19 T. Tilting the sample is found to induce multiple gap openings
and closings which are well explained within a CF-based model that we extend
by s-d exchange interaction [1] to also cover the characteristics of DMSs. By
comparing model and experiment we prove that the s-d exchange contribution
to the spin splitting crucially affects the angular gap dependence in our DMS
specimen. Our CF model allows to extract relevant system parameters, i.e. CF
masses, exchange constants and the CF g-factor, which we find to be in a good
agreement with previous experiments on GaAs and Si if considering the material
characteristics and the quality of our sample.
Since CdMnTe allows to tune its Zeeman splitting to zero at nearly any desired
magnetic field value (as a result of s-d exchange), it is a perfect system for the
investigation of spin-related effects in the FQHE regime. This might for instance
help to answer the outstanding question whether the ν = 5/2 state - likely to
emerge in CdMnTe with increasing sample quality - could form skyrmions for a
vanishing EZ . As a consequence of skyrmion formation the ν = 5/2 ground state
is supposed to turn from fully spin-polarized to unpolarized [40,127].
Within the second part of this thesis we address an alternative route to re-
alize efficient spin transistor action. Typically, spin transistor designs relying
on spin-orbit interaction [128] principally suffer from low signal levels due to
limitations in spin injection efficiency and fast spin decay [132]. Here we present
an approach to realize spin transistor action in systems where spin information is
protected by propagating it adiabatically. This is achieved by inducing tunable
diabatic Landau-Zener transitions that lead to a backscattering of spins and hence
allow controlling the transmission of spin-polarized charge carriers through the
device, i.e. switching between ‘on’ and ‘off’ states. We demonstrate the validity
of our approach in a Cd1−xMnxTe diluted magnetic semiconductor quantum well
structure where efficient spin transport is observed over device distances of 50 µm.
The spin backscattering rate is controlled by a combination of a static helical
and a variable homogeneous magnetic field. In contrast to other spin transistor
designs we find that our concept is exceptionally tolerant against disorder.
Our setup consists of three building blocks: a high-mobility Cd1−xMnxTe-based
2DES featuring a giant Zeeman splitting, a grating of ferromagnetic stripes on
top of the sample and a homogeneous external magnetic field. The ferromagnetic
grating is made of 75 nm thick dysprosium stripes, patterned to periods a rang-
ing from 0.5 µm to 8 µm. After pre-magnetization the stripes give rise to an
approximately helical stray field in the 2DES plane (field strength Bs ≈ 50 mT),
as determined by SQUID experiments and micromagnetic simulations. Via the
giant Zeeman coupling [1] (1 meV in the case of our samples at Bs = 50 mT
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and T = 25 mK) the helical magnetic field translates to a helical pattern of spin
polarization with a magnitude ranging between 8% and 15%.
In the presence of the helical stray field the magnetoresistance ρxx(B) in the
low-field limit displays the hallmark of spin transistor action: two distinct peaks
at about ±50 mT. In contrast, the latter do not appear in magnetically unmodu-
lated reference samples where the helical spin polarization is absent. The peaks
in modulated structures vanish rapidly with increasing temperature and are no
longer recognizable above 1 K. This is in line with the expected T -dependence of
the spin polarization of Cd1−xMnxTe since the dominant s-d exchange part in the
g-factor contributes significantly only at low temperature. This behavior hence
confirms a spin-related effect.
The resistance peaks originate from reduced spin transmission through the 2DES
channel which we explain within a simple model: We show that in the moving
electron’s frame of reference the grating’s stray field changes slowly on the time
scale defined by Larmor precession. Consequently, spin transport in the absence
of the external magnetic field is adiabatic and spins align with the local field.
However, if the helical field component is equal in amplitude to the homogeneous
component, diabatic Landau-Zener transitions to a spin eigenstate above the
Fermi energy occur. This causes spin backscattering and an increased channel
resistance.
As the actual stray field profile of the magnetized stripes slightly deviates from
helical shape the position of the magnetoresistance peaks is dependent on the
stripe periodicity as well as on the angle of stripe magnetization. We show that
our experimental data coincide well with theoretical predictions, thus confirm-
ing again that the resistance peaks stem from spin transmission blocking. Our
proof of concept device shows significant source-drain resistance modulation of
up to 10% and this is expected to be drastically enhanced in materials with high
spin polarization.
As we use a paramagnetic material our device operates only at low temperatures.
However, we stress that the design concepts are not restricted to a particular
choice of materials, temperature, methods of spin injection, manipulation as well
as detection. To transfer our concept to higher temperatures requires employing
exchange splitting or spin-orbit splitting rather than Zeeman splitting. Possible
material systems in which exchange interaction can be tuned by means of an
electric field involve e.g. magnetic semiconductors [154].
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Recipes
Mesa Etching
• Hallbars are defined by standard optical lithography.
• Reactive Ion Etching (1.3 · 10−5 mbar base pressure):
- 5.5 min CH4/H2: Gas-flow 5/40 sccm, 50 mTorr chamber pressure, 150 W
RF power.
- 3 min O2: Gas-flow 100 sccm, 100 mTorr chamber pressure, 50 W
RF power.
Ferromagnetic Stripe Gratings
• Double-layer EBL resist:
- Layer 1: PMMA 50k 9%, baking: 10 min, 90 ◦C.
- Layer 2: PMMA 950k 2%, baking: 15 min, 90 ◦C.
• EBL: 15 kV acceleration voltage, area dose: 250−270 µC/cm2, development:
75 s IPA (in ultrasonic bath).
• Sputtering (2 · 10−10 mbar base pressure):
- 75 nm dysprosium: 9 sccm Ar-flow, 50 W sputter power.
- 6 nm aluminum: 6 sccm Ar-flow, 25 W sputter power.
• Lift-off in acetone.
Ohmic Contacts
• Scratch contact pads slightly with needle to break up oxide layer.
• Press freshly cut indium flakes on contact pads.
• Anneal approximately 5 s with soldering iron.
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Wafer Material
The samples investigated are quantum well structures based on the II-VI semi-
conductor Cd1−xMnxTe. They were all grown in the lab of T. Wojtowicz (Polish
Academy of Sciences) in Warsaw.
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