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Water-jet scaling has been demonstrated as a viable technique for removing loose 
rock from the back and ribs of a mine opening. The method has also exhibited a strong 
potential for reducing accidents associated with scaling, and for increasing the adhesion 
strength of shotcrete applied as a ground support membrane. Previous experiments have 
been conducted using a human-piloted water-jet scaling machine. The purpose of this 
thesis work was to develop and evaluate an automation system for a prototype water-jet 
scaling rig. The scaling rig used was an old shotcrete rig donated to the Colorado School 
of Mines (CSM) by the Henderson Mine. A hydraulic manipulator arm is used sweep the 
water-jet across the surface to be scaled. An automation system was added to the rig. The 
major components of the system developed include position sensors on each of the joints 
of the manipulating arm, electronic (solenoid) valves on each hydraulic actuator, 
adjustable throttles for each electronic valve, and amplifier board, a DAC/A   board (a 
Labjack U12) to drive each amplifier channel and read the voltage from the position 
sensors, a personal computer, and automation software used to position the boom to 
systematically sweep across the surface to be scaled. Details of each component of the 
system are discussed. The system was evaluated in a field trial at the CSM Experimental 
mine, which showed the automation system performed well in comparison to the pilot 
operated system. This research indicates that a switch to a simple automated system can 
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1.1  Introduction  
This thesis explores the use of a basic automation system in the application of 
water-jet scaling.  Water-jet scaling, as referenced in this document, is the removal of 
loose rock from a freshly blasted surface of an underground mine opening using a high-
pressure stream of water.  At this time, water-jet scaling is a developing technology in the 
underground mining industry.  In 2003, tests at the Colorado School of Mines (CSM) 
compared water-jet scaling to traditional scaling using a scaling bar, (Kuchta, Lorig, and 
Hustrulid, 2003).  These results were promising, and provide a starting point for the 
research described in this document.
The research being presented in this thesis has been undertaken to reduce injuries 
from rock falls during the scaling operation.  The incorporation of automation technology 
may improve the situation in at least three ways:
• First, by consistently applying a water-jet to a surface before application of a liner, 
the liner's adhesion strength may be significantly increased.
• Second, as the automation technology is improved, the presence of an operator can 
potentially be eliminated.  Scaling is an operation that includes a significant risk for 
the miner.  Removing personnel from the scaling area will reduce accidents 
associated with scaling.
• Third, the creation of a system that can serve as a framework for developing new 
sensors and techniques may help provide significant future mining and safety 
technologies.
In an effort to improve water-jet scaling technology, the Western Mining 
Resource Center (WMRC) at the Colorado School of Mines (CSM), funded the 
construction of an automated water-jet scaling rig.  This thesis discusses the composition 
1
of the water-jet scaling robot rig and its results in detail.  In order to provide some 
introductory information on this automated system, a simple overview of the sequence of 
operations the system uses is provided:
• First, read in surveyed data for the surface to be scaled.
• Next, generate (enqueue) trajectories to cover a regular grid across the surface.
• Then, follow trajectories across the surface.
• Finally, stop if anything goes wrong or if the queue has emptied.
The machine's capabilities and actual software coding provide much more 
complexity and functionality than is presented in this schema.  Insight toward both the 
design of the system and additional features of the system is provided in later sections for 
completeness and for those who may draw on this work in the future.
The experimentation and evaluation of the automated water-jet scaling rig took 
place in the Army Adit of the CSM Experimental Mine in Idaho Springs, CO.  The 
equipment used for the experimentation included a surveying instrument (a Leica 
TCR705) and a modified shotcreting machine.  This shotcreting machine has been used 
previously for water-jet scaling operations, and has been modified to perform these tasks 
via computer control.  This machine is shown in Figure 1.1, outfitted with the sensors 
used to perform automated water-jet scaling.
At the time of writing, this robot does not incorporate any computer-vision 
technologies, or other camera-based technologies.  The machine uses mathematics to 
calculate its current position via sensors mounted along points of actuation.  These 
calculations are compared with survey data to cause motion relative to the surveyed 
surface.  As the machine is virtually blind, multiple safety fall-backs have been 
implemented to cause the machine to stop if the software detects the system is no longer 
operating properly.
Hand-operated emergency stop features have been incorporated in the hardware in 
an effort to provide for safe operation.  Throughout this research, attention to safety has 
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been a consideration.  It has been recognized that this system could see significant use 
and modification in the upcoming years, and the system has been designed with a robust 
architecture in mind.
Figure 1.1 – Boom of the automated water-jet scaling machine.
Safety is a critical concern in the underground environment.  Lost-time accidents 
and fatalities are an extreme consideration in the industry.  MSHA maintains statistics for 
fatality and injury statistics for mines in the United States.  Figures 1.2 and 1.3 provide 
current statistics.
Figure 1.2 – Distribution of Total Days Lost by Accident Class, Underground Mining, 
2000-2004, (CDC, 2006a).
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Figure 1.3 – Distribution of Fatalities by Accident Class, Underground Mining 
Operations, 2000-2004, (CDC, 2006b).
As can be seen in Figures 1.2 and 1.3, fall of ground is a significant cause of 
accidents in underground mining.  A significant proportion of these accidents occur 
during scaling.  The work outlined in this thesis will help to reduce these accidents.
1.2  Recent Preceding Work in Water-Jet Scaling  
Malmgren and Svensson, (1999), discussed the advantages of waterjet scaling in 
conjunction with subsequent shotcrete application:
“Water-jet scaling gives [favorable] conditions for the use of unreinforced shotcrete as 
rock support.  The results from the adhesion strength tests are promising and further 
testing will be carried out in the near future.  For that reason a water-jet scaling 
machine will be mounted on a shotcreting robot” .
Swan, (1999),  recognized the usefulness of water-jet scaling in the application of 
spray-on liners.  This paper refers to “...a new, liner-functional mining system”, which 
will incorporate technological aspects from blasting and water-jet scaling.  
Water-jet scaling has been further investigated at the Colorado School of Mines 
(CSM), (Kuchta, Lorig, and Hustrulid, 2003).  The machine which was used to mount the 
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water-jet used for these experiments was a refitted shotcrete machine, previously donated 
by the Henderson Mine, (Kuchta, 2001).   This machine was operated under manual 
control, and thus lacked the precision and reproducibility that automated systems can 
provide. 
During the experiments with the pilot-operated water-jet machine, various 
performance-related questions arose.  One concern was the importance of a very 
regularly spaced pattern in comparison to water directed at a specific target, such as 
visible cracks within the rock.  This automation project has placed an emphasis on a 
regularly gridded pattern, while simultaneously providing extensibility for more directed 
methods.  A concern relating to the use of more directed methods is the detection and 
resolution of target areas.  Later chapters of this document covers this opportunity in 
greater detail.
Beyond the actual removal of rock, the cleaning of rock by water-jet has also been 
investigated, (Kuchta, May 2003).  Adhesion strength is a key concern in the strength of 
shotcrete.  A technical paper published in the proceedings of the 3rd International Seminar 
on Surface Support Liners goes into depth on the effects of a high adhesion strength 
when tested in a mathematical simulation.  In short, although the results were not entirely 
conclusive, the model showed a strong (inverse) correlation between the adhesion 
strength and the shotcrete thickness.
The software simulation (UDEC) shown in Figure 1.4 shows the general model 
used for determining the effects of changing the shotcrete's adhesion strength.  This 
model was run twice, once for a tensile strength of 3 MPa and again for a tensile strength 
of 5 MPa.  In short, these values reference how resistant the shotcrete is to being pulled 
apart.  Varying tensile strengths is a realistic consideration.  
The physical properties of shotcrete can be dramatically affected by changing the 
chemicals and fibers introduced into the spray-on mixture.  For example, small zig-zag 
wire snippets can be added to the shotcrete to provide significant reinforcement, (Dufour, 
O'Donnel, Ballou, 2003).
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Figure 1.4 – The moment plot for the case: shotcrete (tensile) strength = 3 MPa, shotcrete
thickness = 0.084 m, and adhesion strength = 0.20 MPa,  (Kuchta, Lorig, and Hustrulid, 
2003).
(a) (b)
Figure 1.5 – Summary of modeled changes in adhesion strength, and corresponding 
changes in required shotcrete thickness, (Kuchta, Lorig, and Hustrulid, 2003):  (a) Str. 
Tensile = 3 Mpa (435 psi);  (b)  Str. Tensile = 5 Mpa (725 psi)  
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The results of this experimentation are shown in Figure 1.5.a and 1.5.b.  Both of 
these graphs indicate a strong (inverse) correlation between adhesion strength and the 
thickness of concrete required to prevent yielding.  The model also indicates a point of 
diminishing returns.  Particularly at values above an adhesion strength of approximately 
220 kPa (32 psi), increases in the adhesion strength appear to be relatively ineffective.
The paper also summaries its findings.  An excerpt from this summary is 
provided:
“Although poor interface strength conditions can be overcome by the application of 
greater shotcrete thickness, this is a poor economic solution. Greater efforts should be 
focused on thoroughly cleaning the rock surface prior to the application of shotcrete,” 
(Kuchta, Lorig, and Hustrulid, 2003).
Clearly, shotcrete adhesion is a critical concern.  Inherently, the cleanliness of the 
surface the shotcrete is being applied to also becomes a significant concern.  By 
increasing the precision of the application of the water-jet, it is reasonable to expect 
significant improvement in the adhesion of the shotcrete.  This observation has been a 
key proponent for the creation and evaluation of a computer-controlled water-jet 
application system.  This document represents continued progression towards the 
“determination of the suitability of waterjet scaling.”, as mentioned in the following 
statement:
“High pressure water-scaling is a promising technique in this regard. Test results in 
the Idaho Springs Gniess rock type show waterjet scaling to be a viable alternative to 
conventional scaling, with the added benefit of substantially improving the cleaning of 
the rock surface.  While the benefits appear to be significant, further testing of 
waterjet scaling is required in order to determine its suitability either as a stand alone 
scaling method, or in conjunction with mechanical or hand scaling,” (Kuchta, Lorig, 
and Hustrulid, 2003).
1.3  Similar Works  
A robot for water-jet scaling is not a unique contribution.  Many robots have been 
created including some robots designed to remove material using a water-jet. The US 
Patent and Trademark Office contains information pertaining to a registered invention for 
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a “robot arm” for “...inspecting and/or maintaining an interior of a steam generator...” 
(sic) (Nachbar, H. D., 1990).
U.S. Registered Invention H1115 and several other designs having a strong 
similarity to the robot being associated with this project already exist.  As such, the 
design and/or creation of the robot itself is not a unique contribution.  The unique 
contribution of this research lies in the analysis and evaluation of robotic automation in 
this particular application.
Meyco Equipment, (Meyco 2003), is a corporation which produces shotcrete 
robots.  The systems illustrated on their website appear to be governed by a human-
controlled remote control, which directly controls the movement in each joint of the 
Meyco machines.  These systems also utilize hydraulics for actuation.  Meyco is also 
creating automatic systems, particularly the Robojet-Logica Project, (Degussa, 2005).
Another vendor, Shotcrete Technologies, Inc., (STI, 2003), also sells human 
controlled, hydraulically-actuated arms.  From these products and common practice it 
seems apparent that hydraulic operation is preferred for this application, (as opposed to 
mechanically or electrically-driven systems).  As such, the existing hydraulic-actuated 
machine should be sufficient for this project.
The machine currently used for water-jet scaling is a refitted shotcrete machine.  It 
should be noted that a patent search has revealed a robotic shotcrete machine of similar 
construction.  The figures accompanying the patent indicate a physical structure similar 
to this machine, (Amberg, F., et al., 1998).  Figure 1.6, below, is identical to figure 1 
from patent 5,851,580.  Figure 1.7  is a photograph of the existing water-jet machine for 
comparison. Additional similarities between the experimental water-jet scaling machine 
and the patent can be found in the “preferred embodiment” section of the patent.
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Figure 1.6 – Excerpt from US patent 5,851,580, (shotcrete spraying process).
Figure 1.7 – Existing water-jet scaling machine, (without water-jet equipment).
Patent number 5,851,580 also holds various claims which may be directly 
pertinent to this project, including but not limited to the following excerpts:
• “...measuring a distance from the measuring probe to each of a first plurality of data 
points on the inside surface of the tunnel on a first vertical measuring plane 
perpendicular to the spray lance, and storing each of the measured distances within 
the control unit...”
• “...[characterized] in that the measuring probe (8) produces an infra-red laser beam, 
and the inside surface of the tunnel section is measured with this laser beam.”
9
1.4  Summary of Recent Development  
From these similar applications, some very important information can be gained. 
First, hydraulic systems are a suitable technology for underground applications.  Second, 
the general structure of the machine is a popular one, and is likely to work for this 
application.  Also, it is apparent that the automation of a system itself is not a novel 
contribution.
The novel contribution of this research is an analysis of the effectiveness of a 
fundamental automation system in the application of water-jet scaling.  This program 
may eventually lead to significant safety benefits for those persons working in an 
underground environment.  Improvements in the adhesion of shotcrete is a safety 
consideration.  Other less prominent considerations include the removal of a human 
operator from the freshly excavated face and the decreasing need for oversight from a 
human operator in the area.
In later sections, additional information will be provided, thoroughly describing 
the automated system, and reviewing the results from the experiments.
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CHAPTER 2
APPLICATION OF AUTOMATION IN WATER-JET SCALING
2.1  Hypothesis  
This research was conducted with the belief that water-jet scaling can be greatly 
improved through automation.   For this research, it was assumed that a regular, highly 
constrained scaling pattern would significantly increase shotcrete adhesion strength. 
However, the system's effectiveness when removing larger, loose rock material remains 
uncertain.  
The subject of this research was evaluate the hypothesis that “A switch to a simple 
automated system can be completed without significant loss in performance”, (within the 
scope of the water-jet scaling machine and the removal of loose material).
In order to demonstrate this, a “head-to-head” comparison between the pilot-
operated system and the automated system was performed.  Details of the experimental 
procedure are included in Chapter 7.  Chapter 7  also includes information pertaining to 
the rockmass scaled during the experimentation.
2.2  Evidence Supporting Hypothesis  
It is reasonable to believe computer-based operation will be superior to the pilot-
controlled operation.  In order to safely operate the prototype scaling rig, the pilot has 
been pulled back from the operation by more than twenty feet.  From the perspective of 
the pilot, it can be very difficult to perceive the exact location of the water-jet and rock 
surface while the water-jet is in operation.  In effect, both the automated system and the 
pilot are operating with some measure of “blindness”.  
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The automated system has a more precise memory of the surface, due to surveyed 
results.  As such, the two systems both are similarly matched when their abilities and 
shortcomings are compared.  These abilities and shortcomings will affect the capacity to 
evenly treat the surface using the water-jet.  In fact, considering the reproducibility 
inherent with computer systems, the automated control system appears to have a slight 
advantage.
Field observations have yielded some belief that a regular scanning pattern may 
be very effective for removing large material.  Particularly, a scanning pattern is more 
likely to remove smaller loose material that may be pinning or otherwise supporting 
larger loose material.  As such, if a system can be developed which can accurately and 
consistently perform a pattern, such a system may exhibit superior performance in the 
removal of large material. 
Similar feedback control systems have been widely implemented, and in general, 
these systems do not require rest and provide a consistent level of precision.  As such, 
once a control system has been created, it preforms consistently unless the system is 
changed, or the mechanics or the control system itself experiences a failure.  Similar to 
other systems, such as cruise control in a car or an autopilot in an airplane, this system 
will require some human oversight.  However, in the end, the results of this system 
should be similar to these commonly-used Feedback Control Systems, with the exception 
that there will certainly be some “rough edges” in this experiment-grade system.
Modern sensors exist which can provide high-precision measurements at a high 
speed for computer input.  The sensors available for this project can detect very small 
changes in the length of a cylinder, and are critical, since the length of the boom causes 
all motion in one cylinder to be magnified twenty-fold.  The sensors chosen for this 
project should be able to measure the length of the cylinder to an accuracy of about a 
fifteenth of an inch, with reasonable consistency, (yielding accuracy within a couple of 
inches).
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Additionally, the sensors must be able to provide feedback at a high enough rate 
to determine the position of the machine with enough resolution to start/stop the 
hydraulic system and obtain the required precision.  An additional feature of the 
experimental apparatus is the use of modular throttles.   These throttles allow the system's 
engineer to adjust the rate of flow in the cylinders, changing the rate at which the 
cylinders move.  The throttles allow the system's stability to be adjusted in conjunction 
with other parameters, such as sensor sampling rate and other attributes associated with 
computational methods.  
The ability to finely tune the control system provides further confidence that the 
machine will perform within acceptable specifications.  A more detailed analysis of the 
actual feedback control system is presented in Chapters 5 and 6.
Since the robot can perform within a few inches of the target consistently, this 
alone is an achievement relative to the historic performance of the pilot.  The pilot's 
biggest disadvantage seems to occur when the location of the water-jet is obscured by a 
curve in the drift, or an irregularly-shaped portion of the rock mass.  The automated 
system is virtually immune to this problem, unless the point cannot be reached due to a 
mechanical obstruction,  (such as a part of the boom being stopped by contact with the 
rock).
Software code could have been developed to handle obstructions, such as 
protruding features of the rock mass.  However, such code was not be developed for these 
experiments.  A simple schema for resolving this situation is discussed in Chapter 8, with 
respect to future development.  –  It should be noted that software has been created to 
stop the robot, should the boom unexpectedly collide with the rock surface,  (such as an 
obstruction protruding from the rock mass).  However, resolution of such a conflict 
requires human intervention at this point.  It is conceivable that an algorithm could be 
created to help in this situation.
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CHAPTER 3
OVERVIEW OF THE AUTOMATED WATER-JET SCALING SYSTEM
3.1  Introduction
Subsequent chapters present detailed information about the water-jet scaling 
robot.  However, this chapter will provide a brief overview of what these components are 
and how they work together when combined as a useful system.  The end of this chapter 
will include a section discussing the actual application and functionality of the robotic 
system.
3.2  System Components
A water-jet scaling system consists of the following major components:
• A water source.
• A high pressure pump.
• A suitable nozzle.
• A carrier vehicle.
• A manipulating arm used to position the nozzle close to the surface to be scaled.
• High pressure hoses and fittings.
The automation system outlined in this thesis was developed to control the 
positioning of the manipulating arm in order to systematically direct the water-jet nozzle 
to spray the area of the drift to be scaled.  The main components of the automation 
system include:
• A digital coordinate map of the surface to be scaled.
• Griding software used to convert the surface into a scaling script composed of 
target positions and associated vectors for the water-jet.
• Position sensors on each of the joints of the manipulating arm.
• Electronic (solenoid) valves on for every hydraulic actuator.
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• Individually adjusted modular throttles for both directions, for each electronic 
valve.
• An amplifier board, with one amplifier for each solenoid in the electronic valves.
• A DAC/ADC board, (a Labjack U12), which can drive each amplifier channel, and 
read the analog voltage from the position sensors into the computer.
• A personal computer or laptop that has sufficient processing ability to control the 
Labjack, while processing all geometric data, and providing realtime updates to be 
output to the amplifier board via the LabjackU12.  
• Automation software designed to handle the interface between the user and the 
Labjack, providing mathematical solutions and some parameter verification, and 
appropriate fallback techniques.  (Custom-designed for this project, built on 
existing Microsoft DirectX, MFC, and Labjack libraries).
• A joystick to manually inspect the machine's performance and provide manual 
override if appropriate.
3.3  Integrated System
A digital coordinate map is first processed to create a sequence of points and 
orientation vectors, which will be followed by the water-jet.  The orientation vectors are 
used to position the water-jet so that the jet is oriented at a desirable angle relative to the 
surface being scaled.  Once this coordinate map is processed, the robotic arm can follow 
the sequence of points point-by-point until the routine has been completed. 
The software is designed to scale the surface in 1-inch rows, (although the spacing 
can be varied), incrementing down-drift.  The software handles the scaling surface in a 
disk-by-disk fashion, adjusting joints as necessary to meet the new position within the 
tolerances specified within the software.  The direction of the sweep is alternated with 
every row, so as to prevent a carry-back sweep.  The script will be followed until the 
entire surface has been scaled, or a problem has been encountered which prevents the 
robotic boom from completing the scaling operation.  The software design is discussed in 
detail in Chapter 6.
16
The Labjack is used to communicate between the mechanical hardware located on 
the manipulating arm, and the laptop.  The Labjack plugs into the USB port of a 
PC/Laptop, and can be connected to the sensors to perform Analog-to-Digital conversion, 
as well as provide digital (on/off) outputs to drive the solenoids.  The Labjack basically 
serves to interface the computer software with the real world.
The valve amplifier takes the meager low-current 5-Volt (on/off) signal from the 
Labjack and converts it into a much more powerful 12-Volt, 3-Amp (each) driving signal, 
used to physically pull one or more valve spools to route hydraulic fluid in the desired 
direction.  The change in spool position effects a change in position in the actuators, 
which is inherently picked up by the sensors mounted along the hydraulic actuators.  The 
valves are discussed in significant detail in Chapter 4.
The sensors mounted along the hydraulic actuators either measure the length of a 
hydraulic cylinder, or the rotation of the hydraulic motor.  Using the feedback control 
system discussed in Chapter 5, the sensor data is then used to adjust the hydraulic 
actuator positions to meet the desired script positions, at the angles specified in the file, 
or as close as the machine can mechanically accomplish.
Figure 3.1 –  Simplified schema of the automated system.
17
3.4  Application
Figure 3.1 illustrates how all the component parts of the automated water-jet 
system work together.  Target points, (blue spheres), have been created, and will serve as 
a script for the water-jet scaling system.  Since the target points are widely spaced, the 
software will automatically generate intermediate points, (red spheres).  The intermediate 
points were instituted to keep the system in-check with gentle motion throughout the 
sweep.  F ive separate actuators are operated in unison, two at the end of the (pictured) 
prismatic joint and two at the base of the prismatic joint, attached to the water-jet truck.
Once a target point is reached, the system automatically sets the appropriate 
solution for each joint so that the next point can be reached.  Then each of the sensors are 
checked in a “round-robin” fashion to see if they've reached the point or not.  If the 
cylinder is where it should be, the actuator is stopped until it's time to move to the next 
point.  This is done for all five of the joints.  Point-by-point, the surface is swept, until the 
requested script has been completed.  Black rods connect the spheres in the order they 
were scaled in the actual evaluation experiment.  (Spacing, etc. have been exaggerated for 
illustration.  –  Nothing in the figure is to scale).
Figure 3.1 has been crafted to show the operation of the prismatic joint.  Inside the 
structure of the boom, there is a long, narrow hydraulic cylinder.  The hydraulic portion 
of the cylinder is attached to the base-end of the boom, but slides inside the narrower 
tool-end of the boom.  As pictured, a sensor, (Blue cylinder), is mounted on the side of 
the boom-side section of the prismatic joint, and extends a cable forward to the guard 
ring, which helps protect the tool and sensors at the end of the boom.  Figure 3.2 shows a 
closeup of the actual prismatic joint.
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Figure 3.2 – Close-up of the Prismatic joint.
The automated water-jet scaling experiment used the equipment just discussed. 
First, the surface to be scaled was surveyed.  This surface was then prepared, and 
computationally contoured, with contours extending in rings from the back of the scaling 
truck.  Major points were created, and sub-points were created as necessary.  
The water-jet scaling machine can scale a variety of geometries, provided the 
surface is within the mechanical operating envelope of the machine, won't obstruct the 
boom while it is scaling, and a suitable griding calculation is used to create a valid script. 
This allows for quite a bit of extensibility, from incorporating additional sensors to the 
ability to sweep the face in a variety of patterns and spacings.  Chapter 8 details 
numerous extensibility options.
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CHAPTER 4
COMPOSITION OF AUTOMATION SYSTEM HARDWARE
4.1  Machine Geometry  
The machine used for these experiments is a shotcrete machine that was retired 
from service at the Henderson Mine in Empire, CO.  The Henderson Mine donated the 
machine to the Colorado School of Mines (CSM) for use at the CSM  Experimental 
“Edgar” Mine.  This machine has been repaired and refitted through Western Mining 
Resource Center (WMRC) projects for recent water-jet scaling experiments, (Kuchta, 
2004).  A photo of the machine without any water-jet scaling hardware or automation 
components is shown in Figure 4.1.  
  
Figure 4.1 –  Rebuilt shotcrete machine.
The portion of the shotcrete truck which is most pertinent to this research is the 
hydraulically-actuated boom.  As is apparent from the operator's position in the photo, the 
hydraulic boom allows the operator to be located some distance from the location where 
the scaling is taking place, (near the far end of the boom).  The only portion of this 
equipment which has had automation technology incorporated into it is the boom.  The 
boom is shown in greater detail in Figure 4.2, and points of actuation have been indicated 
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for clarity.
Figure 4.2 – Boom of the water-jet scaling / shotcrete machine.
4.2  Previous Hydraulic Hardware  
Actuation of the hydraulic boom was accomplished through three types of 
mechanisms.  Three of the joints are pivot points, rotated by a hydraulic cylinder. 
Particularly, joints “Ө1”, “Ө2”, and “Ө4” incorporate this technique.  Joint “Ө3” uses a 
hydraulic motor to rotate the nozzle apparatus along an axis parallel to the boom.  Joint 
“D” is a telescoping (“prismatic”) joint.  An internal cylinder actuates this joint.
All five of these hydraulic actuators can be controlled through the hydraulic valve 
bank shown in Figure 4.3.  This valve bank connects directly to one of two pumps 
through a selector switch,  (far left port/hose).  The valve bank also provides a return to 
the same fluid storage tank that the pumps draw from,  (far right port/hose).
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Figure 4.3 – Manual valve bank.
The perspective of the camera conceals a second row of hookups located between 
the high-pressure connection (left) and the fluid return connection (right).  There are ten 
separate hydraulic hookups in addition to the two “main” hoses mentioned previously. 
Each of the hydraulic actuators require two hydraulic hookups.  These hookups are 
arranged in pairs, only the front-most hookup of each pair is visible in Figure 4.3.  From 
left to right, these hookups connect to “Ө1”, “Ө2”, “D”, “Ө3”, and “Ө4” respectively.
The hydraulic hookups for joints “Ө1”, “Ө2”, and “D” each connect with a 3/8 in. 
hose adapter, while the remaining two connections (not connected in photo) connect 
using 1/4 in. hose adapters.  The pressure and return lines both connect with 1/2 in hose 
adapters.
The hydraulic system has two methods of sourcing hydraulic pressure.  The first 
source is a pump that is driven by compressed air.  The second method is through a 
hydraulic pump which is connected to the the diesel engine of the truck via the 
transmission.  Neither pump incorporates an internal pressure relief valve and the selector 
switch completely blocks flow from the pump which is not selected.  As such, only one 
of these pumps can serve as the pressure source at a time.  Through experience, it is now 
known that the truck's engine will be unable to start if the compressed air motor is 
selected.
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Figure 4.4 shows the area of the machine which mounts the pump selector switch 
and compressed-air driven pump.  For clarity, both hardware assemblies have been 
circled on the figure.  Both the compressed-air motor, “A” and hydraulic fluid pump, “B” 
are visible in this photo.  This pump assembly has not been tested for functionality.  All 
experimental operations were conducted using the pump powered by the engine of the 
truck.  
The selector switch is shown in the correct position for powering the hydraulic 
system with the engine-driven pump.  This is generally the direction the switch should be 
set to for operation of the automated system, (pulled out, towards the camera).
Figure 4.4 – Pump selector switch and compressed-air driven pump.
Figure 4.5 shows both the engine-driven hydraulic pump and the hydraulic fluid 
reservoir.  The fluid level indicator, marked with a “B”, is inlaid on the side of the 
hydraulic fluid reservoir.  This meter provides both the quantity of fluid stored in the 
reservoir and the fluid's temperature.  The fluid level should be checked as a part of the 
pre-shift inspection of the machine.  Both the fluid level and temperature level should be 
periodically checked, should the machine be used for a prolonged period of time.  The 
engine-driven hydraulic pump has been marked with an “A” in Figure 4.5 for reference.
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Figure 4.5 – Engine-driven hydraulic pump and hydraulic fluid level
4.3  Design Criteria  
The design of the automated system was largely influenced by the budget 
associated with this research.  A significant, necessary, effort was made to reduce costs 
below the $3000 level.  As such, more expensive hydraulic controls, such as servo-
controlled proportional valves simply were not feasible.  However, with respect to the 
valves initially on the machine, even simple (reliable) on/off valves may be superior. 
Having sacrificed some flexibility with the hydraulic system, a significant amount of 
money remained for other systems.
By the nature of the project, the accuracy of the machine was made to be 
sufficient for water-jet scaling.  With some consideration, it was decided the target 
positions must be reached with only a few inches variance.  Future development, possibly 
the acquisition of cracks or other features, will likely require much finer precision.
The machine's motion must be reasonably smooth for water-jet scaling, and not 
exhibit significant oscillation.  In particular, the automation system should not generate 
any new “wobbling” motions as the boom is moved into position.  The system must be 
designed in such a manner that the target position can be reached without overshooting 
the target by more than a few inches, and must reach the target point quickly.  This 
smooth motion should be consistent and predictable.  In terms of Feedback Control 
Systems Science, this means the settling time must be less than two seconds, and 
overshoot must be less than three inches.
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The machine's resilience in a water-jet environment must be preserved as much as 
possible.  No sensor or other hardware mounted on the boom can be easily destroyed or 
damaged by reasonable collisions with rock or ricochets generated by the water-jet. 
Further, no undue strain should be placed on any part of the water-jet scaling machine.
The previous control system (i.e. The manual valve bank) has been preserved for 
compatibility throughout the mine, and for comparison with the new valve bank.
In short, the new hardware must work without diminishing the ability to use the 
older control bank, while simultaneously creating an alternative automated control with 
similar attributes to the existing manual system.
4.4  New Hydraulic Hardware  
In order to govern the hydraulic components through a computer, a new valve 
manifold was selected and installed (Figure 4.6).  This new valving cost approximately 
$1800, and is lower than the typical price, thanks to help from two suppliers, particularly 
Force America, Inc.  and Hydraulic Controls Inc..  
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Figure 4.6 – New valve bank, installed.
The valve manifold is the portion of the valve bank that looks like a block of 
aluminum.  All cylinders connect into this block through hoses and the block interfaces 
with the modular throttles, (which in turn interface with the modular valves).  This 
manifold is a significant change when compared to the previous valve bank.  Particularly, 
it rearranges the valves into a parallel circuit rather than a serial one.
The change in valve arrangement significantly changes the way the hydraulic 
system works.  In particular, this arrangement allows for each valve to perform without 
significant consideration of the other valves operating on the same manifold.  
Previously, using the serial configuration, all engaged (“turned-on”) valves would 
operate with the same hydraulic flow rate, and the pressure available through the system 
would be divided between the valves.  Clearly, this presented problems, should 
concurrent motion in two joints be desired.  When two valves were operated on the serial 
system, it typically yielded a violent pitching of the boom.  This is most likely due to 
nearly dead-heading the system, and gaining and releasing pressure in an oscillatory 
manner.  Due to the clearly undesirable performance, operating two valves or more on a 
serial valve bank was no longer considered.
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The parallel configuration allows for concurrent use of the valves on the bank. 
This is accomplished by creating a high resistance to the flow of the hydraulic fluid in 
each of the valves.  Similar to an electrical circuit, by ensuring the resistance across each 
path is about the same, a relatively consistent flow rate can be expected.  A pressure relief 
valve cartridge is incorporated into the valve manifold.  This allows for pressure 
thresholding in the bank.  –  Should none of the valves be engaged, this relief valve 
allows for flow from the pump back to the tank.  Operation without this cartridge could 
be devastating to the mechanical components connecting to the hydraulic pump and the 
pump itself.  It is also noted that the serial valve bank allowed for virtually unimpeded 
flow between the pump and the tank when a valve was not in use.  The parallel 
configuration requires a constant load on the pump.  This constant burden on the engine 
may be a disadvantage of this system.  Not only does this decrease the efficiency of the 
truck when the valves are disengaged, but it also increases the temperature of the 
hydraulic fluid by constantly forcing the flow through narrow apertures,  (which creates 
heat, due to the oil's viscosity).
Although the increased engine burden and heat generation are a concern, these 
considerations are offset by some benefits.  Not only does this arrangement allow for 
concurrent operation of more than one valve, but it also decreases the pressure transients 
experienced by the hydraulic pump.  The serial manifold causes a transient from nearly 0 
psi to 1.7 ksi (11.7 MPa) every time a valve is engaged.   In contrast, the parallel 
arrangement only varies from around 0 psi to 1 ksi (6.9 MPa). The transient occurs much 
less frequently in the parallel manifold, occurring only when the valve manifold is 
engaged.  Once engaged, the pressure relief valve maintains the pressure at around 1ksi. 
The pressure relief valve “flutters” at a high enough frequency to make the pressure seem 
a constant 1 ksi.  
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Name of Item Source Use Unit Price Qty. Tot. Price
4500psi Solenoid Valve NorthernTool.com A $99.99 5 499.95
MT-02W Modular 
Throttle (Meter-Out)
Force America, Inc. B
$80.00 5 $400.00
10x24x3.5” s. Cap Screw Hi Strength Bolt Co. C $1.44 20 $28.80














Emrick and Hill, Inc. C
$2.75 4 $11.00
SS-2A1D Selector Valve Motion Industries D $41.23 1 $41.23
2003-4-4S ¼ in. Y-fit Emrick and Hill, Inc. D $3.80 4 $15.20
2003-6-6S 3/8 in. Y-fit Emrick and Hill, Inc. D $6.48 6 $38.88
2003-8-8S ½ in. Y-fit Emrick and Hill, Inc. D $8.02 1 $8.02
Various Hoses Emrick and Hill, Inc. D N/A 1 $500.00
TOTAL for Hydraulic 
Components. $1,771.00
Table 4.1 – Tabulated cost for hydraulic components.
Use Description
A Provides for starting and stopping of fluid flow, and selection of direction.
B Adjusts flow rate and provides increased line resistance.
C Used to combine valves with other hydraulic hardware.
D Used to connect to cylinders, old valve bank and new valve bank.  Selects bank.
Table 4.2 –  “Use” descriptions for Table 3.1.
It is noted that the pressure relief valve will probably need to be replaced within 
the life-expectancy of this machine.  Due to the significant reduction in transients, and the 
relatively low cost of the relief cartridge, (approximately $50), the conversion from a 
serial arrangement to a parallel arrangement seems justified.  The cost reduction 
associated with being able to move more than one valve should be easily justified by the 
costs associated with operation time.
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The new manifold also allows for standardization.  Unlike the preceding 
manifold, the manifold, throttles and valves can all be replaced by industry-standardized 
components.  This is a great benefit, as this allows for price competition, and easier 
access to support.  The lack of identifying marks or standards was a problem when 
selecting hardware that was comparable to the old manifold.  In the future, the adherence 
to standards should make any future development in the system much easier.
A listing of the components selected for use is provided in Table 4.1.  This table 
provides not only a brief description of the parts but also the vendor selected for 
provision.  In some cases the person in charge of purchasing elected to use a different 
vendor for some components.  Table 4.2 correlates the alphabet-based designation for 
“Use” to a descriptive statement.
Figure 4.7 shows the hydraulic system used for automation.  This figure indicates 
junction points where the older, manual system connects with the automated system.  In 
effect, all these junction points have no flow, and generally do not affect the system. 
This assumption is valid provided the old system is in operating condition, and all the 
valves on the serial (older) manifold are in their neutral position.
Figure 4.8 shows the original hydraulic system at the start of the automation 
project.  The hookups where the system connects with the automated system are denoted 
in blue.  In reality, each of these hookup points, with the exception of the pressure inlet, 
are implemented with a simple hydraulic “T”  fitting.  Neither Figure 4.7, nor Figure 4.8 
use symbolics appropriate for a formal hydraulic schematic, and Figure 4.9 has been 
created with a formal schematic, displaying both the automated and manual components 
of the hydraulic system.  
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Figure 4.7 – Simplified hydraulic schematic – automated manifold, (parallel).
Figure 4.8 – Simplified Hydraulic Schematic – Older / Preserved Manifold, (Serial).
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Figure 4.9 – Combined hydraulic systems with formal symbolics.
For the sake of clarity, Figure 4.9 has been designed with the automated 
components on the left half of the schematic, and the manual components have been 
placed on the opposing side.  It should be noted that the actual placement of the 
valves/throttles on the manifold may be out of order or reversed from this digram, as the 
position of the pressure and tank hoses can be easily changed, and placement on the 
manifold itself is unlikely to affect the actual performance of the valves themselves. 
4.5  New Power Electronics  
The Labjack alone does not supply enough power to drive the hydraulic valves. 
As such, an amplifier was created to power the valves.  This amplifier is very simple, as it 
magnifies a low-frequency digital signal.  As such, a pair of MOSFET transistors are 
used to control each valve.  Figure 4.10 provides a schematic of the electrical circuit that 
was used to drive the valves.  It should be noted that the valves underwent a slight 
modification to operate with this simple circuit, described below.
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Initially, the screw terminals located inside the top of the valves had a  small piece 
of copper shorting the ground terminals of the two solenoids inside the valve.  This 
copper piece was removed and instead, a common power supply was used rather than a 
common ground.  This allows for the MOSFETs to be on the ground-side of the circuit, 
which is preferable for a number of reasons.  The operation of the circuit is simple, when 
the Labjack sets a pin on the DB25 connector to a high (5V) state, a current limiting 
resistor in a voltage divider configuration is used to supply the gate of the MOSFET with 
a (appx) 5V signal.  The MOSFET then conducts from the drain to the source, effectively 
shorting the ground terminals of the valve to the ground of the power supply.
The virtual short created by the MOSFET allows current to flow through the 
solenoids and inherently provides motion in the valve.  MOSFETs were chosen for this 
operation, as they have a very low on-state resistance.  The MOSFET chosen, that is the 
IRF520, has an on-state resistance of 0.25Ω, which is small in comparison to the 
resistance of the solenoids.  This low relative resistance is important, because as the 
resistance of the MOSFET increases relative to the solenoid's resistance, more heat will 
be created on the amplifier board.
A second reason why MOSFETs were selected for this role is the very low 
amount of current which is required to make the MOSFET conduct.  Since the MOSFET 
is a Field Effect Transistor, the conductivity of the transistor primarily relies on the 
voltage applied to the gate.  This is a significant advantage when compared to a power 
transistor.  By using MOSFETs, the amplifier board has been able to run without 
significant cooling.
Using a relay switch is another alternative to using MOSFETs.  The particular 
advantage of this technology is an even lower on-state resistance.  However, most relay 
switches are solenoid controlled, and would require another (weaker) amplifier to drive 
the solenoid.  The moving part(s) within the relay switch could also break with time, so 























Small LEDs (Light Emitting Diodes) were placed in parallel with the amplifier 
circuit used to power the valve solenoids.  This is also shown in Figure 4.10 as part of the 
schematic.  The LED was placed in series with a current limiting resistor, and bridges the 
amplifier circuit itself.
In retrospect there are a few possible improvements which could be made to this 
circuit, including:
• The use of opto-isolators to further protect the computer and Labjack from potential 
high-voltage feedback.
• Higher-capacity (Smaller gauge) wire for connecting the MOSFET source pins to 
the common ground.
• An additional LED could be placed between the MOSFET drain pin and a valve 
solenoid.  However, this LED would need to be properly regulated with resistors to 
provide sufficient voltage potential to turn on, and sufficiently low current to 
survive.  –  This alteration could help with troubleshooting, should a wire come 
loose between the board and the valve.
The amplifier board connects directly into the regulated side of the central circuit 
breaker on the Water-Jet Scaling truck.  The ground is shorted to the chassis of the truck 
itself.  This connection arrangement was made to maximize the protection to the Labjack 
and other associated electronics.
4.6  New Feedback Hardware  
In order to facilitate automated control, the controlling computer must know the 
location of the boom.  This is accomplished through the use of sensors.  In the case of this 
design, the sensors selected for this project include mechanical sensors and a laser 
scanner.  The laser scanner is currently an external device and is not directly integrated 
into the system.  The mechanical sensors all use potentiometers.   
35
The laser scanner is not integrated into the robot.  As such, the laser scanner 
provides no real-time feedback.  Rather, the scanner is used to create a 3-D pointmap of 
the surface, which is later rotated and manipulated as an input for the robotic system.  For 
this project, the input pointmap was generated via a Leica TCR705 
The potentiometer inside each of the mechanical sensors has a linear taper.  As a 
result, the position of the joints can be obtained with fair accuracy through simple linear 
interpolation.  However, the conversion of cylinder length into angular rotation requires 
additional calculation, and is largely based on the Law of Cosines.  This math is reviewed 
in Section 5.4.
Some properties of the machine were difficult to accommodate.  One aspect of 
particular difficulty was the prismatic joint.  This joint has a stroke of around ten feet. 
Finding a sensor for a task of this scale at a reasonable price was difficult.  Not only must 
this sensor withstand vibration and other shocks associated with the underground 
environment, but it must also withstand operation in a humid environment, where it may 
be exposed to salts, water and oil droplets and small fragments of rock.
A sensor which uses a spring-loaded wire to measure distance was selected for 
this task.  This sensor met both the mechanical and environmental requirements for the 
machine.  Inside the sensor, a multi-turn rotational potentiometer is used to measure the 
amount of wire unwound from a spool.  This sensor allowed for high-resolution analog 
control, which met accuracy specifications as well.  Figure 4.11 shows a sensor mounted 
on the boom.  The sensor is colored blue, and is mounted directly onto the side of the 
machine.  The linear position sensors were supplied and sponsored in part by Space Age 
Control.
In Figure 4.11, the cable which measures the length of the prismatic joint runs 
along the visible side of the machine, towards the end of the boom.  During early runs of 
the machine, it was accidentally verified that the stroke of the prismatic joint was much 
longer than the length of the wire in the sensor.  In short, the machine can move 10 feet, 
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and the sensor selected can run 80 inches, (appx. 7 ft).  –  While safety-oriented software 
code was disabled, the machine tore the sensor apart.  
Figure 4.11 – Sensor used to measure length of prismatic joint.
Unfortunately, the repair cost for the sensor was rather expensive.  In an effort to 
prevent this from happening again in the future, the cable on the sensor was extended 
with wire.  The cable used on the sensor is not stiff enough to allow for splicing.  Rather 
than tying the wire and the cable together, a fastener was created.  The fastener was 
composed of  two rubber faucet washers, secured by two smaller steel washers, a nut and 
a bolt.  This connection is visible in Figure 4.11, to the viewer's left of the blue sensor.  
The faucet washer-based connection was used for all the sensors purchased by 
Space Age Control.  This is necessary, as the price for their connection kit was $200, and 
the budget available for this project was too small to readily accommodate such an 
expense.  This fastener method has proved to be quite strong, as the strength of the 
connection was more than enough to destroy the sensor to which the fastener was 
attached.  There is some concern about slippage over time.  However, at the time of 
writing, slippage has not become a problem.
By adding an extension to the sensor cable, the range of operation of the prismatic 
joint was shifted outward by 3.3 feet.  This change affected the behavior of the boom, but 
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did not affect the distance that could be sensed.
A “wobbling” motion had been noticed in the end of the boom from previous 
operations.  This wobbling is due to the sudden impulses applied by the hydraulic system 
and the material flexibility of the prismatic joint and linkages.  In response to these 
impulses, the machine overshoots the target position slightly, and then takes a short while 
to dampen the reverberations, eventually settling near the point where the hydraulic 
controls stopped the boom.  Previously, this wobbling could swing the boom several 
inches, depending on the magnitude of the impulse.  The wobble will be referred to as 
“reverberations” for the remainder of this document.
By extending the length of the boom, the rotational moment of inertia increased. 
In turn, the reverberations caused by motion in the boom also increased.  These 
reverberations are still within operational tolerances for the machine.  The increase in the 
magnitude of the overshoot is approximated to be less than, but nearly a factor of two.  
The modular throttles reduce the impulses generated by the hydraulics.  This is an 
adjustable feature, and can be adjusted at the valve bank.  However, this causes a trade-
off between reducing the magnitude of the reverberations and extending the time it takes 
to reach a target point.
Initially, all the sensors used on the robot were supplied by Space Age Control, 
and were each of similar design.  Sensors of different sizes were selected to match the 
varying sizes of cylinders.  In each case, the lowest-cost sensor that could provide a 
sufficiently high resolution was selected.  Table 4.3 shows the sensor model selected and 
the key attributes associated with the sensor.
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Sensor Location Model Sensed Range Resistance Accuracy Tension
“Horizontal cylinder”, Ө1 162-3405-S8SS 42.5” 5 KW +/- 10% MAX
“Vertical cylinder”, Ө2 162-3405-S7SS 42.5” 5 KW +/- 10% MAX
“Prismatic Joint”, D C030-00 85” 5 KW +/- 10% MAX
“Hydraulic Motor”, Ө3 176-0521-L3E 6.5” 5 KW +/- 10% MAX
“Nozzle Actuator”, Ө4 176-0521-L3E 6.5” 5 KW +/- 10% MAX
Table 4.3 –  Linear position transducer information.
The sensed range was truncated for each of the sensors.  This truncation is due to 
two major factors; sensor integrity and machine geometry.  With the exception of the 
prismatic joint, the sensors were selected so that the shortest cable length would be used 
that could run enough cable to safely measure the cylinder length.  
Inside each of the sensors is a potentiometer.  In order to gain the maximum range 
of motion, the potentiometer would have to range from a resistance of 0Ω  to 5kΩ. 
However, any mechanical variation beyond these two points could destroy the sensor.  As 
such, the cables have been attached in such a manner as to avoid a destructive situation. 
Additionally, some buffer room has also been added to detect a near-failure point, so the 
machine can use software to shut down the mechanical components before a sensor is 
damaged or destroyed.
In order to increase the resolution of the sensor, the sensor was directly connected 
to a 5V supply, 0V ground and a high-impedance ADC port on the Labjack.  An 
alternative configuration would have been to place an additional resistor in series with the 
sensor between the sensor and the power supply, as an additional safeguard, should a line 
be shorted.  However, adding a 2kΩ resistor in this manner, (a “voltage divider” or serial 
configuration), would diminish the precision of the Labjack/sensor combination by 29%.
It is a safe practice to place a resistor in series with the sensor in order to prevent a 
short-circuit condition.  This is done to minimize failure, should the 5V supply and 
ground be shorted at the sensor.  This has not been done in this design.  However, the 
power supply is reasonably regulated through the Labjack, and despite several 
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opportunities, no catastrophic failures have occurred.  In the event a wire is cut, all 
operations should cease immediately, and not resume until the anomaly/problem is 
discovered and resolved.  From experiences in the lab setting, it has been observed that if 
the Labjack's 5V leads are shorted, the Labjack's operation will cease.  The duration of 
the short in this particular instance was brief, and the Labjack remains fully operational.
Before the experiment was conducted, the sensor mounted on the hydraulic motor 
failed.  Due to time constraints and the mechanics of the actuator, the sensor was 
redesigned.  This sensor used a simple rotational potentiometer with a linear taper, 
procured from a local electronics store, Radio Shack.  This potentiometer was placed into 
a small enclosure (also secured at the same store), and the potentiometer shaft converted 
into a mechanical linkage.  A stiff wire was run through the shaft of the potentiometer, 
and this wire was connected through pivots to the existing support for the nozzle actuator, 
“Ө4”.
Figure 4.12 –  Revised motor sensor construction schematic.
The modified sensor, illustrated in Figure 4.12, shows the mechanical 
construction of the sensor.  This sensor was tested in operation, and has proved itself to 
be highly robust, as the wire linkages are flexible, and has withstood a few collisions with 
the rib of the drift during development.  However, some time after the experiment was 
conducted, the sensor was found to be only marginally operable.  The sensor was no 
longer within the specifications of the automated system and was providing intermittent 
changes in resistance values.  This sensor must be replaced with a more water-resistant 
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sensor, such as the “Clarostat Series 408 Sealed Potentiometer”.  Three potentiometers of 
this model have been purchased with personal funds for determination of suitability for 
this role.  This potentiometer should be suitable as the potentiometer gradient itself is 
constructed of a conductive plastic, and is sealed with an O-Ring to help resist 
contamination, (Potentiometers.com, 2005).
It should be noted that the sensor linkage design was contributed by Mr. Tim 
Smith of the CSM Mining Engineering Department.  The linkage used is only slightly 
modified from the prototype he created.  Tim Smith's design called for the linkages to 
allow the linkages to pass over each other, resulting in the ability to sense a complete 
rotation.  The modification to this design forces the sensor to only operate in a much 
more narrow region of rotation, and allows for a variance in the lengths of the two end 
connections.  The mechanical construction was largely designed by Tim Smith, and uses 
a small machine screw, three washers, hanger wire, and two nuts for each joint in the 
sensor, (as illustrated in Figure 4.12).  This construction allows for quick and simple 
construction and replacement.
4.7  Summary  
New hardware has been installed on the machine.  The most important hardware 
includes:
• Sensors to determine what each joint of the boom is doing.
• Electrically-actuated (solenoid) valves have been installed so the hydraulics can be 
controlled electronically.
• An amplifier board and Labjack have been installed so the hydraulics can be 
controlled through a computer's USB port.
With the hardware installed, the design requirements have now evolved into a 
more software-oriented problem.  However, the mathematics, coding and hardware all 
must be adjusted together to form a working automated system.  The solution for this 
design requirement is discussed in detail in Chapters 5 and 6 of this document.
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5.1  Introduction  
Chapter 4 introduced the mechanical components of the robot.  These mechanical 
parts are combined to build a much more complex system, capable of water-jet scaling 
the back of a mine drift.  The portion of this robot which combines the mechanical 
components into a useful apparatus can be called a Feedback Control System.  Generally, 
a Feedback Control System is any assemblage of components that adjusts its operation 
based on its performance.  
The Feedback Control System on the robot uses sensors mounted on the joints of 
the robotic boom to measure its performance.  The outputs to the amplifier are 
continuously changed based on the sensor measurements and the data representing the 
surface being treated.  
The portions of the automation system that directly affect the performance of the 
Feedback Control System are located (first) in a laptop computer and (second) atop the 
hydraulic manifold.  The throttles attached to the hydraulic manifold allow for the rate of 
hydraulic fluid flow to be adjusted. This inherently serves as a means to adjust the “gain” 
of the system.   The most noticeable effect of this control is a functional trade-off 
between precision (speed and position) of the boom and the rate at which the boom 
moves.  
The laptop computer utilizes custom-made software to handle key electronic 
aspects of the system.  In particular, the software is responsible for interpreting digital 
representations of sensor information and correlating this information to the measured 
geometry of the underground opening.  The software also handles interaction with a 
human operator prior to an automated sequence.  If appropriate, the system will also 
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serve as a human interface if additional information is required during the otherwise 
automated sequence.
This chapter  introduces the theory behind the feedback control system design, 
and mathematic formulas incorporated into the software.  Additionally, some of the 
simplifications and assumptions are discussed.  However, discussion directly pertinent to 
the design of the software itself has been incorporated into Chapter 6.
5.2  Factors Influencing the Feedback Control System  
The feedback control system must incorporate the point-map based representation 
of the mine opening and output signals resulting in motion. Using only the point-map and 
the joint angle sensors, the system must correctly output signals to drive the hydraulics to 
scale the mine drift.  Additionally, should the system encounter a problem that may 
prohibit successful completion of the task, the system must stop and provide feedback 
and/or interaction for correction of the problem.  The feedback control system must also 
provide significant details and tools for human oversight when needed to resolve the 
problem or analyze performance.
There are many considerations associated with the creation of this Feedback 
Control System.  Numerous limitations exist in the hardware selected, and certain 
tolerances have been established to realistically provide for these limitations.  This 
section will cover in detail some of these limitations, and recognize those 
accommodations that must be made.
One of the most system-shaping limitations is the rate at which information 
relating to the position of the water-jet scaling boom can be processed.  The 2.4 Ghz Intel 
Pentium IV-based laptop computer could only obtain sensor information at a rate of 16 
Hz using the Labjack.  This is a critical limitation, as decisions relating to the control of 
the machine must be made with information at this resolution.  This limitation will 
directly control how quickly the system can react to motion in the boom, and also affects 
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the frequency and magnitude of the noise the feedback control system will encounter.  
A continued limitation of the data transfer rate is the frequency at which the 
control system can update the state of the valves located on the hydraulic manifold.  Due 
to the design of the software, the rate at which these update is identical to the rate at 
which information is obtained.  This limitation directly affects the accuracy of the 
machine, as the solenoid valves cannot be started or stopped between the 16 Hz (appx 
0.063 second) windows.  
As mentioned previously, the boom is very prone to oscillation, (wobbling).  As a 
result, these mechanical variations may cause the sensors to give erroneous readings. 
The consequences of this limitation are two-fold.  First, the magnitude of acceleration 
applied to the boom must be small in order to prevent oscillation.  Second, the software 
must be tolerant of sensor error resulting from mechanical fluctuation.  
In an effort to reduce this fluctuation, the sensors have been mounted along the 
hydraulic cylinders and motor.  This mounting point was chosen because it accurately 
represents the effects of opening and closing the hydraulic valves.  Further, it is apparent 
that once the oscillations have damped, the mechanical linkages will rest at a position 
dictated by the hydraulic actuators.  Also, since the hydraulic fluid in the actuators is 
nearly incompressible, the wobbling effect of the boom should be minimized.  The 
positioning of the sensors does not completely eliminate the oscillations.  Additional 
compensation for oscillations in the system have been directly addressed in the 
implementation of the feedback control system.  
The sensor placement requires an increase in the number of calculations the 
governing software must complete.  In order to use the cylinders, the rotational motion 
created in the pivot joints must be derived from the measured cylinder lengths.  The 
actual calculation relates to the Law of Cosines, but is derived directly from machine 
geometry in Section 5.4.
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Due to the potential for the topology of the scaling surface to change, or the 
possibility of the machine becoming degenerate, (mechanical failure, loosing the ability 
to move, or losing sensing capabilities, etc.), the system must continually sense for 
unexpected behavior.  This is done by comparing the sensor readings to human-defined 
thresholds.  Should the system operate outside of the thresholds, the system will cease 
operation.
The automated bank uses “full-on or full-off” solenoid-actuated valves.  Also, the 
sudden application of force to the slightly flexible long boom causes oscillation in the 
structure of the boom.  Inherently, using hydraulic controls that only provide “full-on or 
full-off” situations causes the boom to oscillate.  In some circumstances, the oscillation of 
the boom has been observed to be greater than a foot at the end of the boom.  This is a 
significant problem, and is addressed in several ways throughout the design of the 
feedback control system.
5.3  Feedback Control System Design  
The design of the feedback control system was largely a function of the financial 
assets available for the creation of the automated machine.  Prior to starting the project, it 
was known that NorthernTool.com sold solenoid-actuated hydraulic valves for about 
$100 (US) each.  Although these valves did not allow for proportional control, their 
smaller cost in comparison to the proportional valves made this component a guaranteed 
selection for this project.  Further, it was decided that the existing water-jet scaling 
machine would be used.  These two decisions largely defined the parameters to be used in 
the design of the feedback control system, having introduced some of the design 
limitations as already discussed.
Prior to purchasing parts, a lab setup was created.  This lab setup consisted of a 
single cylinder, a sensor and a single valve.  The valve was mounted on a single-valve 
manifold, called a “subplate”.  A modular throttle was also purchased and installed for 
this test setup.  In order to power the solenoids on the valve, an amplifier board was 
46
constructed.  This board was powered using a 9.6 Volt rechargeable battery.  A 240V 
AC-powered hydraulic pump was used to provide hydraulic pressure.  
The lab setup allowed for demonstration of the component technologies that 
would be built into the complete automated system.  The first test determined if a closed-
center valve was appropriate for this task.  It was determined that the AC-powered pump 
also contained a pressure relief valve, (there appeared to be an adjustment on the pump 
for the threshold pressure).  However, in the first bench test, it was determined that such 
was not the case.  –  The motor came to a complete stop and tripped the most immediate 
breaker, (which the CSM Mining Department temporarily added for this project as a 
safety feature).  As a remedy, a single, hose-mounted relief valve was purchased, and 
placed in parallel to the valve by using two “T” fittings to connect to the pressure hose 
and the return hose.  Once this modification was made, the apparatus was able to move a 
hydraulic cylinder when an electrical potential was provided for the solenoids inside the 
valve.  
Prior to the fabrication of the lab setup, software (written in C++) had been 
created to interface the Labjack.  The makers of the Labjack also provided a API 
(Application Programming Interface) to interface with their hardware using the C++ 
programming language.  This allowed for the Sensor to be directly wired into the 
Labjack, and tested.  The sensor tested successfully, and the software was developed to 
take a target sensor voltage, then move the cylinder until the ADC indicated a voltage 
near the target voltage specified.  The valve was then shut down, and the process repeated 
for a number of different target voltages, reached in different directions.  This allowed for 
all the parties involved to witness the performance of this system.  The results of this 
stage of development indicated:
• The feasibility of the solenoid valve when combined with a modular throttle,
• The usability of the Labjack for controlling the valve while reading the sensor,
• And the ability of the laptop computer to interact with the Labjack while making 
software-based decisions in a high-speed/real-time manner.
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Following the successful testing of the test apparatus, four (additional) valves and 
throttle modules were purchased, in addition to the five-valve hydraulic manifold with 
pressure relief cartridge.  The four other sensors from Space Age Control were also 
purchased.  Since the lab apparatus had served its purpose, the hardware was immediately 
salvaged, and construction on the final system was started.
The new valve manifold was designed so it can be placed under the operator's 
“seat” used for the previous (manual) valve bank.  Since the components were used for 
the development of the automated system, the manifold and amplifier board were placed 
atop the seat.  This location allowed for significantly easier adjustment of the modular 
throttles and easy inspection of the amplifier board.
Each sensor on the system was tested.  By manually testing each cylinder, the 
expected range of travel was recorded in terms of “volts”.  This was then used to 
determine in which direction the voltage would increase or decrease as each degree of 
freedom was actuated.  Using this information, and Mircosoft's DirectX SDK (v.8.1b) 
(Microsoft, 2005), a simple manual-control routine was created, using a common-place 
USB joystick.  The manual control software took three phases, each with increasing 
complexity:
• First, directed control through the Labjack by specifying which pins will be turned 
on or off manually.
• Second, by specifying which pin to turn on or off using a joystick.
• Third, by specifying target “maximum or minimum” voltages targets,  stopping 
once the machine has reached the target voltage.
The third revision is necessary, because if the machine were allowed to move 
without feedback control, the machine could cause damage to the mechanical 
components or the sensors mounted on the machine.  The third revision also allowed for 
easier calibration.
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The software was improved to show the results of the Inverse Kinematics 
calculations discussed later in this chapter.  This allowed for the system's designer to see 
where the robot believed it had positioned the boom.  This information is provided in two 
of the software tabs “Positioning” and “Import and Run Plan”, (shown in Chapter 6).  By 
using the joystick, and later direct coordinate entry, the relationship between mechanical 
position and voltage (on the five sensors) was refined.  Generally, the manual control was 
very useful in determining previous measurements relating to the machine geometry that 
were incorrect due to mistakes in measuring or due to the awkward shape of the 
mechanisms to be measured.
After specifying the lengths of mechanical linkages and the sensor parameters, the 
machine was able to successfully move to a point.  However, the performance of the 
machine was outside of the target goals, in particular, the point-to-point motion was not 
smooth.  Also, the machine would frequently time-out.  –  A time-out condition generally 
indicates that the machine may have hung up on an obstacle or experienced a sensor 
failure.  This error is typically encountered when the machine is unable to reach a target 
position within a specified time.  
Initially, the false-timeout problem was handled by some rough adjustment of the 
modular throttles, and by increasing the permissible error threshold, so the software could 
easily detect and stop at the target positions.  However, these rough settings still caused 
significant oscillation of the boom, and did not provide the accuracy required for the 
project.  In spite of this, the software was further extended, to accommodate the task of 
following a sequential list of points, to be refined later.
The software loads target points from a text file, then moves from point to point, 
(see Chapter 6).  If necessary, sub-points are created in order to prevent timeouts during a 
motion that is too large to be reached within the time limit.  This task allows for 
significant improvement in the feedback control system, but also increased the 
complexity of the software.  Unlike the previous position-to-position or joystick-based 
manual control, this step in the system's evolution allowed the designer to use the user 
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interface and observe a more diverse set data.  Using this additional data, the designer 
could easily detect the system's malfunctions and adjust accordingly.
The system was further refined by adjusting the in-software thresholds and the 
throttles.  The adjustments to the throttle and the thresholds were made in response to 
observed behavior.  An example of an adjustment process is provided;  First, observe 
which valves are activated when the machine is approaching a target point.  If the valve's 
solenoids are fired back-and-forth repetitively, this is an indication that either the 
threshold is too tight, or the actuator is moving too fast.  This response is due to the 
machine being unable to stop while the machine is mechanically positioned within the 
threshold boundary.  As such, the machine overshoots, backs off, overshoots again, and is 
switched back, until the machine happens to either stop within the threshold by chance, or 
the machine times out.  This is easily corrected by adjusting the threshold to a “wider” 
range, or by tightening the throttles so the actuator will move slower, (logical criteria 
relating to timeout conditions may need adjustment too).
In general, adjusting the throttles is a somewhat complicated task, as there are two 
throttles per actuator, and both throttles must be adjusted correctly.  As such, significant 
trial-and-error adjustment is required to obtain proper settings.  Unfortunately, there is a 
trade-off when adjusting the throttles or the software-based thresholds.  By tightening the 
throttles, and inherently slowing the actuator, the machine will take longer to complete 
the overall scaling task.  However, if instead the thresholds are adjusted, the 
accuracy/quality of the task itself may be impeded.  For the design of this system, 
increased accuracy was the primary preference, so long as reasonable motion was 
maintained.  As such, generally the throttles were adjusted rather than the software-based 
thresholds.
In addition to adjusting the throttles, and inherently slowing the actuators, two 
other aspects of the system were adjusted.  The system was designed using a “take a slice 
/ check the slice” approach.  Slowing the actuators causes the time between points to 
increase.  Inherently, by slowing the actuators, the system may enter a “timeout” state if 
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the valves do not reach the target position by the deadline.  The timeout condition 
resulting from throttle adjustment can be corrected in two ways.  First, the timeouts can 
be increased.  Second, additional mid-points can be created, so the machine can check its 
progress on a shorter interval.  Initially, the timeouts were increased.  The data presented 
from the automated scaling job was created using bloated timeout values.  Additional 
“tweaking” in this area can help make the automated system more sensitive to failure 
conditions.  
Charts have been created that present the operation of the Feedback Control 
System.  These graphs do not use real data.  Rather, these charts provide information that 
has been simplified for clarity.  In the four charts provided, (Figures 5.1, 5.2, 5.3, and 
5.4), two separate actuator lines have been charted.  This is to provide a comparison of 
how adjusting one aspect of the system can directly affect the overall performance of the 
Feedback Control System.  
Figure 5.1 shows two throttle settings.  “Throttle Setting II”, denoted by the blue 
line, represents a throttle that has been adjusted for more flow than the condition plotted 
on the “Throttle Setting I” (Green) line.  The increased flow rate, and inherent increase in 
speed caused the actuator to overshoot the target position repeatedly.  The portrayed 
malfunction occurred several times during development, and is generally observed as a 
“timeout” condition, rather than observation of forced oscillations.  This problem can be 
detected by watching the software interface (Figure 6.2), and observing that the I/O pins 
are initially driven consistently in one direction, but then flash back and forth near the 
end of motion. 
It is important to note that the forced oscillation condition may not cause a 
timeout condition. The machine may seem to be performing normally if the timeout 
threshold is long enough for the actuator to consistently reach the target position after a 
number of oscillations.  However, such poor performance increases overall operation 
time, and may cause significant wear to the valves and other mechanical components 
facilitating the oscillatory motion.
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Figure 5.1 – Effect of varying the throttle setting on an actuator.
Figure 5.1 also provides insight towards some of the limitations of the Feedback 
Control System, as discussed earlier in Section 5.2.  The minor tick marks along the X-
Axis (Time) are spaced at 1/16th of a second, and are representative of the 16 Hz samples 
obtained from the Labjack.  Due to the update frequency and non-variable travel speed, 
the system can only reach “near” a point, seldom reaching a point “exactly”.  This 
phenomenon is indicated in the graph, as none of the points rest at the exact center of the 
target range.
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Figure 5.2 extends the concepts presented in Figure 5.1 by widening the 
thresholds.  The system does not produce a forced oscillation, as the actuator does not 
overshoot the threshold.  However, the wider target range reduces the precision of the 
actuator significantly, which was generally considered unacceptable in this project.
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Figure 5.2 – Target ranges have been widened to prevent the oscillation condition present 
in Figure 5.1.
For safety purposes, it is desirable to have the timeout value as short as possible. 
In Figure 5.3, the conditions present in Figure 5.2 have been reproduced, with the simple 
exception that the timeout values have been reduced.  The use of timeouts allows for the 
system to check performance on a regular interval.  The integration of timeouts is an 
important consideration in this design, and additional complexity was added to the 
Feedback Control System to accommodate this.  This feature incorporates two major 
features to the controlling software.  First, the timeout periods must be monitored. 
Second, the software must first divide the target positions into small “bite-size” pieces 
that are likely to be completed within the specified timeout periods.
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Figure 5.3 shows the effect of excessively shortening the timeout interval.  Should 
the system have reached an obstruction, a similar effect would have occurred. 
Specifically, the obstruction would have prevented the system from reaching the target 
position range within the specified timeout period.
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Figure 5.3 – Termination of actuator operation due to failure to meet a deadline.
In the event that the design specifications require the performance of the system to 
be verified on a shorter time interval, this can be accomplished by reducing the travel into 
checkpoints that require less actuator travel to reach.  This transition is shown in Figure 
5.4.  Figure 5.4 reproduces the situation shown in Figure 5.3 but avoids the halt condition 
due to timeout by breaking each target motion into two smaller motions.
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Figure 5.4 – Breaking the problem into smaller movements.
Figures 5.1, 5.2, 5.3 and 5.4 indicate that motion does not resume until the next 
timeout interval is restarted.  The actual implementation of the actual design does not 
pause in such a manner.  Rather, the design will pause actuators as they reach their 
respective target ranges, and resume once all five actuators have reached their target 
positions.  This adaptation was implemented to increase the overall speed of the machine.
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5.4  Discussion of Mathematical Model – Geometry and Parameters  
The Inverse Kinematics used for the machine were derived using homogeneous 
transform matrices.  This technique allowed for a very simple, intuitive construction of 
the “Forward” kinematics, which were later evaluated mathematically to determine the 
Inverse Kinematics equations.  These equations were then verified using a spreadsheet. 
The spreadsheet was constructed so that the results of the equations derived for the 
Inverse Kinematics were reapplied to the equations for Forward Kinematics, and the error 
between the two results compared.  The spreadsheet indicated that the solutions for 
Inverse Kinematics were accurate, (provided the Forward Kinematics solution itself was 
accurate).
The resulting equations for the Forward and Inverse Kinematics are provided.  It 
should be noted that some of the (duplicate) solutions for the Inverse Kinematics have 
been eliminated, as they were incompatible with the mechanical construction of the 
machine.
The equations used for Forward Kinematics are provided below.  These equations 
represent the components of two vectors.  The first vector is the Cartesian position of the 
end of the boom, with the X-Axis pointing forwards, and the Z-Axis increasing with 
elevation.  These equations are as follows:
X-Axis Position Coordinate:
P X= X 1 C1DC1C 2Z 2 C1 S 2wX 4X X 
Y-Axis Position Coordinate:
PY=X 1 S 1DC2 S 1Z 2 S1 S 2wX 4X Y
Z-Axis Position Coordinate:
PZ=Z 1−D S 2Z 2C 2wX 4X Z
In the kinematics equations presented in this chapter, the trigonometric functions 
cosine and sine, have generally been truncated to reduce the length of the equations 
presented.  As such, the cosine of the angle or rotation of the joint at the base of the boom 
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would be expressed as “C1”.  This truncates the longer expression, “Cos(Ө1)”.  Similarly, 
the function “Sin(Ө1)” has been truncated to “S1”.  
The four rotational joints have been numbered from “1” to “4”, starting at the base 
of the boom and moving outward, with the last actuator as “4”, (Figure 4.2).  The 
prismatic joint length has been assigned the variable “D”.
There are additional parameters which account for the mechanical geometry of the 
machine.  These parameters are constants.  All of these parameters represent the lengths 
(parallel to the Cartesian axises when all angles are at their 0o position), between the 
joints.  These parameters are listed below:
• “X1” represents the position of the second joint, a few inches behind the pivot at the 
base of the boom.
• “Z1” represents the position of the second joint, a few feet above the base of the 
boom.
• “Z2” represents the vertical offset between the second joint and the axis of the 
hydraulic motor, joint “3”.
• “X4” represents length of the nozzle with some extension, representing the water-jet 
itself.
The equations composing the position vector for the end of the boom also use 
variables “XX”, “XY”, and “XZ”.  These three variables represent the Cartesian 
coordinates for the unit vector which represents the orientation of the nozzle (and water-
jet) relative to the base of the machine.  These equations were derived from the same 
homogeneous transform matrices as the position equations.  The Inverse Kinematics 
equations for nozzle orientation are presented below.  Each equation provides a ratio the 
vector makes when compared to the coordinate axis at unit length.  The parameters used 
in the orientation vector are the same as the variables used in the position vector.
Orientation of the water-jet nozzle as a ratio, relative to the X-Axis:
X X=C1 C2C 4−C1 S 2 C3S 1 S 3S 4
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Orientation of the water-jet nozzle as a ratio, relative to the Y-Axis:
X Y=S1 C2C 4−S 1C3 S 2−C1 S 3S 4
Orientation of the water-jet nozzle as a ratio, relative to the Z-Axis:
X Z=−S 2C 4−C2C 3S 4
These six equations (position and orientation components) were then combined to 
form the complete Inverse Kinematics solution.  Multiple solutions exist since the 
modeling method did not specify any limitation on range of motion in the actuators 
themselves.  These multiple solutions were then reviewed, discarding the solutions which 
were not useful.  Some of the multiple solutions preserved, as some of the equations may 
result in “division by zero” conditions within the operating envelope of the machine.  The 
solutions for the inverse kinematics are provided, in order, from the base of the boom to 
the nozzle.
Joint “1” is located at the base of the boom.  This joint rotates parallel to the Z-
Axis.  The equation determining what angle is necessary in joint “1” so the water-jet 
nozzle is positioned and oriented correctly is:
θ1=ATAN2P X−wX 4 X X ,PY−wX 4X Y 
The function “ATAN2” is a slightly modified version of the arctangent.  Whereas 
the arctangent converts the slope of a line into an angle, “ATAN2” uses more specific 
information to determine which Cartesian quadrant the angle is in, and adjusts the angle 
accordingly.
Joint “2” is located above joint “1” and connects the base of the boom assembly to 
the boom itself.  The geometry of the linkage has been discussed in the definition of “X1” 
and “Z1”.  This actuator is also powered by a hydraulic cylinder.  The solution for Inverse 
Kinematics for joint “2” is:
θ2=ATAN2 −BQAA2B2−Q2 , AQB A2B2−Q2 
The prismatic joint, “D” is built into the boom itself, and varies the length of the 
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boom.  As such, “D” was defined as a variable, and not as a geometric parameter.  “D” 
represents the length between the center of the boom above joint “2” (when joint “2” is at 
0o) and the pivot point for the water-jet nozzle, located at the end of the boom.  The 
solutions for the length of the boom, “D”, are:
D=Z1−PZX 2 C2wX 4 X Z
S 2
D=PX −X 1C1−X 2 C1S 2−wX 4X X C1C2
D=PY−X 1 S1−X 2 S1 S2−wX 4X Y S1 C2
Multiple solutions have been provided for “D”, as some of the equations provided 
do not perform correctly when the machine is operating within it's mechanical envelope. 
The boldfaced “S2” term in the equations for “D” creates a division by zero situation 
when the angle for joint “2” reaches 0o.  Due to the way the geometry was defined, this 
results in an indefinite answer for D when the machine has the boom at 0o or nearly 0o.  In 
order to avoid this problem, the software first selects the an equation that will solve for 
“D” without a division by zero condition and then solves for “D”.
The Inverse Kinematics solution for joint “3” is directly dependent upon the 
Inverse Kinematics solution for joint “4”.  As discussed previously, joint “4” is located at 
the end of the boom and provides rotation between the nozzle and the boom, angling the 
water-jet nozzle relative to the axis of the boom itself.  This joint is the third and final 
cylinder-powered joint.  The solution for joint “4” does not make use of the “ATAN2” 
function. This is because the equations for joint “3” have already handled the “arcsine” 
portion of the atan2 function.  The solutions for joint “4” are provided:
θ4=ATAN2 X X C1C2X Y S1C2−X Z S2 , S1 X X−C1 X Y /S 3 
θ4=ATAN2 X X C1C2X Y S1C2−X Z S2 ,  X ZS2C4/C2 C3 
The solution for joint “4” is also defined by two equations.  The part of the 
equation which requires this workaround has been marked in boldface.  The first equation 
is viable for all instances when the nozzle is not pointed along or near to the axis of the 
boom.  The second equation works for all instances where the nozzle is not orthogonal to 
59
the axis of the boom.
The solution for joint “3” follows directly from the solution for joint “4”.  Since 
the solution for joint “3” does not depend on the volatile portion of the equations for joint 
“4”, only one equation is necessary.  This equation is:
θ3=ATAN2 −X ZS2 X X C1 C2XY S1C 2−X Z S 2/C2 C1 X Y−S1 X X 
A portion of the equation for joint “3” follows directly from the equations for 
joint “4”.  The portion of this equation which has been reincorporated has been marked in 
boldface.
The Inverse Kinematics equations provided so far only constitute a partial 
solution for the overall inverse kinematics problem.  The equations provided refer to the 
necessary  motion in each of the joints.  However, some additional steps must be taken 
before the information provided so far is usable.
First, the solutions for each of the joints must be tested to ensure the solutions are 
within the operating envelope of the machine.  After this step is completed, the motion in 
the joints must be converted into the actual motion required by the hydraulics. 
Fortunately, the hydraulic motor, joint “3”, can be handled with a simple linear 
interpolation, converting the known range of volts from the ADC to/from the angle of the 
motor.
Joints “1”, “2” and “4” each use a cylinder to provide rotational motion.  The 
mechanisms actuating each joint forms a triangle.  The two linkages meet at a joint that is 
held together by a pin.  The side of the triangle opposing the angle formed by this joint 
represents this joint's actuating cylinder.  As such, the relationship between motion in the 
joint and motion in the cylinder can be found through the Law of Cosines.  The math 
supporting this is provided below Figure 5.5, along with a corresponding schematic, 
Figure 5.5.  The pivot point is located in center of the gray circle in Figure 5.5.
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H=Horizontal Displacement between the pivot
point and the cylinder mount point
C=Total length of the cylinder
including piston
V =Vertical Displacement between the pivot
point and the cylinder mount point
A=Length of the cylinder projected onto a line
between the base of the cylinder to the pivot point.
L0=Displacement between cylinder mountpoint and pivot point B=
Length of the cylinder projected onto a line
normal to the line between the
base of the cylinder to the pivot point.
r=Displacement between the pivot point
and cylinder connection point.
Ө=Angular rotation about the pivot point.
Figure 5.5 – Joint construction schematic.
Derivation for Eqn. 5.1:
A = H 2V 2−cos Ө ⋅r  A = L0−cos Ө⋅r
B = sin Ө ⋅r C = A2B2
C =  [H 2V 2−cosӨ⋅r ]2[sinӨ⋅r ]2
C =  [L0−cos Ө ⋅r ]2[sin Ө ⋅r ]2
C = L02−2⋅L0⋅cos Ө⋅rcos2Ө⋅r 2[sin2Ө ⋅r2]
                                        C = L02−2⋅L0⋅cos Ө ⋅rr2                           (Eqn. 5.1)
          
Equation 5.1 provides the required cylinder length, given the angle required.  The 
equation requires two parameters, the distances between the pivot point and either end of 
the cylinder.  Equation 5.1 can be easily reversed to provide a Forward Kinematics 
solution.
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5.5  Discussion of Simplifications and Assumptions  
Many simplifications and assumptions were made for this model.  The adaptations 
made for the model fall into a few different categories.  Many of the adaptations to the 
model directly relate to the non-ideal geometry of the machine.  Some of the adaptations 
were made because the error caused by the assumptions were necessary to meet funding 
constraints and time-frames. Other assumptions were offshoots from these reasons, for 
example when the cause of error was outside the computational and/or sensing ability of 
the electronics.  
The geometry of the machine represented in the model didn't account for several 
aspects of the mechanical composition of the machine.  One of the largest considerations 
is the flexing of the boom and other mechanical linkages.  The flexing of the mechanical 
components varies as the load placed on the components changes, in most cases due to 
acceleration.  The accommodation of flexing into the forward and inverse kinematics 
would have been a significant undertaking. While accounting for flexure might have 
yielded superior results, the low frequency of the sensor samples would have made it 
difficult to implement in the controlling software.  Further, as previously discussed, the 
sensors were mounted on the cylinders in an effort to minimize the effects on final 
position as a result of mechanical flexing or oscillation.  As such, the assumption that the 
mechanical linkages were rigid was made, with a moderate decrease in accuracy, but a 
significant reduction in project complexity.  
Another geometry-related concern, similar to mechanical link flexure, is the 
flexure and imprecise construction of the joints themselves.  The pins which comprise 
each joint are imperfect, and in some cases, are somewhat loose.  However, similar to the 
previous decision, the assumption was made that these imperfections do not affect the 
machine's geometry.
Imperfect joint orientation required an additional assumption.  The assumption 
was made that all joints line up together in perfectly perpendicular orientations when the 
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machine is at a neutral position.  This assumption is a significant one, and was made in an 
effort to reduce the complexity, rather than neglecting a minor source of error.  Although 
it appears the system was designed with perpendicularity in mind, the joints themselves 
may exceed a (1) degree in error.  A joint with significant deviation, well beyond a 
degree, is the joint powered by the hydraulic motor, joint “3”.  Due to bending in the 
boom, the orientation of this joint has been changed.  However, the orientation remains 
close enough to provide reasonable accuracy.  This is mostly due to the short length of 
the water-jet and nozzle.  The assumption to discount inaccuracies in the orientation of 
the joints was made at the beginning of the project, and the specifications were adjusted 
in line with this assumption.
The electronics that access the position sensors and send signals to the amplifier 
create many small delays in the system.  However, the 16 Hz frequency of these 
samples/signals is roughly 20 times higher than the natural frequency of the boom.  As 
such, the boom serves to average or “smooth” choppy signals in some cases.
The combination of operations which occur at an overall frequency of 16 Hz 
incorporate two cycles of sensor reads, and one output of valve data.  As such, an ideal 
reaction time for the system would be about .042 seconds.  The assumption was made 
that there is no delay between position sensing, associated calculation, and inherent write 
to the amplifier board.  
Alternatively, code could have been created which could have served to anticipate 
at what time the machine should stop, based on preceding motion.  This still would have 
yielded an (ideal) average of .030 seconds.  This modification was not made, as it would 
have served to further complicate the development of the system.  This and other 
potential improvements are covered in greater detail in Chapter 8. 
An assumption was made for the sensors which run along the cylinders that 
provide motion. The software was developed with the sensors modeled as proportionally 
changing their voltage to a proportional change in length.  This simply is not the case, but 
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is close enough that no corrective action was taken.  There are two separate, significant 
sources of error relating to the sensors.  First, the conductive strip within the 
potentiometer (enclosed within the sensor) is not a perfect linear taper, and has minor 
variations in resistance.  As a result, the proportionality will not be exact.  However, 
these errors are small, and the accuracy is reasonable.  A second source of considerable 
error is the mounting method used for the sensors.  The mounts are reasonably firm, and 
generally the linear position transducers supplied by Space Age Control were purchased 
with the spring-tension options as the most “taut”.  However, there remains some error 
due to “hanging” of the cable, and possible movement of the home-made mounting 
mechanisms.  This is further complicated by the cable not being exactly parallel to the 
cylinder shaft.  The consequences of non-parallel mounting could be reduced by using the 
Pythagorean Theorem.  However, in the interests of reduced calculations, and in 
consideration of the very small variance from parallel, the sensors were treated as parallel 
to the cylinders.  This allowed the software to calculate the cylinder length through 
simple interpolation, using only the extreme measurement positions for reference.
Another source of minor error is signal noise resulting from the electronic 
systems, especially from the long lead wires which connected the ADC ports on the 
Labjack to the potentiometers on the sensors.  While tuning the system by adjusting the 
thresholds and valve throttles, an oscilloscope (A Velleman Instruments HPS10) was 
attached to the sensor inputs.  The oscilloscope discovered a low-frequency oscillation. 
While this oscillation was seemingly insubstantial, it appeared this oscillation could be 
sufficient to cause error in the sensors.  In response to this, 4.7 mF electrolytic capacitors 
were placed in parallel with some of the sensor leads, as near as possible the Labjack. 
The oscilloscope verified that the background oscillation was sufficiently damped.  The 
placement of the capacitor causes two effects.  First, it serves as a low-pass filter, 
averaging the data.  The capacitor selected was sized to provide a limited measure of 
averaging.  This was necessary so that the capacitor would average out the noise, but not 
significantly alter the signal.  Second, the incorporation of the capacitors into the circuit 
also serves to “lag” the data before it reaches the Labjack  The “lagging” effect requires 
another assumption.  In particular, the computations were conducted as if the capacitor 
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effected no delay on the signal whatsoever.  
As discussed in Chapter 4, thresholds were used to determine if the machine is has 
reached a target position.  The thresholds were implemented so that the threshold permits 
a specified variance in either direction.  As such, the permissible range is double the 
threshold voltage specified.  While these thresholds are subject to change, the following 
values were used in the system:
• Sensor 1, joint “1”, was set to a threshold of 0.003  Volts.
• Sensor 2, joint “2”, was set to a threshold of 0.003  Volts.
• Sensor 3, joint “D”, was set to a threshold of 0.007 Volts.
• Sensor 4, joint “3”, was set to a threshold of 0.02 Volts.
• Sensor 5, joint “4” was set to a threshold of 0.07 Volts.
Ultimately, it was assumed that these threshold values provided sufficient 
accuracy to keep the positioning of the boom within specifications, while considering all 
the previous assumptions and sources of error.  Although other options for reducing error 
as a result of assumptions or compromises have been mentioned, simply reducing the 
thresholds and compensating by increased throttling of the valves should significantly 
increase accuracy.  
If the throttling of the valves and adjustment of the thresholds do not accomplish 
the required accuracy, the next priority would be adjusting the way the sensors are 
modeled.  Accounting for non-linear behavior would be required to reach the next tier of 
accuracy.
5.6  Summary of Model  
This chapter has presented the Feedback Control System used to provide 
controlled motion of the robotic boom.  The design criteria and inherent complications 
have been listed.  The methods used to compensate for these problems has also been 
discussed.  Finally, the actual design used to compose the final Feedback Control System 
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was given in some detail, and the sources of significant system error were presented.
The actual particulars of the software used to control the system has so far been 
obscured.  This information is presented in detail in Chapter 6.
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CHAPTER 6
ANALYSIS OF CONTROL METHOD AND  SOFTWARE
6.1  Software Overview  
The signals used to control the water-jet scaling machine originate from a laptop. 
While the specifications for the laptop are commonplace, the software run on the laptop 
is not.  The software controlling the water-jet scaling machine is custom built; designed 
specifically for this research.  This chapter  provides substantial detail regarding this 
software, including:
• Discussion of the software functionality and programming concepts.
• Introduction to the software's user interface.
• Correlation of programming concepts to the software design.
The software plays an essential part in the control of the machine.  The software 
performs the following tasks:
• Takes in information from the Labjack U12 that can be used to determine the 
position of the boom.
• Outputs information to the Labjack U12, which will later be converted and 
amplified to actuate the valves on the hydraulic manifold.
• Outputs information obtained from the Labjack in an intuitive manner for the user.
• Accepts user input, and provides additional feedback through the interface as 
necessary, (usually using error messages).
• Performs mathematical calculations necessary for control.
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6.2  Software Functionality  
The software which controls the movement of the robotic boom accepts 
instruction through a variety of inputs.  At the discretion of the user, the software can be 
run by control through direct on/off control via a mouse, using a joystick, or using a 
single target point, or ultimately,  using a previously-created script.  
The software code has been designed to compartmentalize the software by 
functionality.  This allows for each aspect of functionality within the software to be 
treated as objects.  These objects communicate through a variety of different messages. 
The programming language “C++” is popular, and allows for Object-Oriented 
Programming (OOP).  In C++, OOP is implemented through the use of a data structure 
called a “class”.  Each of these classes can maintain their own  records for information, 
and each class also has “methods” associated with it to perform tasks.  Methods are very 
similar to what many programming languages call “functions”, but are directly integrated 
into the structure of the class.  
For the most part, each major electrical component involved in the system is 
modeled as a class.  The software is broken into the following compartments:
• MainDlg:  This class represents the laptop, and attached peripherals, such as the 
mouse and joystick.
• LabjackU12:  This class represents the Labjack U12, and in part, represents the 
interface to the valves and the sensors routed through the Labjack.
• Valve:  This class provides intermediate functions, and handles information 
similarly to an operator controlling a valve bank.
• CCartesianDlg, CCylindersDlg, CpinCfgDlg: These classes provide short-term 
user-interfaces, and can be considered to be a part of MainDlg.  These classes were 
compartmentalized because their lifetime is particularly short within the program. 
The data stored in these classes is immediately recombined with the MainDlg class 
following their operation.
• targ_pos:  This class is used is used to manage data.  The role of this class is to 
store and manipulate information.
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The software provides functionality by using the methods within the classes, and 
by organizing the communication between the classes.  The flowchart in Figure 6.1 
demonstrates how the classes generally work together.  Some details have been obscured 
for simplicity.
Figure 6.1 – General structure of the software.
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6.3  Graphical User Interface  
Figure 6.2 – MainDlg, with Position tab selected.
The dialog featured above in Figure 6.2 is the central interface for the user.  Each 
tab provides its own functionality:
• “Positioning”:  This tab allows for the user to specify a target position for the 
machine to obtain.  At the same time, this tab also displays where the robot believes 
the boom is located.  This information is a direct result of inverse kinematics.  This 
tab is shown in Figure 6.2.
• “Manual Control”:  This tab, (Figure 6.3(a)), implements control of the robot in two 
separate ways.  The first method is direct control of the LabJack. This is the most 
dangerous of the control methods, as the machine will be operating without 
software safeguards.  When direct control of the LabJack has been enabled, the 
radio buttons on the right-hand side of the dialog box will accept input.  Output 
pins can be directly enabled or disabled by clicking on the appropriate radio button. 
The valves are controlled by the top row of radio buttons.  The second method of 
control uses a joystick.  A joystick must be connected for this method.
• “Import & Run Plan”:  This tab, (Figure 6.3(b)), allows the user to load a script 
from storage, and control the execution of the script.  This tab represents the most 
advanced control method of the automated system. This method allows for the 
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robotic boom to sweep the surface without an operator in the area to handle the 
controls.  
• “Configuration”:  This tab provides an interface to change the software's operating 
parameters without editing the software's source code.  This tab has been partially 
implemented with future development in mind.
• “Logging”:  This tab allows the robot to record events that may occur during 
operation.
The right-hand side of the dialog box (Figure 6.2) provides the raw information 
taken from the LabJack.  The radio buttons provide the state of the digital output pins, 
and the fields below them show the eight ADC (Analog to Digital Converter) input 
results.  The entire top row, and leftmost field of the bottom row provide the ADC values 
used for determining the position of the boom.
Figure 6.3 – Manual Control tab, (a) and Script Management tab, (b).
6.4  Using the Graphical User Interface  
An example of using the Graphical User Interface is provided:
1. First, ensure the pressure selector valve is set to use the hydraulic pump, not the 
compressed-air driven pump.  Second, verify the older (manual) valve bank is 
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selected.  Third, ensure the power to the automated valve bank is turned off.
2. Ensure the truck's leads to the battery are connected.  Turn the switch above the 
battery compartment to the “on” position.  Possibly using ether, turn on the engine 
using the ignition switch.
3. Boot the computer system and connect both the LabJack and a joystick to the 
system.  –  Start the software package.
4. Review the ADC fields located on the right hand side of the dialog box.  None of 
the fields should show a value of (nearly) zero or (nearly) five volts.  If either 
appears to be the case, the circuitry incorporating the sensors may be broken.  No 
further actions should be undertaken before this problem is resolved.  Additionally, 
a value at or near 1.42 volts may indicate a floating (not connected) ADC pin on the 
LabJack.  This voltage can be obtained even if the sensor is connected, and is only 
an indication that a problem might exist.
5. Verify the values for position and orientation displayed on the “Position” tab make 
sense.  If these values are incorrect, the sensors may need to be recalibrated to 
achieve correct results.  Do not specify a new target position at this time.
6. Using the “Manual Control” tab, click the button labeled “Enable/Disable 
Joystick/Pad”.  Leave the joystick in neutral position at this time.  Verify that none 
of the radio buttons on the right side are set.  If this is the case, whatever hardware 
is connected to that pin will immediately activate when power is applied to the 
amplifier board.  Provided all pins are consistent with expectations, turn on the 
main switch on the amplifier board, and begin to manipulate the boom under 
manual control.
7. As the boom is operated in manual control, verify the range of motion is as 
expected, and behavior at the maximum and minimum extents of motion is correct. 
If the machine appears to work properly until it exceeds the specified boundaries of 
motion, and then motion continues outside of safe bounds, regardless of which 
direction is requested, the controlling pins may have been switched.  This can be 
corrected in the “Configuration” tab.  Also, the (older) manual valve bank should 
be used to return the machine to its proper position.  Be cautious not to harm the 
machine during this test.
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8. Provided the machine has performed correctly, the system should now be safe to 
operate in autonomous mode.  The “new” buttons on the “Positioning” tab can be 
used to specify a target position to move the boom to, or alternatively, the “Open 
Pos Script...” button on the “Import & Run Plan” tab can be used.  If desired, the 
machine can be further calibrated by specifying individual positions and verifying 
the accuracy.
Once the desired tasks have been completed, the amplifier board can be turned off 
and the software on the laptop turned off.  The manual valve bank should be engaged, 
and the machine itself turned off, (both electronically and mechanically).  It has been the 
preference of previous operators to disconnect the negative (ground) terminal on the 
battery.  Disconnecting the battery is entirely at the operator's discretion.
6.5  Troubleshooting the Software  
In some cases, the machine may be given a task it cannot complete, or operate 
outside of specifications.  The software has been designed to reduce or eliminate 
circumstances where such behavior could occur.  In turn, a variety of error messages have 
been incorporated into the software to alert the operator when the software discovers a 
problem, with the intent of simplifying the troubleshooting process.
“Labjack operations have been discontinued due to an error.” will be displayed if 
the software driver controlling the Labjack returns an error.  This error will be 
immediately followed with the error obtained from the driver.  Additionally, if the 
software has reason to believe the LabJack has totally disconnected from the system, an 
additional error will be displayed (Figure 6.4):
73
Figure 6.4 – “Lost Labjack” error message.
After the error message shown in Figure 6.4 has been displayed, the LabJack may 
appear to be broken.  Particularly, the LabJack may repetitively reconnect and disconnect 
from the computer.  This problem has been documented within the LabJack U12 Users 
Guide, available at http://www.labjack.com or the accompanying CD.  In short, a 
watchdog timer was implemented in the software to ensure the LabJack would not 
operate without continuous attention from the controlling software.  Due to the short 
duration of time between operation and reset, software cannot effectively reclaim the 
LabJack.  However, complying with the instructions provided on the error message 
(Figure 6.4) will usually correct this problem.
“Lost contact with the joystick.”, will be displayed if the software can no longer 
communicate with the joystick.  This error should only be displayed when the machine is 
being manually controlled by the joystick, and the software will completely shut down to 
ensure no unsafe operations occur.
There are two error messages that require immediate and sincere attention.  These 
are, “The robot appears to be degenerate.  ...Planned route frozen in response.” and 
“Target ADC for Valve[N] was not reached.  Robot may be degenerate.”  Both of these 
error messages mean the robot may have malfunctioned.  
After one of these error messages has been observed, the machine should be 
inspected thoroughly, with special consideration of the sensors and mechanical linkages. 
The software has been designed to subdivide every requested position into small 
segments that should be able to be reached within a reasonable amount of time.  If the 
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subdivided piece is not reached, the machine may have failed.  A short list of the 
problems which may cause this error include:
• Some manner of mechanical obstruction.
• A sensor has been dislodged from the the machine.
• The sensor cable may be slipping, yielding an inaccurate reading.
• A fuse may have blown, preventing the valves from actuating.
• The amplifier board may be turned off.
• The the hoses or signal leads to the valves may have been swapped.
• The power and/or data lines may have a short or break.
Before operation, there are a some errors that can be encountered when attempting 
to load the script file.  These errors include the following:
• “1411: File IO Initiated without valid source file.”
• “1412: Did not successfully 'hook' the file.”
• “1413: Did not successfully open the archive”
• “1414: A target positions list is already created.   ...Discontinuing...”
These error messages are somewhat intuitive, and are entirely constrained to the 
part of the program that reads the script.  Error 1411 can be resolved by selecting a file to 
read.  Errors 1412 and 1413 may be resolved by restarting the program or rebooting. 
However, errors 1412 and 1413 are a result of a failure in the operating system, 
(Windows).  Error 1414 is a safety feature, and can be resolved by clearing the movement 
plan already in memory.  This can usually be accomplished by clearing the movement 
plan by pressing the “Stop” button, and re-loading the list.
6.6  Analysis of the Control Method  
The software has been designed to use a Feedback Control System based almost 
entirely upon monitoring boom position.  In general, the software can only direct motion 
in one of three ways.  Particularly, by moving the cylinder “In”, “Out”, or not at all.  By 
monitoring the position of each cylinder, the software can determine which direction each 
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cylinder must move.  However, simply moving the cylinders in and out is not sufficient 
to automate the machine.  Certain other complexities must be considered also:
• The possibility the machine is no longer moving when instructed to move.
• The sensors have broken and are providing inaccurate readings.
• The machine's motion has been hampered or slowed and the machine is no longer 
moving according to specifications.
In order to account for these three types of failure, a simple strategy was 
implemented.  Instead of first determining a position, and moving until all the cylinders 
had reached the point, each target position has been broken into a series of “bite-sized” 
pieces.  The process of breaking motions into “bite-sized” pieces was introduced in 
Chapter 5, and referred to as a “take a slice – check the slice” approach.
By operating the hydraulic system, experience has shown the system typically 
operates at an expected speed.  Through further experimentation, the displacement the 
cylinder can produce within a given amount of time has been determined.  Using this 
information, each target motion can be broken into a definite number of smaller motions. 
Finally, each motion can be timed and monitored for successful completion.
Once the target position has been derived and reduced  into smaller motions, each 
small piece is attended to individually.  At the start of each “small” motion, the 
controlling software sets a countdown for each cylinder.  The software then begins 
motion within the cylinder, requesting either and inward motion or an outward motion – 
or if appropriate, no motion.  The software then continuously monitors the position of the 
cylinder and the timer.  Motion is stopped when either the position is reached or the time 
permitted to perform the operation has run out.
If the time window has run out, any one of the previously discussed concerns may 
be at fault.  This strategy appears to be effective for discovering a number of failure 
modes.  For example, if a valve failed or an electrical failure occurred, no physical 
motion should occur in the cylinder.  In this case, the target position cannot be reached 
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within the desired time and the robot will be treated as broken.  
Another example could be if the boom ran up against the rib (“wall”) of the drift. 
In this case, one or more of the cylinders will be prevented from reaching their position, 
and the operation of the machine will be stopped as a result,  (as specified in the source 
code).  Additionally, such an event could occur if the orientation of the machine changed 
between the construction of the plan and orientation.  More accurately, if such a 
misalignment occurs, the machine may end up striking an obstruction as a result.  In this 
case, motion should be shut down.  
Due to the potential severity each of these situations, the software has been 
designed to automatically discontinue motion and display an error message should the 
machine fail to reach a given position within a specified length of time.  It should be 
noted that this protection is only provided in the autonomous modes of operation.   As 
such, it is possible operate the machine outside of safe design specifications.  This 
potential for disaster occurs when using the LabJack directly with the mouse, or when 
using the Joystick.
6.7  Threading in the Software  
The robot's feedback control system requires a continuous source of information 
indicating the location of each of the cylinders.  As such, the software has been designed 
to perform multiple tasks simultaneously, and is designed to be interrupted with new 
sensor information as new data is received.  The ability to perform multiple tasks 
simultaneously has been achieved through a technique called “multi-threading”.  The 
Microsoft Windows operating system provides the necessary support to implement multi-
threading, (Ezzell, 1998).   Multi-threading encapsulates separate aspects of the program 
and quickly alternates between each aspect of the program.  Parts of the program that run 
in parallel have been contained in “threads”.  Some of the most critical threads used in 
this software include:
• “Brain Thread”:  This thread dispatches the other classes and threads with respect 
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to which “mode” the software is running in.  This thread is ultimately responsible 
for issuing movement commands.  Different modes have been discussed 
previously, but include positioning, script-based motion, and two types of manual 
overrides.
• “File I/O Thread”:  This thread is responsible for reading the script files.  A 
separate thread is important, as file reads could delay the Brain thread if the thread 
needed to handle file reads (and associated delays) in addition to its existing load.
• “Labjack Thread”:  This thread repetitively performs three tasks, and handles any 
associated errors as necessary.  In order, these tasks include:
• Write new information to the output pins (“valves”).
• Read new information from the first four ADC pins (“sensors”).
• Read new information from the last four ADC pins.
• “Valve Thread”:  This thread acts as an operator, and controls the valves with 
respect to the position of the robotic boom.  The Brain thread provides this thread 
with instructions, and this thread directly interacts with the LabJack thread.  The 
Valve thread typically exists with four copies of itself.  That is, one copy for each 
of the five valves.  This thread sets and resets events to provide the Brain thread 
with status updates.
• “Logging Thread”:  An additional thread runs in a manner very similar to the File 
I/O thread.  However, this thread is responsible for writing a log to a file as 
necessary.
• “OpenGL Thread”:  This thread has been created for future development.  This 
thread was initially intended to draw and update a 3-D model of the robot on the 
interface dialog.
• MainDlg:  This thread is the original thread that was started when the program 
began.  The MainDlg thread continuously runs, and handles most interaction with 
the operating system on the laptop.  Any information posted to the interface by the 
user is directed through this thread.
Each thread communicates using combination consisting of events, function calls 
and state variables.  In addition to these threads, the programming language used will also 
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start other threads in the background, as appropriate.
6.8  Composition of Key Classes in the Software  
The software is constructed from a basic data structure called a class.  This section 
provides more insight toward the classes which provide the most important functionality.
     6.8.1  The MainDlg Class  
The MainDlg Class provides the primary interface for the human user.   As shown 
in Figure 6.2, the interface provides a Windows dialog box with a tabbed menu on the 
left-hand side.  Each tab provides a separate type of functionality, and provides different 
methods of interfacing the software.  
This dialog box represents the heart of the software.  All of the information 
required to present the dialog box is contained in a data structure called a “class”.  This 
class provides the memory interface for updating the graphical dialog box, and also 
provides pointers to the memory addresses of other classes associated with the software. 
This class was constructed by modifying the CDialog class which is available in the 
standard set of classes provided with Microsoft Visual C++.
When the software starts, the variables which provide information on the dialog 
box are initialized to default values.  Among the variables initialized are the titles 
associated with the tabs in the tab control.  With the tab control constructed, the initial tab 
and associated controls are displayed.  All controls that are associated with inactive tabs 
are hidden, using statements like:
GetDlgItem(item)->ShowWindow(SW_HIDE);
And are redisplayed using:
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GetDlgItem(item)->ShowWindow(SW_SHOW);
MainDlg uses a custom method, “Tab()”, to change all the controls on a tab in a 
single statement.  When the program is initialized, the following code block displays the 






The class uses an additional state variable, “m_nPrevPage”, to track which tab 
was most recently displayed.  This allows for only two calls to Tab(), and hence, a more 
efficient program.
Similar to the variable “m_nPrevPage”, another variable, “control_mode”, is used 
to track the state of the program.  The MainDlg box allows for multiple methods of 
controlling the robot, from diagnostic controls to manual control, to script selection and 
playback.  This variable is set whenever the user changes the control mode, and is used to 
ensure the software is only performing operations consistent with the desired control 
mode.
The MainDlg class utilizes multi-threading.  Particularly, this class provides the 
Brain thread, the File I/O thread and the Open GL thread.  The consequences of selecting 
a new control mode are completely handled within the Brain thread.  The Brain thread  is 
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Figure 6.5 – Brain thread flowchart illustrating software-based logic.
As Figure 6.5 demonstrates, at a certain point of the program's logic, completely 
separate paths are used, depending on which control method has been chosen.  As 
illustrated, the Brain thread does not do any special processing when the joystick is used 
as the interface, nor if the Labjack is being directly controlled with a mouse.  This is 
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because the MainDlg class uses a timer external to the Brain thread.  The implementation 
of this timer results in several messages to the MainDlg class every second.  In turn, the 
MainDlg class updates the five “Valve” classes as appropriate with every click of the 
timer.  Alternatively, the same feat could have been accomplished by using a routine, and 
a “sleep” (Or similar) command within the Brain thread.  
Similar to the joystick, which is timer-event driven, direct control of the Labjack 
is also event driven.  However, as opposed to the joystick technique, which responds to 
messages from the timer, the Labjack is driven by events from the user interface.  In other 
words, every time the user uses a control on the user interface, a message is created. 
Some of those messages are handled by code which affects the Labjack.  Each of the 
twenty radio buttons in the lower-right of the user interface will generate a message every 
time they are clicked, (Figure 6.2).  In the case that the Labjack control method has been 
selected, these messages will translate into a command sent to the Labjack itself.  In this 
case, since the operations which occur when using the provided interface for the Labjack 
are completely operator-driven, there is no need whatsoever for the Brain thread to do 
anything at all.
It is important that the Brain thread does not interfere with the Labjack while 
external operations are taking place.  As such, the Brain thread incorporated instructions 
on how to behave when manual control methods are in use.  The Brain thread will almost 
always pause for a specified period unless it is messaged that it should continue.  Handler 
code is also incorporated into the pauses, so that the software can handle unexpected 
events appropriately.  An exception to using pauses is when a dialog is presented to the 
user, at which time, the brain thread stops all activity until user feedback is entered.  One 
time this would occur is if the user is using a dialog to specify target ADC values or 
Cartesian coordinates to reach a specific position.  Both the CCartesianDlg dialog and the 
CCylindersDlg change the operation mode to “none” while handling their queries, (the 
“none” control mode effectively idles the brain thread).
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The MainDlg includes a method, “change_control_mode” which enables the 
software to change which control mode is in use.  This method first determines which 
mode was previously used.  After determining which mode was used, the 
change_control_mode method disables and terminates any remnants from that mode and 
directs any necessary cleanup.  Once cleanup has been completed, the method initializes 
the next mode, and finally sets the global “control_mode” state variable to reflect this 
change.  As illustrated for the Brain thread, a change in control mode immediately affects 
the way the software behaves.
The change_control_mode method does not always handle all of the preparations 
for the new mode.  For example, the initial queuing of steps for the “script” control mode 
is done as part of the event handle for when the file to be used is specified through the 
user interface.  However, it is also noted that the change_control_mode method is also 
called in the same handler code.
Another aspect of the code which is important for the successful operation of the 
Brain thread is the sequence used to initialize each of the individual threads.  Other than 
the initial processes that are run when the software is started, and the other sub-threads 
which are transparent to the designer, the threads are initialized in this order:
• Labjack thread.
• Threads for valves one through five.
• File I/O thread.
• Brain thread.
• Open-GL thread.
This order is very important, since the Brain thread must interface with each of 
the Valve threads, and the File I/O thread.  It is also noted that each of the valve threads 
are dependent upon the Labjack thread, as is the Brain thread itself.  The GL thread, if 
ever fully developed, would most likely extract information from the Brain thread.  As 
such, this thread is initialized last.
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Once initialized, the Brain thread regularly interfaces with most of the other 
threads in the system.  Numerous waits have been integrated throughout the Brain thread 
which wait for new information to arrive from the Labjack.  These delays serve a dual 
purpose.  First, it prevents the software from re-calculating new data from data that has 
not been updated.  Inherently,this procedure allows more CPU time for the computer to 
interface with the Labjack by not wasting CPU time on recalculation.  A second benefit 
resulting from a wait on an event lies in the way Windows implements threads. 
Following a wait, the thread which was waiting is immediately boosted to a very high 
overall system priority, (Ezzel, 1998).  In effect, this allows the Brain thread and Valve 
thread immediate access to the information following retrieval. 
The File I/O thread is very nearly an event-driven thread.  However, unlike the 
way the joystick and user interface handled their values, the File I/O thread serves as 
something of a “fire and forget” tool.  Specifically, instead of pausing operations to hand 
control over to a function that will handle operations and then return when done, this 
thread simply takes a message when it needs to do something, and handles it in the 
background.  It is important to note that in order for this thread to work successfully, it 
must have cached some entries prior to running on a “give me a message and I'll handle it 
soon” basis.  As mentioned earlier, the software does some caching.  This is handled 
immediately following the file selection for the scripting process.  –  The File I/O thread 
reads the first three entries from the data file.  The software will later reduce these to 
smaller steps as necessary.  
The format of the script files is CSV, or “comma delimited”.  This means the 
script data is provided in the form of numbers separated by commas.  Each record is then 
terminated by a carriage return.  In this case, there are six numbers, each separated by a 
comma.  Each record is formatted in the following order, from left-to-right:
• First, the offset between the origin and the end of the water-jet, as projected onto 
the X-Axis.
• Second, the offset between the origin and the end of the water-jet, as projected onto 
the Y-Axis.
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• Third, the offset between the origin and the end of the water-jet, as projected onto 
the Z-Axis.
• Fourth, the “X” component of a unit vector running parallel to the water-jet.
• Fifth, the “Y” component of a unit vector running parallel to the water-jet.
• Sixth, the “Z” component of a unit vector running parallel to the water-jet.
The latter three components of the record are the “ratios” discussed in Chapter 4. 
These values can be slightly off, as the software will automatically ensure that the three 
components can be recombined to a unit value.  In the event that such is not the case, 
each component is simply divided by the magnitude of the erroneous vector, resulting in 
a final unit vector.  This is an important matter, as information containing a typographical 
error may yield an unexpected result.
Once the Brain thread has started using the information in the software, it sends a 
message to the File I/O thread every time it exhausts one of the data points that was 
sourced from the File I/O thread.  As such, the Brain thread should never exhaust its 
supply of data until the file has been completely read.  
The File I/O thread was designed with a subtle strategy in mind.  Both the File I/O 
thread and the Brain thread must interface with the list of target positions, and both 
threads change this information.  However, the Brain thread generally only accesses the 
beginning of the list, and the File I/O thread will always only access the end of the list. 
In order to prevent any strange phenomena, the File I/O thread seeks through the whole 
list, and then appends the information to the end of the list.  In order to keep the seek time 
low, the list is generally kept to only a few entries.  In the event that the list becomes very 
long, each update to the list will require a longer time to complete.  If the list gets too 
long, the File I/O thread might not be able to keep up with the Brain thread.  However, 
this hasn't occurred to date.  Another side benefit to maintaining a small list is the 
reduced amount of memory the short list requires.  This technique keeps most of the data 
on the hard drive, and only accesses it as necessary.
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     6.8.2  The Valve Class
Perhaps the most important type of thread in the Feedback Control System design 
is the Valve thread.  This type of thread virtually duplicates the software that was 
originally used to prove the lab-based concept demonstration.  In short, each valve thread 
continuously monitors what one cylinder and one valve is doing.  Each valve thread also 
incorporates a timeout mechanism.  As a result, the Brain thread can simply provide each 
valve thread with the same information the test apparatus received from the operator, and 
expect the operation to work.  In the event the position cannot be reached within the 
allotted time, the Valve thread sets an event which can be detected by the Brain thread. 
The Brain thread can then handle the event.  To date, the Brain thread simply stops 
operation, posts an error message, and awaits interaction from an operator.
The use of five separate interfaces through the Valve thread allows the Brain 
thread to reduce the problem into cylinder-specific problems, then maneuver the machine 
in a cylinder-specific manner.  This is especially convenient, since the results of the 
Inverse Kinematics were solved using a cylinder-specific format.  Further, modularizing 
the software makes it easier to change the software as necessary.  It would be more 
difficult to handle each cylinder and associated valve code without object encapsulation.
The design of the Valve thread is significantly less complicated than the Brain 
thread.  The Valve thread simply runs a loop until a timeout or system abort occurs:
• First, the Valve thread tests the result from the previous wait for sensor data, and 
proceeds if new sensor data is available.  In the event of a timeout or “abort” 
message, the Valve thread terminates.
• Second, the Valve thread checks to see if it is enabled.  If not, it ensures the I/O 
pins to the valve are turned off, then causes the loop to restart, with a wait for new 
data.
• Third, the Valve thread checks to see if the potentiometer within the sensor is 
approaching a physical maximum or minimum mechanical range.  If it appears that 
the sensor is about to be destroyed, the Valve thread will turn off all I/O pins to the 
valve, post an error message, and completely abort the Valve thread.
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• Fourth, the Valve thread checks to see if the voltage read from the sensor appears to 
be within the operating envelope of the machine.  In the event the information 
appears to be unreliable, the Valve thread will turn off all I/O pins to the valve, post 
an error message, and completely abort the Valve thread.  It is important to note 
that this error message is different from the message which is displayed when a 
sensor may be destroyed.
• Fifth, if the Valve thread is enabled, and the cylinder needs to move in a particular 
direction, the appropriate I/O pin is set high.  
• Sixth, if the Valve thread is enabled, and the cylinder needs to move in the direction 
opposing the test in step five, the other assigned I/O pin is set high.
• Seventh, the Valve thread will wait for new ADC data from the Labjack.
• Eighth, the information resulting from the wait is tested to see if new data is 
present.  If the thread was aborted, the Valve thread will exit quietly.  If something 
unusual happened, for such as a timeout, an error message will be posted before 
exiting.
• Provided the Valve thread was not terminated, the procedure continues from step 
one.
Each Valve thread is a part of a Valve class.  Each valve class maintains data 
specific to each valve/cylinder combination.  This functionality also serves to warrant the 
creation of a thread for each class.  In the event that a thread internal to the Valve class 
should fail, the Valve thread should retain most of the data used by the thread even after 
the crash.  
     6.8.3  The Labjack Class  
Although the source code used to create the interface for the Labjack is roughly 
300 lines long, the Labjack thread performs only very simple operations:
• First, the Labjack thread initializes, setting appropriate variables, and establishing a 
one-second maximum delay between messages from the governing computer and 
the Labjack itself.
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• Second, the Labjack thread reads from the first half of the eight ADC ports on the 
Labjack.
• Third, the Labjack thread reads the other four ADC ports.
• Fourth, the Labjack thread writes the desired digital outputs to the Labjack.
• Finally, the Labjack loops back to step two, unless a problem occurs or an abort is 
encountered.
The Labjack thread is part of the Labjack class.  Similar to the Valve class, the 
Labjack class has specific methods and variables internal to the class which handle 
interfacing other classes and some of the internal processing within the Labjack class.  In 
particular, the Labjack class allows other threads to access its information through the 
following methods:
• “turn_on(pin)” Allows other threads, such as the Valve threads to set a digital 
output pin high.
• “turn_off(pin)” Allows other threads, such as the Valve threads to set a digital 
output pin low.
• “get_adc(pin)” returns the most recent ADC reading from the sensor associated 
with the pin specified.
• “stop_labjack()” causes the Labjack to set all pins low, disable the watchdog timer, 
and exit the thread.
     6.8.4  Script Playback and the Targ_pos Class  
The MainDlg class, host to the Brain thread (among others), has a few methods 
that haven't been presented yet.  In particular, those event handlers which handle the 
playback controls on the “Import & Run Plan” tab.  Each button is fairly simple to 
handle, and largely relies on the performance of methods in other classes and threads to 
do the bulk of the work.
The “Play” button works by first verifying that a list is loaded and ready to play, 
and then setting the “ready” attribute in the root node of the target_positions_list.  The 
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“Play” handler also sets a state variable to indicate that the “Play” button was the most 
recent button pushed.  This is an integral feature of the script processor, as illustrated in 
Figure 5.5.
The “Pause” button works in a manner similar to “Play”, toggling the “ready” 
attribute as “unready”, and changing the state variable associated with the buttons, (the 
variable's name is “Last_script_button”).
The “Stop” button uses the “EndFileIO” method, which sends an event to the File 
I/O thread.  The “Stop” handler then pauses execution, so the File I/O handler can do its 
work.  Then the handler sets the “ready” attribute to “unready”, and seeks through the 
entire list of target positions, deleting each record, and ultimately resetting the root node 
of the target positions list.
The “Restart” button performs similarly to the “Stop” button.  However, since the 
“Restart” button is immediately overwriting the target positions list, it doesn't perform the 
same preparatory steps.
The “Skip” button is somewhat complicated, and requires significant user 
oversight for use.  First, the handler deletes what would have been the next step, 
including any sub-points that had been created.  Then the handler will expand the next 
point into sub-points as necessary.  Finally, the “Skip” handler will add a point to the end 
of the queue to replace the point which was deleted at the start of the queue, inherently 
preserving the buffer of points discussed earlier.
The “Skip Five” button simply repeats the actions of the “Skip” button five times. 
Both the “Skip” button handler and the “Skip Five” handler incorporate a 150ms delay at 
the end to ensure all processing has been completed before trying to utilize the modified 
data.
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The list of target positions is comprised of a single class, the “targ_pos” class. 
This class does not have an associated thread.  However this class provides methods that 
are used to handle several chunks of code, including inverse kinematics and the division 
of points into sub-points.  In particular, this class offers the following methods:
• “set_target_pos”, taking 6 values, calculates the inverse kinematics necessary to 
reach a given point.  This method also calls the “set_target_pos” which takes 5 
parameters when done.
• “set_target_pos”, taking 5 values, converts the results from the inverse kinematics 
into target ADC values which can be fed to the individual Valve threads for 
resolution.
• “make_bite_syze”, taking seven parameters, takes a target position, and breaks it 
into a specific number of shorter motions.  This is done by using six of the provided 
parameters to specify the starting position, and the internally stored position as the 
final position.  Simple linear interpolation of the required ADC values is used, 
insuring a smooth arc.  However, this also results in the generated arc not being 
mechanically linear at the nozzle.
The targ_pos class also uses a number of pointers and variables to link itself to 
other instances of the same class, creating a linked list.  This linked list has been 
referenced already, and has been referred to as the “list of target positions”.  The root 
node used for these positions is called “target_positions_list”, and is a part of the 
MainDlg class.
6.9  Chapter Summary  
The software presented was constructed in a very modular manner.  This was 
done for several reasons, including troubleshooting, reusable code, and general 
simplification of the design.  This chapter has introduced and discussed the composition 
and implementation of each of these modules, as well as how they work together.  This 
chapter also discussed the use of multi-threading.  The software performs several tasks in 
parallel, and exchanges information between each thread, so the program can work as a 
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unified system.  The messages and associated methods have been discussed at length, 
including the implementation of a linked list to handle point-to-point stepping.
Combined with Chapter 5, this chapter has fully introduced the Feedback Control 
System used for automation.  Additional aspects of the program can be changed or 
improved, and these are discussed in Chapter 8.
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CHAPTER 7
SCALING EXPERIMENTS AND RESULTS 
7.1  Introduction  
In Chapter 2, the hypothesis was introduced stating,“A switch to a simple 
automated system can be completed without significant loss in performance”.  It was also 
mentioned that this statement is only made in regard to the machine's ability to remove 
loose material.
In order to verify this hypothesis and test the automated water-jet scaling rig in 
actual field conditions, a series of three experiments were performed at the Colorado 
School of Mines Experimental Mine, located in Idaho Springs, Colorado.
7.2  Test Site Description  
An area referred to as the Army Adit of the CSM Experimental Mine was used as 
the test location. The test area is situated within a rock mass known as the Idaho Springs 
Gniess.  This area had also been used for previous water-jet experiments.  Kuchta (2004) 
provides a description of the geology of the Army Adit and test area:
“The tunnel itself is situated within the steeply dipping northwest flank of the 
northeastward trending Idaho Springs anticline, approximately one quarter of a mile 
northwest of the axis and about one quarter of a mile northeast of the northwest trending 
Idaho Spring fault. The wall rock of the tunnel is generally stable except where weakened 
along faults and shear zones. It consists primarily of interlayered gneises with varying 
amounts of biotite, pegmatites and schists. Alteration, characterized by iron staining, 
argillization, mineralization and gouge, occurs throughout the tunnel in varying intensity. 
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The major rock types found are biotite gneiss, quartz-feldspar-biotite gneiss, 
quarts-feldspar gneiss, biotite-hornblende schist, biotite schist, migmatized gneiss and 
biotite-microcline pegmatites. These rock types are found in varying amounts in regions 
along the tunnel. 
The area chosen for the tests is within a quartz-feldspar gneiss. This unit consists 
primarily of quartz and potassium feldspar with minor amounts of muscovite. The rock is 
hard and competent.”
Additionally, the rock in the test round area is characterized by above-average 
weathering, and a layer of clay-like weathered rock was encountered.  However, this area 
generally consists of competent, hard rock, consistent with the material found throughout 
the Army Adit. 
7.3  Experimental Procedures  
The test area consisted of an unscaled, blasted drift approximately 10 ft wide, 10 
ft high, and 6 ft deep.  The drift was blasted and the muck removed several months prior 
to the start of the scaling experiments.
Three tests were performed during early June to mid July, 2004.  First, the area 
was scaled by the autonomous method.  The area was then scaled again, allowing a pilot 
to operate the rig.  Lastly, the area was scaled a third time using a hand-held scaling bar. 
The material scaled was collected on a tarp after each experiment and later dried and 
weighed.  
In all three cases, each technique was allowed as much time as deemed reasonably 
useful, and the time required was recorded.  The definition of “reasonably useful” is 
somewhat subjective.  The person performing the experiments previously served as the 
machine's pilot, and has also hand scaled.  Scaling was performed until it seemed no 
more material could be removed from the back. 
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Experience has demonstrated that the more scaling that is performed, the more 
rock will be released, especially if forceful techniques are used.  Similarly, but to a lesser 
extent, the water-jet system seems to reflect this behavior.  Unlike the hand-scaling 
technique, the water-jet system is unable to physically break the rock.  As such, a 
properly water-jet-scaled drift should not yield any new material.
The piloted water-jet scaling machine has been tested quite a bit in previous 
experiments.  This allowed for a good feeling of how to get the most out of the piloted 
system.  However, the autonomous water-jet scaling system did not have historic data 
available to determine what a good stopping condition would be.  In lieu of a known 
standard, the autonomous run was performed using a series of passes, each pass spaced 
one-inch further into the drift than the pass preceding it.
With both the pilot operated and the computer controlled scaling methods, there 
are opportunities to perform a detailed observation of the surface. In the case of pilot 
operated system, such observations are done visually.  In the case of the robot, the surface 
is surveyed, and the survey data recorded.
 The pilot has a number of additional abilities that the automation system did not 
have for these experiments.  During the experiment, the pilot could use the following 
advantages that the automated system does not have:
• Learned experience resulting from hand-scaling other surfaces.
• Learned experience resulting from previous piloted water-jet scaling operations.
• The ability to visually perceive cracks in the rocky material and inherently ascertain 
whether the material may be removable.
• The ability to directly train and hold the water-jet nozzle on targets of suspicion 
through any angle attainable by manipulation of the machine.
The pilot was prohibited from “sounding” the rock, as such an operation would place 
the pilot in close proximity to the water-jet rig and/or potential loose material. Further, the 
pilot did not have access to the sensors associated with the robotic system.
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In order to provide even footing between the pilot and the automated system, the 
pilot used the joystick-based manual override to access the new valve bank.  This was 
important, as the older valve manifold produced “jumpy”, difficult motion.
The material removed during each test was caught on a tarp, as was done with 
previous water-jet experiments, (Kuchta, 2004).  Following collection, the material was 
spread out on a tarp in the sun for several days so it could dry before weighing.  A 
common-place bathroom scale was used to weigh the material on a bucket-by-bucket 
basis.  Large rocks were generally measured in buckets, with the exception of a few of 
the largest rocks which were too big to be placed in a bucket.  
     7.3.1  Scaling Experiment Conducted by the Automated System  
Prior to beginning the experiment, the surface was mapped using a reflectorless 
laser-ranging total station.  This data was used to create a planned script for scaling using 
the procedure outlined in Appendix A.  The time necessary to survey and generate the 
script file was not included in the total time recorded for the experiment. 
The water-jet experiment was run with some of the safety features weakened.  In 
particular, the timeout values were significantly expanded.  This was done to ensure the 
machine would stop if it hit a rock face, but otherwise guarantee continuous motion 
throughout the scripted path.  As a further precaution, and to insure that a proper script 
file had been produced, the entire scaling operation was performed with the water-jet 
turned off prior to the actual run.  
The operation was conducted successfully in fifteen minutes and twenty seconds. 
There were no false-stops due to timeouts, and the operation of the boom was reasonably 
smooth for the design.  The relative smoothness, compared to the jumpiness of previous 
runs is attributed to the use of small (4.7 μF) electrolytic capacitors on the sensor leads. 
The experiment yielded thirteen buckets of material.  The largest rock removed weighed 
133 lbs (60 kg).  The “runner-up” sample weighed 99.5 lbs (45 kg).   Overall, the 
material weighted a little over 1,200 lbs (544 kg).
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A number of concerns immediately followed the automated water-jet scaling 
experiment.  First, the largest rock did not come down during the one-inch griding 
pattern.  Rather, the largest rock was released by the water-jet as the jet returned from the 
last point to its software-specified “home” position!  Since the sample fell as a part of the 
experiment, and was removed by the water-jet, the sample is included.  However, this 
note has been included with respect for the marginality of this decision.
Another concern following the water-jet scaling run was the condition of the 
scaled surface following the automated water-jet sequence.  Although the material was 
not tested with a scaling bar, the unusually “rough” or “chunky” appearance of the 
surface indicated there was additional material that could have been removed by a second 
pass.  An even clearer indication occurred a few minutes after the automated water-jet 
completed the experiment.  On the machine-side of the scaled area, possibly 
below/outside the scaled area, two rocks fell.  No one was in the area at the time of the 
incident, but a fourteen-pound and a nine-pound rock were released from the upper rib of 
the opening.  If the machine had been permitted more than one pass, and had scaled both 
the ribs and the back, this probably would not have happened.  However, this information 
is included with the intention of documenting all pertinent information.
The collected material was carefully removed from beneath the recently scaled 
surface, without placing anyone beneath the potentially unsafe material, then removed 
from the mine.  The material was then placed on a double-layered tarp to dry (Figure 
7.1).  
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Figure 7.1 – The material collected in the automated process, set out to dry.
The largest rock removed by the automated water-jet scaling process is visible in 
the left-front of Figure 7.1.  Behind this rock, the second-largest rock is partially visible. 
Figure 7.2 shows some of the material after being redistributed to facilitate drying.  
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Figure 7.2 – Sorted material from the automated water-jet experiment.
Finally, Figure 7.3 shows the largest rock collected in the automated water-jet 
experiment.  This rock is also the largest rock collected from all three of the experiments. 
A yardstick is placed along the rock in order to provide a reference of scale.
Figure 7.3 – Largest rock removed in experiments.
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     7.3.2  Scaling Experiment Conducted by the Pilot  
The pilot-run experiment was performed on the exact same surface the automated 
system scaled.  The machine was not moved between experiments.  Similarly, this 
experiment was conducted using a tarp, placed in the exact same manner as the previous 
experiments.  The pilot used the USB joystick attached to the laptop associated with 
automated control.  This means the pilot benefited from both the use of the modular 
throttles and the simplified control interface.  This decision was made because the actual 
test being conducted was a comparison between the performance of a human pilot and the 
automated system.
The human pilot scaled a total of fifteen minutes and three seconds.  This included 
ninety-three seconds of time which was used to inspect the surface, followed by two 
minutes and forty-one seconds of re-scaling.  During the inspection time-frame, the pilot 
walked forward, but outside of the scaling area, and looked for any opportune features 
upon which the water-jet could be trained.  This allowed the pilot to get more from his 
visual capabilities, along with learned experience to perform scaling.
Upon completion of the experiments, the material collected on the tarp was placed 
in buckets, and removed for drying.  This material weighed a total of 750 lbs (340 kg), 
and was contained in ten five-gallon buckets.  The largest rock removed weighed 47 lbs 
(21 kg), and was slightly larger than the next largest rock, at 41 lbs (18.5 kg).  This 
material is illustrated in Figure 7.4.
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Figure 7.4 – Material removed by the piloted water-jet experiment.
Clearly, the automated run left some very significant material in the drift.  This 
may have been different if the machine had taken multiple passes.  However, based on 
the information available, this is indicative that the automated process requires 
refinement.
     7.3.3  Scaling Experiment as Conducted by Hand  
After the material from the piloted water-jet scaling experiment was removed 
from the mine, the surface was rescaled using a hand-held scaling bar.  The material 
removed by using hand-scaling is shown in Figure 7.5.  The material collected weighed 
365 lbs (165.5 kg) and filled five five-gallon buckets.  This is somewhat expected, as 
secondary scaling as a check has historically removed a significant amount of material, 
(Kuchta, 2004).  The hand-scaling operation consumed over fifty-six minutes of scaling 
time, and also incorporated a series of (untimed) rest breaks.  This time is unusually long, 
but was performed until there was no doubt that there was any loose material remaining, 
as was consistent with the hand-scaling in the previous water-jet scaling experiments.
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Figure 7.5 – Material removed by the hand-scaling experiment.
As was apparent in previous water-jet experiments, the size distribution of the 
hand-scaled material is significantly different than the material removed by the water-jet, 
The explanation for this may be three-fold.  First, the water-jet is cleaning the surface as 
well as scaling.  As such, any loose material on the surface is swept away.  Second, hand-
scaling relies on leverage to remove rocks.  The scaling bar can be used to chip away 
small rocks and pry out larger rocks.  The scaling bar also may be causing some minor 
damage to the rock surface in the process of removing material.  Finally, some new rock 
was probably loosened in the area, as there was no rock support, such as rock bolts or 
shotcrete, put into place between scaling operations.  There were several days between 
each scaling attempt, and without any support pressure to constrain the rock mass, the 
ribs and back were deforming freely.  This likely created new fissures in the rock and 
loose material.  The material in the rock drift may have weathered and weakened, due to 
the combined effects of the additional water from the water-jet scaling machine, and 
decrease of material pressure.
It is sometimes difficult to determine which material should come down while 
scaling.  Generally, any material that sounds at all “drummy” must be removed or 
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restrained.  However, in many cases, visual cracks are pursued even if the material does 
not bear the characteristic sounds of loose material.  As such, some material may be 
removed that didn't need to be.  Of course, in the interests of safety, any questionable 
material should be removed, (Kuchta, 2004)
7.4 Summary of Experiments  
Method Automated Piloted Hand
Total Weight (lbs) 1,208.50 749.75 376.50
Largest rock (lbs) 133.00 47.00 25.00
99.50 41.00 25.00
buckets (5-gal) 13.00 10.00 5.00
Time (hr:min:sec) 00:15:20 00:15:03 00:56:38
2nd sized (lbs)
Table 7.1 – Summary of Experiment Results
Table 7.1 provides a comparison between the results of the scaling techniques. 
Initially, the pilot-run experiment appears to be superior, given the experimental data. 
The pilot was able to scale an additional 62% of material, following the automated run, 
only removing material which was missed by the first run.  As a comparison, the hand-
scaling session removed about half as much material as the piloted run removed.  
The results from these experiments are comparable to a similar experiment which 
was previously conducted, where a water-jet scaling run was sandwiched between two 
hand-scaling operations.  These operations had respective percentages of 67% and 84% 
between the consecutive sequences, (Kuchta, 2004).  In this light, the automated scaling 
performance appears more favorable.
Ideally, a more extensive series of tests would have been performed on freshly 
blasted rock that would allow for comparison of fully automated waterjet scaling, 
manually operated waterjet scaling, and hand scaling.  Unfortunately, project time and 
budget constraints did not allow for such an extensive testing program.
Kuchta (2003) provided some results of his work with the piloted water-jet 
scaling apparatus.  A figure, showing the performance of one of his experiments is 
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Figure 7.6 – Amount scaled from experiment with hand scaling first, waterjet scaling 
second, followed by hand scaling again, (Kuchta, 2004)
The experimental results provided in this documentation are reflective of the 
previous research done by Dr. Kuchta.  Both the mechanical equipment used and water-
jet scaling test site are nearly identical to the conditions used in his research.  As such, it 
seems reasonable to compare the results from the three test runs to the preceding 
research.  
The results from Dr. Kuchta's research show the effects of using the water-jet 
scaling system in-between two hand-scaling operations, (with a scaling bar).  The 
automated system was tested by using a similar sequence, except the automated system 
was used instead of the first bout of hand scaling.  Figure 7.7 shows the amounts scaled, 
incorporating the new system.  The data used was provided in Table 7.1, “Summary of 
Experiment Results”.
An immediate comparison of the results shows that there is a more significant 
fall-off between the second and third scaling attempt.  This could result from a number of 
different sources.  First, less rock may have been outright broken from the surface during 
the hand scaling.  Second, the scaling was performed by a less experienced hand-scaling 
crew than the dataset provided in Dr. Kuchta's results.  Third, variances in the natural 
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rock, blasting setup, climate, and other sources generate significant variance in the 
mining environment.  Considering the significant variance in input parameters, the 
resulting data appears somewhat similar to the data provided by Dr. Kuchta.  However, 



























Figure 7.7 – Amount scaled from experiment with automated water-jet scaling first, 
piloted water-jet scaling second, followed by hand scaling.
It should be noted that the mass of the rocks is not the only important factor.  As 
previous research has indicated, about 50% of the water-jet scaled material is fines less 
than 1.5 inches, whereas about 10% of the hand-scaled material consists of similar fines, 
(Kuchta, Lorig, and Hustrulid, 2003).
If automated water-jet scaling is to succeed as an industrial tool, additional 
development will be required.  The rudimentary automated system that was fabricated 
and utilized for these experiments has many opportunities for improvement.  Not only the 
sensor systems could see improvement; the technique used for scaling could also be 
improved.  The automated run used a simple single-pass 1-inch-spaced slicing motion. 
An improved system would probably take more than a single 1-inch pass.  Further, the 
spacing between the bands may perform better with some variance between scans.  The 
water-jet scaling has potential to become an industry-accepted technology, especially 
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when considered in combination with other mining developments, such as shotcreting 
and membranes.
The experimental data indicates that the automated water-jet scaling performed 
comparably to both the manual water-jet scaling and scaling with a hand-held scaling bar. 
Water-jet scaling has already been demonstrated to be a viable alternative to scaling with 
a hand-held bar,.  The single-pass automated  water-jet scaling experiment results extend 
the success with water-jet scaling technology, and was “completed without significant 




8.1  Introduction  
A number of technologies exist today which could significantly improve the 
performance of the water-jet scaling system.  In some cases, these technologies operate in 
parallel with the scaling system.  An example of such a technology is smooth-wall 
blasting, or “Smooth Blasting”, (du Pont, 1967).  Other technologies exist which may 
increase the speed of the system and/or the accuracy of the system, but would require 
modification of the existing automated system in order to do so.  This chapter reviews 
both types of technology, and provides brief excerpts relating to potential technologies.
8.2  Smooth-Wall Blasting  
Figure 8.1 – Typical Delay Pattern for Underground Heading, (du Pont, 1967).
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Members of the water-jet scaling project team have mentioned the possibility of 
using smooth-wall-blasting to reduce the depth of rock damaged by the blasting process. 
This is important, since the water-jet scaling machine is well-suited for removing small to 
medium-sized loose rocks at the surface, but is not expected to be effective in removing 
large loose material .  Further, a competent rock mass will stand up better than one that 
has been damaged.  
Figure 8.1 shows a textbook Smooth Blasting pattern.  Smooth Blasting was 
introduced in Sweden, and is an effective means for controlling overbreak in 
underground headings and stopes.  The blast pattern is laid out so that the arch is well-
defined with a densely-packed series of holes (a tight spacing).  This results in a smoother 
final surface.  The individual blast holes are loaded light, and typically have between a 
1.5:1 and 1:1 burden-to-spacing ratio, (du Pont, 1967).
If the rock follows a smooth arc, the surface will be more suitable for a uniform 
shotcrete layer, and improve the structural effects of the shotcrete reinforcement, (by 
creating an arch effect).  This will also decrease the chances that the shotcrete machine 
will encounter a mechanical obstruction while scaling.  Drill jumbos permit significant 
ease, automation and speed when it comes to drilling holes.  At the relatively low cost of 
additional holes and some additional explosives, it seems well worth-while to create a 
well-dimensioned, competent drift when a jumbo is available.
As discussed in Chapter 1, the preparation of a rock surface with a water-jet 
significantly improves shotcrete adhesion.  Overall, the use of the water-jet scaling 
machine, smooth-wall blasting, and shotcrete reinforcement may provide a rapid and 
effective reinforcement technique.
8.3  Proportional Valving  
Solenoid valves were used for the automated system.  This was due to the low 
comparative cost between the solenoid valves, and the more expensive proportional 
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valves.  During the pricing phase of the project it was found that proportional valves and 
their accompanying controller boards cost over $600 per valve set for the cheapest 
option, (Motion Industries, 2003).  This would have resulted in a total cost of $3000 to 
build the full valve bank.  Worse, higher-end valves were roughly estimated at around 
$3,000 each a year prior to the Motion Industries quote.  Both price ranges were far 
outside the budget for this project.
Should a larger budget become available, the use of proportional valves could 
significantly improve the handling and accuracy of the water-jet scaling machine.  Using 
proportional valves could also increase the rate at which the machine scales the surface. 
Unlike the solenoid valves, which were throttled to reduce the transient shocks, 
proportional valves could accelerate and decelerate the boom more smoothly.  By 
smoothing the acceleration and deceleration of the boom, the boom could move more 
quickly without increasing mechanical oscillations.  As such, proportional valves might 
successfully eliminate any significant oscillations in the boom.
Proportional valves do come with at least one drawback.  Unlike the position-to-
position algorithm that was presented in this thesis, proportional valves require 
calculation of both speed and position parameters and will require more calculations to 
determine when the boom should accelerate and decelerate.  In order to handle the 
increased calculation workload associated with proportional valves, a faster computer 
system than the Pentium 4, 2.4 Ghz system (used in this thesis work) may be required.  
8.4  Computer Vision, Stereo Vision  
Many computer-vision solutions exist today.  Stereo vision can provide a three-
dimensional representation of a surface, provided there are enough features on the 
surface.  Features can also be extracted from a single camera, and processed to extract 
information, (Shapiro-Stockman, 2001).
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As a portion of the studies associated with the masters degree for which this thesis 
has been composed, a computer vision project was undertaken to detect the presence of 
cracks in rocks.  Initially, a Hough Transform was used, (Shapiro-Stockman, 2001). 
However, the implementation of this algorithm resulted in too much noise, and it was 
impractical to resolve trajectories using this information.  
A year after the computer vision project, the technique was rethought and 
simplified, and used Sobel filters to perform edge detection, (Gonzalez-Woods, 2002). 
This technique allowed for both tracking the magnitude of the detection and the 
orientation of the detected feature.  By thresholding the resulting data, and linking the 
components, a computer-vision-based crack detection system may be feasible.  Figure 8.2 
shows a test image, and Figure 8.3 shows various results of processing this test image 
with the crack-detection algorithm.
Figure 8.2 – Unprocessed test image.
Figure 8.3 is the result of a test program, made using the Matlab software.  Matlab 
offers a wide variety of toolkits, and provided for the rapid development of this concept. 
The concept was not developed any further, due to current lack of usefulness in the 
water-jet scaling program, and because any further development should probably be 
handled in a more dedicated programming language, such as C++.  Results from two 
separate experiments are shown.  The only variance between the two rows of images is 
the thresholding level used to filter noise from the Sobel filters.
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Figure 8.3 – Results of prototype crack-detection algorithm.
The left-hand column of Figure 8.3 shows the relative magnitude of the cracks 
detected.  The middle column illustrates which direction the cracks were detected along. 
The right-hand column of Figure 8.3 shows the results of thresholding without 
consideration of direction.  As indicated by the spurious branches, additional refinement, 
such as continuity tracking, is necessary to achieve reliable results from the Sobel edge-
detection algorithm.  
The next phase in the crack detection algorithm would have been to link the 
different orientations together using a recursive search.  This would have yielded paths of 
various lengths.  Ultimately, those paths could be parsed, and the longer paths projected 
onto a three-dimensional virtual surface, and used as trajectories for the water-jet nozzle. 
Further requirements for the use of crack detection is a good 3-D scanning system 
and better sensors.  The machine will probably need to exactly target the cracks if crack 
detection will be of any use for water-jet scaling.
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8.5  Inter-Machine Communication  
Another concept which was discussed in the development of this thesis is the 
feasibility of taking data from sensors aboard other mining equipment and using it in the 
water-jet scaling system as a data input.  
If this is done, the water-jet scaling machine might not need to scan the surface 
with a sensor before starting the scaling process.  Conceivably, the LHD which would 
clear the path for the scaling machine, and could also transmit a digital map of the 
surface, and any other pertinent data.  In order to use the transferred digital map, the 
water-jet machine would need to know its location and orientation relative to the map. 
This information could then be processed automatically to create a trajectory script, 
which would then be implementable by the water-jet scaling machine.  
8.6  Avoidance of Boom Interference  
Currently, if the surface to be scaled incorporates geometries that will interfere 
with the motion of the robot, the robot will fail to scale the entire surface.  When the 
boom encounters mechanical interference, the only option the robot has is to stop and 
wait for human interaction.  However, given additional processing ability, the robot could 
model the geometry of the boom with the mapped model of the surface, and prevent cases 
where the boom and the surface would interfere.  Today, checks for interference and 
intersections are commonplace in 3D games.  This technology or a similar technique 
(Such as software-rendered 3D or OpenGL), could be integrated into the controlling 
software.
At the early points of software development, there was some hope of placing a 
small window into the controlling dialog box to create a 3D representation of the machine 
in motion.  This idea was discontinued due to time constraints, and relative uselessness. 
However, the window and the checking system could be intertwined.  By integrating the 
GUI, a collision detection subroutine would allow for additional oversight of the 
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software's performance.
As an alternative, the controlling software could be extended with a non-modular 
detection algorithm.  For example, the software could be extended to incorporate a series 
of modeled spheres, which could be used to mathematically envelope the boom.  Each 
point of the surface could be ranked by proximity to the centroid of each sphere.  The 
closest point to the centroid can then be tested to see if it resides within the envelope 
created by the spheres.  Additionally, the software must provide a collision avoidance 
routine, so the water-jet scaling machine will be able to continue operation without 
mechanical interference.
8.7  Code Development  
There are a few things that could be changed in the source code to improve 
performance.  As mentioned in Chapter 5, the software could anticipate the point where 
the boom needs to stop, rather than waiting for the boom to enter the acceptable zone, and 
then sending the stop command.  This technique would require mechanical consistency 
and may require some learning techniques to be practical.
Another improvement would be the integration of the trajectory-generation 
software into the overall robot control software.  At the current time, trajectory 
generation was performed by an application external to the robotic software.  Ideally, the 
surface could be scanned using a technique that wouldn't require artificially creating a 
trajectory.  
Yet another improvement, which could speed up the software, is to create an 
additional notification event for the Labjack.  At this time, any time a sensor has been 
updated, a general notification is sent.  As a result, calculations are repeated for all five 
valves.  Creating a more specific notification algorithm could nearly halve the necessary 
calculations.  This is because the Labjack must read from two sensor banks in order to 
monitor all five sensor inputs.  The current design notifies any sensor-depending routines 
113
that new data is available for both bank reads.
8.8 Laser Scanning  
Figure 8.4 – Hilti PD28 laser range meter
A Hilti PD28 Laser Range Meter was purchased as a part of this research. 
Initially, the automated system was to incorporate a laser scanning system.  This system 
would have used a laser reflector combined with motion from the prismatic joint to create 
a mapping of the drift to be scaled.  The water-jet scaling boom would make two passes. 
First, the machine would make a pass with the boom at a downward angle, so as to map 
the back of the drift immediately above the face.  The second pass would be made with 
the boom placed horizontally.  This data would be collected and then processed with a 
technique almost identical to the technique used with the total station.
Preliminary designs for this technique used a stepper motor actuator, which would 
allow for fifteen-degree angular measurements.  A mechanical stop would be integrated 
into the scanner design to serve as a reference point, so as to associate an absolute value 
with the otherwise unreferenced angular increments.  The laser reflector allows for a 
semi-circular “ring” to be scanned using the laser ranger.  This scanning ring would be 
advanced incrementally using the prismatic joint, creating a “cylindrical” set of data, with 
the radius defined by using the laser ranger.
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Due to the expense of the laser-ranger (approximately $800 US), the Hilti Laser 
Range Meter was to be mounted on the boom for scanning, and then removed prior to the 
scaling process.  The use of an enclosure was also discussed.  However, a very sturdy 
structure would be required to withstand the environmental conditions found 
underground, especially while water-jet scaling.  A prototype laser reflector, without 
stepper motor actuation was created and tested in a dry environment.  A section was 
removed from a CD-ROM, and mounted on a surface which was inclined at 45 degrees 
from the pivoting axis.  The laser ranger successfully sampled distances using the 
reflector.  However, another discovery was made.  First, a fairly large reflector was 
required, (appx ¾ inch, or about 1.9 cm).  Second, the reflector-ranger combination 
would only provide accurate results if the reflector was placed within the minimum range 
of the laser ranging instrument.  This is believed to be the result of diffuse reflection 
instead of specular reflection, from the imperfect reflector attached to the stepper motor.
The prototype reflector was never tested in actual operation.  The design process 
was stopped while developing an optical-isolation circuit for the stepper motor.  The 
motor actuating the reflector would require more current than simple I/O line-driving.  As 
such, initial plans called for the reflector system to be powered off of the machine's 
power supply, just like the solenoid bank.  However, unlike the solenoid bank, the 
reflector system – and associated wiring – would be placed near the end of the boom and 
could be damaged.  As such, optical isolation was considered as a means to prevent any 
harmful feedback across the I/O lines used to increment the motor.  ...Potentially, a 12V 
feedback could cause significant damage via the common ground in the Labjack's 
electronics.
The power system plan for the reflector called for the reflector to be driven using 
the I/O pins available on the Labjack controller.  The Labjack would then be isolated 
from the 12V power system using integrated circuits (ICs) designed for optical isolation. 
The Hilti Laser Range Meter would use the battery power it normally runs on, and was to 
be driven using a USB-to-serial adapter.  This adapter was tested, and the serial signals 
used for the PD28 laser ranger were captured.  These signals were then reused to access 
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the laser ranger functionality.  Only a preliminary examination was conducted on the 
PD28.  It was found that the data returned on the serial port required conversion to 
standard measuring units.  Following some experimentation at different ranges, it is 
believed this can be accomplished through linear interpolation.
8.9  Future Sensors  
The robotic system analyzed in this thesis used a three-dimensional, digital map 
of the surface to be scaled, and sensors that provided the immediate position of the boom. 
In order for automated water-jet scaling to become more feasible, new sensors must be 
implemented into the design.  At the current time, no feasible sensors have been 
discovered that can reliably detect loose material, nor deep cracking within the rock. 
Ideally, such a technology will become available in the future.  
Today, if a miner has detected a large rock mass in the back that appears to be 
loose, but cannot be removed, the miner will take steps to otherwise resolve the hazard. 
Sometimes, the use of rock bolts can prevent degradation of the surface, and sometimes 
pin the material in place. Other similar reinforcement techniques are available.  Similarly, 
the water-jet system must be able to detect and resolve (or relay) any such hazards. 
Without sensors, this will continue to require the presence of a human in the unsafe 
environment.  As such, the incorporation of new sensor technology into the scaling 
process could further serve to protect human safety.
8.10  Sound-Based Technologies  
“Sounding” of the rock using a scaling bar is a technique often used my miners to 
detect loose material.  Two  techniques that could allow the use of sound to detect loose 
material could potentially be integrated into an automated waterjet scaling system.  
Ultrasonics could be used to send a directed sound wave into a rock, (American, 
2006).  At this time, there is no data to indicate that the returned sounds may indicate 
loose material.  However, the ability to direct higher-frequency sounds makes ultrasonics 
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an appealing possibility.  Ultrasonics are already used for flaw detection in industry:
“Ultrasound is also used in industry for locating flaws in materials. Frequencies of 2 - 
10 MHz are common but for special purposes other frequencies are used. Inspection 
may be manual or automated and is an essential part of modern manufacturing 
processes. Most metals can be inspected as well as plastics and aerospace 
composites.”, (Appleyard, 2006)
Another sound source that may generate reverberations in the rock is the 
application of the water-jet itself.  Although it has not been investigated, the application 
of the water-jet to loose material may cause a different sound when compared to solid 
material.  To date, no significant variance in the sound has been detected.  It is also 
possible that the application of a pulsed water-jet may enhance any “ringing” of the rock 
mass, and may provide a better sound source than a continuous water-jet.  
8.11  Conceptual Future System in Mining  
The implementation of an automated scaling system could significantly change 
the future of conventional underground mining.  The use of robots could allow operations 
in a mining area that has been closed for while the fumes associated with explosive 
blasting are cleared.  If scaling and shotcrete reinforcement were conducted within the 
time frame normally expended for the venting of the face area, the overall advance time 
may be reduced.  Further, the reduction of human presence in the mining area may 
further reduce the potential of injury in the underground environment.   
The subject of this thesis has centered around the automation of the water-jet 
scaling process, and documents a portion of the research conducted by the WMRC. 
Ultimately, the goal of this project is to help provide a safer environment for humans and 
reducing human presence while the environment is stabilized.  However, this research 
also plays into the results from other research.  With a water-jet scaling machine 
combined with a shotcreting machine as was suggested by Swan (2004) – combined with 
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a teleoperated or robotic LHD and jumbo – a very highly automated mining cycle starts 
becoming feasible.  However, at this time, one major cornerstone seems to remain as a 
need for human presence in the mining cycle; the installation of explosives prior to the 
blast.
The presence of humans at this time can serve a dual purpose.  First, the use of 
explosives can be supervised directly by a responsible person, and the persons 
responsible for blasting can incrementally check the quality of the incremental advance of 
the drift.  An incremental inspection, human or otherwise, is important, to ensure the 
support is sufficient to prevent plastic deformation of the rock face as the drift continues, 
and for other general quality control.  Potentially, before a human operator arrives to 
inspect the job and install explosives, the round could already be vented, mucked, scaled, 
and supported; all before a human arrives in the advancement area.
8.12  Chapter Summary  
This section has introduced several technologies that could be integrated into the 
water-jet scaling process.  Six of the techniques and technologies presented in this 
chapter reference technologies and techniques that exist today.  Future development may 





The previous chapters have discussed how the water-jet scaling machine was 
refitted for computer control.  The automation system on the water-jet scaling rig was 
designed to use mathematical relationships between mechanical linkages and sensor 
readings.  Sensors were placed along each actuator to determine the position of each 
actuator.  The sensors were selected for their environment, and were effective at 
determining the boom location throughout the project.  Homogeneous transformation 
matrices were used to create a mathematical relationship between the sensors and the 
actual position and orientation of the water-jet nozzle.  The hydraulics were re-designed 
so multiple actuators can be moved simultaneously, and controlled electronically. 
Finally, custom software was created to handle all logical functions of the automation 
system, including governing each of the five actuators simultaneously.
This thesis research has presented a comparison between an automated water-jet 
system and a piloted one.  The experiments with the automated water-jet system took 
place in the Army Adit of the CSM “Edgar” Experimental Mine.  These experiments 
were done in the summer of 2004, and were performed to prove the hypothesis, “A 
switch to a simple automated system can be completed without significant loss in 
performance”.  The test evaluation thoroughly cleaned the test surfaces, produced an 
anticipated proportion of fines, and removed numerous rocks - including some of notable 
size.  The entire automatic operation was performed without any stops or human 
intervention, completing the 10' x 6' back (roof) in 15 minutes and 20 seconds.  While 
this groundwork is simply the beginning of what can be achieved by automating the 
water-jet scaling system, it has demonstrated that the system can match the performance 
of the pilot.  It also indicates that refinement may further improve the performance of the 
system.
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Chapter 8 mentions a number of opportunities for improvement, including the 
simple task of changing the math behind the griding technique, or changing the number 
of passes.  Chapter 8 also discusses adjusting the spacing between individual arc-motions, 
which could be particularly important.  Superior hardware could be used to further 
increase performance.  Robotic shotcreting arms are available on today's market, as are 
proportional valves.  Any of these refinements could improve the performance of the 
automated system.  
The data from this evaluation shows that an automated control system is very 
feasible as a water-jet scaling platform.  With consideration of the crude robot used and 
demonstrated performance, automation truly may be the control technique of choice. 
While the robot built for this research does not constitute production-ready technology, 
further development could probably achieve a commercially successful product. 
Someday the work presented in this thesis may serve as another piece in a trend toward 
production through automation, as well as safer scaling/reinforcement practices.  Further 
investigation of this technology and it's sister technologies may someday move miners 
further out of harm's way while decreasing the time required for each mining cycle.  It is 
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