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ABSTRACT 
In this paper we develop bounds for the displacement in the solution set of a 
system of perturbed linear inequalities, then apply these results to find estimates 
for changes in the solution set of a perturbed linear program. 
1. INTRODUCTION 
It is known that under certain regularity conditions the solution set 
of a linear program (and of much more general programs) is upper semi- 
continuous under perturbations in the constraints and/or the objective 
function [2, 3, 41. Here “upper semicontinuous” is to be interpreted in 
the sense applicable to set-valued mappings [2]. However, estimates for 
the changes in the solution set under such perturbations seem not to 
have been given. In this paper we develop such estimates. We proceed 
by first developing bounds for the displacement in the solution set of a 
system of perturbed linear inequalities, then applying these bounds to 
the case of a linear program to obtain a bound for the distance from an 
arbitrary point, or in particular from a point solving a perturbed program, 
to the solution set of the unperturbed program. Our results are based on 
a theorem apparently first proved by Hoffman [6]; in Sec. 2 we state this 
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theorem in the form in which we shall use it, and give a new proof. The 
application to linear programming is presented in Sec. 3. Computational 
considerations and generalizations are discussed in Sets. 4 and 5, respec- 
tively. 
2. LINEAR EQUATIONS AND INEQUALITIES 
We begin with the following lemma: 
LEMMA. Let A and C be real matrices of dimensiolzs m x n and q x n 
respectively. Define a set F c Rm+q by 
F := {(b, d)lfor some XER~, Ax < b and Cx = d}. 
Let / / (jc(, 11 1 lB be arbitrary norms on It” and Rm+g respectively. Then the 
quantity p,,(A, C) defined by 
pao(Ap C) := max{min{ljxl~.1Ax < b, Cx = d}J /j(b, d)ljB < 1, (b, d) EF} 
is a finite real number. 
Proof. Let jI 1 In b e any polyhedral norm on Rm+g; that is, any norm 
whose closed unit ball P is a polyhedron. It is easy to see that 
where K+j denotes the nonnegative orthant of Rj. Thus F, being the sum 
of three polyhedral convex cones, is itself such a cone [5, Th. 2.141. The 
intersection of F with the unit polyhedron P is nonempty (both contain 0); 
thus P fl F is a convex polyhedron, and therefore is the convex hull of a 
finite number of extreme points, say {pi,. . . , pr>. Now consider the 
function q(b, d) defined on F by 
q(b, d) := min{((x((,jAx <b, Cx = d>. 
A simple compactness argument establishes the existence of v(b, d). It 
is also easy to show by computation that 17 is a convex function on F. 
Consider the restriction of v to P fl 2;; since P fl F is the convex hull of 
Ph. . . , P, and since a convex function on a convex polyhedron attains 
its maximum at one of the extreme points (because any point in the poly- 
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hedron is a convex combination of the extreme points), it follows that 
for each point in P fl we have 
0, 4 < r&J := max{r(N 11 < i < 4, 
or 
rl(PJ = max{min{liXIj,IAX d b, Cx = d}l lI(b, 41, G 1, (b, d) EF). 
This establishes the lemma for the class of polyhedral norms on Rm+~. 
But 11 IIn is equivalent to (1 II8 [2, Cor. 1, p. 2581, and since the function 
rl is positively homogeneous, we find that 
sup{min{IIxl),IAx < k Cx = 4 il(b, d)/(, < 1, (b, d) EFJ 
= sup{+ 4) II(b> 4 1 lo < 1, kk 4 EF) (1) 
is finite. It only remains to show that the supremum in Eq. (1) is attained; 
we shall do this after proving Theorem 2. In the meantime, we have 
established the finiteness of the quantity in Eq. (l), which we shall for 
the moment denote by j&(A, C). 
To indicate one application of this lemma, we mention that it may be 
used to obtain bounds for the dual variables of linear programs in terms 
of the constraint matrices and the size of the cost vector, as shown in the 
following theorem. 
THEOREM 1. Let A and C be as in the lemma, and let b E Rm and 
dERg. Let /I Il,and I/ Ilob e arbitrary norms on R2m+n and Rm+q respectively. 
Suppose 3E: is a primal solution of the linear program 
min{p*xlAx ,( b, Cx = d}. (2) 
Let N := {ij(A% - b)i < 0, 1 < i < m>. Then there is a dual solution 
(zZ, a), ii E R+m, I? E Rg, corresponding to X z&h 
(3) 
zwhere I is the m x m identity matrix and I, is obtained from I by deletiqg 
the YOWS corres#onding to indices not in N. 
Proof. By the duality theorem of linear programming [5], at least 
one dual solution corresponding to 3 will exist, and the set of all such 
solutions is exactly the set of (u, V) satisfying 
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uTA + VT = -pT 
uT(AX - b) = 0 
u > 0. 
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(4) 
It is not hard to see that the system 
uTA + vTC = -PT 
I$4 < 0 
24 3 0, (5) 
is equivalent to Eq. (4). But by the lemma, there is a solution (G, 6) of Eq. 
(5) with 
which completes the proof of Theorem 1. n 
The bound in Eq. (3) can be made independent of X by replacing 
bY 
“,~(A,C):=rna~{~~,([~~ :I, ,ATC~])i\-c{l,...,“)}. (6) 
which depends only on A, C, and the norms involved. Also, bounds 
for the primal solution in terms of A, C, and the magnitude of (b, d) can be 
derived by applying Theorem 1 to the dual of Eq. (2). This technique 
thus provides a priori bounds for both primal and dual solutions of a 
linear program in terms of the matrices involved and the magnitudes of 
the cost vector and the right-hand side. 
We can now apply Theorem 1 to obtain a very short proof of a fun- 
damental result in the theory of linear inequalities. This result was 
apparently first proved by Hoffman [6] in 1952. In what follows, we 
denote by r+ the vector obtained by replacing each negative component 
of ze, by zero. We also use the idea of a polar norm as defined in, e.g., 
[12, p. 1311. 
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THEOREM 2 (Hoffman). Let A, C, and F be as in the lemma. Let 
(6, d) E F and let 11 / I2 be the I, Norm, j( II4 an arbitrary norm on Rm+n, and 
11 1 ],p its polar norm. If 2 is any point in R n, then there is a point x satisfying 
AZ < b, C% = d, with 
where crBe2(A, C) is defined by Eq. (6). 
Proof. Let x be the point closest to A? (in the 1, norm) in the polytope 
{xlAx <b, Cx = d}. Th en by a well-known theorem on convex sets 
[l, Lemma0.3.31, we have for every z in the polytope (2 - ~?)~(z - X) < 0; 
that is, ?8 solves the linear program 
min{(x - i)TxIAx <b, Cx = d}. 
By Theorem 1, there is a dual solution (U, 5) with 
GA + BY = (i - 2)’ 
ztT(A3 - b) = 0 
u > 0, 
and 
Thus, 
= uT(Af - b) + flT(Ci - d) - ztT(Az - b) - aT(C3 - d) 
= zP(Ad - b) + aT(CP - d) 
,( $-(A$ - b)+ + V(CR - d) 
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which completes the proof. q 
This result may be extended immediately to the case of an arbitrary 
norm j / 1 jc( on R” by using the equivalence of 11 1 lc( and 11 1 12. 
COROLLARY 2.1. The c Rm+g into Rn defined by 
T(b, d) := {xlAx < b, Cx = d}, 
is lower semicontinuous at every point (b, d) E F z&h respect to the norm 
topologies on F and IX”. 
Here we are using the definition of lower semicontinuity for multi- 
valued mappings as given in [2, p. 1091, and F is as defined in the lemma. 
Proof. Pick any (6, d) E F. Let Q C R” be any open set such that 
Q ll T(6, d) # 0. We have to show that there is a set U containing (6, d), 
such that U is open in F and for any (b, d) E U we have T(b, d) fl Q # 0. 
In the proof we shall use the I, norm on both Rfl and Rm+“; this entails no 
loss of generality since any pair of norms would generate the same 
topologies. 
Let B(x, e) denote the open ball of radius E about x, and let o := 
o,,(A, C) be as defined in Eq. (6). If G = 0, then T(b, d) = Rn for each 
(b, d) E F, and we are finished; thus let o > 0. Then let 3 E T(6, d) fl Q, 
and let E >0 be small enough so that B(Z,e)CQ. Let U:= B[(6,d),e/u]T)F. 
Then U is open in F, and for any (b, d) E U we have 
hence 
Also 
so that 
0 < (Ax - b)+ < (6 - b)+. 
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But by Theorem 2 there is an x E T(b, d) with 
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so x E B(5, E) C Q, and thus T(b, d) n Q # 0. This completes the proof. H 
Using Corollary 2.1, we can now finish the proof of the lemma. Recall 
that for arbitrary norms on K” and on R”+~Q we had to show that 
&+I, C) := sup{ min{~~x~~#x < b, Cx = d}l ll(b, d)& < 1, (b, 4 EF} 
is attained. Let {(k 4)) b e a sequence in I; such that for each h, 
/ 1 h 4) 1 I4 < 1 and th ere is an xk E R” with 1 Jxkl ia > ,kmB(A, C) - l/k and 
Ax, < b, 
cx, = ii,, 
and suppose further that xk has least norm among all elements of T(b,, dk). 
Since the sequence ((bk, d,)} is b ounded, it contains a subsequence con- 
verging to a point (6, a), and since F is closed we have (6, d) E F. Let X 
be an element of least norm in T(6, d). By Corollary 2.1, for any F > 0 
we can find a 6 > 0 such that if (b, d) E B((6, d), 6) fl F then there is an 
x E T(b, d) with 11% - Xllol < e/2. N ow find some k > Z/E such that 
/I&, 4) - (6, d)llo < 6. Th en tf rere is some 2 E T(6,, dk) with 112 - XI ia < 
e/2, so that IJ,c& < 1(X1 j, + e/2. But the element xlc had least norm in 
T(b,, d,), so we find that 
i&AA, C) - l/k < 
or 
P/4 - (44 3 IU,e(A> C)- E. 
Since E was arbitrary, it follows that [[XliE 3 ,IS,~(A, C), but since jl~(j~ 
was an element of least norm in T(d, 2) we must have IIXila = ,i&(A, C), 
so that 
P&A, C) := m ax min{ljxjI#x < b, { Cx = d)l jl(b, d)llB < 1, (b, d) EF) 
is attained. Hence ,&(A, C) = ,uxo(A, C) and the proof of the lemma is 
completed. w 
COROLLARY 2.2. Let a, c, 6, and d” be of the same dimemsions as A, C, 
b, and a’, where the latter are as in Theorem 1. Let 1) II8 be any I, norm on 
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IZm+q, 1 < p < CQ, and let (( /IQ be its polar norm. Let i be such that 
aa<s 
Ca = 2. 
Then there is an X E F such that 
p - $112 < %2(A, C) II [(A - a)a - (b - 6)]’ II [(C-@-(d--d')] 2,’ 
Proof. We have 
Ai - b = aa - 8 + (A - d)i - (b - 6) 
< (A - A)1; - (b - 6), 
so 
Also 
0 < (Ai - b)+ < [(A - A)2 - (b - 6)]+. 
Ci -d = ei - d + (C - e)2 - (d-d) 
= (C - e)Z - (d - d). 
Then by Theorem 1 there is an 5 E F such that 
11% - 111, dc&> C) I (Ai - b)+ 11 : Va - 4 l/p 
[(A - A^)< - (b - 6)]+ 
[(C _ @ _ (d _ d)] 
II 9 ’ 
3. LINEAR PROGRAMS 
In this section we develop quantitative bounds for the distance to 
the solution set of a linear program from a point which “almost” satisfies 
the optimality conditions, or which solves another linear program which 
is “close” to the original one. These results follow naturally from those 
of Sec. 2. 
The pair of linear programs with which we shall work consists of the 
primal program 
min{$rzlGz > g, z > 0} (7) 
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and its dual, 
max{wTgluTG < pT, ze! > O}. 
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(8) 
These are general enough to include any pair of dual linear programs. We 
shall suppose that G is i x k, g E Rj, and $ E Rk. 
Let n = (i + k), m = 212, and q = 1; define 
:L 
- ‘i 
P 
0 
o_ 
A :== 
and 
b := 
c := [p’ -gT], d := [O]. 
It follows from the duality theorem of linear programming that z and ze, are 
simultaneous primal and dual solutions of Eqs. (7) and (8) if and only if 2 
the vector x := [I w satisfies the optimality conditions Ax ,( b and 
Cx = d. The following results are then consequences of the results of 
Sec. 2; we have denoted by y- the quantity - (- y)+. 
THEOREM 3. Let the programs (7) and (8) be solvable. Let /I )lB be any 
z” 
norm on Rmfn, and let 11 1 IO* be its polar norm. If ~ is any vector in 
[I 
Rj+k, then there are primal and dual solutions 2 and @ of Eqs. (7) and (8) with 
(Gf -g)- 
:GT8 -@)+ 
* 
z- 
& 
pv - g% B 
Proof. Apply Theorem 2 to the optimality conditions. n 
Now let G, g and # be of the same dimensions as G, g and ~3 respectively, 
and consider the linear program 
min{6Tz/Gz > $, 2 > 0} (9) 
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and its dual, 
max{zeJTglwTG < fiT, w > O}. (10) 
COROLLARY 3.1. Suppose z” and 6 are solutions of Eqs. (9) and (10) 
respectively. Let /I 1 ID be any I, norm, 1 < ~5 ,( 63, and let (1 1 In be its polar 
norm. If Eqs. (7) and (8) are solvable, then they have solutions 2 and W such 
that 
[(G - i;)a - (g - !)I- 
,(a,#,C) [(G--r;,T~-(P-$)l+ 
(p - J3)i - (g - &L 9 
Proof. 
so 
Similarly, 
and 
also 
We have 
Gz” - g = $9 - S) + (G - i;)i - (g - & 
3 (G - e)i - (g - g), 
0 > (Gi’ -g)- 3 [(G - i;)i - (g - $)I-. 
O<(G%-j)+< [(G--)%-((p-$)1+ 
pT.$ - gT$ = (9 - $)‘2 - (g - &‘&,; 
z^- = 0, 72J-=o. 
The corollary now follows from Theorem 3 and the above estimates. w 
A similar, but somewhat more complicated, result could have been 
proved if we had not assumed that z^ > 0 and 6 3 0, but instead had 
introduced approximations to these conditions: e.g., (I + O)z^ > 0, where 
Ll is some matrix of small norm. 
If an upper bound on og2(A, C) could be computed, then the bounds 
given by Theorem 3 and Corollary 3.1 might be usable in practicalcomputa- 
tion, since the other quantities involved could be estimated if one had 
bounds on the error in G, p, and g. This problem is considered in the next 
section. 
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4. COMPUTATION OF BOUNDS 
The key to computational use of the bounds given here is the ability to 
compute ams(A, C), or an upper bound for it; this in turn depends on the 
computation of p,,(A, C). The latter problem seems at least possible, if 
not easy, when 1) jja and // IlB are polyhedral norms but in the nonpoly- 
hedral case no very effective algorithm is known to the author. Since 
many of the results here are stated for the case in which )/ jla is the 1, 
norm, which is not polyhedral, we mention here some relations among 
pu,,(A, C) for different tc and ,0. First, if for all (b, d) in R”+* we have 
PllP, d)1/6 < II(bJ d)Il, G rIl@ d)II,J with p > 0 and r > 0, then for any 
fixed pair of matrices A(nz x n) and C(q x 92) and any norm /( (jot on Rn 
we have 
r-%&A, C) < pu,,(A, C) < PP,&A> C). 
On the other hand, if for each XER,” KIIXIIc < ljx/l, \( A]]x]ie, then for 
any norm jj Ii4 and any A and C of the appropriate dimensions, 
‘%%(A> C) <P&A> C) d &,(A, C). 
These results follow easily from the definition of ,uuaB(A, C), and we shall 
not prove them here. With their aid, the problem of estimating p&A, C) 
for arbitrary norms ) / / Ia. and (( /I4 may be reduced to the polyhedral case 
once the coefficients of equivalence are found; for the standard norms 
these are of course well known. 
If II Land II lIti are polyhedral norms on Rn and Rmfg respectively, 
let their unit polyhedra be (xlPx < $} and {(b, d)(Q6 + Rd < q}; let F 
be expressed as {(b, d) 1.91 + Td < O}. Then we have 
,unti(A, C) = max min{SlAx < b, Cx = d, Px < dp, S> O}l 
(11) 
This is a linear max-min problem with coupled constraints; i.e., the 
feasible set is not the product of a set in Rn+l with one in Rm+a. Such 
problems seem not to have been widely treated in the literature, although 
they occur in a number of applications. Fortunately, a new algorithm 
devised by Konno [7, 81 will find globally &-optimal solutions to problems 
of this form [7, Ths. 1.1 and 4.2.2] in finitely many steps, under certain 
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boundedness hypotheses. This algorithm may thus provide an effective 
way of computing the quantity in Eq. (11). 
There is one special case in which this computation can be done quite 
easily. Suppose that no equalities are present; that is, that we are con- 
sidering only the system Ax < b, where A is m x IZ. Suppose further 
that we use the I, norm on Rm and an arbitrary norm 11 ( Ia on Rn. We 
shall denote the quantity to be computed in this case by ,uu,,(A, 0). 
We say that A satisfies the PLI (positive linear independence) condition 
if its rows are positively linearly independent; that is, if uTA = 0 and 
u > 0 imply zt = 0. A simple application of Gordan’s theorem [9] shows 
that this condition is equivalent to the solvability of the system Ax < b 
for every right-hand side b E Rm. Generalizations of this property play 
an important role in the analysis of continuity and other properties of 
solution sets of systems of linear inequalities and equations in general 
spaces [lo, 111. 
Suppose now that A satisfies the PLI condition. Let e E R” be a vector 
of ones, and let x E Rn be such that Ax < - e (such an x exists by the 
observation in the last paragraph). If b E Rm is such that //b/l, < 1, then 
b 3 - e, so that we have Ax < - e < b. Thus for any such b, 
Hence 
0 # (xjAx < - e>c (xlAx < b}. 
min{((x((,lAx < - e} 3 min(llx((,(Ax < b}, 
and since I/- e(j, = 1, we find that 
iuam(A,O) := max{min{llxll#X d b)l liblim d I: 
= rnin{llxll.lAx < - e>. (12) 
The computation of ,uu,,(A, 0) has thus been reduced to the problem of 
solving a convex program with linear constraints, for which many algo- 
rithms are available. Note that if I( (Ia is a polyhedral norm then Eq. (12) 
is a linear program, while if 11 /Ia is the I_ o norm then (12) is equivalent to 
a quadratic program. 
The estimation of o,,(A, C), given a means of bounding ,uJA, C), 
can be done by enumeration if the row dimension of A is very small. For 
more than a few rows this technique is clearly unsatisfactory, and the 
problem of how to find such estimates remains open. It would be very 
helpful if some combinatorial approach could be used to reduce the number 
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of computations involved, but at present no such technique seems to be 
known. 
5. CONCLUDING REMARKS 
Some of the results given here can be generalized to infinite-dimensional 
spaces; also, it is possible to prove results about the existence and behavior 
of ,Q(A, C) when A and C are permitted to vary. In each case, it turns 
out to be more convenient to phrase these results in terms of convex 
processes, of which the solution sets of systems of linear inequalities are 
special cases. For a general treatment of this subject, see [ll], and for 
applications to a computational algorithm, see [lo]. 
I am grateful to G. B. Da&zig and A. J. Ho//man for hel#d comments. 
REFERENCES 
1 A. Ben-Israel, Linear Equations and Inequalities on Finite Dimensional, Real or 
Complex, Vector Spaces: A Unified Theory, J. Math. Anal. Appl. 27(1969), 
367-389. 
2 C. Berge, To~ologicaZ Spaces, Macmillan, New York (1963). 
3 G. B. Dantzig, J. Folkman, and N. Shapiro, On the Continuity of the Minimum 
Set of a Continuous Function, J. Math. Anal. Appl. 17(1967), 519-548. 
4 J. P. Evans and F. J. Gould, Stability in Nonlinear Programming, Operations 
Research 18(1970), 107-118. 
5 D. Gale, The Theovy of Lineav Economic Models, McGraw-Hill, New York (1960). 
6 A. J. Hoffman, On Approximate Solutions of Systems of Linear Inequalities, 
J. Res. Natl. BUY. Standards 49(1952), 263-265. 
7 H. Konno, Bilinear Programming: Part I, Algorithm for Solving Bilinear Programs, 
Technical Report No. 71-9, Operations Research House, Stanford University, 
Stanford, California (August, 1971). 
8 H. Konno, Bilinear Programming: Part II. Applications of Bilinear Programming. 
Technical Report No. 71-10, Operations Research House, Stanford University, 
Stanford, California (August, 1971). 
9 0. L. Mangasarian, Nonlineav Programming, McGraw-Hill, New York (1969). 
10 S. M. Robinson, Extension of Newton’s Method to Nonlinear Functions with Values 
in a Cone, Numer. Math. (to be published). Also appeared as Technical Summary 
Report No. 1161, LMathematics Research Center, University of Wisconsin-Madison 
(August, 1971). 
11 S. M. Robinson, Normed Convex Processes, Trans. Amer. Math. Sot. (to be 
published) Also appeared as Technical Summary Report No. 1135, Mathematics 
Research Center, University of Wisconsin-Madison (November, 1971). 
12 R. T. Rockafellar, Convex Analysis, Princeton University Press, Princeton (1970). 
Received May 7 971; in revised form February 1972 
