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Abstract—The problem of constrained finite impulse response
(FIR) filter design is central to signal processing and arises in a
variety of disciplines. This paper surveys the design of such filters
using Projection onto convex sets (POCS) and discusses certain
commonly encountered time and frequency domain constraints.
We study in particular the design of Nyquist filters and propose
a simple extension to the work carried out by Haddad, Stark,
and Galatsanos in [1]. The flexibility and the ease that this design
method provides in terms of accommodating constraints is one
of its outstanding features.
Keywords—Constrained FIR Filter design, POCS, Nyquist Filters
I. INTRODUCTION
F IR filter design is one of the most basic and importantproblems in digital signal processing. A classical
filter design problem imposes constraints on the passband,
transition band and stopband fluctuations and the number of
filter coefficients. In order to widen the applicability of FIR
filters it was necessary to devise methods to efficiently impose
additional or ingenious constraints. For example, filters with
linear phase constraints are very efficiently implemented using
method proposed by McClellan-Parks in [2] but imposition of
additional constraints is not possible.
If the constraints on a filter can be formulated as closed
convex sets, where the intersection of the sets is assumed to
be non-empty, the POCS methods serve as a very powerful
design tool. After relaxation of certain conditions good
results are obtained for non-convex sets too see [1]. In [3]
POCS methods have been used for reducing the number of
non-zero coefficients. These methods have been easily and
successfully extended to the design of multi-dimensional
filters, as demostrated in [4, 5]. This further emphasizes the
usefulness of the POCS methods. It is worth mentioning here
that POCS methods guarantee a feasible solution, not an
optimal one.
This paper surveys the technique of constrained FIR
filter design using projections onto convex sets with particular
emphasis on constraints presented in [1]. In [4], a FFT based
iterative algorithm was proposed, which turned out to be a
specific case of the work done in [1].
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We demonstrate how the constraints are formulated for
given design problem. We also provide an implementation
of constrained FIR filter design using POCS methods. As
an extension to the design method stated in [1] we consider
design of a very important class of filters known as the
Nyquist filters.
The design of Nyquist filters introduces certain zero valued
coefficients in the impulse response, which makes them com-
putationally more efficient than low pass filters of the same
order. These filters find applications in perfect reconstruction
filter banks, interpolator and decimator design and non-uniform
sampling, see [6, 7]. In particular, the half band filters are used
to design the Hilbert transformer also, see [6, 8].
II. PRELIMINARIES
We begin with a review of the fundamental theorem of
POCS and the classical linear phase FIR filter problem.
In a Hilbert space H , if we consider a closed convex set
C, then the projection of an arbitrary vector x ∈ H onto C is
denoted by x∗ = Px and its defined by the minimum distance
point in C from x. The projection of x on the set C is defined
as:
‖x− x∗‖ = min
g∈C
‖x− g‖ (1)
where P is the projector for set C. The fundamental theorem
of POCS states that given n closed convex sets C1, C2, . . . , Cn
in a Hilbert space H , let P1, P2, . . . , Pn be the projectors asso-
ciated with these sets respectively, then the iterative procedure
given by
xk+1 = PmPm−1, . . . P1xk (2)
converges weakly to a point in C0 where C0 is defined as C0 =⋂n
i=1 Ci. This theorem, is in general true even for relaxed
projectors defined by Ti ≡ I + µi(Pi − I) where I is the
identity operator and 0 < µi < 2 and i = 1, 2, . . . , n.
For typical filter design problems, RM is an appropriate
Hilbert space. Let x,y ∈ RM , then the inner product is defined
as:
〈x, y〉 =
M−1∑
n=0
x(n)y(n).
This inner product induces standard 2-norm on the
euclidean space RM .
Before proceeding further let us define the basic linear
phase FIR filter design problem that we would be considering
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2in subsequent sections with additional constraints.
An FIR filter is characterized by its system function given by
H(z) =
N−1∑
n=0
h(n)z−n (3)
where N is the filter length and h(0), h(1), . . . , h(N−1) filter
coefficients. For linear phase, the filter coefficients must satisfy
the following condition:
h(n) = ±h(N − 1− n), for n = 0, 1, . . . , N − 1 (4)
An ideal low pass filter frequency response would require unity
magnitude in passband, zero in stopband and a sharp cutoff
from passband to stopband. Since it is impossible to meet
criteria of an ideal filter, in general a filter design problem
has the following specifications:
1) Maximum tolerable passband ripple, denoted by α.
2) Maximum tolerable stopband ripple, denoted by β.
3) Passband edge frequency, denoted by ωp.
4) Stopband edge frequency, denoted by ωs.
If A(ω) ≡ |H(ω)| and φ(ω) ≡ ∠H(ω), then the linear
phase FIR filter design problem can be mathematically formu-
lated as
• A(ω) ∈ [1− α, 1 + α] and φ(ω) = −ω(N−1)2
for ω ∈ Ωp ≡ (ω : 0 ≤ ω ≤ ωp)
• A(ω) ≤ β for ω ∈ Ωs ≡ (ω : ωs ≤ ω ≤ pi)
A. Organization of the Article
First we will discuss the various exisitng convex set formu-
lations for the filter design problem. It is easy to extend each
of them to higher dimensions. Next we discuss several im-
portant time and frequency domain constraints, with particular
attention to Nyquist filters. In order to deal with linear phase
FIR Nyquist filter design, we propose a simple extension of
design methodology given in [1]. Finally, we show results of
certain constrained FIR filters designed in MATLAB.
Each of the sections would reiterate the importance of the
POCS methods in imposing a new constraint on FIR filters,
assuming that the constraint gives rise to a closed and convex
set.
III. CONVEX SET FORMULATION
In this section we consider two convex set formulations. The
Abo-Taleb and Fahmy formulation in [5] was given in 1984 for
2-D filter design and the one discussed in [1] was put forward
in 2000.
A.
For completeness, we begin with the formulation presented
in [1]. The Hilbert space under consideration is RM where
M  N for high resolution Fourier transform. We define the
following constraint sets:
C1 ≡ {h ∈ RM : h(n) = h(N − 1− n),
for n = 0, 1, . . . , N − 1}
C2 ≡ {h ∈ RM : 1− α ≤ A(ω) ≤ 1 + α,
φ(ω) =
−ω(N − 1)
2
, for ω ∈ Ωp}
C3 ≡ {h ∈ RM : A(ω) ≤ β, for ω ∈ Ωs}
(5)
The set C1 captures the linear phase property of the filter.
Here the filter length N is assumed to be odd. C2 and C3 de-
scribe the passband and the stopband requirements respectively
with the desired tolerance values α and β.
We now check for their convexity, closedness and derive
projectors for each one of them.
1) Convexity of C1: Let h1,h2 ∈ C1 then for t ∈ [0, 1]
h3(n) = th1(n) + (1− t)h2(n)
= th1(N − n− 1) + (1− t)h2(N − n− 1)
= h3(N − n− 1)
Hence C1 is convex.
Closedness of C1: Let the sequence {hk} → h∗ as k →∞.
By definition,
∑N−1
n=0 |hk(n) − h∗(n)|2 → 0 ⇒ hk(n) →
h∗(n). Since hk ∈ C1, hk(N − 1 − n) → h∗(n). Thus,
h∗(n) = h∗(N − n− 1).
Projector of C1: Let g be an arbitrary vector in RM , then
its projection h∗ is given by:
h∗(n) =
{
g(n) + g(N − 1− n)
2
, for n = 0, 1, . . . , N − 1
0, elsewhere (6)
The above result is very intutive. Since the set C1 is
symmetric, in order to minimize the norm, any arbitrary
vector that is to be projected must also be symmetric, which
is nothing but the mathematical requirement expressed in (6).
2) Convexity and Closedness of C2: Let h1,h2 ∈ C2, and
h3 = th1 + (1 − t)h2 ⇒ H3(ω) = tH1(ω) + (1 − t)H2(ω)
for ω ∈ Ωp. Since H1(ω) = A1(ω) expjφ(ω) and H2(ω) =
A2(ω) exp
jφ(ω), the phase of H3(ω) is also φ(ω) and the lower
and upper bound on magnitude implies that A3(ω) = tA1(ω)+
(1− t)A2(ω) ∈ [1− α, 1 + α]. Thus, C2 is convex.
It must be noted that to check for convexity of C2, the
phase along with the magnitude is to be considered. Without
the phase constraint it is possible to choose two vectors
h1,h2 ∈ C2 with values of φ which violate the lower bound
on the magnitude, thus violating convexity. Since C2 includes
all its limit points it is closed.
3Projector of C2: We deduce the projector from Fig.1. The
figure is drawn for a particular ω ∈ Ωp. First the point G(ω) is
projected onto the line with slope φ(ω) and then appropriate
decision is taken for the magnitude of the projector. For ω 6∈
Ωp the point is left unchanged. Thus if we denote the projector
by h∗ and its Fourier transform by h∗(n)↔ H∗(ω) we have:
H∗(ω) =

(1 + α)ejφ(ω), if case A
(1− α)ejφ(ω), if case B
|G(ω)| cos[θG(ω)− φ(ω)]ejφ(ω), if case C
G(ω), if ω 6∈ Ωp (7)
Im
{G
(ω
)}
1 + α1− α
θG
(ω
)−
φ(
ω)
φ(ω)
|G
(ω
)|
Re {G(ω)}O
A
C
B
Fig. 1. Geometric representation of C2 and its projector
where
Case A is: |G(ω)| cos[θG(ω)− φ(ω)] ≥ 1 + α
Case B is: |G(ω)| cos[θG(ω)− φ(ω)] ≤ 1− α
Case C is: 1− α ≤ |G(ω)| cos[θG(ω)− φ(ω)] ≤ 1 + α
3) Convexity and Closedness of C3: Let h1,h2 ∈ C3, and
h3 = th1 + (1 − t)h2 ⇒ H3(ω) = tH1(ω) + (1 − t)H2(ω)
for ω ∈ Ωs. Using the fact that for any two complex numbers
A and B, |A+B| ≤ |A|+ |B| we have:
|H3(ω)| = |tH1(ω) + (1− t)H2(ω)|
≤ t|H1(ω)|+ (1− t)|H2(ω)|
≤ β
Thus C3 is a convex set. Since C3 includes all its limit points
it is also closed.
Projector of C3:
H∗(ω) =

βG(ω)
|G(ω)| , for |G(ω)| ≥ β
G(ω), elsewhere (8)
Just like in the case of C2 the deduction of the projector
is easily done from its geometric representation. This set,
in the frequency domain for all ω ∈ Ωs, would represent a
circle with radius β. Clearly the distance of all the points with
magnitude greater than β would be minimized from the disk
if they are projected onto the boundary. The other points are
left unchanged.
Thus, putting together all the sets the linear phase FIR
filter design algorithm is given by: hk+1 = P1P2P3hk with
arbitrary h0.
B.
Next, we consider the Abo-Taleb Fahmy algorithm sug-
gested in [5] for the one dimensional case. The discussion
below assumes a symmetric odd length linear phase filter. The
generalization to other types is straight forward as suggested
in [2]. The amplitude response of a linear phase FIR filter can
be given by
H(ωk) =
(N−1)/2∑
n=0
a(n)ψn(ωk) (9)
where N is the filter length, ωk is the discrete set of K
frequencies in the passband and the stopband, ψn(ωk) =
cos(2pinωk) for n = 0, 1, . . . , (N − 1)/2 and a(n) are related
with the filter coefficients for an odd filter length, N by the
following relation:
a(0) = h(0), a(n) = 2h
(N − 1
2
− n
)
(10)
For a given desired frequency response D(ωk) our aim is to
constrain the error function e(ωk) within certain limit λ(ωk)
i.e.
e(ωk) = |D(ωk)−H(ωk)| ≤ λ(ωk) (11)
For a given filter length, N and filter coefficients
h(0), h(1), . . . , h(N − 1), we define the above equation as a
set of K convex closed sets
C ′k ≡ {a : |D(ωk)−
(N−1)/2∑
n=0
a(n)ψn(ωk)| ≤ λ(ωk)} (12)
The iteration rule used in [5] for finding a point in the
intersection of all the K sets is an interesting one. For each
iteration, projections are made for that set which has the
maximum error among all the frequencies. We give below the
proofs for convexity and closedness for C ′k and derive the
projector for same.
41) Convexity: Let a1,a2 ∈ C ′k and H1 and H2 be the
corresponding responses satifying equation (9). Then a3 =
βa1 + (1 − β)a2 and response H3 due to a3 satisfies H3 =
βH1 + (1− β)H2. Therefore,
|D −H3| = |D − βH1 − (1− β)H2|
= |β(D −H1) + (1− β)(D −H2)|
≤ β|D −H1|+ (1− β)|D −H2|
≤ βλ+ (1− β)λ = λ
(13)
Since a3 ∈ C ′k, it is convex.
2) Closedness: Let a∗ be the limit point of a sequence {an}
in C ′k as n→∞. We prove that a∗ ∈ C ′k using contradiction.
Assume that a∗ 6∈ C ′k i.e. |D − H∗| = λ + η. Since η > 0,
rearranging the equation we have
η = ||D −H∗| − λ| (14)
Since an ∈ C ′k ⇒ |D − Hn| ≤ λ. Substituting |D − Hn|
for λ in (14) we have
η ≤ ||D −H∗| − |D −Hn||
≤ |(D −H∗)− (D −Hn)|
⇒ η ≤ |Hn −H∗|
(15)
Since H∗ is the limit point, the right hand side of the above
equation by definition goes to 0 as n → ∞, implying that
η ≤ 0. Thus we arrive at a contradiction. Hence a∗ ∈ C ′k, i.e.
the set is closed.
3) Projector: The projection of each of the filter coefficients
of an arbitrary vector a = [a(0), a(1), . . . , a(n)] is given by
a(n)i+1 =

a(n)i − [λ(ωk)− |e(ωk)|]sign(ek)
.ψ(ωk)/
(N−1)/2∑
m=0
ψ2m(ωk), if e(ωk) > λ(ωk)
a(n)i, if e(ωk) ≤ λ(ωk) (16)
Here we provide a sketch of the derivation. For details the
reader is referred to [5]. The Lagrange multiplier method is
used where we minimize the expression given by:
M = ‖ai+1−ai‖+α
(
|D(ωk)−
(N−1)/2∑
n=0
a(n)i+1ψn(ωk)|−λ(ωk)
)
(17)
Taking its derivative with respect to a(n)i+1, and determin-
ing the value of α, the lagrange multiplier for which the norm
is minimized, we arrive at the projector given in (16).
The algorithm is an intutive one, where, in each iteration
the set which violates the constraint set the most is projected
onto C ′ where, C ′ is given by C ′ =
⋂K
k=1 C
′
k.
IV. ADDITIONAL CONSTRAINTS
A situation where we want for a particular input s, the
output of a filter to be restricted within certain limits arises in
many signal processing applications. Such a constraint is both
closed and convex, thus can be implemented using the POCS
methods. Mathematically, it can be formulated as follows
C4 ≡ {h ∈ RM : b1(n) ≤ (s ∗ h)n ≤ b2(n),
h(n) = 0, n > N − 1} (18)
Here n = 0, 1, . . . N+L−2, and L denotes the length of the
input signal. The convolution output can also be represented
in the matrix form as yˆ = Sh, where S is a N + L− 1×N
matrix. If we denote the nth row of S by sn, then it follows
that yˆ(n) = snTh. Here yˆ, sn,h are assumed to be column
vectors. Thus C4 can be written as:
C4 ≡ {h ∈ RM : b1(n) ≤ snTh ≤ b2(n),
for n = 0, 1, . . . N + L− 2} (19)
Here snTh is the inner product of sn and h which is referred
to as the soft linear constraint in [9]. We provide here the
expression for projection. Projector of an arbitrary vector g
for n = 0, 1, . . . N − 1 is given by
h∗ = P4(g) =

g, if b1(n) ≤ 〈sTn , g〉 ≤ b2(n)
x+
b1(n)− 〈sTn , g〉
‖sn‖2 sn, if〈s
T
n , g〉 < b1(n)
x+
b2(n)− 〈sTn , g〉
‖sn‖2 sn, if〈s
T
n , g〉 > b2(n)
(20)
The design algorithm is given by: hk+1 = P1P2P3P4hk, with
arbitrary h0.
For a particular input s we might want to constrain the
output energy within certain limits. This would be a quadratic
constraint, and can be modelled as
C5 ≡ {h ∈ RM : ‖(s ∗ h)− d‖ ≤ σ} (21)
Here again we represent convolution in the martix form i.e.
Sh. This set would be an ellipsoid and thus both closed and
convex. The projector is determined by finding the minimum
of the lagrange function J(h) given by:
J(h) = (g − h)T (g − h) + λ((Sh− d)T (Sh− d)− σ2)
where λ is the lagrange multiplier. Equating the derivative of
J with resect to h to zero we get:
0 = −2(g − h)T + 2λ(Sh− d)TS
(g − h)T = λ(Sh− d)TS
(g − h) = λST (Sh− d)
hλ = (I + λS
TS)−1(g + λST d) (22)
5TABLE I. PROJECTIONS FOR C6
Regions Projection
I (a− δ) exp[j(∠x)]
II x
III (a+ δ) exp[j(∠x)]
IV (a− δ) exp[j(α+ )]
V |x| cos(∠x− α− ) exp[j(α+ )]
VI (a+ δ) exp[j(α+ )]
VII (a− δ) exp[j(α− )]
VIII |x| cos(α− − ∠x) exp[j(α− )]
IX (a+ δ) exp[j(α− )]
So the projection of g for n = 0, 1, . . . N − 1 is
h∗ = P5(g) =
{
g, if ‖(Sg − d)‖ ≤ σ
hλ, if ‖(Sg − d)‖ > σ (23)
The computation of λ can be done using Newton-Raphson
method. The design algorithm is given by: hk+1 =
P1P2P3P5h
k, with arbitrary h0.
A. Arbitrary Phase and Magnitude Constraint
Now we explore the problem of controlling both phase
and magnitude at specific frequencies. So we must define
our set formulation again to achieve the desired results. For
a particular ω we require |H(ω)| ∈ [a(ω) − δ, a(ω) + δ] and
φ(ω)(i.e.∠H(ω)) ∈ [α(ω)−, α(ω)+] for arbitrary tolerances
δ and . Sets are defined as follow:
C6 ≡ {h ∈ RM : a(ω)− δ ≤ |H(ω)|
≤ a(ω) + δ and α(ω)−  ≤ φ(ω) ≤ α(ω) + }
C7 ≡ {h ∈ RM : h(N − 1) 6= 0 and
h(n) = 0 for n = N,N + 1, . . . ,M − 1}
The set C6 is non convex (recall the importance of linear
phase constraint in making C2 a convex set). So, as suggested
in [1, 9] summed distance error convergence has to be used
to determine a point in the intersection of the sets under
consideration. This may not be the case always but for this
purpose it has shown good results [1] . On the other hand C7
is a convex closed set with the projector for an arbitrary vector
g ∈ RM given by:
h∗ = P7(g) =
{
h∗(n) = g(n), for 0 ≤ n ≤ N − 1
0, otherwise (24)
To compute the projector for set C6 we analyse the geometry
of the problem in frequency domain. Once we divide the
problem into specific regions as done in Fig.2, the projection
of an arbitrary vector g ↔ G(ω) ≡ x in each region is carried
out according to Table I. Depending on the region the vector
may satisfy both, one or none of the constraints of phase and
magnitude. We project accordingly onto the shaded region of
interest II.
The design algorithm is given by: hk+1 = P6P7hk, with
arbitrary h0.
Im
{G
(ω
)}
α
a
O


δ
δ
Re {G(ω)}
I
II
III
IV
V
VI
VII
VIII
IX
Fig. 2. Geometric representation of C6 and its projector
Just like in the case of [1], the Abo-Taleb and Fahmy
Algorithm has also been extended by [10] to design a class
of time constrained FIR filters, where certain filter coefficients
are set to 0. They denote the set of such indicies by Ic. The
set and its projector are given below:
C ′k ≡ {a :
∣∣∣∣∣∣D(ωk)−
(N−1)/2∑
n=0,n6∈Ic
a(n)φn(ωk)
∣∣∣∣∣∣ ≤ λ(ωk)} (25)
The projector is given by:
a(n)i+1n 6∈Ic =

a(n)i − [λ(ωk)− |e(ωk)|]sign(ek)
.ψ(ωk)/
(N−1)/2∑
m=0,m 6∈Ic
ψ2m(ωk), if e(ωk) > λ(ωk)
a(n)i, if e(ωk) ≤ λ(ωk) (26)
V. NYQUIST FILTERS
In this section we discuss the Nyquist filter design using
POCS. Here we propose an extension of the design method-
ology used in [1]. A Nyquist filter imposes the following
restriction on the impulse response
h(Ln) =
{
1/L, for n = 0
0, otherwise (27)
The set formulation for the above constraint is given as
CNyquist and it is easy to check that it is closed and convex.
6CNyquist ≡ {h : h
(N − 1
2
)
= 1/L and h
(
n− N − 1
2
)
= 0
for
(
n− N − 1
2
)
mod L ≡ 0,∀n except n = (N − 1)/2} (28)
A. Projector
The projection of an arbitrary vector g ∈ RM on this set is
given by
h∗(n) = PNyquist(g) =

1/L, if n = N − 1/2
0, if
(
n− N − 1
2
)
mod L ≡ 0
g(n), elsewhere (29)
To prove the above stated result we define
I ≡
{
n :
(
n− N − 1
2
)
mod L ≡ 0 for n = 0, . . . N − 1
}
(30)
since our aim is to minh∈C ‖h − g‖, it is equivalent to
minimizing the following function
J =
∑
n∈I
|h(n)− g(n)|2 +
∑
n∈Ic
|h(n)− g(n)|2 (31)
The definition of the set CNyquist tells us that we can
modify only those h(n) for which n ∈ I , thus its minimum
value would be attained if h(n) = g(n) for n ∈ I , which gives
us the projector as in (29). The design algorithm is given by:
hk+1 = P1P2P3PNyquisth
k, with arbitrary h0.
VI. SIMULATIONS
In this section we show the simulation results for some of the
constrained filters described in previous sections. We evaluate
the FFT over M = 1024 discrete frequencies. The iteration
stopping criteria is ‖hk − hk−1‖ < 10−6.
A. Example 1
As our first example we consider the design of Linear phase
FIR filter with N = 31, α = β = 0.0243 ωp = 0.4pi and
ωs = 0.5pi. The algorithm converges in 1989 iterations. The
POCS design (in blue) is compared with MP design method
(dashed line). The results are comparable.
B. Example 2
Next the constraint given by (19) is simulated for the step
response of a filter with the following specifications:
• b1(n) = −0.055 and b2(n) = 0.055 for n = 1, . . . , 13
• b1(n) = 1 − 0.055 and b2(n) = 1 + 0.055 for n =
18, . . . , 31
• α = β = 0.13, the passband and stop-band frequencies
are 0.4pi and 0.5pi respectively
The difference in the constrained and unconstrained re-
sponse is visible in Fig. 4a, however to obtain a constrained
step response we must sacrifice the frequency response char-
acteristics as shown in Fig. 4b. We do not alter the response
during the amplitude rise.
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Fig. 3. Example 1: Linear Phase FIR Low Pass Filter
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Fig. 6. Example 3: Nyquist Filter with N = 313 and L = 8
C. Example 3: Nyquist Filter
The simulation results for the proposed Nyquist filter design
algorithm are presented here. First a Linear phase FIR half
band filter design is shown, both in the frequency and the time
domain. The design paramters are: N = 27, α = β = 0.01
ωp = 0.42pi and ωs = 0.58pi. Evidently, the constraints on the
frequency response together with Nyquist filter constraints are
satisfied as shown in Fig. 5a and Fig. 5b. Next we designed a
filter of order, N = 313 and L = 8 for the following design
parameters: α = β = 0.01 ωp = 0.3731 and ωs = 0.4123 Fig.
6.
D. Example 4: 2-D Filters
The last example we consider is that of simulating 2-D
filters, which serves to illustrate the fact that POCS methods
are easily extended to m dimensional case. We design a linear
phase two fold symmetric circular FIR filter wih the following
parameters: M = 128, N = 17, α = 0.05, β = 0.05, ωp =
0.43pi, and ωs = 0.63pi.
70 5 10 15 20 25 30 35
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
n
Am
pl
itu
de
 
 
     Constrained 
Un−Constrained
(a) Step Response
0 0.2 0.4 0.6 0.8 1
−80
−70
−60
−50
−40
−30
−20
−10
0
10
Normalized Frequency (ω/pi)
M
ag
ni
tu
de
 (in
 dB
)
(b) Frequency response
Fig. 4. Example 2: Step Response Constraint
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Fig. 5. Example 3: Half Band Filter
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Fig. 7. Example 4: 2-D Filter
VII. CONCLUSION
In this paper, we reviewed convex set formulations of the
constraints for linear phase FIR filter design problem, we then
extended the design by incorporating additional constraints for
Nyquist filters. Throughout the paper, we have maintained an
intutive approach to the POCS methods for easy and clear
understanding. In particular we have proposed a simple design
methodology for Nyquist filter. Though the algorithm does not
guarantee optimal solution, the resulting design satisfies all of
the required constraints.
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