Image analysis, classification and searching has been a perennial frontier in the domain of Computer Vision. Recent developments have shown significant improvement over the aspects of feature extraction, segmentation and image enhancement. With the proliferating rise in computational power, it is both attainable s as well as affordable to perform complex image transforms and computations in hand held devices, thereby making it possible to construct RIS based applications for everyday use. The paper presents a novel approach towards attaining user supplied image searching for online applications such as e-commerce and cloud using the popular Bag of Visual Key points 1 model and integrating spatial pyramid matching 2 . Such models need heavy data mining, strong datasets for training and accurate image feature extrapolation. The said approach aims at yielding a set of matching and homogeneous images for a given user supplied image.
Introduction
Obtaining search results through documents for a user supplied text query is at its zenith. Getting results based on document relevance is evolving at a rapid pace. However searching through images poses a real challenge. Text is easy to elucidate, whereas images are quite abstract. Images are subjected to cluttering, noise, occlusion and most of all loss of dimensions. Apart from this, scanning through vast datasets to find a match is a computationally exhaustive process. To achieve the maximum amount of convenience for the user, i.e. to enable searching the internet through images can truly be a big leap forward in the digital world. This has applications in e-commerce, cloud and personal computing devices such as mobile and tablets. This is just the contemporary and effortless way of searching and indexing data in the form of images.
Furthermore, there is an extensive need of actually intelligent devices that are capable of performing search through diverse data. Not only devices, but also cloud platforms which are on the prolific rise for data storage. In all, technology must be directed towards developing models which can assist the user in their bespoke requirements.
The proposed method is an implementation of the aforementioned requirement. Using bag of words models for images, the method performs reverse image search on the query image as a predecessor to using only CBIR 3 techniques.
Motivation and Problem Definition: In mobile devices, e-commerce websites, cloud and even personal computing devices lack the intelligence of having to search. Simple methods of text searching are quite the limitation when it comes to finding resources such as images. Hence the entire model was aimed to facilitate the above requirement. Using this, the user can easily search images through classifiable keywords. Extension of the approach can be used to generate customized tags for a set of images, precisely why the bag of words models was selected.
Contribution: This paper attempts at the implementation of the ability to provide an image search query for e-commerce websites. It presents the model which can be applied to various platforms and services. Besides using generic image parameters such as color, intensity, it also incorporates features which perform the further classification. However the training dataset performs a major role in training the algorithm.
Organization of the paper: The remaining paper is structured as: Section-2 provides with a brief literature survey. Section-3 walks over the proposed model. Section-4 describes analysis and quantification of results. Section-5 provides the future applications of the proposed model. Conclusions are provided in Section-6 followed by Appendix and References.
Literature Survey
Various models and algorithms have been developed that aid in image understanding as well as feature and object detection within images. At the earliest, image retrieval and index problem was solved using Metadata.
Image filtering and searching was initiated with the rise of Content Based Image Retrieval Method. CBIR 3 is the technique used for filtering and searching of images based on its general parameters such as color distribution, shapes, textures, edges and any information that can be derived from the image itself. Furthermore, low level features can be extracted, and also region based features can be extracted. A continuum of the mentioned led to "blobworld" 4 representation which uses Expectation -Maximization Algorithm on a collection of textures and color, to retrieve images 4 . Further study suggest edge detection, Fourier transforms, and utilization Hu Moments.
Over a decade now, alluring algorithms such as SIFT 5 , SURF 6 have been in use to attain superb object recognition and detection. On a comparison, all these image descriptors work on the same level. Each of them computes image gradients, object orientations and divide the image into histograms. In case of SIFT and SURF, both of them are key points driven localized descriptors.
With the use of the present AI and machine learning algorithms, the said approaches can be trained to detect a particular class of objects. As suggested Fei Fei Li 7 , various modes such as Bag of Words, Part based models, generative and discriminative models have been developed to enhance the above referred objective. Methods such as PCA, Bayesian models, multiclass classifiers and neural networks have been adopted to facilitate efficient object detection and searching. Apart from classification, there is a need for improving the computational time as well. The system computes through tons of features while scanning through such image datasets. It is prudent to precompute the values of features, descriptors, histograms, etc. in the respective file formats. This ensures higher performance metrics 3 describes the IBM QBIC -an image database, storing keywords and their mappings with attributes such as color, texture, etc. 8 discusses methods such as Inverted files and Min-Hash adopted for storing histograms, and other items of interest in formats that promotes faster search time.
Bearing the advantages of quick multiclass classification and robustness, Bag of Visual words models is being opted for the presented research study.
Proposed System
The proposed methodology comprises of four major states as shown in Fig. 1 . Data Mining for a well-defined sample set, object classification based on Bag of Visual Words 1 approach and thereby training the machine for the given dataset, followed by the user query which is either enhanced or acquired 'as is' and eventually the output search results that gets computed.
To begin with, any machine learning system needs tremendous amount of data for training. The approach is designed in such a way that the algorithm already knows what data it classifies during the training stage, also referred to as "supervised learning". Popular machine learning techniques such as Naïve Bayes, SVM, Logistic Regression, etc. may be used. However,the selected method for the presented research is SVM having resulted from the comparison 8 . 
Data mining
In the need of populating a dataset required for training the system to be able to classify various objects, the task needs to be automated using various scripts. Existing datasets such as Caltech 101 9 provide with an amazon of samples. However, obtaining images of Each sample from all angles and orientations is something that is lacking. Hence, a popular choice was to go along with a traditional data mining techniques, a web crawler.
For the said application there is a need for vast amount of data, specifically images of objects having different orientations. An e-commerce website seemed to be perfect choice for data acquisition for each product catalog page which suffices the above need. Hence the mining is done through scraping an e-commerce website.
It must be noted, that while acquiring data, there were a lot of images for user reference. All such images were selected and then an SSIM test was run throughout the acquired data to eliminate such instances. This helped in cleaning out the dataset.
Analysis and classification of data
Analysis and classification of data embarks the process of creating a bag of visual words thereby creating a visual vocabulary for the given dataset. The bag of visual words is the computer vision derivation of the NLP Algorithm namely 'Bag of Words'. Discussed by Csutra et al. 1 
, this approach follows
• Determination of Image feature of a given label • Construction of visual vocabulary by clustering • Usage of multiclass classifiers for training using bags as feature vectors.
• For the query image, obtain the nearest vocabulary based on the most optimum prediction of classifier.
The bag of visual words (BOVW) is a substantial improvement for object classification and recognition over CBIR models. The feature extraction state of the model is computed using image descriptors such as SIFT or SURF. SIFT and SURF, both detect local features in a given image. SIFT has an advantage is that it is invariant to rotation and uniform scaling. On the other hand, SURF is claimed to be faster than SIFT. Both algorithms return an N × 128 dimension image descriptor, where N is the number of features.
BOVW model tends to form clusters of similar features and assign them a visual word. For an image having m features, m and a user supplied parameter k, the model will distribute the features within k clusters, which decides the size of the vocabulary. To attain the said representation, we use the K-Means clustering algorithm. In this algorithm, each feature is put into the cluster having minimum Euclidean distance from the center, thereby grouping it into that particular visual word. Following the cluster analysis is the formation of an equivalent vocabulary histogram containing bins equal to the size of the dictionary built. For each feature computed by SURF, it is quantized to the optimum cluster and plotted in the histogram. Once all features are categorized, the problem boils down to a multiclass classification problem.
Use of spatial pyramid matching
A major drawback of traditional BOVW model for images is that it is unable to capture spatial relationships between images. The algorithm follows "Divide and Disorder" principle 11 . The entire image is divided into levels, each level dividing the image into 2 level × 2 level−1 sub images 11 (l is level).
The features are locally computed for each grid, with which we incorporate spatial information into our histograms. Generally, a 3 level SPM will comprise of level 0, comprising of a single histogram; level 1, comprising of 4 histograms and level 2, comprising of 16 histograms. Thus it results into a final feature weighted histogram of 21 × Number of words 10 .
SPM maintains a unique histogram per image, where the target histogram is the weighted average of several histograms generated at each level. The normalization and weight criteria for concatenation of histograms can be viewed below in Fig. 4(a) . For classification purposes, SPM follows a Pyramid Match and Histogram Intersection kernel 2 defined below in Fig. 4(b) .
Query processing and image enhancement
The user supplied image acts as an input query. There is a chance that the query image may be having poor contrast due to glare, or a bad lighting. This may lead to improper computation of image descriptors, as key points of low contrast may get neglected. Hence, if possible, the image can be enhanced before processing. This can be obtained by contrast manipulation, also known as Histogram stretching. Using the Histogram stretching function, the image quality is fairly improved. The region of interest (ROI) can be used as an input to the trained algorithm. The respective features are computed, histogram modelled and the ROI is classified into a category based on the visual vocabulary suggested by it. On obtaining the classification, the problem reduces to simple image comparison. All images in a particular category have been indexed in a JSON database. At the same time, features for each image have been computed and stored. These features involve descriptors, generic image parameters such as color, texture, etc. Image features can be matched either by brute force, or by using matcher libraries such as FLANN (as implemented in Open CV)which compute the nearest neighbors for each feature. Attributes such as color, size, etc. can be easily correlated. For each image, the respective CIE-Lab color space is plotted. The advantage of using a CIE-Lab is that it leads to a much natural comparison between objects. All such attributes can be viewed as another histogram. Correlational test can be applied upon mean values of the mentioned parameters which sieves out the closest matching images.
Experiment Results and Performance Analysis

Accuracy for small and large datasets
The BOVW model is generating a visual dictionary with respect to the training images. It is quite clear, that more the uniqueness of the training features, better will be the clustering and hence the classification will be more accurate and distinct. The approach was tested on Caltech 101 dataset, in two stages. First, being selecting a sub dataset namely comprising of Sunflowers, Faces, accordions, airplanes, motorbikes, soccer ball and dollar bills.
It can be inferred, that for a set of unique data, the bag of visual words model is able to suitable matches. It was observed that the system had an accuracy of 94.52%, whereas the clustering was about 500 clusters and it being a reduced dataset. Whereas when the entire dataset is set to be trained with over 600 and 300 clusters, yield quite a varied distribution. The caltech 101 dataset contains over 8000 images. Using BOVW approach for such a huge dataset and varying cluster sizes amongst 300 to 1000, yields accuracy of nearly 40-60% with 30 to 50 training images at hand. It is clear that the number of clusters do affect the said distribution. Greater clusters provide with efficient segregation of data.
For the further implementation of the algorithm, images were mined from ecommerce websites. To study the efficiency of the said model, around 1000 images were trained spread over categories like shoes, watches, heels, lipsticks, western dresses, etc. All such objects are quite similar. For e.g., shoes and heels share quite some structural and shape similarity. Hence obtaining independent clusters is time consuming. A range of 80 to 500 clusters show a rise in accuracy from around 45% to about 65%. It is clear that plenty of objects are being wrongly classified due to accountancy of spatial information.
Using spatial pyramid matching
For the mined dataset, SPM computes the spatial information embedded in the images as well, resulting into an increase to 82% accuracy. A 3 level SPM with "Histogram Intersection" kernel was implemented. For the above mentioned subset of Caltech 101 dataset, SPM provides an accuracy of about and over 95%. Further testing of the model with different data mined from e-commerce websites yield an average accuracy of around 80% to 85%. 
Comparison of obtained results with other methods
On application of LSPM 12 by Jinchao Yang et al. 11 on Caltech 101 Dataset, the efficiency with 15 training images is stated around 53.23% and 58.81% with 30 training images while ScSPM 11 shows about 67% and 73% respectively. The method being used here also provides the output in the aforementioned ranges. Ajeesh S. S. et al. 12 discusses the various performance metrics applied on Caltech 101. It is seen that with 66% training data, there is an accuracy of approximately 77% using Weka Multi classifier 12 along with exhaustive pairwise matching 12 . Furthermore 13 BOVW along with a modified approach of Bag of Visual Graphs 13 , yields a similar 60%.
Post classification -reverse image searching
The output of the above step is the corresponding class to which the object in the image belongs to. This heavily simplifies the step for searching through images. Having detected the class of the object, the search narrows down to the particular small set of images only. It is therefore a comparatively easier task to iterate through a database of all images computing similarity metrics, essentially through features extracted and color descriptor values rather than comparing with every single image in the dataset. The results are sorted in significance of features first, and then color. BFMatcher (implemented in Open CV) was used to compute similarity between images, and at the same time, color based correlation was used to filter based on color. Results put below show filtering based on features, colors, number of good matches and their combinations. The result generated is a text query that is to be fired on the JSON database where all images were initially indexed (during the mining phase). It points to the URL of the product catalog page. This is quite a simplification on user's end to search through images. However in cases where the target object and query object don't have an absolute match, the most similar object pages.
On error analysis of results
It can be inferred that training dataset plays an important role. Conflicts inside training data may lead to ambiguous results. Secondly, the cluster analysis suggests that for every classification, there is an optimum range of clusters which yield accurate classification. Moreover, Bag of Visual Words tends to overlook spatial information in images. 11 has discussed methods over which Bag of Visual Words model can be extended and made more robust. A popular and strong method is the usage of Spatial Pyramid Matching kernel 2 . It is seen from the result that SPM kernel increases the accuracy of the model, providing better results. Further, the images have a very noisy background. For proper extraction of features, the image must be captured in plain backgrounds, or along with a focused ROI. As the dataset size increases, there is a need for powerful computing resources and hence much complex datasets weren't feasible for training.
Applications of Proposed Model
The proposed model can have extensive application in Reverse Image Searching. It can be implemented for image shopping for e-commerce websites as well as such functions can be implemented for searching through data in cloud storages, emails, personal computing devices, phones and supermarkets. Using images to search is more natural than a vocal or textual enquiry. Currently, the authors are testing the same model on locally developed software to obtain the nearest matching shopping item. Also this model is being tested by the authors to scan through files and pictures quickly.
Conclusions and Future Scope
The presented research highlights the developments in the field of object classification and image searching using Bag of Visual Words Model. The said model is enhanced to provide better accuracy using SPM kernels. Moreover better options are explored in areas of RIS with its applications spread over the cloud, ecommerce and personal computing devices. The research of object classification and image searching is continuously evolving. Better, faster and more robust algorithms can be developed based on the research being conducted in the present era. Apart from supervised learning methods, this domain can be extended to convolutional neural networks 14 etc. There are various applications in real world wherein usage of image classification and searching provides better facilities to the user and gives utmost convenience. Organization and accessing documents, files, and media can be made effortless. Also, efficient indexing and targeted searching can be accomplished not only for graphical documents but also media files. This being said, research in the domain of computer vision can take a giant leap forward.
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