Abstract. We study viscosity solutions to complex Hessian equations. In the local case, we consider Ω a bounded domain in C n , β the standard Kähler form in C n and 1 ≤ m ≤ n. Under some suitable conditions on F, g, we prove that the equation (dd c ϕ) m ∧ β n−m = F (x, ϕ)β n , ϕ = g on ∂Ω admits a unique viscosity solution modulo the existence of subsolution and supersolution. If moreover, the datum is Hölder continuous then so is the solution. In the global case, let (X, ω) be a compact Hermitian homogeneous manifold where ω is an invariant Hermitian metric (not necessarily Kähler). We prove that the equation
Introduction
The complex Hessian equation has been studied intensively in recent years. In [26] , Li solved Dirichlet problems for complex Hessian equations in m-pseudoconvex domains with smooth right-hand side and smooth boundary data by using the continuity method. In [3] , Blocki considered degenerate complex Hessian equations in C n and developed a first step of a potential theory for this equation. Recently, Sadullaev and Abdullaev also studied capacities and polar sets for m-subharmonic functions [31] .
Hou [16] , Jbilou [20] and Kokarev [22] began the program of solving the non-degenerate complex Hessian equation on compact Kähler manifolds four years ago. This is a generalization of the famous Calabi-Yau equation [35] . In [22] , this equation is solved under rather restrictive assumptions on the underlined manifold. Hou [16] and Jbilou [20] independently solved this equation in the case the manifold has non-negative holomorphic bisectional curvatures. The curvature assumption served as a technical point in an a priori C 2 estimates and people wanted to remove it. Later on, Hou, Ma and Wu [17] provided an important C 2 estimate without this hypothesis. Using this estimate and a blowing-up analysis, Dinew and Kolodziej recently solved the equation in full generality [10] .
Degenerate complex Hessian equations on compact Kähler manifold were considered in [9] and [29] . This approach is global in nature since it relies on some difficult integrations by parts.
The study of real Hessian equations is a classical subject which has been developed previously in many papers, for example [6, 8, 19, 24, 25, 32, 33, 34, 36] . The viscosity method introduced in [27] (see also [7] for a survey) is purely local and very efficient to study weak solutions to nonlinear elliptic partial differential equations. In [12] the authors used this method to study degenerate complex Monge-Ampère equation on compact Kähler manifolds. In the local context, using this approach Wang [37] considered the Dirichlet problem for complex Monge-Ampère equations where the right-hand side also depends on the solution.
From recent developments on viscosity method applied to complex MongeAmpère equations it is natural to develop such a treatment for complex Hessian equations. It is the main purpose of this paper, precisely we consider the following complex Hessian equation:
with boundary value ϕ = g on ∂Ω, where 1 ≤ m ≤ n, Ω is a bounded domain in C n , β is the standard Kähler form in C n ,
g ∈ C(∂Ω), and
which is non-decreasing in the second variable.
We say that Equation (1) is nonlinear degenerate second order elliptic in the viscosity sense (see [7] ) when restricted to m-subharmonic functions. So, we can use the concepts of subsolutions and supersolutions.
The main results are the following: Theorem A. Let g, F be functions satisfying (2) and (3) respectively. Assume that there exist a bounded subsolution u and a bounded supersolution v to (1) such that u * = v * = g on ∂Ω. Then there exists a unique viscosity solution to (1) with boundary value g. It is also the unique potential solution.
Theorem B. With the same assumption as in Theorem A, assume moreover that u, v are γ-Hölder continuous inΩ and F satisfies (4) . Then the unique solution of (1) with boundary value g is also γ-Hölder continuous inΩ.
In Theorem A and Theorem B, to solve the equation we need to find a subsolution and a supersolution. When the domain Ω is strictly pseudoconvex these existences are guaranteed.
Corollary C. Assume that g ∈ C(∂Ω) and F satisfies (3) and (4) . If Ω is strongly pseudoconvex then (1) has a unique viscosity solution with boundary value g. If, moreover, g is (2γ)-Hölder continuous and F satisfies (4) with 0 < γ ≤ 1 then the unique solution is γ-Hölder continuous.
Remark. When m = n we recover the results in [37] .
We also study viscosity solutions on compact homogeneous Hermitian manifolds. We assume that X is a Hermitian manifold with a Hermitian metric ω such that the following conditions are verified: (H1) X = G/H where G is a connected Lie group and H is a closed subgroup. (H2) There exists a compact subgroup K ⊂ G which acts transitively on X. (H3) ω is invariant by K. Theorem D. Assume that (X, ω) satisfies (H1), (H2) and (H3). Let F (x, t) be a continuous function which is increasing in t and assume that there exist t 0 , t 1 ∈ R such that
Then there exists a unique viscosity solution to
Remark. Our proof here does not use a priori C 2 estimates in contrast with a similar result in [29] where we use potential method [29] and existence result of [10] which relies on C 2 estimate of Hou, Ma and Wu [17] . Moreover, we do not assume that ω is closed. An example of compact Hermitian manifold satisfying (H1), (H2), (H3) which is not Kähler was given to us by Karl Oeljeklaus to whom we are indebted (Example 6.2).
Preliminaries
In this section, Ω is a bounded domain and β is the standard Kähler form in C n . We introduce the notion and basic properties of m-subharmonic functions in the local context and one of (ω, m)-subharmonic functions on compact Kähler manifolds.
Elementary symmetric functions.
We begin by a brief review of elementary symmetric functions (see [3] , [8] , [13] ). We use the notations in [3] . Let 1 ≤ k ≤ n be natural numbers. The elementary symmetric function of order k is defined by
where λ(A) ∈ R n is the vector of eigenvalues of A. The function S k can also be defined as the sum of all principal minors of order k,
From the latter we see that S k is a homogeneous polynomial of order k on H which is hyperbolic with respect to the identity matrix I (that is for every A ∈ S the equation S k (A + tI) = 0 has n real roots; see [13] ). As in [13] (see also [3] ), the cone
2.2. m-subharmonic functions and the Hessian operator. We associate real (1,1)-forms α in C n with Hermitian matrices [a jk ] by
Then the canonical Kähler form β is associated with the identity matrix I. It is easy to see that
Definition 2.1. Let α be a real (1, 1)-form on Ω. We say that α is mpositive at a given point P ∈ Ω if at this point we have
α is called m-positive if it is m-positive at any point of Ω. If there is no confusion we also denote by Γ m the set of m-positive (1,1)-forms. Let T be a current of bidegree
for every m-positive (1,1)-forms α 1 , ..., α m−1 . The class of all m-subharmonic functions in Ω will be denoted by P m (Ω).
We summarize basic properties of m-subharmonic functions in the following: (
is locally uniformly bounded from above then (sup u l ) ⋆ ∈ P m (Ω), where v ⋆ is the upper semicontinuous regularization of v.
is m-subharmonic in Ω.
For locally bounded m-subharmonic functions u 1 , ..., u p (p ≤ m) and a closed m-positive current T we can inductively define a closed m-positive current dd c u 1 ∧ ... ∧ dd c u p ∧ T (following Bedford and Taylor [2] ).
Lemma 2.4. Let u 1 , ..., u k (k ≤ m) be locally bounded m-subharmonic functions in Ω and let T be a closed m-positive current of bidegree (n − p, n − p) (p ≥ k). Then we can define inductively a closed m-positive current
and the product is symmetric, i.e.
for every permutation σ : {1, ..., k} → {1, ..., k}.
In particular, the Hessian measure of
In this section, (X, ω) is a compact Kähler manifold and U ⊂ X is an open subset contained in a local chart.
in the weak sense of currents.
Thanks to Littman [28] we have the following approximation properties.
Proposition 2.6. Let u be a weakly ω-subharmonic function in U . Then there exists a one parameter family of functions u h with the following properties: For every compact subset
where K h is a smooth non-negative function and U K h (x, y)dy → 1, uniformly in x ∈ U ′ . Definition 2.7. A function u is called ω-subharmonic if it is weakly ω-subharmonic and for every U ′ ⋐ U , lim h→∞ u h (x) = u(x), ∀x ∈ U ′ , where u h is constructed as in Proposition 2.6. Remark 2.8. Any continuous weakly ω-subharmonic function is ω-subharmonic.
If (u j ) is a sequence of continuous ω-subharmonic functions decreasing to u ≡ −∞ then u is ω-subharmonic.
If u is weakly ω-subharmonic then the pointwise limit of (u h ) is an ω-subharmonic function.
Let (u j ) be a sequence of ω-subharmonic functions and (u j ) is uniformly bounded from above. Then u := (lim sup j u j ) ⋆ is ω-subharmonic, where for a function v, v ⋆ denotes the upper semicontinuous regularization of v. Definition 2.9. Let α be a real (1, 1)-form on X. We say that α is (ω, m)-positive at a given point P ∈ X if at this point we have
We say that α is (ω, m)-positive if it is (ω, m)-positive at any point of X.
Remark 2.10. Locally at P ∈ X with local coordinates z 1 , ..., z n , we have
Then α is (ω, m)-positive at P if and only if the vector of eigenvalues
.., λ n ) of the matrix α jk (P ) with respect to the matrix g jk (P ) is in Γ m . These eigenvalues are independent of any choice of local coordinates.
Following Blocki [3] we can define (ω, m)-subharmonicity for (non-smooth) functions. 
Let SH m (X, ω) be the set of all (ω, m)-subharmonic functions on X. Observe that, by definition, any ϕ ∈ SH m (X, ω) is upper semicontinuous.
The following properties of (ω, m)-subharmonic functions are easy to show.
Viscosity solutions vs. potential solutions
In this section we introduce the notion of viscosity (sub, super)-solutions to degenerate complex Hessian equations and systematically compare them with potential ones. We prove an important comparison principle which is the key point in the proof of our main results. The idea of our proof is taken from [12] , [37, 5] , [7] . Definition 3.1. Let u : Ω → R ∪ {−∞} be a function. Let ϕ be a C 2 function in a neighborhood of x 0 ∈ Ω. We say that ϕ touches u from above (resp. below) at
for every x in a neighborhood of x 0 . Definition 3.2. An upper semicontinuous function ϕ : Ω → R ∪ {−∞} is a viscosity subsolution to
if ϕ ≡ −∞ and for any x 0 ∈ Ω and any C 2 function q which touches ϕ from above at
Here we use the notation H m (u) = (dd c u) m ∧ β n−m for u ∈ C 2 (X). We also say that H m (ϕ) ≥ F (x, q)β n "in the viscosity sense".
Definition 3.3.
A lower semicontinuous function ϕ : X → R ∪ {+∞} is a viscosity supersolution to (6) if ϕ ≡ +∞ and for any x 0 ∈ X and any C 2 function q which touches ϕ from below at x 0 then
Here [α m ∧ β n−m ] + is defined to be itself if α is m-positive and 0 otherwise.
holds in the viscosity sense iff it holds in the usual sense.
Definition 3.5. A function ϕ : X → R is a viscosity solution to (1) if it is both a subsolution and a supersolution. Thus, a viscosity solution is automatically continuous.
The notion of viscosity subsolutions is stable under taking maximum. It is also stable along monotone sequences as the following lemma shows. Lemma 3.6. Assume that F : Ω × R → R + is a continuous function. Let (ϕ j ) be a monotone sequence of viscosity subsolutions of equation
If ϕ j is uniformly bounded from above and ϕ := (lim ϕ j ) * ≡ −∞ then ϕ is also a viscosity subsolution of (7).
Proof. The proof can be found in [7] . For convenience, we reproduce it here.
Observe that if z j → z then lim sup
Fix x 0 ∈ Ω and q a C 2 function in a neighborhood of x 0 , say B(x 0 , r) ⊂ Ω which touches ϕ from above at x 0 . We can choose a sequence (x j ) ⊂ B = B(x 0 , r/2) converging to x 0 and a subsequence of (ϕ j ) (still denoted by (ϕ j )) such that
Fix ǫ > 0. For each j, let y j be the maximum point of
We claim that y j → x 0 . Indeed, assume that y j → y ∈ B. Letting j → +∞ in (8) and noting that lim sup ϕ j (y j ) ≤ ϕ(y), we get
Remember that q touches ϕ above in B at x 0 and y ∈ B. Thus, the above inequality implies that y = x 0 , which means y j → x 0 . Then again by (8) we deduce that ϕ j (y j ) → ϕ(x 0 ). For j large enough, the function
It suffices now to let j → +∞.
When F ≡ 0, viscosity subsolutions of (1) are exactly m-subharmonic functions.
Lemma 3.7.
A function u is m-subharmonic in Ω if and only if it is a viscosity subsolution of
Proof. Assume that u is m-subharmonic in Ω and let u ǫ be its standard smooth regularization. Then u ǫ is m-subharmonic and smooth, hence u ǫ is a classical subsolution of (9). Thus, it follows from Lemma 3.6 that u is a viscosity subsolution of (9) . Conversely, assume that u is a viscosity subsolution of (9) . Fix α 1 , ..., α m−1 m-positive (1,1)-forms with constant coefficients such that
is strictly positive. Let x 0 ∈ Ω and q ∈ C 2 (V x 0 ) such that u − q has a local maximum at x 0 . Then for any ǫ > 0, q + ǫ|z − z 0 | 2 also touches u from above. By the definition of viscosity subsolutions, we have
which means that the Hessian matrix
This implies L α u ≥ 0 in the viscosity sense. In appropriate complex coordinates this constant coefficient differential operator is the Laplace operator. Hence, [15] 
and satisfies L α u ≥ 0 in the sense of distributions. Since α 1 , ..., α m−1 were taken arbitrarily, by continuity we have
in the sense of distributions for any m-positive (1,1)-forms α. Therefore, u is m-subharmonic.
Corollary 3.8. Lemma 3.6 still holds if the sequence ϕ j is not monotone.
Proof. For each j, set
Since the notion of viscosity subsolution is stable under taking the maximum, we deduce that v l is a viscosity subsolution of (7). Observe that u j = (sup l≥0 v l ) * and the sequence (v l ) is monotone. It follows from what we have done before that u j is a viscosity subsolution of (7). By Lemma 3.7 each ϕ j is m-subharmonic. Hence, u j ↓ ϕ and the proof is complete.
For real (1, 1)-form α, we denote by
It is elementary to prove the following lemma:
Lemma 3.9. Let α be a real m-positive (1, 1)-form. Then the following identity holds
Now, we compare viscosity and potential subsolutions when the righthand side F (x, t) does not depend on t. (ii) Conversely, if (10) holds in the viscosity sense then ϕ is m-subharmonic and the inequality holds in the potential sense.
Proof. We follow [12] . Proof of (i): Let x 0 ∈ Ω and assume that q is a C 2 functions which touches ϕ from above at x 0 . Suppose that H m (q(x 0 )) < f (x 0 )β n . There exists ǫ > 0 such that H m (q ǫ ) < f β n in a neighborhood of x 0 since f is continuous, here q ǫ = q + ǫ|z − x 0 | 2 . It follows from the proof of Lemma 3.7 that q ǫ is msubharmonic in a neighborhood of x 0 , say B. Now, for δ > 0 small enough, we have q ǫ − δ ≥ ϕ on ∂B but it fails at x 0 which contradicts the potential comparison principle (see Theorem 1.14 and Corollary 1.15 in [30] ). Proof of (ii): We proceed steps by steps.
Step 1: Assume that 0 < f is smooth. Let x 0 ∈ Ω and assume that q is a C 2 functions which touches ϕ from above at x 0 . Fix α 1 , ..., α m−1 ∈ U m .
We can find h ∈ C 2 ({x 0 }) such that L α h = f 1/m β n . As in the proof of Lemma 3.7, we can prove that ϕ − h is L α -subharmonic, which gives L α ϕ ≥ L α h = f 1/m β n in the potential sense.
Consider the standard regularization ϕ ǫ of ϕ by convolution with a smoothing kernel. Then
in the potential sense and hence in the usual sense. Now, use Lemma 3.9, we obtain
Letting ǫ → 0 and noting that the Hessian operator is continuous under decreasing sequence, we get
Step 2: Assume that 0 < f is only continuous. Note that
Now, if H m (ϕ) ≥ f β n in the viscosity sense then we also have H m (ϕ) ≥ hβ n in the viscosity sense provided that f ≥ h. Thus, by
Step 1,
in the viscosity sense.
Step 3: 0 ≤ f is merely continuous. We consider ϕ ǫ = ϕ + ǫ|z| 2 . Then
in the viscosity sense. By Step 2 we have
in the potential sense and the result follows by letting ǫ go to 0.
Theorem 3.11. Let F : Ω × R → R + be a continuous function which is non-decreasing in the second variable. Let ϕ be a bounded u.s.c. function in Ω. Then the inequality
holds in the viscosity sense if and only if ϕ is m-subharmonic in Ω and (11) holds in the potential sense.
Proof. Let us prove the first implication. Assume that (11) holds in the viscosity sense. Consider the sup-convolution of ϕ:
where Ω δ := {x ∈ Ω / d(x, ∂Ω) > Aδ}, and the positive constant A is chosen so that A 2 > osc Ω ϕ. Then ϕ δ ↓ ϕ and as in [18] (see also [12] ) it can be shown that
in the viscosity sense, where F δ (x, t) = inf |y−x|≤Aδ F (y, t). It follows from Proposition 3.10 that (13) holds in the potential sense and the result follows by letting δ go to 0.
Let us prove the other implication. Suppose that ϕ satisfies (11) in the potential sense. As in [12] it can be shown that (14) H
in the potential sense. Now, applying Proposition 3.10 to ϕ δ we see that (14) holds in the viscosity sense. It suffices to let δ → 0.
Local comparison principle
In this section we follow [37] (see also [CC95]) to prove a viscosity comparison principle for equation (6) . Definition 4.1. A function u : Ω → R is called semiconcave (resp. semiconvex) if there exists K > 0 (resp. K < 0) such that for every z 0 ∈ Ω there exists a quadratic polynomial P = K|z| 2 + l, where l is an affine function, which touches u from above (resp. below) at z 0 .
Definition 4.2.
A function u : Ω → R is called punctually second order differentiable at z 0 ∈ Ω if there exists a quadratic polynomial q such that
Note that such a q is unique if it exists. We thus define dd c u(
The following result is a theorem of Alexandroff-Buselman-Feller (see [ 
Proof. By considering u − ǫ, ǫ > 0 and then letting ǫ → 0 noting that F is non-decreasing in the second variable, we can assume that u < v near the boundary of Ω. Assume by contradiction that there exists x 0 ∈ Ω such that
Let u ǫ , v ǫ be the sup-convolution and inf-convolution (which is defined similarly as in (12)). They are semiconvex and semiconcave functions respectively. By Dini's Lemma w ǫ := v ǫ − u ǫ ≥ 0 near the boundary ∂Ω for ǫ > 0 small enough. Thus, we can fix some open subset U ⋐ Ω such that w ǫ ≥ 0 on Ω \ U. Fix ǫ > 0 small enough. Denote by E ǫ the set of all points in U where w ǫ , u ǫ , v ǫ are punctually second order differentiable. Then by Theorem 4.3, the Lebesgue measure of U \E ǫ is 0. Fix some r > 0 such that Ω ⊂ B r ⊂ B 2r . Define
Since w ǫ ≥ 0 on ∂U and w ǫ (x 0 ) ≤ a < 0, using Alexandroff-Bakelman-Pucci (ABP) estimate (see also [37, Lemma 4 .7]) we can find x ǫ ∈ E ǫ such that (i) w ǫ (x ǫ ) = G ǫ (x ǫ ) < 0, (ii) G ǫ is punctually second order differentiable at x ǫ and det R (D 2 G ǫ (x ǫ )) ≥ δ, where δ > 0 depends only on a, n and diam(Ω).
Since G ǫ is convex, we also have det C (dd c G ǫ )(x ǫ ) ≥ δ 1/2 . It follows from Gårding's inequality [13] that
where δ 1 does not depend on ǫ. On the other hand,
Moreover G ǫ + u ǫ touches v ǫ from below at x ǫ . Since G ǫ + u ǫ is msubharmonic and punctually second order differentiable at x ǫ it follows that
Since F is non-decreasing in the second variable and since w ǫ (x ǫ ) < 0, the above inequality implies that
where δ 2 > 0 is another constant which does not depend on ǫ. Letting ǫ → 0, after a subsequence if necessary we obtain a contradiction.
Viscosity solutions on homogeneous compact Hermitian manifolds
In this section we consider viscosity solutions to
where (X, ω) satisfies (H1), (H2) and (H3). The notion of viscosity subsolutions and supersolutions are defined similarly as in the local case. We compare viscosity and potential subsolutions in the two following theorems.
Proposition 5.1. Assume that ω is Kähler and ϕ is a continuous function on X. Then ϕ is (ω, m)-subharmonic iff
Proof. Assume that ϕ is (ω, m)-subharmonic and let ϕ ǫ be the smooth regularizing sequence of ϕ as in [29] . Then ϕ ǫ is (ω, m)-subharmonic in the viscosity sense. Fix x 0 ∈ X, δ > 0 and q a C 2 function which touches ϕ from above at x 0 . Let B be a small closed ball where the touching appears and let x ǫ be a maximum point of ϕ ǫ − q − δρ in B. Here ρ = |z − x 0 | 2 . Then due to the uniform convergence of ϕ ǫ and Dini's Lemma we have x ǫ → x 0 as ǫ ↓ 0. Also, for small ǫ > 0, q + δρ + ϕ ǫ (x ǫ ) − q(x ǫ ) touches ϕ ǫ from above at x ǫ . This implies that
holds at x ǫ which, in turn, implies one implication by letting ǫ ↓ 0 and δ ↓ 0. Let us prove the other implication. Assume that ϕ satisfies (16) Theorem 5.2. Assume that ω is Kähler, F is continuous on X × R and increasing in the second variable, and ϕ ∈ C(X). Then ϕ is (ω, m)-subharmonic and satisfies
in the potential sense if and only if the above inequality holds in the viscosity sense.
Assume that ϕ satisfies (17) in the potential sense. Let x 0 ∈ X and q ∈ C 2 (U ) which touches ϕ from above at x 0 in U , a small neighborhood of x 0 . Suppose by contradiction that
holds at x 0 . Then for ǫ small enough we have
in a small ball B containing x 0 . Here q ǫ = q + ǫ|x − x 0 | 2 defined in a local chart near x 0 . Since q touches ϕ from above at x 0 in B, we can find δ > 0 small enough such that q ǫ − δ ≥ ϕ on ∂B. But q ǫ (x 0 ) − δ < ϕ(x 0 ) which contradicts the potential comparison principle. Now, we prove the other implication. Assume that ϕ satisfies (17) in the viscosity sense. Then from Proposition 5.1 we see that ϕ is (ω, m)-subharmonic.
We consider two cases.
Case 1: F does not depend on the second variable. We denote
We first treat the case when f > 0 . Fixf a smooth function such that 0 <f ≤ f. Then ϕ satisfies From Gårding's inequality we see that
in the viscosity sense. As in the proof of Proposition 5.1 it also holds in the potential sense. Let ϕ ǫ be the smooth regularization of ϕ constructed in [29] . We claim that
in the usual sense pointwise on X. Indeed, recall the definition of ϕ ǫ :
where by L g we denote the left translation by g, i.e L g (x) = g.x, ∀x ∈ X. We compute
Thus, the claim is proved. By choosing α j = (ω + dd c ϕ ǫ ), j = 1, ..., m − 1 it follows that
By letting ǫ ↓ 0 we get
in the potential sense. Sincef was chosen arbitrarily, we deduce that
in the viscosity sense. If 0 ≤ f is continuous we consider ϕ t := (1 − t)ϕ + tψ where ψ is a smooth strictly (ω, m)-subharmonic function and 0 < t < 1. Then for each fixed t ∈ (0, 1), ϕ t satisfies
in the viscosity sense with f t continuous and strictly positive:
We then can apply what we have done above to infer that ϕ t verifies (19) in the potential sense. It suffices now to let t ↓ 0.
Case 2: F depends on the second variable. Since ϕ is continuous, the function f : X → R, f (x) = F (x, ϕ(x)) is continuous. We can apply Case 1 to complete the proof.
Global Comparison Principle.
Let u, v be bounded viscosity subsolution and supersolution of (15) . Construct a distance d on K such that d 2 : K × K → R + is smooth. Consider the sup-convolution and infconvolution as follows
and
Lemma 5.3. Fix x 0 ∈ X and consider local coordinates z :
where Ω is a small open neighborhood of x 0 and B is the ball of radius 2 in C n . Then u ǫ , v ǫ read in this local chart as semiconvex and semiconcave functions. In particular, they are punctually second order differentiable almost everywhere in B(0, 1).
Proof. We only need to prove the result for u ǫ since for v ǫ it follows similarly. Consider a smooth section s : Ω → K such that π • s(x) = x, ∀x ∈ Ω, where π is the projection of K onto X.
For simplicity we identify a point in Ω with its image in B(0, 2). Put
where C > 0 is a big constant to be specified later. We claim that for any x ∈ B(0, 1) there exists δ > 0 such that
It is classical that this property implies the convexity of ρ. Let us prove the claim. Let x 0 ∈ B(0, 1) and y 0 = g 0 .x 0 be such that
By considering ǫ > 0 small enough we can assume that y 0 ∈ B(0, 3/2). For h ∈ C n small enough such that
Then it is easy to see that θ(h).(x 0 + h) = y 0 . By definition of u ǫ we thus get
From (22), (23) and (24) we obtain
Since s is smooth and K is compact we can choose C > 0 big enough (does not depend on x 0 ) such that
for h ∈ C n small enough. This proves the claim. The last statement follows from Alexandroff-Buselman-Feller's theorem (Theorem 4.3).
Lemma 5.4. u ǫ is a viscosity subsolution of
where
Similarly, v ǫ is a viscosity supersolution of
Proof. We only need to prove the first assertion since the second one follows similarly. Let q be a function of class C 2 in a neighborhood of x 0 ∈ X that touches u ǫ from above at x 0 . Let g 0 ∈ K be such that
Consider the function Q defined by
Then Q touches u from above at g 0 .x 0 . Since u is a subsolution of (15), we have
From the definition of u ǫ we know that 
where 0 ≤ F (x, t) is a continuous function which is increasing in the second variable. Then we have u ≤ v on X.
Proof. We consider the sup-convolution and inf-convolution of u, v as in (20) and (21) . These functions read in local coordinates as semiconvex and semiconcave functions which are punctually second order differentiable almost everywhere. For each ǫ > 0 let x ǫ be a maximum point of u ǫ − v ǫ on X.
We first treat the case when u ǫ , v ǫ are punctually second order differentiable at x ǫ . In this case, by the classical maximum principle we have
and hence Lemma 5.4 yields
We can assume that x ǫ → x 0 ∈ X. By extracting a subsequence (twice), there exists a sequence ǫ j ↓ 0 such that
converge when j → +∞. We thus deduce from (27) that
Since F is increasing in the second variable the latter implies that
Since u ǫ ↓ u and v ǫ ↑ v we have
Then (28) implies that sup X (u − v) ≤ 0. Now, if u ǫ , v ǫ are not punctually second order differentiable at x ǫ for fixed ǫ, we proceed as in [12] to prove that (27) still holds. Consider a local holomorphic chart centered at x ǫ . For simplicity we identify a point near x ǫ with its image in C n . For each k ∈ N * , the semiconvex function u ǫ − v ǫ − 1 2k x − x ǫ 2 attains its strict maximum at x ǫ . By Jensen's lemma ( [21] ; see also [7, Lemma A.3 , page 60]), there exist sequences (p k ), (y k ) converging to 0 and x ǫ respectively such that the functions u ǫ , v ǫ are punctually second order differentiable at y k and the function
attains its local maximum at y k . We thus get
Since v ǫ is semi-concave, and u ǫ is (ω, m)-subharmonic we get
This together with (25) and (26) yield
Now, let k → +∞ we obtain (27) which completes the proof.
Proof of the main results
6.1. Proof of Theorem A. Let F denote the family of all subsolutions w of (6) such that u ≤ w ≤ v. It is not empty thanks to the local comparison principle. We set ϕ := sup{w : w ∈ F}.
By Choquet's lemma ϕ * = (lim sup w j ) * where w j is a sequence in F. It follows from Lemma 3.6 that ϕ * is a subsolution of (6). We claim that ϕ * is a supersolution of (6). Indeed, assume that ϕ * is not a supersolution of (6) . Then there exist x 0 ∈ Ω and q ∈ C 2 ({x 0 }) such that q touches ϕ * from below at x 0 but
By the continuity of F , we can find r > 0 small enough such that q ≤ ϕ * in B(x 0 , r) and
We then choose 0 < ǫ small enough and 0 < δ << ǫ so that the function
Define φ to be ϕ outside B and φ = max(ϕ, Q) in B. Since Q < ϕ near ∂B, we see that φ is upper semi continuous and it is a subsolution of (6) in Ω. Let (x j ) be a sequence in B converging to x 0 such that ϕ(x j ) → ϕ * (x 0 ). Then Q(x j ) − ϕ(x j ) → Q(x 0 ) − ϕ * (x 0 ) = δ > 0. Thus φ ≡ ϕ, which contradicts the maximality of ϕ.
From the above steps we know that ϕ * is a supersolution and ϕ * is a subsolution. We also have g = u * ≤ ϕ * ≤ ϕ * ≤ v * = g on ∂Ω. Thus by the viscosity comparison principle ϕ = ϕ * = ϕ * is a continuous viscosity solution of (1) with boundary value g.
It remains to prove that ϕ is also a potential solution of (1) . From Theorem 3.11 we know that 
By the potential comparison principle we have ϕ ≤ ψ inB. Defineψ to be ψ in B and ϕ in Ω \ B. Set G(x) = F (x, ϕ(x)), x ∈ Ω. It is easy to see that ψ is a viscosity solution of
By the viscosity comparison principle we deduce thatψ ≤ ϕ in Ω which implies that ϕ = ψ in B. The proof is thus complete. 
Step 1: Prove that ψ is γ-Hölder continuous. Fix x 1 , x 2 ∈Ω, and y 1 , y 2 corresponding maximum points inΩ as in the definition of ψ. We obtain
where C ′ > 0 depends only on C, R. Similarly, we have
The above inequalities show that ψ is γ-Hölder continuous inΩ.
Step 2: Prove that ψ is a subsolution of (6) . Let x 0 ∈ Ω and q ∈ C 2 ({x 0 }) which touches ψ from above at x 0 . Let y 0 ∈Ω be such that which implies that ψ is a subsolution of (6).
It is easy to see that ϕ ≤ ψ and for any x ∈ ∂Ω, y ∈Ω, we have
This implies ψ = g on ∂Ω. Hence, since ϕ is maximal we obtain ϕ = ψ which, in turn, shows that ϕ is γ-Hölder continuous.
6.3. Proof of Corollary C. Let h be the harmonic function with boundary value g; it is a continuous supersolution of (6) . It follows from [2] that there exists a continuous psh function u with boundary value g. Then for A >> 1, the function u + Aρ, where ρ is a defining function of Ω, is a subsolution. Thus, by Theorem A there exists a continuous viscosity solution. Now, assume that g is (2γ)-Hölder continuous inΩ. Then we can choose u to be γ-Hölder continuous inΩ thanks to [2] . The same thing holds for h. It suffices to apply Theorem B. The proof is thus complete.
Remark 6.1. In Corollary C it is natural to consider a strongly m-pseudoconvex domain (i.e. the defining function is strongly m-subharmonic). The existence of continuous subsolution and supersolution is obvious which yields the existence of viscosity solution. However, the Hölder continuity is delicate.
6.4. Proof of Theorem D. It follows from (5) that u ≡ t 0 is a subsolution and v ≡ t 1 is a supersolution of (15) . The global comparison principle (Theorem 5.5) allows us to repeat the proof of Theorem A to prove Theorem D.
In the following, we give an example of compact Hermitian homogeneous manifold satisfying our conditions (H1), (H2), (H3) which is not Kähler. It is communicated to us by Karl Oeljeklaus to whom we are indebted. Then G is a connected complex Lie group and H is a closed complex subgroup. The manifold X = G/H is Hermitian. It is clear that K acts freely and transitively on X. Taking any Hermitian metric and averaging it over the Haar measure of K we obtain a Hermitian metric ω verifying (H3). Now we prove that X is not Kähler. Since K acts freely on X we see that X is simply connected. Consider
Then H is a closed subgroup of I and Y = G/I is a rational-projective manifold. If X admits a Kähler metric then it follows from [4] (see also [1] ) that the Tits fibration π : G/H → G/I is holomorphically trivial and its fiber I/H is a complex compact torus. This implies that π 1 (X) is non-trivial which is impossible since X is simply connected. Thus X does not admit any Kähler metric.
