Limit theorems are established and relatively simple closed-form approximations are developed for the busy-period distribution in single-server queues. For the M/G/1 queue, the complementary busy-period cdf is shown to be asymptotically equivalent as t → ∞ to a scaled version of the heavy-traffic limit (obtained as ρ → 1), where the scaling parameters are based on the asymptotics as t → ∞. We call this the asymptotic normal approximation, because it involves the standard normal cdf and density. The asymptotic normal approximation is asymptotically correct as t → ∞ for each fixed ρ and as ρ → 1 for each fixed t, and yields remarkably good approximations for times not too small, whereas the direct heavy-traffic (ρ → 1 ) and asymptotic (t → ∞) limits do not yield such good approximations. Indeed, even three terms of the standard asymptotic expansion does not perform well unless t is very large. As a basis for generating corresponding approximations for the busy-period distribution in more general models, we also establish a more general heavy-traffic limit theorem.
Introduction
This paper is an extension of Abate and Whitt (1988b) , in which we studied the M/M/1 busyperiod distribution and proposed approximations for busy-period distributions in more general single-server queues. Here we provide additional theoretical and empirical support for two approximations proposed in Abate and Whitt (1988b) , the natural generalization of the asymptotic normal approximation in (4.3) there and the inverse Gaussian approximation in (6.6), (8.3) and (8.4) there. These approximations yield convenient closed-form expressions depending on only a few parameters, and they help reveal the general structure of the busy-period distribution. The busy-period distribution is known to be important for determining system behavior.
We first establish a heavy-traffic limit for the busy-period distribution in the M/G/1 queue, which involves letting ρ → 1 from below, where ρ is the traffic intensity (Theorem 1). This M/G/1 result is contained in Theorem 4 of Ott (1977), but we provide a different representation and an interesting new proof. We also show that a variant of this heavy-traffic limit holds in much more general models (Theorem 6). Our heavy-traffic result for more general models complements early analysis by Rice (1962) .
Next we show that asymptotics for the tail of the busy-period distribution as t → ∞ in the M/G/1 queue in Section 5.6 of Cox and Smith (1961) and Section III.7.3 of Cohen (1982) can be expressed differently, in terms of a scaled version of the heavy traffic limit ((2.15) 
in Theorem 2).
This representation is our asymptotic normal approximation. We show that it is asymptotically correct both as ρ → 1 for each fixed t and as t → ∞ for each fixed ρ less than 1. We show that it provides excellent approximations, much better than either limit separately, by making comparisons with exact numerical results for M/G/1 queues, using numerical transform inversion as in Abate and Whitt (1992a,b) .
Here is how this paper is organized. We establish several M/G/1 results in Section 2. We establish the heavy-traffic limit for other models in Section 3. We make the numerical comparisons with exact M/G/1 results in Section 4. Finally, we present all proofs in Section 5.
M/G/1 Queue
We first consider the classical M/G/1 queue with one server, unlimited waiting space and some work-conserving discipline such as first-come first-served; see p. 249 of Cohen (1982) or Section 5.6 of Cox and Smith (1961) . Customers arrive according to a Poisson process, whose rate we take to be ρ. The service times are independent and identically distributed, and independent of the arrival process. Let the service-time distribution have cdf (cumulative where G n (t) is the cdf of the n-fold convolution of G(t). We characterize the heavy-traffic limit as the density h 1 (t) of the first-moment cdf H 1 (t) of regulated or reflecting Brownian motion (RBM) investigated in Abate and Whitt (1987) . In particular, H 1 (t) is the time-dependent mean of RBM starting empty, normalized by dividing by the steady-state limit. Its density h 1 (t) can be expressed explicitly as
For any cdf F(t) with mean m, let F c (t) = 1 − F(t) be the complementary cdf (ccdf) and let
where Φ(t) is the cdf and φ(t) is the density of a standard normal random variable with mean 0 and variance 1, γ(t) is the gamma density with mean 1 and shape parameter 1/2, i.e., 5) and γ e (t) is the associated stationary-excess density. From (2.4) we see that h 1 (t) is in convenient closed form; i.e., it is easy to evaluate directly, e.g., using rational approximations for the normal cdf Φ(t), e.g., 26.2.17 of Abramowitz and Stegan (1972) .
The density h 1 (t) also has several other useful characterizations. It is the density of the equilibrium time to emptiness for RBM, i.e., the density of the first passage time to zero starting with the exponential stationary distribution. In other words, it is an exponential mixture of inverse Gaussian densities (an EMIG): see Section 8 of Abate and Whitt (1995) . The moment cdf H 1 (t) is the only cdf on [ 0 , ∞) with mean 1/2 for which the two-fold convolution coincides with stationary-excess cdf, i.e., for which the transforms satisfy Our heavy-traffic limit is obtained by simply increasing the arrival rate ρ. It is possible to consider more general limits in which the service-time distributions also change with ρ, but as can be seen from Ott (1977) the same limiting behavior holds in considerable generality. To obtain our heavy-traffic limit, we scale both inside (time) and outside the complementary cdf B ρ c (t). We introduce the subscript ρ to indicate the dependence upon ρ. All proofs appear in Section 5.
Theorem 1 can be obtained from (1.32) of Ott (1977) by letting his parameters be 2 and a = σ = 1, and by identifying his integral limit with h 1 (t). However, we give a different proof.
The scaling in (2.7) is very important to establish the connection to RBM. Indeed, without the scaling, B ρ c (t) is continuous in ρ for all ρ > 0 for each fixed t, so that the boundary for stability ρ = 1 plays no special role without scaling. Moreover, the behavior of B ρ c (t) for small t obviously depends strongly on the form of the service-time distribution, but Theorem 1 shows that for suitably large t it does not. See Abate and Whitt (1988b) for more discussion.
Understanding of Theorem 1 is enhanced by recognizing that the left side of (2.7) is a scaled version of the density of the busy-period stationary-excess cdf, which in turn is a time-scaled version of the density of the equilibrium time to emptiness in the M/G/1 model conditional on the system not being empty; i.e.,
Theorem 1 thus can be regarded as a local limit theorem establishing convergence of the time-scaled M/G/1 conditional equilibrium-time-to-emptiness density h ρ (t) to the RBM equilibriumtime-to-emptiness density h 1 (t). (The M/G/1 conditioning event has probability ρ and thus converges to 1 as ρ → 1.) As a consequence of the Lebesgue dominated convergence theorem, p. 111 of Feller (1971) , plus inequality (2.1) below, we also obtain convergence of the associated scaled conditional equilibrium-time-to-emptiness cdf's from Theorem 1. The form of the limit comes from Corollary 1.1.1 and (4.3) of Abate and Whitt (1987) .
We now turn to the asymptotic behavior as 
where γ(t) is the gamma density in (2.5) and α and β are constants depending on ρ and G(t). In particular, β = τ/2 where τ is the relaxation time, with
where ζ is the unique real number u satisfying the equation
when it exists, which we assume is the case. In general, (2.12) need not have a solution, in which case (2.9) does not hold; we give an example in Section 6. The parameter α in (2.9) and (2.10) is
The following result is obtained by simply integrating both sides of (2.9) over the interval (t,∞). The key is to recognize that the right side is indeed integrable and then identify what that integral is. For this purpose, note that β
is a density function and, from (2.4) , that the derivative of h 1 (t) has the remarkably simple form 14) so that h 1 (t) ∼ 2t
Theorem 2. If (2.9) holds, then
for h 1 (t) in (2.4) and α and β in (2.9)-(2.13).
Integrating over the interval (t,∞) once again, we obtain the following result from (2.15). Interestingly, the direct asymptotics for the busy-period density yields a better approximation than the direct asymptotics for the busy-period cdf (e.g., see Table 1 of Abate, Choudhury and Whitt (1994)), and this good quality is inherited by the integral. The integral h 1 (t) in (2.15) has structure not inherited by its asymptotic form.
Corollary. If (2.15) holds, then
The good performance of (2.15) can be partly explained theoretically, because it is asymptotically exact as both ρ → 1 for any fixed t (Theorem 1) and as t → ∞ for any fixed ρ (Theorem 2). To see the connection to Theorem 1, we need to know how β and α behave as ρ → 1. As shown in Abate, Choudhury and Whitt (1994),
as ρ → 1, where ξ = m 3 /3m 2 2 , ψ = m 4 /12m 2 3 and m k is the k th moment of the service time.
Hence, we see that
as ρ → 1 for each fixed positive t.
In Theorem 3.5 of Abate and Whitt (1988a) convergence was also established for the normalized M/M/1 busy-period density function as ρ → 1. We also obtain such a result for M/G/1 under extra conditions. First, the busy-period cdf must have a density. A sufficient condition is for the service-time cdf G(t) to be absolutely continuous. If the service-time cdf
G(t) is absolutely continuous with a density g(t)
, then so are all n-fold convolutions G n , p. 146
of Feller (1971) . Thus, from (2.2) and Fubini, p. 111 of Feller (1971) , B(t) is absolutely continuous with density
where g n (t) is the density of G n (t), from which we see that
Theorem 3. Suppose that the service-time cdf G(t) is absolutely continuous with density g(t), so that the busy-period cdf B(t) is absolutely continuous with density b(t), where b(
, where in general this is understood to be a one-sided derivative, a necessary condition in order for b(t) to be monotone is g ′ ( 0 ) < 0. Keilson (1978) has shown that b(t) is completely monotone (a mixture of exponentials) and thus monotone if g(t) is completely monotone. Hence, a sufficient condition for Theorem 3 is the complete monotonicity of the service-time density. However, under this condition we can establish an even stronger result. For any function f (t), let f (k) (t) be the k th derivative of f at t.
Theorem 4. If the service-time density g(t) is completely monotone, then for all k
Theorem 4 describes a remarkable degree of local convergence. However, the good behavior is easy to understand via the complete monotonicity. By Theorem 2.1 of Keilson (1978) , b(t) in (2.22) and thus B c (t) and h ρ (t) in (2.8) are completely monotone when g(t) is completely monotone; i.e., for each ρ, 0 < ρ < 1,
for some mixing cdf W ρ (x). Theorem 4 follows easily from a limit theorem for the mixing cdf's.
Theorem 5. If the service-time density g(t) is completely monotone, so that h ρ (t) in (2.8) admits the spectral representation (2.25), then for each x
where
is the mixing density of h 1 (t) in (1.4).
We know the limit in Theorem 5 because we derived the spectral representation for h 1 (t) in 
More General Queues
For more general models, we propose again using the asymptotic normal approximation (2.15), where the parameters α and β are determined from analogs of the asymptotic expansion (2.10). Such asymptotic expansions can be obtained either analytically or numerically using transform inversion as in Choudhury and Lucantoni (1994) . Rice (1962) in his (75) provides support for obtaining the asymptotic form (2.10) more generally at least for suitably large ρ. He expands the transforms in power series and obtains the form (2.10) from a square root transform expression.
We now establish a generalization of the heavy-traffic limit in Theorem 1 for a much larger class of single-server queues. As before we assume that some work-conserving discipline is used and that the mean service time is 1. For non-Poisson arrival processes, we assume that the system indexed by ρ is obtained by simply scaling a rate-one counting process {A(t) :t ≥ 0 }, i.e.,
We have two general conditions, one on the mean busy period and the other on the stationary workload process. Our conditions are in some sense not too appealing, because they are not directly for the elements of the model (e.g., for the interarrival-time and service-time distributions), but upon the descriptive quantities of interest. However, our conditions are intuitively appealing because they clearly reveal what needs to be verified in applications and they can indeed be verified in special cases, as we show.
Let B ρ be the busy period in the model with traffic intensity ρ. The busy period is understood to mean the interval from when the server first becomes busy until the server is again idle. For models more general than GI/G/1, we can interpret this distribution as the long-run average of all such distributions over all busy periods.
Let {W ρ * (t) :t ≥ 0 } be the stationary workload process in the queue with traffic intensity ρ. 
We prove the following generalization of Theorem 1 in Section 5.
Theorem 6. If conditions C1 and C2 hold, then
for each t. For GI/G/1 queues with mean service time 1, the mean busy period coincides with the reciprocal of the probability that an arrival finds an empty queue. For the M/G/1 queue, this probability is just 1 − ρ, but for other models it is more complicated. For the GI/M/1 queue, Halfin (1985) showed in his (4.6) that condition C1 holds with
where c a 2 is the SCV of the interarrival time. We now provide a general sufficient condition for condition C1 for GI/G/1 models by applying a result of Kella and Taksar (1994) about idle times.
Let ρ − 1 U be an interarrival time in the GI/G/1 system with traffic intensity ρ. More generally, d appears as the variance constant in the process representing the total input of work; i.e., we obtain d from the limit
where For many other models the mean busy period can be calculated numerically. For more on the GI/G/1 busy period, see Cohen (1982) , Kingman (1962) and Rice (1962) .
For practical purposes, we suggest using the Kraemer and Langenbach-Belz (1976) approximation, also given in (49) of Whitt (1983) ,
From (3.7) and (3.8), we obtain
For insights into the way the mean EB depends on the parameters c a 2 and c s 2 , see Whitt (1984) .
We remark that Theorem 6 is consistent with (75) of Rice (1962) . His approximate asymptotic formula for the busy-period density can be obtained from (3.1) by first taking the derivative and then letting t → ∞. The corresponding formula for B ρ c (t) is
. Formula (3.10) is intended for high ρ and large t.
Theorem 6 provides a pure heavy-traffic approximation for B c (t) in very general single-server queues. However, we do not regard (3.1) as our principal proposed approximation for B c (t).
Our actual proposed approximation is (2.15) for α and β determined by (2.10), assuming that 
Numerical Examples
This section extends the numerical investigation of approximations for the busy-period ccdf B c (t) done for the M/M/1 queue in Abate and Whitt (1988b) to M/G/1 queues. Our previous investigation showed that even three terms of the asymptotic expansion (2.17) yields a remarkably poor approximation; see Table 10 there. Hence, we do not consider the approximations for B c (t) in the M/G/1 queues based on the asymptotics as t → ∞ in (2.10) or (2.17).
Here we consider three candidate approximations. First, we consider the pure heavy-traffic approximation obtained from Theorem 1, namely,
Formula (4.1) is obtained from (2.7) by moving the normalizing constants to the righthand side.
Our second approximation is the asymptotic normal approximation provided by Theorem 2,
i.e., (2.15). The heavy-traffic approximation can be regarded as an approximation to the asymptotic normal approximation in which the asymptotic parameters β and α from (2.9)-(2. 
with Φ c (x) the normal cdf and
This scaling matches the first two moments.
Given that RBM is a natural heavy-traffic approximation for the workload process, the IG approximation is a natural approximation for the busy-period distribution, since it is a first-passage time distribution for RBM. This idea was the basis for an IG approximation proposed by Heyman (1974) , but our IG approximation is a significant improvement, both because it is closed-form and because it yields better results, as shown for the M/M/1 queue before. For the M/M/1 queue, the asymptotic normal and IG approximations were the leading approximations among a fairly large set, with the asymptotic normal approximation performing better for large times and the IG approximation performing better for small times; see Tables 10 and 11 ω) ) , (4.6) so that the asymptotic parameters in (2.10) are
and
We obtain deterministic (D) service by letting ω → ∞ in (4.5); i.e., then ĝ (s;ω) → e − s , We have noted that the heavy-traffic approximation is equivalent to the asymptotic normal approximation with the first terms of the heavy-traffic expansions for β − 1 and α in (2.19) and (2.20) . Refined heavy-traffic approximations can be obtained by using more terms in (2.19) and (2.20) . Let β k be the approximation of β based on k terms of the heavy-traffic asymptotic expansion for β in (1.19), and similarly for α. Tables 1-6 . The approximations based on (α 2 ,β 2 ) and (α 2 ,β 3 ) are successive improvements over the basic heavy-traffic approximation based on (α 1 ,β 1 ). They fall between the heavy-traffic approximation based on (α 1 ,β 1 ) and the asymptotic normal approximation based on (α,β). The (α 2 ,β 3 ) refined approximation tends to be essentially the same as the asymptotic normal approximation at ρ = 0. 75, but not at
We might also evaluate the asymptotic normal approximation from a moment or integralaverage point of view; i.e., we can ask about the quality of the approximation
from which we get 12) where b k is the k th busy-period moment. However, b 2 = α 1 β 1 and, by (2.19) and (2.20), 13) so that the error in (4.11) is only O( ( 1 − ρ) 2 ) as ρ → 1.
Proofs
Proof of Theorem 1. By Chebychev's inequality using the first moment, p. 152 of Feller (1971) ,
for all t and ρ. Since B c (t) is monotone, we can thus apply the Helly selection theorem, p. 267 of Feller (1967) , to conclude that any sequence {h ρ n (t) : n ≥ 1 } with ρ n → 1 has a subsequence that converges to a monotone function f (t) (depending on the subsequence) with 0 ≤ f (t) ≤ 1/ t, where the convergence is pointwise at all continuity points of f. We establish convergence to h 1
by showing that h 1 is the only possible limit for a convergent subsequence. To do this we work with the transforms and the functional equation (2.1).
We begin by expressing the busy-period functional equation (2.1) in terms of the busy-period stationary-excess transform b e (s). First,
and then
We then change the time scale to obtain form (2.8) and (5.3)
Now we assume ĥ ρ (s) → fˆ(s) as ρ → 1 for some subsequence, and show that we must have fˆ(s) = ĥ 1 (s). Note that the service-time distribution does not change with ρ, but the argument of ĝ in (5.4) is getting small as ρ → 1. Since the service-time distribution has a finite second moment,
Expanding ĝ in (5.4), we obtain
so that, after subtracting ρĥ ρ (s) from both sides,
and any limit fˆ(s) must satisfy (2.6), which implies that fˆ(s) = ĥ 1 (s). (By Corollary 1.5.2 of Abate and Whitt (1987) , ĥ 2 (s) is the unique solution to (1.6).)
Proof of Theorem 3. Since b(t) is monotone with
regarded as a complementary cdf, say C c (t), where C e (t) = B(t). Hence, C(t) has mean g( 0 ) − 1 and second moment 2/( 1 − ρ) g( 0 ). As in the proof of Theorem 1, apply Chebychev's inequality, but now with the second moment, to conclude that
for all t an ρ. Hence, any sequence {h ρ n ′ (t) : n ≥ 1 } with ρ n → 1 has a subsequence that converges to a monotone function f (t) with 0 ≤ f (t) ≤ g / t 2 g( 0 ) for all t. Given some convergent subsequence, apply the Lebesgue dominated convergence theorem, p. 111 of Feller (1971), on [ε, ∞) for any ε > 0 to get the integrals to converge. Hence, the limit f (t) must
i.e., f of any convergent subsequence must be h 1 ′ (t). Hence, the proof is complete. is a density with mean 1/2 for all ρ. Consequently,
Proof of Theorem 4. The proof of Theorem 3 can be extended by induction: Since b(t) is completely monotone with b
Hence, the family of cdf's {W ρ (x) : 0 < ρ < 1 } is tight or stochastically bounded, p. 254 of Feller (1971) , so that every subsequence has a convergent subsequence with a proper limit, p. 267
of Feller (1971) . Since h ρ (t) → h 1 (t) as ρ → 1 for each t > 0, the associated cdf's converge, 
Proof of Theorem 4 from Theorem 5.
In terms of the mixing cdf W ρ (x) in (2.25), the k
Since the function x − (k + 1 ) e − t / x is a modification of a gamma density, it is continuous and
and t; p. 249 of Feller (1971) .
Proof of Theorem 6. Just as in the proof of Theorem 1, we can apply Chebychev's inequality and condition C1 to deduce that B ρ c (t) ≤ K / t( 1 − ρ) for some K > b and ρ suitably larger. Hence
for all t and for all ρ suitably close to 1. As in the proof of Theorem 1, we have established relative compactness, i.e., every sequence
by taking ρ n → 1 has a further subsequence converging to a monotone limit. It thus remains to
show that any such limit must be h 1 (t).
For this purpose, consider a subsequence converging to some f (t). We then obtain convergence of the associated integrals 12) but the left side of (5.12) can be reexpressed after a change of variables as
where B eρ (t) is the stationary-excess cdf associated with B ρ , defined in (2.3). By condition C1,
Moreover, by condition C2 and the continuous mapping theorem with the first passage time map 14) because, as noted before, H 1 (t) is also the cdf of the equilibrium time to emptiness of B. Also ( 1 − ρ) + ρB eρ (t) is the equilibrium time to emptiness for W ρ * (t). (With probability ρ, the server is busy. Conditional on the server being busy, the remaining busy period has cdf B eρ (t).)
Hence, we must have F(t) = H 1 (t) and thus f (t) = h 1 (t) for all t. (The limit h 1 (t) is continuous.)
Proof of Theorem 7. In the GI/G/1 model (and more generally) with traffic intensity ρ, 15) where I ρ is the idle time; e.g., see p. 286 of Cohen (1982) . To understand (5.15), recall that B ρ is a random number of service times, while B ρ + I ρ is the same random sum of interarrival times.
Given (5.15), we see that to establish C1 it suffices to show that EI ρ → EI 1 as ρ → 1, but the sufficiency of the moment condition is established in Lemma 3.1 of Kella and Taksar (1994).
An Example With No Root
The asymptotics in (2.9) and (2.10) is based on the equation (2.12) having a root. We have noted that in general (2.12) need not have a root. Here we give an example, using the generalized inverse Gaussian service-time density
with Laplace transform 
When ρ < e − 1/2 , the asymptotics evidently has the form of the service-time distribution itself with a new constant, as in the long-tail case treated by De Meyer and Teugels (1980) . In particular, by that argument we should have 
