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Abstract:
New methods of measuring impulse responses based on carefully designed determin-
istic signals can further improve the performance offered by classical methods. In fact,
these methods are particularly interesting when measuring long impulse responses as
the ones analyzed in architectural acoustics. However, the effects of background and
impulsive noise, distortion and time-variance are known rather qualitatively. For this
reason, the ISO 18233 encourages to develop a deeper understanding of the theoretical
bases of these techniques.
In this sense, this project presents an in depth analysis of two different methods of
measuring impulse responses: the linear convolution of sweep signals with the inverse
filter and the circular crosscorrelation of maximum length sequences (MLS) and inverse
repeated sequences (IRS).
The results of this work reveal that the sweep technique can provide significant
reduction of distortion compared to MLS/IRS technique but, unlike what is explained in
the literature, sweep signals cannot reject all distortion artifacts from the causal part of
the impulse response. Besides, it is proved that IRS sequences are immune to distortion
of even order. On the other hand, it is confirmed that synchronous averaging procedure
improves the SNR at the microphone position by 3 dB per doubling the number of
averages. Alternatively, it is also proved that the noise contaminating the measured
impulse response is reduced by 3 dB every time that the length of the excitation signal
is doubled. In terms of impulsive noise, the sweep technique only contaminates specific
frequency bands of the system’s impulse response, whereas the MLS/IRS technique
uniformly distributes all impulsive noise artifacts over the entire measured impulse
response. Finally, it is also shown that MLS/IRS measurements are more vulnerable
to time-varying systems than sweep measurements.
Keywords: Linear sweep, Logarithmic sweep, Maximum length sequence,
Inverse repeated sequence, Impulse response, Distortion, Noise, Time-variance
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Chapter1
Introduction
1.1 State of the Art
Until the 1980’s, the impulse response (IR) of an acoustical space was commonly mea-
sured using impulsive sources such as blank pistols, balloons or high power amplifier-
loudspeaker systems driven with short electronic pulses. The main problem of such
measurement methods was the poor performance in terms of directivity of the source,
repeatability of the measurement and proper distribution of the energy over the entire
frequency range of interest. This has been a matter of intense research that often has
led to design excitation signals with very low crest factors [1, 2].
The appearance of digital signal processing (DSP) and in particular, the analysis of
signals in the frequency domain by means of the discrete Fourier transform (DFT),
later further improved by the fast Fourier transform (FFT), has made a wide range
of measurement techniques possible that were not feasible before. Measurement tech-
niques based on stochastic signal theory are often referred to as classical methods. In
particular, dual channel FFT analyzers based on random excitation signals have been
widely used for the determination of system’s transfer function (TF) [3, 4]. However,
the statistical nature of the excitation signal requires averaging over several periods in
order to ensure reliable results. This together with the fact that the IRs measured in
room acoustics are rather long leads to FFT measurements involving prohibitively long
time records.
Alternatively, various measurement techniques based on deterministic excitation sig-
nals, also so-called new methods, have also been investigated for acoustical purposes.
On the one hand, the maximum length sequences became very popular during the 1990’s
as they could be efficiently deconvolved by means of the fast Hadamard transform [5, 6].
Nevertheless, modern computers have overcome the computational efficiency offered by
the Hadamard transform. On the other hand, the time delay spectrometry (TDS) sug-
gested by Heyser [7] gave rise to a complete new way of measuring impulse responses
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by means of sweep signals [8, 9, 10]. Similarly, several Japanese researchers have inves-
tigated the use of time-stretched pulses synthesized in the frequency domain that can
be used to measure long impulse responses [11, 12].
The backward integration method introduced by Schroeder [13] made the estimate of
many acoustical parameters possible from the energy distribution of a measured room
impulse response (RIR). This started up the pursuit of the best method of measuring
IRs in building and room acoustics.
Background and impulsive noises, distortion and time variances of the acoustical
space under test are the most common sources of error in measurements related to
architectural acoustics. The effects of these incidents on the IRs measured with the
classical methods are well-established, but they are known rather qualitatively when
measuring with the new methods. In this sense, the ISO 18233 states the need for a
better understanding of the theoretical bases of the new measurement techniques [14].
1.2 Motivation and Goals
The aim of this thesis is to increase the knowledge about the new measurement
techniques based on deterministic excitation signals. In particular, four different ex-
citation signals are examined: the linear and the logarithmic sweeps, the maximum
length sequences and the inverse repeated sequences.
The thesis focuses on the complete description of all the stages involved for the
utilization of each measurement technique, including:
• Synthesis and characterization of the main properties of each excitation signal.
• Study of the deconvolution methods for the determination of the IR.
• Analysis of the effects of distortion, extraneous noise and time variances on each
measurement technique.
The latter item is of special interest in this work because the explanations given in
literature about the advantages of the new methods compared to the classical ones are
rather vague.
1.3 Structure of the Thesis
This thesis is structured as follows: chapter 2 defines the excitation signals of concern
as well as presents their main spectral properties. Chapter 3 explains the corresponding
deconvolution methods to be used for the determination of the IR of a linear and time-
invariant system. Later on, in chapter 4, a theoretical analysis is introduced in order to
predict the effects of distortion, extraneous noise and time variances on the IRs retrieved
by each measurement technique. Chapter 5 presents the measurement results obtained
into two different acoustical spaces such as an anechoic room and a large warehouse.
Finally, a summary of the work as well as the conclusion that can be extracted from it
are stated in chapter 6.
The source of any equation or important idea coming from literature will be clearly
stated in order to be distinguished from the contributions of this work.
Chapter2
Excitation Signals
2.1 Introduction
Signals can be classified in various ways, but one can generally distinguish between
deterministic and random signals. By nature, deterministic signals guarantee a high
degree of repeatability, whereas stochastic excitations require averaging over several
measurement periods. Although two of the four different signals presented in this
chapter are often referred as pseudorandom noise, all of them are deterministic signals,
so they can be described by analytical expressions as shall be shown in the following
sections.
Another important aspect is whether a signal is periodic or not. In particular, great
care must be taken when calculating an FFT with aperiodic signals, because the leak-
age effect smears the energy of each spectral line throughout the surrounding spectral
components. In such a case, this effect can be diminished by properly windowing the
aperiodic signal [15].
Input signals with high peak values can give rise to nonlinear responses. Instead,
it is desirable to choose an excitation signal that feeds the device under test (DUT)
with its energy spread all over the time signal. This feature can be quantified with
the crest factor. The latter is defined as the ratio between the peak amplitude and the
root-mean-square (RMS) value of a waveform. For instance, the crest factor of a sine
wave is
√
2 or equivalently 3.01 dB. In this sense, signals with low crest factors are
preferable.
The energy of the excitation signal must be high enough to overcome the energy of
the extraneous noise disturbing the measurement. In fact, it is important to comprise
the energy within the frequency range of interest (a priori from 20 Hz to 20 kHz), but
also to distribute the energy taking into account the spectrum of the background noise.
In this way, the same signal-to-noise ratio (SNR) and consequently the same accuracy
can be achieved at all frequencies. In the following sections, three of the four presented
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signals are ‘white’ excitation signals, meaning that their spectra are flat, whereas the
spectrum of the remaining one is ‘pink’, i. e. it decreases with a rate of −3 dB/oct.
The theory presented in sections 2.2 and 2.3 is mainly inspired by [10]. Likewise, the
theory explained in section 2.4 is primarily based on [16, 17, 18].
Further insight about analysis and design of excitation signals can be found in [19].
2.2 Linear Sweep
2.2.1 Synthesis in the Time Domain
A linear (LIN) sweep is usually considered a ‘white’ excitation signal within the
frequency range of concern. The term linear refers to the fact that the instantaneous
(angular) frequency changes linearly with time:
ωLIN(t) =
ω2 − ω1
T
t+ ω1, (2.1)
where ω1 and ω2 are the lower and the upper angular frequencies of interest and T
represents the duration of the signal. The sweep rate is a parameter often used to
indicate how fast the instantaneous frequency changes with time. For LIN sweeps, this
is always constant and equals to BW/T , where BW is the bandwidth of the signal.
Since the angular frequency is the derivative of the phase as a function of time, the
argument of a linear sweep can be calculated as follows
ϕLIN(t) = ϕ0 +
∫ t
0
ωLIN(λ) dλ
= ϕ0 +
∫ t
0
ω2 − ω1
T
λ+ ω1 dλ
= ϕ0 +
[
ω2 − ω1
T
λ2
2
+ ω1λ
]t
0
=
ω2 − ω1
2T
t2 + ω1t+ ϕ0, (2.2)
where ϕ0 is the initial phase. Then, the waveform of a LIN sweep can be obtained
by inserting the presented phase as argument of a sine/cosine function. The resulting
waveform can be seen in figure 2.1. This is the normal procedure for synthesizing LIN
sweeps in the time domain.
The magnitude spectrum of a LIN sweep is shown in figure 2.2. As can be seen, it
is rather flat in the interval of frequency of interest. Intuitively, this can be explained
regarding the constant sweep rate of LIN sweeps, i. e. as the instantaneous frequency
is linearly dependent on time, each frequency component is equally excited. However,
if the duration of the signal is not long enough, the lower frequency components might
not have enough time to evolve. For instance in figure 2.2, the frequencies below 100 Hz
are less excited in spite of setting the lower frequency of the sweep to 20 Hz.
As mentioned previously, it is important to keep in mind that sweeps synthesized in
the time domain create some artifacts and leakage effects in the frequency domain when
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Figure 2.1: Waveform of a LIN sweep. Although the original signal is 1 s long, only the
first 50 ms are shown in order to see how the low frequencies evolve.
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Figure 2.2: Magnitude spectrum of a LIN sweep synthesized in the time domain. Its
duration is 1 s. The lower and the upper frequencies of interest have been set
to 20 Hz and 20 kHz, respectively. The signal is not windowed. Note that the
frequencies comprised between 20 Hz and 100 Hz do not have enough time to evolve.
The ringing effect at the beginning and the end of the frequency range of interest is
caused by the abrupt start and stop of the sweep signal in the time domain.
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using the DFT. Since the latter assumes that the signal to be transformed is periodic,
the sudden start and stop of the sweep signal yields discontinuities at the joins of the
periods. This causes the ringing and the overshoot of the spectrum at the ends of the
frequency range of interest, see figure 2.2. Nevertheless, this effect can be diminished
by windowing the time signal.1
The linear relation between instantaneous frequency and time can also be illustrated
in a spectrogram, see figure 2.3. The energy follows a straight line more or less steep
depending on the frequency band to be swept and the signal duration.
Figure 2.3: Spectrogram of a linear sweep synthesized in the time domain. The signal
is 1 s long. The lower and the upper frequencies are 20 Hz and 20 kHz, respectively.
2.2.2 Synthesis in the Frequency Domain
The main feature of sweep signals is the correspondence between frequency and time.
This relationship can be described by means of the group delay. Its definition can be
found in [20],
τg(ω) = −dϕ(ω)dω . (2.3)
Since ω = 2pif , the latter equation can be written as follows
τg(f) = − 12pi
dϕ(f)
df
. (2.4)
In order to better understand the role of this magnitude, let us imagine a group of
waves with different frequencies within a certain bandwidth BW at the entrance of a
system. If the group delay were constant, all waves would appear at the same time at
the output of the system. Instead, if the system were dispersive, i. e. waves traveling at
different velocities depending on frequency, each wave would come out of the system at
1In order to preserve the energy within the frequency range of interest, a modified version of the Tukey
window is proposed in appendix A.1.
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different instants of time. Hence, a proper design of the group delay can place different
frequencies along time. The group delay of a LIN sweep can be calculated as follows
τg,LIN(f) =
τg(fs/2)− τg(0)
fs/2
f + τg(0), (2.5)
where fs is the sampling frequency. Note that τg(0) and τg(fs/2) represent the instants
of time at which the frequencies zero and half the sampling frequency are excited. These
two values must be comprised between zero and T .
According to equation (2.4), simple integration of equation (2.5) yields the phase of
a LIN sweep as a function of frequency,
ϕLIN(f) = ϕLIN(0)− 2pi
∫ f
0
τg,LIN(λ) dλ
= ϕLIN(0)− 2pi
∫ f
0
τg(fs/2)− τg(0)
fs/2
λ+ τg(0) dλ
= ϕLIN(0)− 2pi
[
τg(fs/2)− τg(0)
fs/2
λ2
2
+ τg(0)λ
]f
0
= −2piτg(fs/2)− τg(0)
fs
f2 − 2piτg(0)f + ϕLIN(0), (2.6)
where ϕLIN(0) is normally set to zero. The inverse discrete Fourier transform (IDFT) of
this phase combined with a constant magnitude spectrum leads to a LIN sweep in the
time domain. This is the method to synthesize LIN sweeps in the frequency domain.
In the same way as sweeps created in the time domain yield some artifacts in the spec-
tral domain, the construction of sweeps in the frequency domain causes some strange
oddities in the time domain. This is often described as the so-called ‘wrap around’
effect, i. e. the last part of the waveform (higher frequencies) can fall back at the be-
ginning of the period, whereas the first part of the waveform (lower frequencies) can
appear at the end.
Mu¨ller and Massarani explain in [10] that these artifacts can be minimized to a
certain extent when the synthesized phase is set to either 0 or pi rad when f = fs/2.
To guarantee the first option, they define the following phase correction:
ϕnew(f) = ϕold(f)− f
fs/2
ϕold(fs/2), (2.7)
where ϕold is the phase obtained by integration of the designed group delay. Note that
this correction changes the previously designed group delay,
τg,new(f) = − 12pi
dϕnew(f)
df
= τg,old(f) +
1
2pi
ϕold(fs/2)
fs/2
. (2.8)
For the present case of LIN sweeps, the latter equation can easily be further developed.
First, the specific value of ϕold(fs/2) can be found using equation (2.6) and imposing
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that ϕLIN(0) equals zero:
ϕold(fs/2) = −2piτg(fs/2)− τg(0)
fs
(fs/2)
2 − 2piτg(0)fs/2
= −2piτg(fs/2)− τg(0)
2
fs/2− 2piτg(0)fs/2
= −2pi
(
τg(fs/2)− τg(0)
2
+ τg(0)
)
fs/2
= −2pi
(
τg(fs/2) + τg(0)
2
)
fs/2. (2.9)
This result simplifies equation (2.8) as follows
τg,new(f) = τg,old(f) +
1
2pi
ϕold(fs/2)
fs/2
= τg,old(f)− τg(fs/2) + τg(0)2 . (2.10)
This means that the entire group delay of a LIN sweep is shifted an amount equal to
the mean value of τg(0) and τg(fs/2). For instance, if τg(0) and τg(fs/2) are set to zero
and T respectively, the synthesized sweep is shifted half its duration, T/2. In terms of
IDFT, this would be equivalent to swap the first half of the period with the second half.
Thus, this shift must be taken into account in order to obtain the frequency content of
the LIN sweep in the right order.
Furthermore, Mu¨ller and Massarani also suggest in [10] to increase the FFT length to
at least twice the desired number of samples in order to avoid the ‘wrap around’ effect.
This increase of the FFT length is equivalent to adding zeros at the end of the signal,
i. e. zero-padding. In this way, the samples that would be added to the beginning and
the end of the signal will occur at the beginning and the end of the zero-padded interval,
so the ‘wrap around’ effect cannot take place. The last step consists in selecting the
first half of the signal as the final version of the synthesized LIN sweep.
For clarity’s sake, three examples of LIN sweeps synthesized in the frequency domain
are illustrated in figure 2.4 and commented in the following:
• The first example, denoted as ‘LIN 1’, corresponds to a LIN sweep with a perfectly
flat magnitude spectrum combined with the phase obtained from equation (2.6)
when τg(0) and τg(fs/2) are set to zero and T , respectively. Note that the magni-
tude spectrum of ‘LIN 1’ cannot be seen in panel (a) because its curve is hidden
behind the one denoted by ‘LIN 3’. Although the magnitude is completely con-
stant, the main disadvantage of this implementation is that the resulting waveform
is affected by the ‘wrap around’ effect. This is partly shown in panel (c) where
the beginning of signal is contaminated with high frequency content.
• The second example, ‘LIN 2’, tries to get rid of the ‘wrap around’ effect using an
FFT length of twice the desired number of samples as well as the phase correction
presented in equation (2.7). τg(0) and τg(fs/2) are still set to zero and T , respec-
tively. As a result, the waveform is not affected by the ‘wrap around’ effect, see
panel (c). However, the magnitude spectrum is not perfectly flat anymore but it
has ringing and overshoot at the ends, see panel (a). This is caused because the
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(a) Magnitude spectrum. The small differences between
‘LIN 1’ and ‘LIN 3’ are not noticeable.
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(b) Synthesized phase. Note that the phase is unwrapped.
The phase of ‘LIN 2’ and ‘LIN 3’ has been corrected using equa-
tion (2.7).
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(c) First 30 ms of three synthesized LIN sweeps.
Figure 2.4: Examples of LIN sweeps created in the frequency domain. The RMS value of
each signal has been set to 1/
√
2, as the RMS of a sine wave whose amplitude equals
to unity. This determines the level of the magnitude spectra shown in panel (a),
43.8 dB, approximately.
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DFT assumes that the signal to be transformed is periodically repeated, which
often yields discontinuities at the ends of the period. For instance, the first sample
of ‘LIN 2’ shown in panel (c) is not equal to zero, but it has a certain amplitude.
It is very seldom that the value as well as the slope of the curve around this
sample match the ones of the last sample of the waveform.
• The last example, ‘LIN 3’, tries to further improve the last two cases. It also uses
an FFT length of twice the desired number of samples and the phase correction
defined in equation (2.7). Instead, τg(0) and τg(fs/2) are now set to 0.01 × T
and 0.99 × T , respectively. Since T = 1 s, the first frequency components of the
spectrum evolve around the first 10 ms, see panel (c), whereas the last frequencies
are excited a little bit before the end of the signal, around 990 ms. In this way,
the ‘wrap around’ effect is avoided and the discontinuity between the ends of the
signal is diminished because the sweep is not designed to excite any frequency at
the very beginning and the very end of the waveform. This considerably reduces
the ringing and the overshoot seen in the previous case, see panel (a).
Summarizing, the latter implementation joins the advantages and rejects the disad-
vantages of the previous two cases, i. e. its magnitude spectrum resembles the perfectly
flat magnitude spectrum of ‘LIN 1’ and its waveform is not affected by the ‘wrap around’
effect as ‘LIN 2’.
In conclusion, a good implementation of a LIN sweep in the frequency domain involves
the use of an FFT length of twice the desired number of samples, the phase correction
defined in equation (2.7), as well as a suitable choice of τg(0) and τg(fs/2) (not too
close to the ends of the signal).
2.3 Logarithmic Sweep
2.3.1 Synthesis in the Time Domain
Excitation signals with a ‘white’ spectrum are not always the best choice. Although
all frequencies are equally excited, a white signal does not ensure the same accuracy
for all frequency components unless the background noise also has a flat spectrum. In
fact, background noise is usually more prominent at low frequencies.
In order to counterbalance this effect, the low frequency content of the excitation
signal must be emphasized. This can easily be done for sweep signals defining the proper
temporal expression of the instantaneous frequency. Specifically, the sought expression
must be a function that grows very slowly at the beginning and raises very rapidly
afterwards. This is the main idea behind the definition of instantaneous frequency of
a logarithmic (LOG) sweep. In this case, instantaneous (angular) frequency and time
are related by an exponential function,
ωLOG(t) = βeαt. (2.11)
The right values of α and β are obtained when imposing the following initial and final
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conditions to the latter equation:
ωLOG(0) = ω1 ⇒ β = ω1,
ωLOG(T ) = ω2 ⇒ βeαT = ω2 ⇒ α = 1
T
ln
(
ω2
ω1
)
. (2.12)
Hence, the instantaneous angular frequency of a LOG sweep can finally be written as
follows
ωLOG(t) = ω1e
t
T
ln
(
ω2
ω1
)
= ω1
(
ω2
ω1
) t
T
. (2.13)
As in the previous section, the phase as a function of time can be found by integrating
the instantaneous angular frequency,
ϕLOG(t) = ϕ0 +
∫ t
0
ωLOG(λ) dλ
= ϕ0 +
∫ t
0
ω1e
λ
T
ln
(
ω2
ω1
)
dλ
= ϕ0 +
 ω1
1
T ln
(
ω2
ω1
)e λT ln(ω2ω1 )
t
0
=
Tω1
ln
(
ω2
ω1
) (e tT ln(ω2ω1 ) − 1)+ ϕ0
=
Tω1
ln
(
ω2
ω1
) ((ω2
ω1
) t
T
− 1
)
+ ϕ0. (2.14)
Finally, the time signal is obtained by inserting this result into a sine/cosine function.
An example is shown in figure 2.5. This procedure is analogous to the one used for
synthesizing LIN sweeps in the time domain.
The energy of a sweep signal is proportional to the time spent exciting each spectral
component. Unlike LIN sweeps, the sweep rate of a LOG sweep is not constant. It
actually doubles its value every time the instantaneous frequency is also doubled.2 In
consequence, the magnitude spectrum of a LOG sweep is ‘pink’ (slope of −3 dB/oct), as
can be seen in figure 2.6. In contrast to LIN sweeps, the low frequencies have more time
to evolve. In figure 2.6, the lower frequency of interest is 20 Hz, which is almost reached.
Thus, the low frequency content of a LOG sweep is less sensitive to the duration of the
signal.
From another point of view, the spectrogram shown in figure 2.7 illustrates the ex-
ponential dependence of the instantaneous frequency as a function of time as well as
the tendency of exciting the very low frequencies most of the time.
2See appendix A.2 for a detailed proof.
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Figure 2.5: Waveform of a LOG sweep. Although its total duration is 1 s, only the first
300 ms are shown. Note that the low frequencies evolve much slower compared to a
LIN sweep, see figure 2.1.
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Figure 2.6: Magnitude spectrum of a LOG sweep synthesized in the time domain. Its
duration is 1 s. The lower and the upper frequencies of interest have been set
to 20 Hz and 20 kHz, respectively. No window has been applied. As LIN sweep,
the ringing and the overshoot at the ends of the spectrum are a consequence of
the sudden start and stop of the sweep signal. In contrast to LIN sweep, the low
frequencies have more time to evolve, so the characteristic ‘pink’ spectrum almost
reaches the desired 20 Hz.
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Figure 2.7: Spectrogram of a LOG sweep synthesized in the time domain. In this case,
the sweep lasts 2 s. The lower and the upper frequencies of interest are set to 20 Hz
and 20 kHz, respectively.
2.3.2 Synthesis in the Frequency Domain
Alternatively, LOG sweeps can also be created in the frequency domain. As discussed
in the previous section, the first step is to design the group delay. In this case, its
definition is not as simple as in the case of LIN sweeps. Reversing equation (2.11) to
express time as a function of frequency leads to
t =
1
α
ln
(
ω
β
)
=
1
α
ln
(
2pif
β
)
=
1
α
ln
(
2pi
β
)
︸ ︷︷ ︸
A
+
1
α︸︷︷︸
B
ln (f) , (2.15)
where A and B are arbitrary constants. In fact, this equation expresses the instant of
time at which every frequency component evolves, i. e. the group delay. Besides, the
latter is proportional to the logarithm of the frequency. This is indeed what the term
logarithmic is meant when referring to this kind of excitation signal. Then, the group
delay can be defined as
τg,LOG(f) = A+B ln(f). (2.16)
The corresponding values of A and B can be adjusted imposing two constraints to the
previous equation at two different frequencies, namely fa and fb,3
τg,LOG(fa) = A + B ln(fa) ⇒ A = τg,LOG(fa)−B ln(fa)
− τg,LOG(fb) = A + B ln(fb)
τg,LOG(fa)− τg,LOG(fb) = B ln
(
fb
fa
)
⇒ B = τg,LOG(fb)− τg,LOG(fa)
ln (fb/fa)
. (2.17)
3Although the presented expressions of A and B are not identical to the ones suggested in [10], they
are completely equivalent.
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As the logarithm function diverges when its argument tends to zero, it is strongly
recommended to set fa as the first frequency bin of the DFT that is different from zero.
On the other hand, fb is usually set to half the sampling frequency, fs/2. It is also
important to choose the values of τg,LOG(fa) and τg,LOG(fb) between zero and T .
Once the group delay is defined, the next step is to integrate it in order to obtain
the phase as a function of frequency:
ϕLOG(f) = ϕLOG(f0)− 2pi
∫ f
f0
τg,LOG(λ) dλ
= ϕLOG(f0)− 2pi
∫ f
f0
A+B ln(λ) dλ
= ϕLOG(f0)− 2pi
[
Aλ+B (λ ln (λ)− λ)
]f
f0
= −2pi
[
f
(
A+B
(
ln(f)− 1))− f0(A+B(ln(f0)− 1))]+ ϕLOG(f0), (2.18)
where ϕLOG(f0) is normally set to zero. Note that the lower limit of the integral is
f0 instead of zero. This is due to the asymptotic behavior of the logarithmic function
when its argument tends to zero. In practice, f0 can be set in the same manner as fa,
i. e. to the first frequency bin of the DFT that is different than zero. Besides, the phase
at f = 0 must be set to zero.
As explained for LIN sweeps synthesized in the frequency domain, in section 2.2.2,
the contaminating effects and the ‘wrap around’ effect created in the time domain can
be reduced by:
• Increasing the FFT length to twice the desired number of samples of the signal.
In this way, those samples that would yield the ‘wrap around’ effect are shifted
to the zero-padded interval that is created in the time domain when doubling the
FFT length.
• Applying the phase correction defined in equation (2.7). This guarantees the
continuity of the periodic phase spectrum.
• Making a suitable choice of τg,LOG(fa) and τg,LOG(fb), i. e. not too close to the
ends of the signal.
Nevertheless, more artifacts arise in the time domain compared to LIN sweeps due to
the discontinuity between the beginning and the end of the magnitude spectrum of
LOG sweeps. In fact, the crest factor of the resulting signal can be quite high in some
cases. As stated previously, this can dramatically limit the input level to be used during
a measurement before introducing excessive distortion.
The last step is to create the ‘pink’ magnitude spectrum of the signal. It must
decrease −3 dB/oct, so it appears as a straight line with a negative slope when using
logarithmic magnitude and frequency axes. To obtain this, the magnitude spectrum
must follow the equation:
20 log (|X(f)|) = C −D log(f), (2.19)
where X(f) represents the DFT of the time signal and C and D are arbitrary constants
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expressed in dB. These constants can be determined imposing that the magnitude
equals 0 dB and −3× n dB at the lower and the upper frequencies of interest, where n
is the number of octave bands between f1 and f2 (i. e. n = log2(f2/f1)):
20 log (|X(f1)|) = 0 20 log (|X(f2)|) = −3× n
C −D log(f1) = 0 C −D log(f2) = −3× n
C = D log(f1) =⇒ D log(f1)−D log(f2) = −3 log2(f2/f1)
D = 3/ log(2) ≈ 10 (2.20)
The magnitude spectrum of a LOG sweep is obtained by reversing equation (2.19),
|X(f)| = 10(C−D log(f))/20 = 10C/20f−D/20 ≈ 10C/20/
√
f. (2.21)
A scale factor can be applied to this equation in order to increase the power of the
synthesized magnitude.
An example of magnitude and phase spectrum obtained from the presented equations
is shown in figure 2.8. Note that in order to avoid too much infrasonic energy below
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Figure 2.8: Spectrum of a LOG sweep created in the frequency domain. In order to
avoid too much infrasonic energy, the lower frequency of interest has been set to
20 Hz. Below this frequency the characteristic slope of −3 dB/oct is substituted by
a plateau.
the lower frequency of interest, 20 Hz, the characteristic slope of −3 dB/oct has been
substituted by a plateau. Besides, a scale factor has been applied to the magnitude
spectrum in such a way that the resulting LOG sweep has the same RMS value as a
sine wave whose amplitude equals to unity, i. e. 1/
√
2.
Finally, the IDFT of the synthesized spectrum yields a LOG sweep constructed in
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the frequency domain. Figure 2.9 shows the waveform of the LOG sweep obtained by
inversely transforming the synthesized spectrum presented in figure 2.8.
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Figure 2.9: First 600 ms of a LOG sweep synthesized in the frequency domain. Its total
duration is 1 s.
2.4 Maximum Length Sequence
Maximum length sequences (MLS) are a very specific kind of binary sequence with
many properties. Among them, it stands out that their DFT has a perfectly flat mag-
nitude spectrum (except at DC, as pointed out in [21]) combined with a pseudorandom
phase. This is shown in figure 2.10. The term pseudorandom is used to emphasize
that the phase is not purely random since every repetition of the signal has exactly the
same phase, but it approximates the properties of a random one. This together with
the sound of MLS sequences often leads to refer to this kind of excitation signals as
pseudorandom noise.
It is also important to underline that in order to benefit from all their properties,
these sequences must be treated as periodic signals. In fact, the period has 2m − 1
samples, where m is an integer. As this integer determines the period of the sequence,
they are also known as m-sequences.
On the other hand, the term binary used for describing MLS as a binary sequence
means that the sequence is filled only with two values. Although these two values could
in principle be any number, in most of the literature they are {0, 1} (computer logics)
or {1, −1} (they lead to simplified expressions).
Unlike sweep signals, all frequency components are uniformly excited during the
whole duration of the signal. The spectrogram shown in figure 2.11 clearly illustrates
this with comparison to figures 2.3 and 2.7.
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Figure 2.10: Spectrum of an MLS signal of order m = 15. The frequency span is limited
between 4 kHz and 8 kHz to make the pseudorandom pattern of the phase visual.
Figure 2.11: Spectrogram of an MLS signal of order m = 17. The energy is uniformly
distributed over time and frequency.
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2.4.1 Synthesis of MLS
Although the synthesis of the 2m−1 samples of an MLS sequence is in practice quite
straightforward, the theory involved behind it is rather complex and extensive. The
following paragraphs try to summarize the most important ideas required to understand
the main properties of MLS.
Number theory is a wide branch in mathematics that deals with the analysis of
numbers and their properties. In particular, we are concerned with those groups of
numbers based on arithmetic modulo a prime p. They form what is called a finite field,
also known as Galois field (GF). A complete description of this algebraic structures is
far beyond the scope of this thesis. However, Schoukens et al. summarize in [18] the
most important definitions and properties in the following four theorems:
Theorem 1. Consider a prime number p, the elements {0, 1, 2, . . . , p − 1} form a
field with addition and multiplication modulo p. This finite field is usually denoted
GF(p).
Theorem 2. The order, or number of elements, of a finite field must be a prime
power, pm. Such a field is denoted GF(pm).
Theorem 3. Every finite field has a primitive root. The latter is an element of the
field whose powers generate the rest of elements but 0.
Theorem 4. Finite fields with the same number of elements are isomorphic, i. e.
they are basically identical besides the minor differences regarding how they have
been created.
In addition, Schroeder explains in [16] that there are various ways of representing
the elements of a GF(pm): with m-tuples (“vectors”), m ×m matrices or polynomials
of degree m − 1. For the incoming explanations, it is convenient to be familiar with
the first and the last options. For example, table 2.1 shows a possible m-tuple and
polynomial representation of GF(23). Note that the components of the m-tuples as
well as the coefficients of the polynomials are from GF(2), this is {0, 1} according to
theorem 1. In addition, the order of the Galois field is the number of elements, this
is 23 = 8 as stated in theorem 2. Now, if we focus on each column of the m-tuple
representation in table 2.1 and ignore the element zero (first row), we obtain three
different vertical sequences filled with zeros and ones (binary sequence) whose total
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Table 2.1: A possible m-tuple and polynomial representation of the elements of GF(23).
Element 3-tuple Polynomial
0 000 0
1 100 1
2 010 x
3 110 1 + x
4 001 x2
5 101 1 + x2
6 011 x+ x2
7 111 1 + x+ x2
lengths are 23 − 1 = 7 samples, respectively:
First column: {acol.1} = 1 0 1 0 1 0 1
Second column: {acol.2} = 0 1 1 0 0 1 1
Third column: {acol.3} = 0 0 0 1 1 1 1 (2.22)
This might lead to the misunderstanding that these are three MLS sequences of order
m = 3. However, when the DFT of these sequences is computed the result is not
a perfectly flat spectrum, see figure 2.12. Instead, if we reorganize the elements of
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Figure 2.12: Magnitude spectrum of the three column sequences presented in table 2.1.
The magnitude spectrum of a real MLS is also plotted for comparison.
table 2.1 and we put them as shown in table 2.2, the resulting column sequences are
MLS of order m = 3. In fact, a closer look reveals that they are the same sequence
shifted a certain amount of positions with respect to each other. Thus, they have exactly
the same magnitude spectrum, as the one used as reference of MLS in figure 2.12.
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Table 2.2: Reorganization of the elements of GF(23) presented in table 2.1 in order to
obtain MLS of order m = 3. The element zero has been skipped.
Element 3-tuple Polynomial
7 111 1 + x+ x2
6 011 x+ x2
4 001 x2
1 100 1
2 010 x
5 101 1 + x2
3 110 1 + x
From this example, we can deduce that not all binary sequences have the properties
of MLS. Furthermore, in order to create an m-sequence, it is required to generate the
elements of GF∗(2m), i. e. GF(2m) without the element zero, in a very specific order.
The challenge is to find a general way of doing it.
In practice, one of the most common ways of synthesizing GF∗(2m) is based on shift
register theory [17]. Specifically, a very graphical implementation is the linear feedback
shift register (LFSR). Figure 2.13 illustrates a scheme of its functionality for an LFSR
that generates GF∗(23). As can be seen, an LFSR requires defining m taps. Each tap
an+2 an+1 an
Figure 2.13: Scheme of an LFSR. It generates an MLS with 23 − 1 samples per period.
shifts its content (one of the elements of GF(2)) to the next tap every clock period.
In order to keep the shift register active, the last tap together with some of the other
m− 1 taps must be fed back through an XOR gate (a modulo 2 addition) to the first
tap. Hence, the next state of the first tap follows the next linear recurrence:
an+m = (c0an + c1an+1 + · · ·+ cm−1an+m−1)mod2
=
(
m−1∑
i=0
cian+i
)
mod2
(2.23)
where ci and an+i are the feedback coefficient and the actual state of the i’th tap,
respectively. The taps that are fed back have their feedback coefficient equal to one,
the rest are set to zero. Note that the taps are numbered in descending order from
m − 1 to zero. The values of the sequence for n ≤ m are defined by the initial state
of the shift register. The initial state “all 0’s” must never be used, otherwise the shift
register would get trapped in this state forever.
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The state of the shift register at each clock period corresponds to one of the elements
of GF(2m), in other words, one of the m-tuples of the Galois field. Since the LFSR has
m taps, it is, in principle, capable of generating 2m different states, but the state “all
0’s” must not be used. This reduces the number of possible states to 2m − 1, which is
exactly the amount of elements needed for synthesizing MLS. However, not all feedback
combinations can really generate all the elements of GF∗(2m). A wrong set of feedback
coefficient forces equation (2.23) to generate a sequence whose period is smaller than
2m − 1 because the shift register is not able to go through all possible states.
The right set of feedback coefficient can be found by means of a primitive polynomial.
The latter is an irreducible polynomial (it cannot be factorized) that has a root in
GF(2m) equal to a primitive element (the element capable of generating the entire field
according to theorem 3).
The procedure for transforming the primitive polynomial into a linear recurrence like
equation (2.23) is the following:
1. Choose a primitive polynomial pi(x) of order m. For ease of reference, table 2.3
states primitive polynomials from order 1 to 24. To illustrate the incoming steps,
consider the primitive polynomial pi(x) = x3 + x+ 1.
2. Write the equation pi(x) = 0 and isolate the higher order term,
x3 + x+ 1 = 0 =⇒ x3 = −x− 1 (2.24)
3. Exchange every negative sign on the equation by a positive one (as (−1)mod2 =
+1),
x3 = −x− 1 =⇒ x3 = x+ 1 (2.25)
4. Substitute every x of the polynomial by a and transform every exponent into a
subindex with the very same value plus n. The latter is a dummy variable to be
used for identifying the position of the sequence. Recall that 1 = x0. Thus,
x3 = x+ 1 =⇒ an+3 = an+1 + an (2.26)
The linear recurrence obtained after going through these four steps yields a periodic
sequence with the maximum period 2m − 1 that the LFSR can generate. Indeed, the
resulting sequence is an MLS.
In order to complete the series of examples, it is easy to see that equation (2.26)
corresponds to the following set of feedback coefficients: c0 = c1 = 1 and c2 = 0. This
is indeed the configuration used in the LFSR presented in figure 2.13. Furthermore,
equation (2.26) together with the initial condition a1 a2 a3 = 1 0 0 yields the first column
MLS stated in table 2.2, this is,
a1 a2 a3 a4 a5 a6 a7︷ ︸︸ ︷
1 0 0 1 0 1 1 1 0 0 1 0 1 1 1 0 0 1 . . . (2.27)
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Table 2.3: Primitive polynomials of order 1 to 24. Taken from [5].
m Primitive polynomial m Primitive polynomial
1 x+ 1 13 x13 + x4 + x3 + x+ 1
2 x2 + x+ 1 14 x14 + x12 + x11 + x+ 1
3 x3 + x+ 1 15 x15 + x+ 1
4 x4 + x+ 1 16 x16 + x5 + x3 + x2 + 1
5 x5 + x2 + 1 17 x17 + x3 + 1
6 x6 + x+ 1 18 x18 + x7 + 1
7 x7 + x+ 1 19 x19 + x6 + x5 + x+ 1
8 x8 + x6 + x5 + x+ 1 20 x20 + x3 + 1
9 x9 + x4 + 1 21 x21 + x2 + 1
10 x10 + x3 + 1 22 x22 + x+ 1
11 x11 + x2 + 1 23 x23 + x5 + 1
12 x12 + x7 + x4 + x3 + 1 24 x24 + x4 + x3 + x+ 1
2.4.2 Circular Autocorrelation Function and Magnitude Spectrum
The circular autocorrelation function of a periodic sequence x[n] can be defined as [22]
rxx[n] =
1
L
L−1∑
k=0
x[k]x[n+ k]
=
1
L
L−1∑
k=0
x[k]x[k − n]
=
1
L
(
x[n] x[−n]), (2.28)
where the symbol  denotes circular convolution and L is the length of the sequence
in samples. The scale factor 1/L is included in this definition because it yields simpler
expressions in the incoming analysis. In addition, it is assumed for the following deriva-
tions that the MLS is filled with 1’s and −1’s instead of 0’s and 1’s. To do this, after
generating the sequence using equation (2.23), all 0’s must be replaced by 1’s and all
1’s must be replaced by −1’s. Alternatively, this transformation can be done applying
bn = (−1)an , where an represents the original sequence and bn the new one. In this
way, instead of the linear recurrence defined in equation (2.23), the sequence can also
be synthesized with the following recurrence,
bn+m = (−1)an+m = (−1)c0an+c1an+1+···+cm−1an+m−1
=
m−1∏
i=0
(−1)cian+i =
m−1∏
i=0
bn+i. (2.29)
The resulting sequence is usually known as a symmetrical MLS. Schroeder shows in
[16] a very interesting property of this notation that follows from the result obtained
when multiplying term by term the same symmetrical MLS sequence with one of the
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sequences shifted a certain amount of samples with respect to the other:
dk = bkbk+n =
m−1∏
i=0
bk+i
m−1∏
i=0
bk+n+i =
m−1∏
i=0
bk+ibk+n+i =
m−1∏
i=0
dk+i = bk+s. (2.30)
The last step is the result of comparing the second last step with equation (2.29), i. e. dk
follows the same recurrence as bn. In conclusion, the resulting sequence of multiplying
a symmetrical MLS, bk, with a shifted version of itself, bk+n, is the very same sequence
with an arbitrary shift s, bk+s.
The following postulate, stated by Golomb in [17], expresses another very important
feature of MLS sequences:
Postulate 1. In any MLS, the number of −1’s and 1’s is 2m/2 = 2m−1 and 2m/2−1 =
2m−1 − 1, respectively.
This means that when counting the total number of 1’s and −1’s over the sequence
there is one extra −1. This unbalance is caused because the m-sequence is synthesized
from GF∗(2m), i. e. the m-tuple “all zeros” is not included, so a possible 0 is discarded,
which in terms of symmetrical MLS corresponds to one less 1.
These properties simplify considerably the calculation of the autocorrelation function
of a symmetrical MLS,
rxx[n] =
1
L
L−1∑
k=0
bkbn+k =

1
L
L−1∑
k=0
b2k =
1
L
L−1∑
k=0
1 =
L
L
= 1 n = 0
1
L
L−1∑
k=0
dk =
1
L
L−1∑
k=0
bk+s = − 1
L
n 6= 0
=
L+ 1
L
δ[n]− 1
L
. (2.31)
Of special interest is the autocorrelation when the length of the sequence tends to
infinity, as it yields a delta function,
lim
L→∞
rxx[n] = lim
L→∞
(
L+ 1
L
δ[n]− 1
L
)
= δ[n]. (2.32)
This is a very important property because it means that the sequence is highly uncor-
related with other time-shifted versions of itself and most likely, it makes this sequence
uncorrelated to other kinds of signals (although the circular crosscorrelation function
should be performed to ensure that). This is the key idea that the deconvolution
method of this kind of excitation signals exploits. A detailed description about it is
presented in section 3.3
On the other hand, the magnitude spectrum of a sequence can be obtained through
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the DFT of the autocorrelation function:
DFT {rxx[n]} = DFT
{
1
L
(
x[n] x[−n])}
=
1
L
X[k] ·X[−k] = 1
L
X∗[−k] ·X[−k]
=
1
L
∣∣X[−k]∣∣2 = 1
L
∣∣X[k]∣∣2. (2.33)
Then, the magnitude spectrum of a symmetrical MLS is
∣∣X[k]∣∣2 = L ·DFT {rxx[n]} = L ·DFT{L+ 1
L
δ[n]− 1
L
}
= L
(
L+ 1
L
− L
L
δ[k]
)
= L+ 1− Lδ[k]
=
{
1 k = 0,
L+ 1 = 2m k 6= 0. (2.34)
Therefore, as anticipated at the beginning of section 2.4, the magnitude spectrum of
an MLS is surprisingly flat except for a minor DC error.
2.5 Inverse Repeated Sequence
2.5.1 Synthesis of IRS
An inverse repeated sequence (IRS) is based on an MLS of period L = 2m − 1. The
total length of the sequence is twice the one of the used MLS, i. e. 2L. This is what the
term repeated stands for. On the other hand, the term inverse has to do with the way
how this repetition is performed. Stan et al. define in [23] the relation between an IRS
sequence and its corresponding MLS sequence:
irs[n] =
{
mls[n] if n is even, 0 ≤ n < 2L,
−mls[n] if n is odd, 0 < n < 2L. (2.35)
In this way, the resulting sequence has a symmetric waveform, i. e. the second half of
the period is the first half but inverted. To illustrated this, two periods of an MLS
sequence of order m = 3 and the corresponding IRS sequence are shown in figure 2.14.
This symmetry is an important feature for reducing distortion effects.
Like an MLS, an IRS excites the “entire” frequency range uniformly along its period,
see spectrogram shown in figure 2.15. The word “entire” is in quotation marks because
not all the spectral lines are actually excited, only the odd samples of the spectrum, as
will be shown in the following section.
2.5 Inverse Repeated Sequence 25
Samples
W
av
ef
or
m
MLS IRS
0 1 2 3 4 5 6 7 8 9 10 11 12 13
−1
−0.5
0
0.5
1
Figure 2.14: Waveform of an IRS sequence and two consecutive periods of the correspond-
ing MLS. The total length of the IRS sequence is 14 samples. The even samples of
the IRS and the MLS sequences are the same whereas the odd samples of the IRS
are inverted with respect to the MLS ones. The second half of the period of the
IRS sequence (samples from 7 to 13) corresponds to the first half (samples from 0
to 6) but inverted.
Figure 2.15: Spectrogram of an IRS signal. Like MLS signals, the energy is uniformly
spread in time and frequency.
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2.5.2 Circular Autocorrelation Function and Magnitude Spectrum
In order to calculate the spectrum, let us redefine an IRS sequence by means of the
following equation
irs[n] = (−1)n ·mls2[n] 0 ≤ n < 2L, (2.36)
where mls2[n] is a sequence with two periods of the original MLS. Although we have
seen that the spectrum of an MLS is completely flat (except for the DC component),
the spectrum of two periods of an MLS is slightly different:
MLS2[k] =
2L−1∑
n=0
mls2[n]e−j
2pikn
2L
=
L−1∑
n=0
mls[n]e−j
2pikn
2L +
2L−1∑
n=L
mls[n]e−j
2pikn
2L
=
L−1∑
n=0
mls[n]e−j
2pikn
2L +
L−1∑
i=0
mls[i]e−j
2pik(i+L)
2L
=
(
1 + e−j
2pikL
2L
) L−1∑
n=0
mls[n]e−j
2pikn
2L
=
(
1 + e−jpik
) L−1∑
n=0
mls[n]e−j
2pin
L
k
2
=
(
1 + (−1)k
)
·MLS[k/2]
=
{
2 ·MLS[k/2] if k is even,
0 otherwise.
(2.37)
Thus, the effect of computing the DFT over two periods instead of one yields half the
spectral lines equal to zero (the odd samples) and the rest take twice the values of the
spectrum of a single period sequence.
Finally, using equation (A.5) from appendix A.3, which states that a sequence mul-
tiplied by (−1)n gets its spectrum shifted half of the period, the spectrum of an IRS
sequence can be found as follows
IRS[k] = DFT {(−1)n ·mls2[n]}
= MLS2[k − L]
=
0 if k is even2 ·MLS [k − L
2
]
if k is odd.
(2.38)
Note that the criterion of samples has been flipped with respect to equation (2.37).
This is because L = 2m − 1 is odd, so an odd number of k is needed in order to make
k − L even,4 which corresponds to the non-zero values of equation (2.37).
4The sum or subtraction of two odd numbers is always an even number.
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As previously anticipated at the beginning of section 2.5, not all the frequency com-
ponents are excited, only the odd samples of the spectrum. In fact, all the non-zero
spectral lines have twice the value of the MLS spectrum, which means a factor of four in
terms of the square of the magnitude spectrum. Note that the sample that corresponds
to the DC component is not excited in the IRS spectrum as it is an even sample. How-
ever, the DC singularity of the MLS spectrum is shifted to k = L, i. e. the sample that
cancels the argument of MLS[(k − L)/2] in equation (2.38). Hence, if a symmetrical
MLS sequence (filled with 1’s and −1’s) is used to synthesize the IRS sequence, the
specific values of the square of the IRS magnitude spectrum are
∣∣IRS[k]∣∣2 =

0 if k is even,
4× 1 = 4 if k = L,
4× 2m = 2m+2 otherwise.
(2.39)
Figure 2.16 illustrates the close relation between the magnitude spectra of IRS and
MLS sequences.
|M
L
S
[k
]|2
[d
B
]
k
k
|IR
S
[k
]|2
[d
B
]
0 2 4 6 8 10 12
0 1 2 3 4 5 6
0
5
10
15
20
0
5
10
Figure 2.16: Comparison between the magnitude spectra of IRS and MLS sequences.
The MLS sequence has order m = 3. Its magnitude spectrum is shown at the top
panel. Its DC component equals unity and the rest of components equal 23 = 8.
In logarithmic scale this corresponds to 0 dB and 9 dB, respectively. The IRS
magnitude spectrum is plotted at the bottom panel. The DC singularity has been
shifted to k = L = 23 − 1 = 7. The specific values of the magnitude spectrum are
6 dB for k = 7 and 15 dB for the rest of samples. This is indeed 6 dB more than
the MLS spectrum.
Equation (2.33) on page 24 reveals the relation between the circular autocorrelation
function of a sequence and its magnitude spectrum. From this equation, it is easy to see
that the circular autocorrelation function of a sequence can be retrieved by inversely
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transforming the square of its magnitude spectrum divided by the total number of
samples L:
rxx[n] =
1
L
IDFT
{∣∣X[k]∣∣2} = 1
L
(
1
L
L−1∑
k=0
∣∣X[k]∣∣2e j 2piknL ) . (2.40)
As the total number of samples of an IRS sequence is denoted by 2L, the circular
autocorrelation function of an IRS sequence can be found by inserting equation (2.38)
into equation (2.40) as follows
rxx[n] =
1
2L
(
1
2L
2L−1∑
k=0
∣∣IRS[k]∣∣2e j 2pikn2L )
=
1
4L2
2L−1∑
k=0
k odd
∣∣∣∣2 ·MLS [k − L2
]∣∣∣∣2 e j 2pikn2L
=
4
4L2
2L−1∑
k=0
k odd
∣∣∣∣MLS [k − L2
]∣∣∣∣2 e j 2pikn2L
=
1
L2
2L−1∑
k=0
k odd
∣∣∣∣MLS [k − L2
]∣∣∣∣2 e j 2pikn2L . (2.41)
All the spectral lines of the magnitude squared of a symmetrical MLS are equal to 2m
except for k = L, which is equal to 1. If all terms were the same, the solution to this
sum would be easily transformed into a geometric series. Instead, the sought solution
can be found by calculating the geometric series and afterwards correcting it. This
correction consists in subtracting the extra term included in the geometric series and
adding the right value of the spectrum for k = L:
rxx[n] =
1
L2
( 2L−1∑
k=0
k odd
2me j
2pikn
2L − 2m e j 2piLn2L + 1 e j 2piLn2L
)
.
︸ ︷︷ ︸
“geometric series”
︸ ︷︷ ︸
extra term
︸ ︷︷ ︸
missing term
k = L k = L
(2.42)
The sum is denoted as “geometric series” in quotation marks because a slight transfor-
mation of its index k, which only takes odd numbers, is needed before it can be solved
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as a real geometric series5,
2L−1∑
k=0
k odd
2me j
2pikn
2L =
{
k = 2k′ + 1
}
=
L−1∑
k′=0
2me j
2pi(2k′+1)n
2L
=
L−1∑
k′=0
2me j
2pi2k′n
2L e j
2pin
2L = 2me j
pin
L
L−1∑
k′=0
e j
2pik′n
L
= 2me j
pin
L
1− e j 2piLnL
1− e j 2pinL
= 2me j
pin
L
e jpin
e j
pin
L
e−jpin − e jpin
e−j
pin
L − e jpinL
= 2me jpin
−2j sin(pin)
−2j sin(pin/L) = 2
me jpin
sin(pin)
sin(pin/L)
. (2.43)
With this result and the definition L = 2m − 1, equation (2.42) can be resumed as
follows
rxx[n] =
1
L2
(
2me jpin
sin(pin)
sin(pin/L)
− 2m e j 2piLn2L + 1 e j 2piLn2L
)
=
e jpin
L2
(
2m
sin(pin)
sin(pin/L)
− 2m + 1
)
=
(−1)n
L2
(
(2m − 1 + 1) sin(pin)
sin(pin/L)
− (2m − 1)
)
=
(−1)n
L2
(
(L+ 1)
sin(pin)
sin(pin/L)
− L
)
. (2.44)
This expression can be further simplified taking into account that the ratio between
the sine functions is zero for any value of n different from 0 and L. Besides, the result
of this division when n equals either 0 or L can be found using Hoˆpital’s rule:
lim
n→0,L
sin(pin)
sin(pin/L)
= lim
n→0,L
pi cos(pin)
pi
L cos(pin/L)
= L. (2.45)
Therefore, the circular autocorrelation function of a symmetrical IRS sequence is
rxx[n] =

1
L2
(
(L+ 1)L− L
)
=
1
L
(L+ 1− 1) = 1 n = 0,
−1
L2
(
(L+ 1)L− L
)
=
−1
L
(L+ 1− 1) = −1 n = L,
(−1)n
L2
(
(L+ 1)0− L
)
= −(−1)
n
L
otherwise
=
L+ 1
L
(
δ[n]− δ[n− L]
)
− (−1)
n
L
. (2.46)
An example is shown in figure 2.17. At first glance, the second peak of the autocorre-
5The general solution of a geometric series can be found in appendix A.4.
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Figure 2.17: Circular autocorrelation function of an IRS sequence. The used MLS se-
quence has order m = 4. Thus, the period of the IRS sequence is 2L = 2 · (24−1) =
30 samples long. This is also the period of its autocorrelation function. The second
peak of the autocorrelation function is a consequence of the symmetric waveform
of the IRS sequence. According to equation (2.47), the small fluctuations can be
reduced by increasing the length of the sequence.
lation function can be surprising. However, it is just a consequence of the symmetry
of the IRS waveform. In other words, as the second half of the period is an inverted
version of the first half, the correlation between an IRS sequence and the very same
sequence shifted half the period yields the same result as the correlation of the sequence
with itself, but with its sign changed.
Similarly to MLS sequences, the autocorrelation approaches a delta function at the
origin and an inverted delta function at the middle of the period with increasing the
number of samples of the sequence,
lim
L→∞
rxx[n] = δ[n]− δ(n− L). (2.47)
This means that the sequence is highly uncorrelated with shifted versions of itself
except for a shift equal to half the period. This is the main property exploited in the
deconvolution method of this kind of excitation signal.
Chapter3
Deconvolution Methods
3.1 Classical Approach
The output of a time-invariant linear system is analytically determined by the con-
volution of the input signal with the system’s impulse response (IR),
y(t) = x(t) ∗ h(t), (3.1)
where x(t) and y(t) are respectively the input and output signals and h(t) represents
the IR, which entirely characterizes the system in the time domain.
Frequently, problems are faced in the frequency domain because it simplifies the
analysis, e. g. a convolution in the time domain is equivalent to a multiplication in
the frequency domain. This is done by Fourier transforming the time signal, which is
usually referred to as spectrum. In this way, the output spectrum of a linear system is
simply the multiplication of the input and the IR spectra,
Y (f) = X(f) ·H(f), (3.2)
where X(f) and Y (f) denote the Fourier transforms of the input and the output signals
and H(f) is the spectrum of the IR, i. e. the so-called transfer function (TF) of the
system.
In principle, any excitation signal that fulfills the general premises described in sec-
tion 2.1 could be used for the determination of the IR and the TF of a linear system.
In fact, it is easy to see from equation (3.2) that the simple division of the output and
the input spectra yields the TF of the system,
H(f) =
Y (f)
X(f)
. (3.3)
Then, the inverse Fourier transform (IFT) of this ratio retrieves the corresponding IR.
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Alternatively, the system’s IR can directly be obtained in the time domain when the
output signal is deconvolved with the so-called inverse filter, f(t). If equation (3.3) is
rewritten as a product of two functions instead of a division, the filter that can easily
retrieve the IR of the system in the time domain must be a signal whose spectrum
corresponds to the inverse spectrum of the excitation signal,
H(f) = Y (f) · 1
X(f)

h(t) = y(t) ∗ f(t)
 f(t) = IFT
{
1
X(f)
}
. (3.4)
In practice, any measurement might be affected by extraneous noise, distortion, etc.
but the presented classical approaches for the determination of an IR do not usually
minimize these disturbing incidents. The pursuit of a better understanding and, if
possible, a reduction of them thrusts to seek for alternative deconvolution methods.
The following sections 3.2 and 3.3 present two different deconvolution methods. The
foundations of these methods precisely exploit the main characteristics of the corre-
sponding excitation signals to be used with: the time-reversed filter technique is espe-
cially suitable for sweep signals, whereas the circular crosscorrelation technique rather
befits MLS and IRS sequences.
3.2 Time-reversed Filter Technique
Most of the deconvolution methods found in relevant literature regarding sweep sig-
nals involve the use of a time-reversed version of the excitation signal. In [10], Mu¨ller
and Massarani only suggest to deconvolve the measured response of the system with
a time-reversed version of the excitation signal when the latter is a LIN sweep. This
is due to the fact that LIN sweeps are regarded as ‘white’ signals. Other authors as
Farina in [9] and Stan et al. in [23], describe the deconvolution process of LOG sweeps
with a time-reversed excitation signal followed by a magnitude spectrum correction,
which is by the way defined differently by each author though both are theoretically
equivalent. The following paragraphs will try to unite all these different definitions and
to show that they are more or less equivalent to a certain extent.
Let us start examining the deconvolution of a measured signal at the output of a
DUT with a time-reversed version of the excitation signal. This indeed corresponds to
the crosscorrelation between the output and the input of the DUT. In the frequency
domain, this deconvolution process leads to the following result
FT {y(t) ∗ x(−t)} = FT {x(t) ∗ x(−t) ∗ h(t)}
= FT {x(t)} ·FT {x(−t)} ·FT {h(t)}
= X(f) ·X(−f) ·H(f)
= X(f) ·X∗(f) ·H(f)
= |X(f)|2 ·H(f). (3.5)
If the spectrum of the excitation signal were perfectly flat, i. e. a pure ‘white’ spectrum,
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the presented result would correspond to a scaled version of the system’s TF. Equiv-
alently in the time domain, the convolution of the output signal with a time-reversed
version of the input signal would yield a scaled version of the IR. This is sometimes
enough for certain applications.
However, sweep signals do not have a perfectly flat spectrum over the entire frequency
range. As explained in section 2.2.2, a LIN sweep synthesized in the frequency domain
with a perfectly flat spectrum yields too many contaminating effects in the time do-
main. In particular, the ‘wrap around’ effect busts the time-frequency correspondence.
Despite that a guideline has been given in order to reduce these artifacts and to flatten
its magnitude spectrum, the latter will never be perfectly flat. On the other hand, the
spectrum of a LOG sweep is ‘pink’ rather than ‘white’.
Although the spectrum of sweep signals inhibits the use of a simple time-reversed
version of the excitation signal in order to estimate the IR of a system, a filter can be
designed to compensate for it. If the TF is isolated from equation (3.5),
H(f) =
FT {y(t) ∗ x(−t)}
|X(f)|2 =
Y (f) ·X(−f)
|X(f)|2 = Y (f) ·
X(−f)
|X(−f)|2 , (3.6)
the sought filter can be identified after inversely transforming the latter equation
h(t) = y(t) ∗ IFT
{
X(−f)
|X(−f)|2
}
︸ ︷︷ ︸
ftr(t)
= y(t) ∗ ftr(t), (3.7)
where ftr(t) is the time-reversed filter that can retrieve the IR of the system indepen-
dently whether the excitation signal has a perfectly flat spectrum or not. It is easily
implemented in the frequency domain by means of the time-reversed excitation signal.
The comparison of equations (3.4) and (3.7) reveals a certain similarity between the
time-reversed and the inverse filters. In fact, they are exactly the same filter,
ftr(t) = IFT
{
X(−f)
|X(−f)|2
}
= IFT
{
X∗(f)
|X(f)|2
}
= IFT
{
X∗(f)
X(f)X∗(f)
}
= IFT
{
1
X(f)
}
= f(t). (3.8)
Therefore, the inverse filter is indeed a magnitude-corrected version of the time-reversed
excitation signal and, more importantly, the convolution of the measured signal with
this filter is a sort of crosscorrelation between them that yields the desired IR. This
interpretation will be very important in chapters 4 and 5 in order to understand the
effects of distortion and noise in real measurements.
Nevertheless, the deconvolution method of sweep signals using the inverse filter is
not new. The key point is the time-frequency correspondence. For this reason, great
care must be taken when implementing this filter in the frequency domain by means of
the DFT: a multiplication in the frequency domain yields a circular convolution in the
time domain instead of what in contrast is needed in this case, a linear convolution.
This is because the discrete implementation of the Fourier transform assumes that
the signal to be transformed is periodically repeated. In other words, each frequency
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component is excited every period instead of a unique instant of time, which ruins the
time-frequency correspondence. The differences of using circular or linear convolution
are further discussed in chapter 4.
3.3 Circular Crosscorrelation Technique
In contrast with sweep signals, MLS and IRS sequences come out with their most
important properties when they are treated as periodic signals. In this case, the use of
circular convolution and the DFT is totally suitable.
Alternatively to the classical methods of measuring the IR via spectral division or the
inverse filter of the input signal, some excitation signals can be used together with the
crosscorrelation function between the output and the input signals of a system in order
to estimate the sought IR. It is not strange that the system’s IR plays an important
role in the crosscorrelation function, since the output and the input signals of a linear
system are directly related by means of it. Analytically, the circular crosscorrelation
function and the IR of the DUT are interrelated as follows
ryx[n] =
1
L
(
y[n] x[−n]) = 1
L
(
x[n] h[n] x[−n])
=
1
L
(
x[n] x[−n]) h[n] = rxx[n] h[n]. (3.9)
This means that the circular crosscorrelation function yields the IR of the DUT when
the circular autocorrelation of the periodic excitation signal equals a delta function.
Since the DFT of the circular autocorrelation function is proportional to the square of
the magnitude spectrum, see equation (2.33) on page 24, a signal whose autocorrelation
function is proportional to a delta function is a pure ‘white’ signal, i. e. a signal whose
spectrum is perfectly flat.
As shown in sections 2.4.2 and 2.5.2, the circular autocorrelation of MLS and IRS
sequences is not exactly an ideal impulse. This biases the IR estimated by means of the
crosscorrelation technique. If equation (2.31) on page 23 is inserted into equation (3.9),
the bias introduced by an MLS sequence can be found as follows
ryx[n] =
(
L+ 1
L
δ[n]− 1
L
) h[n] = L+ 1
L
(
h[n] δ[n])−h[n] 1
L
=
L+ 1
L
h[n]− 1
L
L−1∑
n=0
h[n] =
L+ 1
L
h[n]− 1
L
H[0], (3.10)
where H[0] is the DC component of the system’s TF. Thus, MLS sequences bias the IR
with a scale factor and a certain offset. Both depend on the length L of the excitation
sequence but the offset is also influenced by the system’s TF.
On the other hand, the bias introduced by IRS sequences is a little bit more compli-
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cated to determine:
ryx[n] =
(
L+ 1
L
(
δ[n]− δ[n− L]
)
− (−1)
n
L
) h[n]
=
L+ 1
L
(
δ[n]− δ[n− L]
) h[n]− (−1)n
L
 h[n]
=
L+ 1
L
(
h[n]− h[n− L]
)
− 1
L
(−1)n  h[n]. (3.11)
In this case, not only an estimate of the sought IR is obtained but also an inverted
replica which is shifted half the period of the IRS sequence, i. e. L samples. Both of
them are scaled by the same term (L + 1)/L, as the MLS sequences. However, the
last term of equation (3.11) is not a simple offset as it was in equation (3.10) for MLS
sequences. As shown in appendix A.3, the spectrum of the sequence (−1)n is a delta
function shifted half the length of the sequence. Since a convolution in the time domain
yields a multiplication in the frequency domain, the last term of the previous equation
can be further simplified as follows:
1
L
(−1)n  h[n] = 1
L
IDFT {DFT {(−1)n} ·DFT {h[n]}}
=
1
L
IDFT {δ[k − L] ·H[k]}
=
1
L
H[L] · IDFT {δ[k − L]}
=
1
L
H[L](−1)n. (3.12)
Hence, the circular crosscorrelation function of a linear system excited with an IRS
sequence equals
ryx[n] =
L+ 1
L
(
h[n]− h[n− L]
)
− 1
L
H[L](−1)n, (3.13)
where H[L] is the L’th spectral line of the TF. Note that the last term of this equation
is not constant, it changes its sign every sample. At first glance, it could seem that the
IR becomes a complex function because of the a priori complex term H[L]. However,
it is easy to see that the latter is a real number,
H[k] = DFT {h[n]} =
2L−1∑
n=0
h[n]e−j
2pikn
2L
↪→ H[L] =
2L−1∑
n=0
h[n]e−j
2piLn
2L =
2L−1∑
n=0
h[n]e−jpin =
2L−1∑
n=0
(−1)nh[n] ∈ R. (3.14)
The presented biases cannot be totally compensated for, because part of the error
introduced to the estimate of the IR depends on the IR itself, which is a priori unknown.
However, as shown in chapter 2, the circular autocorrelation function of MLS and IRS
sequences approaches a delta function with increasing the length of the sequences. This
particularly holds when measuring long impulse responses such as the ones analyzed in
architectural acoustics. In the limit when the length of the sequence tends to infinity,
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the presented circular crosscorrelation functions yield the following results:
lim
L→∞
ryx[n] =

h[n] for MLS,
h[n]− h[n− L] for IRS.
(3.15)
In practice, the longer the MLS or IRS sequence the lesser the bias introduced in the
estimate of the IR.
At this point, it is important to remember that the deconvolution method associated
to MLS and IRS sequence relies on the fact that they are periodic sequences. Thus,
the result of this deconvolution process is a periodic IR. This means that if the length
of the excitation signal is not long enough, the resulting estimate of the IR will be
contaminated by the ‘wrap around’ effect. Furthermore, it has been shown that the
circular crosscorrelation function of a system excited with an IRS sequence yields an
inverted replica of the desired IR. This replica is shifted L samples with respect to the
original one. Thus, the length of an IRS sequence (2L) should be at least twice the
duration of the IR in order to avoid an overlap between the sought IR and its replica.
In conclusion, the parameter L must be at least as long as the number of samples of
the system’s IR.
Chapter4
Theoretical Analysis and
Simulations
4.1 General Considerations
The aim of this chapter is to analyze the sensitivity to noise, distortion and time-
variance of the deconvolution methods presented in the previous chapter. This is done
by means of simulations where all disturbing incidents are under control and thus, their
influence can be evaluated separately.
In measurements related to architectural acoustics, the DUT is often excited through
a loudspeaker and the corresponding response of the DUT is picked up by a micro-
phone. When the latter is properly chosen according to the measurement setup and
the frequency range of interest, the microphone does not represent a weak point on the
measurement chain. For this reason, its influence is omitted in the following analysis.
The scenario considered is therefore reduced to the loudspeaker and the corresponding
acoustical space under test.
As explained by Farina in [9], the loudspeaker can be regarded as the main source of
distortion, and accordingly it can be analytically described by means of Volterra ker-
nels instead of the classical IR of a linear system. However, the simulations require a
specific nonlinear model of the loudspeaker beyond the mathematical description given
by Volterra series. A scheme of the entire model used for the simulations is shown in
figure 4.1. The loudspeaker is a cascaded system consisting of a short impulse response,
ha[n], and a memoryless nonlinear system. A complete description of memoryless non-
linear systems is presented in section 4.2.1. On the other hand, the DUT is simply
modeled as a pure linear system with a rather long IR, hb[n], followed by an additive
noise source. The latter models the extraneous noise present in the acoustical space
under test that contaminates the measurement.
According to this model, the signal measured at the microphone position, y[n], can
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Nonlinear
System hb[n]
x[n]
xd[n]
+
m[n]
y[n]ha[n]
xa[n]
Loudspeaker DUT
yd[n]
Figure 4.1: Scheme of the model used to analyze the effects of noise and distortion in real
measurements. It is assumed that the main source of distortion is the loudspeaker,
whereas most of the extraneous noise disturbing the measurement is present in the
acoustical space under test.
be interpreted as the sum of two contributions: a distorted version of the excitation
signal that contains information about the DUT, yd[n], and extraneous noise, m[n].
This is,
y[n] = xd[n] ∗ hb[n] +m[n] = yd[n] +m[n]. (4.1)
The influence of these two contributions on the measured IR is analyzed in sections 4.2
and 4.3, respectively. On the other hand, the effects of time-variance are investigated
in section 4.4
4.2 Distortion
Before proceeding to analyze the effects of distortion in real measurements, the follow-
ing two sections give an introduction to nonlinear systems and describe the nonlinear
model used to simulate the loudspeaker. Afterwards, the total harmonic distortion
measure is presented in section 4.2.3. This parameter is used to quantify the degree of
distortion introduced by the simulated model. Finally, the results of the simulations
are shown in sections 4.2.4 and 4.2.5.
4.2.1 Weakly Nonlinear Systems without Memory – Power Series
The analytical description of nonlinear systems is not trivial. In general, the specific
relation between the input and the output signals of such a system is unknown and
difficult to determine accurately. In particular, the output of a memoryless nonlinear
system is simply a function of the actual value of the input. The problem is that this
function is very characteristic of each system, which makes the analysis of distortion in
a general way difficult. Nevertheless, the discipline of calculus provides an alternative
point of view: the expansion of functions in power series. According to Asmar in [24],
a power series of a function f(x) centered at x = x0 can be presented by a summation
of the following form:
f(x) = d0 + d1(x− x0) + d2(x− x0)2 + . . . =
∞∑
k=0
dk(x− x0)k, (4.2)
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where x must belong to the set of values for which the series converges.1
In principle, a power series implies an infinite summation, but in practice, the summa-
tion is truncated. This leads to an approximation of the function f(x). It is important
to keep in mind that the resulting approximation is better when the values of x stay
relatively close to x0. That is why this approach to nonlinearities is in general suitable
for weakly nonlinear systems.
A nonlinear system distorts its input signal yielding new frequency components at
the output of the system. The characterization of nonlinearities by means of power
series can illustrate this effect very easily. Let us analyze the output of the nonlinear
system f(x) = x2 when the input signal is composed of two incoherent pure tones:
x(t) = A1 cos (2pif1t+ ϕ1) y(t) =
(
A1 cos (2pif1t+ ϕ1)f(x) = x2
+ A2 cos (2pif2t+ ϕ2) + A2 cos (2pif2t+ ϕ2)
)2
If the expression of y(t) is further developed,
y(t) = A21 cos
2 (2pif1t+ ϕ1) +A22 cos
2 (2pif2t+ ϕ2)
+ 2A1A2 cos (2pif1t+ ϕ1) cos (2pif2t+ ϕ2)
= A21
(
1
2
+
1
2
cos (2pi2f1t+ 2ϕ1)
)
+A22
(
1
2
+
1
2
cos (2pi2f2t+ 2ϕ2)
)
+A1A2
(
cos
(
2pi (f1 − f2) t+ ϕ1 − ϕ2
)
+ cos
(
2pi (f1 + f2) t+ ϕ1 + ϕ2
))
=
A21 +A
2
2
2
+
A21
2
cos (2pi2f1t+ 2ϕ1) +
A22
2
cos (2pi2f2t+ 2ϕ2)
+A1A2 cos
(
2pi (f1 − f2) t+ ϕ1 − ϕ2
)
+A1A2 cos
(
2pi (f1 + f2) t+ ϕ1 + ϕ2
)
. (4.4)
As can be seen, the output has a DC offset, the second harmonics 2f1 and 2f2 (harmonic
distortion) and the intermodulation frequencies f1 − f2 and f1 + f2 (intermodulation
distortion). Generally, the number of new spectral components increases with the order
of the nonlinearity.
4.2.2 Weakly Nonlinear Systems with Memory – Volterra Series
Nonlinear systems without memory do not completely describe the nonlinear behavior
of many real systems. In fact, most of causal systems have memory, i. e. not only the
actual value of the input determines the output of the system, but the previous ones as
well. The memory of a linear system is taken into account when convolving the IR of
the system with the input signal. The Volterra series extends the convolution beyond
the linear instantaneous relationship. According to [20], the Volterra expansion can be
1A particular example of a power series is a Taylor series. In this case, the coefficients dk are equal
to f (k)(x0)/k!, where f
(k)(x0) represents the k’th derivative of f(x) evaluated at x = x0.
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defined as follows
y(t) =
∞∫
−∞
h1(τ)x(t− τ)dτ +
∞∫
−∞
∞∫
−∞
h2(τ1, τ2)x(t− τ1)x(t− τ2)dτ1dτ2
+
∞∫
−∞
∞∫
−∞
∞∫
−∞
h3(τ1, τ2, τ3)x(t− τ1)x(t− τ2)x(t− τ3)dτ1dτ2dτ3 + . . . , (4.5)
where hi(τ1, . . . , τi) is the i’th order Volterra kernel and x(t) and y(t) are the input and
output signals of the nonlinear system. As can be seen, the first term of the series is
a simple convolution of the excitation signal with the first order Volterra kernel, i. e. it
corresponds to the linear response of the system. Indeed, the first order Volterra kernel
is the IR of the entire system under test. Note that if the system were perfectly linear,
the Volterra kernels of second and higher orders would be zero. Instead, equation (4.5)
shows that each order of distortion of a nonlinear system contributes to the output
with a sort of i-dimensional convolution between the excitation signal and the i’th
order Volterra kernel.
In practice, this definition is implemented in the discrete domain. The discrete
version of the Volterra series can easily be obtained by substituting the integrals for
summations and the continuous functions for the corresponding discrete ones (this is
denoted by exchanging round brackets for square brackets),
y[n] =
∞∑
τ1=−∞
h1[τ1]x[n− τ1] +
∞∑
τ1=−∞
∞∑
τ2=−∞
h2[τ1, τ2]x[n− τ1]x[n− τ2]
+
∞∑
τ1=−∞
∞∑
τ2=−∞
∞∑
τ3=−∞
h3[τ1, τ2, τ3]x[n− τ1]x[n− τ2]x[n− τ3] + . . .
= y1[n] + y2[n] + y3[n] + . . . , (4.6)
where hi[τ1, . . . , τi] and yi[n] are the discrete i’th order Volterra kernel and its corre-
sponding output contribution.
At this point we can try to match this mathematical description with the model
presented in figure 4.1. As mentioned previously, the loudspeaker is modeled with an
IR followed by a memoryless nonlinear system. According to section 4.2.1 and assuming
that the excitation signal has no significant offset, the distorted signal xd[n] emitted by
the loudspeaker can be estimated by means of a power series centered at x0 = 0:
xd[n] =
∞∑
k=1
dk (xa[n])
k , (4.7)
where xa[n] is the signal at the entrance of the memoryless nonlinear system. Note that
unlike equation (4.2), the summation starts at k = 1. The 0’th term of the series, d0, is
neglected because it is just a constant, i. e. it does not provide any relevant information
about the transformation suffered by the input signal after going through the nonlinear
system.
The mentioned expansion of the convolution beyond the linear relationship is ob-
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tained from equation (4.7) when substituting xa[n] by the convolution of the excitation
signal x[n] with the IR of the loudspeaker ha[n]:
xd[n] =
∞∑
k=1
dk (x[n] ∗ ha[n])k
= d1(x[n] ∗ ha[n]) + d2(x[n] ∗ ha[n])2 + d3(x[n] ∗ ha[n])3 + . . .
= d1
∑
∀τ1
ha[τ1]x[n− τ1] + d2
∑
∀τ1
ha[τ1]x[n− τ1]
 ·
∑
∀τ2
ha[τ2]x[n− τ2]

+ d3
∑
∀τ1
ha[τ1]x[n− τ1]
 ·
∑
∀τ2
ha[τ2]x[n− τ2]
 ·
∑
∀τ3
ha[τ3]x[n− τ3]
+ . . .
=
∑
∀τ1
d1ha[τ1]︸ ︷︷ ︸
k1[τ1]
x[n− τ1] +
∑
∀τ1
∑
∀τ2
d2ha[τ1]ha[τ2]︸ ︷︷ ︸
k2[τ1,τ2]
x[n− τ1]x[n− τ2]
+
∑
∀τ1
∑
∀τ2
∑
∀τ3
d3ha[τ1]ha[τ2]ha[τ3]︸ ︷︷ ︸
k3[τ1,τ2,τ3]
x[n− τ1]x[n− τ2]x[n− τ3] + . . . , (4.8)
where ki[τ1, . . . , τi] is the discrete i’th order Volterra kernel of the loudspeaker. Fig-
ure 4.2 shows the second order Volterra kernel of the loudspeaker modeled for the
simulations.
Figure 4.2: Discrete second order Volterra kernel, k2[τ1, τ2], of the weakly nonlinear loud-
speaker modeled for the simulations.
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However, the distorted signal measured at the microphone position is the convolution
of xd[n] with the IR of the DUT hb[n],
yd[n] = xd[n] ∗ hb[n] =
d1∑
∀k1
ha[k1]x[n− k1] + d2
∑
∀k1
∑
∀k2
ha[k1]ha[k2]x[n− k1]x[n− k2]
+ d3
∑
∀k1
∑
∀k2
∑
∀k3
ha[k1]ha[k2]ha[k3]x[n− k1]x[n− k2]x[n− k3] + . . .
 ∗ hb[n]
= d1
∑
∀k1
∑
∀l
hb[l]ha[k1]x[n− k1 − l]
+ d2
∑
∀k1
∑
∀k2
∑
∀l
hb[l]ha[k1]ha[k2]x[n− k1 − l]x[n− k2 − l]
+ d3
∑
∀k1
∑
∀k2
∑
∀k3
∑
∀l
hb[l]ha[k1]ha[k2]ha[k3]x[n− k1 − l]x[n− k2 − l]x[n− k3 − l]
+ . . . (4.9)
The following transformation of dummy variables,
τ1 = k1 + l, τ2 = k2 + l and τ3 = k3 + l, (4.10)
further simplifies equation (4.9) yielding,
yd[n] =
∑
∀τ1
d1
∑
∀l
hb[l]ha[τ1 − l]︸ ︷︷ ︸
h1[τ1]
x[n− τ1]
+
∑
∀τ1
∑
∀τ2
d2
∑
∀l
hb[l]ha[τ1 − l]ha[τ2 − l]︸ ︷︷ ︸
h2[τ1,τ2]
x[n− τ1]x[n− τ2]
+
∑
∀τ1
∑
∀τ2
∑
∀τ3
d3
∑
∀l
hb[l]ha[τ1 − l]ha[τ2 − l]ha[τ3 − l]︸ ︷︷ ︸
h3[τ1,τ2,τ3]
x[n− τ1]x[n− τ2]x[n− τ3]
+ . . . (4.11)
where hi[τ1, . . . , τi] is the discrete i’th order Volterra kernel of the entire system, i. e.
loudspeaker and acoustical space under test. As expected, the first order Volterra
kernel, h1[τ1], corresponds to the convolution of ha[n] with hb[n],
h1[τ1] = d1
∑
∀l
hb[l]ha[τ1 − l] =
∞∑
l=−∞
hb[l]d1ha[τ1 − l] = hb[τ1] ∗ ha[τ1], (4.12)
where the coefficient d1 has been included into ha[τ1] at the last step because it can
be interpreted as a scale factor of the loudspeaker’s IR. Indeed, the first order Volterra
kernel is the impulse response of the whole system, free of distortion. Note also that
the Volterra kernels of second and higher orders would be zero if the system were linear
(dk = 0 for k > 1). The second order Volterra kernel of the entire simulated system is
depicted in figure 4.3.
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Figure 4.3: Discrete second order Volterra kernel, h2[τ1, τ2] of the entire system modeled
for the simulations. The system consists of a loudspeaker followed by an acoustical
reverberant space.
4.2.3 Total Harmonic Distortion
There are several distortion measures for characterizing the nonlinear behavior of a
system. The distortion measure used in the incoming simulations and measurements
is the total harmonic distortion (THD). The THD expresses the ratio between the
power of the harmonic distortion products and the same power plus the power of the
fundamental frequency f0 [20],
THD(f0) =
√
nmax∑
n>1
|Y (nf0)|2√
nmax∑
n=1
|Y (nf0)|2
. (4.13)
Here Y is the output spectrum and nmax is the maximum order of distortion included
in the calculation. The THD can also be expressed as a THD level:
LTHD = 20 log (THD) . (4.14)
If, for instance, the THD is 1% this corresponds to a THD level of −40 dB, which is
considered to be inaudible in most cases.
Table 4.1 states the THD of the simulated system when the higher order of distortion
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included in the model is 3 and 5, respectively. This is basically done by tuning the values
of the distortion coefficients dk presented in equation (4.7).
Table 4.1: THD of the simulated system.
Max. order f0 [Hz] THD(%) LTHD [dB]
3 100 10.48 −19.594
3 200 7.41 −22.60
5 100 14.38 −16.85
5 200 10.12 −19.89
4.2.4 Linear and Logarithmic Sweeps
The correspondence between time and frequency distinguishes the sweep signals from
any other kind of excitation signals. This means that every frequency component sent
through the DUT reaches the output at specific instants of time that characterize
the system. Any drift from these specific arrival times can reveal the presence of
disturbing incidents during a measurement. Roughly speaking, this scan is done by
means of the linear deconvolution of the measured signal at the output of the DUT
with the inverse filter obtained from the excitation signal. As explained in section 3.2,
this deconvolution corresponds to a crosscorrelation between the output and the input
signals of the system.
In room acoustics, the measured signal at the receiver position is usually interpreted
as a set of delayed-scaled versions of the signal emitted by the loudspeaker. The de-
convolution of the measured signal with the inverse filter detects each delay that cor-
responds to each propagation path followed through the room. The resulting RIR is
composed of a first peak, i. e. the direct sound, followed by a set of reflections that
characterizes the room itself like a fingerprint. The IR of such a physical system must
be causal, i. e. no reflection can reach the receiver before the direct sound.
However, it is quite frequent that the loudspeaker used to excite the room is driven
beyond its linear operating range, and thus, it creates distortion. Assuming that the
speaker is weakly nonlinear, the instantaneous frequency of the sweep as well as the
corresponding higher order harmonics are excited at the very same time. This effect
is shown in figure 4.4 for LIN and LOG sweeps. Note also the presence of a certain
low frequency noise which is also caused by the nonlinearities of the loudspeaker. Its
nature will be discussed in what follows.
Once emitted by the loudspeaker, the higher order harmonic versions of the sweep
as well as the original sweep travel together through the room and finally reach the
receiver position with the characteristic reverberant tail of the room, see figure 4.5.
The measured signal contains the sought information about the room, but it is also
contaminated with distortion. The key point of the deconvolution process is that any
variation on the time-frequency correspondence with respect to the original sweep can
reveal the occurrence of any anomaly during the measurement. In this sense, the higher
order harmonics impinge on the microphone before than expected. Therefore, since the
inverse filter is created from the original excitation signal, i. e. free of distortion, the
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(a) LIN sweep.
(b) LOG sweep.
Figure 4.4: Example of sweeps distorted by a loudspeaker. The model includes harmonic
distortion of second and third order. The original sweeps last 6 s. The other two
curves correspond to the second and the third higher orders of distortion. The higher
the order, the steeper the curve. Note that at the bottom of the spectrogram there
is a certain low frequency noise which is also caused by the nonlinearities of the
loudspeaker.
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(a) LIN sweep.
(b) LOG sweep.
Figure 4.5: Distorted sweeps simulated at the microphone position. The model includes
harmonic distortion of second and third order. The reverberant tails make apparent
the effect of the room on the measured signal. Note that the low frequency noise
observed in figure 4.4 still persists at the microphone position.
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deconvolution of the measured signal with the inverse filter will identify these advanced
versions of the instantaneous frequency of the sweep as non-causal reflections: all higher
order harmonic distortion is pulled back before the beginning of the RIR.
Figure 4.6 shows two IRs retrieved with a LIN and a LOG sweep, respectively.
Panel (a) illustrates that LIN sweeps pull back most of the distortion before the begin-
ning of the IR. In fact, the deconvolution of the harmonic distortion with the inverse
filter yields linearly decreasing-frequency sweeps that join together at the beginning of
the IR. Intuitively, this can be understood regarding the phase correction introduced
by the inverse filter during the deconvolution process: each frequency component is
pulled back an interval of time equal to the lapse of time that the original sweep lasts
to excite this frequency.
For example, the second order of distortion shown in figure 4.5a sweeps the entire
frequency range of interest in 3 s, whereas the original linear sweep does it in 6 s. This
means that the inverse filter pulls 6 s back the higher frequencies of the second order
harmonic sweep, i. e. these spectral components appear around t = −3 s in the IR
shown in figure 4.6a. Likewise, figure 4.5a shows that the mid-frequencies of the second
order harmonic sweep and the original sweep are excited around t = 1.5 s and t = 3 s,
respectively. This shifts the mid-frequencies of the second order harmonic sweep to
t = −1.5 s in the IR shown in figure 4.6a.
On the other hand, panel (b) in figure 4.6 presents the IR retrieved using a LOG
sweep. As can be seen the distortion is distributed differently compared to the result
obtained with LIN sweeps. Each order of distortion is packed at very specific intervals
of time and, more importantly, it seems feasible to reject all distortion artifacts from
the sought linear response of the system. Farina explains in [9] that the non-causal
replicas of the resulting IR correspond to the second and the higher order Volterra
kernels of the system. Besides, he derives an expression for the time lag between the
linear response and the higher order Volterra kernel:
∆tN = T
ln(N)
ln
(
ω2
ω1
) = T ln(N)
ln
(
f2
f1
) , (4.15)
where N represents the order of distortion. For example, the time delay of the second
order Volterra kernel shown in figure 4.6b is ∆t2 = 6 ln(2)/ ln(20 kHz/20 Hz) ≈ 0.6 s.
This equation shows three important ideas:
• If the LOG sweep is long enough, the distortion artifacts can be pulled away from
the causal part of the IR.
• The time delay of each order of distortion is constant. This means that all fre-
quency components of the same order pack at the very same instant of time.
Moreover, in relation with the previous item, if the LOG sweep is long enough,
the different higher harmonic responses can be separated from each other. This
can be an interesting feature for the characterization of system’s nonlinearities.
An example is shown in figure 4.7.
• The time lag increases with the logarithm of N and thus, the higher order re-
sponses are less spaced that the lower ones.
Therefore, the sweep signals technique is potentially unique concerning distortion
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(a) LIN sweep.
(b) LOG sweep.
Figure 4.6: The effects of distortion on the IRs measured with sweep technique. The
simulation includes harmonic distortion of second and third order. LIN sweeps
seem to transform each order of distortion into a linearly decreasing-frequency sweep
whose instantaneous frequency is proportional to its order. LOG sweeps seem to
pack the different harmonic distortion orders in separate intervals of time before the
beginning of the linear IR. These higher harmonic responses appear in decreasing
order from left to right. The low frequency noise is only present in the causal part
of the IR.
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Time [ms]
IR
2nd order Volterra kernel3rd order Volterra kernel
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Figure 4.7: Volterra kernels identification. The inverse filter of a sufficiently long LOG
sweep packs the higher order Volterra kernels at different intervals of time. This is
a zoom of the IR presented in figure 4.6b.
rejection. However, an explanation for the low frequency noise present in figures 4.4, 4.5
and 4.6 is still missing. It is clear that the low frequency noise shown in figure 4.5
impinges on the microphone in the very same frequency range of the original sweep.
Hence, this noise is pulled forth to the causal part of the IR as if it were a very late
reflection of the DUT, see figure 4.6. The qualitative explanation based on higher order
harmonics cannot account for this phenomenon, it is incomplete.
Equation (4.6) splits the output of a nonlinear system into the summation of each
order Volterra kernel contribution, yi[n]. It has been shown that the first term of the
summation, y1[n], is the linear response of the system and thus, the higher order terms
correspond to the distortion artifacts measured at the receiver position. Then, if each
higher order term is separately convolved with the inverse filter, the exact contribution
of each order of distortion on the retrieved IR can be determined. Figure 4.8 shows the
result of convolving y2[n], y3[n], y4[n] and y5[n] with the inverse filter of a LIN and a
LOG sweep, respectively. Surprisingly, these simulations not only reveal the origin of
the low frequency noise but they also show that not all the harmonic distortion is pulled
back before the beginning of the IR. As can be seen, even order distortion creates the
low frequency artifacts present at the causal part of the retrieved IR, see the first and
the third rows of panels in figure 4.8. On the other hand, odd order distortion overlaps
higher order Volterra kernels with the linear IR of the system, see the second and the
forth rows of panels in figure 4.8.
These results are easier to understand if, for a moment, the loudspeaker were con-
sidered to be a pure memoryless nonlinear system. In such a case, the output of the
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(a) 2nd order, LIN sweep. (b) 2nd order, LOG sweep.
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(c) 3rd order, LIN sweep. (d) 3rd order, LOG sweep.
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(e) 4th order, LIN sweep. (f) 4th order, LOG sweep.
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(g) 5th order, LIN sweep. (h) 5th order, LOG sweep.
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Figure 4.8: Contribution of each order of distortion to the measured IR using LIN and
LOG sweeps as excitation signal. Even order distortion introduces low frequency
noise, whereas the odd orders contaminate the causal part of the IR. Note that each
order of distortion does not only excite its corresponding higher harmonic but also
its corresponding submultiples.
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loudspeaker would be proportional to the sum of the following terms:
cos2 (ϕ(t)) =
1
2
+
1
2
cos (2ϕ(t))
cos3 (ϕ(t)) =
3
4
cos (ϕ(t)) +
1
4
cos (3ϕ(t))
cos4 (ϕ(t)) =
3
8
+
1
2
cos (2ϕ(t)) +
1
8
cos (4ϕ(t))
cos5 (ϕ(t)) =
5
8
cos (ϕ(t)) +
5
16
cos (3ϕ(t)) +
1
16
cos (5ϕ(t))
... (4.16)
where ϕ(t) represents the instantaneous phase of the sweep signal. The presented
trigonometric properties show that each order of distortion not only creates a new
sweep signal whose instantaneous frequency is proportional to its order, but it also
creates sweeps whose instantaneous frequencies are proportional to submultiples of its
order. These submultiples were not included in the qualitative description given by
Farina.
In conclusion, these results show that sweep signal techniques can considerably reduce
the amount of distortion of an IR. However, the widely spread idea that LOG sweeps
can completely isolate all distortion artifacts present in the acquired IR [9, 10, 23] is
unfortunately not true. Odd orders of distortion always create replicas of the sweep
signal with the same instantaneous frequency. Thus, the inverse filter places these
replicas at the very same positions as it does for the linear response of the system.
This phenomenon occurs for both LIN and LOG sweeps. On the other hand, if a LOG
sweep is intended for analyzing the nonlinearities of a system, great care must be taken
when the system excites the 4th and above higher orders of distortion. As can be seen
in figure 4.8, the 4th and 5th orders of distortion pack replicas of their Volterra kernels
at the very same instants of time as the 2nd and 3rd orders of distortion.
Finally, it should be emphasized that these results are obtained when the signal
measured at the microphone position is linearly deconvolution with the inverse filter.
Instead, when a circular convolution is used, the time-frequency correspondence of the
sweep technique is broken. Figure 4.9 shows the IR retrieved when the response of
the system to a LIN sweep is circularly deconvolved with the inverse filter. As can be
seen, the acquired IR is affected by the ‘wrap around’ effect, i. e. the distortion artifacts
fold back into the causal part of the IR. On the other hand, the low frequency artifacts
created by the even orders of distortion are not comprised into the causal part of the IR
anymore. Furthermore, there are distortion artifacts distributed all over the retrieved
IR that were not present in the previous examples, compare to figure 4.6.
4.2.5 MLS and IRS Sequences
Different theories and qualitative descriptions have been given in the literature to
explain the effects of distortion in MLS measurements. On the one hand, Rife and Van-
derkooy described in [21] that the presence of weak nonlinearities can be approached
with sort of quadrature demodulators that randomize the phase of the distortion prod-
ucts. Based on stochastic signal processing, they conjectured that distortion should be
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Figure 4.9: The effects of using a circular convolution in sweep measurements with dis-
tortion. The retrieved IR is affected by the ‘wrap around’ effect. The low frequency
artifacts created by the even orders of distortion are not comprised into the causal
part of the IR. Other distortion artifacts arise that were not present before.
distributed uniformly all over the acquired IR. However, they also noticed that certain
experiments flatly contradicted their hypothesis.
Other authors describe the nonlinear effects on the measured IR as spurious reflec-
tions or cracking noise [9, 23, 25]. In particular, Griesinger mentions in [25] that the
position of the spurious reflections depends on the seed (initial condition) used to gen-
erate the MLS sequence. This is of special interest because it means that the distortion
artifacts might be predicted or designed to fall into certain positions and, moreover,
they might be used to characterize the nonlinearities of a system. In this sense, Thorn-
ton et al. qualitatively describes in [26] a mathematical approach based on Volterra
series and MLS sequences, though without digging in depth with the mathematics. In-
stead, Shi and Hecox present in [27] a much more detailed description based on Volterra
and Wiener kernels that leads to the nonlinear characteristics of a system by means of
the first-order input-output crosscorrelation function of MLS sequences and M-Pulse
sequences (a modified version of MLS).
In the following, it is shown how to use the (first-order) circular crosscorrelation
technique to evaluate the distortion artifacts introduced by nonlinear systems excited
with MLS/IRS sequences. This can be done by combining the MLS-shift property
presented in equation (2.30) on page 23 and Volterra series. First of all, the general
definition of discrete Volterra series given in equation (4.6) can be simplified regarding
the periodicity of an MLS/IRS sequence,
y[n] =
L−1∑
τ1=0
h1[τ1]x[n− τ1] +
L−1∑
τ1=0
L−1∑
τ2=0
h2[τ1, τ2]x[n− τ1]x[n− τ2]
+
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
τ3=0
h3[τ1, τ2, τ3]x[n− τ1]x[n− τ2]x[n− τ3] + . . . , (4.17)
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where L is the period of an MLS sequence, so it should by replaced by 2L when using
an IRS sequence. According to section 3.3, MLS/IRS measurements estimate the IR of
a system by means of the crosscorrelation function between the output and the input
signals of the DUT:
ryx[n] =
1
L
(
y[n] x[−n]) = 1
L
L−1∑
τ1=0
L−1∑
l=0
h1[τ1]x[l − τ1]x[l − n]
+
1
L
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
l=0
h2[τ1, τ2]x[l − τ1]x[l − τ2]x[l − n]
+
1
L
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
τ3=0
L−1∑
l=0
h3[τ1, τ2, τ3]x[l − τ1]x[l − τ2]x[l − τ3]x[l − n] + . . . (4.18)
Let us start analyzing the MLS sequences. First, one can make use of the MLS-
shift property to considerably simplify the previous equation, i. e. the element-wise
multiplication of relatively shifted versions of a symmetrical MLS sequence yields the
same MLS sequence with a certain shift. However, if there is no relative shift between
them, the result is completely different. It particularly yields an all-ones sequence when
the latter is filled with 1’s and −1’s. Taking into account these two ideas:
ryx[n] =
L−1∑
τ1=0
h1[τ1]
1
L
L−1∑
l=0
x[l − τ1]x[l − n]
+
L−1∑
τ1=0
τ1 6=τ2
L−1∑
τ2=0
τ2 6=τ1
h2[τ1, τ2]
1
L
L−1∑
l=0
x[l − τ1]x[l − τ2]︸ ︷︷ ︸
x[l−τ12]
x[l − n]
+
L−1∑
τ1=0
τ2=τ1
h2[τ1, τ2]
1
L
L−1∑
l=0
x2[l − τ1]︸ ︷︷ ︸
1
x[l − n]
+
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
τ3=0
∀τ1,τ2,τ3→τ123
h3[τ1, τ2, τ3]
1
L
L−1∑
l=0
x[l − τ1]x[l − τ2]x[l − τ3]︸ ︷︷ ︸
x[l−τ123]
x[l − n]
+
1
L
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
τ3=0
∀τ1,τ2,τ39τ123
h3[τ1, τ2, τ3]
1
L
L−1∑
l=0
x[l − τ1]x[l − τ2]x[l − τ3]︸ ︷︷ ︸
1
x[l − n] . . . ,
(4.19)
where τ12 and τ123 are the shifts determined by every set of values of τ1, τ2 and τ3. Note
that ∀τ1, τ2, τ3 → τ123 represents all possible combination of τ1, τ2 and τ3 that leads to a
shift τ123 in accordance with the MLS-shift property. The set of values ∀τ1, τ2, τ3 9 τ123
represents the rest of cases. Recalling the given definition of the circular autocorrelation
function and that the summation of all the elements of a symmetrical MLS sequence
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equals −1 (see equations (2.28) and (2.31) on pages 22 and 23, respectively),
ryx[n] =
L−1∑
τ1=0
h1[τ1]rxx[n− τ1]︸ ︷︷ ︸
h1[n]rxx[n]
+
L−1∑
τ1=0
τ1 6=τ2
L−1∑
τ2=0
τ2 6=τ1
h2[τ1, τ2]rxx[n− τ12]− 1
L
L−1∑
τ1=0
τ2=τ1
h2[τ1, τ2]
+
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
τ3=0
∀τ1,τ2,τ3→τ123
h3[τ1, τ2, τ3]rxx[n− τ123]− 1
L
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
τ3=0
∀τ1,τ2,τ39τ123
h3[τ1, τ2, τ3] + . . .
(4.20)
As can be seen, the first term of the crosscorrelation function is simply the result
obtained in section 3.3 for linear systems, which is a good estimate of the sought IR
when using an MLS sequence sufficiently long. Hence, the rest of terms correspond
to the distortion artifacts introduced by the nonlinearities of the system. The final
step for identifying the nonlinear effects on MLS measurements is to exploit the fact
that the circular autocorrelation of these sequences resembles a delta function. From
equation (2.31), the circular crosscorrelation function of a weakly nonlinear system
measured with an MLS sequence follows
ryx[n] = h1[n] rxx[n] + L−1∑
τ1=0
τ1 6=τ2
L−1∑
τ2=0
τ2 6=τ1
h2[τ1, τ2]
(
L+ 1
L
δ[n− τ12]− 1
L
)
− 1
L
L−1∑
τ1=0
τ2=τ1
h2[τ1, τ2]
+
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
τ3=0
∀τ1,τ2,τ3→τ123
h3[τ1, τ2, τ3]
(
L+ 1
L
δ[n− τ123]− 1
L
)
− 1
L
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
τ3=0
∀τ1,τ2,τ39τ123
h3[τ1, τ2, τ3] + . . .
= h1[n] rxx[n] + L+ 1
L
L−1∑
τ1=0
τ1 6=τ2
L−1∑
τ2=0
τ2 6=τ1
h2[τ1, τ2]δ[n− τ12]− 1
L
L−1∑
τ1=0
L−1∑
τ2=0
h2[τ1, τ2]︸ ︷︷ ︸
offset
+
L+ 1
L
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
τ3=0
∀τ1,τ2,τ3→τ123
h3[τ1, τ2, τ3]δ[n− τ123]− 1
L
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
τ3=0
h3[τ1, τ2, τ3]︸ ︷︷ ︸
offset
+ . . .
(4.21)
On the one hand, each order of distortion contributes to the output of the system
with a certain DC offset that depends on its corresponding Volterra kernel. On the
other hand, the rest of higher order terms are constituted by the summation of very
selective parts of their Volterra kernels. This selection (the product between the delta
function and the Volterra kernel) is performed according to the delay obtained as a
result of the MLS-shift property. The problem is that the determination of these delays
is complex and cumbersome because it involves arithmetic modulo 2. Not in vain,
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various cryptographic systems are based on these theoretical bases. Alternatively, a
Matlab function has been implemented during the course of this project to solve this
problem using sort of brute-force search (see section C.2 in appendix C for further
details).
The resulting selection pattern of the Volterra kernel’s values is quite interesting,
although difficult to imagine for third and higher order Volterra kernels. Instead, fig-
ure 4.10 illustrates it with a very simple example of a second order Volterra kernel.
The spots marked on top of the figure represent the discrete samples of the Volterra
Figure 4.10: Time distribution of the distortion artifacts introduced by a second order
Volterra kernel in an MLS measurement. The MLS sequence used in this case is
the very same one presented for the examples given in section 2.4.1.
kernel that are selected according to the sample rate used during the measurement.
The numbers placed next to each spot correspond to τ12, i. e. the resulting delay of
the MLS-shift property that is determined by each pair of values of τ1 and τ2. The
thin lines connecting the spots in the diagonal emphasize the fact that the delays of
each diagonal are placed in ascending order modulo L, the length of the MLS sequence.
Recall that the final distribution of these delays over the diagonals is characteristic of
the MLS sequence used to excite the system.
In the presented example, the higher values of the Volterra kernel correspond to the
instants of time τ12 = 5 and τ12 = 6, so they are probably the samples of the retrieved
IR that are more biased by the distortion of the system. However, the total distortion
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of each sample of the IR depends on the sum of all the spots with the same shift τ12,
L+ 1
L
L−1∑
τ1=0
τ1 6=τ2
L−1∑
τ2=0
τ2 6=τ1
h2[τ1, τ2]δ[n− τ12], (4.22)
which means that partial cancellation between them can occur. Figure 4.11 shows
the result obtained from equation (4.22) for the particular example of Volterra kernel
presented in figure 4.10. As can be seen, the samples n = 5 and 6 are the most affected
by second order distortion.
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Figure 4.11: Distortion contribution of the second order Volterra kernel on the IR mea-
sured with an MLS sequence of order m = 3. Samples n = 5 and 6 are the most
affected. This is in agreement with what can be seen in figure 4.10.
When the excitation sequence is long, this partial cancellation is not likely because
the energy of the Volterra kernel is finite and comprised within the area limited by
the memory of the system. In such a case, the distortion artifacts introduced by the
second order Volterra kernel appear in the acquired IR as small spikes that normally
resemble a scaled-down version of the linear IR but that indeed are slices along the
mentioned diagonals of the Volterra kernel. This property can be used to analyze the
nonlinearities of a system. In such a case, it is required to use a sequence much longer
than the IR of the system, so the different slices of the Volterra kernels can be captured
along the measured IR without overlap. Note that the slice corresponding to the main
diagonal of the second order Volterra kernel can never be captured because at these
points the MLS-shift property does not apply.
Figure 4.12 shows an example of the characteristic spikes obtained in MLS measure-
ments with distortion. The model used in this simulation includes distortion of second
and third order. Note that the nonlinear behavior of the system yields spurious re-
flections that cannot be tolerated in any measurement with acoustical purposes such
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Time [s]
IR
2nd order distortion
3rd order distortion
IR with 2nd and 3rd order distortion
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Figure 4.12: Spurious reflections appear in the IR measured with an MLS sequence as a
consequence of the nonlinear behavior of the system. The simulated model includes
distortion of second and third order. The linear IR is overshot due to the presence
of spikes at the very beginning of the retrieved IR.
as auralization or room acoustics characterization. Although it cannot be seen in this
figure, the linear IR of the system is overlapped with spikes of the second and third
orders of distortion.
The overlap of the distortion artifacts with the linear IR can clearly be seen in
figure 4.13, where the contributions of the first four higher orders of distortion are
depicted separately. The transient nature of the spurious reflections yields the energetic
vertical lines seen along the spectrograms. Note that the most prominent spikes also
have a certain reverberant tail as the linear IR of the system. For ease of comparison,
this simulation is carried out with exactly the same model and parameters as used in
the sweep signals simulations. As can be seen, MLS measurements are more seriously
affected by distortion artifacts than sweep measurements.
The main purpose of IRS measurements is to take benefit of MLS properties and
at the same time, to improve the distortion immunity. This improvement is basically
caused by the special definition used to synthesize the IRS sequences. This definition
leads to a slightly modified version of the MLS-shift property. On the one hand, the
element-wise product of two relatively shifted versions of an IRS sequence is not the
same IRS with a certain shift, but it yields a two-period version of the MLS sequence
used to synthesize the IRS with a certain shift. From equation (2.36) on page 26, this
is,
irs[n− τ1] · irs[n− τ2] = (−1)n−τ1mls2[n− τ1] · (−1)n−τ2mls2[n− τ2]
= (−1)2n−τ1−τ2mls2[n− τ1] ·mls2[n− τ2]
= (−1)−τ1−τ2mls2[n− τ12] ∀τ1 6= τ2, (4.23)
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(a) 2nd order. (b) 3rd order.
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Figure 4.13: Contribution of each order of distortion to the measured IR using an MLS
sequence as excitation signal. Both even and odd orders of distortion contaminate
the measured IR according to the pseudorandom pattern obtained from the MLS
sequence used to excite the system.
where the term (−1)−τ1−τ2 only changes the polarity of the MLS sequence. The same
result applies for the element-wise multiplication of an even number of relatively shifted
versions of an IRS sequence. On the other hand, if an odd number of relatively shifted
versions of an IRS sequence are involved in the element-wise multiplication, the result
is the same IRS sequence with a certain shift. For instance, the product of three shifted
versions of an IRS sequence yields
irs[n− τ1] · irs[n− τ2] · irs[n− τ3] =
= (−1)n−τ1mls2[n− τ1] · (−1)n−τ2mls2[n− τ2] · (−1)n−τ3mls2[n− τ3]
= (−1)3n−τ1−τ2−τ3mls2[n− τ1] ·mls2[n− τ2] ·mls2[n− τ3]
= (−1)n−τ1−τ2−τ3mls2[n− τ123]
= (−1)τ123−τ1−τ2−τ3irs[n− τ123] ∀τ1, τ2, τ3 → τ123, (4.24)
where the term (−1)τ123−τ1−τ2−τ3 only changes the polarity of the original IRS sequence.
Note that if the set of values τ1, τ2, etc. does not belong to one of the combinations
where the IRS-shift property applies, e. g. τ1 = τ2 for second order distortion, the
result of the element-wise multiplication is an all-ones sequence as in the case of MLS
sequences.
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The foregoing ideas can be used to develop equation (4.18) into an expression of the
circular crosscorrelation function of IRS sequences:
ryx[n] =
1
L
L−1∑
τ1=0
L−1∑
l=0
h1[τ1]irs[l − τ1]irs[l − n]
+
1
L
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
l=0
h2[τ1, τ2]irs[n− τ1]irs[n− τ2]irs[l − n]
+
1
L
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
τ3=0
L−1∑
l=0
h3[τ1, τ2, τ3]irs[l − τ1]irs[l − τ2]irs[l − τ3]irs[l − n] + . . .
=
L−1∑
τ1=0
h1[τ1]
1
L
L−1∑
l=0
irs[l − τ1]irs[l − n]︸ ︷︷ ︸
rxx[n−τ1]
+
L−1∑
τ1=0
τ1 6=τ2
L−1∑
τ2=0
τ2 6=τ1
h2[τ1, τ2](−1)−τ1−τ2 1
L
L−1∑
l=0
mls2[l − τ12]irs[l − n]︸ ︷︷ ︸
1
L
mls2[n−τ12]irs[−n]
+
L−1∑
τ1=0
τ2=τ1
h2[τ1, τ2]
1
L
L−1∑
l=0
irs2[l − τ1]︸ ︷︷ ︸
1
irs[l − n]
+
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
τ3=0
∀τ1,τ2,τ3→τ123
h3[τ1, τ2, τ3](−1)τ123−τ1−τ2−τ3 1
L
L−1∑
l=0
irs[l − τ123]irs[l − n]︸ ︷︷ ︸
rxx[n−τ123]
+
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
τ3=0
∀τ1,τ2,τ39τ123
h3[τ1, τ2, τ3]
1
L
L−1∑
l=0
irs[l − τ1]irs[l − τ2]irs[l − τ3]︸ ︷︷ ︸
1
irs[l − n] + . . .
(4.25)
Let us focus, for a moment, on the two terms of the second order Volterra kernel. The
circular convolution of mls2[n − τ12] with the time-reversed version of irs[n] yields a
multiplication in the frequency domain of their corresponding spectra. From equa-
tions (2.37) and (2.38) on page 26, it is easy to see that this product equals zero for all
spectral components, i. e. mls2[n− τ12] only excites the even spectral lines of its spec-
trum whereas irs[−n] only excites the odd ones. Thus, the circular crosscorrelation of
these two sequences is zero for any τ12, i. e. they are totally uncorrelated:
1
L
mls2[n− τ12] irs[−n] = 0 ∀τ12. (4.26)
The other term that involves the diagonal of the second order Volterra kernel cancels
out as well. The IRS sequences have a symmetrical waveform, thus the summation of
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all the elements of the sequence equals zero,
1
L
L−1∑
l=0
irs2[l − τ1]︸ ︷︷ ︸
1
irs[l − n] = 1
L
L−1∑
l=0
irs[l − n] = 0. (4.27)
Indeed, the rest of terms corresponding to the higher even order Volterra kernels also
cancel out based on the same properties. This means that an IRS measurement is free
of even order distortion. Hence, the circular crosscorrelation function obtained when
using an IRS sequence as excitation signal is reduced to
ryx[n] =
L−1∑
τ1=0
h1[τ1]rxx[n− τ1]︸ ︷︷ ︸
h1[n]rxx[n]
+
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
τ3=0
∀τ1,τ2,τ3→τ123
h3[τ1, τ2, τ3](−1)τ123−τ1−τ2−τ3rxx[n− τ123] + . . . (4.28)
Again, the first term of the crosscorrelation function corresponds to the estimate of
the system’s IR, see section 3.3. Moreover, if equation (2.46), which corresponds to
the circular autocorrelation function of an IRS sequence, is inserted into the previous
equation,
ryx[n] = h1[n] rxx[n]
+
L+ 1
L
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
τ3=0
∀τ1,τ2,τ3→τ123
h3[τ1, τ2, τ3](−1)τ123−τ1−τ2−τ3
(
δ[n− τ123]− δ[n− L− τ123]
)
− (−1)
n
L
L−1∑
τ1=0
L−1∑
τ2=0
L−1∑
τ3=0
∀τ1,τ2,τ3→τ123
h3[τ1, τ2, τ3](−1)−τ1−τ2−τ3 + . . . (4.29)
Similarly to MLS measurements, the distortion artifacts present in IRS measurements
are the result of the products between the Volterra kernels and the delta functions of the
autocorrelation function. In this case, the acquired IR is only contaminated with slices
of the odd order Volterra kernels, i. e. IRS measurements are only affected by odd order
distortion. In consequence, considerably less spurious reflections arise in the retrieved
IR. This is illustrated in figure 4.14. As can be seen, the even order distortion immunity
of this method yields far less distortion artifacts compared with MLS measurements,
see figure 4.12.
To complete the analysis of nonlinearities in IRS measurements, the contributions of
the first four higher orders of distortion to the acquired IR are plotted in figure 4.15 on
page 62. As expected, neither the second nor the fourth orders of distortion contribute
to the measured IR. Note that panel (b) reveals the presence of a slice of the third
order Volterra kernel that overlaps with the linear IR.
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Figure 4.14: Small spurious reflections appear in the IR measured with an IRS sequence
as a consequence of the nonlinear behavior of the system. The simulated model
includes distortion of second and third order. Only the third order of distortion
contaminates the retrieved IR, because this measurement technique is immune to
even order distortion.
4.3 Noise
Any measurement is contaminated with extraneous noise, at least the background
noise present in the acoustical space under test. Besides, sometimes sudden events can
occur during the course of a measurement. These unexpected events normally pollute
the measured signal at the receiver position with impulsive noise.
The sweep technique estimates the IR by means of the linear convolution between
the measured signal and the inverse filter of the excitation signal. When the measured
signal is polluted with noise, the result obtained follows
y[n] ∗ f [n] = (x[n] ∗ h[n] +m[n]) ∗ f [n] = h[n] ∗
δ[n]︷ ︸︸ ︷
x[n] ∗ f [n] +m[n] ∗ f [n]
= h[n] +m[n] ∗ f [n], (4.30)
where h[n] represents the system’s IR. The noise artifacts resulting from this decon-
volution process depend on the crosscorrelation between the excitation signal and the
disturbing noise performed by the inverse filter.
On the other hand, MLS/IRS measurements estimate the IR by means of the circular
crosscorrelation function between the output and the input signals. In this case, the
disturbing noise is circularly convolved with a time-reversed version of the excitation
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(a) 2nd order. (b) 3rd order.
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Figure 4.15: Contribution of each order of distortion to the measured IR using an IRS se-
quence as excitation signal. Even order distortion do not contaminate the measured
IR, whereas the odd order distortion artifacts are pseudorandomly distributed ac-
cording to the IRS sequence used to excite the system.
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signal,
ryx[n] =
1
L
(
(x[n] ∗ h[n] +m[n]) x[−n]) = h[n] rxx[n] + 1
L
(
m[n] x[−n])
≈ h[n] + 1
L
(
m[n] x[−n]), (4.31)
where in the last step it is assumed that the excitation signal is long enough to approx-
imate the autocorrelation function to a delta function.
In the following two sections, it is shown the specific effects of the last terms presented
on the right hand side in equations (4.30) and (4.31) when the measurement is contam-
inated with either background noise or impulsive noise. Afterwards, in section 4.3.3,
it is explained the benefits of using deterministic signals together with a synchronous
averaging procedure.
In order to make the comparison between the different deconvolution methods easier,
all the excitation signals used in the simulations have the same power. In addition, the
power of the additive noise used to pollute each measurement is set to keep a constant
SNR with respect to the input signal.
4.3.1 Background Noise
Background noise can simply be modeled as a random signal that contaminates more
or less uniformly the measured signal along the time domain. In particular, if the back-
ground noise has a ‘white’ spectrum, the measured signal is uniformly contaminated in
both time and frequency domains.
However, the ‘white’ noise that pollutes a sweep measurement is not uniformly dis-
tributed along the retrieved IR. Panels (a) and (b) in figure 4.16 show the characteristic
noise patterns obtained with LIN and LOG sweeps, respectively. At first glance, these
results can be surprising, but they are indeed the result of the same phenomenon that
occurred because of distortion: the inverse filter checks the frequency content of the
noise at every instant of time and shifts it according to the instantaneous frequency
of the excitation signal. In other words, all frequency components above the instan-
taneous frequency of the excitation signal are pulled back to the non-causal part of
the IR, whereas those frequency components below the instantaneous frequency of the
sweep are pushed forward to the causal part of the IR. The main difference with distor-
tion is that the latter only excites frequencies equal to the instantaneous frequency of
the sweep or the corresponding higher order harmonics, but weakly nonlinear systems
do not usually create subharmonics or non-harmonic distortion. Thus, most of the
distortion artifacts are pulled back before the beginning of the IR.
The specific shape of the noise pattern depends on the sweep rate of the signal. LIN
sweeps yield a parallelogram shape, whereas LOG sweeps bend the diagonals of the
parallelogram into exponential curves. In both cases, the left and right limits of the
noise pattern correspond to the noise present at the very beginning and the very end
of the signal measured at the microphone position.
Note that in the case of LOG sweeps, the noise is not uniformly distributed within
the noise pattern, but more energetic towards high frequencies. This is a consequence
of the ‘pink’ spectrum of LOG sweeps, so the high frequencies are more contaminated
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(a) LIN sweep and ‘white’ noise. (b) LOG sweep and ‘white’ noise.
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(c) LIN sweep and ‘pink’ noise. (d) LOG sweep and ‘pink’ noise.
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Figure 4.16: IRs acquired with the sweep technique when the simulated measurement is
contaminated with ‘white’ and ‘pink’ noise. The header of each panel states the
SNR obtained at the microphone position. LOG sweeps yield a poorer SNR at the
microphone position. LIN sweeps can provide a constant SNR at the frequency
domain when the background noise has a ‘white’ spectrum. LOG sweeps can
provide a frequency independent SNR when the background noise has a ‘pink’
spectrum.
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than the lower ones when the background noise has a ‘white’ spectrum.
In measurements related to building and room acoustics, the background noise has
a rather ‘pink’ spectrum. Panels (c) and (d) in figure 4.16 show the retrieved IR when
the sweep measurement is contaminated with pink noise. As can be seen, the resulting
noise patterns have the same shape as the results obtained with ‘white’ noise. In this
case, the IR acquired with LOG sweep has the noise uniformly distributed within the
noise pattern, see panel (d). Instead, the IR retrieved with a LIN sweep has more noise
at low frequencies because at high frequencies the ‘white’ spectrum of the LIN sweep
dominates over the ‘pink’ spectrum of the noise, see panel (c).
Again, it should be emphasized that the presented noise patterns of the sweep tech-
nique are only achieved when the signal measured at the microphone position is linearly
convolved with the inverse filter. Figure 4.17 illustrates the noise pattern obtained in
the IR retrieved with a LIN sweep and using a circular convolution instead of a linear
one. In this case, the noise is uniformly spread over time and frequency. The LOG
Figure 4.17: Noise pattern obtained when a circular convolution is used with a LIN sweep.
sweep yields the same result when is used together with a circular convolution.
In MLS/IRS measurements, the circular crosscorrelation between the background
noise and the excitation signal spreads the noise artifacts all over the measured IR.
This can be explained by the pseudorandom nature of the excitation signal. When
the background noise has a ‘white’ spectrum, the spectrograms of the IRs acquired
with MLS and IRS sequences are depicted in panels 4.18a and 4.18b. As can be seen,
both methods equally distribute the noise in time and frequency. Recall that in IRS
measurements, an inverted replica of the IR is placed at the middle of the sequence.
In this figure, it appears at the very beginning of the spectrogram because the second
half of the sequence is interpreted as the non-causal part of the retrieved IR.
On the other hand, panels 4.18c and 4.18d present a more realistic case, MLS/IRS
measurements polluted with ‘pink’ noise. As LIN sweeps, both excitation signals have
a ‘white’ spectrum. In consequence, the mismatch of the spectral energy distribution
between the excitation signal and the background noise weakens the low frequencies of
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(a) MLS and ‘white’ noise. (b) IRS and ‘white’ noise.
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(c) MLS and ‘pink’ noise. (d) IRS and ‘pink’ noise.
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Figure 4.18: IRs acquired by means of MLS and IRS sequences with the presence of
‘white’ and ‘pink’ noise. Both methods uniformly distribute the noise artifacts
over time. A frequency independent SNR is obtained when the background noise
has a ‘white’ spectrum. Instead, the low frequency content is more noisy when the
measurement is polluted with ‘pink’ noise. The header of each panel states the
SNR obtained at the microphone position. Both methods provide the same level
of noise immunity at the microphone position.
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the measured IR.
At this point arises the question of which method is more robust in terms of noise. In
any measurement, it is desirable to achieve a constant SNR over the entire frequency
range of interest, so the measured IR has the same accuracy at all the frequencies.
From the presented results, MLS and IRS sequences together with LIN sweeps offer
a frequency independent SNR when the measurement is contaminated with ‘white’
noise. Unfortunately, this is not the most common situation, background noise usually
has a ‘pink’ spectrum. In such a case, LOG sweeps can provide a constant SNR at all
frequencies of interest. Alternatively, Mommertz and Mu¨ller explain in [28] that the use
of pre-emphasized pseudorandom noise (an MLS sequence filtered with an appropriate
filter response) can yield a constant SNR over the frequency domain as well.
Although all the excitation signals used in the simulations have the same power, the
overall SNRs obtained at the microphone position are not the same. Note that by overall
SNR is meant the ratio of the total power of the time signal measured at the microphone
position to the total power of the noise recorded during the measurement period.2
The headers of the panels shown in figures 4.16 and 4.18 indicate that LOG sweep
measurements provide a poorer SNR, whereas MLS, IRS and LIN sweep techniques
offer more or less the same level of noise immunity. In general, the overall SNR obtained
with a sweep signal is often lower than the one obtained with a pseudorandom sequence.
The latter excites all the frequencies during the entire measurement period, whereas
a sweep signal excites the system according to its time-frequency correspondence. In
fact, a sweep signal measured at the receiver position is faded in/out by the system’s
IR and this reduces the power of the measured signal. In the case of a LIN sweep, this
effect is not very pronounced. For this reason, the SNRs achieved with a LIN sweep
in figure 4.16 are almost the same as the ones obtained with MLS and IRS sequences
in figure 4.18. The poorer performance of the LOG sweep is mainly caused by two
factors: the LOG sweep spends most of the time exciting the low frequencies of the
system and the loudspeaker is not very efficient delivering very low frequency energy
to the acoustical space under test. Hence, the LOG sweep measured at the receiver
position is weaker during a longer interval of time compared to a LIN sweep. This effect
is shown in figure 4.19.
The reduction of power of the measured sweep signal can be diminished by increasing
the length of the excitation signal. Figure 4.20 illustrates that LIN sweeps approach
the SNR provided by MLS/IRS sequences with increasing the length of the excitation
signal. The SNR achieved with a LOG sweep also improves in the same way as it does
for a LIN sweep, but it can never reach the same level of noise immunity because of
the foregoing ideas.
From another point of view, it could seem from figure 4.16 that sweep technique
can reduce the amount of high frequency noise present in the causal part of the IR.
However, a closer look reveals that the interval of time of the spectrogram at which
the real IR of the system exists is completely filled with noise, see figure 4.16 within
the interval of time from 0 to 0.5 s approximately. To evaluate the performance of each
deconvolution method at this specific interval of time, the following SNR of the IR has
2Do not confuse this overall SNR measured at the microphone position with the SNR obtained in the
frequency domain at each spectral component.
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Figure 4.19: A LOG sweep measured at the receiver position usually has less power than
the LIN sweep, provided that the original excitation signals were created with the
same power. In this example, the sound pressure level of the measured LOG sweep
has 54.4 dB SPL, whereas the LIN sweep has 58.3 dB SPL. This is caused because
the LOG sweep spends most of the time exciting the low frequencies, which cannot
normally be delivered by the loudspeaker. For this reason, LOG sweeps have a
poorer performance in terms of SNR measured at the microphone position.
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Figure 4.20: SNR simulated at the receiver position as a function of the length of the
excitation signal. In MLS/IRS measurements, the SNR is independent of the length
of the excitation signal. Instead, sweep signals improve the SNR with increasing
the length of the excitation signal until they reach their corresponding plateaus.
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been defined:
SNRh =
1
NT
NT∑
n=0
|hx[n]|2
1
NT
NT∑
n=0
|hm[n]|2
=
NT∑
n=0
|hx[n]|2
NT∑
n=0
|hm[n]|2
, (4.32)
where hx[n] and hm[n] are the IR contributions only caused by the excitation signal
x[n] and the background noise m[n], respectively. The variable NT is the total number
of samples of the interval of time at which the IR of the system exists, i. e. the sampling
rate times the longest reverberation time of the IR. Note that the power of hx[n] is
approximately the same for each measurement technique, i. e. all of them retrieve a
fairly good approximation of the system’s IR disregarding the influence of background
noise. Thus, the SNR defined in equation (4.32) directly characterizes the power of the
noise that falls into the real IR after being processed with the corresponding decon-
volution method of the excitation signal. The variation of SNRh as a function of the
excitation signal’s length when the acquired IR is polluted with ‘white’ noise is shown
in figure 4.21. In all cases, the SNR of the IR improves with increasing the length
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Figure 4.21: Variation of SNRh as a function of the excitation signal’s length when the
simulated measurement is polluted with ‘white’ noise. The SNR of the IR improves
3 dB per doubling the length of the excitation signal.
of the excitation signal. In fact, there is an improvement of 3 dB per doubling the
length of the excitation signal. This result also proves that LIN sweeps and MLS/IRS
sequences provide the same level of noise immunity when both excitation signals have
the same length. This was not exactly the case when evaluating the noise immunity
performance by means of the SNR at the microphone position. The LOG sweep still
presents a worse performance than the other three excitation signals. However, if the
same simulation is carried out with ‘pink’ noise, the performance of the LOG sweep
improves considerably. This is shown in figure 4.22. In this case, the LOG sweep offers
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Figure 4.22: Variation of SNRh as a function of the excitation signal’s length when the
simulated measurement is polluted with ‘pink’ noise. The SNR of the IR approxi-
mately improves 3 dB per doubling the length of the excitation signal.
approximately the same SNR as the MLS and IRS sequences, whereas the LIN sweep
achieves a SNR slightly inferior.
All in all, it turns out that SNRh can be improved 3 dB per doubling the length of
the excitation signal independently of the power spectrum of the background noise. In
appendix A.5, this is analytically proved for MLS measurements.
4.3.2 Impulsive Noise
The previous section has shown that the deconvolution processes of sweep signals and
MLS/IRS sequences distribute the background noise over the measured IR in different
ways. Short and sudden events occurred while measuring the IR of a system contam-
inate the measured signal at the receiver position with impulsive noise. However, the
final distribution of the artifacts created by the impulsive noise is not the same for all
the methods. Figure 4.23 illustrates the differences and similarities. The panels on
the left hand side correspond to the simulated signal at the microphone position. The
presence of impulsive noise can be seen around 3.8 s. The panels on the right hand side
are the IRs retrieved by each measurement technique.
As in the background noise simulations, the sweep technique pushes all frequencies
of the impulsive noise above the instantaneous frequency of the sweep into the non-
causal part of the IR, whereas all those frequency components below the instantaneous
frequency are pulled forward into the causal part. On the other hand, the MLS/IRS
technique uniformly distributes the impulsive noise along the measured IR. Unlike back-
ground noise simulations, the impulsive noise artifacts are not uniformly (as in the case
of ‘white’ background noise) or progressively (as in the case of ‘pink’ background noise)
spread along the frequency domain, compare figure 4.18 on page 66 with panels (f)
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(a) LIN sweep. (b) IR acquired with LIN technique.
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Figure 4.23: Effects of impulsive noise on the measured IR. The panels on the left hand
side correspond to the signal simulated at the microphone position. The panels on
the right hand side are the retrieved IRs.
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and (h) in figure 4.23. The difference lies on the fact that the spectrum of the im-
pulsive noise is colored by the TF of the acoustical space under test that acoustically
characterizes the path from the impulsive noise source to the receiver position.
It is clear from these results that the sweep technique is less vulnerable to impulsive
noise. Only a small frequency range of the spectrum is contaminated by the impulsive
noise because most of the artifacts are pulled before and after the interval of time where
the real system’s IR exists.
4.3.3 Averaging Procedure
The influence of extraneous noise can effectively be diminished by using a determinis-
tic excitation signal and synchronously averaging the signal measured at the microphone
position over different measurement periods. The average of a deterministic signal is
the signal itself, whereas the average of various background and/or impulsive noises
recorded in different measurement periods tends to cancel out. This noise cancellation
improves the SNR obtained at the receiver position and therefore, it reduces the noise
artifacts that finally contaminate the acquired IR.
The rate of improvement of the SNR as a function of the number of averages can
be estimated by means of the central limit theorem (CLT). The latter states that the
random variable resulting from the sum of M mutually independent random variables
will be normally distributed as M tends to infinity. In practice, the summation of a
few number of random variables leads to a fairly good approximation of a normally
distributed variable. In addition, the CLT states that if each of the random variables,
in our case the extraneous noises recorded in each of the measurement periods, has
finite mean µ and variance σ2 > 0, the resulting normal distribution has the same
mean µ and a variance equal to σ2/M . Since the variance of a random signal with zero
mean corresponds to the power of the signal, the CLT estimates that the power of the
averaged noise is approximately the power of the extraneous noise measured along a
single period divided by M . This means that the SNR obtained at the receiver position
after synchronously averaging M measurement periods is
SNRout,ave(dB) = 10 log10
(
Py,ave
Pn,ave
)
= 10 log10
(
Py
Pn/M
)
= SNRout(dB) + 10 log10 (M) , (4.33)
where Py and Pn represent the powers of the excitation signal and the extraneous noise
measured at the microphone position during one period, and SNRout is accordingly the
SNR obtained with a single period measurement. Therefore, the SNR is improved by
3 dB every time that the number of averages is doubled. This is shown in figure 4.24,
where the simulated measurement is contaminated with ‘pink’ noise.
4.4 Time-Variance
All the deconvolution methods presented in chapter 3 assume that the DUT is linear
and time invariant. The latter assumption implies that the system does not change
its properties along time, which is not always the case in many measurements related
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Figure 4.24: The SNR at the microphone position increases with increasing the number
of averages. The simulated measurement is contaminated with ‘pink’ noise. There
is an improvement of 3 dB per doubling the number of averages.
to building and room acoustics. Time variances can easily occur with temperature
drift, this is typically the case of long measurements, and with wind speed fluctuations
as wind gusts in outdoor measurements. Whatever the unpredictable nature of the
time variances are, it is most likely that the time variances will affect the phase of the
measured signal rather than its amplitude and thus, they mainly influence the phase
of the acquired IR.
Many acoustical parameters can be derived from the energy integration of the IR,
so time variances do not substantially affect the estimation of these parameter when
the used IR is obtained from a single period measurement, i. e. without averaging.
Unfortunately, the use of a synchronous averaging procedure can considerably bias the
final estimate of the system’s IR. In such a case, the IR of the system changes with time
yielding different versions of the signal measured at the receiver position. Then, the
noise contaminating the measurement is not the only component of the averaged signal
that changes along the measurements periods, so partial cancellation of both noise and
excitation signal contributions can occur. This means that some information about the
acoustical space under test can disappear and not only be shifted in time as in the case
of a single period measurement. As a result, the acoustical parameters estimated from
such a biased IR can be seriously affected. As pointed out by Liu and Jacobsen in [29],
this is particularly the case when measuring with MLS sequences.
It is well known that the MLS technique is extremely sensitive to time variances [10,
14, 29, 30]. In particular, Vorla¨nder and Kob come up in [30] with a maximum tolerable
temperature drift during the course of a measurement:
∆θ ≤ 300
fRT
[K], (4.34)
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where RT is the reverberation time. As can be seen, the higher the frequency, the more
restrictive the maximum tolerable temperature drift, i. e. the high frequencies are more
sensitive to phase shifts.
On the other hand, the sweep technique turns out to be much more robust to the
effect of time variance [10, 14]. Intuitively, the time-frequency correspondence of the
sweep signals makes them less vulnerable to phase shifts, i. e. the erratic behavior of
the time variances only affects specific frequency components of the measured signal.
Moreover, as the LOG sweeps spend most of the time exciting the low frequencies and
these frequencies are less sensitive to phase shifts, the LOG sweep is even more immune
to time variances.
In order to illustrate the foregoing ideas, a simple simulation has been carried out
following these steps:
1. Creation of the excitation signal.
2. Oversampling of the excitation signal by a factor of 128, so time-shifts can occur
between samples.
3. Determination of the signal measured at the microphone position, i. e. convolve
the oversampled sequence with the system’s IR. In this example, a simple delta
function that delays 50 ms the input signal is used.
4. Generation of a sinusoidal jitter curve that establishes a different time-shift for
each sample of the measured signal.
5. Modification of the arrival times of the measured signal according to the shifts
given by the jitter. This is only done for the first samples of the measured signal,
i. e. only the very beginning of the measurement is affected by time variance.
6. Reconstruction of the IR of the time-varying system.
7. Downsampling of the acquired IR by the same factor of 128.
The IRs obtained with this simulation are depicted in figure 4.25. Recall that the
time-invariant simulated IR is a 50 ms delayed delta function. As can be seen, the
LOG sweep technique can retrieve the IR with no apparent artifacts. The LIN sweep
technique shows some fluctuations close to the peak that rapidly disappear along time.
The energy smeared around the peak reduces its value to 0.9, approximately. MLS/IRS
technique also underestimates the peak, but in this case the artifacts caused by time
variance are spread all over the IR. Hence, this simulation shows that sweep technique
tends to keep the energy around its original position whereas the MLS/IRS technique
tends to distribute the artifacts along the entire IR.
Finally, figure 4.26 illustrates the corresponding effects of the simulated time vari-
ances in the frequency domain. If the system were time-invariant, the magnitude spec-
trum of the time-delayed delta function would be equal to 1 or equivalently 0 dB.
Instead, the simulated TFs fluctuate at high frequencies, which agrees with the quali-
tative description given previously. Note that the TF obtained with the IRS technique
has a 6 dB offset due to the fact that each spectral line has twice the energy of the other
techniques, i. e. the energy of the original IR plus the energy of the replica created at
the middle of the period. As in the time domain, the LOG sweep technique is by far
the most robust method. It is followed by the LIN sweep and the IRS techniques.
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Figure 4.25: Time-variance effects on the IR retrieved by each measurement technique.
The simulated system simply delays its input signal 50 ms. The LOG sweep tech-
nique retrieves the system’s IR with no apparent artifacts. The other three tech-
niques are more affected by the time variance occurred at the beginning of the
simulated measurement.
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Figure 4.26: Time-variance effects on the TF obtained by each measurement technique.
The simulated system simply delays its input signal 50 ms. The effects of time
variances are evident at high frequencies.
Chapter5
Measurements
5.1 Measurement Procedure
There are several technical issues that can influence a measurement carried out with
the excitation signals and the corresponding deconvolution methods presented in chap-
ters 2 and 3, respectively. The sweep technique must use a linear convolution as well
as a measurement period longer than the excitation signal. Otherwise, the microphone
cannot capture the entire reverberant tail of the system’s IR. In this sense, it is more
convenient the use of a sweep signal that goes from low frequencies to high frequen-
cies since the reverberation time is usually shorter at high frequencies. Likewise, it is
recommendable to fade in/out the excitation signal in order to reduce the effects of
transients created by the loudspeaker when excited with a sudden start and stop of the
excitation signal. For this purpose, a modified version of a Tukey window is proposed
in appendix A.1. By contrast, the MLS/IRS technique relies on the periodicity of the
excitation signal. In consequence, an extra measurement period should be emitted be-
fore starting the data acquisition process, so the system reaches the same steady state
as if it were excited with an ideal periodic signal.
In addition, there are many particular parameters of each excitation signal that can
play a role when measuring the system’s IR. To name just a few, the amplitude and
duration of the excitation signal, the lower and the higher frequencies of interest of the
sweep signals, the primitive polynomial used to synthesize MLS and IRS sequences,
etc. It is important then to have all the parameters under control in order to establish
similarities and differences between the analyzed measurement techniques.
On the other hand, most of the available commercial softwares based on deterministic
excitation signals do not provide an indicator of the quality of a measurement. This
is not the case when measuring with random excitation signals. The goodness of such
measurements is normally evaluated by means of a statistical coherence function.
All in all, a graphical interface has been specially implemented in Matlab for this
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project. In this way, all possible combinations of parameters can be tested and, more
importantly, all signal processing details involved in each measurement technique are
under control. Besides, two different MLS coherence functions found in literature [21,
29] are included in this measurement tool, although their use is not restricted to MLS
measurements but can be extended to the rest of deterministic methods analyzed in
this project.
5.1.1 Measurement Setup
The measurements have been carried out with the measurement setup sketched in
figure 5.1. All details concerning the design of the excitation signal, the number of
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Computer
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Loudspeaker
Soundcard
&
Amplifier
Figure 5.1: Scheme of the measurement setup.
measurement periods and other measurement options are dealt with using the imple-
mented graphical interface. Once all parameters are set up, the soundcard proceeds to
transmit the excitation signal to the loudspeaker via an amplifier and at the same time
it starts the acquisition of data coming from the microphone. The latter is connected
to the soundcard via a pre-amplifer in order to enhance the signal’s quality. Although
the soundcard is depicted as an external sound device because of its importance in the
measurement chain, it is actually integrated into the measurement computer.
Unlike in measurements based on stochastic theory, the excitation signals of the
analyzed deconvolution methods are deterministic and, therefore, known in advance.
This means that the use of a second input channel as a reference signal is not crucial
any more, so the measurement can be done using a single channel soundcard (i. e. one
input, one output). In such a case, the TF of the soundcard can be compensated for
by means of a reference measurement consisting in a short circuit between the input
and the output of the soundcard. Then, simple spectral division between the measured
TF of the DUT and the TF obtained with the reference measurement yields a more
accurate estimate of the TF that characterizes the acoustical space under test. However,
it should be kept in mind that the single channel method assumes that the loudspeaker
is unaltered by the sound field.
On the other hand, since the frequency range of interest is a priori the audible
range, i. e. from 20 Hz to 20 kHz approximately, there is no loudspeaker capable of
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neither being omnidirectional nor having a frequency independent directivity pattern.
In consequence, the final measured IR is inevitably colored by the loudspeaker.
Two different acoustical spaces are tested at the Acoustic Technology department of
DTU: an anechoic room and a warehouse. The first measurements are carried out in the
large anechoic room because the IR measured in such acoustical space is well known
and therefore, this is the perfect scenario for detecting any bug in the implemented
software. Once the software is verified, a complete set of measurements are done in order
to evaluate the performance of each deconvolution technique in terms of distortion,
disturbing noise and time-variance. Likewise, several measurements are carried out in
a large warehouse to confirm the results obtained in the anechoic chamber in a more
realistic environment for architectural acoustics. The volume of the warehouse is about
650 m3 and the reverberation time is about 1.1 s. A picture of the anechoic room and
the warehouse can be seen in figure 5.2.
(a) Anechoic chamber. (b) Warehouse.
Figure 5.2: The measurements are carried out in two different acoustical spaces, an ane-
choic room and a warehouse.
A complete description of all the equipment and facilities used during the measure-
ments can be found in table D.1 on page 130. For clarity’s sake, all measurements
are carried out with a sampling frequency of 48 kHz, so the entire audible frequency
range is covered without aliasing. Furthermore, all excitation signals are designed to
have exactly the same power in order to facilitate the comparison between the different
measurement techniques.
5.1.2 Measurement Quality – Coherence Function
The coherence function is an indispensable tool for evaluating the quality of mea-
surements carried out with random excitation signals. Such a measurement technique
requires averaging over several measurement periods in order to ensure that all fre-
quencies of interest are properly excited. A stochastic excitation signal randomizes
the effects of distortion, extraneous noise and time variances. The coherence function
compares the spectra obtained along the different measurement periods and reveals the
occurrence of any anomaly when these spectra differ from each other.
Seeking an analogue definition of coherence function for measurements carried out
with deterministic signals, Rife and Vanderkooy point out in [21] that the real IR of
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the system does not necessary occupy the entire IR retrieved from an MLS sequence
when the latter is chosen to be long enough. Thus, the corresponding segment of
interest of the acquired IR can be windowed in order to discard the rest of information
contained in the measured IR. In such a case, they define an MLS coherence function
that consists in the frequency decomposed ratio of the energy contained in the analysis
window to the energy contained in the entire measured IR. In order to match the
frequency resolution required for the spectral division, the acquired IR has to be split
into successive segments with the same length as the analysis window. Besides, each
segment can be tapered with the same window used to select the analysis window in
order to smooth the leakage effects. Therefore, the MLS coherence function described
by Rife and Vanderkooy can be written as follows
γ2a(f) =
|Href(f)|2
|Href(f)|2 +
Ns∑
i=1
|Hi(f)|2
, (5.1)
where Href(f) represents the TF of the tapered analysis window, Hi(f) represents the
TF of the i’th tapered segment of the acquired IR and Ns is the total number of seg-
ments, without including the analysis window, required to cover the entire measured
IR.1 Figure 5.3 shows an sketch of the total number of segments to use in order to
calculate the coherence function γ2a(f). In the ideal case, all the energy would be
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Figure 5.3: Sketch of the total number of segments to be used in order to calculate the
coherence function γ2a(f). The shaded area corresponds to the analysis window.
comprised in the analysis window, thus γ2a(f) would equal unity for all frequency com-
ponents. Otherwise, γ2a(f) is smaller than 1, which indicates that other information
1If the length of the analysis window does not yield and integer number of segments, the extremes of
the acquired IR can be extended with zeros until Ns becomes an integer.
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besides the system’s IR has been captured during the course of the measurement.
Alternatively, Liu and Jacobsen define in [29] another MLS coherence function. In-
stead of evaluating the goodness of a measurement by means of the energy distribution
of the measured IR, their definition is based on the idea that the use of a deterministic
excitation signal as an MLS sequence yields, in principle, a high degree of repeatability
of the measurement. Therefore, the spectral differences between two or more realiza-
tions of the same measurement can reveal the presence of anomalies during different
measurement periods. In particular, they defined the MLS coherence function as follows
γ2b (f) =
∣∣∣∣∣ 1M
M∑
i=1
Yi(f)
∣∣∣∣∣
2
1
M
M∑
i=1
|Yi(f)|2
=
∣∣∣∣∣
M∑
i=1
Yi(f)
∣∣∣∣∣
2
M
M∑
i=1
|Yi(f)|2
, (5.2)
where Yi(f) is the spectrum of the measured signal during the i’th period and M is
the total number of measurements periods. As pointed out by the authors, the main
difference between the numerator and the denominator is that the latter is a phase-blind
adding version of the numerator. Note that this coherence function does not apply for
single period measurements.
5.1.3 Software Verification
In order to verify that all deconvolution methods as well as their corresponding ex-
citation signals are properly implemented, a simple measurement of the direct sound
and the first order reflection coming from a plywood panel is done. Figure 5.4 shows
a picture of the setup mounted in the anechoic chamber. The panel has a surface of
Figure 5.4: Simple measurement of the direct sound and the reflection of first order com-
ing from a plywood panel.
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1.74× 0.9 m2 and it is 9 mm thick. The distance between the loudspeaker and the
microphone is 3.43 m, whereas the distance corresponding to the specular reflection is
4.08 m. Assuming that the speed of sound in the anechoic chamber is approximately
343 m/s, the measured IR should have a first peak placed at t = 10 ms and a second
peak placed at t = 11.9 ms, approximately. The results obtained with the four measure-
ment techniques are plotted in figure 5.5. All methods approximately retrieve the same
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Figure 5.5: Measurement of the direct sound and the first order reflection coming from
a plywood panel. The difference in the instants of time at which the peaks occur
among the different deconvolution methods is caused by the non-constant delay
introduced by the soundcard used for the measurements.
waveform of the IR. However, the precise instants of time at which the peaks occur
slightly differ from one method to the other. These differences do not have anything to
do with the measurement techniques but with the fact that the reference measurement
cannot compensate for the exact delay introduced by the soundcard. Indeed, the latter
does not always generate the same delay. Figure 5.6 illustrates the variability of the
soundcard delay by means of a histogram representation. Hence, the retrieved IR might
be slightly shifted in time depending on the soundcard delay mismatch occurred be-
tween the reference measurement and the actual measurement of interest.2 Despite this
time-shift uncertainty, figure 5.5 shows that the delay between the direct sound and the
reflection is the same for all measurement techniques, this is 1.9 ms, which is indeed the
delay that corresponds to the distance difference between the two propagation paths.
2This problem can be overcome by using a dual channel input/output soundcard.
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Figure 5.6: Histogram of the delay introduced by the soundcard in 100 consecutive refer-
ence measurements. The variable τsoundcard presents the mean value and the stan-
dard deviation of the measured soundcard delays.
5.2 Measurement Results
5.2.1 Background Noise
A first set of IR measurements is carried out with the presence of background noise
in the anechoic chamber and in the warehouse, respectively. The results obtained after
eight synchronous averages are shown in figure 5.7. The noise patterns obtained in
the retrieved IR completely agree with the ones simulated in section 4.3.1. Briefly, the
LIN technique gathers the noise inside a parallelogram, the LOG technique presents
a similar pattern, but the diagonals of the parallelogram are bended into decaying
exponentials and finally the MLS/IRS technique uniformly spreads the noise over the
IR. Note that the same noise patterns are obtained independently of the actual shape of
the IR. Nevertheless, it is interesting to see that the IR retrieved by the LIN technique,
panel (b), has less high frequency noise into the long reverberant tail of the IR measured
in the warehouse compared to the rest of techniques. This only occurs when the system’s
IR is longer than the interval of time to be used at the end of the measurement period
of the sweep technique in order to pick all the reflections coming from the room.
Focusing on the specific noise distribution within the described noise patterns, the
IRs retrieved by the LIN and the MLS/IRS techniques seem to offer a rather frequency
independent SNR at the anechoic room, i. e. all frequencies of the measured IR are
more or less equally contaminated by the background noise, see panels (a), (e) and (g)
in figure 5.7. Instead, the LOG technique offers a better SNR at the low frequencies
that worsens with increasing frequency, see panel (c) in figure 5.7.
On the other hand, the IRs measured with the LIN and the MLS/IRS techniques at
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(a) LIN technique, anechoic room. (b) LIN technique, warehouse.
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Figure 5.7: Spectrograms of the retrieved IRs when the measurement is only contami-
nated with the background noise present in the acoustical space under test. The
first column of panels corresponds to the measurements carried out in the anechoic
room. The second column shows the IRs measured in the warehouse. The same
noise patterns are seen for each measurement technique independently of the shape
of the IR.
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the warehouse are more noisy at the low frequencies, whereas the IRs acquired with
the LOG technique seem to be more or less equally polluted over the whole frequency
range, see the second column of panels in figure 5.7.
These observations lead to the conclusion that the background noise present in the
anechoic room has a rather ‘white’ spectrum, whereas the background noise of the ware-
house seems to match a ‘pink’ spectrum profile. This can be seen in figure 5.8, where
the spectrum of the background noise measured in each acoustical space of interest is
depicted. In both cases, there is quite a lot of energy at low frequencies, especially be-
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Figure 5.8: Comparison of the magnitude spectrum of the background noise present in
the anechoic room and the warehouse. The magnitude spectrum has been averaged
over five measurement periods in order to reduce the fluctuations of the spectrum.
low the audible frequency range. Nevertheless, the dimensions of the absorbing wedges
of the anechoic room set the lower limiting frequency at which the chamber can be
regarded as anechoic to around 50 Hz. Above this frequency, the spectrum of the
background noise present in the anechoic room is rather flat. On the other hand, the
background noise of the warehouse has a ‘pink’ spectrum up to 5 kHz, approximately.
Above this frequency, the background noise gains strength with increasing frequency.
A closer look into figure 5.7 reveals the presence of distortion cues, see especially the
second column of panels corresponding to the measurements carried out in the ware-
house. In fact, they become apparent after synchronously averaging eight measurement
periods. Otherwise, if no averaging procedure is used, the background noise can mask
the distortion artifacts present in the measured IR. For ease of comparison, figure B.1 in
appendix B.1 shows the IRs acquired in the warehouse when only a single measurement
period is used.
The coherence functions γ2a and γ
2
b obtained with the measurements performed in the
anechoic room are shown in figure 5.9. The ones corresponding to the measurements
done in the warehouse are presented in figure 5.10. Note that the coherence function
γ2a obtained with the IRS technique seems to fluctuate around 0.5 instead of the aimed
unity. Recall that this coherence function is based on the energy distribution of the
measured IR, which in the case of the IRS technique always contains an inverted replica
of the system’s IR at the middle of the retrieved sequence. Hence, half of the energy is
in principle contained in this replica. Despite this specific issue resulting from the IRS
technique, γ2a drops in less frequency bins than γ
2
b , so the latter seems to be more strict
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(b) Coherence γ2b , LIN technique.
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(c) Coherence γ2a, LOG technique.
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(d) Coherence γ2b , LOG technique.
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(e) Coherence γ2a, MLS technique.
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(f) Coherence γ2b , MLS technique.
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(h) Coherence γ2b , IRS technique.
Figure 5.9: Coherence functions obtained in the anechoic room when there is only back-
ground noise disturbing the measurement.
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(a) Coherence γ2a, LIN technique.
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(b) Coherence γ2b , LIN technique.
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(c) Coherence γ2a, LOG technique.
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(d) Coherence γ2b , LOG technique.
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(e) Coherence γ2a, MLS technique.
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(f) Coherence γ2b , MLS technique.
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(g) Coherence γ2a, IRS technique.
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(h) Coherence γ2b , IRS technique.
Figure 5.10: Coherence functions obtained in the warehouse when there is only back-
ground noise disturbing the measurement.
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when evaluating the quality of a measurement. In fact, this is a consequence of their
respective definitions. The coherence function γ2a has a spectral resolution much poorer
than γ2b . The frequency resolution of γ
2
a is determined by the width of the analysis
window, i. e. the segment of interest of the measured IR. By contrast, γ2b uses the entire
measured IR. In fact, this high frequency resolution cannot be realized if γ2b is plotted
over the whole frequency range of the measurement. When γ2b is depicted in a narrower
frequency band the result obtained is less dramatic. This is illustrated in figure B.2 on
page 112.
From the coherence functions obtained in the anechoic room (figure 5.9) and the ones
resulting from the warehouse (figure 5.10), it is clear that the measurements performed
in the anechoic room are less affected by background noise, which is indeed what one
can expect. At first glance, this can seem a consequence of the more quiet environment
found in the anechoic room. In fact, the sound pressure level of the background noise
present in the anechoic room was approximately 30 dB SPL, whereas it fluctuated
between 44–50 dB SPL in the warehouse. In such a case, the problem could easily
be solved by increasing the power of the excitation signal in order to compensate for
this difference in background noise power. However, the TF measured in these two
acoustical spaces considerably differ from each other. Figure 5.11 shows an example of
the TF measured in each acoustical space of concern. As can be seen, the TF of the
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(b) Warehouse.
Figure 5.11: Example of the TF measured in the anechoic room and in the warehouse
with the IRS technique.
warehouse has much more dips than the one measured in the anechoic room, which
basically corresponds to the TF of the loudspeaker. Hence, the TF of the warehouse
has more spectral components that can easily be polluted by the background noise and
consequently, this is reflected in the coherence function.
5.2.2 Distortion and Background Noise
The results obtained in the anechoic room when the loudspeaker3 shown in figure 5.4
on page 81 is excited beyond its linear operating range are presented in figure 5.12. For
ease of reference, the THD, that was measured 2 m far away from the loudspeaker with
the same input level as the IR measurements, is equal to 14.20 % when the loudspeaker
3Manufactured by Rogers, see table D.1 in appendix D for further details.
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(c) IR waveform, LOG technique. (d) IR spectrogram, LOG technique.
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(e) IR waveform, MLs technique. (f) IR spectrogram, MLS technique.
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(g) IR waveform, IRS technique. (h) IR spectrogram, IRS technique.
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Figure 5.12: The effects of distortion on the IRs measured in the anechoic room. The
first column of panels corresponds to a zoom of the waveform of the acquired IRs.
The maximum value of the measured IR is 1.35, approximately.
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is driven with a 100 Hz pure tone, and it decreases to 3.32 % when excited at 200 Hz.
The distortion patterns predicted in the simulations are in good agreement with the
results obtained in the anechoic room. The sweep technique pulls back most of the
distortion artifacts into the non-causal part of the IR, although it has been shown in
section 4.2.4 that some of the artifacts created by the odd orders of distortion are
overlapped with the linear IR of the system. The MLS/IRS technique creates spurious
reflections that, as explained in section 4.2.5, are pseudorandomly distributed along the
IR according to the specific MLS/IRS sequence used to excite the system.
Nevertheless, there are few details that were not found in the simulations. Panel (b)
in figure 5.12 shows a couple of unexpected short-time frequency decreasing sweeps at
the very high frequencies of the spectrogram. These artifacts are better explained if the
signal measured at the microphone position is plotted, see panel (a) in figure 5.13. As
(a) IR spectrogram, LIN technique. (b) IR spectrogram, LIN technique.
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Figure 5.13: Signals measured at the microphone positions with the sweep technique
when the loudspeaker is driven outside of its linear operating range.
can be seen, these unexpected artifacts correspond to an aliasing problem caused by the
soundcard4 used in the measurements. The arrow depicted on top of the spectrogram
illustrates how the third order of distortion manages to place some distortion artifact
very close to the original sweep signal. As these third order distortion artifacts are
below the instantaneous frequency of the sweep, the inverse filter places these artifact
in the causal part of the IR. On the other hand, panel (b) in figure 5.13 shows that the
loudspeaker creates non-harmonic distortion when it is driven too hard with a LOG
sweep. By non-harmonic is meant the distortion artifacts seen around around t = 1 s
up to f = 15 kHz, approximately. However, as the frequency content of these non-
harmonic distortion artifacts is above the instantaneous frequency of the sweep, these
distortion artifacts are pulled back into the non-causal part of the measured IR, see
panel (d) in figure 5.12.
Note that the high frequency noise seen in the IRS measurements is not characteristic
of a weakly nonlinear loudspeaker, i. e. the loudspeaker was driven too hard. In fact,
it looks as the loudspeaker was creating kind of impulsive noise (see next section for
further details about the effects of impulsive noise). Despite this incident, there is
no apparent reduction of distortion in the IRS measurement compared to the MLS
4The antialiasing filter of the used soundcard is not good enough to prevent this problem. A more
expensive soundcard would probably avoid these unexpected effects.
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one. This is because this loudspeaker mainly produces distortion of odd order. This
can clearly be seen in panel (c) in figure 5.12. Recall that the IRS technique is only
immune to even order distortion.
Figure B.3 on page 113 shows the coherence functions γ2a and γ
2
b obtained in this
set of distortion measurements. The coherence functions γ2a are practically identical
to the ones presented in the previous section with background noise (compare the first
column of panels in figures 5.9 and B.3). By contrast, the coherence functions γ2b
are surprisingly better than the ones achieved in the previous section in spite of the
fact that these measurements are corrupted with both background noise and distortion
(compare the second column of panels in figure 5.9 with figure B.3). These results are
simply a consequence of the use of deterministic excitation signals. In such a case,
the distortion artifacts are not randomized from one measurement to the other, but
they always appear at the very same positions indeed. In addition, the SNR of the
measurement has increased considerably when trying to drive the loudspeaker beyond
its linear operating range and thus, the influence of background noise is diminished. In
conclusion, the coherence functions γ2a and γ
2
b are not able to detect nonlinearities.
A second set of distortion measurements is carried out in the anechoic room with a
homemade spherical loudspeaker in order to basically verify the even order distortion
immunity of the IRS technique.5 A picture of this loudspeaker is shown in figure 5.14.
Figure 5.14: Homemade
spherical loudspeaker.
The results are plotted in figure B.4 on page 114 and
again, all distortion patterns obtained in this set of mea-
surements completely agree with the simulations. As can
be seen in panel (c), this loudspeaker mainly creates dis-
tortion of second order. The last four panels in figure B.4
confirm that the IRS technique retrieves an IR with less
distortion artifacts than the MLS technique. In this set
of measurements, the THD created by the spherical loud-
speaker is equal to 4.15 % at 100 Hz and 2.30 % at 200 Hz.
The results obtained when the distortion measurements
are repeated in a much more reverberant space as the
previously presented warehouse are shown in figure 5.15.
The distortion patterns are basically the same as the ones
obtained in the anechoic room. Note that according to the
simulations, the higher order Volterra kernels have more
or less the same lengths as the linear IR of the system.
This observation is particularly important if one wants to
obtain full benefit of the LOG sweep technique, i. e. the sweep signal must be long
enough to pull back the entire reverberant tail of the higher order Volterra kernels.
Unfortunately, this cannot be clearly seen in panel (b) because the background noise
masks the energy decay of the higher order Volterra kernels. Nevertheless, the overlap
between the higher order Volterra kernels and the linear IR can be avoided making use
of equation (4.15) on page 47 in order to determine the length of the LOG sweep. As
5The choice of this spherical loudspeaker is done after a set of trials with different loudspeakers. The
peculiar shape of the enclosure at which the loudspeaker unit is mounted in makes it easy to imagine
that this speaker behaves differently than conventional loudspeakers.
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(a) LIN technique, warehouse. (b) LOG technique, warehouse.
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Figure 5.15: Spectrogram of the IRs measured in the warehouse when the loudspeaker
manufactured by Rogers is driven beyond its normal operating range.
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previously mentioned, the IRS technique does not give a better performance than the
MLS technique due to the fact that the used loudspeaker basically creates distortion of
odd order.
Again, the coherence functions γ2a and γ
2
b , which can be seen in figure B.6 on page 116,
do not alert of the nonlinear behavior of the loudspeaker. Indeed, they look quite similar
to the ones presented in figure 5.10 on page 87 when the measurement is only affected
with background noise.
5.2.3 Impulsive Noise and Background Noise
The results obtained in the warehouse when disturbing the measurements with im-
pulsive noise are shown in figure 5.16. The overall artifacts arisen in the retrieved IRs
totally agree with the predictions found in the simulations presented in section 4.3.2.
The sweep technique spreads the noise according to the time-frequency correspondence
imposed by the inverse filter, i. e. all those frequency components above the instanta-
neous frequency of the sweep are pulled back into the non-causal part of the IR, the
rest are placed into the causal part. Instead, the MLS/IRS technique distributes the
noise all over the IR.
The impulsive noise is created by simply letting a thick folder of 2 kg weight fall from
a height of approximately 1.5 m. As can be seen, this procedure yields quite energetic
impulsive noise. In fact, what is measured at the microphone position is a rough
approximation of the IR between the impact position of the folder and the receiver
position. This is clearly seen in panels (a) and (c). Note that the latter shows two
different impulsive noises. The one appearing at the very beginning of the measured
signal was not made in purpose, although it perfectly illustrates the great performance
of the LOG sweep technique when an impulsive noise occurs at the very beginning of
the measurement period.
In this set of measurements, γ2a and γ
2
b reveal the occurrence of anomalies during the
course of the measurement, i. e. impulsive noise. As shown in figure 5.17, the coherence
functions are much worse than the ones obtained in the previous sections. Note that the
coherence function γ2a does not fluctuate over the entire frequency range in the cases
of the LIN and LOG sweep techniques. This is because most of the high frequency
content of the impulsive noise is pulled back before the beginning of the IR and γ2a is
designed to drop at those frequencies where the energy is not placed in the desired part
of the measured IR. This actually misguides the real influence of the impulsive noise
present in the sweep measurements because the high frequencies of the IRs retrieved
by this method are indeed not affected by the impulsive noise, see panels (b) and (d)
in figure 5.16.
The same conclusions can be extracted from the impulsive noise measurements done
in the anechoic room, i. e. the impulsive noise patterns are repeated, see figure B.7 on
page 117, and the coherence functions show that something went wrong during the
measurement, see figure B.8. Again, in the case of the sweep technique, the frequency
range at which the coherence function γ2a drops does not agree with the real frequency
components of the IR that are actually contaminated by the impulsive noise. In this
case, this phenomenon can also be seen in the coherence function γ2b .
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(a) Receiver position, LIN technique. (b) IR, LIN technique.
(c) Receiver position, LOG technique. (d) IR, LOG technique.
(e) Receiver position, MLS technique. (f) IR, MLS technique.
(g) Receiver position, IRS technique. (h) IR, IRS technique.
Figure 5.16: Effects of impulsive noise on the IR measured in the warehouse.
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(a) Coherence γ2a, LIN technique.
Frequency [Hz]
γ
2 b
(f
)
10 100 1k 10k
0
0.5
1
(b) Coherence γ2b , LIN technique.
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(c) Coherence γ2a, LOG technique.
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(d) Coherence γ2b , LOG technique.
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(e) Coherence γ2a, MLS technique.
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(f) Coherence γ2b , MLS technique.
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(g) Coherence γ2a, IRS technique.
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(h) Coherence γ2b , IRS technique.
Figure 5.17: Coherence functions obtained in the warehouse when the measurement is
polluted with impulsive noise. In the case of sweep measurements, the coherence
function γ2a does not correctly identify the real frequency range of the IR that is
affected by the impulsive noise.
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5.2.4 SNR Improvement
In section 4.3, it has been shown that there are two different ways of reducing the
contaminating effects of extraneous noise: increasing the length of the excitation signal
and increasing the number of synchronous averages. It is time now to validate them by
means of real measurements.
Let us start by analyzing the improvement of the SNR of the IR defined in equa-
tion 4.32 on page 69. The influence of three different background noises has been tested:
‘white’ noise, ‘pink’ noise and the inherent background noise of the room. The results
obtained in the warehouse are shown in figure 5.18. Note that the SNR is denoted by
‘W
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Figure 5.18: Improvement of SNR
′
h with increasing the length of the excitation signal,
measured in the warehouse with three different kinds of background noise.
SNR
′
h, instead of SNRh. This is because it is not possible to measure the deterministic
part of the IR without the influence of the background noise. Thus, assuming that
the noise contribution to the measured IR is totally uncorrelated to the contribution
obtained by means of the excitation signal,
SNR
′
h =
NT∑
n=0
|hx[n]|2 +
NT∑
n=0
|hm[n]|2
NT∑
n=0
|hm[n]|2
=
NT∑
n=0
|hx[n]|2
NT∑
n=0
|hm[n]|2
+ 1 ≈ SNRh, (5.3)
where in the last step it has been assumed that SNRh is much larger than 1. This
means that it is possible to compare the measurement results shown in figure 5.18 with
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the simulations presented in figures 4.21 on page 69 and 4.22 on page 70. In general,
there is quite good agreement, i. e. the SNR increases with increasing the length of the
excitation signal. Unfortunately, there are few cases that seem to disagree with the
general tendency, namely the LOG sweep technique when measuring with ‘white’ noise
and the inherent background noise of the warehouse (first and third plot in figure 5.18)
and the MLS technique when measuring with ‘pink’ noise (second plot in figure 5.18).
Nevertheless, it seems that in general there is an increase of 3 dB every time that the
length of the excitation signal is doubled. In order to verify it statistically, a linear
regression of the measured SNR
′
h is calculated as a function of the logarithm of the
excitation signal’s length. This is done based on the least mean square error method.
Specifically, the equation used to fit the data is
SNR
′
h(dB) = a log2(T ) + b, (5.4)
where T is the excitation signal’s lengths, a is the slope of the curve expressed in dB per
octave and b is a certain offset expressed in dB. The results obtained from this linear
regression are stated in table 5.1. Despite the three mentioned cases that disagree with
Table 5.1: Linear regression of SNR
′
h obtained in the warehouse as a function of the
excitation signal’s length when the measurement is contaminated with three different
background noises.
Background noise Technique a [dB/oct] b [dB] r
‘White’
LIN 3.07 ± 0.11 44.58 ± 0.23 0.9994
LOG 7.37 ± 2.76 31.91 ± 5.96 0.9365
MLS 2.99 ± 0.05 44.53 ± 0.12 0.9999
IRS 2.73 ± 0.10 45.11 ± 0.26 0.9993
‘Pink’
LIN 3.38 ± 0.20 40.74 ± 0.43 0.9983
LOG 3.06 ± 0.13 44.44 ± 0.28 0.9991
MLS 3.46 ± 5.03 37.15 ± 12.98 0.5665
IRS 2.82 ± 0.52 41.85 ± 1.35 0.9833
‘Warehouse’
LIN 3.65 ± 0.58 47.76 ± 1.25 0.9878
LOG -0.83 ± 1.69 63.55 ± 3.65 -0.4422
MLS 3.08 ± 0.06 49.30 ± 0.16 0.9998
IRS 2.99 ± 0.04 48.26 ± 0.09 0.9999
the general tendency, the slope a of the rest of cases is quite close to the theoretical
value of 3 dB per octave and its corresponding uncertainties6 are fairly low. Indeed,
the statistical correlation r of most of the linear regressions is very close to unity, which
means that there is a clear linear relation between the measured data.
The results obtained in the warehouse using a synchronous averaging procedure are
shown in figure 5.19. Again, three different kind of background noises are studied.
The first two plots correspond to the SNR achieved at the receiver position when the
measurements are polluted with ‘white’ and ‘pink’ noise, respectively. The third plot
6The uncertainties of the linear regression are calculated according to the “Guide to the expression of
uncertainty in measurement” (GUM) [31].
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Figure 5.19: SNR measured at the receiver position of the warehouse as a function of the
number of synchronous averages.
presents the SNR measured at the microphone position with the inherent background
noise of the warehouse. In general, the increase of 3 dB per doubling the number of
averages estimated by the CLT seems to be achieved. In order to better evaluate this
tendency, the the following linear regression is used to fit the measured data:
SNRout(dB) = a log2(M) + b, (5.5)
where M is the number of measurement periods. The corresponding results are stated
in table 5.2 on the next page. The slope of most of the linear regression is close to
3 dB per octave and the statistical correlation r indicates a good linear fit between the
regression and the measured data.
It was also shown in section 4.3.1 that LIN and LOG sweeps normally yield a worse
SNR at the microphone position in comparison to the MLS and IRS sequences, see
figure 4.20 on page 68. Figure 5.20 shows the corresponding results measured in the
warehouse when three different background noises are considered. Once more, a fairly
good agreement can be seen between the measurements and the simulations.
Finally, the results obtained in the anechoic room are presented in appendix B.4.
As expected, all figures and linear regressions show an even better agreement with the
simulations. It is clear that in such stationary acoustical environment, the SNR can be
improved by 3 dB per doubling either the length of the excitation signal or the number
of synchronous averages.
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Table 5.2: Linear regression of SNRout obtained in the warehouse as a function of the
number of averages when the measurement is contaminated with three different back-
ground noises.
Background noise Technique a [dB/oct] b [dB] r
‘White’
LIN 3.08 ± 0.09 25.10 ± 0.21 0.9988
LOG 2.70 ± 0.04 24.72 ± 0.10 0.9997
MLS 2.88 ± 0.06 25.78 ± 0.15 0.9993
IRS 3.10 ± 0.19 25.24 ± 0.47 0.9944
‘Pink’
LIN 2.97 ± 0.14 23.62 ± 0.34 0.9967
LOG 2.90 ± 0.12 21.77 ± 0.30 0.9973
MLS 2.67 ± 0.12 24.65 ± 0.28 0.9972
IRS 3.05 ± 0.08 24.01 ± 0.19 0.9991
‘Warehouse’
LIN 2.97 ± 0.48 28.50 ± 1.17 0.9634
LOG 3.04 ± 0.67 22.25 ± 1.65 0.9335
MLS 2.25 ± 0.23 27.16 ± 0.56 0.9851
IRS 3.12 ± 0.41 26.05 ± 1.00 0.9751
5.2.5 Time-Variance
Before presenting the results of time variance, it should be emphasized that the
reproducibility of this kind of measurements is quite limited. Thus, it should be kept
in mind that the time variances introduced from one measurement to the other are
likely to be quite different, which makes the comparison between them difficult. For
this reason, it is much easier to evaluate the effects of time variance in a very controlled
acoustical space such as an anechoic room.
For clarity’s sake, a first set of measurement is done in the anechoic room with a
completely quite environment regarded as time invariant. The measured TFs between
the loudspeaker and the microphone positions are shown in figure 5.21. All methods re-
trieve the same TF, approximately. In other words, all methods are equally good under
ideal measurement conditions. Besides, the coherence functions regard the measure-
ments as valid, see figure B.13 on page 122. However, if a second set of measurements
is performed in a way that the microphone, which is hanging from the ceiling, is kept
swinging during the measurement, the measured TFs do not look the same any more.
This is illustrated in figure 5.22. From these results, it is clear that time variances are
crucial at high frequencies. Furthermore, the LOG sweep technique seem to be the
most robust method, whereas the MLS technique is the most vulnerable.
On the other hand, figure 5.23 shows that γ2b is quite sensitive to time variance. This
is indeed the main purpose aimed by the authors of this coherence function. On the
contrary, γ2a is almost unaltered in the case of sweep signals. This can be explained
according to the results obtained in section 4.4, i. e. sweep measurements affected by
time variances tend to keep the energy of the IR close to its original positions, whereas
the MLS/IRS measurements spread the artifacts caused by the time variances over the
whole IR.
Similar results are obtained in the warehouse, compare figures B.11 and B.12 on
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Figure 5.20: Influence of the excitation signal’s duration on the SNR measured at the
receiver position of the warehouse with three different background noises.
L
IN
L
O
G
M
L
S
IR
S
|H(f)|2 [dB]
Frequency [Hz]
10 100 1k 10k
−40
−20
0
−40
−20
0
−40
−20
0
−40
−20
0
Figure 5.21: Transfer function of the loudspeaker measured in the anechoic room without
time variances.
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Figure 5.22: Transfer function of the loudspeaker measured in the anechoic room with
time variances.
page 121. In this case, the microphone is not hanging from the ceiling, but it is moved
between 10 and 20 cm from left to right and vice versa several times during one of the
measurement period. Moreover, the coherence functions also indicate the bad quality
of the measurements, see figure B.14.
It should be mentioned that other possible time variances, such as the effect of
one person passing by between the microphone and the loudspeaker or the effect of
raising your hand while sitting close to the microphone, have been investigated in the
warehouse. Nevertheless, the effects of these time variances are not as clear as the ones
obtained by moving the microphone during the course of the measurement.
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(d) Coherence γ2b , LOG technique.
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(e) Coherence γ2a, MLS technique.
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(f) Coherence γ2b , MLS technique.
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(g) Coherence γ2a, IRS technique.
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(h) Coherence γ2b , IRS technique.
Figure 5.23: Effects of time variances on the coherence functions. The microphone is
swinging during the measurement.
Chapter6
Conclusions
6.1 Summary and Conclusions
The theoretical bases of the sweep technique and the MLS/IRS technique have been
established in chapters 2 and 3. On the one hand, sweep signals can be synthesized
either in the time domain or in the frequency domain. The synthesis in the time
domain yields sweep signals with a constant envelope that might not excite the lower
frequencies of interest as expected, when the excitation signal is not long enough. The
design in the frequency domain overcomes this problem but yields sweep signals with
higher crest factors and may be affected by the ‘wrap around’ effect. All in all, it is clear
that the most important property of sweep signals is the time-frequency correspondence
and this is what the corresponding deconvolution method based on the inverse filter
exploits. On the other hand, MLS and IRS sequences can be synthesized by means
of linear recurrences determined from primitive polynomials. The derived expressions
for the autocorrelation and the crosscorrelation functions of these sequences show their
suitability for measuring long IRs.
The sensitivity of each measurement technique to distortion, noise and time variances
has been examined by means of theoretical models and evaluated with measurements
in two different acoustical spaces. The agreement between the simulations and the
measurements presented in chapters 4 and 5 is fairly good. The following conclusions
can be drawn from the simulated and the measured results:
Distortion: The use of deterministic excitation signals places the distortion artifacts at
very specific positions of the measured IR. Thus, unlike methods based on ran-
dom excitation signals, synchronous averaging procedure of various realizations
of the same measurement does not cancel out the nonlinearities introduced by the
loudspeaker. Nevertheless, in the case of sweep technique, most of the distortion
artifacts are pulled back into the non-causal part of the IR. In particular, the
LOG sweep technique offers slightly better results than the LIN sweep technique
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when the length of the signal is long enough to pack the different orders of distor-
tion into different intervals of time without overlap. However, unlike what most
of the literature states until now, it is proved that the LOG sweep technique is
not able to reject 100 % all the distortion artifacts from the causal part of the
measured IR. In fact, it is shown that the odd orders of distortion pack distortion
artifacts on top of the linear IR of the system. This applies for both LIN and LOG
sweeps. Besides, if the LOG sweep is meant to be used for the characterization
of nonlinear systems, great care must be taken when the system excites the forth
and the higher orders of distortion.
On the contrary, MLS measurements turn out to provide the worse performance
in terms of distortion immunity.1 It is also proved that IRS sequences reject
even order of distortion and consequently, this method significantly improves the
distortion immunity of a measurement when the loudspeaker used to excite the
acoustical space under test creates distortion of even order.
Background noise: Different noise patterns are obtained in the measured IR depend-
ing on the nature of each deconvolution method. The sweep technique distributes
the noise according to the time-frequency correspondence established by the exci-
tation signal, whereas the MLS/IRS technique uniformly spreads the background
noise artifacts over the entire measured IR. Despite these differences, the sweep
technique and particularly, the LIN sweep technique can reduce the amount of
frequency noise contaminating the reverberant tail of the IR when the interval
of time to be used at the end of the measurement period in order to pick all the
reflections of the room is shorter than the length of the system’s IR.
SNR improvement: It is shown that the SNR measured at the microphone position
is not the best indicator when evaluating the performance of each measurement
technique in term of noise immunity. It underestimates the real performance
of sweep techniques, specially when the length of the excitation signal is rather
short. As the real IR does not occupy the entire sequence retrieved by the decon-
volution method, it is more representative to evaluate the SNR achieved in the
specific interval of time in which the system’s IR exists. It is shown then that in
equal conditions, the LIN sweep technique together with the MLS/IRS technique
normally present the same degree of background noise immunity. The perfor-
mance of the LOG sweep technique is somewhat worse than the other techniques
when the background noise has a ‘white’ spectrum and slightly better when the
background noise is rather ‘pink’. Furthermore, it has been proved that the SNR
of the IR (SNRh) improves by 3 dB every time that the length of the excitation
signal is doubled. Likewise, it is also shown that the SNR can also be improved by
using a synchronous averaging procedure. In such a case, there is an improvement
of 3 dB per doubling the number of averages.
Impulsive noise: The transient nature of this kind of noise is exploited by the time-
frequency correspondence of the sweep technique. As a result, only those fre-
quency components of the measured IR that are excited at the very same in-
stants of time at which the impulsive noise contaminates the measurement are
affected. By contrast, the MLS/IRS technique spreads the impulsive noise arti-
1In fact, there are several researchers that use the high sensitivity to nonlinearities of the MLS method
for the characterization of nonlinear systems.
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facts over the entire measured IR and contaminates all frequency components of
the corresponding TF.
Time-variance: It is well known that MLS sequences are very sensitive to time-varying
systems and the measurements confirmed this fact again. Although the IRS
sequences are a modified version of the MLS ones, the results show that they are
less vulnerable. On the other hand, the sweep technique turns out to be more
robust to time variances, in particular, the LOG sweep seems to be especially
immune. Besides, it is clear that time variances are crucial at high frequencies. In
general, it should be emphasized that the use of synchronous averaging procedure
can particularly yield unreliable results when measuring time-varying systems.
Hence, if an improvement of the SNR of the measurement is aimed, it is more
recommendable to increase the length of the excitation signal. This could seem
a contradiction because the longer the signal, the more the chances of affecting
the measurement with time variances. However, it has been shown that sweeps
technique tend to keep the energy of the IR relatively close to the same positions
from one measurement to another, whereas the MLS/IRS technique distributes
the artifacts, and therefore the energy, over the entire measured IR. This can
make a difference when estimating acoustical parameters of a room from the
energy distribution of a measured RIR.
After analyzing the simulation and the measurement results, we can assert that the
LOG sweep technique is the most robust technique with respect to the rest of methods
under study. We can also say that LIN sweeps and IRS sequences, in this order, provide
better results than MLS. Therefore, the use of MLS sequences is discouraged as they
led to the worse results in all the considered aspects.
Regarding the examined coherence functions, they are able to warn about the con-
taminating effects of background noise. In the case of measurement contaminated with
impulsive noise, they can also detect that something went wrong, however, in the case
of sweep measurements, the frequency range at which the coherence functions drop can
misguide the user of the real frequency range of the IR that is affected by the impulsive
noise. On the other hand, the results show that these coherence functions are useless in
terms of distortion, they even look better than in measurements without distortion. Fi-
nally, the coherence function γ2b is quite sensitive to time variances, whereas γ
2
a mainly
reacts in MLS/IRS measurements.
6.2 Future Work
The fact that sweep signals present a better performance than MLS and IRS se-
quences motivates us to seek for further improvements in the direction of the sweep
technique. In this sense, the following ideas are suggested as future work:
• The use of a tracking filter during the course of the measurement can further
exploit the time-frequency correspondence of sweep signals. This could improve
the SNR of the measurement and definitely reduce the post-processing stages in
order to remove the noise from the non-interesting frequency bands.
• As sweep signals turn out to be less vulnerable to time variances, it could be in-
teresting to evaluate the new synchronous temporal averaging techniques recently
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presented by Paulo and Coelho in [32] in order to improve the overall SNR in the
presence of high levels of background music.
• In a similar way as Vorla¨nder and Kob determined the limits established for
maximum temperature change during an MLS measurement [30], it would be
interesting to establish an analogous relationship for sweep measurements.
AppendixA
Further Information
This appendix contains a potpourri of supplementary definitions, properties and
derivations that complements the explanations given in the previous chapters.
A.1 A Window Designed for Sweep Signals
The time-frequency correspondence of the sweep signals inhibits the use of well-
known windows such as the Hann and the Hamming windows in order to reduce the
leakage effects introduced by DFT. Besides, it is recommendable to fade in/out the
excitation signal sent through the system in order to diminish the transients created
by the loudspeaker when excited with a sudden start and stop of the sweep signal. For
this purpose the following modified version of the Tukey window is proposed:
w[n] =

1
2
(
1 + cos
(
pi
n− n1
n1
))
n ≤ n1
1
2
(
1 + cos
(
pi
n− n2
n2
))
n ≥ n2
1 otherwise,
(A.1)
where n1 and n2 can be used to taper the very low frequencies and the very high
frequencies of the excitation signal.
For a given pair of frequencies f1 and f2 that characterize the lowest and the highest
frequencies to be excited by a sweep signal, we can define f
′
1 > f1 and f
′
2 < f2 as the
limit frequencies of the effective frequency range of interest of the sweep signal after
being windowed. Then, the samples n1 and n2 at which the frequencies f
′
1 and f
′
2 are
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excited can easily be determined using equations (2.1) and (2.13):
LIN sweep LOG sweep
n1 =
⌊
L
f
′
1 − f1
f2 − f1
⌋
n1 =
⌊
L
ln(f
′
1/f1)
ln(f2/f1)
⌋
n2 =
⌈
L
f
′
2 − f1
f2 − f1
⌉
n2 =
⌈
L
ln(f
′
2/f1)
ln(f2/f1)
⌉
(A.2)
where b · c and d · e correspond to the floor and the ceiling functions and L represents
the total number of samples of the sequence.
A.2 Sweep Rate of LOG Sweeps
The sweep rate indicates the variation of the angular frequency with time:
Sweep Rate =
dω(t)
dt
. (A.3)
Unlike LIN sweeps, the sweep rate of a LOG sweep is not constant. This can easily be
shown if equation (2.13) is inserted into the previous equation:
dωLOG(t)
dt
=
d
dt
(
ω1e
t
T
ln
(
ω2
ω1
))
=
ω1
T
ln
(
ω2
ω1
)
e
t
T
ln
(
ω2
ω1
)
=
1
T
ln
(
ω2
ω1
)
ωLOG(t). (A.4)
Indeed, the sweep rate doubles its value every time that the instantaneous frequency
of the LOG sweep is also doubled. In other words, the amount of time that a LOG
sweep spends exciting every spectral component of interest is reduced by a factor of 2
every time that the frequency is doubled. This causes the magnitude spectrum of LOG
sweeps to decrease 3 dB/oct, i. e. it yields a ‘pink’ spectrum.
A.3 DFT Property
Let us consider a periodic sequence x[n] with an even number of samples L per
period, whose corresponding DFT is X[k]. Then, the effect of multiplying x[n] with
the sequence (−1)n yields the following spectrum in the frequency domain:
DFT {(−1)nx[n]} =
L−1∑
n=0
(−1)nx[n]e−j 2piknL =
L−1∑
n=0
e jpinx[n]e−j
2pikn
L
=
L−1∑
n=0
x[n]e−j
2pikn
L
+jpin =
L−1∑
n=0
x[n]e−j
2pin
L
(k−L
2
) = X[k − L/2]. (A.5)
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Hence, the spectrum X[k] is shifted half the period of the sequence, L/2. Indeed, this
result also reveals that the spectrum of the sequence (−1)n is simply a delta function
that is delayed L/2,
X[k − L/2] = X[k] δ[k − L/2] = DFT {(−1)n ·x[n]} ,
↪→ DFT {(−1)n} = δ[k − L/2].
(A.6)
A.4 Geometric Series
According to [24], the solution to a geometric series is
L−1∑
n=0
λn =
1− λL
1− λ . (A.7)
A.5 Power of the Noise Contaminating the IR of an MLS
Measurement
In this section, it is shown that the background noise contaminating the IR measured
with an MLS sequence can be reduced by 3 dB every time that the length of the
excitation signal is doubled.
Equation (4.31) on page 63 states the contribution of the background noise to the
measured IR in MLS measurements. The DFT of this equation yields
hm[n] =
1
L
(
m[n] x[−n])  Hm[k] = 1
L
(
M [k] ·X[−k]), (A.8)
where x[n] and m[n] are the excitation signal and the noise captured during the mea-
surement period, whereas X[k] and M [k] are their corresponding spectra. The Parse-
val’s theorem states that the energy of a sequence x[n] can be expressed in terms of its
frequency components X[k] [22],
L−1∑
n=0
|x[n]|2 = 1
L
L−1∑
k=0
|X[k]|2 . (A.9)
Then, the energy of the noise contribution to the measured IR, hm[n], can be calculated
by means of the Parseval’s theorem and the almost perfectly flat spectrum of the MLS
sequences. First, from the Parseval’s theorem we obtain,
L−1∑
n=0
∣∣hm[n]∣∣2 = 1
L
L−1∑
k=0
1
L2
∣∣M [k] ·X[−k]∣∣2 = 1
L3
L−1∑
k=0
∣∣M [k]∣∣2 · ∣∣X[−k]∣∣2. (A.10)
If we now introduce the specific values of the MLS spectrum stated in equation (2.34)
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on page 24,
L−1∑
n=0
∣∣hm[n]∣∣2 =

1
L3
L−1∑
k 6=0
(L+ 1)
∣∣M [k]∣∣2 k 6= 0
1
L3
∣∣M [0]∣∣2 k = 0
=
1
L3
L−1∑
k 6=0
(L+ 1)
∣∣M [k]∣∣2 + 1
L3
∣∣M [0]∣∣2
=
L+ 1
L3
L−1∑
k 6=0
∣∣M [k]∣∣2 + ∣∣M [0]∣∣2
+ 1
L3
∣∣M [0]∣∣2 − L+ 1
L3
∣∣M [0]∣∣2
=
L+ 1
L2
1
L
L−1∑
k=0
∣∣M [k]∣∣2 − L
L3
∣∣M [0]∣∣2, (A.11)
and applying the Parseval’s theorem to the noise sequence m[n],
L−1∑
n=0
∣∣hm[n]∣∣2 = L+ 1
L2
L−1∑
n=0
∣∣m[n]∣∣2 − 1
L2
∣∣M [0]∣∣2
=
L+ 1
L
1
L
L−1∑
n=0
∣∣m[n]∣∣2 − 1
L2
∣∣M [0]∣∣2
=
L+ 1
L
Pm − 1
L2
∣∣M [0]∣∣2, (A.12)
where Pm is the total power of the noise sequence recorded during the measurement
period. Finally, the power of hm[n] is simply
1
L
L−1∑
n=0
∣∣hm[n]∣∣2 = L+ 1
L2
Pm − 1
L3
∣∣M [0]∣∣2. (A.13)
Measurements related to architectural acoustics require the use of long sequences in
order to retrieved the entire reverberant tail of the system’s IR without being affected
by the ‘wrap around’ effect. Thus,
lim
L→∞
1
L
L−1∑
n=0
∣∣hm[n]∣∣2 = 1
L
Pm. (A.14)
Since the power of stationary background noise is constant, i. e. independent of the
length of the measurement period, the power of the noise that actually contaminates
the IR is reduced by a factor of two every time that the length of the excitation signal
L is doubled. In other words, the power of the noise contribution to the measured IR
decreases 3 dB per doubling the excitation signal.
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B.1 Background Noise
(a) LIN technique, warehouse. (b) LOG technique, warehouse.
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Figure B.1: Spectrogram of the IRs measured in the warehouse when the measurement
is only contaminated with background noise and no averaging procedure is used.
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(b) LOG technique, warehouse.
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(c) MLS technique, warehouse.
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(d) IRS technique, warehouse.
Figure B.2: Zoom of the coherence function γ2b obtained in the warehouse when there is
only background noise disturbing the measurement.
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(a) Coherence γ2a, LIN technique.
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(b) Coherence γ2b , LIN technique.
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(c) Coherence γ2a, LOG technique.
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(d) Coherence γ2b , LOG technique.
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(e) Coherence γ2a, MLS technique.
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(f) Coherence γ2b , MLS technique.
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(g) Coherence γ2a, IRS technique.
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(h) Coherence γ2b , IRS technique.
Figure B.3: Coherence functions obtained in the anechoic room when the measurement
is corrupted with background noise and distortion.
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(a) IR waveform, LIN technique. (b) IR spectrogram, LIN technique.
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(c) IR waveform, LOG technique. (d) IR spectrogram, LOG technique.
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(e) IR waveform, MLS technique. (f) IR spectrogram, MLS technique.
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(g) IR waveform, IRS technique. (h) IR spectrogram, IRS technique.
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Figure B.4: The effects of distortion on the IRs measured in the anechoic room with a
homemade spherical loudspeaker. The first column of panels corresponds to a zoom
of the waveform of the acquired IRs. The maximum value of the measured IR is
0.65, approximately. The IRS technique presents less distortion artifacts than the
MLS technique.
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(a) Coherence γ2a, LIN technique.
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(b) Coherence γ2b , LIN technique.
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(c) Coherence γ2a, LOG technique.
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(d) Coherence γ2b , LOG technique.
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(e) Coherence γ2a, MLS technique.
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(f) Coherence γ2b , MLS technique.
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(g) Coherence γ2a, IRS technique.
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(h) Coherence γ2b , IRS technique.
Figure B.5: Coherence functions obtained in the anechoic room when measuring the IR of
a spherical loudspeaker driven beyond its linear operating range. The nonlinearities
are not reflected on the coherence functions.
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(a) Coherence γ2a, LIN technique.
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(b) Coherence γ2b , LIN technique.
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(c) Coherence γ2a, LOG technique.
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(d) Coherence γ2b , LOG technique.
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(e) Coherence γ2a, MLS technique.
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(f) Coherence γ2b , MLS technique.
Frequency [Hz]
γ
2 a
(f
)
10 100 1k 10k
0
0.5
1
(g) Coherence γ2a, IRS technique.
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(h) Coherence γ2b , IRS technique.
Figure B.6: Coherence functions obtained in the warehouse when the loudspeaker is
driven beyond its linear operating range. The coherence functions show the effects
of background noise but they are not able to detect the presence of nonlinearities.
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−80 −60 −40 −20 0 20 dB −110 −90 −70 −50 −30 −10 dB
(a) Receiver position, LIN technique. (b) IR spectrogram, LIN technique.
(c) Receiver position, LOG technique. (d) IR spectrogram, LOG technique.
(e) Receiver position, MLS technique. (f) IR spectrogram, MLS technique.
(g) Receiver position, IRS technique. (h) IR spectrogram, IRS technique.
Figure B.7: Effects of impulsive noise on the impulse response measured in the anechoic
room.
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(a) Coherence γ2a, LIN technique.
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(b) Coherence γ2b , LIN technique.
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(c) Coherence γ2a, LOG technique.
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(d) Coherence γ2b , LOG technique.
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(e) Coherence γ2a, MLS technique.
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(f) Coherence γ2b , MLS technique.
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(g) Coherence γ2a, IRS technique.
Frequency [Hz]
γ
2 b
(f
)
10 100 1k 10k
0
0.5
1
(h) Coherence γ2b , IRS technique.
Figure B.8: Coherence functions obtained in the warehouse when the measurement is
polluted with impulsive noise. In the case of sweep measurements, the coherence
functions do not properly identify the frequency range of the IR that is affected by
the impulsive
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B.4 SNR Improvement
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Figure B.9: SNR measured at the receiver position of the anechoic room as a function of
the number of averages. The measurement is polluted with white noise.
Table B.1: Linear regression of SNRout obtained in the anechoic room as a function of
the number of averages when the measurement is contaminated with ‘white’ noise.
Technique a [dB/oct] b [dB] r
LIN 3.03 ± 0.01 24.00 ± 0.04 1.0000
LOG 2.94 ± 0.01 20.71 ± 0.03 1.0000
MLS 2.93 ± 0.15 24.60 ± 0.36 0.9962
IRS 3.11 ± 0.09 24.23 ± 0.23 0.9987
Table B.2: Linear regression of SNR
′
h obtained in the anechoic room as a function of the
excitation signal’s length when the measurement is contaminated with two different
background noises.
Background noise Technique a [dB/oct] b [dB] r
‘White’
LIN 2.93 ± 0.02 53.56 ± 0.03 1.0000
LOG 3.05 ± 0.03 48.31 ± 0.06 0.9999
MLS 3.20 ± 0.30 52.63 ± 0.50 0.9956
IRS 3.07 ± 0.48 52.78 ± 0.79 0.9882
‘Pink’
LIN 3.10 ± 0.07 41.90 ± 0.12 0.9998
LOG 3.07 ± 0.19 41.12 ± 0.34 0.9980
MLS 2.99 ± 0.06 41.90 ± 0.11 0.9998
IRS 2.97 ± 0.15 42.26 ± 0.25 0.9987
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Figure B.10: Improvement of SNR
′
h with increasing the length of the excitation signal
measured in the anechoic room.
B.5 Time-Variance 121
B.5 Time-Variance
L
IN
L
O
G
M
L
S
IR
S
|H(f)|2 [dB]
Frequency [Hz]
100 1k 10k
−40
−20
0
−40
−20
0
−40
−20
0
−40
−20
0
Figure B.11: Transfer function measured in the warehouse without time variances.
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Figure B.12: Transfer function measured in the warehouse with time variances.
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(a) Coherence γ2a, LIN technique.
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(b) Coherence γ2b , LIN technique.
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(c) Coherence γ2a, LOG technique.
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(d) Coherence γ2b , LOG technique.
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(e) Coherence γ2a, MLS technique.
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(f) Coherence γ2b , MLS technique.
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(g) Coherence γ2a, IRS technique.
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(h) Coherence γ2b , IRS technique.
Figure B.13: Coherence functions of a time invariant measurement done in the anechoic
room.
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(a) Coherence γ2a, LIN technique.
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(b) Coherence γ2b , LIN technique.
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(c) Coherence γ2a, LOG technique.
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(d) Coherence γ2b , LOG technique.
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(e) Coherence γ2a, MLS technique.
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(f) Coherence γ2b , MLS technique.
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(g) Coherence γ2a, IRS technique.
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(h) Coherence γ2b , IRS technique.
Figure B.14: Effects of time variance on the coherence functions obtained in the ware-
house. The microphone is moved during the measurement.

AppendixC
Source Code
C.1 Total Harmonic Distortion
Equation (4.13) is implemented in Matlab as the function thd, which requires the
input parameters given in table C.1. The output THD is the described power ratio.
Table C.1: Input parameters of the function thd.
Variable Description
Y Complex spectrum of the examined signal
f0 Fundamental frequency in Hz
fs Sampling rate in Hz
NFFT FFT size in samples
nmax Amount of considered harmonics
1: function THD = thd(Y, f0, fs, NFFT, nmax)
2: % frequency resolution
3: delta_f = fs/NFFT;
4: % frequency vector
5: if mod(NFFT,2) == 0 % Even number of samples
6: f_vec = linspace(0,fs/2-delta_f,NFFT/2);
7: else % Odd number of samples
8: f_vec = linspace(0,fs/2-delta_f/2,ceil(NFFT/2));
9: end
10:
11: % ONLY HARMONICS (NUMERATOR):
12: HARM = 0;
13: for nn = 2:nmax
14: % find nn’th harmonic:
15: df = f_vec - nn*f0;
16: [tmp, idx] = min(abs(df));
17: % power including 2 neighboring bins:
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18: HARM = HARM + abs(Y(idx))^2 + abs(Y(idx-1))^2 + abs(Y(idx+1))^2;
19: end
20:
21: % FUNDAMENTAL FREQUENCY + HARMONICS (DENOMINATOR):
22: % find fundamental frequency:
23: df = f_vec - f0;
24: [tmp, f0_idx] = min(abs(df));
25:
26: % power of fundamental component including 2 neighboring bins
27: % + power of harmonics:
28: F0_HARM = abs(Y(f0_idx))^2 + abs(Y(f0_idx-1))^2 + abs(Y(f0_idx+1))^2 + HARM;
29: THD = sqrt(HARM)/sqrt(F0_HARM);
30: disp(sprintf(’THD = %3.2f %%, LTHD = %3.2f dB’, 100*THD, 20*log10(THD)));
First, the function generates a frequency vector in order to be able to locate the neces-
sary samples of the complex spectrum. Next, the power of the harmonics is determined
in a loop that reaches from 2f0 to nmaxf0. For each frequency the nearest FFT bin is
determined and the power for this and the two neighboring bins is summed. This is
done, because the power is often slightly smeared due to windowing or leakage. Next,
the power in the bins around the fundamental frequency is calculated, to which the
previously calculated ‘harmonic power’ is added. Finally, the square roots of the two
powers are divided by each other and the THD is returned and displayed in the com-
mand line.
C.2 MLS-shift Property
The following Matlab function performs a brute-force search of the shift τ12 deter-
mined by each pair of values of τ1 and τ2 of the second order Volterra kernel:
1: function M = shift_theorem(x)
2: % Input parameters:
3: % x: MLS sequence.
4: % Output parameters:
5: % M: Matrix describing the instants of time at which each discrete
6: % value of the second Volterra kernel contributes to the measured IR.
7: L = length(x);
8: d = zeros(1,L);
9: y1 = x;
10: num_steps = floor(L /10);
11: for ii = 2:L
12: y2 = circshift(x,[0 ii-1]);
13: y = y1.*y2;
14: h = mlsdeconv2(x,y);
15: idx = find(h == max(h));
16: d(ii) = idx(1);
17: end
18: close(h_bar);
19: if L > 2^13-1 % If the length of the sequence is too long, the function only
20: M = d; % returns the first row of the matrix
21: else % Create the entire matrix
22: d = d(2:end); % We don’t need the first value
23: M = zeros(L,L);
24: for ii = 1:L
25: for jj = 1:L
26: if ii == jj % Main diagonal of the matrix is not interesting
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27: M(ii,jj) = 1; % write something by symmetry
28: else
29: M(ii,jj) = mod(d(1,mod(jj-ii,L))+(ii-1),L);
30: if M(ii,jj) == 0
31: M(ii,jj) = L;
32: end
33: end
34: end
35: end
36: end
37: M = M-1; % Express the result with samples from 0 to L-1.
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Table D.1: Used facilities, devices and software.
Type Manufacturer Model/name Description/notes
Anechoic
Chamber
Large anechoic
chamber in building
354 (room 027) at
DTU
Free space volume of about 1000 m3. Lower limiting fre-
quency of about 50 Hz.
Warehouse Large warehouse in
building 355 at DTU
Approximated volume of 650 m3. Reverberation time
about 1.1 s.
Microphone Bru¨el & Kjær B&K Type
4192–L–001
Pressure microphone with sensitivity of 13.6 mV/Pa,
and uncertainty (95◦ confidence level) of 0.2 dB. Se-
rial no.: 2294769.
Microphone
Preamplifier
Bru¨el & Kjær B&K Type 2669 L Serial no.: 2298869.
NEXUS
Conditioning
Amplifier
Bru¨el & Kjær B&K Type
2690–0S4
Serial no.: 2572755.
Amplifier DTU Serial no.: 1076
Loudspeaker Rogers Rogers L53/5A Two-way loudspeaker with nominal impedance of 15 Ω,
handling capacity of 25 W (speech and music) and dimen-
sions (L×W×H) 16× 19× 30.5 cm. Serial no.: 032632 B.
Loudspeaker Spherical
loudspeaker
Homemade.
Continued on the next page. . .
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Table D.1: Used facilities, devices and software (continued).
Type Manufacturer Model/name Description/notes
Loudspeaker Dynaudio Acoustics Dynaudio Acoustics
BM6
Two-way loudspeaker with nominal impedance of 4 Ω,
amplifier power (rms) of 50–100 W and dimensions
(L×W×H) 25.5× 20.3× 33 cm. Serial no.: 00485473.
Calibrator Bru¨el & Kjær B&K Type 4231 Produces 94 dB at 1 kHz. Fulfills IEC 942 1988 Class 1
and ANSI S 1.40–1984. Serial no.: 2313963.
Noise
Generator
Bru¨el & Kjær B&K Type 1405
Computer Dell Vostro 400 Intel Core2 Duo, 2.66 GHz, 2 GB RAM, Windows XP
Professional Version 2002, Service Pack 3, Integrated 7.1
Channel Audio HD, Realtek HD Audio driver.
Software The MathWorks Matlab Version
7.5.0.342 (R2007b)
License no.: 167505.

List of Figures
2.1 Waveform of a LIN sweep. . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Magnitude spectrum of a LIN sweep synthesized in the time domain. . . 5
2.3 Spectrogram of a linear sweep synthesized in the time domain. . . . . . 6
2.4 LIN sweeps created in the frequency domain. . . . . . . . . . . . . . . . 9
2.5 Waveform of a LOG sweep. . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.6 Magnitude spectrum of a LOG sweep synthesized in the time domain. . 12
2.7 Spectrogram of a LOG sweep synthesized in the time domain. . . . . . . 13
2.8 Spectrum of a LOG sweep created in the frequency domain. . . . . . . . 15
2.9 Waveform of a LOG sweep synthesized in the frequency domain. . . . . 16
2.10 Spectrum of an MLS signal. . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.11 Spectrogram of an MLS signal. . . . . . . . . . . . . . . . . . . . . . . . 17
2.12 Comparing spectra of binary sequences. . . . . . . . . . . . . . . . . . . 19
2.13 Scheme of an LFSR. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.14 Waveform of an IRS sequence. . . . . . . . . . . . . . . . . . . . . . . . 25
2.15 Spectrogram of an IRS signal. . . . . . . . . . . . . . . . . . . . . . . . . 25
2.16 Comparison between the magnitude spectra of IRS and MLS sequences. 27
2.17 Circular autocorrelation function of an IRS sequence. . . . . . . . . . . . 30
4.1 Model used to analyze the effects of noise and distortion in real measure-
ments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2 Example of discrete second order Volterra kernel of a loudspeaker. . . . 41
4.3 Example of discrete second order Volterra kernel of a nonlinear system
consisting of a loudspeaker and an acoustical space under test. . . . . . 43
133
134 List of Figures
4.4 Example of sweeps distorted by a loudspeaker. . . . . . . . . . . . . . . 45
4.5 Distorted sweeps simulated at the microphone position. . . . . . . . . . 46
4.6 The effects of distortion on the IRs measured with sweep technique. . . 48
4.7 Volterra kernels identification. . . . . . . . . . . . . . . . . . . . . . . . . 49
4.8 Contribution of each order of distortion to the measured IR using LIN
and LOG sweeps as excitation signal. . . . . . . . . . . . . . . . . . . . . 50
4.9 The effects of using a circular convolution in sweep measurements with
distortion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.10 Time distribution of the distortion artifacts introduced by a second order
Volterra kernel in an MLS measurement. . . . . . . . . . . . . . . . . . . 55
4.11 Distortion contribution of the second order Volterra kernel on the IR
measured with an MLS sequence of order m = 3. . . . . . . . . . . . . . 56
4.12 Spurious reflections appear in the IR measured with an MLS sequence
as a consequence of the nonlinear behavior of the system. . . . . . . . . 57
4.13 Contribution of each order of distortion to the measured IR using an
MLS sequence as excitation signal. . . . . . . . . . . . . . . . . . . . . . 58
4.14 Small spurious reflections appear in the IR measured with an IRS se-
quence as a consequence of the nonlinear behavior of the system. . . . . 61
4.15 Contribution of each order of distortion to the measured IR using an IRS
sequence as excitation signal. . . . . . . . . . . . . . . . . . . . . . . . . 62
4.16 IRs acquired with the sweep technique when the simulated measurement
is contaminated with ‘white’ and ‘pink’ noise. . . . . . . . . . . . . . . . 64
4.17 Noise pattern obtained when a circular convolution is used with a LIN
sweep. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.18 IRs acquired by means of MLS and IRS sequences with the presence of
‘white’ and ‘pink’ noise. . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.19 A LOG sweep measured at the receiver position usually has less power
than the LIN sweep. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.20 SNR simulated at the receiver position as a function of the length of the
excitation signal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.21 Variation of SNRh as a function of the excitation signal’s length when
the simulated measurement is polluted with ‘white’ noise. . . . . . . . . 69
4.22 Variation of SNRh as a function of the excitation signal’s length when
the simulated measurement is polluted with ‘pink’ noise. . . . . . . . . . 70
4.23 Effect of impulsive noise on the measured IR. . . . . . . . . . . . . . . . 71
4.24 The SNR at the microphone position increases with increasing the num-
ber of averages. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.25 Time-variance effects on the IR retrieved by each measurement technique. 75
4.26 Time-variance effects on the TF obtained by each measurement technique. 76
5.1 Scheme of the measurement setup. . . . . . . . . . . . . . . . . . . . . . 78
List of Figures 135
5.2 The measurements are carried out in two different acoustical spaces, an
anechoic room and a warehouse. . . . . . . . . . . . . . . . . . . . . . . 79
5.3 Sketch of the total number of segments to be used in order to calculate the
coherence function γ2a(f). The shaded area corresponds to the analysis
window. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.4 Simple measurement of the direct sound and the reflection of first order
coming from a plywood panel. . . . . . . . . . . . . . . . . . . . . . . . . 81
5.5 Measurement of the direct sound and the first order reflection coming
from a plywood panel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.6 Histogram of the delay introduced by the soundcard in 100 consecutive
reference measurements. The variable τsoundcard presents the mean value
and the standard deviation of the measured soundcard delays. . . . . . . 83
5.7 Spectrograms of the retrieved IRs when the measurement is only contam-
inated with the background noise present in the acoustical space under
test. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.8 Comparison of the magnitude spectrum of the background noise present
in the anechoic room and the warehouse. . . . . . . . . . . . . . . . . . . 85
5.9 Coherence functions obtained in the anechoic room when there is only
background noise disturbing the measurement. . . . . . . . . . . . . . . 86
5.10 Coherence functions obtained in the warehouse when there is only back-
ground noise disturbing the measurement. . . . . . . . . . . . . . . . . . 87
5.11 Example of the TF measured in the anechoic room and in the warehouse
with the IRS technique. . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.12 The effects of distortion on the IRs measured in the anechoic room. . . . 89
5.13 Signals measured at the microphone position with the sweep technique
when the loudspeaker is driven outside of its linear operating range. . . 90
5.14 Homemade spherical loudspeaker. . . . . . . . . . . . . . . . . . . . . . . 91
5.15 Spectrogram of the IRs measured in the warehouse when the loudspeaker
manufactured by Rogers is driven beyond its operating range. . . . . . . 92
5.16 Effects of impulsive noise on the IR measured in the warehouse. . . . . . 94
5.17 Coherence functions obtained in the warehouse when the measurement
is polluted with impulsive noise. . . . . . . . . . . . . . . . . . . . . . . 95
5.18 Improvement of SNR
′
h with increasing the length of the excitation signal,
measured in the warehouse with three different kinds of background noise. 96
5.19 SNR measured at the receiver position of the warehouse as a function of
the number of synchronous averages. . . . . . . . . . . . . . . . . . . . . 98
5.20 Influence of the excitation signal’s duration on the SNR measured at the
receiver position of the warehouse with three different background noises. 100
5.21 Transfer function of the loudspeaker measured in the anechoic room with-
out time variances. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.22 Transfer function of the loudspeaker measured in the anechoic room with
time variances. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
136 List of Figures
5.23 Effects of time variances on the coherence functions. . . . . . . . . . . . 102
B.1 Spectrogram of the IRs measured in the warehouse when the measure-
ment is only contaminated with background noise and no averaging pro-
cedure is used. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
B.2 Zoom of the coherence function γ2b obtained in the warehouse when there
is only background noise disturbing the measurement. . . . . . . . . . . 112
B.3 Coherence functions obtained in the anechoic room when the measure-
ment is corrupted with background noise and distortion. . . . . . . . . . 113
B.4 The effects of distortion on the IRs measured in the anechoic room with
a homemade spherical loudspeaker. . . . . . . . . . . . . . . . . . . . . . 114
B.5 Coherence functions obtained in the anechoic room when measuring the
IR of a spherical loudspeaker driven beyond its linear operating range. . 115
B.6 Coherence functions obtained in the warehouse when the loudspeaker is
driven beyond its linear operating range. . . . . . . . . . . . . . . . . . . 116
B.7 Effects of impulsive noise on the IRs measured in the anechoic room. . . 117
B.8 Coherence functions obtained in the warehouse when the measurement
is polluted with impulsive noise. . . . . . . . . . . . . . . . . . . . . . . 118
B.9 SNR measured at the receiver position of the anechoic room as a function
of the number of averages. . . . . . . . . . . . . . . . . . . . . . . . . . . 119
B.10 Improvement of SNR
′
h with increasing the length of the excitation signal
measured in the anechoic room. . . . . . . . . . . . . . . . . . . . . . . . 120
B.11 Transfer function measured in the warehouse without time variances. . . 121
B.12 Transfer function measured in the warehouse with time variances. . . . . 121
B.13 Coherence functions of a time invariant measurement done in the ane-
choic room. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
B.14 Effects of time variance on the coherence functions obtained in the ware-
house. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
List of Tables
2.1 A possible m-tuple and polynomial representation of the elements of
GF(23). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Reorganization of the elements of GF(23) in order to obtain MLS of order
m = 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Primitive polynomials of order 1 to 24. . . . . . . . . . . . . . . . . . . . 22
4.1 Total harmonic distortion of the simulated system. . . . . . . . . . . . . 44
5.1 Linear regression of SNR
′
h obtained in the warehouse as a function of the
excitation signal’s length when the measurement is contaminated with
three different background noises. . . . . . . . . . . . . . . . . . . . . . . 97
5.2 Linear regression of SNRout obtained in the warehouse as a function of
the number of averages when the measurement is contaminated with
three different background noises. . . . . . . . . . . . . . . . . . . . . . . 99
B.1 Linear regression of SNRout obtained in the anechoic room as a function
of the number of averages when the measurement is contaminated with
‘white’ noise. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
B.2 Linear regression of SNR
′
h obtained in the anechoic room as a function
of the excitation signal’s length when the measurement is contaminated
with two different background noises. . . . . . . . . . . . . . . . . . . . . 119
C.1 Input parameters of the function thd. . . . . . . . . . . . . . . . . . . . 125
D.1 Used facilities, devices and software. . . . . . . . . . . . . . . . . . . . . 130
137

Abbreviations and Symbols
Abbreviations
CLT Central limit theorem, page 72
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L Length of a sequence. It equals 2m − 1 for MLS sequences, page 18
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m Integer that defines the lengths of an MLS, 2m − 1, page 18
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N Order of distortion, page 47
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page 80
NT Total number of samples of the interval of time at which the IR of the
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RT Reverberation time, page 74
rxx Circular autocorrelation function, page 23
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