MPEG-encoded variable bit rate (VBR) video traffic is expected to incur cell losses during its transmission over a broadband network. These cell losses introduce distortion into the received video. Frame drop rate and Root Mean Square Error (RMSE) can be used to objectively measure this distortion. These two metrics are useful in identifying the threshold cell loss rate (CLR) beyond which the quality of received video is unacceptable to viewers. Thus, they are useful in identifying CLRs to be used in evaluating VBR video traffic models. A novel analytical model is developed for predicting both frame drop rate and RMSE as a function of (i) uniform cell loss rate and (ii) MPEG encoding parameters. The model is validated by an empirical study using an actual MPEG video. and Root Mean Square Error (RMSE). Since our study concentrates on the effect of CLR in developing metrics for evaluating video traffic models we focus on RMSE measure.
INTRODUCTION 2. AN ANALYTICAL MODEL
MPEG encoded variable bit rate (VBR) video traffic is expected to dominate the bandwidth of broadband networks [CR99] . Accurate models of VBR video traffic load in a broadband channel are necessary for prediction of performance of any proposed (andor designed) network during its operation, and significant research efforts have been dedicated to develop these traffic models [HTL92, Hey97, WCJ95, CR99, RK98, SRSOl] .
A measure of quality of these traffic models is the closeness of cell loss ratios (CLR) between the original video traffic trace and model-generated video traffic trace when those are independently transmitted over two identical communication channels. VBR video frame size pattems are so complicated no model-generated video traffic can be expected to show a CLR identical to that of original traffic. As the transmission rate (the capacity of the channel) and/or the buffer size increases the CLR naturally decreases for both original and any realistic model-generated traffic. At very low transmission rates CLRs would be very high and those could be quite close for both original and modelled traffic traces. However, such high CLRs would be of little use in practice as the quality of received video will be too poor to be acceptable. Consequently, comparisons at high CLRs do not speak much about the quality of a model. As the transmission rate is gradually increased, the difference of CLRs between original and model-generated videos also increases and gradually becomes significant irrespective of the sophistication of any model. In order to study the effectiveness of traffic models it is, therefore, necessary to identify CLRs to be used for evaluating the models. This requires identifying CLRs beyond which the quality of received video sustains perceptually annoying degradations.
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Our study sought to analyse and measure two effects of cell loss on an MPEG bitstream: frame loss and root mean square energy loss (RMSE). Frame loss occurs when the decoder is unable to decode a frame. That frame is entirely lost and will not be included in the output sequence. Root mean square energy loss, defined later in Equation 5, quantifies the effect of pixel-level mismatches.
Frame Drop Rate
Let Nceirs be the total number of cells needed to transmit the bitstream, and Pheader be the probability that any given cell contains an I, P, or B-frame header. Then &ader is defined by Pheader = NI * C P H F H ( I )
Ncells
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(1) where C P H F H ( I ) .
CPHFH(P), and C P H F H ( B )
are the average number of cells needed to transmit one I, P, or B-frame header, and N I , N p , and NB are the number of I, P, and B-frames, respectively.
If the header size (HS) is small relative to the cell size (CS), specifically, if 1 < H S 5 CS, the header will require either one or two cells, depending on the relative positions of the cell and the header (see Fig. 1) . Thus, the expected number of cells needed to transmit a given header can be defined as C P H = Since the loss of a part of a frame header forces the frame to be dropped, the expected frame drop rate is given by FLezpected(Ncells, CLR, Pheader) = Ncells * C L R * Pheader.
(3)
It is possible that FLezpected, the expected number of frames lost as defined in equation 3, may exceed 1. When this happens we say that the probability of losing at least one frame is 1. In other words, the probability of losing at least one frame is given by P(lose 2 1) = min(FLexpected(Ncells, CLR, Pheoder), 1).
(4)
For a specific MPEG video both Ncells and Pheader are constants making FLexpected and P(lose 2 1) functions of CLR alone. The frame drop rate is obtained by dividing the expected number of frames lost by the total number of frames.
Root Mean Square Energy Loss
Root mean square energy loss (RMSE) is defined as
where Pi is the value of the ith byte of the undistorted video, Pi' is the value of the ith byte in the distorted video, and n is the total number of bytes compared.
Based on this definition of RMSE we define the expected RMSE as where SDav, is the average square difference between distorted and unchanged decoded byte values, DBCtotal is the total number of corrupted decoded bytes, and Ndecode is the number of bytes in the decoded video. DBCtot,l can be further broken down to
where D B C F H , D B C S H , D B C M B H ,
and DBCMBD are the numbers of decoded bytes corrupted as a result of frame header, slice header, macroblock header, and macroblock data byte corruption, respectively. Due to space constraints we omit the complete expressions for the DBC terms. The details can be found in [SSSO2]. For simplicity, we view each macroblock structure as consisting of a header part and a data part; we do not attempt to further break down the macroblock data into motion vectors and blocks. Because of the dependencies between frames in an MPEG video sequence, corruption of a structure in one frame will propagate to the corresponding structures in all dependent frames. In the next Section we describe the experimental setup to validate the proposed analytical model. Figure 2 shows the setup for our empirical study. Loss of cells during the transmission of an MPEG-encoded bitstream was simulated (see next section) to produce a distorted copy of the bitstream. Both the distorted copy of bitstream and the original bitstream were decoded separately, producing a sequence of distorted frames, a sequence of unchanged frames, and header offset reports for both bitstreams. The frame sequences were then passed together through a pixel-level analyzer to measure the differences between the distorted frames and the unchanged frames. 
High-Level Description of the System
Cell Loss Parameters
The cell loss simulator was implemented as a Java program and 
Frame Loss
The MPEG Software Simulation Group's MPEG-2 software decoder (version 1.2, [Gro]) decoded the video, producing a sequence of picture (frame) files of raw 24-bit RGB pixel values in PPM (Portable PixMap) format. This decoder also produced a header offset report for each bitstream. By comparing the header offset report for the unchanged bitstream with the header offset report for the distorted bitstream, we were able to identify all frame headers that were lost or corrupted beyond recognition in the distorted bitstream. Thus, by knowing which picture headers were lost we could determine both number and type of frames lost.
Root Mean Square Energy Loss
A byte-level comparison program was used to compare each decoded frame of the unchanged sequence with its corresponding decoded frame from the distorted sequence. The root mean square energy loss per byte was calculated using Equation 5 for RMSE. Whenever a frame was missing from the distorted sequence due to frame loss, the program compensated by comparing the unchanged frame corresponding to the missing frame to the most recent intact frame in the distorted frame sequence (see Fig. 4 ). This method simulates the behavior of a video player that simply redisplays the last intact frame whenever it encountered any missing frame. 
RESULTS AND DISCUSSIONS
In this section we compare and contrast analytical results with experimental observations.
Frame Drop Rate
After the substitution of all video-specific data, we get FLespected = CLR* 7508.52. Figure 5 compares the expected and observed kame losses. The analytkal curve gives slightly higher values than the empirical data. This overestimation may be due to the way in which the decoder drops frames. The decoder will drop a frame only if the frame header is missing or corrupted to the point that it cannot be recognized as a frame header, which will only happen if the frame start code is dropped. In our calculation of the expected number of frames lost (see Eqn. 3), we base the average number of cells required to transmit a frame header (see Eqn. 2) on the total frame header size. However, the frame start code, the critical structure in determining whether or not the frame is dropped, is only a part of the whole frame header. Thus, the average number of cells required to transmit the entire frame header is slightly larger than the number required to transmit the critical section of the frame header. This leads to a slight overestimate of Pheader (see Eqn. I), and in turn to an overestimate of FLeSpected (see Eqn. 3).
Average Cell Loss Rate. Figure 6 shows plots of the expected and observed probabilities of losing at least one frame. Like the expected number of frames dropped on which it is based, the expected probability appears to slightly overestimate the observed probability. This difference is believed to be partly due to the reasons given in Section 5.1 and partly due to the limited number of experimental trials performed at each CLR (see 4.1) shown as a scatter diagram. The difference is expected to be much narrower if a large number of trials is performed at each CLR.
Probability of Losing At Least One Frame
Root Mean Square Energy Loss
Due to space limitation we omit details, but taking the average squared byte value difference as SD,,, = (v)' = 127.5', and calculating DBCt,t,l from the video specific data, we obtain, RMSEeapected = &E* (1.027 * lo3). . ,
5,-'
x---- . ,
x----and more as the slope of the observed curve decreases. This divergence may be due to our method for handling dropped frames. When a frame is dropped from the distorted sequence, the most recent intact frame in the distorted sequence is used as a substitute for it. Because of the high temporal redundancy between adjacent video frames, most bytes of the substitute frame will be very similar to the bytes of the original frame to which they are compared. 
CONCLUDING REMARKS
An analytical model for predicting frame drop rate and RMSE as functions of uniform cell loss rate and MPEG encoding parameters has been proposed. Empirical observations with one video suggest that our analytical model is quite accurate. The observed frame drop rate and probability of dropping at least one frame is close to, although slightly lower than, the predicted value. The observed RMSE is very close to the expected up to CLRs of approximately 5 x beyond which the analytically predicted RMSE is increasingly higher than the observed. This result is natural because the analytical model does not take dropped frame replacement into account. However, the high CLRs at which our model differs from the observed values are unlikely to be used for video delivery. Currently, we are refining this model to make it more accurate.
