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ABSTRACT: The Polarizable Charge Equilibration (PQEq) method was developed to provide a 
simple but accurate description for the electrostatic interactions and polarization effects in 
materials. Previously, we optimized the 4 parameters per element for the main group elements. 
Here, we extend this optimization to the 24 d-block transition-metal (TM) elements, column 4 to 
11 of the periodic table including Ti-Cu, Zr-Ag, and Hf-Au. We validate the PQEq description for 
these elements by comparing to interaction energies computed by quantum mechanics (QM). Since 
many materials applications involving TM are for oxides and other compounds that formally 
oxidize the metal, we consider a variety of oxidation states in 24 different molecular clusters. In 
each case, we compare interaction energies and induced fields from QM and PQEq along various 
directions. We find that the original  and J parameters (electronegativity and hardness) related to 
the ionization of the atom remain valid, however we find that the atomic radius parameter needs 
to be close to the experimental ionic radii of the transition metals. This leads to a much higher 
spring constant to describe the atomic polarizability. We find that with these optimized parameters 
for PQEq provide accurate interactions energies compared to QM with charge distributions that 
depend in a reasonable way on the coordination number and oxidation states of the transition 
metals. We expect that this description of the electrostatic interactions for TM will be useful in 
molecular dynamics simulations of inorganic and organometallic materials.
1. Introduction
Transition metals (TM) play an essential role in numerous materials and biological applications 
including transition-metal nanoclusters in catalysis1, catalytic reactions for organic synthesis2, 
photonic and optoelectronic devices3, two-dimensional semiconductors4, polymerization5, 
magnetic refrigerants6, and metal-organic frameworks7, 8. This diversity in applications of TMs 
arises from the unique properties of their valence d- and f- orbitals. In order to develop improved 
materials, it is valuable to use quantum mechanics (QM) to predict the structures and properties. 
However, the QM is limited to ~200 atoms per molecule or per periodic cell, and ~10-20 
picoseconds of dynamics. This is not sufficient for designing nanoscale devices that may involve 
several distinct materials and their interfaces (a cell with 25 nm on a side may be 4 million atoms) 
and time scales should be at least nanoseconds. Thus, it is very valuable to develop force fields to 
use in molecular dynamics (MD) simulations to describe the structures, properties, and dynamics 
of practical sized TM systems. 
The problem here is that TM containing materials lead to a range of coordination numbers, 
oxidation states, and electronic configurations depending on their compositions and local 
environment. In particular, the simulation results may depend sensitively on the partial charge and 
polarization on the TMs atoms. 
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2In order to address this problem, we developed the Universal Force Field (UFF)9 in 1992 to provide 
generic parameters to describe the equilibrium structures of inorganics compounds based on 
physical principles and trends. UFF included generic descriptions of the bond, angle, and torsion 
valence interactions along with parameters for nonbonded the van der Waals interactions and 
charges based on the Charge Equilibration (QEq) method. An innovation with QEq was to 
distribute each charge over a region the size of the atom (originally a Slater orbital, now a Gaussian 
function). The parameters for QEq are the size of the atom (half the standard bond distance) and 
the electronegativity () and hardness (J) derived from the atomic ionization potential (IP) and 
electron affinity (EA). However, no attempt was made to optimize these parameters.
We recently developed the polarizable charge equilibration methodology (PQEq)10 that includes 
self-consistent atomic charge transfer and polarization for use in MD simulations of materials. In 
PQEq, the charge on each atomic core is described by an atomic sized Gaussian function while the 
polarization is described by a Gaussian shaped shell connected to the core by a harmonic spring 
with force constant K. The net atomic charge and shell position adjust instantaneously in response 
to the electrostatic environment of the system to achieve a constant chemical potential across all 
atoms of the system. An innovation with PQEq is describing both core charge and the shell charge 
as distributed charges, which avoids the singularities commonly found with point charge models. 
A second innovation was optimizing the parameters by comparing the polarization energy from 
QM and PQEq as point dipoles are brought into typical molecules containing the atoms.
PQEq uses four parameters per element to describe the charge and polarizability. The original 
PQEq paper provided default atomic parameters (denoted PQEq0) for all elements of the periodic 
table up to Nobelium (Z= 102) based on available experimental atomic data. We previously 
optimized and validated the accuracy of PQEq for main group elements of the C, N, O, and F 
columns of the periodic table TM (H, C-F, Si-Cl, Ge-Br, Sn-I, Pb-At)10, 11. These optimized values 
were denoted as PQEq1 and PQEq2.
In this paper, we optimize and validate the PQEq parameters for TMs to provide accurate 
descriptions of the dynamic charge and polarization for molecular dynamics (MD) and reactions. 
Here, we validate against QM the interaction energies for molecules involving the 24 TMs: Ti-Cu, 
Zr-Ag, Hf-Au. 
2. Method
The complete description of PQEq can be found elsewhere10, 11. Here, we summarize the key 
elements. PQEq describes charges on each atom as Gaussian functions, ρic and ρis, with 
 ρic centered on the nuclear core (containing also the mass) with total charge of qi +1 and 
 ρis allowed to polarize away from the nuclear core (containing zero mass) with fixed total 
charge (-1). 
Thus, the total charge (core plus shell) on the atom is qi. Both core and shell are described with 1s 
Gaussian functions having the same size of the atom (Ri) and they are connected by an isotropic 
harmonic spring with force constant Ks (see Figure 1). The Coulomb energy is expressed as (1)
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3ECoulomb({ric,ris,qi}) = N∑
i
[χ0i qi + 12J0iiq2i + 12Ksr2ic,is] + ∑
ik > jl
T(rik,jl)Cik,jl(rik,jl)qikqjl (1)
where i and j represent atomic indices while k and l denote core (c) or shell (s). Here 
 rik,jl is the distance between the core (or shell) of the i-th atom with that of the j-th atom.
  is the Mulliken electronegativity [(IP+EA)/2] and 0i
  is the idempotential or hardness (IP-EA) of the i-th atom. 0iiJ
The second sum is the pairwise shielded Coulomb interaction energy between all cores and shells. 
The electrostatic energy between two Gaussian charges is given by Cik,jl(rik,jl)qikqjl, where 
C(rik,jl) = 1rik,jlerf( αikαjlαik +αjlrik,jl), (2)
where  is the width of the Gaussian distribution, which is a function of covalent atomic radius ik
(Rik) and shielding (λ), The long-range Coulomb interactions become important in .2/ 2ikik R 
periodic system simulations where we must dampen the Coulomb interactions smoothly at the 
cutoff distance. For this purpose We use a 7th order taper function T(rik,jl) that matches through the 
third derivative in the energy at R=0 and at R=cutoff11.
During the MD simulations, the PQEq step dynamically updates the atomic charges and shell 
positions in response to the electrostatic environment. The charges are updated by minimizing the 
energy equation (Equation 1) subject to the conditions that the total charge is conserved and that 
the chemical potentials ( ) are equal for all atoms. We use the preconditioned-iCoulomb qE  /
conjugate-gradient (PCG) method to reduce computational costs of adjusting the charges at each 
step while retaining the accuracy and stability of the results.12 The shell relaxation was coupled 
with the PCG method to update the shell positions at the same time that charges are computed. 
The optimum shell position is computed by balancing the electrostatic forces from all other atoms 
with the attractive harmonic force between the core and the shell of the atom (described by Ks).10 
We started with the default PQEq0 parameters for all elements up to Nobelium (Z=102) from 
experimental ionization and electron affinity data and standard bond distances.10 
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4Figure 1. The components of the PQEq model for a system with two atoms. Spherical 1s Gaussian 
charge distributions are used to describe both cores (ρic) and shells (ρis). The integral of the shell 
charge is -1 while the integral of the core charge is qi+1, so that the total charge is qi. The 
interaction of shell and core is through a harmonic spring with force constant K. Cores and shells 
of different atoms interact with each other through standard Coulomb interactions. 
3. Optimization of PQEq using QM polarization energy  
To optimize the PQEq parameters for TM elements, we used cyclic structures based on common 
oxidation states of M. Thus for W we used the W3O9 cluster (Figure 2a) in which each W makes 
two W=O oxo bonds and two W-O-W bridging bonds, leading to WVI. For Pt we used the Pt6O12 
cluster (Figure 2b) in which there are two Pt-O-Pt chains between each Pt, leading to PtIV. For Ta 
we used the Ta4O10 cluster (Figure 2c) in which each Ta has one Ta=O oxo bond with Ta-O-Ta 
bridges to each of the other three Ta. The full set of 24 oxide and fluoride structures are depicted 
in Figures S1 and S2 of the Supporting Information and provided in XYZ format with PQEq3 
force field file(txt). Most structures were chosen by considering the stability of the geometric 
configurations. In addition, some halogen compounds such as Ag4F4 and Au4F4 having D2d 
symmetry were chosen for extra analysis. We designed model clusters to have net charge of 0.0 
and single spin state.
We probe each of the model clusters in our training set with an electric dipole described using a 
pair of ±1 point charges separated by 1 Å (this also includes higher order multipoles). We scan the 
QM total energy by bringing the electric dipole toward the closest atom in the structure along 
various directions from distances as long as 10 Å down to 2 Å. A variety of scan directions were 
chosen to study the dependence of interaction energies on the orientation of the molecule with 
respect to the electric field.    
For all DFT calculations, we used Jaguar code13 with the standard B3LYP hybrid functional14-18 
using the LACVP (small core) basis set19 together with polarization functions20-23. We also 
included the D3 empirical van der Waals correction of Grimme et al24, 25. For most cases, the total 
energy for d-block element leads to non-monotonic behavior due to non-electrostatic effects. 
Occasionally, this also leads to positive net interaction energies depending on the orientation of 
the molecular dipole. The nature of this occasional non-monotonic behavior in the QM energy 
curve was discussed in our previous papers10, 11. To avoid such problems and to measure directly 
the dipole interaction energy, we introduced a new approach where we define the net dipole 
interaction energy ( ) as𝐸𝑄𝑀𝑛𝑒𝑡
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5         (3),QMfix
QMQM
net EEE 
where  is QM total energy for the fully converged wavefunction at the given dipole distance 𝐸𝑄𝑀
and  is single point QM total energy at the same distance using wavefunctions from the 𝐸𝑄𝑀𝑓𝑖𝑥
longest dipole distance. Therefore, the difference between and  arises purely from 𝐸𝑄𝑀 𝐸𝑄𝑀𝑓𝑖𝑥
polarization due to the dipole interaction with the structure (i.e. ). Similarly, the net interaction 𝐸𝑄𝑀𝑛𝑒𝑡
energy for PQEq is defined as
       (4),PQEqfix
PQEqPQEq
net EEE 
where  is the dipole net interaction energy for PQEq,  is the PQEq total energy with 𝐸𝑃𝑄𝐸𝑞𝑛𝑒𝑡 𝐸𝑃𝑄𝐸𝑞
fully equilibrated charge and shell positions, and  is the PQEq total energy at the same 𝐸𝑃𝑄𝐸𝑞𝑓𝑖𝑥
dipole distance but using the atomic charges and shell positions that were obtained at the longest 
dipole distance. Therefore, we validate and optimize the PQEq parameters by comparing  𝐸𝑃𝑄𝐸𝑞𝑛𝑒𝑡
directly with . 𝐸𝑄𝑀𝑛𝑒𝑡
We obtained the Mulliken electronegativity, χ = (IP+EA)/2, and the idempotential, J=IP-EA, from 
the most recent experimental ionization potential (IP) and electron affinities (EA) values for each 
TMs element26-55. These values are provided in Table S1 of the SI. In addition, for the atomic 
radius (R) we also start with half the experimental bond distance and for the spring force (Ks) 
constants we start with the literature polarization values. However, we find that R and Ks must be 
optimized for  to fit (see below) for the TM oxides.𝐸𝑃𝑄𝐸𝑞𝑝𝑜𝑙 𝐸𝑄𝑀𝑝𝑜𝑙
For optimization, we performed a full mapping of the parameters Ks and R to avoid getting trapped 
in local minima. The total error is defined as the weighted mean square error (MSE) given
      (5)  ,2  i QMnetPQEqneti EEError 
where  is the weight. The mapping was performed such that the parameters were kept 𝜔𝑖
physically reasonable while minimizing the total error (see below). The new optimized parameter 
set is denoted PQEq3 whereas the default set from paper 1 is denoted as PQEq010, 11. We used the 
PQEq0 for oxygen and fluorine for all optimization. We found that PQEq1 shows negligible 
differences as shown for Pt and W in Figure S3.
3. Results
Net interaction energy. Figure 2 shows the result of electric dipole scans for (a) W3O9, (b) Pt6O12, 
and (c) Ta4O10 clusters. The scans were performed along four different directions for W3O9 and 2 
different directions for Pt6O12 and Ta4O10. 
For the W3O9 cluster (with D3h symmetry) the dipoles were scanned toward the center of mass of 
the cluster through W atom (a1 direction), along the axis connecting W with a bridging O bond 
(a2 direction), along the two-fold axis between bridging and terminal O atoms (a3 direction), and 
along the W=O bond (a4 direction). The a4 direction also corresponds to three-fold axis between 
two bridging and one terminal O atoms. 
For Pt6O12, a1 indicates the in-plane direction that passes through a Pt atom and its 2nd nearest Pt 
atom and a2 is the out-of-plane direction toward the Pt atom. 
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6For Ta4O10, the a1 and a2 directions are two- and three-fold directions, respectively. 
The energies for the dipole scan were calculated by bringing the electric dipole from 10.0 Å 
(negligible interaction energy) to 2.0 Å, leading to the net interaction energies of 15 ~ 20 kcal/mol. 
The electric dipole scans for the other TMs are shown in Figure S1 in the Supplementary 
Information.
The total energy as the distance to the dipole is decreased is not monotonic for these cases is shown 
in Figures 2 (d-f). In contrast, the net polarization energy, shown in Figures 2 (g-i), lead to 
monotonic increases in the interaction as the distance of the dipole from the molecule decreases. 
We found that optimizing the χ and J parameters had a negligible effect on the fit, and we kept 
them fixed at the experimental values. Thus, we optimized only the R and Ks values to minimize 
the total error in Equation 5. This optimization was performed by mapping R and Ks over a wide 
range of values. For example, Figure 3 shows the mapping for W, over the range of R= 0.5 Å to 
1.5 Å and Ks =100 to 700 kcal/mol/Å2. We note that Ks is less sensitive than R above a specific 
lower limit. Based on this, we have tried to ensure that the Ks behaves in a reasonable way across 
the periodic table (See Figure 4).
Our results show that the optimum values of the atomic radii (R) are close to the standard ionic 
radii. Thus for W6+ our optimum R=0.655 Å is close to the standard ionic radius from crystal 
structure analysis of 0.42 Å. We will show that the optimum R for all others cases are similar to 
the ionic radius rather than our original default values based on the bond distances in the bulk 
metals.
With these much smaller R values it is necessary to adopt much larger spring force constants (Ks). 
For example, for W, R changes from 1.538 Å to 0.655 Å while Ks changes from 29.92 kcal/mol/Å2 
to 385 kcal/mol/Å2 after optimization. 
The final PQEq3 parameters for all TMs are given in Table S1 in the Supplementary Information. 
This optimized parameter set (PQEq3) provides excellent agreement between PQEq and QM net 
interaction energies (see Figures 2 (g-i)). The average error for each electric dipole distance for 
most directions is less than 0.5 kcal/mol. A similar trend was found for all other TMs elements as 
shown in the Figure S1 of the Supporting Information. 
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7Figure 2. The interaction energy as an electric dipole is brought up to the clusters computed by 
QM and PQEq for (a) W3O9, (b) Pt6O12, and (c) Ta4O10. The structures for the clusters are shown 
in the left (a-c) where blue and green spheres represent positive (+1) head and negative (–1) tail of 
the electric dipole, respectively. The QM total energies (d-f) lead to non-monotonic behaviors for 
some of the directions, whereas the QM and PQEq net interaction energies (g-i) are always 
monotonic. The optimized PQEq provides excellent agreement with QM net interaction energy.
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8 
Figure 3. Contour plot of estimated total error versus the atomic radius, R, and the spring force 
constant, Ks for the W3O9 cluster model. The black dot indicates the value we selected. 
Figure 4. Comparison of the optimum K for PQEq3 with the default values in PQEq0.
Partial Charge Calculations. PQEq represents the charge on each atom as a Gaussian function 
having the size of the atom. However, it is useful to compare PQEq charges with the partial point 
charges obtained from Mulliken population analysis (MPA) and from electrostatic potential (ESP) 
charges. We calculated MPA and ESP charges using several flavors of DFT including B3LYP, 
M0656, and Perdew-Burke-Ernzerhof (PBE)57 functionals with LACVP, LACVP**, LACVP++** 
basis sets. An example of these calculations is shown in Figure 5 for three selected cases. The 
figures for all other TMs are included in Figure S2 of the Supporting Information. 
The magnitude of the optimized charges (PQEq3) are generally larger than for the default 
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9parameters (PQEq0) (see Figure 5). For example, for W3O9 Figure 5(a), the PQEq3 charge is +4.0 
for W atom, MPA leads to +1.80, and the PQEq0 charge is +0.76. The PQEq3 charges on bridging 
and terminal oxygen atoms are -1.7 and -1.4, respectively, while QM leads to -0.82 and -0.49 and 
PQEq0 leads to -0.24 and -0.26. All other cases are in Figure S2 of the Supporting Information. 
It should be emphasized that PQEq3 parameters are not fitted to get match partial charges from 
QM; they are fitted to reproduce the QM net interaction energy.
Another important result is that the PQEq3 parameter set leads to reasonable distributions of partial 
atomic charges based on the coordination number and oxidation states of the atoms in the structure. 
For example, consider the Pt6O12 and Ta4O10 clusters shown in Figures 5 (b) and (c), respectively. 
Pt6O12 has D6h symmetry with 6 Pt and 12 O equivalent atoms. PQEq leads to similar +1.5 charge 
on all Pt and -0.27 charge on all O atoms. On the other hand, the Ta4O10 cluster has Td symmetry 
with 4 terminal Ta=O oxo bonds and 6 bridging O atoms. PQEq correctly distinguishes the atoms 
with different coordination numbers leading to -1.4 charge for the bridging O, and -1.0 for the 
terminal O atoms. We find similar behavior for PQEq for all other TMs (see Figure S2 of the 
Supporting Information).
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10
 
Figure 5. Comparison of Partial charges from PQEq3 (optimized) and PQEq0 (default) with 
standard QM methods (MPA and ESP) in (a) W3O9, (b) Pt6O12, and (c) Ta4O10 clusters. The ESP 
(left) and MPA (right) charges are computed using several basis sets and DFT functionals, 
including B3LYP, M06, and PBE and LACVP, LACVP**, and LACVP++**. The position of 
each atom for the corresponding ID is shown on the molecular structure schematic on the right.
4. Discussion
TMs lead to a variety of coordination environments with a variety of oxidation states experienced 
during chemical reactions and under structural deformations. Therefore, to accurately describe the 
interactions of TMs with other elements, it is necessary to have a model that can dynamically 
distinguish between these different modes of TMs. 
To validate the ability of PQEq to describe such variations, we compared the computed net 
interaction energy (using electric dipole scan) of PQEq with that of QM. This provides a robust 
validation of the PQEq method since the QM energy provides an accurate description of the 
interactions. We see that the PQEq model with 1s-Gaussian functions, leads to an accurate 
description of the QM interaction energies. 
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11
The main difference between the PQEq3 and original PQEq0 parameters sets is in the atomic 
radius (R) value. As discussed above, the optimization results in values very close to the 
experimental effective ionic radii. Thus, R = 0.641 Å for Ta5+ compares well with R= 0.640 Å 
from experiment. The same trend was found for other TMs as shown Figure 6, where all PQEq3 
atomic radii values are in the range of experimental ionic values. The experimental R values in 
Fig. 5 are estimated by averaging over the values taken from literature for the same oxidation states 
used in our oxide cluster models. These results show that to obtain a correct distribution of the 
charge density on each atom it is necessary to use TM radii close to the ionic radius rather than the 
covalent bond radius of PQEq0.  
Using the ionic atomic radii requires much larger values for K, since the small ionic core is much 
harder to polarize than for the larger covalent metal-metal bonding based radii appropriate for 
delocalized conduction electrons. Thus the spring force constant (Ks) was optimized to ensure 
stability of the shells around the cores. This resulted in much larger Ks values than the original 
PQEq0 numbers. Table S2 of the Supplementary Information compares R and Ks values of PQEq0 
and PQEq3 parameter sets
The correct response of the PQEq3 parameter set to the changes in electrostatic environment is 
shown by the electric dipole scans. The PQEq3 parameter set provides reasonable charge 
distribution on TMs and other elements of the structure consistent with the imposed electric fields 
at each distance of the electric dipole from the structure. Figure 7 shows the partial charge 
distribution in W3O9 (Figure 7a), Pt6O12 (Figure 7b), and Ta4O10 (Figure 7c) clusters at electric 
dipole distances ranging from 1 Å to 10 Å computed by QM (Figures 7d-7f), PQEq3 (Figures 7g-
7i), and PQEq0 (Figures 7j-7l). When the electric dipole (with positive +1 head) approaches W1 
in the W3O9 structure, the QM charge of W1 becomes less positive and the terminal oxygens 
attached to the W1 (O7, O10) become less negative. A similar trend was found for Pt6O12 and 
Ta4O10 cases although there is a bigger change in the magnitude of the partial charges.  
We should emphasize again that the PQEq3 parameters were obtained solely by optimizing against 
the QM net interaction energies. No effort was made to fit standard MPA charges, which often 
depend sensitively on the QM basis set. Yet PQEq leads to quite reasonable partial charge 
distributions on the atoms. 10, 11 For example, for the Pt6O12 cluster in Figure 5 (b), the atomic 
charge of Pt atom changes from 0.67 using PBE-LACVP++** level of QM to 1.2 for M06-LACVP**.
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Figure 6. Comparison of atomic radii of transition metals from the PQEq0 original parameter set 
(blue), PQEq optimized parameter set (red), and experimental ionic radii (black). The experimental 
values for each TM are obtained from averaging the ionic radii of the atom at the same oxidation 
states.  
Figure 7. Partial charge distribution on (a) W3O9, (b) Pt6O12, and (c) Ta4O10 clusters at various 
points in electric dipole scan toward the TM atoms. QM (d-f), PQEq3 (g-i), and PQEq0 (j-l). Note 
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that the scales are quite different. The PQEq0 and PQEq3 plots use the same label as the QM plot. 
The position of each atom for the corresponding ID is shown on the molecular structure schematic 
on the left. Here the star case (10.0A) can be considered the free cluster charge. The trend that the 
oxo bonds have less negative charge than the bridging O is similar for PQEq3 and QM, but 
different with PQEq0. The QM and PQEq3 charges are generally about half the idealized ionic 
limit.
5. Conclusions
This paper opens up the application of PQEq model to the d-block transition metals. We optimized 
the PQEq3 parameter sets for 24 transition metal elements (from 4th to 11th columns of the periodic 
table) using 24 individual metal oxide cluster and halogen compound models. The PQEq3 
parameter sets includes experimental values for the electronegativity (χ) and idempotential (J) 
based on the most recent IP and EA for atomic atoms. Only the atomic radius (R) and spring force 
(Ks) were optimized against QM interaction energy. The optimization of R results in values in the 
range of experimental TM ionic radii. These small values for R require substantially increased of 
Ks to maintain the stability of the shells around each core. The PQEq3 parameter set leads to partial 
charge distributions on the TMs that vary in reasonable ways as the coordination environment and 
oxidation state is changed. This suggests that PQEq will provide a reliable electrostatic description 
for simulating TM containing systems.
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PQEq model.  
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