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4Abstract
In recent years, problems relating to the analysis of data streams have become
widespread. A data stream is a collection of time ordered observations x1, x2, . . .
generated from the random variablesX1, X2, . . .. It is assumed that the observations
are univariate and independent, and that they arrive in discrete time.
Unlike traditional sequential analysis problems considered by statisticians, the
size of a data stream is not assumed to be fixed, and new observations may be
received over time. The rate at which these observations are received can be very
high, perhaps several thousand every second. Therefore computational efficiency is
very important, and methods used for analysis must be able to cope with potentially
huge data sets.
This paper is concerned with the task of detecting whether a data stream con-
tains a change point, and extends traditional methods for sequential change detec-
tion to the streaming context. We focus on two different settings of the change
point problem. The first is nonparametric change detection where, in contrast to
most of the existing literature, we assume that nothing is known about either the
pre- or post-change stream distribution. The task is then to detect a change from
an unknown base distribution F0 to an unknown distribution F1. Further, we im-
pose the constraint that change detection methods must have a bounded rate of false
positives, which is important when it comes to assessing the significance of discov-
ered change points. It is this constraint which makes the nonparametric problem
difficult. We present several novel methods for this problem, and compare their
performance via extensive experimental analysis.
The second strand of our research is Bernoulli change detection, with applica-
5tion to streaming classification. In this setting, we assume a parametric form for
the stream distribution, but one where both the pre- and post-change parameters
are unknown. The task is again to detect changes, while having a control on the
rate of false positives. After developing two different methods for tackling the pure
Bernoulli change detection task, we then show how our approach can be deployed
in streaming classification applications. Here, the goal is to classify objects into
one of several categories. In the streaming case, the optimal classification rule can
change over time, and classification techniques which are not able to adapt to these
changes will suffer performance degradation. We show that by focusing only on
the frequency of errors produced by the classifier, we can treat this as a Bernoulli
change detection problem, and again perform extensive experimental analysis to
show the value of our methods.
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Chapter 1
Overview
This thesis tackles the problem of detecting changes in the probability distribution
of sequential data. Specifically, we are concerned with situations where there is
a very large volume of data, arriving at a very high rate. This is known as the
data stream setting, and computational efficiency is paramount. We develop meth-
ods which have a low computational complexity, and which can be deployed when
working with high-frequency data streams.
We focus on two different aspects of the change detection problem. The first
is nonparametric change detection, where we present novel methods which do not
make assumptions about the true distribution of the stream, and can hence be de-
ployed when this is unknown. The second deals with a specific parametric case
where the data has a Bernoulli distribution, and we again present novel methods for
detecting changes in this type of stream. We also show that these methods have an
important application to the task of supervised statistical classification.
The remainder of this chapter gives a more detailed overview of the data stream
setting, the general change detection problem, and our research contributions. In
Chapter 2, we will review the existing literature on both change detection and clas-
sification. Chapters 3 and 4 present our work on nonparametric change detection,
Chapter 5 discusses change detection for Bernoulli streams, and Chapter 6 shows
how this work can be deployed in streaming classification problems. Finally Chap-
ter 7 summarises our results, and discusses some possible avenues for future re-
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search.
1.1 Data Streams
Traditional statistical methods usually assume the existence of a fixed size collec-
tion of data points, where the number of data points in the collection is assumed
to be small enough that computational issues are not a primary concern. In re-
cent years, problems relating to the analysis of data streams have become more
prevalent in the literature. A data stream is a (potentially infinite) collection of time
ordered data points x1, x2, . . . generated from the random variables X1, X2, . . .. We
will interchangeably refer to these data points as ‘observations’. In this thesis, we
will assume that the observations are regularly spaced, and arrive in discrete time.
The development of modern computers has made it possible to both store and
process massive data sets, and this has caused data streams analysis to increase in
importance over the last two decades. For example, the Large Hadron Collider par-
ticle accelerator developed at the CERN laboratory generates several million high
dimensional observations a second [148], which makes analysis using traditional
methods impossible. Similarly, large corporations such as Google and AT&T pro-
duce hundreds of millions of records every day [38]. Even in situations where the
volume of data is less overwhelming, there may be fundamental limitations on the
amount of computational power that can be deployed; for example, when dealing
with embedded systems or mobile computing devices, there will generally be limits
on both processing power and memory storage space.
Unlike classical time series, data streams are not assumed to have a fixed size,
and it is usually assumed that new observations are constantly arriving. There are
three main reasons why this poses a problem for traditional statistical methods [38]:
• The rate at which data is received may be very high, meaning that meth-
ods for analysing the stream must be very computationally efficient, and able
to quickly process new data points. Ideally, algorithms for analysing data
streams should be incremental and single-pass, with each observation pro-
cessed a single time and then discarded.
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• The volume of data may be large, making it infeasible to store all obser-
vations in memory. This issue also arises in situations where the amount
of memory space is limited, as discussed above. Therefore, algorithms for
analysing data streams should make only a single pass over the data stream,
and should not require large amounts of data to be stored.
• Data streams may be nonstationary with a generating distribution which changes
unpredictably over time. For example, there may be a change in the mean
value of one of the stream components, or a change in the covariance struc-
ture between two or more components.
Much existing literature is concerned with developing computationally efficient
methods for performing various types of statistical analysis on data streams, such as
predicting future values of the stream [138], classifying observations into various
categories [3], and clustering the observations based on their similarity [153].
This thesis focuses on the task of detecting changes in the distribution of a
data stream, and extends traditional methods for sequential change detection to the
streaming context.
1.2 Change Detection
Suppose that we are observing a data stream. We assume that if no change occurs,
the observations are independent and distributed according to some distribution F0
with associated density function f0. However if a change point exists at time τ then
the observations are distributed as:
Xi ∼
F0 if i ≤ τ ,F1 if i > τ. . (1.1)
where F1 is the post-change distribution with associated density f1. It is assumed
that the pre-change observations are all mutually independent, as are the post-
change obsevations. If no change occurs then we write τ = ∞. The goal is then
to detect a change as soon after it occurs as possible. Figure 1.1 shows some basic
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Figure 1.1: Basic examples of changes to a univariate stream, with the time of the
change point superimposed
examples of possible change points, involving the mean and variance of the distri-
bution. Of course, real world streams may contain multiple change points. In this
case, there is a set of change points τ = {τ1, τ2, . . .} where:
Xi ∼

F0 if i ≤ τ1,
F1 if τ1 ≤ i ≤ τ2
F2 if τ2 ≤ i ≤ τ3
. . .
, (1.2)
and so on. The task is then to detect each of the change points as soon as possible.
We stress that we do not generally know in advance how many change points will
occur.
A distinction can be made between the parametric and nonparametric ver-
sions of this problem. In the parameteric setting, it is assumed that the distributional
form of f0 (and often f1) is known, although the parameters of the distribution may
be unknown. In this case, we will write the density as f0(x; θ0) where θ0 is the vec-
tor of parameters. In the nonparametric case, no assumption is made regarding the
distributional form of f0 aside from (perhaps) whether it is continuous or discrete.
Although the formulation in Equation 1.1 assumes that the observations are
independent conditional on the change point, the methodology of change point de-
tection can generally be applied to streams of dependent observations by first spec-
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Figure 1.2: The autocorrelated foreign exchange data, and the innovation sequence
produced after fitting an appropriate model.
ifying an appropriate model for the stream, and then performing change detection
on the innovations. For example, if the observations follow some known time series
model, or can be modelled via a state-space, then standard techniques can be used
to predict future values of the stream. If the model is correctly specified then the
innovations, defined as the difference between the true and predicted values, will
generally be independent. Then, change detection techniques can be deployed on
this innovation stream, with a change indicating that the fitted model has broken
down. More details of this approach can be found in [58].
Figure 1.2 gives an illustration of this procedure using a real world sequence
of foreign exchange rates. The original sequence shown in Figure 1.2a exhibits a
high degree of autocorrelation, and the observations are clearly not independent.
However if this data is suitably processed, the result is the sequence in Figure 1.2b
which plots the innovations under a fitted model. By deploying change detection
methods on these innovations, the problem of autocorrelated data is avoided. A
more detailed discussion of this dataset, along with our analysis, will be featured
in Chapter 3. For the remainder of this thesis, we will simply assume that we are
working with independent observations, since our focus is change detection rather
than time series modelling.
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1.3 Contributions
The change detection problem has many different aspects and applications. This
thesis makes contributions in three areas:
• Nonparametric Change Detection: Most classical approaches to sequential
change detection have assumed that the distributional form of the stream is
known before and after the change with only the parameters being unknown;
i.e. F0 in Equation 1.1 is a known distribution, often Gaussian. However,
in streaming applications there may be no available knowledge regarding F0.
This calls for the development of nonparametric (distribution-free) change
detection algorithms which are able to maintain a specified level of perfor-
mance regardless of the true unknown stream distribution. Most work on
nonparametric change detection has either focused only on detecting changes
in a centrality parameter such as the mean, or has substantial computational
overhead which makes it unsuitable for use in the data stream context. We
develop novel methods which are able to detect changes in higher order dis-
tributional moments and which hence have wider applicability.
• Bernoulli Change Detection: A particular parametric setting of the change
detection problem occurs when the stream consists of Bernoulli (zero-one)
observations. Although this case has received a great deal of previous at-
tention, most of this work assume that the pre-change value of the Bernoulli
parameter is known, or again has a large degree of computational overhead.
In contrast, the methods we present make minimal assumptions about the
value of the parameter, and are computationally efficient.
• Streaming Classification: Classification is the task of assigning objects to
classes based on their observed features. For example, in a credit-scoring ap-
plication where the problem is to decide which customers should be granted
loans, the objects represent bank customers, and the classes may be good risk
or bad risk. In streaming classification, new objects are received over time,
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and the optimal classification may change, a phenomena known in the litera-
ture as concept drift. Although many approaches to detecting concept drift
have been proposed, most have a slightly ad hoc nature with little statistical
grounding. We undertake a detailed critique of the literature, and point out
a number of problems that we believe are inherent in most existing meth-
ods. We then frame concept drift as being a specific application of Bernoulli
change detection, and show how our previously developed methods can hence
be adapted for this task.
1.3.1 Thesis Structure
This thesis is structured as follows.
• Chapter 2 gives a fuller description of the change detection problem, and in-
troduces the performance measures which we will use throughout. We then
review the traditional literature on both parametric change detection, and sta-
tistical classification. We do not give a comprehensive literature review of
either nonparametric detection or concept drift here, since the relevant litera-
ture will be reviewed at the start of each individual chapter for convenience.
• Chapter 3 introduces the problem of nonparametric change detection. We
describe the change point model (CPM) framework originally introduced
by [71, 72] for the purpose of parametric change detection. The CPM al-
lows statistical hypothesis tests to be deployed in a data stream setting. We
then present our extension of this work to allow more general nonparametric
change detection, and investigate how this can be further extended to the data
stream setting. The material in this chapter is based on the two papers [136]
and [135].
• Chapter 4 is our second chapter on nonparametric change detection, and we
present an alternative to the CPM. We now treat the problem as being one
of density estimation. If the distribution of the data stream were known, in-
cluding all parameters, then the successive observations could be converted
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into unit Gaussian random variables using the standard Probability Integral
Transform. Then, standard parametric techniques could be deployed on the
transformed stream. Because the stream distribution is not generally known
it must instead be estimated, and we present a modification of kernel density
estimation which allows this to be done in a streaming, computationally effi-
cient manner. We then compare this to the CPM approach from the previous
chapter to investigate comparative strengths and weaknesses.
• Chapter 5 is concerned with detecting a change in the parameter of a Bernoulli
data stream. Our interest in this problem is ultimately motivated by its appli-
cation to streaming classification, but it is also important in its own right and
has many applications beyond this, so we here consider it as a standalone
problem. We present two novel methods; the first is an adaption of the previ-
ous CPM framework which incorporates a hypothesis test for Bernoulli obser-
vations. The second is an extension of the traditional Exponentially Weighted
Moving Average (EWMA) approach which we have adapted to allow deploy-
ment on data streams. This first half of this chapter is based on [134].
• Chapter 6 is a discussion of streaming classification, focusing on the problem
of concept drift detection where the optimal classification rule is changing
over time. We present a detailed critique of the existing literature, which
explains how inadequate attention has been given to the important task of
poor performance assessment. We then present an alternative framework for
concept drift detection which uses the Bernoulli change detection techniques
from the previous chapter to monitor the error stream of a classifier. Ex-
tensive empirical simulations are used to show that our methods give good
performance compared to other state-of-the-art methods. This chapter also
incorporates material from [137]. a paper which is currently under review
• Finally Chapter 7 summarises our findings from the previous chapters, and
explores potential avenues for future research.
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Chapter 2
Background Material
In this chapter we give a fuller presentation of the change detection (Section 2.1)
and classification (Section 2.2) tasks, and summarise the relevant literature. The
most important section of this chapter is 2.1.2 where we discuss methods for evalu-
ating change detection algorithms, a point we will return to throughout this thesis.
2.1 Change Detection
Change detection has been a lively avenue of research since the 1950s. Because
of the very general nature of the problem, the literature is diverse and spans many
fields. In particular, many popular methods have their origin in the quality control
community, where the goal is to monitor the output of industrial manufacturing
processes and detect faults as quickly as possible [96]. However there are many
other applications where change detection techniques are important, such as:
• Segmentation: It is often useful to split a data sequence into segments, where
each segment has roughly similar behaviour. Change detection techniques
can be used to find the boundaries of these regions by locating the points
where there is a shift in the data distribution. For example, [18] and [17] use
statistical methods in order to segment sequences of DNA, and [128] uses
segmentation as a preprocessing tool for a mobile robot, allowing the obser-
vations produced by its sensors to be grouped into distinct events. Segmen-
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tation problems also arise when working with financial data [138, 50], and
with human speech/writing where the goal may be to locate the boundaries
of individual words [5, 34].
• Model Fitting: When fitting a statistical model to a fixed size sequence of
data it is important to know whether the data was generated by a single dis-
tribution, or by multiple distributions. A classic example of this is fitting
change point regression models, where the values of the regression coeffi-
cients are assumed to undergo abrupt shifts. Change detection techniques are
used to estimate these shift points, and a separate regression model is then
fitted to each segment [124, 21, 9]. The same principle can be applied when
fitting more complex sequential models; for example, state-space models can
be viewed as being a generalisation of sequential regression where observed
data is assumed to be noisy emissions from some unobserved process. Recent
work on switching state-space models [53, 154] uses change point methodol-
ogy to segment the observations into regions of constant dynamics, where a
separate state-space model can be fitted to each region.
• Model Diagnosis: In the model fitting problem, it is assumed that we have
an existing fixed size sequential data set to which we want to fit a model.
However in a streaming context, we will generally fit a model to an initial
collection of data, and then receive new observations over time. In this case
it is important to verify that the fitted model still accurately describes the
stream. A change in the stream distribution may make the fitted model in-
valid, and detecting this type of change is an important aspect of fault detec-
tion [162, 156]. Our work in Chapter 6 on concept drift is an example of this
type of approach, where we monitor a streaming classifier for evidence that
its performance has degraded due to a shift in the stream dynamics.
• Data Reduction: When a data stream consists of a large number of obser-
vations, it may not be feasible to store them all in memory. Data reduction
techniques can hence be important, where the data is summarised by a set of
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statistics which can be stored in far less space. If the stream can be broken
down into segments, then it may be sufficient to simply store the parameters
of the data distribution in each segment along with the change times, thus
allowing significant savings on storage space compared to storing the stream
in its entirety [29].
Existing methods for change detection can be broadly classified in three ways.
We can first differentiate between methods which are intended for use on a fixed
sized collection of observations x1, . . . , xn, as opposed to methods which assume
that new observations are received over time. We use the term ‘sequential’ for the
latter type of methods, although of course the observations are also time-ordered in
the fixed size setting. Note that sequential methods may not necessarily be suitable
for data streams in the sense we require; although some sequential methods are
computationally efficient, others are not and require all observations to be stored
in memory. The second distinction is between methods which require the number
of change points to be known in advance (often assuming only a single change
point), versus methods which are suitable when the number of change points is
unknown. Finally, approaches differ based on what is assumed about the pre- and
post- change densities f0 and f1. In the most restrictive case, both of these are
assumed to be completely known. The nonparametric case lies at the other end
of the spectrum, where often nothing at all about these densities is known. Most
commonly, it is assumed that at least the parametric form of f0 is known (often
assumed to be Gaussian), although the parameters may be unknown.
In Section 2.1.1 we review traditional parametric methods for detecting change
points in a fixed size sequence of observations. Although this is not the main focus
of the thesis, some of the work does involve adapting these methods to the streaming
context. We then introduce parametric sequential methods for change detection
in Section 2.1.2, which also describes how the performance of these sequential
detectors is assessed. This section is extremely important and we will refer back to
it throughout. Finally, we review the literature on sequential change detection and
summarises the most common techniques.
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2.1.1 Change Detection for a Fixed Sized Sequence
When working with a fixed size sequence, there is a finite collection of time-ordered
observations x1, . . . , xn. Unlike the sequential version of the problem, no new ob-
servations are received over time, and analysis can be retroactive. Most frequentist
approaches to this type of change detection are based on some variant of maximum
likelihood estimation. We will first review the problem of testing whether a se-
quence contains a change point. Next, we briefly consider asymptotic inference for
the location of the change point, given that it exists.
Testing For a Change Point: The most commonly studied task in the change
detection literature is testing whether a sequence contains a change point. Frequen-
tists generally view this as a hypothesis testing problem, where the null hypothesis
is that there is no change point, with the alternative being that a single change point
occurs at some unknown location τ . Suppose that f0(x; θ0) and f1(x; θ1) are known
exponential family densities with parameter vectors θ0 and θ1 respectively. The
hypotheses are then:
H0 : Xi ∼ f0(x; θ0), i = 1, . . . , n
H1 : Xi ∼
f0(x; θ0) i = 1, 2, . . . , τ − 1f1(x; θ1) i = τ, τ + 1, . . . , n , (2.1)
for some unknown τ , which must be estimated. As before, the observations are
assumed to be independent, conditional on the possible change-point. Under the
null hypothesis the log-likelihood is:
L0(x1, . . . , xn|θ0) =
n∑
i=1
log(f0(xi; θ0)),
and under the alternative hypothesis it is:
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L1(x1, . . . , xn; θ0, θ1, τ) =
τ∑
i=1
log(f0(xi; θ0)) +
n∑
i=τ+1
log(f1(x1; θ1)). (2.2)
If the parameters θ0 and θ1 are unknown, then let θˆ0(τ) and θˆ1(τ) be their maximum
likelihood estimates conditional on τ . Then, the maximum likelihood estimator of
τ under the alternative hypothesis is:
τˆ = arg max
τ
L1(x1, . . . , xn; θˆ0(τ), θˆ1(τ), τ). (2.3)
Generally the only way to maximise this likelihood is to evaluate it at all possible
values of τ and select the maximum value. When only a single change point is
present we know that τ ∈ {1, . . . , n}, so this is procedure is computational feasible
and requires only n evaluations of the likelihood function. With all parameters thus
estimated, a generalised likelihood ratio test can be deployed by considering the
test statistic:
Λ =
L0(x1, . . . , xn; θˆ0)
L1(x1, . . . , xn; θˆ0, θˆ1, τˆ)
.
The null hypothesis is then rejected if this exceeds some specified threshold. This
approach was first used by [123] and [124] who analysed a change point regression
model to determine whether there were one or two regimes present. It was then used
by [66], which derives the distribution of Λ when testing for a change in the mean of
a sequence of Gaussian random variables with known variance, and in [164] which
extends their work to the case where the variance is unknown. Many other authors
have used a similar procedure to test for changes in other parametric contexts, and
we will not attempt to summarise this vast literature here.
Although this thesis generally takes a frequentist viewpoint, there is also a wide
literature on Bayesian approaches to the problem. Classic references include [32]
and [140]. We will discuss the Bayesian literature more fully in the next section
when we consider sequential detection methods.
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Multiple Change Points: Testing for changes becomes more interesting, and
more difficult, when the sequence may contain multiple change points. In the-
ory, the likelihood-based approach is similar to the case where there is only a single
change point. Assume now that there are m change points τ1, . . . , τm which par-
tition the sequence into m + 1 segments with densities f0(x; θ0), . . . , fm(x; θm).
Conditional on m, the likelihood function can be written down in a similar manner
to above:
Lm(x1, . . . , xn; τ1, . . . , τm, θ0, . . . , θm) =
τ1∑
i=1
log(f0(xi; θ0))+ (2.4)
τ2∑
i=τ1+1
log(f1(xi; θ2)) + . . .+
n∑
i=τm+1
log(fm(xi; θm)).
where again any unknown θi’s are replaced by their MLEs conditional on the esti-
mated change points. This likelihood can then be maximised as before, by evaluat-
ing it for all possible values of τ1, . . . , τm. In the case where the number of change
points is unknown, m can be treated as a nusiance parameter. If Equation 2.4 is
evaluated for every possible value of m < n, then the number of change points can
be estimated by simply taking m to be the value which produces the maximum of
these likelihoods, i.e:
mˆ = arg max
m
Lm(x1, . . . , xn; τ1, . . . , τm, θ0, . . . , θm). (2.5)
A naive application of this procedure leads to overfitting; a model assuming that
there are m + 1 change points will always give a higher likelihood than a model
with only m change points, since there are more free parameters to fit. Therefore a
criterion like AIC, BIC, or SIC is usually used to penalise the likelihood based on
the number of proposed change points [31].
Although this procedure is conceptually simple, the difficulty arises because it
can be extremely computationally expensive to maximise the likelihood in Equation
2.4 ifm is large. When there is only a single change point, there are only n possible
values of τ so it is feasible to evaluate the likelihood function for every possible
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value. However with m change points, the number of possible ways of assigning
these change points (and hence the required number of evaluations of the likelihood
function) increases combinatorically and it will no longer be possible to evaluate
Equation 2.4 for every possible combination of change points.
This issue has caused many authors to abandon the maximum likelhood frame-
work and instead use sequential methods, even in cases where the sample size is
actually fixed. As we will discuss in Section 2.1.2, sequential methods tend to be
more computationally efficient when dealing with multiple change point problems.
[21] analyses their performance in the fixed size sample case and finds they perform
favourably, showing the value of the sequential approach even in non-sequential
settings.
Assuming that sequential methods are not used, there are two general class of
approaches for the multiple change point problem. The first is to find a more effi-
cient approach to maximising the likelihood. For example, [61] and [68] use dy-
namic programming for this purpose. The second approach is the popular bisection
technique, used in works such as [159] and [31]. Here, it is first assumed that the
observations x1, . . . , xn contain only a single change point. This change point is
then estimated, perhaps through the previous likelihood ratio approach. Suppose
the change point is estimated to have occurred at time τˆ . Then the original se-
quence of observations is then split into two subsequences, x1, x2, . . . , xτ−1 and
xτ , xτ+1, . . . , xn. Each of these subsequences is in turn assumed to contain another
single change point, and the procedure is repeated. A stopping criteria such as the
previously mentioned AIC is used to determine when to halt this procedure. The
output is then a collection of change points, which have been found by only re-
peatedly searching for a single change point. This is a computationally efficient
procedure, although the drawback is its greedy nature which produces estimates
which may not be statistically efficient.
Asymptotic Theory The above methods are concerned only with testing whether
any change points exist, and producing their point estimates. A more general prob-
lem is finding the distributional form of the change point estimator τˆ . This is an
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extremely difficult problem, with distributions only existing asymptotically, and
even then not always being feasible to actually evaluate.
The most fundamental paper on this estimation problem is [75], dating back to
1970. Here it is assumed that the sequence x1, . . . , xn contains a single change point
τ at an unknown location, and that f0(x; θ0) and f1(x; θ1) are known, including all
parameters. Let τˆ be the estimator of the change point as in Equation 2.3. It is
shown in [75] that the likelihood in Equation 2.2 can be expressed in terms of
two random walks, and this formulation allows asymptotic inference about this
change point estimator. Now suppose we relax the assumption that θ0 and θ1 are
known, while still requiring the distributional form of f0 and f1 to be specified. [75]
then shows that the asymptotic distribution of τˆ is unchanged compared to the case
where the parameters are known, assuming that the MLE estimates of the θi are
consistent, conditional on the change point. They then show that this assumption is
satisfied in the case of Gaussian random variables. A later paper, [74] also shows
this holds for Bernoulli sequences and [165] performs a similar analysis for the
general exponential family.
Although the work of [75] is fairly general, the random walk formulation they
use for the asymptotic distribution is difficult to compute, and is hence more useful
for theoretical rather than practical purposes. Indeed, their treatment of the specific
case of Gaussian random variables relies on a number of approximations rather
than providing the exact asymptotics. Further, the asymptotic nature of this work
means that it has limited applicability to real world problems. Although it may
initially seem that the data stream setting with large numbers of observations is a
paradigmatic case where asymptotic results should hold, this is not necessarily true.
While data streams do contain large numbers of observations, there may only be a
comparatively small number of observations between each change point and so the
detection of a given change point is may be essentially a small sample problem. We
will therefore not pursue asymptotics any further.
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2.1.2 Sequential Change Detection
Sequential change detection methods differ from those in the previous section, in
that all inference is causal; testing whether there is a change point at location τ
uses only the observations that are available at time t = τ , rather than observations
which come later in time. Observations are hence processed one at a time, begin-
ning with the earliest. For each observation xi, a decision is made whether a change
occurs at this point in the sequence. If no change is detected, nothing is done and
the next observation xi+1 is processed. If a change is detected, then this is flagged
and monitoring again continues with xi+1 and the search for the next change point
begins. Generally it is assumed that we cannot go back and reprocess an observa-
tion after it has been processed. Sequential methods hence do not generally have
the computational problems noted in the previous section when multiple change
points are present. The total number of change points is never specified in advance,
instead it is implicit in either the ARL0 function which we will discuss in the next
section, or through a Bayesian prior. Although this makes the problem more com-
putationally tractable it does make the detectors non-optimal when the true number
of change points is actually known in advance.
As a point of terminology, we note that for various historical reasons, sequential
change detection methods are often referred to as control charts in the literature
for reasons which will become clear as the exposition develops.
Performance Measures
In this thesis, we will be exploring various approaches to the sequential change
detection problem. In order to fairly compare different methods, it is important to
decide on a set of performance measures. When working with sequential change de-
tectors, there are usually two factors to consider; the rate at which detectors falsely
signal that a change has occurred when in fact nothing has changed (which we
will refer to as a false alarm or false positive), and how quickly the detectors cor-
rectly signal for changes after they have occurred. Therefore, the two most widely
used performance measures are the expected time between false positive detections
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(denoted ARL0, for Average Run Length), and the mean delay until a change is
detected (denoted ARL1) [12]. Following the notation used in the previous chapter,
if the true change point occurs at τ and the change detector flags for a change at
time t = τˆ , then we can define these formally as:
ARL0 = E(τˆ |F = F0), ARL1 = E(τˆ − τ |F = F1).
The design of change detection algorithms is a trade-off between these two quan-
tities; achieving a low rate of false positives is only possible at the cost of slower
detection of changes. This can be seen intuitively by considering the extreme case
where a detection algorithm never flags for a change; in this situation, false pos-
itives would never occur, but the detection delay would be infinite. Similarly, a
detector which signals for a change whenever an observation was received would
detect changes immediately, at the cost of incurring a false positive at every time
point where there was no change. Both detectors would of course be useless in prac-
tice; real world detectors need to make the trade-off in a more balanced manner. A
mathematical formulation of the relationship between the ARL0 and ARL1 was
given by [106], who proved that under certain asymptotic assumptions, the fastest
speed at which an optimal detector can detect changes is bounded by a function of
both the false positive rate, and the Kullback-Leibler divergence between the pre-
and post-change distributions.
The most common method of designing change detectors is closely related to
the Neyman-Pearson procedure used in classical hypothesis testing. Hypothesis
tests are generally designed by specifying a bound on the rate of false positives
(where the null hypothesis is incorrectly rejected) and then trying to minimise the
power function of the test, where the power is the probability of correctly rejecting
the null hypothesis when it is false [99].
Similarly when designing change detection algorithms, the most common pro-
cedure is to specify a bound on the desired rate of false alarms, and then attempt to
find the detector which minimises the speed at which changes are detected subject
to this bound. Two different detection algorithms can then be compared by ensur-
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ing both have the same false positive rate, and then measuring which one detects
changes faster. An important point needs to be made here about optimality. Given
a set of sequential data containing a single change point, with known pre-change
distribution F0 and known post-change distribution F1, there is always a detection
algorithm which achieves optimality, in the sense of minimising the detection delay
subject to a bound on the ARL0. This is essentially the previous result proved by
[106], who showed the existence of a sequential procedure known as the CUSUM
which achieves the previously mentioned lower bound. However if we consider the
more realistic case where the post-change distribution is unknown, or where there
are several possible values which it may have, there is usually no detector which is
optimal for all possible changes. In practice the goal is hence not to design detectors
which are optimal for detecting one specific type of change to a known distribution
F1, but instead to design detectors which can achieve good performance over many
different types of changes.
The importance of having a bounded false alarm rate cannot be overstated.
Without this, it is practically impossible to assess whether signalled changes are
significant. Consider using a detector with an ARL0 of 10000 to monitor a stream.
If this detector flags for 10 changes within the first 1000 observations, then we can
be fairly sure that the stream really does have changing dynamics. In contrast, if
the detector only had an ARL0 of 100 then it would be quite likely that most of
these changes were false positives. If we do not know the ARL0 of the detector,
then nothing can be said about whether these changes are likely to be genuine, or
false positives. We will return to this point frequently in our later discussion of
nonparametric change detection, where the goals is to design detectors which can
bounds the ARL0 despite limited information being available regarding the stream
distribution.
Review of Sequential Change Detection Methods
In this section we review several of the more popular methods which have been
proposed for (parametric) sequential change detection. Much of the work on this
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problem comes from the quality control community, and we will review this first,
focusing on the Shewhart, CUSUM, and exponentially weighted moving average
(EWMA) charts. We will then summarise some alternative methods arising from
other sources.
Shewhart Charts The Shewhart chart, proposed in 1931 by [143], was the first
example of a sequential control chart and is still enjoys popularity today within
the quality control community. The original purpose of the Shewhart chart was to
monitor the mean of an industrial process. Suppose that the pre-change value of
the mean µ0 is known, and observations arrive in batches of size m. Let µ˜t be the
observed mean of the batch of observations arriving at time t. A change is flagged
at time t if µ˜t exceeds a pre-defined upper control limit (UCL) or falls below a lower
control limit (LCL) where LCL < µ0 < UCL. Usually, these control limits are
defined as:
UCL = µ0 + 3σ0, LCL = µ0 − 3σ0,
where σ0 is the (known) pre-change standard deviation of the process. After a
change has been detected, it is assumed that the new mean µ1 is somehow estimated,
and the Shewhart chart is reinitialised with this value. The multiple change point
problem hence does not arise.
Although the Shewhart chart was introduced for monitoring the mean, it can
also be used to monitor σ0. A commonly used chart for this is the so-called s2
chart, where the observed variance of each sample is compared to a set of control
limits. A detailed discussion of Shewhart charts can be found in [111].
The primary limitation of the Shewhart chart is that, since µ˜t depends only on
the batch of observations available at time t, it is memoryless with batches being
forgotten immediately. This lack of memory limits the charts ability to quickly
detect small changes in the monitored parameter. For detecting smaller shifts, it
is better to use a chart which combines observations received over time, so that
even a small change will have a cumulative effect which can be detected. Both the
Chapter 2. Background Material 35
CUSUM and EWMA charts are based on this principle.
CUSUM Charts The CUSUM (cumulative sum) chart, originally introduced in
[117], improves on the Shewhart chart by using a recursively updated statistic with
memory, where the value of the statistic at time t depends not only on the observa-
tions made at time t, but also on previous observations.
Suppose we have a stream of observations x1, x2, . . ., which possibly contains a
change point. If both the pre- and post- change densities f0(x; θ0) and f1(x; θ1) are
known, including their parameters, then the CUSUM statistic gt is defined as:
g0 = 0
st = log
f1(xt; θ0)
f0(xt; θ1)
, t > 0
gt = max(0, gt1 + st − k).
The CUSUM procedure can be interpreted as a repeated sequence of sequential
likelihood ratio tests [106]. The statistic gt behaves as a random walk with a variable
step size, with both the step size and direction at time t being determined by the
likelihood ratio increments st. The parameter k acts as a tuning parameter which
controls whether the CUSUM is more effective at detecting small or large changes.
A change point is signalled as soon as gt > h, and the estimate for the change point
is then mint(gt ≥ h). The value of h is chosen to achieve the desired ARL0. As
with the Shewhart chart, after a change is detected, the CUSUM is restarted so that
the next change point can be detected.
Although the CUSUM procedure is conceptually simple, determining its ARL0
for fixed values of k and h is a non-trivial task and requires either the direct solu-
tion, or the approximation, of a set of integral equations. A good survey of related
techniques is provided in [12].The most common method used in practice for these
approximations is the Markov chain method from [20].
The theoretical importance of the CUSUM algorithm is that, assuming θ0 and θ1
are known, it is the optimal sequential procedure in the sense discussed in Section
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2.1.2. This was first proved asymptotically by [106] and then in the finite sample
case by [113]. However as noted previously, the optimality of CUSUM is limited
in practice since generally f1(xt; θ1) will not be fully known, particularly when
working with data streams, and f0(xt; θ0) may not be known either.
One widely cited extension of the CUSUM, which we will compare our own
methods to later, occurs when f0 and f1 have a Gaussian distribution with unknown
parameters. This was independently proposed by [67] and [125]. Let µ0, σ0 be the
pre-change values of these parameters. [67] proposes that they should be estimated
online using the recursions:
µˆt = µˆt−1 + (xt − µˆt−1)/t
σˆ2t = σˆ
2
t−1 + (t− 1)(xt − µˆt−1)2/t.
The studentised residuals are then defined as:
Tt =
a(xt − µˆt−1)√
σˆ2t−1/(t− 2)
, at =
√
(t− 1)/t,
which follow a Student-t distribution with t− 2 degrees of freedom. Finally, these
Tt variables are transformed to be approximately N(0, 1) either by using the prob-
ability integral transform, as in [125], or through the transformation:
Ut =
8v + 1
8v + 3
v log(1 + T 2t /v), v = t− 2,
as in [67]. Either approach produces N(0, 1) random variables, and a standard
known parameter CUSUM can then be deployed on these transformed observations.
EWMA Charts A popular alternative to the CUSUM method for online change
detection is the Exponentially Weighted Moving Average (EWMA) chart originally
proposed in [132]. The EWMA chart utilises an exponential forgetting factor λ
which is used to weight the sum of likelihood ratios, giving the update rule:
Z0 = 0
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Zt = (1− λ)Zt−1 + λf0(xt; θ0)
f1(xt; θ1)
.
A change is flagged whenever Zt > h for some threshold h. The value of this
threshold is chosen in a similar way as the CUSUM threshold, to give a desired
value for the ARL0. We will discuss this approach in more detail in Chapter 5,
where we extend it to streaming change detection for Bernoulli random variables.
The most typical use of the EWMA chart is in detecting a change in the mean
of a sequence of random variables. Suppose x1, x2 . . . has known mean µ0 prior
to any change point. It is not generally assumed that the value of the post-change
mean µ1 is known, which makes it arguably more flexible than the CUSUM. The
EWMA estimator of the mean is:
Z0 = µ0 (2.6)
Zt = (1− λ)Zt−1 + λXt, t > 0.
In this context, the EWMA estimator is essentially a way of forming a ‘recent’
estimate of µ0, with older data being progressively downweighted. The parameter
λ controls how much weight is given to more recent data compared with older data.
It can be shown ([132]) that, independent of the distribution of the Xt variables, the
mean and standard deviation of Zt under the null hypothesis of no change-points
are:
µZt = µ0, σZt =
√
λ
2− λ(1− (1− λ)
2t)σ0.
where µ0 and σ0 are the pre-change mean and standard deviation of the Xi random
variables. Before the change point we know that µt = µ0, and the EWMA estimator
Zt will fluctuate around this value. When a change occurs, the value of µt changes
to µ1, and Zt will react to this by diverging away from µ0 and towards µ1. This can
be used for change detection by flagging that a change has occurred when:
Zt > µ0 + LuσZt .
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or
Zt < µ0 − LlσZt .
The parameters Lu and Ll are respectively called the upper and lower control limits
or thresholds, and determines how far Zt must diverge from µ0 before a change is
flagged. As before, the value of L is normally chosen to ensure that the detector
achieves a desired value for the ARL0.
2.1.3 Bayesian Approaches
Having discussed both the traditional likelihood based approaches to change detec-
tion, and the most popular sequential methods, we conclude our review by briefly
summarising some alternatives. Bayesian work on the change detection problem
has a long history, originating from two very influential papers from the 1960s.
The first is [145] which introduced the Shiryaev-Roberts algorithm for detecting
whether a change point has occurred. This can be viewed as a sequential Bayesian
alternative to the CUSUM procedure. For a sequence of independent random vari-
ables with known pre- and post- change distributions, define
Rt =
n∑
k=1
n∏
i=k
f1(xi)
f0(xi)
.
The Shiryaev-Roberts procedure is based on this statistic. Although this may seem
very similar to the CUSUM procedure, the motivation is quite different. Unlike the
CUSUM, the Bayesian approach is generally not to attempt to minimise the time to
detect changes subject to a bound on the ARL0. Instead, attempts are made to min-
imise a suitable loss function. First assume that the change point has a geometric
prior:
P (τ = k) = p(1− p)k−1.
Then, suppose that a change is detected at time t = τˆ . If τˆ < τ , corresponding to
a false positive, then a loss of 1 is incurred. If τˆ ≥ τ , then a loss of γ(τˆ − τ) is
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incurred where γ is a weighting parameter. Under this prior and loss function, the
above Shiryaev-Roberts procedure has many strong optimality properties and has
been studied in much detail [122, 45].
The second major Bayesian paper is [32] which approaches the problem from
an estimation rather than testing perspective. Rather than focusing on detecting
whether a change has occurred, this work is concerned with parameter estimation in
the presence of change points. It assumes that x1, . . . , xn are a sequence of Gaussian
random variables with known variance. Let µt be the (unknown) mean of xt, which
is assumed to undergo regular changes, but has a fixed value between change points.
The task is then to estimate the current value of µt. A prior is specified for both the
change times and change magnitudes, and an analytic form for the resulting Bayes
estimator is then derived. However this work has a number of limitations, which
were partially imposed by the limited computational techniques available in 1964
when it was published. First, it assumes that there is only one change point in
the sequence, although an ad hoc extension is discussed for dealing with multiple
change points. Second, the prior probability of a change occuring at any given time
point is constant, and not allowed to vary. Third, it assumes that the observations
were Gaussian, which is required to get an analytic form for the estimator.
The recent development of advanced methods for simulating from Bayesian
models has resulted in several extensions of this approach, with a particular em-
phasis on the multiple change point case. Initial work on this problem assumed
that the number of change points was known. Given that there are k change points,
their prior is specified along with the prior on both the change magnitudes, and the
unknown parameter values in each segment. The full posterior of both the change
points and unknown parameters is then derived, and this can then be used for infer-
ence. Several approaches along this line have been proposed [33, 149, 11], differing
both in how the models are parameterised, and how sampling from the posterior is
performed. Both [33] and [149] use Markov Chain Monte Carlo (MCMC) to sample
from the posterior, and the former also proposes a test using Bayes factors which
allows models containing different numbers of change points to be compared, in
order to find the most probable value for the number of change points. Addition-
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ally, the use of simulation allows the Gaussian requirement to be easily relaxed, and
these approaches can generally be used to detect changes in the parameters of any
(known) distribution.
However, having to specify the number of change points in advance seems un-
satisfactory. A more spiritually Bayesian approach is to treat the number of change
points as being another unknown parameter. This was considered an intractable
problem until a seminal paper from 1995 introduced reversible jump MCMC as a
method for sampling from a posterior distribution over a parameter space with vary-
ing dimensions [56]. This paper specifically considered the multiple change point
problem, and presented a full Bayesian solution.
Although MCMC based approaches are very flexible and allow complex models
to be fitted, they have well known problems about how to assess convergence. An
alternative method using direct simulation from the posterior distribution was pro-
posed by [43], which assumes a fixed sized collection of observations. This method
has a computational complexity which increases quadratically with the number of
observations, but they also discuss an approximation scheme which increases only
linearly. This method is extended in [44] to the sequential case where new observa-
tions are received over time. Again, the cost of exact simulation increases quadrat-
ically, but an approximation using particle filtering is discussed which makes this
more efficient.
The primary limitation of essentially all the Bayesian change point literature is
the computational demands. Although modern methods allow extremely rich and
elegant models to be specified, obtaining samples from the posterior is usually a
demanding process which unfortunately makes these methods unsuitable for the
data stream setting which we are concerned with. As hinted above, even the more
computationally efficient methods still generally have a computational cost which
grows at least linearly with the number of observations. While these may be suit-
able for medium sized streams, they will face serious problems when scaled up to
massive streams. We will therefore not consider Bayesian methods further in this
thesis, and focus exclusively on frequentist methods.
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2.2 Classification
The second major focus of this thesis is the task of statistical classification, par-
ticularly in a streaming context. Classification can be viewed as a special case of
supervised learning. In a (non-streaming) supervised learning problem, the data
consists of a set of n ordered pairs (x1, y1), . . . , (xn, yn), where xi may be multi-
variate, and the pairs can be viewed as independent samples from some joint density
function f(X, Y ). The task is to learn some decision rule which allows the values
of the dependent variable Yi to be predicted from the xi observations. In practice,
this is done through estimation of the conditional distribution f(yi|xi), and ‘super-
vised learning’ is hence essentially the same problem as regression; the different
terminology is a historical accident.
Performance in supervised learning tasks is usually measured by splitting the
data into a training set containing m of the ordered pairs, and a test set containing
the remaining n−m. The decision rule is learned from the training set alone; it is
assumed that within this set, all of the xi and yi observations are available, and can
be used to set up the statistical model and estimate any relevant parameters. After
this rule has been learned, it is then assessed using the test set. For each ordered
pair (xi, yi) in the test set, let yˆi be the predictor of yi which is formed by applying
the decision rule to xi. Then the error can be defined according to some specified
metric d(yi, yˆi). The error over the whole test set is then the sum of errors on the
individual ordered pairs.
In the case of classification, yi is a categorical variable, where each of its values
represents a class label. The goal is then to group the ordered pairs into a number
of classes, based on similarities between the xi variables. Specifically, we define a
C−class problem as one where yi is restricted to the set {1, 2, . . . , C}. For consis-
tency with the literature, when talking about classification problems we will call the
xi observations feature vectors and the yi observations class labels, and therefore
change notation slightly and write these ordered pairs as {fi, ci} where the ci’s are
the dependent variable. We will also refer to the density governing fi given that
ci = j as the class conditional density for class j. Finally, we will refer to the
2.2 Classification 42
−4 −2 0 2 4
−
4
−
2
0
2
4
Figure 2.1: Simple two class classification problem, with the optimal decision
boundary for minimising the classifiation error superimposed
class prior of class j as being the unconditional probability that a feature vector
belongs to this class; in other words, the frequency of occurrences.
Classification is an incredibly important research area that has a very diverse
range of applications. These include credit scoring, where the task is to classify
customers as being either ‘good risks’ or ‘bad risks’ [62], image analysis [85, 101],
medical diagnosis [91, 144], fraud detection [15] and a number of varied applica-
tions within the physical sciences [152, 139, 176].
A simple example of a classification problem is shown in Figure 2.1 as an illus-
tration. Here there are two different classes (C = 2), each with equal class priors,
i.e.
p(ci = j) = 1/2 j ∈ {1, 2}.
The 2-dimensional feature vectors have conditional Gaussian densities given the
class labels:
f(fi|ci = 1) ∼ N((−2, 0)T ,Σ), f(fi|ci = 1) ∼ N((2, 0)T ,Σ),
Σ =
(
1 0
0 1
)
.
The streaming version of the problem is slightly different. In this case, there is no
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hard distinction between training and test sets. Instead, we have a classifier which
is sequentially presented with the feature vectors ft. For each feature vector, the
classifier must predict the corresponding class label. It is usual [8, 51, 94] to assume
that the true class label ct is then revealed, so that the classifier receives immediate
feedback on whether its prediction was accurate. In this case, the classifier can then
update its decision rule sequentially as each observation is received.
The key difference between this streaming classification problem and the con-
ventional version is that, in the streaming case, the optimal classification rule may
change over time due to changes in the stream dynamics, a phenomena known as
concept drift [161]. Note that despite the terminology, concept drift is not re-
stricted to gradual drift, and may consist of abrupt changes. We will postpone a
fuller introduction to concept drift until Chapter 6, and for now we simply stress
the importance of having classifiers which can somehow update their decision rules
to take into account unexpected changes which may have happened to the stream.
Assuming that this feedback is available, the performance of the classifier can be
measured using the prequential error [52, 36], defined as the sum of the difference
between the classifier’s predictions and the true class labels:
Et =
t∑
i=1
d(cˆt, ct).
Note that in situations where concept drift can occur, it may not be sensible to
measure performance in this way since if a change has occurred recently, there
may be a substantial error incurred on the most recent (post-change) classifications,
although older ones may be largely accurate. Therefore it is often useful to weight
the error function so that more emphasis is given to recent errors. A simple example
using exponential forgetting may be:
Eλt =
t∑
i=1
λt−id(cˆt, ct), λ ∈ (0, 1].
In the next section we will introduce some common statistical classifiers which we
will use later in Chapter 6. Because the literature on classification is vast, with
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hundreds of different classifiers being proposed, we do not attempt a full review.
The interested reader should consult a standard reference such as [65] or [39] for a
more detailed overview of modern classification systems.
2.2.1 Statistical Classifiers
We now introduce the classifiers which we will use later; first, the Linear Discrimi-
nant Analysis (LDA) and Quadratic Discriminant Analysis (QDA) classifiers which
are among the most simple methods suitable for use in both the streaming and non-
streaming contexts. Second, the k-Nearest Neighbours (KNN) classifier, which is
again a conceptually simple method but one which induces a more complex deci-
sion boundary than LDA or QDA.
LDA and QDA: In both LDA and QDA, each of the C conditional densities is
modelled as a multivariate Gaussian distribution: f(fi|ci = j) ∼ N(µj,Σj). The
prior probability of a point belonging to class j can be easily estimated based on
the frequency of the observed class labels:
p(ct = j) =
1
t− 1
t−1∑
i=1
I(ci = j),
where I is the indicator function. Training this classifier then consists of learning
the parameters µj,Σj for each of the C classes. In the non-streaming case, this
can be done using standard maximum likelihood estimation techniques. However,
we often encounter the problem that the number of observations per class is too
small compared to the dimensionality of the feature vector to allow for accurate
estimation. Therefore, LDA makes the assumption that all of the classes have equal
covariance matrices, i.e. Σj = Σ. This allows the estimates to be pooled, and Σ
can then to be estimated using all available points, which may give better results
in higher dimensional spaces. In contrast, QDA allows the covariance matrices
to differ between classes, and estimates each one separately. Rather than choos-
ing between the extremes of LDA and QDA, an alternative approach is regularised
discriminant analysis, which allows them to be combined in a smooth manner [48].
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In the streaming case, estimation of the Gaussian parameters must take into ac-
count the possibility that they are changing over time. One approach to estimation
is hence to weight the observations so that more recent feature vectors contribute
more to the estimate. This is the approach taken by both [95] and [3], who provide
recursive updating formulas which allow older observations to be progressively dis-
counted. The recursive nature of their estimators means that old observations do not
need to be stored in memory; whenever a new observation is received, the estimates
of the relevant class conditional density can be quickly updated, and the observa-
tion discarded. This makes the resulting LDA and QDA classifiers ideal for high
volume data streams where it is not possible to retain all observations in memory.
Regardless of whether LDA or QDA is used, we end up with an estimate of the
density f(ft|ct = j) for each of the C classes. This can then be used for classifica-
tion based on Bayesian decision theory. Using Bayes Theorem, the probability of a
feature vector belonging to class j is proportional to the product of the class density
and the prior for class j, i.e:
p(ct = j|ft) ∝ f(ft|ct = j)p(ct = j).
Therefore, one intuitive decision rule is to assign ft to the class which has the high-
est posterior probability given ft. This minimises the expected number of misclas-
sifications; more complex procedures which take into asymmetric costs can also
be defined, but this is tangential and so we will not pursue it further. The choice
of whether to use LDA or QDA depends on several factors. QDA may give better
performance, assuming that enough points are available from each class to allow
accurate estimation of the covariance matrices. However if insufficient points are
available, then it may be advisable to combine the covariance matrices and use
LDA.
KNN: Both LDA and QDA assume that the class conditional densities are Gaus-
sian. Other statistical classifiers do not make this assumption, and can hence induce
more complex decision boundaries. A simple examples of such a classifier is the
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k-nearest neighbours (KNN) method [35]. Suppose that t feature vectors have been
observed, along with their class labels. The KNN decision rule classifies a new fea-
ture vector ft by assigning it to the class that most of its neighbours belong to. More
formally, let d(ft, fi) be a metric on the space of feature vectors which measures
how similar any two are. Under this metric, let f(1), . . . , f(k) be the k observations
in (f1, . . . , ft−1) which are closest to ft. Here k is a free parameter which is cho-
sen by the user. Then, ft is assigned to the class which has most representatives
amongst {f(1), . . . , f(k)}. If there is a tie, then a class is chosen at random.
This classification rule depends on the choice of k, and various methods have
been proposed for choosing this, such as [60, 76]. Unlike LDA and QDA, KNN
does not have an obvious recursive formulation, and finding the nearest neighbours
of a given feature vector may be computationally expensive. Several methods for
making the algorithm more efficient have been proposed, such as storing observa-
tions in specialised data structures [78], approximate search procedures [6], or data
reduction techniques where the observations are reduced to a small number of pro-
totypes which capture much of the structure of the original data [26]. The problem
of weighing observations so that more emphasis can be given to more recent feature
vectors is considered in [97]. However, we will not explore these implementation
issues further since our goal is not to undertake a study of KNN itself; rather, we
are using it as a simple example of a flexible classification rule.
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Chapter 3
Nonparametric Change Point Models
The following two chapters present the methods we have developed for moni-
toring data streams for changes in a nonparametric manner where nothing is as-
sumed about the stream distribution. Although the word ‘nonparametric’ has sev-
eral slightly different meanings within the statistics literature, our use of the word is
meant to imply statistical methods which can maintain some basic level of perfor-
mance regardless of the (potentially unknown) distribution of the stream to which
they are applied. For example, nonparametric hypothesis tests such as the Mann-
Whitney have a null distribution which is independent of the parent data distribu-
tion. Similarly in the context of change detection, we require nonparametric meth-
ods to have an ARL0 function that does not depend on the stream distribution. We
will therefore use the terms ‘nonparametric’ and ‘distribution-free’ interchangeably.
This chapter focuses on the Change Point Model (CPM), which is a general
framework for adapting traditional statistical tests to the streaming change detec-
tion problem. This was originally introduced by [71] in a parametric context; our
contribution is to extend it for use in nonparametric monitoring. Section 3.1 de-
scribes the nonparametric change detection problem in more detail, and Section 3.2
summarises the literature that it has generated. A key finding from this literature
review is that, while methods for nonparametric monitoring of the location param-
eter/mean of a stream are common, the problem of detecting more general changes
such as those involving the scale/variance is much less widely studied, and this is
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hence our focus.
Section 3.3 introduces the general CPM framework, and Section 3.4 presents
specific nonparametric test statistics which can be integrated into this framework,
with a focus on detecting changes in higher order moments. In Section 3.4.5 we
discuss how the nonparametric CPM can be implemented in a computationally ef-
ficient manner which makes it suitable for use with streaming data, and Section 3.5
investigates its performance using both synthetic and real data.
3.1 Overview
Recall that under the assumption that the stream of observations x1, x2, . . . contains
a single change point, its distribution can be written as:
Xi ∼
f0 if i < τ,f1 if i ≥ τ .
Most traditional approaches to sequential change detection, such as those re-
viewed in Section 2.1.2, assume that the distributional form of f0 is known before
and after the change with only the parameter vector θ0 being unknown. However
this assumptions rarely holds in streaming applications; either there may be no prior
knowledge of the stream distribution, or assumptions made about this distribution
may be incorrect. Several authors [25, 79, 81, 80] have investigated the performance
of parametric change detection algorithms when the distribution of the stream is in-
correctly specified, and find that even small misspecifications can have very large
effects on the false positive rate, causing the realised value of the ARL0 to deviate
significantly from what is expected. As we discussed in Section 2.1.2, this is ex-
tremely undesirable since having a bound on the rate of false positives is one of the
ways in which we can assess the significance of any discovered change points.
There is hence a need for nonparametric change detection methods which are
able to maintain a specified level of performance, such as the false alarm rate, re-
gardless of the true distribution of the stream. This chapter proposes a framework
for performing nonparametric change detection by adapting traditional nonparamet-
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ric hypothesis tests to the streaming context. Unlike most existing nonparametric
approaches, we do not restrict attention to simple changes in the stream mean.
Our approach is based on a generalisation of the change point model intro-
duced for the Gaussian distribution by [72] in order to adapt the likelihood-based
testing procedures previously discussed in Section 2.1.1 to the streaming problem.
This framework was recently extended for the purpose of detecting nonparamet-
ric changes to the location parameter of a sequence of random variables by [69].
However, their work does not satisfy the O(1) computational and memory com-
plexity requirements for the processing of data streams. We extend their work in
three ways. First, we extend the CPM framework to allow detection of changes in
both the scale parameter, and in higher order moments, a problem which has not re-
ceived sufficient attention in the literature. Second we introduce the idea of stream
discretisation, which allows the test statistics used in both their method and ours to
be computed in a fast manner thereby facilitating deployment of these techniques
on high frequency streams.
3.2 Related Work
Very few authors have treated the problem of detecting arbitrary changes in un-
known distributions, in a computationally efficient manner. Most of the existing
literature on nonparametric change detection deals with a fixed size sample rather
than a data stream where new observations are received over time. Examples of
such approaches include [14, 23, 42, 82].
Due to the difficulty of detecting arbitrary distributional changes, most existing
work on nonparametric change detection deals only with monitoring for changes
in a location parameter, such as the mean or median. A popular approach to this
problem is to use only the ranks of observations, and adapt classical rank based
hypothesis test such as Mann-Whitney [59, 24, 55]. However, the computation of
ranks requires the storage of all previous data to allow new points to be ranked.
This makes them difficult to apply to the streaming problem.
Directly relevant to our work is [119], which uses a statistic based on a maximi-
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sation over several Mann-Whitney statistics to detect a change in location parame-
ter. However this approach is developed only for a fixed size data set, and is hence
not suitable for sequential monitoring. Their analysis of the proposed test statistic
also relies on an asymptotic argument which makes it unsuitable for deployment
in streams where changes occur relatively frequently and small sample behavior is
important.
A sequential extension of [119] was recently proposed by both [175] and [69],
who use Monte-Carlo simulation instead of an asymptotic argument in order to
calculate exact quantiles of the test statistic.
Much less literature exists for the task of detecting changes in higher order
stream moments. We do not know of any existing nonparametric methods for mon-
itoring the scale problem specifically, which is puzzling since a great deal of litera-
ture exists for the parametric version of the problem [72, 77, 169, 31].However there
are several nonparametric methods for detecting arbitrary distributional changes.
These generally involve either estimating the density of the stream, or using boot-
strap procedures to estimate the distribution of test statistics. We will delay a fuller
review of these methods until Section 4.2 in the following chapter, since they are
more related to the techniques we present there than they are to the present CPM
approach.
3.3 The General Change Point Model
We begin by describing the change point model in its most general form. We will
first consider the case of detecting a change point in a fixed size sample of obser-
vations. Next, we will describe how this methodology can be adapted to both the
sequential and streaming contexts.
3.3.1 Fixed Size Sample
Given a fixed sized sequence {x1, . . . , xn}, recall from Section 2.1.1 that likelihood
based methods are generally used to test whether a change point τ exists. A related
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approach is to use two-sample hypothesis tests. Suppose we wish to test whether a
change occurs at some specific specific point in the sequence τ = k. We can parti-
tion the observations into two subsequences S = x1, . . . , xk and T = xk+1, . . . , xn.
Testing for a change at this point is equivalent to testing whether these two samples
have identical distributions. Let Dk,n be a relevant two sample test statistic which
tests for the specific type of change we are interested in. For example, if we can
assume that the observations are Gaussian and we wish to test for either a change
in mean or variance, we would use the Student-t or F test statistic respectively. If
we do not wish to make any distributional assumptions, then we can use a Mann-
Whitney statistic to detect a mean shift.
After choosing this two sample test statistic Dk,n, we evaluate its value and if
Dk,n > hk,n for some appropriately chosen threshold hk,n then we reject the null
hypothesis that the two samples have identical distributions, and conclude that a
change has occurred at observation k. Now, since we do not know in advance where
the change point is located, we do not know which value of k to use for partitioning
the sequence. One approach, similar to that of Equation 2.3, is to evaluate Dk,n
at every value 1 ≤ k < n, and use only the maximum value. In other words, we
consider every possible way of splitting the data into two contiguous subsequences,
and apply a two-sample test to every split. The test statistic we use is then:
Dn = max
k
Dk,n.
Now, if Dn > hn for some suitably chosen threshold hn, then the null hypothe-
sis is rejected, and we conclude that a change occured at some point in the data. In
this case, the best estimate τˆ of the location of the change point is at the value of k
which maximised Dn. If Dn ≤ hn, then we do not reject the null hypothesis, and
hence conclude that no change has occurred. The choice of this threshold will be
discussed further in the following section.
A potential complication arises here because the mean and variance of the test
statistics Dk,n may depend on the size of the two samples, i.e. on k. In this case
it is not ‘fair’ to directly compare values of this statistic evaluated at different split
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points. We therefore must standardise the test statistics so that they have equal mean
and variance. This leads to maximised test statistic:
Dn = max
k
Dk,n − µDk,n
σDk,n
, 1 < n < t.
where µDk,n and σDk,n are respectively the known mean and standard deviation
of Dk,n under the null hypothesis of no change. We stress that in order to perform
this standardisation, Dk,t must have a known finite-sample mean and variance, a
point which we will return to later when considering specific nonparametric test
statistics. It is this standardised form of Dn which we will use for the remainder of
the chapter. Note that we could alternatively maximise over the p-values of the Dk,t
statistics rather than their actual values, a point we will return to later in Section
3.4.4
3.3.2 Sequential Monitoring
Having considered the problem of detecting changes in a fixed size sample, we
now turn to the task of sequential change detection where new observations are be-
ing received over time. Whenever a new observation xt is received, we can treat
{x1, . . . , xt} as being a fixed size sample, and use the methodology from the pre-
vious section 3.3.1 to test whether a change point has occurred. The problem of
sequential monitoring is then reduced to a sequence of fixed size tests. Two issues
immediately arise:
1. Can the successive Dt statistics be calculated in a computationally efficient
manner which makes this method feasible in situations where new observa-
tions are received at a rapid rate?
2. How can the sequence of threshold values ht be chosen in a way which
achieves a desired value for the ARL0?
The first question depends on the test statistic which is used. For example, when
the observations are assumed to be Gaussian then the maximum likelihood esti-
mates for the parameters can be written as a function of finite dimensional statistics
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and admit a recursive update. Therefore if either the Student-t or F statistic are used
in the CPM, it is possible to write these in a recursive manner which allows very
efficient computation [71, 72]. However for nonparametric test statistics there is
generally no way to summarise the data by a finite dimensional sufficient statistic,
which results in increased computation costs. We will discuss computational issues
for particular nonparametric statistics in Section 3.4.5.
Here we focus on the second problem; choosing the threshold values. Suppose
it is desired for the change point model to have an ARL0 of γ. This can be achieved
if we choose the ht sequence so that the probability of incurring a false positive at
the tth observation is equal to α = 1
γ
. We hence require that for all t:
P (Dt > ht|Dt−1 ≤ ht−1, . . . , D1 ≤ h1) = α. (3.1)
However, finding such a sequence of ht values that satisfies this property is a dif-
ficult problem to solve analytically since for most test statistics the distribution of
Dt will be very complex and have no obvious analytical form. The problem is that,
while the null distribution of Dk,t is often known for each individual value of k, the
distribution of the maximised statisticDt is much more complicated due to the high
correlation between the Dk,t statistics. For certain choices of Dk,t, it may be pos-
sible to derive the asymptotic distribution of Dk,t; for example, [119] tackles this
problem when Dk,t is the Mann-Whitney statistic, and [66] does similarly assum-
ing Gaussian observations. However these results are not sufficient for our purpose,
since we require the conditional distribution of Dt given that the threshold was not
exceeded in the previous t− 1 previous tests.
This conditional distribution is even more difficult to compute, and therefore
finding an analytic expression for the thresholds ht seems infeasible. We therefore
use Monte Carlo simulation instead. In order to compute the thresholds for some
choice of the test statistic Dt and α, we simulate one million streams each contain-
ing 2000 observations with an appropriate distribution. For example, if Dk,t is a
Student-t statistic for detecting mean shifts in Gaussian streams, we would gener-
ate streams of N(0, 1) random variables. For the nonparametric rank statistics we
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will consider in the next section, we simulate permutations of the integers from 1 to
2000. For each stream, we compute Dt at each observation. The required values of
ht can then be found successively, by starting with the first observation and choos-
ing h1 to make the proportion of D1 values exceeding h1 equal to α. The streams
which exceed α are then discarded, and h2 can then be chosen so that the propor-
tion of remaining D2 values exceeding h2 is equal to α, and so on. In this way,
the conditional distributions are successively approximated, allowing the threshold
sequence to be found.
Although this simulation is computationally expensive and may require several
hours of processing, this is not a problem since it only needs to be performed a
single time, and can be done in advance. Because nonparametric test statistics have
a null distribution independent of the stream distribution, the values of ht which we
compute will be valid for any continuous stream, where the continuity assumption
is required to prevent there being tied ranks as we will see. Therefore once we have
computed these values, we can store them in a lookup table which can be accessed
with no computational overhead. An example of such a lookup table is given in
Table A.1 in Appendix A for the test statistics discussed in the next section, and
several choices of α. It can be seen that these thresholds seem to slowly converge
towards constant values, therefore it seems reasonable to set ht = h2000 if t > 2000.
In the following section, we will introduce test statistics which use only the
ranks of the observations. When using these, the Dk,t statistics can only take on
a finite number of values. This is because given t points, there are only a finite
number of ways to assign ranks to these points. This creates a potential problem for
threshold choice, since it may not be possible to find a value for ht which gives the
exact value of α required, especially for low values of t. This is a general problem
when dealing with discrete valued test statistics, however it will only be an issue
when the number of observations is very low. We therefore recommend that moni-
toring of the stream only begins after the first 20 observations have been received,
which allows sufficient possibilities for rank assignments to make most values of
α achievable. This seems a reasonable compromise since in practice it would be
very difficult to detect a change which occurred before the first 20 observations had
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been received, since there would be insufficient data to allow such a change to be
noticeable unless it had a very large magnitude. A theoretically attractive, but prac-
tically unrealistic, alternative to the discreteness problem is to use a randomisation
procedure [54] but we will not pursue this further.
3.4 Test Statistics
Having described the general change point model, we now consider which test
statistics should be used for nonparametric change detection. The choice of test
statistic will generally depend on what sort of change it is required to detect. When
the task is to detect an arbitrary change in a stream where no information is avail-
able regarding the pre- or post- change distribution, the obvious approach is to re-
place Dk,t with a nonparametric two-sample test statistic such as the Kolgormorov-
Smirnoff (KS), which can detect arbitrary changes in distribution. The algorithm
would proceed as above, with this statistic evaluated at every time point, and the
maximum value being compared to a threshold ht. However ‘omnibus’ tests such
as the KS often have low power [54]. In many situations we can find a more pow-
erful test by restricting attention to the case when the pre-change distribution F0
undergoes a change in either location or scale. These shifts have the following
form:
• Location Shift: F1(x) = F0(x+ δ)
• Scale Shift: F1(x) = F0(x× δ)
and can hence be viewed as changes in mean or standard deviation. Although this
is slightly more restrictive than the general problem, using test statistics which are
designed to monitor for a change in location/scale will generally give a more pow-
erful test, and hence allow faster detection of changes, than the omnibus statistics
assuming that the change is indeed one of these types. However the disadvantage
is that they may be less effective at detecting more general distribution changes in-
volving higher order moments of the stream distribution, such as a stream of Gaus-
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sian observations beginning to exhibit heavy-tail behavior and becoming closer to
Student-t, or developing a second mode.
We will therefore consider tests for both location and scale shifts, as well as
more general tests for arbitrary distribution changes. Most nonparametric tests are
based on the ranks of the observations. where the rank of the ith observation at
time t is defined as:
r(xi) =
t∑
j 6=i
I(xi > xj),
where I is the indicator function:
I(xi > xj) =
1 if xi > xj,0 if xi 6 xj.
Since the observations xi are assumed to be continuous, tied ranks should not oc-
cur. However the discretisation procedure which we will introduce in Section 3.4.5
does result in this possibility arising, and we will there give corrections to the test
statistics in this case.
We will now proceed as follows. In Sections 3.4.1, 3.4.2 and 3.4.3, we will
describe test statistics which are designed to detect changes in the location, scale,
and joint location/scale. These are examples of linear rank tests, where the test
statistic is based on linear combinations of the observed ranks. Then in Section
3.4.4 we will describe two common ‘omnibus’ test statistics. These are based on the
empirical distribution function of the observations, and are examples of nonlinear
rank tests. Finally, in Section 3.4.5 we will discuss a procedure which allows ranks
to be computed efficiently and which hence makes change point models using these
statistics appropriate for use in the streaming context.
3.4.1 Location Shifts
The Mann-Whitney (MW) test is a nonparametric procedure used to determine
whether one sample is stochastically larger than another [108]. It is commonly
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used as a test for whether the distributions generating two samples have differing
location parameters [54]. Suppose we have n points arranged in two samples, S
and T , containing ns and nt points respectively, i.e n = ns + nt. For each point, let
r(xi) be its rank in the combined sample. Then, write
rS =
∑
xi∈S
r(xi) (3.2)
for the sum of the ranks of the points in sample S. The MW U statistic is then
defined as:
U ′ = rS − nS(nS + 1)
2
.
Under the null hypothesis that S and T have equal location parameters, the distribu-
tion of U is independent of the distribution of the observations in the two samples,
and its first two moments are [54]:
µU ′ = nsnt/2, σ
2
U ′ = nsnt(1 + ns + nt)/12
We thus consider the standardised MW statistic:
U = |(U ′ − µU ′)/σU ′| .
Note that we have taken the absolute value to give a two sided test. A nonparametric
CPM for location shifts can then be defined by replacing the Dk,t statistic described
in Section 3.3.1 with this U statistic. Whenever a new observation is received from
the stream, U is evaluated at every possible point xi, with the stream being split into
two samples around each point. Dt is then the maximum value of these U statistics,
and is compared to a threshold ht, as before, with a change being flagged if the
threshold is exceeded. This is essentially the method proposed in both [175] and
[69]. Note that because a two-sided version of the test statistic has been used, the
resulting CPM can detect both increases and decreases in the location parameter. In
situations where it is only desired to monitor for increases, a one-sided version of
the test should be used instead.
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3.4.2 Scale Shifts
There are several nonparametric rank-based procedures for testing whether two
samples have differing scale parameters [54]. We choose to use the Mood test
[112] since it has a simple formulation, and has been shown to perform favorably in
power analysis [40]. This test is based on the following observation: if there are n
points spread over two samples S and T , then assuming no tied ranks, the expected
rank of each point under the null hypothesis that both samples are identically dis-
tributed is (n+ 1)/2. The Mood test uses a test statistic which measures the extent
to which the rank of each point deviates from its expected value
M ′ =
∑
xi∈S
(r(xi)− (n+ 1)/2)2,
where again r(xi) denote the rank of xi. Like the MW statistic, the distribution of
the Mood statistic is independent of the underlying random variables. The mean
and variance of the Mood statistic are [54]:
µM ′ = nS(n
2 − 1)/12, σ2M ′ = nSnT (n+ 1)(n2 − 4)/180.
Again, this is standardised to give:
M = |(M ′ − µM ′)/σM ′| ,
where again we have taken the absolute value so that both increases and decreases
in the scale parameter can be detected. This statistic can then be integrated into
the CPM as before. Note that although the Mood test is meant for detecting scale
changes, it is also sensitive to changes in location, a point we will explore further
in the experiments section at the end of this chapter.
3.4.3 Joint Location and Scale Shifts
In practice, it may not be known whether a change point will involve a shift in
location or in scale. In this case both types of shift must be jointly monitored. One
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approach is to simply use two change point models, one designed to detect shifts
in location using the Mann-Whitney statistic, and one designed to detect shifts in
the scale using the Mood statistic. However using multiple tests makes it difficult
to control the false alarm rate; it is not clear how to set the false alarm rates of the
individual tests in order to achieve a desired overall false alarm rate, which is a key
issue in designing change detection algorithms as noted previously.
An alternative is to use a single change detector which is designed to monitor
for changes in both the location and scale simultaneously. To facilate this, we use
a Lepage-type (LP) hypothesis test [100] which gives a nonparametric test for both
location and scale parameters. Our Lepage-type test statistic L is defined as a sum
of squared MW U and Mood M statistics defined above:
L = U2 +M2
Although there are many other ways in which the MW and Mood statistic can be
combined, the Lepage method of summing their squared values seems to be the
most common in the nonparametric hypothesis testing literature, hence it is the
formulation we use.
Again, this L statistic can then be integrated into the change point model as
before.
3.4.4 Arbitrary Shifts
The previous section gave examples of nonparametric change point models for de-
tecting shifts in the location and scale. In order to detect a more general class of
distributional changes, we can replace Dt with an omnibus test statistic which is
sensitive to arbitrary changes to the distribution rather than just location shifts. We
will consider two different omnibus tests: the first is the Kolmogorov-Smirnov (KS)
test [46], and the second is the Cramer-von-Mises (CvM) [4]. Both of these rely on
comparing the empirical distribution function of the two samples S and T , defined
as:
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FˆS(x) =
1
k
∑
xi∈S
I(xi ≤ x)
FˆT (x) =
1
t− k
∑
xi∈T
I(xi ≤ x).
The KS test uses a statistic defined as the maximum difference between these em-
pirical distributions:
Dk,t = sup
x
|FˆS(x)− FˆT (x)|.
We reject the null hypothesis that no change occurs at k if Dk,t > hk,t for some
appropriately chosen value of hk,t.
The CvM test is similar, and uses a statistic based on the squared distance be-
tween the empirical distributions:
Wk,t =
∫ ∞
−∞
|FˆS(x)− FˆT (x)|2dFt(x),
where Ft(x) is the empirical CDF of the pooled sample. This quantity can be cal-
culated directly as:
Wk,t =
t∑
i=1
|FˆS(Xi)− FˆT (Xi)|2.
Again, we reject the null hypothesis ifWk,t > hk,t for some (different) threshold
hk,t.
Either of these two statistics can be used in the change point model, and both
are easy to compute. The implementation of the CvM test into the change point
model is straightforward. Recall from Section 3.3.1 that we need to standardise the
test statistics by subtracting their mean and dividing by their standard deviation.
Using a standard result from [4] and some basic algebra, we can write the mean and
variance of Wk,t as :
µWk,t =
t+ 1
6t
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σ2Wk,t =
(t+ 1)[(1− 3/4k)t2 + (1− k)t− k]
45t2(t− k) .
This leads to the maximised test statistic:
Dt = max
k
Wk,t − µWk,t
σWk,t
, 1 < k < t,
as before. However things are more difficult for the KS statistic since there is no
known exact formula to compute the mean and standard deviation of Dk,t, except
as an asymptotic result when t is large. We therefore adopt a slightly different
approach when using the KS CPM. Rather than considering the value of the Dk,t
statistic, we instead consider its associated p-value pk,t, defined as the probability
of observing a more extreme value than Dk,t. This quantity can be considered as
being already standardised with respect to the sample size, and is surprisingly much
easier to compute than the mean or variance of the test statistic. Let qk,t = 1− pk,t,
and define
Dt = max
k
qk,t,
as before.
We now explain how to compute the associated p-value pk,t, which is a function
of bothDk,t and the sample sizes. If t is small, then an exact p-value can be found by
considering all possible permutations of X1, . . . , Xt, which is an O(t!) operation.
However for larger values of t this is not feasible as computing these permutations
could take a very long time. Assuming t is sufficiently large, then the asymptotic
theory of KS tests can be deployed. Suppose the KS test is being used to compare
two samples of size nS and nT . As nS, nT → ∞, the p-value for the test is shown
in [46] to be:
pk,t = Q
(
Dk,t
√
nSnT
nS + nT
)
,
where
Q(z) = 2
∞∑
i=1
(−1)i−1 exp(−2i2z2).
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The rapid convergence of this infinite series means that it can be approximated by
only the first two terms [57]:
Q(z) ≈ 2(exp(−2z2)− exp(−8z2)). (3.3)
This approximation has the virtue of being easy to compute. However it is
known to be inaccurate for small values of nS, nT , and thus using it to compute
p-values for the KS CPM chart may result in the ARL0 deviating significantly from
the desired value. We therefore make use of a continuity correction introduced by
[87] which gives improved approximation for small samples. Assume without loss
of generality that nS > nT . Then we define:
pk,t = Q
(
D
√
nSnT
nS + nT
+ β
)
,
where β is a correction which has a value dependent on the sample sizes:
β =

1
2
√
nS
for nS > 2nT
2
3
√
nS
for nT ≤ nS ≤ 2nT and nS a multiple of nT
2
5
√
nS
otherwise
(3.4)
The threshold values given in Table A.1 were computed by using the asymptotic
approximation in Equation 3.4 with this small-sample correction.
3.4.5 Streaming Implementation of Rank Tests
The change point model provides a general framework for sequential change detec-
tion. However as we have described it, it is unsuitable for the streaming problem
since the computational cost of evaluating Dt increases at least linearly with t. As
more points are received from the stream, the number of possible change point lo-
cations k increases which results in an increasing number of hypothesis tests being
performed at each time instance. Similarly, the memory required to store all of the
previously seen observations grows linearly over time.
When the stream has a known distribution and Dk,t is a parametric test statistic,
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it is generally possible to implement the CPM in a computationally efficient manner.
In [72] this was discussed in the context of a Gaussian mean.
Suppose that the test statistic Dk,n can be written as a function of m finite di-
mensional statistics Rm which can be recursively updated in constant time (e.g the
sample mean/variance). Define a window Ww,t of length w to be the set of the last
w points observed from the stream, i.e. Ww,t = xt−w+1, . . . , xt. Then we perform
change detection by evaluating Dk,t only on the points contained in the window,
giving the maximised test statistic:
Dt = max
w−t<k<t
Dk,t.
It is important to note that the introduction of a window does not imply that old
data is being discarded – the older points which lie outside the window are not
forgotten since they are summarised in the sufficient statistics Rm, so the value of
Dk,n is unchanged. The windowing process only limits the possible locations of the
change point – having a window of size w implies that at time t, the only possible
change locations tested are the integers in the interval [t−w, t]. But at each of these
locations, the test performed is identical to the equivalent offline test performed at
the same location. This means that the choice of which value to use for w is not
crucial.
A concrete example of this is when the stream consists of Gaussian random
variables and the goal is to monitor for a change in mean or variance. In this case,
the test statistics deployed in the CPM will be the Student-t and F respectively.
Because the sample mean µˆ and sample variance σˆ2 are sufficient statistics for any
inference concerning the parameters of the Gaussian distribution, it follows that
both these tests can be written in a form where they depend only on the data through
µˆ and σˆ2. These can be written in a recursive form which does not require any
observations to be stored in memory:
St = St−1 + xt, µˆt = St/t
Vt = Vt−1 + ((t− 1)xt − St−1)2/(t(t− 1))
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σˆ2t = Vt/(t− 1).
There is hence no change to the Dk,t statistics when using windowing. However,
this procedure needs to be adapted when it comes to the nonparametric test statis-
tics, since these generally cannot be written in terms of finite dimensional sufficient
statistics. We therefore use a different approach and discretise older stream obser-
vations so that only a constant amount of memory and computation is used for rank
computation.
First, form a rough estimate of an interval within which most points from the
stream will lie. This will not usually be known a priori, but can be estimated from
the initial stream observations, as [a, b] where a is the minimum value of the first 20
observations, and b is the maximum value.
This interval can then be split up intom segments around the split points {s1, s2, . . . , sm+1}
where:
s1 = a
s2 = a+ (b− a)/(m)
. . .
sj = a+ j(b− a)/(m)
sm+1 = b.
For each of these m segments a count, cm, is maintained of the number of stream
observations which fall into this segment. Observation xi falls into the jth segment
if:
sj−1 ≤ xi < sj
.
The CPM now works as follows: let Ww,t be the window containing the w most
recent observations available at time t. Only the points in this window are stored
in memory, with older points discarded. Whenever a point is old enough to fall
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outside the moving window, it is no longer stored in memory, but instead assigned
to one of the m segments. Therefore, the memory only needs to be large enough
to contain the w points currently in the window, and the m count variables for the
discretisation. Since neither of these grow over time, a constant amount of memory
is used no matter how many observations arrive from the stream.
The Dt statistic is now calculated by maximising Nk,t over only the observa-
tions in the window, rather than over the whole stream. Note that because older
observations are summarised by the histogram rather than discarded entirely, the
choice of the window size w is not critical since it only determines the points at
which a change may be detected; points too old to fall into the window are not
discarded, but are instead summarised in the discretisation.
Rather than ranking each point in the window against all previous data as in
Section 3.4, each point’s rank is now defined as the sum of its rank against the
other points in the window, and its rank against all previous points in the stream, as
approximated by the discretisation.
In order to then calculate the rank of a point xt in the current window, suppose
it falls into the jth segment defined by the split points sj and sj+1. Its rank is them
defined as the number of points in the window it is greater than, added on to sum
of the counts ci for all segments where i < j, added on to its rank within seg-
ment j. Because the discretization means that points outside the current window
are discarded, it is not possible to compute the last term exactly. However, it can
be approximated by assuming that the cj points in the jth segment are uniformly
spaced. In this case, the number of points that xt is greater than will be approxi-
mately equal to cj × (xt − sj)/(sj+1 − sj). For ease, we round this to the nearest
integer to keep the ranks as whole numbers. More formally, we define the rank of
xt as:
r(xt) = rw(xt) +
j−1∑
i=1
ci + cj × round(cj × (xt − sj)/(sj+1 − sj))
where rw is the rank of xt among all the points currently contained in the window.
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This windowing technique has an effect on the values of the threshold ht used
by the CPM. The values given in Table A.1 were computed under the assumption
of no windowing, where the number of hypothesis tests performed at each time
instance is constantly increasing. When a window of length w is used, only w tests
are performed at each time instance. Therefore in order to maintain the desired
ARL0 when a window of size w is used, the threshold parameter should be set as:
ht =
{
ht if t < w
hw otherwise
There are two potential drawbacks which can arise from stream discretisation. First,
there is now a small loss of accuracy in rank computation, and the standard devia-
tion of the MW/Mood statistics is slightly increased since tied ranks now arise [54].
Because lower values of m result in more tied ranks and hence a slight loss of ac-
curacy, it is desirable to have m as large as possible. Therefore, m should be set as
high as computational and memory resources allow.
In Section 3.5.1 we empirically investigate how the choice of m affects perfor-
mance, and find that there is little degradation in perormance, unlessm is extremely
low.
The other potential drawback relates to post-signal diagnosis. As discussed in
Section 3.3.1, as well as flagging that a change has been detected, our method also
gives an estimate of how far back in the stream the change occurred. This esti-
mate is found by considering the values of the individual Dk,t statistics. However
if discretisation is used, Dk,t cannot be computed when k < t − w, since these
observations lie outside the window. This means that the post-signal estimate of the
change location can be at most only w observations in the past. Therefore in situa-
tions where post-signal diagnosis is considered important, the window size should
be chosen to be larger than the expected time taken to detect changes.
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3.5 Experiments
This section analyses the performance of our nonparametric change point models.
This is done in several stages. We begin in Section 3.5.1 by investigating the perfor-
mance of the CPMs when detecting shifts in the location and/or scale parameters.
Then, in Section 3.5.2 we investigate performance when detecting more complex
distributional changes, which involve higher order moments.
The analysis of location/scale shifts begins with the Gaussian distribution. Be-
cause this is a widely used distribution, we will spend a lot of time discussing the
performance of the nonparametric CPMs in this context. Specifically, we will inves-
tigate how the performance of the nonparametric CPMs compares to the parametric
CPMs intended solely for use on Gaussian streams, whereDk,t is either the Student-
t or F statistic for detecting mean and standard deviation shifts respectively, as in
[72, 171].
Achieving good performance on Gaussian streams is important, since one of the
main uses of nonparametric change detectors is when real world data is suspected
to be Gaussian, but insufficient data is available to validate this assumption. In this
case, it is desirable for the nonparametric charts to give similar performance to the
Gaussian parametric models when the data is indeed Gaussian, while being more
stable when the Gaussianity assumption is violated.
After assessing performance in a Gaussian setting, we next investigate how the
nonparametric charts perform with non-Gaussian data. For this purpose, we will
consider location-scale shifts when the stream has both a Student-t distribution with
2.5 degrees of freedom, and a Log-normal (1, 1/2) distribution. These are examples
of distributions which are more heavy-tailed and skewed than the Gaussian respec-
tively, and hence represent different types of non-Gaussanity which can occur in
practice. A plot of these distributions is shown in Figure 3.1.
A relevant performance measure is required in order to compare the perfor-
mance of different change detection methods. As discussed in Section 2.1.2, the
most common measure in the change detection literature is the mean detection
delay, defined as the average number of observations required before a change is
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Figure 3.1: Plots of the t(4) and a (translated) Log-normal(1, 1/2) distributions
compared to the Gaussian(0, 1)
detected. Note this is a fundamentally streaming measure of performance, which
measures how long it takes the change to be detected, rather than how accurately
the location of change point is estimated given that it has been flagged. To make
the comparison fair, we must first tune the parameters of the algorithms so that
they have an equivalent rate of false alarms (ARL0). For our comparison we chose
ARL0 = 500, although we also performed experiments using other values and
found similar results, which we have omitted for space reasons. In the case of the
nonparametric CPMs, this simply means ensuring that they all use the same value
of α = 1/500. For the CPMs based on the Student-t and F statistics, this exact
ARL0 will only hold for Gaussian streams.
In general when dealing with distributions containing unknown parameters, we
should expect changes that occur early in the stream to be more difficult to detect
than changes which occur after many observations have been received, since more
observations allows a more accurate estimation of the distribution parameters and
ranks. These early changes will also arise in practice when the stream experiences
multiple change points, with only short intervals between each one.
Therefore thoughout this section, we consider streams with change points oc-
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curing at times τ ∈ {50, 300} to investigate the impact on performance when the
change occurs early. We found that changes occurring later than at time 300 are
not significantly easier to detect, so the performance of the detectors when changes
occur when τ = 300 can be assumed to also be the performance when the changes
occur at later times.
For the remainder of this section we use the terms MW CPM, Mood CPM, LP
CPM to refer to the nonparametric change point models for the Mann-Whitney,
Mood and Lepage tests respectively, with the MW CPM method being the one
from [69]. KS CPM and CvM CPM denote the change point models using the
Kolmogorov-Smirnov and Cramer-von-Mises tests respectively. Finally, t CPM
and F CPM refer to the Student-t and F models from [72, 171].
3.5.1 Location-Scale Shifts
This section considers the performance of the nonparametric CPMs for detecting
shifts in a location or scale parameter. We first investigates performance when
the stream is Gaussian, before considering several non-Gaussian streams. Next,
we investigate post-signal diagnostics, and conclude by analysing the performance
impact that comes from discretising the stream.
Gaussian Location-Scale Shifts
When detecting changes in the mean or variance of a Gaussian distribution, it may
be expected that the best performance will be achieved by the t CPM and F CPM
change point models since these models use the optimal tests for detecting shifts
in the mean and standard deviation respectively. Therefore these models are the
baseline against which we compare our methods.
First, shifts in the mean are considered. Here the observations are initially dis-
tributed as N(0, 1) before the change point, and as N(δ, 1) after. Change magni-
tudes corresponding to δ ∈ {1, 2, 3} are considered. Note that all of these CPMs
use two-sided test statistics and so are equally able to detect decreases in the mean.
However the symmetry of the Gaussian distribution means that a decrease of size
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δ takes the same size to detect as the corresponding increase, and so we do not
consider decreases separately.
τ δ t CPM MW CPM Mood CPM CPM-LP CvM CPM KS CPM
τ = 50
1.0 14.8 14.8 236.6 21.1 15.8 18.9
2.0 4.1 5.4 34.8 4.7 5.3 6.2
3.0 2.7 4.1 4.8 3.1 4.0 4.4
τ = 300
1.0 10.7 11.2 67.6 12.4 11.7 13.6
2.0 3.6 4.9 5.2 4.1 4.9 5.7
3.0 2.4 3.9 3.1 3.0 3.9 4.3
(a) Gaussian Mean
τ δ F CPM MW CPM Mood CPM LP CPM CvM CPM KS CPM
50
2.0 15.9 170.4 18.0 26.1 152.3 152.7
3.0 5.5 112.4 7.8 9.4 56.3 47.2
4.0 3.5 90.6 5.7 6.8 29.7 25.7
0.5 20.1 397.6 35.5 56.5 331.9 259.4
0.3 9.6 404.2 15.2 20.9 145.5 101.4
0.2 7.4 402.1 12.1 16.4 67.0 48.4
300
2.0 10.7 73.0 11.5 14.1 48.1 48.5
3.0 4.6 37.3 6.2 7.5 23.2 23.2
4.0 3.1 27.8 4.9 5.9 17.4 17.0
0.5 16.3 475.3 22.4 31.9 103.7 84.4
0.3 9.1 476.0 13.1 18.7 43.0 37.2
0.2 7.2 472.7 11.1 15.8 31.4 27.2
(b) Gaussian Standard Deviation
Table 3.1: Average time taken to detect shifts of magnitude δ in the mean and stan-
dard deviation of a Gaussian N(0, 1) stream, for various change times τ . Standard
deviations are provided in Appendix A.
For every change point location and shift magnitude δ, 20000 streams are gener-
ated each containing a single change point, and the mean delay to detect the change
is calculated. Table 3.1a shows the mean detection delay using the various CPMs.
The associated standard deviations are omitted for space reasons, but may be found
in Appendix A. The following results can be seen:
• For both the parametric and nonparametric CPMs, the mean detection delay
is lower when the change magnitude is larger, and when more observations
are available prior to the change point. This is to be expected for the reasons
discussed above.
• The CPM using the Student-t statistic outperforms the nonparametric CPMs.
Again this is to be expected, since the hypothesis test using the t statistic is
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optimal for detecting differences in a Gaussian mean. However the difference
in performance compared to the nonparametric CPMs is not excessive, sug-
gesting that the nonparametric methods are suitable for use when the stream
is Gaussian.
• The MW CPM gives the best detection performance out of the nonparametric
methods, across the widest range of mean shifts. This is not surprising since it
is designed to detect only mean shifts, while the other CPMs use test statistics
which are designed to detect broader classes of change.
• The performance of the LP CPM is slightly inferior to the MW CPM when the
change magnitude is low. Again this is to be expected since the LP model is
also monitoring for changes in scale, and hence should be less powerful than
a model which is only monitoring for location shifts. Interestingly, when the
change magnitude is large, the LP model actually outperforms the MW. This
is because when a large change occurs to the mean of the stream, there is
also an effect on the estimated standard deviation. Therefore, the change can
also be detected by a CPM intended to detect a change in the scale parameter,
as well as the one intended to detect a change in location. Since the Lepage
model consists of both a Mood and a MW model, the change can be detected
by either of these, which can result in faster detection than using the MW
model alone. This will be explored further in Section 3.5.1.
• The CvM CPM gives superior performance to the KS CPM across all mag-
nitudes of change, and generally gives performance comparable to the MW
CPM. When compared to the LP, it is seen to be slightly better at detecting
small changes, and slightly worse at detecting larger changes.
We next investigate performance when detecting shifts in the standard deviation,
where the observations are distributed as N(0, 1) before the change point and as
N(0, δ2) after. Again, 20000 sequences are generated for each change magnitude
and change location, and the mean detection delay is computed.
The results are shown in Table 3.1b. Several features deserve comment:
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• Unlike the case of mean shifts, the direction of the change in standard devia-
tion has a significant impact on the detection time, with increases being much
easier to detect than decreases, for all CPMs.
• The parametric CPM using the F statistic gives the best performance, since
this is the optimal test statistic for detecting differences in standard deviation.
Among the nonparametric CPMs, the Mood method gives the best perfor-
mance since this is designed specifically for detecting scale shifts.
• Again, the LP CPM gives superior performance to both the CvM and KS
CPMs. However unlike the case of mean shifts, this difference in perfor-
mance is now substantial with the LP CPM being several orders of magnitude
better, particularly for small changes which occur after only 50 observations.
Also unlike before, the KS CPM now gives slightly better performance than
the CvM CPM.
• The MW CPM gives detection performance comparable to the CvM and KS
CPMs when the change corresponds to an increase in the standard deviation.
This is because increases in the standard deviation make it more likely that
extreme values will be observed, which may cause the detector to interpret
this as a change in mean. A similar phenomena was observed by [72] in the
context of parametric change detection. However the MW CPM gives ex-
tremely bad performance when the change consists of a decrease in standard
deviation.
Non-Gaussian Location-Scale Shifts
The primary advantage of the nonparametric approaches are of course that they
can be used to monitor for changes in arbitrary unknown distributions. We hence
now investigate performance when detecting changes in the location and scale of
non-Gaussian distributions. As discussed earlier, we study the Student-t distribu-
tion with 2.5 degrees of freedom, and the Log-normal distribution with parameters
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Distribution
Model Target ARL Student-t(2.5) Log-normal(1,1/2)
Student-t
50 32 29
200 83 78
500 113 94
F
50 39 33
200 97 91
500 134 127
Table 3.2: The empirical ARL0 observed for the t and F change point models on
the t(2.5) and Log-normal(1,1/2) distributions
(1, 1/2) since these are examples of heavy tailed and skewed distributions respec-
tively.
Although it would not be sensible to choose to use parametric methods which
assume the stream is Gaussian in cases where this assumption is known to be vi-
olated, in practice this may occur by accident, when assumptions made about the
data are mistaken. We therefore first investigate how the violation of Gaussianity
affects the realised ARL0 of the t and F CPMs compared to the desired values.
Since the ht thresholds associated with the nonparametric change point models are
distribution-free, the values given in Table A.1 will give the required ARL0 re-
gardless of the underlying distribution. This is not the case with either the t or F
models, since their thresholds were computed under the assumption of Gaussianity
[72]. Table 3.2 shows the actual ARL0 values obtained by these models when the
stream consists of Student-t(2.5) and Log-normal(1, 1/2) distributions, and it can
be seen that they deviate significantly from the target values. Since controlling the
rate of false alarms is highly important in change detection problems, these large
deviations from the desired ARL0 values imply that the parametric Gaussian tests
are unsuitable in situations where deviations from Gaussianity may be present, and
show the value of using our nonparametric methods.
We now consider how the nonparametric CPMs compare when detecting changes
in the location and scale of these non-Gaussian distributions. For both distributions,
we first standardise the observations in order to make the performance comparison
fair. This is done by first subtracting the mean, and then dividing by the standard
deviation so that the resulting observations have mean 0 and standard deviation 1.
We then consider changes of the form:
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• Location Shift: F1(x) = F0(x) + δ
• Scale Shift: F1(x) = F0(x)× δ
Tables 3.3a and 3.3b show the average detection delays when using the nonpara-
metric CPMs for detecting location and scale shifts in the Student-t distribution, and
Tables 3.4a and 3.4b show similar results for the Log-normal distribution.
τ δ MW CPM Mood CPM LP CPM CvM CPM KS CPM
50
1.0 6.9 73.4 7.3 6.6 7.2
2.0 4.5 12.5 3.4 4.2 4.6
3.0 4.1 5.3 3.0 3.9 4.1
300
1.0 6.1 8.9 5.5 5.9 6.6
2.0 4.1 3.5 3.1 4.0 4.3
3.0 3.8 2.9 2.9 3.8 4.0
(a) Student Location
τ δ MW CPM Mood CPM LP CPM CvM CPM KS CPM
50
2.0 198.4 46.0 70.9 184.0 179.7
3.0 141.6 12.2 16.2 101.1 79.6
4.0 112.3 7.9 9.6 51.0 39.9
0.5 389.1 68.6 111.2 352.2 283.5
0.3 401.1 20.7 29.7 233.0 153.2
0.2 405.2 15.1 20.7 119.6 80.9
300
2.0 101.4 18.3 22.3 69.7 65.5
3.0 52.3 8.6 10.4 30.5 29.7
4.0 37.4 6.2 7.4 21.5 21.0
0.5 463.5 31.7 46.6 161.7 116.8
0.3 476.4 16.7 23.8 57.4 46.7
0.2 477.1 13.3 18.9 39.7 33.1
(b) Student Scale
Table 3.3: Average time taken to detect shifts of magnitude δ in the location and
scale of a Student-t(2.5) stream, for various change times τ . Standard deviations
are provided in Appendix A.
The results obtained for the Student-t distribution are broadly similar to those
previously observed for changes in Gaussian streams, with the LP CPM seeming to
give the best performance across the widest variety of changes. However the results
for the Log-normal distribution have several subtle differences due to its skewness.
This skew causes increases in the mean parameter (which is a change towards the
skewed direction) to be slower to detect than equally sized decreases. Further, the
CvM CPM gives exceptionally good performance when it comes to detecting mean
changes, and is the best of all the detectors. This suggests that it should be the
method of choice when the goal is to detect mean shifts in skewed distributions.
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τ δ MW CPM Mood CPM LP CPM CvM CPM KS CPM
50
1.0 11.4 71.3 16.2 11.1 11.6
2.0 5.2 45.0 5.1 4.9 5.3
3.0 4.3 13.0 3.3 4.0 4.4
-1.0 9.4 64.0 7.3 9.4 10.8
-2.0 4.9 5.8 3.6 4.8 5.2
-3.0 4.1 4.0 3.1 4.1 4.3
300
1.0 9.1 135.8 12.4 9.0 9.6
2.0 4.7 6.3 4.2 4.5 5.0
3.0 3.9 3.4 2.9 3.8 4.2
-1.0 8.0 7.2 5.9 8.2 9.5
-2.0 4.6 3.5 3.4 4.6 5.0
-3.0 4.0 3.0 3.0 4.0 4.2
(a) Log-normal Location
τ δ MW CPM Mood CPM LP CPM CvM CPM KS CPM
50
2.0 119.2 14.0 16.8 90.6 69.8
3.0 69.3 7.0 8.0 30.2 23.7
4.0 53.3 5.4 6.2 20.8 17.1
0.5 342.6 28.3 38.9 242.5 155.3
0.3 314.3 15.6 19.3 79.4 41.8
0.2 297.8 13.4 16.3 41.7 25.0
300
2.0 43.3 9.4 11.1 32.7 30.7
3.0 24.8 5.6 6.6 18.1 16.9
4.0 20.2 4.5 5.4 14.4 13.5
0.5 279.1 21.4 27.7 59.2 40.2
0.3 200.0 14.5 18.7 29.8 20.4
0.2 172.0 13.0 16.6 23.2 16.1
(b) Log-normal Scale
Table 3.4: Average time taken to detect shifts of magnitude δ in the location and
scale of a Log-normal(1, 1/2) stream, for various change times τ . Standard devia-
tions are provided in Appendix A.
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Location Shifts Scale Shifts
δ N(0, 1) t(4) LN(1, 1/2) δ N(0, 1) t(4) LN(1, 1/2)
0.25 0.86 0.88 0.83 1.25 0.75 0.68 0.74
0.50 0.92 0.91 0.96 1.50 0.81 0.78 0.83
1.00 0.94 0.92 0.96 1.75 0.87 0.82 0.88
1.50 0.94 0.92 0.97 2.00 0.87 0.86 0.89
2.00 0.96 0.93 0.97 3.00 0.91 0.92 0.94
3.00 0.97 0.96 0.97 4.00 0.94 0.92 0.94
Table 3.5: Probability of correctly diagnosing a change of size δ in either the loca-
tion or scale parameter by comparing the p-values of the Mann-Whitney and Mood
tests.
Post Signal Diagnostics
Both the MW and Mood CPMs are intended to detect only one particular type
of change; location and scale shifts respectively. However the other CPMs are
intended to detect a wider class of changes. One issue which arises when using
these is post-signal diagnostics: given that the detector has signalled that a change
has occurred, can we determine whether the change represents a shift in location,
or a shift in scale?
Suppose that a change is detected at time t. As well as flagging for the change,
the CPM also gives an estimate of the true change point τ ≤ t which corresponds to
the value of k which maximised Dt. We denote this estimate by τˆ . If the stream is
then partitioned into the subsets {X1, . . . , Xτˆ−1},{Xτˆ , . . . , XT} then a single two-
sample Mann-Whitney and Mood test can be performed on these two subsets. If the
Mann-Whitney test gives a lower p-value, the change is most likely to constitute a
location shift, while if the Mood test gives a lower p-value then it is likely to be a
scale shift.
To test this idea, we simulated 10000 streams from the three distributions con-
sidered above, containing various sized changes in either the location or scale. For
each stream, the Lepage CPM was used to detect change, and the above procedure
was then deployed to predict the type of change that had occurred. For each type
of change, we then found the probability of it being correctly identified. Table 3.5
summarises the results. It can be seen that this diagnostic method gives a very good
prediction of which type of change caused the CPM to flag.
When the stream undergoes a mean shift, the Mann-Whitney test will almost
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always have a lower p-value than the Mood test, causing the change type to be
correctly identified. There is more risk of incorrect identification when the change
magnitude is small. However when the stream undergoes a scale shift, the pro-
portion of correctly identified changes is slightly lower. This is because, although
the Mann-Whitney test is intended to be used to detect whether two samples have
equal location parameters, it is also slightly sensitive to differences in scales. Our
findings here are consistent with the results reported for joint monitoring of mean
and standard deviation in a parametric context. For example, [72] also found that
when using combined parametric mean and standard deviation change detectors to
monitor a Gaussian distribution, the detector which was meant to be monitoring the
mean was sometimes faster to detect a change in the standard deviation than the
detector which was meant to be monitoring it. They also claim this is a feature of
all methods designed for detecting location shifts.
Although the above analysis assumes that the Lepage CPM was used to detect
the change, we also found essentially similar results when using the same post-
signal diagnosis procedure with both the CvM and KS detectors. We can therefore
make the following recommendations: if the CPM signals that a change has oc-
curred and the Mood test is found to have a lower p-value, then we can conclude
with a high degree of certainty that the signal was caused by a shift in scale param-
eter, since Table 3.5 shows that the Mood test only rarely signals when a location
shift has occurred. However if it is the Mann-Whitney test which has a lower p-
value, then the signal was more likely to have been caused by a mean shift, although
there is slightly more uncertainty here since the Mann-Whitney test is also sensitive
to scale shifts. Although this is a simple method, it gives a reasonably accurate
diagnosis of what was responsible for the flagged change. More sophisticated as-
sessment is an avenue for future research.
The Impact of Stream Discretisation
In the previous experiments, all data from the stream was stored in memory to
allow ranks to be calculated. The stream discretisation technique was introduced in
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Section 3.4.5 as an alternative method of computing ranks when this is infeasible.
We now investigate the impact that discretisation has on performance.
We use the Lepage CPM in the following, although we found identical re-
sults for the other CPMs. We first investigate a stream of N(0, 1) variables which
change to N(1, 1) after 500 observations. The stream is discretised into m ∈
{100, 200, 300} segments, and the window size is w ∈ {50, 100, 200}. For each
value of w, we define the Relative Performance (RP) to be the ratio of the mean
detection delay using a window of size w, and the mean detection delay when no
windowing is used. Table 3.6 shows the relative performance decrease for each
choice of m and w compared to the non-discretised version which stores all obser-
vations in memory.
w
m 50 100 200
100 0.80 0.92 0.98
200 0.81 0.93 0.98
300 0.81 0.93 0.98
Table 3.6: Relative Performance Decrease from discretising the stream into m seg-
ments with window size w, compared to the non-discretised model
It can be seen that unless w is low, discretisation has very little impact on per-
formance. This implies that it is a feasible technique in situations where ranks must
be computed quickly and efficiently.
The results for the Student-t(2.5) and Log-normal(1,1/2) distributions are essen-
tially identical, but omitted for space reasons. Again, unless the window size is set
very low (≤ 50), there is little impact on performance.
3.5.2 More General Changes
So far, we have only considered changes in the location or scale of the data stream.
Intuitively, this should favour the CPMs which are specifically designed to detect
these, rather than the CvM and KS detectors which should potentially be able to
detect a wider class of distributional changes.
In this section we therefore consider two additional classes of changes. First,
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we investigate changes in the parameters of various distributions, which results in
combined location and scale shifts. Second, we consider changes in higher order
distributional moments where both the location and scale are fixed.
For the first class of changes, the choice of which distributions to consider is
somewhat arbitrary since there is an infinite number of potential change types we
could analyse. We have tried to select a small number of distributions which are
commonly used in practice, but we do not claim that this is an exhaustive study.
Specifically, we will consider changes in the following distributions:
1. A change in the rate parameter of an Exponential distribution, where the ob-
servations have a Exp(1) distribution before the change point, and an Exp(3)
distribution after. We also consider the reversed case, where the observations
have an Exp(3) distribution before the change point, and an Exp(1) distribu-
tion after.
2. A change in the shape parameter of a Gamma distribution, where the ob-
servations have a Gamma(3, 2) distribution before the change point, and a
Gamma(2, 2) distribtion after. Again, we also consider the reversed case.
3. A change in the shape parameter of of a Weibull distribution, where the ob-
servations have a Weibull(1) distribution before the change, and a Weibull(3)
distribtion after. The reverse case is again considered.
4. A change from a Uniform(0, 1) distribution, to a Beta(5, 5). This represents a
change from a flat distribution on the interval [0, 1] to one which has a peak
at 0.5. We again consider the reverse case. Note that the Uniform distribution
is equivalent to a Beta(1, 1) distribution, so this change type can be viewed
as a shift in the parameters of a Beta distribution.
Table 3.7 shows the average delay to detect each of these types of change. It can
be seen that the performance of the CvM and KS CPMs is underwhelming, with the
LP detector giving faster detection in around half the cases. The reason for this is
that, in most cases, changes in the parameters of a distribution will also have the
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τ Change Type MW CPM Mood CPM LP CPM CvM CPM KS CPM
50
Exp(1)→ Exp(3) 18.3 136.4 26.3 19.0 21.1
Exp(3)→ Exp(1) 14.5 241.9 14.8 15.3 18.2
Gamma(2,2)→ Gamma(3,2) 47.7 432.5 85.3 55.1 65.4
Gamma(3,2)→ Gamma(2,2) 39.7 425.1 75.1 46.4 57.4
Weibull(1)→Weibull(3) 457.8 19.3 24.2 166.6 112.1
Weibull(3)→Weibull(1) 114.1 9.0 10.7 54.2 49.1
Uniform(0,1)→ Beta(5,5) 497.6 20.5 29.6 351.0 233.4
Beta(5,5)→ Uniform(0,1) 170.0 10.6 13.4 116.2 99.8
300
Exp(1)→ Exp(3) 12.6 182.2 17.8 12.9 14.2
Exp(3)→ Exp(1) 11.3 14.4 9.5 11.8 13.7
Gamma(2,2)→ Gamma(3,2) 20.7 320.2 28.4 22.0 25.0
Gamma(3,2)→ Gamma(2,2) 19.8 149.4 22.8 21.1 24.6
Weibull(1)→Weibull(3) 368.2 16.7 21.7 38.9 32.9
Weibull(3)→Weibull(1) 32.2 6.9 8.1 22.6 23.5
Uniform(0,1)→ Beta(5,5) 416.1 16.2 23.0 61.4 51.8
Beta(5,5)→ Uniform(0,1) 49.4 8.0 9.7 30.9 31.3
Table 3.7: Average time taken to detect several arbitrary types of change. Full
descriptions of each change type are given in the main text, standard deviations are
provided in Appendix A.
effect of changing the location and/or scale. Therefore, a detector which is good at
detecting these shifts should give good performance when detecting more complex
changes.
We next consider changes which only affect higher order moments, and leave
both the mean and the variance unaffected. We do this by rescaling both the pre-
and post- change observations by subtracting their (different) means and dividing by
their (different) standard deviations so that all observations are drawn from random
variables with mean 0 and standard deviation 1. We consider three distributional
changes:
1. A change from a Uniform(0, 1) distribution, to a Beta(2, 5) distribution. Note
that we have chosen a more peaked and skewed post change distribution than
previously in order to make the change slightly easier to detect, since fixing
the first two moments makes this change very hard to detect otherwise.
2. A change from a Gamma(1, 2) distribution to a Gamma(7, 7) distribution.
Again, the parameters have been chosen to emphasise the change in shape.
3. A change from a Gaussian(0, 1) distribution to a Student-t(2.5) distribution,
which represents the emergence of heavy tailed behaviour.
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τ Change Type MW CPM Mood CPM LP CPM CvM CPM KS CPM
τ = 50
Uniform(0,1)→ Beta(2,5) 559.4 464.0 502.0 553.4 516.2
Gamma(1,2)→ Gamma(7,7) 396.6 255.8 272.4 383.5 395.8
Normal(0,1)→ Student-t(2.5) 689.4 109.4 194.2 626.6 470.6
τ = 300
Uniform(0,1)→ Beta(2,5) 653.8 305.7 398.9 584.2 456.6
Gamma(1,2)→ Gamma(7,7) 247.4 67.8 85.0 198.4 123.3
Normal(0,1)→ Student-t(2.5) 1185.9 38.6 56.9 191.1 124.0
Table 3.8: Average time taken to detect changes in the higher order moments of
several distributions. Full descriptions of each change type are given in the main
text, standard deviations are provided in Appendix A.
Table 3.8 gives the average delay to detect each of these types of change. Sur-
prisingly, the Lepage detector still gives better performance than the KS and CVM
CPMs even when the location and scale parameters do not change. This may be be-
cause the Mann-Whitney test is also sensitive to changes in skew, since an increase
(decrease) in skew will cause the post-change distribution to have more (fewer) ob-
servations which are greater than the standardized mean of 0. Similarly, changes in
the kurtosis can trigger the Mood test for the same reason.
In summary, we recommend the LP CPM should be the default choice in most
situations, since it gives good performance across the widest variety of changes,
involving both the location and scale parameters, and more general changes.
3.5.3 Real Data Application
We now give an example of our CPM framework being used to detect changes in a
high volume financial data stream. Although the analysis of financial data is often
quite sophisticated, we provide this example to demonstrate the capabilities of our
algorithm.
We obtained a historical sequence of the exchange rate between the Swiss Franc
(CHF) and the British Pound (GBP). The maximum value of the exchange rate was
recorded during consecutive 5 minute interval running from October 21st 2002 to
May 15th 2007. In total, 333758 observations xt were made, and we treat these
as being a data stream where observations are received and processed sequentially.
Note that although this is an example of sequential monitoring, it differs from those
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Figure 3.2: The foreign exchange data, its first differences, and the EWMA of the
squared first differences, all with the detected scale change points superimposed.
typically investigated in the quality control literature, which usually assume that we
have some control over the process being monitored, and can (e.g.) stop the process
to further investigate and diagnose any detected shifts. This is not true in the case of
financial data; rather, signalling for a change may eventually prompt some trading
action which might indirectly affect the stream. We have chosen this example to
illustrate how our change detection techniques can be deployed in broader situations
than those typical in quality control, where large data streams are more likely to be
encountered.
A plot of the financial stream is shown in Figure 3.2a, and appears to follow a
random walk. To remove this nonstationarity we instead consider the first differ-
ences of the log-returns, defined as ∆xt = log(xt) − log(xt−1). These are plotted
in Figure 3.2b, and appear stationary with mean 0. However, these first differences
have very heavy tails with a kurtosis of 4.52, suggesting that they are non-Gaussian.
A nonparametric change detector hence seems an appropriate tool to use for anal-
ysis. We used the Lepage CPM to monitor for both changes in location and scale
in the differenced observations. Due to the length of the data, the ARL0 was set
to 200000 in order to avoid a large number of false alarms being generated. Be-
cause this stream is likely to contain multiple change points, we reinitialized the
CPM from scratch whenever a change was detected by discarding all the points
stored in the window, and reinitializing it starting with the observation immediately
following the flagged change.
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Our algorithm processed the stream sequentially and detected a total of 4 change
points. Using the diagnostic method outlined in Section 3.5.1, we concluded that
all four correspond to scale shifts. We have superimposed these change points on
Figures 3.2a and 3.2b. It is not obvious from these plots that the discovered change
points correspond to real scale shifts, so to investigate further, we computed the
exponentially weighted average of the stream variance, defined as EWMAt =
λEWMAt−1 + (1 − λ)(∆xt)2. This allows a local estimate of the variance to be
formed. We have plotted this EWMA in Figure 3.2c, with λ = 0.999. It can be
seen that the stream variance is undergoing gradual drift, and that our discovered
change points correspond to an abrupt increase in the variance around the 30000th
and 265000th observations, and a shift in the direction of the drift at the 115000th
observation. The final change point at the 150000th observation does not correspond
to any obvious feature of the variance drift process, and may perhaps be considered
a false positive.
3.6 Conclusions
In this chapter we introduced the problem of nonparametric change detection, and
the change point model framework. We showed how this framework could be used
to adapt nonparametric hypothesis tests to the sequential context. Through discreti-
sation, we gave a method for computing the ranks in a computationally efficient
manner.
Experimental analysis showed that there is no uniformly best CPM, although
the Lepage method did give arguably the best performance over the widest class
of changes. When detecting a change in the location parameter of a non-skewed
distribution, we found that the MW and CvM methods gave roughly similar perfor-
mances, being superior to the LP CPM when the change magnitude is small, and
inferior when the change magnitude is large. For skewed distributions however, the
CvM method is slightly better.
In the case of scale shifts, the best performance is given by the Mood CPM, with
the Lepage CPM being close. The other detectors are significantly worse than these,
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with the MW being particularly bad when the change involves the scale decreasing.
Finally when we considered detecting arbitrary changes, we found that the LP and
CvM CPMs seemed to give roughly similar performance on average. Our analysis
here is of course not exhaustive, since there are infinitely many possible types of
changes that we could consider.
To summarise, we can make the rough recommendation that, if no knowledge
is available regarding the stream distribution or type of change that will be encoun-
tered, the Lepage CPM seems to be the best choice. Although it does not give
the best performance in every case, there are no types of change for which it per-
forms badly, and it generally gives performance which is among the best out of the
methods we considered.
85
Chapter 4
Streaming Distribution Estimation
In the previous chapter we discussed one approach to distribution-free change de-
tection on data streams, which used nonparametric hypothesis testing. This chapter
tackles the same problem from a different angle; rather than using hypothesis tests,
we instead try to estimate the unknown stream distribution. This estimate can then
be used for change detection. Specifically, we propose to use the probability in-
tegral transform to convert new stream observations to N(0, 1), and then deploy
standard parametric techniques to monitor the transformed observations. Unfortu-
nately, most existing methods of density estimation are computationally expensive
and require all stream observations to be stored in memory, and are hence unsuitable
for use with streaming data. We therefore propose a novel method for estimating the
stream distribution, which is based on an adaptation of kernel density estimation.
The chapter proceeds as follows: Section 4.1 gives a more detailed overview
of our proposed approach. Section 4.2 situates our work within the existing body
of literature which has considered using density estimation the purpose of change
detection. Sections 4.3.1 and 4.3.2 introduce our streaming distribution estimation
techniques. Section 4.4 investigates how accurately these methods can estimate a
distribution, and Section 4.5 considers their application to change detection. Fi-
nally Section 4.6 consists of a simulation study to assess the performance of our
the resulting algorithm, and compares it to the CPM framework from the previous
chapter.
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4.1 Overview
As before, we assume that the data stream consists of the observations x1, x2, . . ..
Suppose that the pre-change distribution of the stream F0(x; θ0) were known, in-
cluding its parameters. In that case, we could transform the observations into a
stream of standard Gaussian variables by using the probability integral transform
(PIT): given an arbitrary random variable X with cumulative distribution function
F0, define:
Y = Φ−1(F0(X)), (4.1)
where Φ(x) is the CDF of the unit Gaussian. Y then has a unit Gaussian distribu-
tion, Y ∼ N(0, 1).
Our motivation for considering this transform is that the problem of detecting
a change in the mean or variance of a univariate stream of Gaussian variables has
been widely studied [12] and many techniques exist which allow the ARL0 to be
controlled. These techniques can hence be deployed on the transformed observa-
tions, resulting in the desired false positive rate being maintained.
Since in practice we do not know F0, we propose to replace F0 with an esti-
mate. Our change detection algorithm thus has three components; first, estimate
F0 sequentially as new observations are received. Second, use this estimated dis-
tribution to transform new observations to N(0, 1), and then finally monitor the
transformed observations for changes using standard parametric techniques.
In this chapter we present two computationally efficient methods for estimating
F0 sequentially, which allow a recursive formulation and do not require any obser-
vations to be stored in memory. The first directly uses the empirical CDF as an
estimate of F0. The second uses a sequential version of kernel density estimation
to estimate the pre-change density f0, and then performs numerical integration to
yield an estimate of F0. We shall refer to these two techniques as ECDF and SKDE
respectively. Although SKDE introduces an additional layer of complexity com-
pared to using the empirical distribution, our experiments will show that it can be
superior, especially when only a small number of observations from the stream are
available.
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4.2 Related Work
The idea of using a transformation to convert a sequence of random variables to unit
Gaussians was proposed in [67] as a method for detecting a change in a sequence of
Gaussian random variables which have unknown mean and variance. The authors
estimate the mean and variance of the sequence, and standard techniques are then
deployed to first transform the variables so that they have a Student-t distribution,
before a second transform is applied to make them unit Gaussian.
The development in [67] did not explicitly mention the probability integral
transform. Instead, an approximate transformation was used which was claimed
to be more computationally efficient. However several years later, [125] indepen-
dently considered the same problem of monitoring for a change in a sequence of
Gaussian variables with unknown parameters, and formulated this in terms of the
PIT. The unit Gaussian variables produced by this PIT approach are now known as
Q statistics in the literature. A Shewhart control chart (see Section 2.1.2) is often
used to monitor these Q statistics, and the resulting change detection algorithm is
conventionally known as the Q chart. The theoretical properties of this chart are
studied in [173]. Similarly, several CUSUM charts have been proposed to monitor
the Q statistics, such as [174, 102].
Q charts have also been considered for other parametric change detection prob-
lems where the pre-change value of the monitored parameter is unknown. [126]
considers aQ chart for the Geometric distribution where no information is available
about the parameter, and [127] designs a similar chart for the Binomial distribution.
These methods are based on using the uniform minimum variance unbiased esti-
mator (UMVU) of the respective probability distribution to get an estimate of the
unknown parameters, before the probability integral transform is deployed. How-
ever the limitation of these techniques is that they assume the distributional form of
the stream to be known, and are hence unsuitable for the nonparametric problem.
The idea of using density estimation to perform nonparametric change detection
has been considered several times. Most approaches fall into one of two categories.
The first is bootstrap control charts [10, 141, 103, 30, 121]. These make use of
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the standard nonparametric bootstrap [41], which is a general method for estimat-
ing the sampling distribution of some statistic T . Given a collection of observations
x1, . . . , xn, let T (x1, . . . , xn) be the statistic of interest. A new set of observations
x∗1, . . . , x
∗
n can sampled from the empirical ECDF. This new sample is called a boot-
strap sample, and can be used to form the bootstrap estimate T ∗ of T . By drawing
many such samples, the sampling distribution of T can hence be approximated by
the collection of replicates..
In the bootstrap control chart, this technique is used to estimate the control limits
corresponding to a desired value of the ARL0. Usually, this is then used to design
a Shewhart control chart, however a bootstrap CUSUM was considered in [30].
Unfortunately, the performance of bootstrap control charts has come under criti-
cism. [82] investigated the performance of several popular bootstrap approaches,
and found that the realised value of the ARL0 often differed significantly from the
desired value. The main problem is that when a relatively high ARL0 is required,
bootstrap control charts require accurate estimation of the extreme percentiles of
the stream distribution. For example, if a bootstrap Shewhart chart is deployed with
a desired ARL0 of 500, then a change will be flagged if an observation lies in the
upper 1/500 percentile of the distribution. However accurately estimating the ex-
tremes of the distribution requires a large number of data points, which will not
generally be available. Several attempts to mitigate this have been proposed such
as CUMIN charts [1, 2] which group observations together so that less extreme per-
centiles are required, but their performance is questionable. Another limitation of
the bootstrap technique is that most existing charts assume that batches containing
several observations are available at each time instance, rather than being applicable
in the case where observations are being received individually.
The most common alternative to bootstrap control charts are approaches which
assume that the pre-change distribution F0 has been accurately estimated from a
reference sample of observations which are known to come from F0. Call this esti-
mate Fˆ0. A separate estimate is then repeatedly made of the recent distribution, by
(for example) estimating this distribution over a sliding window. Write F˜0 for the
recent estimate of F0 made at time t. Change detection is then carried out by re-
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peatedly comparing these two distributions using some specified distance metric d,
and a change is flagged at time t if d(Fˆ0, F˜0) > ht for some threshold ht. Examples
of such methods include [98, 86, 114].
However there are two main problems with this type of approach. First, much
of this literature was generated within the machine learning community, which has
a different set of concerns from the traditional quality control and statistics litera-
tures, and this has led to a general ignoring of the need to have a controlled rate of
false positives. Almost all methods of this type fail to be distribution free, in the
sense that the ARL0 is strongly dependent on the unknown F0. A typical example
is [16], which uses the DENSTREAM [22] density estimation algorithm to fit an
ad hoc mixture model to the data stream, which can be done in a computationally
efficient manner. The Kullback-Leibler (KL) distance between this estimated dis-
tribution and the reference distribution is then calculated, with a change flagged
if it exceeds some threshold. However the authors do not discuss how to choose
this threshold. The problem is that the null distribution of the KL distance, as-
suming that no change has occurred, depends on the particular stream distribution,
and there is hence no way to choose this threshold so that a desired ARL0 can be
maintained independent of F0. As is often done in this literature, the performance
of the algorithm is evaluated purely in terms of how quickly changes are detected,
but no attention is given to the problem of false positives, or assessing the sig-
nificance of results. Another general problem with this sort of approach is that a
sufficiently large reference sample may not always be available. Finally, several of
these approaches rely on density estimation techniques which are not suitable to the
streaming problem, such as unmodified kernel density estimation where the amount
of computation required grows linearly with the number of observations.
Our innovation compared to these methods is the use of the probability inte-
gral transform to produce an approximately Gaussian stream. This allows the false
positive rate to be controlled, in a manner which is not generally done.
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4.3 Streaming Distribution Estimation
We now introduce two novel methods for streaming distribution estimation. Both
of these are adaptions of standard methods which are intended for use with a fixed-
size sample, and we discuss both their traditional formulation, and the streaming
extension.
4.3.1 Method 1: The Empirical CDF
The first method we consider for estimating the stream distribution is the empirical
CDF (ECDF), previously discussed in Section 3.4.4 in the context of Kolmogorov-
Smirov hypothesis testing. Recall that given observations from n random variables
X1, . . . , Xn with distribution F , the empirical CDF is defined as
Fˆ (x) =
1
n
n∑
i=1
I(xi ≤ x) (4.2)
where I is the indicator function. It is well known that the ECDF is a consistent
unbiased estimator of the true CDF, and the Glivenko–Cantelli theorem shows that it
converges uniformly to the true CDF at every point [155]. However, computing the
ECDF using Equation 4.2 requires all the observations to be stored in memory and
is therefore unsuitable in a streaming context. We therefore consider an alternative
formulation where we choose m fixed points {p1, . . . , pm} at which to estimate
the CDF. These may be equally spaced, or perhaps located on the quantiles of the
distribution. In our nonparametric context these quantiles will of course not be
known, but after a sufficient number of observations have been received, it may
be possible to estimate them. For simplicity, we will not explore this further and
instead assume that the points are equally spaced. For each point pi, we maintain a
count ci,t of the number of stream observations prior to time t, which are less than
or equal to pi. The recursive update of ci,t given some new observation xt is then
trivially
ci,t = ci,t−1 + I(xt ≤ pi), i ∈ {1, . . . ,m}.
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This gives an estimate of the CDF at the m chosen points. An estimate of the CDF
at all other points can then be created using standard interpolation techniques; we
will linearly interpolate between them.
Using the empirical CDF as an estimate of F0 means that we are essentially per-
forming a type of rank test, which is somewhat related to the Kolmogorov-Smirnov
and Cramer-von-Mises tests from the previous chapter. We would therefore expect
this method to partially share the strengths and weaknesses of these approaches. In
particular, replacing observations with their sample rank results in a loss of infor-
mation, since only the order of the observations is retained rather than their mag-
nitude. Therefore, extreme outliers are ‘compressed’ towards the stream median,
which means that some changes may take longer to detect in exchange for a certain
amount of robustness.
4.3.2 Method 2: Kernel Density Estimation
An alternative approach to estimating F0 is based on kernel density estimation
(KDE) [146], which is a standard nonparametric method for forming an estimate
fˆ0 of the density f0. Given this estimated density, an estimate of the distribution
can then be obtained using numerical integration:
Fˆ0(x) =
∫ x
−∞
fˆ0(z)dz,
Although this may seem a slightly convoluted way of estimating the distribution
compared to using the empirical CDF, our experiments will show that it gives good
performance. In Section 4.3.2 we review traditional KDE, which is intended for
estimating the density of a fixed size collection of observations, and is not suitable
for use on data streams due to its high computational requirements. Section 4.3.2
then presents our extension of KDE for use in the streaming problem.
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Offline Kernel Density Estimation
Given the observations x1, . . . , xn, assumed to be independent and identically dis-
tributed with unknown density function f(x), the classical nonparametric kernel
density estimate of f(x) is [118]:
fˆh(x) =
1
nh
n∑
i=1
K
(
x− xi
h
)
. (4.3)
where K is a kernel function satisfying
∫ ∞
−∞
K(x)dx = 1,
and h is a bandwidth parameter. Informally, this estimator works by placing a
‘bump’ at each of the n observations and then summing over these bumps. The
shape of the bumps is defined by the kernel function, while their width is controlled
by h.
Deploying the KDE requires specifying both the kernel function and the band-
width. There are several popular choices of kernel, including the Epachecnikov,
Biweight, Triweight, and Gaussian. It is generally considered that the particular
choice of kernel does not have a great impact on the quality of estimation [146].
For the remainder of this chapter we will assume that the Gaussian kernel is used:
K(x) =
1√
2pi
e−(1/2)x
2
.
The selection of the bandwidth h is more crucial, since this has a major im-
pact on performance. Using a larger value for the bandwidth results in each kernel
‘bump’ having a larger width, which gives a more smoothed estimate. If f(x) has
a significant amount of local structure, using a large bandwidth can result in over-
smoothing. In contrast, using a smaller value for the bandwidth results in a lower
width for each ‘bump’, which can cause undersmoothing. Figure 4.1 gives an illus-
tration of this: here f(x) is a two-component Gaussian mixture which has modes
at (−1.5, 1.5) and (1.5, 1.5). 1000 points are sampled from this density, and KDE
is used with various choices of the bandwidth parameter, and a Gaussian kernel. It
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Figure 4.1: Kernel density estimate of a Gaussian mixture for several choices of
the bandwidth parameter h, with the true density show in black. Over and under-
smoothing can clearly be seen for large and small bandwidth values
can be seen that using a bandwidth of 0.24 seems to give a good estimate of f(x).
However when the bandwidth is 0.7, oversmoothing occurs and the estimated den-
sity fails to give a sharp estimate of the two modes. Similarly when the bandwidth
is 0.1, undersmoothing occurs and the estimated density is clearly overfitted.
In order to quantify how well the estimated density fˆh is approximating the true
density f(x), the mean integrated squared error (MISE) is commonly used. This is
defined as:
MISE(fˆh) =
∫
E(fˆh(x)− f(x))2dx.. (4.4)
By using a Taylor series expansion of this expression, it can be shown [146] that
the bias and variance of the estimator are:
Bias(fˆ(x)h) =
1
2
h2f ′′(x)k2 +O(h4)
V ar(fˆ(x)h) =
f(x)R(K)
nh
− f(x)
2
n
+O(h/n),
where:
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k2 =
∫
x2K(x)dx, R(K) =
∫
K(x)2dx.
These expressions show the trade-off that is inherent when choosing the bandwidth
parameter. In order to minimise the bias of the estimator, h should ideally be chosen
as small as possible. However, minimising the variance requires h to be chosen as
large as possible. This is an example of the well-known bias-variance trade-off
which often occurs in statistical estimation. Note also that, if n were allowed to
grow, we would ideally have h → 0 and nh → ∞. In other words, as the number
of observation grows, a smaller value for the bandwidth should be used.
Given a fixed size sample, there are many approaches to choosing an appropri-
ate value for h. These are generally classified into two groups; “first generation”
methods developed before 1990, and “second generation methods” developed after.
A good review of methods can be found in [83, 105], but we will summarize the
most popular approaches since they are relevant to our online extension of KDE.
The most currently popular second generation method seems to be the plug-
in approach [142]. This is based on the observation that the asymptotic MISE
(AMISE) is minimised when:
hAMISE =
(
R(K)
k22R(f
′′)n
)1/5
, (4.5)
where R is defined as above. Evaluating this expression therefore gives the value of
h which is optimal. However, this expression depends on the second derivative of
the true density f ′′ which is unknown. The idea behind the plug-in approach is to
estimate this quantity directly, and then plug it into this expression to give the value
of h. There are several different proposed methods for performing this estimation.
The simplest approach is to estimate f ′′ using kernel density estimation; this gives
a two-pass algorithm where first f ′′ is estimated and used to compute hAMISE ,
with this bandwidth being used in the second estimate of f(x). Unfortunately, this
simply moves the problem one step back, since we are now faced with the task
of determining the bandwidth to be used in the estimate of f ′′. This is generally
referred to as the pilot bandwidth hp.
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The approach taken in [142] is to write the pilot bandwidth as an appropriately
chosen function of the original bandwidth h, giving hp = g(h). This leads to the
fixed point equation
h =
(
R(K)
k22R(f
′′
g(h))n
)1/5
, (4.6)
which can then be solved using appropriate numerical techniques to yield h.
The most popular first-generation methods include leave-one-out cross-validation
(LCV), and rules-of-thumb. The idea behind LCV is simple; the density is repeat-
edly estimated by leaving one observation out of the sample, and performing the
estimation using only the remaining n − 1 observations. The observation that was
left out is then used to assess the performance of the estimate. Let fˆh,−k be the KDE
estimator of f which was computed on the observed sample with the kth observa-
tion xk removed, i.e:
fˆh,−k(x) =
1
h(n− 1)
∑
i 6=k
K
(
x− xi
h
)
.
Since xk was not used to form this estimator, it can be considered as an out-of-
sample observation and can be used to assess how well the estimator is performing.
The key observation underlying LCV bandwidth selection is that minimising the
MISE is closely related to minimising the quantity
M(h) =
∫
fˆ 2hdx− 2n−1Σni=1fˆh,−i(xi)dx.
If this quantity is evaluated for various choices of h, then the choice which min-
imises it will is the best bandwidth according to the LCV criterion.
The problem with all the above approaches to bandwidth selection is that they
generally require too much computation to be deployable in the streaming version
of the kernel density estimator which we will discuss in the following section. LCV
requires a great deal of computing since multiple values of the bandwidth are tried
with only the best one being selected, while the plug-in approach generally needs
either a similar cross-validation approach to be used in order to select the pilot
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bandwidth, or requires the solution of Equation 4.6 which is only possible if all
observations are stored in memory. We will therefore instead use the rule-of-thumb
(RoT) approach for bandwidth selection, which is an early first generation heuristic
method requiring very little computational overhead.
The RoT [146] involves making a parametric assumption about f . If the para-
metric form were known, then R(f ′′) could be replaced by an approximation based
on this form. Suppose for example that f is assumed to be Gaussian with zero mean
and unknown variance σ2. Then:
R(f ′′) =
∫
f ′′(x)2dx =
3
8
pi−1/2σ−5 ≈ 0.212σ−5.
Substituting this into Equation 4.5 gives:
hG = 1.06σn
−1/5, (4.7)
which is the popular Gaussian rule-of-thumb. This choice of bandwidth generally
gives good performance if f is approximately Gaussian. However, it can perform
poorly when f is heavy tailed. This is illustrated in Figure 4.2 which shows the
kernel density estimate of several distributions for various choices of the bandwidth,
based on 2000 observations. It can be seen that using the Gaussian rule-of-thumb
gives less accurate estimation compared to using the plug-in bandwidth estimator,
particularly when the underlying distribution is Student-t.
A modification of the Gaussian rule-of-thumb is suggested in [146]. This in-
volves replacing the standard deviation σ in Equation 4.7 with the interquartile
range (IQR) which is known to be a more robust measure of spread, and less sensi-
tive to non-Gaussianity. The interquartile range is defined as the difference between
the first and third quartiles of a distribution, i.e. as:
IQR(f) = F−1(0.75)− F−1(0.25),
where F−1 is the quantile function, defined as the inverse of the CDF. For a Gaus-
sian distribution, we have IQR = 1.349σ. [146] hence recommends setting the
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Figure 4.2: Kernel density estimate of various distributions using bandwidth se-
lected by the plug-in technique, the Gaussian rule-of-thumb, and the IQR rule-of-
thumb with the true density shown in black.
bandwidth as:
hIQR = 1.06An
−1/5, A = min(σ, IQR/1.34).
Although this method is heuristic, it generally gives good performance for a wide
range of distributions. Again, it can be seen from Figure 4.2 that it generally gives
an estimate of the bandwidth that is very close to the plug-in estimate.
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Online Kernel Density Estimation
The above form of kernel density estimation is unsuitable for use on data streams,
since evaluating fˆ(x) at any particular point x requires all previous data to be stored
in memory, which may not be feasible with streams containing massive numbers of
observations. Further, the computational cost of this evaluation grows linearly over
time. We must therefore find a method computing fˆn(x) in a single pass manner
which does not require data to be stored in memory, and which has constant com-
putational complexity.
First suppose that we are only interested in approximating the value of f at
some particular point p0. This problem was considere by [110], which formulates
the sequential density update in terms of stochastic approximation, which we will
now summarise.
A standard stochastic approximation problem is to find the root of an unknown
function g(x) from which only noisy observations are available. We denote the ran-
dom variables representing observations from this function asM(x) whereE(M(x)|x) =
g(x). The Robbins-Monro root-finding algorithm [131] begins by initialising a vari-
able y0 to an arbitrary value, and sequentially updating it according to the rule:
yn+1 = yn + γnM(xn),
where γn is the step-size, and for the above to converge, γn should converge to 0.
The kernel density estimation problem can be phrased in terms of stochastic
approximation by defining g(x) = f(p0) − x. Finding the root of g(x) is then
equivalent to computing f(p0) as required.
This leads to the following update rule for fˆn(p0):
fˆn(p0) = fˆn−1(p0) + γnMn(xn),
where xn is the nth observation. The observation function Mn(x) can be defined
as:
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Mn(x) =
1
hn
K
(
p0 − x
hn
)
− fˆn−1(p0).
Substituting into the above yields the following sequential update rule:
fˆn(p0) = (1− γn)fn−1(p0) + γn
hn
K
(
p0 − xn
hn
)
. (4.8)
Since every choice of the sequence {γn} yields a different form of the estimator,
this can be seen as defining a class of sequential density estimators. It was shown
in [110] that in order to minimise the mean squared error (MSE(x) = Ef (fˆ(x)−
f(x))2), the sequence {γn} must satisfy:
lim
n→∞
n
(
1− γn−1
γn
)
= 1.
Any sequence satisfying this is acceptable. The simplest chioce is γn = 1/n,
which yields the estimator:
fˆn(p0) =
n− 1
n
fˆn−1(p0) +
1
nhn
K
(
p0 − xn
hn
)
. (4.9)
which was also considered by [167] and can be alternatively be viewed as a
direct factorization of Equation 4.3.
This gives a streaming method for approximating f(x) at the single point p0.
In order to approximate the whole density f(x), we propose to simply approximate
f(x) at the m individual points p1, . . . , pm, and then use linear interpolation to join
these points together.
Finally, we must consider the choice of bandwidth parameter hn. Assuming that
{γn} satisfies the above condition, the bandwidth choice minimising the MSE is:
hn =
(
3f(x)
∫
K2(x)dz
10µ2f ′′(x)2
)1/5
γ1/5n ,
where
µ =
∫
z2K(z)dz
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f ′′(x) =
∂f
∂x∂x
(x).
Because f ′′(x) is unknown, we cannot use this formula directly. In the previous sec-
tion, we discussed the popular plug-in method where this function is first estimated,
and then this estimate is used to select the bandwidth. However we mentioned, this
does not seem suitable for use in a streaming context since it requires storing all the
stream observations. Therefore we will use the simpler IQR rule-of-thumb tech-
nique we discussed, since this is very simple to compute, and gives estimates that
are very close to those obtained through the plug-in method. The bandwidth is
hence:
hn = 1.06An
−1/5, A = min(σn, IQRn/1.34),
where σn and IQRn are the standard deviation and IQR of the first n observations.
4.4 Density Estimation Experiments
In the next section we will consider the use of the ECDF and SKDE estimators for
change detection. However, we first investigate their performance when considered
purely as density estimation techniques, since this is interesting in its own right, and
will also provide insight into which method is likely to work better when used for
change detection.
Recall that our streaming versions of both ECDF and SKDE work by recursively
estimating the density at them points p1, . . . , pm and then using interpolation to ex-
tend this over the full range. At the m chosen points, it is obvious that the estimates
will converge to those given by the equivalent fixed-sample technique, and will
therefore converge to the true stream distribution since this convergence is guaran-
teed for both fixed-sample ECDF and SKDE by the standard theorems discussed
above. However, this convergence is not guaranteed at the points which have been
interpolated. Generally, as long as m is chosen large enough, we would expect the
interpolation to be very close to the offline estimate and hence to the true density.
We will now investigate this empirically.
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(a) t(4) (b) GaussianMixture
Figure 4.3: Linearly interpolated estimate of the true density, for m = 10 (red) and
m = 50 (blue)
Figure 4.3 shows the problem that can arise ifm is set too low. In this case, both
a Gaussian mixture and a Student-t distribution are being estimated using SKDE
with m = 10 and m = 50. The plotted figures show the estimated density after
1000 observations have been received. When m = 10, the estimated density at
these 10 points is very close to the true density. However, the interpolation is very
bad due to the low number of interpolation points. However when the estimation is
performed with m = 50, it can be seen that the interpolation now seems to capture
the true density well.
To quantify this, we again measure estimation accuracy using the mean square
error between the estimated distribution Fˆ and the true distribution F as in Equation
4.4.
Several different stream distributions are investigated. For each, we consider
m ∈ {20, 50, 100} points equally spaced on the interval [−10, 10]. 1000 streams
are generated each containing 300 observations. These are sequentially processed
by both the SKDE and ECDF estimators. In the case of SKDE, the resulting density
is then numerically integrated using quadratures to yield an estimate of the distri-
bution. We then compute the MSE between the estimated and and true distribution
at each time point. The results are shown in Figure 4.4 for SKDE, with the results
for ECDF being more or less identical. It can be seen that for m = 20, the MSE
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Figure 4.4: MSE between the estimated and true distributions using SKDE with
various choices of m, as a function of the number of observations. The dotted lines
show standard deviations.
can be relatively high, particularly when the true distribution is Student-t. However
using more than 50 points does not seem to give any significant performance im-
provement on any of the tested distributions, or the others which we tested on but
have omitted for brevity. We hence tentatively conclude that only a small number of
points are necessary to get good estimation accuracy on these sorts of distributions,
and use m = 50 for the remainder of this chapter.
We next compare the relative performance of the SKDE and the ECDF algo-
rithms. We again use the four previously considered distributions, and set m = 50.
Figure 4.5 shows the mean square error between the estimated and true distribu-
tions over time. Note that we have also included the offline version of KDE for
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Figure 4.5: MSE between the estimated and true distributions as a function of the
number of observation, using KDE, SKDE, and ECDF with m = 50 The dotted
lines show standard deviations.
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comparison.
There are several aspects of these results which deserve comment. First, the per-
formance of SKDE seems to be very close to the offline version of KDE, although
the offline version performs better, as would be expected. Second, we see that the
ECDF approach generally does not give an accurate estimate of the stream distri-
bution when only a small number of points are available, and for all the considered
distributions it is inferior to SKDE until roughly 150 observations are available.
After this point it performs slightly better, although the difference is comparatively
small. This can perhaps be interpreted as preliminary evidence that the SKDE ap-
proach is superior, but this will be considered further in Section 4.6.
4.5 Change Detection
Having introduced our techniques for streaming distribution estimation, we can now
incorporate these into a change detection algorithm. Our approach was previously
outlined in Section 4.1, and Algorithm 1 gives the pseudocode for this. First. decide
on whether to use ECDF or SKDE, and choose the number of points p1, . . . , pm at
which the distribution is to be estimated. Next, select a parametric change detection
algorithm which will be used to monitor the transformed Gaussian observations,
and then specify the desired ARL0.
Whenever an observation xt is received from the stream, it is used to update
the estimate fˆ0(pi) of the stream distribution at each of the individual points pi.
Next, linear interpolation is performed on these points to give an estimate Fˆ0 of the
whole distribution. This estimate is then used in the probability integral transform
shown in Equation 4.1, to transform xt into a roughly N(0, 1) observation yt. The
transformed observation is then fed to the parametric change detector, and if it
signals for a change then we conclude that a change has occurred.
If the SKDE approach is used, the density must be numerically integrated in
order to compute Fˆ0(xt). Since fˆ0 has been linearly interpolated, this integral can
be performed analytically and is hence very computationally efficient. Suppose that
xt lies between pm and pm+1. Then:
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Fˆ0(xt) =
∫ xt
−∞
fˆ0(s)ds =
1
2
(
(xt − pm)(fˆ0(xt)− fˆ0(pm)) +
m∑
i=1
(pi − pi−1)(fˆ0(pi)− fˆ0(pi−1))
)
As discussed in Section 2.1.2, there are many possible choices of parametric
change detection algorithms. We choose to use a version of the CPM framework
from the previous chapter. Two instances of the CPM are run in parallel; the first
is intended to detect shifts in the mean, and hence uses a two-sample Student-t
test statistic. The second detects shifts in the variance, and uses a two sample F
statistic. Both the Student-t and F tests are optimal for testing the mean and variance
respectively of two samples of Gaussian observations. Their use in the CPM was
first proposed in [71] and [72] respectively.
Algorithm 1 General density estimation based change detection algorithm
Choose a desired value for m and the ARL0
Initialise fˆ(p1) = 1/(pm − p1), . . . , Fˆ (pm) = 1/(pm − p1)
Initialise the CPMs
For each observation xt
Update estimate fˆ0 of f0 at each pi
Compute Fˆ0 using linear interpolation
Let yt = Φ−1(Fˆ0(xt))
Add yt to points in CPM, compute Dt
If Dt > ht flag for change
Unlike the nonparametric test statistics used in our previous CPMs, the T and
F tests both have a simple formulation in terms of the sufficient statistics of the
Gaussian, which can be computed recursively. Define µˆi:j and σˆi:j as the mean and
standard deviation of the observations xi, . . . , xj . Then, the two sample Student-t
statistic can be defined as:
Dk,t =
√
k(t− k)
t
µˆ1:k−1 − µˆk:t
σˆ1:t
.
Similarly, the two-sample F statistic can be written as:
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Fk,t = (k − 1) log
(
σˆ21:t
σˆ21:k
)
+ (n− k − 1) log
(
σˆ21:t
σˆ2k+1:t
)
/C,
where C is the Bartlett correction factor [72]:
C = 1 + [(k + 1)−1 + (t+ k + 1)−1 − (t− 2)−1]/3.
Note that running two CPMs in parallel encounters a multiple hypothesis testing
problem. In order for the SKDE or ECDF change detectors to have some target
ARL0, say ARL0 = 500, the individual T and F CPMs must have their ARL0 set
higher than this. Using Monte Carlo simulation, we found that when the T and F
CPMs both have their ARL0 set to 950, the ARL0 of the combined scheme is 500,
the value which we have been using throughout our experimental analysis.
Some brief remarks are required on how we perform the numerical integration
of the density when using the SKDE approach. We have tried to keep this as simple
as possible. For each evaluation point p0, we use linear interpolation which yields
the estimated density fˆ . To integrate this, two variables are maintained which track
the minimum and maximum values of the observations xi which have been seen so
far. Call these xmin and xmax respectively. The integration is then performed over
the range [xmin − 3ht, xmax + 3ht] where ht is the current bandwidth. These inte-
gration ranges are based on those used by the R implementation of offline KDE. Fi-
nally, the numerical integration is carried out using the R integrate function, which
uses adaptive Gaussian quadrature to evaluate the integral.
4.6 Change Detection Experiments
We now investigate the performance of the ECDF and SKDE approaches to change
detection. To allow comparison to the CPMs from the previous chapter, we per-
form an identical set of experiments. We begin by considering performance when
detecting location and scale changes in the Gaussian, Student-t, and Log-normal
distributions. We then consider a more general class of changes.
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4.6.1 Location-Scale Changes
τ δ SKDE ECDF LP CPM CvM CPM KS CPM
50
1.0 96.7 89.1 21.1 15.8 18.9
2.0 5.6 6.2 4.7 5.3 6.2
3.0 3.8 3.9 3.1 4.0 4.4
300
1.0 12.3 13.3 12.4 11.7 13.6
2.0 4.0 4.3 4.1 4.9 5.7
3.0 2.8 2.9 3.0 3.9 4.3
(a) Gaussian Mean
τ δ SKDE ECDF LP CPM CvM CPM KS CPM
50
2.0 311.5 307.2 26.1 152.3 152.7
3.0 40.9 237.9 9.4 56.3 47.2
4.0 11.9 190.8 6.8 29.7 25.7
0.5 122.4 127.6 56.5 331.9 259.4
0.3 13.6 17.4 20.9 145.5 101.4
0.2 9.0 10.1 16.4 67.0 48.4
300
2.0 11.3 14.8 14.1 48.1 48.5
3.0 5.9 7.5 7.5 23.2 23.2
4.0 4.5 5.6 5.9 17.4 17.0
0.5 21.5 22.5 31.9 103.7 84.4
0.3 10.8 12.5 18.7 43.0 37.2
0.2 8.3 9.1 15.8 31.4 27.2
(b) Gaussian Standard Deviation
Table 4.1: Average time taken to detect shifts of magnitude δ in the mean and stan-
dard deviation of a Gaussian N(0, 1) stream, for various change times τ . Standard
deviations are given in Appendix B.
We begin by analysing performance when detecting changes in the location
and scale parameters of a Gaussian, Student-t(4), and Log-normal(1, 1/2) stream.
Our experimental protocol is identical to that of Section 3.5.1, where we consider
changes ocurring at times τ = {50, 300}, with all detectors configured to have an
ARL0 of 500.
The results for location and scale shifts are shown in Tables 4.1a and 4.1b for the
Gaussian streams, Tables 4.2a and 4.2b for the Student-t streams, and Tables 4.3a
and 4.3b for the Log-normal streams. We have also reproduced the CPM results
from the previous chapter for convenience.
These results have several interesting features which deserve comment:
• When the change occurs early during stream monitoring, after τ = 50 ob-
servations, the performance of both SKDE and ECDF is quite bad, with LP
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τ δ SKDE ECDF LP CPM CvM CPM KS CPM
τ = 50
1.0 12.5 307.2 56.5 331.9 259.4
2.0 4.9 237.9 20.9 145.5 101.4
3.0 3.9 190.8 16.4 67.0 48.4
τ = 300
1.0 7.3 14.8 31.9 103.7 84.4
2.0 3.5 7.5 18.7 43.0 37.2
3.0 2.9 5.6 15.8 31.4 27.2
(a) Student-t Location
τ δ SKDE CPM ECDF CPM LP CPM CvM CPM KS CPM
50
2.0 340.4 46.0 70.9 184.0 179.7
3.0 194.6 12.2 16.2 101.1 79.6
4.0 84.3 7.9 9.6 51.0 39.9
0.5 114.1 68.6 111.2 352.2 283.5
0.3 19.1 20.7 29.7 233.0 153.2
0.2 10.2 15.1 20.7 119.6 80.9
300
2.0 31.4 18.3 22.3 69.7 65.5
3.0 11.3 8.6 10.4 30.5 29.7
4.0 7.4 6.2 7.4 21.5 21.0
0.5 29.5 31.7 46.6 161.7 116.8
0.3 13.4 16.7 23.8 57.4 46.7
0.2 9.1 13.3 18.9 39.7 33.1
(b) Student Scale
Table 4.2: Average time taken to detect shifts of magnitude δ in the mean and
standard deviation of a Student t(2.5) stream, for various change times τ . Standard
deviations are given in Appendix B.
often being substantially superior. This is because using SKDE or ECDF re-
quires the entire distribution to be estimated, and this estimation can be quite
inaccurate when insufficient observations are available. Because the CPMs
from the previous chapter use only the ranks, there is in some sense ‘less’
being estimated, which gives improved performance.
• The true power of the SKDE and ECDF approaches becomes clear when the
changes occur after τ = 300 observations. Although this is certainly not a
large number, it is enough for the distribution estimates to become relatively
accurate. In this case, both methods give performance which is competitive to
the Lepage CPM from the previous chapter, and superior to the CvM and KS
CPMs. Both approaches perform well across all types of changes, but seem
to be particularly strong when it comes to detecting scale shifts. It is here
that they outperform the Lepage CPM, while the Lepage is slightly better at
detecting location shifts.
Chapter 4. Streaming Distribution Estimation 109
τ δ SKDE ECDF LP CPM CvM CPM KS CPM
τ = 50
1.0 36.6 30.2 16.2 11.1 11.6
2.0 6.9 6.7 5.1 4.9 5.3
3.0 4.8 4.5 3.3 4.0 4.4
τ = 300
1.0 11.9 12.5 12.4 9.0 9.6
2.0 4.9 5.3 4.2 4.5 5.0
3.0 3.2 3.5 2.9 3.8 4.2
(a) Log-normal Location
τ δ SKDE ECDF LP CPM CvM CPM KS CPM
τ = 50
2.0 228.8 273.1 16.8 90.6 69.8
3.0 84.9 193.3 8.0 30.2 23.7
4.0 34.5 153.8 6.2 20.8 17.1
0.5 97.7 98.0 38.9 242.5 155.3
0.3 14.7 13.4 19.3 79.4 41.8
0.2 10.1 9.6 16.3 41.7 25.0
τ = 300
2.0 9.9 10.8 11.1 32.7 30.7
3.0 5.5 6.5 6.6 18.1 16.9
4.0 4.3 5.3 5.4 14.4 13.5
0.5 20.3 18.0 27.7 59.2 40.2
0.3 10.8 10.1 18.7 29.8 20.4
0.2 8.4 7.9 16.6 23.2 16.1
(b) Log-normal Scale
Table 4.3: Average time taken to detect shifts of magnitude δ in the mean and
standard deviation of a Log-normal (1, 1/2) stream, for various change times τ .
Standard deviations are given in Appendix B.
• The SKDE CPM seems to give better performance than the ECDF method
for most types of change. The exception is decreases in the scale parameter,
where the ECDF is slightly superior.
More General Changes
Having considered the detection of shifts in the location/scale parameter, we now
look at more general classes of changes. We investigate this using the same experi-
mental protocol as in Section 3.5.2 where we consider changes in the parameters of
Exponential, Gamma, Weibull, and Beta distributions.
The mean detection delays for these types of change are shown in Table 4.4,
and are again compared to the CPMs from the previous chapter. These results are
similar to those above; the SKDE and ECDF detectors perform very poorly when
the change occurs after only 50 observations, but are vastly improved when it occurs
after 300 observations. In this case, both are superior to the CvM and KS CPMs,
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and are competitive with the Lepage.
τ Change Type ECDF SKDE LP CPM CvM CPM KS CPM
τ = 50
Exp(1)→ Exp(3) 28.0 40.0 26.3 19.0 21.1
Exp(3)→ Exp(1) 87.4 105.4 14.8 15.3 18.2
Gamma(2,2)→ Gamma(3,2) 298.0 292.0 85.3 55.1 65.4
Gamma(3,2)→ Gamma(2,2) 292.9 286.9 75.1 46.4 57.4
Weibull(1)→Weibull(3) 42.0 60.0 24.2 166.6 112.1
Weibull(3)→Weibull(1) 56.8 80.8 10.7 54.2 49.1
Uniform(0,1)→ Beta(5,5) 117.9 86.9 29.6 351.0 233.4
Beta(5,5)→ Uniform(0,1) 410.1 347.1 13.4 116.2 99.8
τ = 300
Exp(1)→ Exp(3) 17.7 18.5 17.8 12.9 14.2
Exp(3)→ Exp(1) 7.0 8.2 9.5 11.8 13.7
Gamma(2,2)→ Gamma(3,2) 28.0 28.0 28.4 22.0 25.0
Gamma(3,2)→ Gamma(2,2) 30.1 31.1 22.8 21.1 24.6
Weibull(1)→Weibull(3) 15.4 15.1 21.7 38.9 32.9
Weibull(3)→Weibull(1) 5.3 7.7 8.1 22.6 23.5
Uniform(0,1)→ Beta(5,5) 18.1 35.9 23.0 61.4 51.8
Beta(5,5)→ Uniform(0,1) 8.7 20.5 9.7 30.9 31.3
Table 4.4: Average time taken to detect several arbitrary types of change. Full
descriptions of each change type are given in the main text, standard deviations are
provided in Appendix B.
4.7 Conclusions
In the previous chapter we presented a framework for change detection based on
adapting nonparametric hypothesis tests to the streaming case. In this chapter we
approached the same problem from a different angle, and introduced methods for
change detection based on estimating the stream distribution in a computationally
efficient manner. Like the Lepage, CVM and KS based CPMs from the previous
chapter, our methods here are intended to detect arbitrary types of change when
only limited knowledge about the stream distribution is available.
In our experiments section, we showed that these methods give good perfor-
mance, assuming that a sufficient number of observations are available prior to the
change point. In this case, they are superior to the CvM and KS CPMs, and are
competitive with the Lepage, being slightly better for detecting scale changes, and
slightly worse at detecting location changes. However their drawback is poor per-
formance when the change occurs early in the stream, or where there are only a
very small number of observations available between each change point. In these
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cases, there may not be enough available observations to get a sufficiently accurate
estimation of the distribution.
We would therefore continue to recommend use of the Lepage CPM when it is
suspected that changes may be occurring very frequently, and limited observations
are available from each segment. However when this is not the case, the SKDE
based detector seems to give the best results. Of course, it may be possible to run a
hybridised method, where the Lepage CPM is used to monitor the stream initially,
before switching over to the SKDE method after sufficient observations have been
received.
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Chapter 5
Bernoulli Change Detection
The previous two chapters analysed the task of nonparametric change detection.
The remainder of this thesis is focused on Bernoulli change detection, with an ap-
plication to streaming classification. This chapter focuses purely on the abstract
Bernoulli change problem, while the next shows how this arises naturally in classi-
fication. The work in this chapter is based on our two papers, [134] and [137].
Unlike previous chapters, we now assume a parametric form for the stream
distribution. Specifically, we assume that we have observations from a sequence of
Bernoulli(θt) random variables. A change point then consists of a shift in θt, i.e.:
Xt ∼
Bernoulli(θ0) if t < τ,Bernoulli(θ1) if t ≥ τ .
This problem has been studied both within the statistics, and quality control com-
munities. Most work on this problem originating from the statistics community is
suitable for the case when θ0 and θ1 are unknown. However like the nonparametric
literature previously discussed in Chapter 3, most work generally uses test statistics
which have a distribution that is only known asymptotically, which is not applicable
in situations where only a small number of observations may be available between
each change point. Further, most of this work is focused only on the fixed-size sam-
ple case, rather than being usable in the data stream setting where new observations
are being constantly received. In contrast, the work which originates from within
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the quality control community tends to be both computationally efficient, and based
on exact values of the test statistics. However its limitation is that the value of θ0 is
usually assumed to be known, which is often unrealistic, particularly in the context
of streaming data.
We therefore present two novel methods for detecting changes in Bernoulli se-
quences, which assume nothing about either the pre- and post-change values of the
parameter, and which are intended to be deployed in a data stream setting. Our first
method is an adaptation of the CPM methodology from Chapter 3, which uses a
two-sample Bernoulli hypothesis test. The second is an extension of the EWMA
chart discussed in Section 2.1.2 which makes it suitable for stream monitoring.
Unlike previous chapters, we will focus on detecting an increase in the Bernoulli
parameter since this tends to be more important in practice [111], although our
methods can be easily extended to two-sided change detection.
In Section 5.1 we review the existing literature on the Bernoulli change prob-
lem. Section 5.2 presents our first method which uses the CPM, while Section 5.3
presents our EWMA-based method. In Section 5.4 we evaluate their performance
empirically.
Note that as a point of terminology, we will use the words ‘failure’ and ‘defec-
tive’ throughout this chapter to describe the observations xi = 1, and ‘satisfactory’
to describe the observations xi = 0. This usage comes from quality control, where
the observations represent whether the items produced by a manufacturing process
are defective.
5.1 Background
Most analysis of the Bernoulli change point problem within the traditional statistics
literature has focused on the case where the set of observations x1, . . . , xn has a
fixed size. Previously in Section 2.1.1, we gave an overview of likelihood inference
for the change point problem in parametric distributions. In [74] the specific case of
the Bernoulli distribution is considered within this framework, and the asymptotic
distribution of the MLE τˆ is derived. This leads [120] to a natural likelihood ratio
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test for testing whether a Bernoulli stream contains a change point, which we will
call the BLR test. However this has three serious limitations. First, only the asymp-
totic distribution is derived, and empirical testing shows it can deviate significantly
from the exact small sample distribution when a limited number of observations are
available. Second, it assumes that both θ0 and θ1 are known. Finally, the distribution
does not have a closed form, which makes it rather unwieldy and time-consuming
to compute.
Because of the computational intractability of the BLR test, an alternative ap-
proach to testing for a change point is considered in both [119] and [120]. These
use a method similar to the fixed-sized sample version of the CPM described in
Chapter 2; given a fixed size collection of n Bernoulli observations, let Dk,n denote
the value of the Mann-Whitney statistic computed by dividing the observations into
the two samples x1, . . . , xk and xk+1, . . . , xn and let Dn be the maximised value of
the test statistic over 1 < k < n as before. The authors prove the nice result that,
in the special of Bernoulli random variables, Dn has an asymptotic Kolmogorov-
Smirnov distribution. This allows a greatly simplified testing procedure, and they
compare their test to the BLR test and show that it has good performance. A similar
approach is given in [166].
However, the use of asymptotic distributions may again be unreliable when only
a comparatively small number of observations are available between each change
point, since these can diverge significantly from the exact small sample distribution.
Also, since the above methods assume that there are a fixed number of observations,
they tend to be computationally inefficient when used in a streaming context where
new observations are constantly being received over time, since they require all pre-
vious data to be stored in memory, with test statistics being recomputed from scratch
whenever a new observation is received. Therefore, much work has also been done
on developing techniques which can be deployed on streams where computational
efficiency is important. This largely originates from within the quality control com-
munity, and a slightly dated overview of approaches can be found in [163], which
is a review paper published in 1997.
The p-chart is the standard tool used in quality control to monitor for changes
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when the observations arrive in batches of size n > 1 [111]. Since it assumes
that observations arrive in batches, this is essentially a Shewhart chart for the Bi-
nomial (rather than Bernoulli) distribution. Let Bt be the tth batch, and let St be
the number of 1′s in this batch. A change is flagged if St > h for some thresh-
old h, However, the p-chart is not ideal when the observations occur individually
rather than in batches. It also suffers from the general lack-of-memory problem
associated with Shewhart charts which we described in Section 2.1.2 which makes
it inappropriate for detecting small changes in θ.
In the 1990’s, several authors considered using variable transformations to tackle
the problem when the observations arrive individually. Define Gi to be the number
of observations between the i− 1th and ith defective observations. Then assuming
no change has occurred, Gi has a Geometric distribution with parameter θ0:
P (Gi = g) = (1− θ0)g−1θ0.
In [115] it was noted that, assuming θ0 is sufficiently small, Gt can be well ap-
proximated by a Weibull distribution. This leads to the proposed transformation
Zi = G
1/3.6
i under which Zi has an approximately Gaussian distribution. Standard
parametric control charts for the Gaussian distribution can then be used to monitor
the transformed Zi observations. An alternative transformation was considered by
both [109] which uses Yi = log(Gi), and [126] which uses a probability integral
transform.
Several approaches have been proposed which do not rely on transformations.
We discussed the general CUSUM chart in Section 2.1.2 and a specific version
for the Bernoulli distribution was proposed by [129]. Also, [27] discussed issues
relating to how this chart could be used in practice. Because of the strong optimality
properties of the CUSUM, we will later use this method as a base for comparing our
approaches to, and will hence describe it in detail in Section 5.4.1. Similar methods
using both EWMA charts, and sequential likelihood ratio testing, were proposed by
[170] and [130] respectively.
The key limitation of all the above approaches is that they assume the pre-
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change value of the Bernoulli parameter, θ0, is known. As we discussed in Chapter
3, assuming full knowledge of the pre-change distribution is unrealistic and limits
the applicability of these methods. Although θ0 can generally be replaced by an
estimate, it has been shown [19, 168] that this can have a serious impact on the per-
formance of Bernoulli change detection algorithms, and cause the realised ARL0
to deviate substantially from the desired value.
In this chapter, we are concerned with the task of monitoring for a change in θ
when there is no prior knowledge available regarding either its pre- or post- change
value. We will present two novel algorithms for this problem. The first is an exten-
sion of the Change Point Model framework from Chapter 2 which makes it suitable
for detecting changes in a stream of Bernoulli random variables. We will describe
this method in Section 5.2. The second is an adaptation of the classic EWMA chart
previously described in Section 2.1.2, which we have modified to be usable for a
binary random stream, where the pre-change value of θ is unknown. This method
will be described in Section 5.3.
5.2 The Bernoulli Change Point Model
The first approach we use for detecting a shift in a Bernoulli parameter is the CPM
framework described in Section 3.3.1 in the context of nonparametric change de-
tection. Recall that this framework involved using a test statisticDk,t for comparing
the distribution of two samples. In order to extend this work to the task of Bernoulli
change detection, we replace Dk,t with a relevant test statistic. Specifically, we
choose to use Fisher’s Exact Test [47] (FET) since it has a null distribution which
can be computed exactly, rather than relying on Gaussian approximations which
only hold asymptotically. This property is important since we would again like
our change detector to be deployable in situations where only a small number of
observations are available between change points.
The idea behind FET is as follows: suppose the observations at time t are broken
up into two samples x1, . . . , xk and xk+1, . . . , xt. Let the null hypothesis be that
there are no change points in the sequence, which implies that both sample have
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been generated by the same Bernoulli distribution with a fixed parameter θ0. Under
this assumption, the Xi variables are identically distributed, with P (Xi = 1) = θ0,
and P (Xi = 0) = 1 − θ0 for all i. Let St be a random variable defined as the
number of failures observed up until time t, i.e.
St =
t∑
i=1
Xi.
Then, conditional on St = st, FET uses a combinatorics argument to reason about
how the observed failures are distributed between the two samples. Let Sk be the
number of failures in the first sample. Under the null hypothesis, the probability
that Sk = sk follows the hypergeometric distribution:
P (Sk = sk|St = st) =
(
st
sk
)(
t−st
k−sk
)(
t
k
) . (5.1)
where
(
t
k
)
is the binomial coefficient. A fundamental property of the FET is that this
probability does not depend on the unknown parameter θ0. By conditioning on the
value of the sufficient statistic St, this dependency has been removed. Therefore the
p-values of the FET under the null hypothesis are independent of θ0, which makes
this test suitable for situations where this parameter is not known. Now, as noted
in the Introduction, we will generally be more interested in detecting an increase
in θt, which corresponds to an unusually small number of failures occurring within
the first k observations. The probability of there being sk or less failures in the
first k observations under the null hypothesis that there is no change point and all
observations are identically distributed is:
pk,t =
k∑
i=0
P (Sk = si), pk,t ∈ [0, 1].
This is the one-sided p-value of the FET. Note that this has a hypergeometric distri-
bution.
We now define the test statisticDk,t to be this observed p-value. For consistency
with Chapter 1 where we rejected the null hypothesis for large values of Dk,t, we
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actually define:
Fk,t = 1− pk,t, Fk,t ∈ [0, 1].
Finally, the null hypothesis that no change occurs at k is rejected if Fk,t > hk,t for
some threshold hk,t, as before.
Similar to Section 3.3.1, Dt is then defined as the maximum of these test statis-
tics:
Dt = max
k
Dk,t, 1 < k < t.
and a change is flagged at time t if Ft > ht for some appropriately chosen threshold
ht.
As in Section 3.3.2, these thresholds should be chosen so that there is a fixed
probability of a false-positive change detection occurring at each time instance, i.e.
P (Dt > ht|Dt−1 ≤ ht−1, . . . , D1 ≤ h1) = α. (5.2)
Again, it does not seem possible to find an analytic expression for these thresholds,
and we instead use Monte-Carlo simulation. However, a problem now arises – in
the above analysis, the FET involved conditioning on the observed number of suc-
cesses, as can be seen from Equation 5.1. This implies that the thresholds used
in the CPM should be conditional on the particular data sequence that been ob-
served, with different sequences requiring different thresholds. Since a collection
of n Bernoulli random variables has 2n possible realisations, it is hence not possi-
ble to use the sort of precomputed lookup table which we described in Chapter 3
for the nonparametric models. This leads to problems when working with stream-
ing data, since without a lookup table we would have to compute the thresholds as
observations were received, which is computationally prohibitive.
This problem would not occur if θ0 were known. In this case we could compute
the thresholds via Monte-Carlo simulation as before by simply generating many
sequences of independent Bernoulli(θ0) random variables, and looking at the em-
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Figure 5.1: Plot of how D100 varies as θ0 changes, attaining a maximum at θ0 = 0.5
pirical distribution of Dt as before. Since we do not in practice know θ0, we com-
promise by designing a conservative test. In general, pt is smallest (with Dt being
largest) when θ0 = 0.5. This is illustrated in Figure 5.1 which shows how the av-
erage value of Dt varies with θ0 for a sample of 100 Bernoulli random variables.
Therefore, in order to generate a threshold sequence ht that will an give anARL0 of
at least 1/α, we simulate Bernoulli sequences under the assumption that θ0 = 0.5.
Because other values of θ0 result in lower values of Dt, this will result in an ARL0
which is greater than 1/α, i.e. we will have:
P (Dt > ht|Dt−1 ≤ ht−1, . . . , D1 ≤ h1) ≤ α. (5.3)
Recall from Section 2.1.2 the importance we placed on being able to bound
the ARL0 in order to better assess the significance of detected changes. From our
arguments there, it follows that it is acceptable to have a conservative detector
which gives fewer false positives (and hence a larger ARL0) than expected. We
therefore do not consider this to be a major problem, even if it means we will have
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θ0 ARL0
0.50 500
0.20 530
0.10 620
0.05 870
0.01 1450
Table 5.1: Assuming that the desired ARL0 is 500,this Table shows the realized
ARL0 for several different values of θ0
a detector which is slower to detect changes than it would be if a non-conservative
test had been used.
With the above caveats in place, we determined the ht thresholds using the
Monte Carlo method described previously in Section 3.3.2.. One million Bernoulli
sequences of length 3000 were generated, and Dt was computed at each point in
each sequence. ht can then be chosen at each time point so that the proportion of
Dt values exceeding ht is equal to α. The sequences of ht values required to give
various values of the ARL0 are given in Table A.1 in Appendix C. It can be seen
that the value of the threshold required to give the desired ARL0 appears to have
settled down after t = 2000 , so it seems reasonable to use the value of h2000 as an
approximation of ht for t > 2000.
In Table 5.1 we investigate just how conservative our procedure is. For a target
ARL0 of 500, this table shows the realised ARL0 for various choices of θ0, using
the thresholds which have been computed under the assumption that θ0 = 0.5. It
can be seen that in general, the detector is not too conservative unless θ0 is quite low
(< 0.05), suggesting that our procedure should give good performance for moderate
values of θ0. We will investigate this in the experiments section later in this chapter.
Note that by symmetry the ARL0 when θ0 = 1 − γ will be identical to that for
θ0 = γ, so we have not included values of θ0 > 0.5 in this table.
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5.2.1 Implementation Issues
Having completed the description of the Bernoulli CPM, we now discuss imple-
mentation issues. In many important real world scenarios, computational resources
are limited so it is important to have a change detection algorithm which can be
computed efficiently. For the CPM, the majority of computation time is spent cal-
culating the Dk,t statistics. From Equation 5.1 we can see that this is equivalent to
evaluating the probability mass function of the hypergeometric distribution. Most
common statistical packages will provide a highly optimised routine for this task.
However, we can increase efficiency by exploiting the high level of correlation be-
tween the Dk,t statistics.
Consider a fixed sized sample containing t observations, of which st are failures.
Let sk be the number of failures observed in the subsample x1, . . . , xk, and for
shorter notation let ξk,t = P (Sk = sk|St = st). As before:
ξk,t =
(
St
sk
)(
t−st
k−sk
)(
t
k
) .
By exploiting some combinatorics, we can compute ξk+1,t recursively from ξk,t. We
make use of the following identities for the binomial coefficient:
(
n
k + 1
)
=
(
n
k
)
n− k
k + 1
,
(
n+ 1
k
)
=
(
n
k
)
n+ 1
n+ 1− k .
With these, basic algebraic manipulation shows that:
ξk,t+1 =

ξk,t(st+1)(t−st+1)(t+1−st)
(k+1−sk)(t−st−k−sk+1)(t+1) if Xt+1 = 1
ξk,t(t−st+1)(t+1−st)
(t−st−k−sk+1)(t+1) if Xt+1 = 0
(5.4)
And similarly:
ξk+1,t =

ξk,t(st−sk)(k+1)
(sk+1)(t−k) if Xk+1 = 1,
ξk,t(t−st−k+sk)(k+1)
(k−sk+1)(t−k) if Xk+1 = 0.
(5.5)
Using these recursive formulations significantly decreases the processing time re-
quired to compute each value of Dk,t. Recall that Dk,t is defined as:
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Dk,t = 1−
k∑
i=1
ξi,t.
Therefore for all k < t, the value of Dk,t can be computed from Dk,t−1 using
Equation 5.4, without the need to evaluate any factorials. When k = t this does
not apply, since ξt,t−1 is not defined. In this case, ξk,t can be computed from ξk−1,t
using Equation 5.5 instead.
However, even though this recursive formulation allows Dt, to be computed ef-
ficiently, the time required to compute it still grows linearly as more observations
are received, and it also requires all previous data points to be retained in memory.
In data stream situations where this is not feasible due to constraints on processing
power/memory, such as those discussed in Chapter 1, we can use a further efficiency
device where only the previousw observations are stored in memory, with the previ-
ous t−w discarded. This approach was discussed in Section 3.4.5, however unlike
the nonparametric change point models considered there, the Bernoulli distribution
does have a finite dimensional sufficient statistic, namely St. Therefore, we do not
discard old points entirely, but instead summarise them in the statistic St−w which
maintains the sum of the observations too old to be included in the window.
Using this method, Dt can be calculated at each of the w observations in the
window with no loss of accuracy, as again described in Section 3.4.5. Therefore, the
value ofDt at each point in the window is identical to the value when no windowing
is used, meaning that no information is lost, so no loss in performance will occur.
Note that because older points are summarised in St−w, the choice of the window
size w is not critical since it only determines the points at which a change may be
detected.
5.3 Bernoulli EWMA
Our second approach to Bernoulli change detection is based on the Exponentially
Weighted Moving Average (EWMA) chart. This is a standard technique in quality
control, and we briefly discussed it previously in Section 2.1.2. Most existing work
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on EWMA charts has focused on the case of detecting changes in the parameters
of Gaussian random variables, although recently some work has been produced
which uses it for detecting changes in a sequence of Bernoulli random variables.
However, this work assumes that the pre-change value of the Bernoulli parameter,
θ0, is known. Our contribution is to present a new approach to the EWMA chart
which does not make this assumption, and is suitable for use in the case where there
is no knowledge available regarding this parameter.
5.3.1 The Bernoulli EWMA for Streaming Change Detection
The EWMA change detector for the Bernoulli distribution was first considered in
[170] under the assumption that θ0 is known. Given the Bernoulli observations
x1, x2, . . ., the authors present the statistic:
Z0 = θ0
Zt− = (1− λ)Zt−1 + λXt, t > 0,
with a change being signalled if
Zt > µ0 + LσZt , (5.6)
for some appropriately chosen threshold parameter L. This is a direct extension of
the Gaussian EWMA. Recall from Section 2.1.2 that thresholds for the EWMA
chart are constructed based on the mean and standard deviation of Zt. These are
given by:
µZt = θ0, σZt =
√
λ
2− λ(1− (1− λ)
2t)σXt ,
where σXt is the standard deviation of the Xt random variables. Note that unlike
the traditional case of using a EWMA chart to detect a change in the mean of a
Gaussian sequence, σXt now depends on θ0, so any change in the monitored param-
eter will also affect the standard deviation. This makes the standard deviation time
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dependent, which it is not in the Gaussian case. To make this dependence explicit
we have hence added a time subscript in the above equation.
Elementary properties of the Bernoulli distribution then give the pre-change
standard deviation of the Zt estimator as [170]:
σZt = θ0(1− θ0)
√
λ
2− λ(1− (1− λ)
2t). (5.7)
In order to extend this work for use in the streaming context, we must make several
novel modifications. The main problem is the assumption that θ0 is known, whereas
in practical streaming change detection problems this will not be the case and it
must instead be estimated from the stream. Therefore, in addition to the above
EWMA estimator Zt, we introduce a second estimator of θ0 which we denote by
θˆ0,t, defined as:
θˆ0,t =
1
t
t∑
i=1
xi =
t− 1
t
θˆ0,t−1 +
1
t
xt.
Unlike Zt, the θˆ0,t estimator does not give more weight to recent observations from
the stream. Therefore, it will react slower to any changes in the stream than Zt
will. Before any change point, both θˆ0,t and Zt should be close to the true value of
θ0. However when a change occurs, the Zt estimator will react more quickly and
converge towards the new value θ1. The θˆ0,t estimator should converge towards this
new value more slowly. Our EWMA procedure flags for a change whenever the
distance between these two estimators exceeds a certain threshold, i.e. when
Zt > θˆ0,t + LσZt
where we have simply substituted the estimate θˆ0,t for the known quantity θ0 in
Equation 5.6. Note that this procedure requires a certain burnin period; we will
ignore any changes that are flagged before the first 0 and 1 have been observed
from the stream.
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The pre-change standard deviation can then be estimated by
σˆ0,t = θˆ0,t(1− θˆ0,t).
Substituting into Equation 5.7 gives the standard deviation of the EWMA estimator
as:
σ2Zt = θˆ0,t(1− θˆ0,t)
√
λ
2− λ(1− (1− λ)
2t).
Using an estimated rather than known value for θ0 also has implications for the
choice of threshold L. As usual, this should generally be chosen to achieve a de-
sired value for the ARL0. However, this choice can only be made if the standard
deviation σXt of the stream is known. When θ0 is unknown, the control limit must
instead be chosen based on the estimate θˆ0,t. However this estimate will vary over
time, which means that in order to keep the expected rate of false positives constant,
the value of the control limit must be recomputed every time θˆ0,t is updated. This
implies that L must now vary over time, so we add the subscript Lt. We propose a
computationally efficient method of varying this control limit in Section 5.3.2.
The final EWMA parameter to be chosen is the value of λ, with the usual rec-
ommendation [12] being to choose λ ∈ [0.1, 0.3]. The optimal value of λ will
depend on the pre- and post-change values of θt. Since these will usually not be
known in advance, it is more important to choose λ to give good performance over
a wide range of change detection problems. We have found that a value of λ = 0.2
is suitable for this purpose. This is investigated further in Section 5.4.
5.3.2 The Choice of Control Limits
Having estimated the parameters required to set up a EWMA chart, the final design
stage is to compute the control limit L corresponding to a desired ARL0. Unfortu-
nately, there is no easy procedure for achieving this task.
The inverse problem, finding theARL0 which corresponds to the given value of
L, can be solved by either an approach based on integral equations [12] or by Monte
5.3 Bernoulli EWMA 126
Carlo techniques [157]. One possible method for choosing L to achieve a desired
ARL0 is to conduct a Monte Carlo search where the ARL0 of various choices of
L are evaluated until one is found that gives a ARL0 close enough to the required
value of L. Generally, this procedure is computationally expensive. However in the
case where θ0 is known this is not a major problem since the computation only has
to be performed once. Therefore, this search can be carried out before monitoring
of the stream begins and no computational overhead is added to the change detector.
When θ0 is unknown the problem is more complicated. As discussed in Section
5.3.1, obtaining a constant rate of false positives is only possible if we allow the
control limit to be time varying and hence add the subscript Lt. In order to use the
above method to determine Lt, the Monte Carlo search would need to be carried
out after every observation is received, which is likely to be too computationally
expensive in practice.
In [147] a solution to this problem was proposed for a different change detec-
tion method (the CUSUM, discussed briefly in Section 2.1.2) and we propose to
adapt this method for use with our EWMA detector. Suppose f(θ0;ARL0) is the
function which returns the value of L corresponding to a desired ARL0 for some
value of θ0. The general idea in [147] used is to approximate this function by a
polynomial, using standard regression techniques to estimate the coefficients, sim-
ilar to the method we previously used for the CPM in Section 3.3.2. Although this
approximation is computationally expensive, it again only needs to be performed
once, and so it can be carried out before monitoring of the stream begins. Therefore
little overhead is added to the change detector.
As in the case with the CPM, we are essentially generating a ‘look-up table’
which contains the values of Lt which give a required ARL0 for various values of
θ0. Then once stream monitoring begins, we can simply use this table to find the
required value of Lt for the current estimate θˆ0,t which is an O(1) operation and
extremely fast. We note that since the functions simply maps the estimated value
θˆ0,t to the required threshold, they can be used for any data stream; there is no need
to recompute this table for each particular monitoring task.
We generate the polynomial approximations as follows: for each value of θ0
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ARL0 Regression Estimate of L
100 2.76− 6.23θˆ0 + 18.12θˆ30 − 312.45θˆ50 + 1002.18θˆ70
400 3.97− 6.56θˆ0 + 48.73θˆ30 − 330.13θˆ50 + 848.18θˆ70
1000 1.17 + 7.56θˆ0 − 21.24θˆ30 + 112.12θˆ50 − 987.23θˆ70
Table 5.2: Polynomial approximations for L for various choices of ARL0 and λ =
0.2
in the range {0.05, 0.1, . . . , 0.9, 0.95}, we computed the value of L corresponding
to the desired ARL0. This was done by a grid search, as described above. Then,
regression was used to fit a degree m polynomial to these values, of the form L =
c0 + c1θ0 + . . . + cmθ
m
0 . Our results show that a degree 7 polynomial is adequate
to give an accurate fit. More complex regression models could be used here, but we
found that this type of polynomial gives an adequate fit.
The fitted polynomial approximations for several values of the ARL0 are given
in Table 5.2, when λ = 0.2. Similar tables for other values of λ can be easily
derived. As an example of how this table is used, suppose that it is desired to
maintain a rate of 1 false positive per 1000 data points, so ARL0 = 1000. If at time
t, θˆ0,t = 0.1, then the value 0.1 is substituted into the appropriate polynomial in the
table to give the required value of Lt at time t.
5.4 Experiments
Having described two different approaches to Bernoulli change detection, we now
proceed to evaluate their performance. Note that throughout this section we will
refer to the Binomial CPM as FET CPM, and to our EWMA method as SSEWMA.
As in the previous chapters, we would like both change detectors to have their
ARL0 equal to 500. Because the discreteness of the test statistic makes this impos-
sible, for reasons discussed in Section 5.2 we err on the conservative side and make
the ARL0s as close to 500 as possible.
Since both the FET CPM and SSEWMA methods assume that θ0 is unknown
and require it to be estimated, the location of the change point will affect their per-
formance. We therefore use the same experimental protocol as in previous chapters
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where changes occurring at both τ = 50 and τ = 300 are considered, the latter
corresponding to a situation where θ0 has been more accurately estimated.
As a benchmark for our detectors, we will also compare them to the Bernoulli
CUSUM chart introduced in [129]. The CUSUM chart requires that both the pre-
and post- change values of θ are known, and is the optimal sequential change de-
tection method under this assumption. Since our methods assume nothing about θt,
we would expect its performance to be inferior, so we consider the CUSUM as a
benchmark which defines sequentially optimal performance.
We begin by briefly describing the Bernoulli CUSUM in Section 5.4.1, before
proceeding to the main experiments.
5.4.1 The Bernoulli CUSUM
We briefly discussed the general CUSUM method in Section 2.1.2. Our implemen-
tation of the Bernoulli CUSUM chart follows [129]. Given a sequence of Bernoulli
observations x1, x2, . . . with known parameter θ0 before the change point and θ1
after, we define:
C0 = 0
Ct = max(0, Ct−1 + xt − k),
where k is a reference value defined as k = r1/r2, where:
r1 = log
(
1− θ0
1− θ1
)
, r2 = log
(
θ1(1− θ0)
θ0(1− θ1)
)
.
A change is flagged when Ct > h(θ0, θ1) for some appropriately chosen control
limit h(θ0, θ1), which is chosen in order to give the CUSUM a specifiedARL0. This
can be done using (for example) the approximation scheme discussed in [129], or by
Monte-Carlo simulation. We note that due to the discreteness of the test statistic,
it will generally not be possible to achieve a target ARL0 exactly. Although we
previously discussed this problem in the context of our CPM, it is more serious for
the CUSUM since the Ct statistic is more discrete. For each choice of θ0 and θ1,
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we computed control limits which gave the CUSUM the minimum possible ARL0
greater than 500. In practice howerver, the achieved ARL0s were in the range 500-
600, but for cases where the test statistic is especially discrete, most notably when
θ0 = 0.1 and θ1 = 0.9, it is not possible to find any threshold between 400 and
800. In these cases, the smallest threshold yielding an ARL0 greater than 500 was
chosen.
5.4.2 Performance Analysis
We now compare the performance of our Bernoulli change detection algorithms by
comparing how long they take to detect changes of various magnitudes. We con-
sider the case where the pre-change parameter θ0 has the values θ0 = {0.1, 0, 2, 0.3, 0.4},
and the post change parameter has the values θ1 = {θ0 + 0.1, . . . , 0.9}. The reason
why we look only at pre-change values in this range is because, as stated earlier, our
main reason for studying Bernoulli change detection is the application to streaming
classification problems, and in this case the error rate will generally be below 0.5.
The mean delay required to detect changes when the change occurs at obser-
vation τ = 50 is shown in Table 5.3. It can be seen that both the FET CPM and
SSEWMA methods do quite badly relative to the CUSUM. This is to be expected;
with only 50 observations available, the estimate of θ0 will not be accurate, which
severely impacts change detection performance compared to the CUSUM which
has full knowledge of these parameters. The FET CPM method does tend to out-
perform the SSEWMA however, being at least twice as fast to detect most sizes of
change.
Table 5.4 presents the results when the change occurs at location τ = 300. Be-
cause there are now more points available to estimate the θ0, the performance of
both FET CPM and the SSEWMA are vastly improved, and are now comparable
to the CUSUM. The FET CPM still gives better performance than the SSEWMA
across all change magnitudes though, suggesting it should be the default choice
when faster change detection performance is paramount. However, this superior
performance is balanced against the fact that the FET CPM requires substantially
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θ1
Detector θ0 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
FET CPM
0.1 149.2 43.0 17.5 10.2 7.4 5.8 4.7 4.0
0.2 182.6 65.4 23.2 12.9 9.0 6.8 5.5
0.3 197.3 80.2 27.9 14.5 9.7 7.3
0.4 214.1 86.5 29.6 14.7 9.8
SSEWMA
0.1 213.6 109.4 46.1 17.7 9.6 6.7 5.0 4.1
0.2 242.0 141.6 84.4 50.8 25.7 14.8 10.0
0.3 265.3 256.3 229.0 184.5 141.8 113.1
0.4 429.6 431.6 409.8 394.1 369.2
CUSUM
0.1 43.6 19.4 12.0 8.0 6.1 5.0 4.1 3.5
0.2 59.3 25.8 15.5 10.2 7.4 5.7 4.5
0.3 66.3 28.4 16.8 11.9 8.7 6.0
0.4 71.0 31.4 17.7 11.6 8.4
Table 5.3: Average delay required to detect a change from θ0 to θ1 when the change
occurs at point τ = 50. Standard deviations are provided in Appendix C.
θ1
Detector θ0 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
FET CPM
0.1 58.4 20.9 12.4 8.6 6.6 5.3 4.5 3.9
0.2 82.8 28.0 15.6 10.6 8.0 6.4 5.4
0.3 99.8 31.7 17.5 11.8 8.7 6.9
0.4 105.0 35.0 18.7 12.2 9.0
SS-EWMA
0.1 91.3 27.7 13.8 8.8 6.4 4.9 4.0 3.4
0.2 131.1 42.4 19.0 11.4 7.9 6.0 4.8
0.3 150.6 50.8 22.2 12.6 8.5 6.4
0.4 133.2 35.4 19.6 12.7 8.8
CUSUM
0.1 43.6 19.4 12.0 8.0 6.1 5.0 4.1 3.5
0.2 59.3 25.8 15.5 10.2 7.4 5.7 4.5
0.3 66.3 28.4 16.8 11.9 8.7 6.0
0.4 71.0 31.4 17.7 11.6 8.4
Table 5.4: Average delay required to detect a change from θ0 to θ1 when the change
occurs at point τ = 300. Standard deviations are provided in Appendix C.
more computational time than the SSEWMA, since the calculation of the Dt statis-
tics is much more involved than the EWMA update, even with the computational
efficiency devices we introduced in Section 5.2.1.
5.4.3 Effect of Parameter Misspecification on the CUSUM
The CUSUM used above was designed based on complete knowledge of the true
values of θ0 and θ1, and under these assumptions it is the optimal sequential change
detector, in the minimax sense described by [106]. However in practice this op-
timality is of dubious value, since it is rare that these parameters will be known
exactly, and practical deployments of the CUSUM must take into account the pos-
sibility of parameter misspecification.
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θ1
Detector θ0 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Misspecified CUSUM
0.1 377.7 70.7 30.1 16.6 11.0 8.0 6.0 5.2
0.2 0.00 373.1 80.2 33.2 20.4 13.3 8.7 6.7
0.3 0.00 0.00 373.4 87.2 35.5 19.5 13.3 9.6
0.4 0.00 0.00 0.00 366.0 89.2 36.2 19.9 11.4
Table 5.5: Average delay required to detect a change from θ0 to θ1 when the change
occurs at point τ = 300. Standard deviations are provided in Appendix C.
In order to get a more realistic picture of how the CPM and SSEWMA compare
to the CUSUM, we now investigate the effect that such parameter misspecifica-
tion has on the performance of the CUSUM. This is most likely to happen when
the change occurs early during the monitoring, since there may be insufficent ob-
servations to allow θ0 to be accurately estimated. We therefore consider the case
where the change occurs at observation τ = 50. Suppose that instead of being
designed based on the true value of θ0, the CUSUM is instead designed based on
θ˜0 = θ0 + 0.1, which corresponds to a small degree of misspecification of the pre-
change parameter. In this case, the CUSUM will be using a slightly higher value
for the control limit h than is optimal, and there should hence be a decrease in
performance. Similarly, we assume that the post-change value of the parameter
is also misspecified, and that the CUSUM is designed under the assumption that
θ˜1 = θ1 + 0.1. So for example, in a situation where the parameter changes from
a value of 0.3 to 0.6, the CUSUM is designed under the false assumption that it
is changing from 0.4 to 0.7. This is a relatively small degree of misspecification
which could easily occur in practice.
The expected delay was computed in the same way as in the previous section,
and the results are shown in Table 5.5. Comparing this to Table 5.3 in the previous
section shows that the performance of the misspecified CUSUM is substantially
worse than the CPM across every value of θ0 and θ1. The CPM therefore seems to be
a more appropriate change detector in situations where there is not full knowledge
about the Bernoulli parameters..
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5.5 Conclusions
This chapter introduced the second strand of this thesis; detecting a change in a
Bernoulli parameter when its pre- and post- change values are unknown. We pre-
sented two novel techniques for this purpose. The first is an adaptation of the CPM
framework from Chapter 3 to incorporate a statistic derived from Fisher’s Exact
Test, while the second is a modification of the traditional EWMA chart. Methods
were presented to ensure that these change detectors can achieve a desired bound
for the ARL0.
Through experimental analysis, we showed that the FET based CPM gave better
performance than the EWMA approach. However this is somewhat mitigated by its
increased computational demands, which makes the EWMA a credible alternative
when this is paramount. When the change occurs very early in the stream, both
methods performed poorly compared to the standard CUSUM technique which had
full knowledge of the pre- and post- Bernoulli parameters. When the change occurs
later, both methods give comparable performance to the CUSUM and are hence
suitable for deployment in this context. However, in many data stream settings there
will not be full knowledge of these parameters, and hence this optimal CUSUM
is not very realistic. When we investigated how the CUSUM performed under
small degrees of parameter misspecification, it’s performance was seen to decline
drastically, and the CPM seems the best tool in this unknown parameter situation.
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Chapter 6
Concept Drift
In this chapter we discuss the task of streaming classification, focusing on the prob-
lems which can arise when changes occur to the underlying class distributions, a
phenomena known in the literature as concept drift. We will show that, in some
cases, this can be considered a special case of Bernoulli change detection, allow-
ing our methods from the previous chapter to be deployed. Section 6.1 introduces
the problem in more detail, and Section 6.2 reviews some of the large volume of
work which it has generated. In particular, we will focus on three recently proposed
methods and describe them in more detail; these will provide a reference point for
our later discussion.
We feel that there are several pervasive problems in the concept drift literature
relating to how performance is measured, which makes it difficult to compare the
performance of different algorithms. Specifically, not enough attention has been
given to the problem of false positive changes flagged by the concept drift detector,
and there is no clear separation between the detection of change, and the subsequent
reaction procedure. Section 6.4 develops this critique in more detail. We then pro-
pose two new methods for detecting concept drift, which are an attempt to correct
the aforementioned problems. These methods are presented in Section 6.5, and an
experimental analysis is carried out in Section 6.6.
Note that throughout this chapter, we will talk often about false positives. There
is a risk of ambiguity here since false positives arise both in the context of the
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classifier misclassifying observations, and the concept drift detector falsely flagging
that a change has occurred when none has. Unless specified otherwise, we will
usually be referring to the latter situation.
6.1 Concept Drift Overview
Recall from Section 2.2 that streaming classification involves a classifier being pre-
sented with a sequence of feature vectors f1, f2, . . . each with an associated class
label ci, and the goal is to predict to which one of the k possible classes each object
belongs. The classifier is essentially a decision rule which attempts to learn the best
way to classify objects in order to minimise some performance measure, such as
the total number of incorrect classifications. Every classification problem generally
allows an optimal decision rule and the goal is to approximate this as closely as
possible.
A problem which can arise in streaming classification, which makes it funda-
mentally different from the non-streaming problem, is the possibility of changes
occuring which cause the optimal decision rule to change over time. This creates a
problem for classifiers if they lack the means to react to these changes. A classifier
which is achieving good performance may experience severe performance degra-
dation if concept drift occurs. It is therefore necessary to develop classification
systems which are able to adapt to possible shifts in the data distribution, and adjust
their decision rule accordingly.
To avoid a potential confusion, we note here that the phrase ‘concept drift’ is
the usual term used in the literature to denote any shift in the optimal decision rule,
including the case where the change is abrupt rather than a literal (gradual) drift.
Indeed, many of the standard benchmark datasets presented in the literature (such
as STAGGER, GAUSS, SEA [51]) contain only abrupt forms of change, and many
proposed detection algorithms have focused on this case. In keeping with the spirit
of this thesis, our interest is primarily in this abrupt case, and we view the problem
of detecting gradual drift as being secondary, although we note of course that it is
important in its own right.
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Figure 6.1: Concept drift affects the optimal classification boundary, shown as a
dotted line. In the top row, concept drift consists of a change to the mean vector of
class 1 (rec). In the bottom row, concept drift involves a change in the class priors,
which also induces a shift in the optimal boundary
In order to better understand the cause of concept drift, recall from Section 2.2
that classification can be viewed as assigning each observation ft to the class ci
which maximises p(ci|ft) among all possible classes. Writing:
p(ci|ft) ∝ p(ft|ci)p(ci),
we can see that a change in p(ci|ft) can be caused by either a change in the
class conditional density p(ft|ci), or in the class prior p(ci). The top row of Figure
6.1 shows an illustration of the first type of change; here there are two classes
and observations have equal probability of coming from either class. The class
distribution p(fi|ct) is multivariate Gaussian for both classes. Figure 6.1a shows the
optimal classification boundary when the classes have mean vectors µ1 = (−1, 0)T
and µ2 = (1, 0)T respectively, and spherical covariance matrices. The optimal
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decision rule allocates points on the left of the boundary to class 1, and points on
the right of the boundary to class 2. After some time, concept drift occurs and
the mean vector of class 1 changes to µ1 = (−1, 2). This induces a change in
the decision boundary, and the new optimal boundary is shown in Figure 6.1b. If
a classifier had learned the pre-change boundary and was not able to react to the
concept drift, then its classification accuracy would be low after the change point
compared to a classifier which was more adaptable.
The second type of change is a shift in the class priors p(ci), which can also
induce a shift in the optimal decision boundary even though the shape of the class
densities are unchanged. An illustration of this is given in the lower row of Fig-
ure 6.1, which again shows a two class scenario where the classes have the same
pre-change conditional densities as before, with observations being equally likely
to come from each class, i.e p(ci) = 0.5 for both classes. Now suppose a change oc-
curs after which point 90% of observations come from class 2. Although the shape
of the classes has not changed, the misclassification rate can be reduced by assign-
ing more points to class 2, and so the optimal classification boundary undergoes a
shift. This is shown in Figure 6.1d.
One obvious method of detecting concept drift is therefore to try and monitor
the class conditional densities and priors directly, and look for changes in these.
However this approach can lack flexibility; the distributional form of the estimated
conditional densities will depend on the particular classifier which is used. For
example, the LDA and QDA approaches described in Section 2.2.1 assume that,
after a suitable transformation, the these densities are multivariate Gaussian. De-
tecting changes in the parameters of a multivariate Gaussian is a standard problem
which has been largely solved [12], so standard techniques could be adapted for
this purpose. However the resulting algorithm would only apply to LDA and QDA
classifiers, and would not be valid in situations where a different classifier was used.
A more flexible approach is to instead try to detect changes in the error stream
of the classifier. Assume that there are two classes. Also assume that when the clas-
sifier predicts a class for observation ft it receives immediate feedback on whether
its prediction was correct or incorrect. In this case, we can form the error stream
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{E}t where Et = 0 if the prediction for the class of observation ft is correct and
Et = 1 if it is incorrect. {E}t can then be viewed as a sequence of observations
from a sequence of Bernoulli distributions, with the Bernoulli parameter θt corre-
sponding to the probability of misclassifying a point. Detecting concept drift then
becomes the problem of detecting an increase in θt. We do not consider the case
where θt decreases since this is benign and will not generally require action, al-
though two sided versions of our methods are not a difficult extension.
Focusing on the error stream allows for fully modular concept drift detection;
if we specify an algorithm which can detect an increase in θt, then this can be used
to detect concept drift in any situation, regardless of the particular classifier which
is used. Rather than focusing on how the classifier is modelling the conditional
densities p(ftt|ck), it is instead treated as a black box with only its final predictions
being monitored.
The error stream approach can also be used when there are more than two
classes. In this case, an alternative approach is to train k different classifiers, with
each classifier Ci designed to detect whether an observation comes from class ci.
Each classifier can then be viewed as solving a different two class problem, since it
is focusing only on determining whether or not each observation is class ci, rather
than trying to predict its true class. Each classifier then has its own Bernoulli error
stream, which can be monitored separately from the others.
We now turn to a brief review of the concept drift detection literature.
6.2 Background
Concept drift detection has generated a very large amount of literature, and many
different methods have been proposed. Perhaps unsurprisingly, due to the wide
applicability of the classification problem, this literature is quite interdisciplinary
and comes from a number of backgrounds including statistics, computer science,
and even neuroscience. Because of this diversity, we do not attempt to give a full
review here; rather, we will summarise the main categories into which existing
approaches fall, and single out those which are directly relevant to us.
6.2 Background 138
A useful taxonomy of the literature is given in [94], which proposes several
different ways in which proposed methods can be grouped. This includes:
• Implict vs Explicit: an implicit concept drift system is one where classifiers
can automatically adapt their behaviour to give more weight to recent data,
without the system ever having to make a binary decision about whether a
change has occurred. In contrast, explicit concept drift systems give an actual
signal when change is detected, similar to our change detection techniques
from previous chapters.
Explict detectors are useful in situations where it is not only necessary to
adapt to concept drift, but also to give some indication that it has occurred;
for example, if classification techniques are used to detect credit card fraud
[158], it may be necessary to take further investigative action if the behavior
of fraudsters is thought to have changed. In these cases, the fact that change
has occurred is important in its own right, and so methods must be able to
diagnose change correctly rather than simply adapting to potential change. In
keeping with the spirit of this thesis, it is the explicit concept drift detection
problem which we are more concerned with.
Although many methods of implicit detection have been proposed, there are
two general paradigms which have received the most attention. The first is
methods which maintain a window of data from the stream, and use only
the observations in this window to train the classifier. In the most simplistic
case, consider a fixed size window where only the most w recent observa-
tions are stored. By repeatedly training a classifier only on the most recent
window and using this to predict future observations, it is obvious that the be-
haviour of the classifier will be adaptive to the stream dynamics, and will to
some degree track any changes. Rather than using a fixed size window, many
researchers have proposed to use a variable window size which adapts to the
current behaviour of the stream, with the ideal scenario being that the window
size will gradually grow when the stream dynamics are relatively constant,
while shrinking immediately following a change point. Examples of this sort
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of approach include the classic FLORA system [161] which stimulated much
modern research into concept drift, as well as more modern algorithms such
as [92]. Similar in spirit are partial memory systems which select a number
of instances to be held in memory, but do not restrict these to simply being
the most recent observations [107].
The second major paradigm in implicit detection is ensemble algorithms,
which currently enjoy a great deal of popularity. The idea behind ensem-
bles is to use multiple classifiers simultaneously, and combine their predic-
tions. Generally, these classifiers are comparatively ‘simple’, and will include
instances which have been trained only on the more recent observations. Re-
views of popular methods can be found in [133, 90, 93]. Ensembles were
originally introduced for the offline classification problem, but recently ef-
forts have been made to adapt them to streaming problems that contain con-
cept drift. The basic idea is to adapt the way the component classifiers are
trained and combined based on the stream dynamics. For example, the Dy-
namic Weighted Majority system [89] adapts the component classifiers based
on how the combined system is performing; whenever the combined system
makes an incorrect classification, a new classifier is generated. The weight of
each component classifer is then adjusted based on its own individual perfor-
mance over time. Other popular examples of ensemble algorithms for concept
drift include [160, 150].
The case of explicit detection has received comparatively less attention. Of
the few that exist, most attempt to perform some kind of change detection (ad
hoc or otherwise) on the classifier error stream. Such methods include [51,
94, 7]. Because we are concerned with explicit detection and these methods
are of direct relevance to us, we will discuss them in more detail in Section
6.3.
• Classifier-Specific vs Classifier-Free: classifier-specific concept drift detec-
tors are those which are designed to work in conjuction with particular clas-
sifiers, while classifier-free methods can be used alongside any underlying
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classifier. This is essentially the distinction we made in the previous section,
where classifier-specific systems attempt to monitor for changes in the class
posteriors p(ck|ft), whereas classifier-free methods generally focus on the
error stream.
We briefly described an approach to classifier-specific detection in Chapter
2, where it is assumed that the class densities are multivariate Gaussian, with
the mean vector and covariance matrix being estimated in a way which gives
more weight to recent data. This idea is developed in [95, 3] which produces
an implict concept drift detection system which essentially adapts the window
size used to estimate these parameters based on how the classifier is perform-
ing. Another approach is [88] which presents a concept drift system intended
for use alongside support vector machines.
We will focus only on explict, classifier-free detection which uses only the error
stream. It is obvious that this approach to the concept drift detection problem is
closely related to the Bernoulli change detection problem which we discussed in the
previous chapter. However most existing methods have not made this connection
explicit, and ideas from the change detection literature have not generally been
exploited. Instead, many existing procedures tend to be have a slightly ad hoc
nature. We will now describe three recent procedures in detail. These give an
illustrative example of the general approach taken in the literature, and we will
refer to them frequently throughout this chapter.
6.3 Some Selected Concept Drift Systems
We here describe three concept drift systems, which are examples of explicit change
detectors, which use only the classifier error stream and can hence be deployed
alongside any underlying classifier. We use these as representative of the litera-
ture, both in terms of how their performance is assessed, and as reference points to
compare our methods with.
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6.3.1 Learning With Drift Detection (LWDD)
The Learning With Drift Detection (LWDD) concept drift detector was introduced
in [51], and is based on the following observation; if no concept drift has occurred
and the stream distribution is stationary, then the misclassification rate of the clas-
sifier will gradually decrease and converge to some constant value. Let pt be the
true misclassification rate at time t, which is estimated by pˆt. This estimator has
standard deviation st =
√
pt(1− pt)/t, which can be estimated by
√
pˆt(1− pˆt)/t.
Further, let pmin be the minimum value of the error rate which has been seen so far,
with smin the associated standard deviation. The idea behind LWDD is to flag for a
change if:
pˆt + st ≥ pmin + Ldsmin.
where Ld is a threshold parameter. The authors choose to set Ld = 3, and justify
this with the fact that it gives roughly a 99% confidence level using the Gaussian
approximation to the Binomial distribution. However we will criticise this choice in
Section 6.4.2. After a change has been flagged, there are several ways to react; for
example, the classifier and detector could be completely reinitialised from scratch
with all previous observations being discarded. Instead, the authors propose to use
a warning window and set it up as follows: let Lw < Ld be a second threshold
parameter. If
pˆt + st ≥ pmin + Ldsmin,
then a warning flag is activated, although the algorithm does not yet signal that
concept drift has occurred. Rather, the warning flag signals that new observations
should be retained in memory. If later on a change is signalled, then these obser-
vations are assumed to come from the post-change distribution, and the classifier
is reinitialised using these. The goal is to give the classifier a ‘head-start’ when it
comes to learning the post-change decision rule; rather than being completely re-
set, it is allowed to retain this small window of observations. This is a variant of
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the windowed resetting idea we will discuss in more detail in Section 6.4.1. The
authors choose to set Lw = 2.
We note that the authors do not actually explain how pt is meant to be estimated.
In our implementation of this algorithm, we estimated pt by the average misclassi-
fication rate on the observations f1, . . . , ft. This seems like it would be a sensible
estimate, however it means that all observations need to be reclassified at each time
instance which results in a very high computational complexity.
6.3.2 Paired Classifier (PC)
The PC algorithm is a more ad hoc approach to change detection, presented in [7].
The basic idea is to use two classifiers simultaneously, which we will refer to as
the historical and recent classifier respectively. At time t, the historical classifier
has been trained on all previous stream observations, while the recent classifier has
been trained only on the last w observations. The rationale behind this construction
is, if there is no concept drift, the historical classifier should give better performance
than the recent classifier, since it has been trained on more observations. However
if there has been concept drift, the recent classifier should give better performance
since it will adapt to the change quicker.
The error stream for the PC algorithm is defined in a slightly different way to
above. Suppose a new observation ft is received. This observation is classified
using both the historical classifier, and the recent classifier which has been trained
only on the window containing the points ft−w, ft−w+1, . . . , ft−1. We define a new
random variable Ct where Ct = 1 if the historical classifier classifies the observa-
tion incorrectly and the recent classifier classifies it correctly. In all other cases,
including the case where both classifiers classify the point correctly/incorrectly,
then Ct = 0. The idea here is that we are measuring how well the recent classi-
fier performs on the observations which the historical clasifier classifies incorrectly.
Then, define:
Ct,w =
t∑
i=t−w+1
Ci,
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and flag for a change if Ct,w > h for some threshold h. The formulation of this
method naturally suggests the procedure used to react to change; once a change has
been signalled, simply discard the historical classifier, and replace it with the recent
classifier. Then a new recent classifier is created, and the process repeats. Again,
this is a variant of the windowed resetting approach that will be discussed in Section
6.4.1
6.3.3 Sequential Probability Ratio Test (KSPRT)
The SPRT procedure from [94] is the only concept drift detection technique we have
encountered which is explicitly based on statistical change detection techniques. In
this sense, it differs from the above two methods. The authors base their approach
on the Sequential Likelihood Ratio Test (SPRT) which underlies the CUSUM algo-
rithm which we described in Section 2.1.2. The SPRT for the Bernoulli distribution
is presented in [130]. Assume that there is a stream of Bernoulli random variables
with known pre-change parameter p0. At some point, this parameter changes to p1,
which is also assumed to be known. This leads to the simple hypothesis test:
H0 : pt = p0
H1 : pt = p1.
The optimal sequential procedure for performing this hypothesis test is the SPRT.
The relevant test statistic is shown to be:
Kt =
t∑
i=1
xi − tγ γ = r1/r2,
where
r1 = − log
(
1− p1
1− p0
)
, r2 = − log
(
p1(1− p0)
p0(1− p1)
)
.
The SPRT requires two threshold parameters g and h to be chosen. Then at time t,
if Kt > h we reject the null hypothesis that no change has occurred, and flag for
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change. If Kt ≤ g then the null hypothesis is accepted, and a new SPRT is created
from scratch. If g < Kt ≤ h then we do nothing, and process the next point. The
values for g and h are chosen based on the desired Type I and Type II error rates of
the test. If these are denoted by α and β respective then the thresholds are:
g =
1
r2
log
(
β
1− α
)
, h =
1
r2
log
(
1− β
α
)
− 1− 2p0
3
The authors of [94] apply this procedure directly to the classifier error stream, and
use the parameter choices α = 0.05, β = 0.05. There is an additional problem
when applying the SPRT to concept drift detection because p0 and p1 will generally
not be known. The authors propose to initially estimate p0 based on a training
sample, and then update it online as the proportion of misclassifications since the
last change point. p1 is then defined as p0 + 0.3.
Unlike the previous two concept drift algorithms we described, the authors pro-
pose to completely reinitialise the classifier from scratch whenever a change is de-
tected, rather than having any small window of recent points which it can be reini-
tialised on. This puts it at a disadvantage, a point we will return to later.
6.4 A Criticism of Existing Experimental Protocols
Although many algorithms for detecting concept drift exist, the issue of evaluat-
ing their performance has received comparatively little attention. Although concept
drift is a fundamentally sequential problem, performance has generally been mea-
sured using the same criteria that is used in static classification problems. In this
section, we summarise the common techniques used to measure performance, and
explore their limitations.
6.4.1 Choice of Performance Measure, and False Positives
When assessing the performance of static classification algorithms, the two most
popular performance measures are the misclassification rate, and the area under the
ROC curve (AROC).
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• The misclassification rate measures the proportion of data points which are
misclassified by the classifier. In the offline classification, this is simply the
total number of misclassified observations divided by the total number of
observations, which is an estimate of the true probability of misclassification.
In the streaming case, a common generalisation is the prequential error [52],
defined as the average one-step ahead prediction error. If we write cˆi for
our prediction of the class label ci associated with observation xi, then the
prequential error at time t is defined as:
n∑
i=1
I(ci = cˆi)
However, this misses the key point that in streaming classification problems,
the misclassification rate can change over time. Using a global measure of
the error like the above can hence give a misleading picture. One alternative
is to weight the prequential error in such a way that newer observations con-
tribute more than older observations, similar to the forgetting factor used in
EWMA charts, which allows it to give a more accurate estimate of the current
misclassification rate.
• The AROC gives a measure of classification performance that allows the
costs associated with incorrect decisions to be weighted. Consider a classi-
fication problem with two classes, 1 and 2. There are two possible sources
of error; observations of class 1 may be assigned to class 2, and vice versa.
The misclassification rate weights both these types of error equally. However
in many situations it may be that one type of misclassification is worse than
the other. For example, in a medical screening application where the goal
is to classify patients based on whether or not they are at risk of some un-
derlying disease, falsely classifying a patient as being at risk may not be a
huge problem, as long as the followup procedure is not too expensive. How-
ever failing to correctly classify an at-risk patient may lead to serious health
problems. In this case, we would be happy to tolerate an increased risk of
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classifier false positives, in order to ensure that everyone who was at-risk was
correctly classified.
The ROC curve provides an alternative view of performance which takes into
account potential asymmetries in the misclassification costs. It can be viewed
as a curve in two dimensional space which plots the value of each type of
error, as the threshold of the classifier is varied. In order to directly use this
as a measure of performance, it is common to consider only the area under
the curve. This produces a single number which can be used to compare
classifiers.
Note that although the AROC is more sensitive to asymmetric costs, it is still
ultimately based on the probability of misclassifying observations. Therefore for
the remainder of this section, we will discuss the problems which arise when per-
formance is measured in terms of the misclassification rate, while noting that the
same criticisms also apply equally when the AROC is used.
While reporting the misclassification rate/AROC is certainly useful, it does not
give the whole story when dealing with data streams containing change points.
Specifically if we are deploying a classifer alongside a concept drift detector, which
is a standard procedure, then the misclassification rate measures the combined per-
formance of the classifier, and the concept drift detector. Although this gives a good
measure of the system’s performance as a whole, we believe that this should be
supplemented by performance measures which directly relate to the detector itself.
This allows different detection algorithms to be compared. Therefore, we suggest
reporting also the rate at which the detector flags for changes when none have oc-
curred, and the speed at which it detects changes which have occurred. These are
nothing more than the ARL0 and mean detection delay that we have focused on
throughout this thesis.
There are several advantages which come from using these measures to assess
the performance of concept drift algorithms, which we will now describe in detail.
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Separation of Detection and Reaction
As we noted in Section 6.1, concept drift detection can be considered a special
case of change detection. However this is slightly simplistic, since many proposed
concept drift detection systems focus not only on the detection of concept drift, but
also on how to react once it is detected. Generally, the performance of concept drift
detection algorithms will depend on both the speed at which changes are detected,
and on the procedure which is used to react to changes. Unfortunately, most of the
existing concept drift literature merges these two separate issues together, which
makes it difficult to directly compare the performance of different algorithms. There
are two main types of reaction procedures used in the literature.
• Complete resetting: whenever a change point is encountered, a new instance
of the base classifier is initialised, and learning begins with the first observa-
tion following the detected change point. This causes the classifier to com-
pletely forget all observations prior to the change point, and start relearning
the decision rule from scratch. The KSPRT algorithm uses this type of reset-
ting.
• Windowed resetting: Instead of reinitialising the new instance of the classi-
fier from scratch, some algorithms propose various schemes to retain a num-
ber of observations in memory, with the new classifier being trained on these
rather than completely reinitalised. The PC and LWDD algorithms both use
this type of resetting.
We have found that using some kind of windowed resetting usually gives an im-
proved misclassification rate compared to complete resetting. There are two main
reasons for this. First, if the change flagged by the detector is a false positive,
complete resetting discards all previous observations which means that much use-
ful information is lost. The performance of the classifer will usually degrade, since
it has to relearn the classification rule. Windowed resetting allows some observa-
tions to be retained in memory, meaning that false positives flagged by the change
6.4 A Criticism of Existing Experimental Protocols 148
detector have less of an impact on performance since the classifier does not com-
pletely forget the decision rule it has learned. Second, when a change has actually
occurred, there will always be some delay until it is detected. Windowed reset-
ting allows some post-change points to be stored in memory prior to the detector
flagging, which provides a headstart when it comes to learning the post-change
distribution.
Importantly, the difference in reaction procedure does not affect in a predictable
way either how quickly changes are detected, or the false positive rate of the de-
tector. However in the literature, some concept drift detection systems such as
LWDD/PC are presented alongside a sophisticated windowed resetting method,
whereas others such as KSPRT are not. This is makes it problematic when it comes
to compare the performance of different techniques unless the reaction procedure is
standardised, which is rarely the case. If algorithm A uses windowed resetting and
has a lower misclassification rate than algorithm B, then it is unclear whether this
improved performance is a result of algorithm A having a superior change detec-
tion procedure, or a superior reaction procedure. More importantly, it leaves open
the possibility that algorithm B would actually be superior if it were to be slightly
modified to use some kind of windowed resetting.
Detector Classification Accuracy Detection delay False Positives
KSPRT 0.63 8.20 0.01
PC 0.64 9.32 0.36
PC-R 0.62 9.16 0.38
Table 6.1: Performance of the KSPRT and LWDD classifier on the GAUSS50 data
set. PC-R denotes a modified version of the LWDD classifier which uses complete
resetting. The False Positive column denotes the probability of a false positive being
flagged by the detector prior to the first change point
We illustrate this problem by comparing the performance of the KSPRT and
PC algorithms on the GAUSS50 dataset which we will discuss in more detail in
Section 6.6. For now, all that is important is that this dataset is a two class problem
containing a change point where the optimal classification rule undergoes a large
chang. Table 6.1 shows the performance of these two algorithms for a particular
setting of their free parameters which we have chosen for illustrative purposes .
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It can be seen that, while both algorithms have a similar classification accuracy,
the KSPRT method actually detects changes faster, and has a lower rate of false
positives. Both of these performance measures imply that it is actually superior as
a change detection algorithm. The reason why the PC approach is able to achieve
comparable performance in terms of the classification accuracy is because of its
windowed resetting procedure. We have illustrated this in the above table by using
a modified version of PC which resets completely rather than using warning thresh-
olds, and it can be seen that it has a lower classification accuracy than KSPRT.
The reason why this is important is that, because the KSPRT method is clearly
superior when it comes to detecting change points, it would be productive to de-
velop methods which allow it to use a more intelligent reaction procedure. This
information is lost when only the misclassification rate is reported.
A further issue here is that using a windowed resetting method significantly
lowers the negative impact that detector false positives have on performance. If
a false positive occurs and the classifier is completely reset, performance will de-
crease drastically until the class densities have been relearned. Windowed resetting
mitigates this problem since classifiers are not reinitialised from scratch, so it will
require less time for this relearning to occur. The result is that window resetting
detectors can usually afford to use a parameter setting which incurs a higher false
positive rate in order to detect changes faster. This can again be seen in Table 6.1,
where the false positive rate of the PC detector is much higher than that of KSPRT.
Fair Comparisons of Different Detectors
If we wish to fairly compare different concept drift detection algorithms, it is useful
to standardise their reaction procedure so that differences in the detection perfor-
mance can be directly compared. This can be done by (e.g.) forcing all systems to
reset completely whenever a change is flagged, and then comparing the misclassifi-
cation rate. However even this will give a very misleading picture of performance.
The fundamental problem with reporting only the misclassification rate is that it
does not provide any indication of why the algorithm is performing well/badly, nor
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does it give any indication of whether this performance will degrade significantly if
a slight modification is made to the data generation process. In other words, it pro-
motes the development of algorithms which are tuned to give good performance on
the particular data sets being analysed, but which will often give poor performance
if deployed on slightly different data sets. The reason for this is subtle, and we will
motivate it by considering an analogy with classical hypothesis testing.
As we have pointed out throughout this thesis, it will always be possible to
create an algorithm which can detect changes arbitrarily fast, at the cost of inflating
the concept drift detector’s false positive rate. As a limiting case, we can imagine
an algorithm which simply flags for a change whenever any data point is received –
such an algorithm would always detect changes immediately, but would also incur
a false positive at any observation where a change did not occur. Of course, it
would be useless in practice. A less extreme example would be a case where two
different change detection algorithms are compared, with algorithm A detecting
changes at a slightly faster rate than algorithm B, but at the cost of making double
the number of false positive detections. In this case, it would be very misleading to
say that algorithm A was giving superior detection performance, since the increased
number of false positives may make it less useful in practice.
This basic issue has largely been ignored in the assessment of concept drift
detectors. Consider the case where two concept drift algorithms are compared on
some data set using only the misclassification rate, and algorithm A is found to
perform better than algorithm B. When no other performance metrics are reported,
it is impossible to know exactly why this algorithm is giving superior performance.
It may be the case that algorithm A is detecting the change points faster, which
would intuitively lead to better performance. Or it may be that algorithm B is
actually detecting changes faster, but at the price of a high detector false positive
rate which has a severe negative effect on performance.
This issue does not only arise when different algorithms are being compared; it
is also present when tuning the free parameters of a single algorithm. Usually, the
parameter choices will implicitly trade off the false positive rate against the detec-
tion delay. We will explain why this is important it some detail, in the following
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section.
6.4.2 Parameter Tuning
All of the issues which arise when comparing different concept drift detectors also
arise when considering different parameter settings for the same detector. The vast
majority of concept drift detection algorithms contain one or more free parameters,
which control some aspect of the algorithm. Common free parameters relate to
window sizes, and thresholds; for example the α and β parameters in KSPRT, or
the w and h parameters in PC. These free parameters must usually be set by the
user, and the optimal choice of parameters usually depends on the particular data
stream being analysed.
While it is obviously not unreasonable for algorithms to contain free parameters,
it does raise issues for performance evalulation which are usually ignored. One
important issue is how robust the algorithm is to having the ‘right’ parameter choice
for a given stream. An algorithm which only gives acceptable performance under
a specific set of parameter choices, may be of limited use if there is no way to
know in advance what these optimal choices are. Ideally, algorithms should allow
a principled way to choose free parameters that does not require a great deal of a
priori knowledge about the stream distribution. Unfortunately, this topic has not
previously received much attention in the literature.
Generally, the ‘best’ set of parameters for a change detector will depend on the
properties of the stream being monitored, in a way which is intuitively obvious once
we start considering performance in terms of the detector false positives rate, and
detection delay. The two main properties of the stream affecting performance are
the average time between changes, and the size of the changes. We noted in Section
6.4.1 that false positive change detections have a negative impact on performance,
whereas faster detection has a positive impact. Therefore it follows that if changes
are very spaced out, it is desirable to configure algorithms so that they have a low
false positive rate otherwise the cumulative impact of false positives generated on
the long stationary segments of the stream will outweigh the benefits of detecting
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the changes slightly faster. On the other hand, if changes are frequently occuring
with little time between each one, then it becomes more important to have fast
detection and a higher false positive rate can be tolerated.
With the exception of KSPRT, we do not know of any existing concept drift
detection which allow direct control over either the detector false positive rate, or
detection delay. Rather, this control is achieved indirectly through the variation of
free parameters which do not have any direct interpretation in terms of any relevant
performance measure. This makes it difficult to choose values for these parameters
in an intelligent manner.
Rather than investigating the impact of different parameter choices, many au-
thors simply report the performance achieved by a single choice of parameters. In
some cases, authors will try every possible set of parameters (using a discretised
grid search if they are continuous) and only report the misclassification rate using
the optimal set of parameters which give the best performance. An example of this
is in the original presentation of the PC detector by [7], which analyses several dif-
ferent synthetic data sets, with the optimal choice of parameters being significantly
different for each set. This is a very unrealstic way of evaluating performance since
in practice, it will not generally be possible to try every possible parameter value.
What would be preferable is a procedure to select parameters from a small set of
possible values, based on broad properties of the stream being monitored.
Rather than using a different set of parameters for each data set, some authors
configure their algorithm with a fixed value of the parameters and use it throughout
the analysis. An illustrative example which we will consider it detail is the LWDD
algorithm from [51, 8]. As we described in Section 6.3, this algorithm has a free
parameter Ld determining the threshold at which concept drift is signalled. Without
any detailed discussion, the authors set this parameter to the value of 3. Although
this setting gives good performance on the particular datasets analysed in the paper,
making small changes to these datasets can result in serious performance degra-
dation. The key issue is that using a fixed value of the parameter does not allow
a trade-off to be made between detector false positives and the mean delay until
changes are detected. The particular parameter choice made by the authors with
Chapter 6. Concept Drift 153
usually result in a very large rate of detector false positives. However, this is not
apparent in their experimental analysis, since they only consider very small datasets
which have changes occuring after only a handful of observations. If this same pa-
rameter setting was used in a dataset where changes occurred less frequently, then
the cumulative effect of the false positives would have a severe impact on perfor-
mance.
To demonstrate this, we evaluated their algorithm on the particular GAUSS
dataset used in their paper. We will describe this dataset fully in 6.6, but we can
briefly summarise it as being a two class problem where each class density is a two-
dimenstional Gaussian, with the class labels switching at the change point. In [51],
the change point is assumed to occur at time τ = 50. We consider what happens
when the change occurs at a later time..
Threshold Classification Accuracy False Positives
τ = 50
3 0.63 0.31
5 0.61 0.12
τ = 1000
3 0.75 0.89
5 0.78 0.35
τ = 5000
3 0.76 0.96
5 0.81 0.71
Table 6.2: Performance of several choices of the threshold Ld used in the LWDD
detector on the GAUSS data set, when changes occur at various times. The false
positive column denotes the probability of at least one false positive being incurred
before the change point
.
Table 6.2 shows the performance using the LWDD algorithm when the change
point occurs at times τ ∈ {50, 1000, 5000} for both the choice of threshold Ld = 3
used in their paper, and a higher threshold Ld = 5. Intuitively, using a larger
threshold should produce less detector false positives, at a cost of detecting the
change slightly later.
It can be seen that when the change occurs at τ = 50, the threshold choice Ld =
3 gives good performance. This is expected since the small number of observations
on each side of the change point reduce the impact of false positives. However
when the change occurs at time τ = 5000 the results are quite different. It can be
seen that using a threshold of Ld = 5 gives significantly better performance than
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the author’s choice. The reason for this is obvious from the table; when Ld = 3 a
large number of false positives are generated on the long stationary segment before
the change point, and these outweigh the slightly faster speed at which the change
is detected.
In summary, the performance of concept drift detection algorithms is intimately
tied to the relationship between the false positive rate, and the detection delay.
The free parameters that these algorithms have generally affect performance only
through the way they interact with these more basic measures. Therefore, it is
would be desirable to have concept drift detection algorithms which allow the false
positive rate to be controlled directly, rather than indirectly. This allows more in-
telligent tailoring of algorithms to the data streams being considered, and increases
the ease with which different algorthms can be compared.
6.5 Our Approach
Having discussed some of the common problems which arise when assessing con-
cept drift performance, we now present two novel concept drift detection proce-
dures. The design of these methods was informed by the issues raised above; specif-
ically, we have tried to make the free parameters as directly relatable to the ARL0
as possible. Therefore, using our methods in a streaming classification context al-
lows the probability of false positive concept drift detection to be bounded, which
avoids many of the previous problems. We have also tried to separate the detection
and reaction procedure.
As before, we limit our attention to the two-class problem where all observa-
tions belong to either class 0 or class 1, although as discussed in Section 6.1 this
can be extended to the m class case by viewing it as a collection of m binary clas-
sification problems, with each binary classifier responsible for predicting a single
class.
Because we view modularity as a desirable goal of detector design, and do not
wish to place any limitations on the type of base classifier used, we will focus on
monitoring the classifier error stream defined in Section 6.1. Recall that this er-
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ror stream can be viewed as a sequence of Bernoulli random variables with the
Bernoulli parameter representing the probability of misclassifying a point at time
t. Detecting concept drift then becomes the problem of detecting an increase in the
parameter θt of a Bernoulli distribution. The two methods for Bernoulli change de-
tection which we presented in the previous chapter can hence be directly deployed.
The virtue of this approach is that our methods were designed in a way which al-
lows the ARL0 to be controlled. Our concept drift detector will hence inherit this
property.
The basic idea is quite simple; we begin by choosing either the EWMA or
Bernoulli CPM change detector, and initialise this at the start of the monitoring
period based on a chosen ARL0. We then choose the underlying classifier used to
classify the stream observations. Then, whenever an observation is received, the
corresponding error variable Et is computed, and this is fed to the Bernoulli de-
tector. If the detector signals for a change, then we assume that concept drift has
occurred.
After a change has been detected, we are faced with a choice about how to
react. In many real-world situations, this will call for human intervention, perhaps
for further diagnosis to decide whether the change is significant. However to keep
things simple, we will assume a fully automated procedure. We adapt a windowed
resetting procedure, as discussed in Section 6.4.1. Assume that the detector has
signalled for a change at time T . Because changes generally take some time to
become detecable, we can assume that the true change point τ occurs at some time
τ ≤ T . Therefore, we will attempt to form an estimate τˆ of the true change point.
Given this estimate, we can assume that the observations fτˆ , fτˆ+1, . . . , fT come
from the post-change distribution.
Our reaction procedure is then to initialise a new instance of the classifier,
and train it only on these (assumed) post-change observations fτˆ , fτˆ+1, . . . , fT .
The Bernoulli detector is then completely reinitialised, and the monitoring process
restarts. Pseudo-code for this algorithm is given in Algorithm 2
We note that our analysis implicitly assumes that θt has only two possible val-
ues: θ0 before the change point and θ1 after. This is however an idealisation, since
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in practice the pre-change error rate will initially be decreasing, as the classifier
adapts to the stream [51]. The result is that the observed value of the ARL0 will
deviate slightly from the expected value during the early part of monitoring. This is
unfortunate but unavoidable, and to mitigate it we recommend that monitoring does
not begin until the error rate looks to have converged. In practice this may require
close analysis, but for our purposes we simply do not start monitoring until 20 ob-
servations have been received. We also require both one correct and one incorrect
classification to have been observed before monitoring starts, to avoid the patho-
logical case where (eg) the first 30 observations are correctly classified and the 31st
is incorrect, which may case the EWMA to falsely signal for a change immediately
after.
We also note that it is possible for concept drift to occur without affecting the
misclassification rate, but these situations will be very rare, and since classification
performance is not affected, detecting the concept drift is less important. Therefore
we will not consider these cases further, and assume throughout that concept drift
results in an increased error rate.
Although this general procedure is the same for both the EWMA and CPM
approaches, they differ in how the change point estimator τˆ is formed. We will now
discuss each one in turn.
6.5.1 The Bernoulli CPM
One of the virtues of the CPM framework is that it immediately provides us with an
estimate of the change time τ . Recall that whenever the tth observation is received,
the statistic Dk,t is computed for each value of 1 < k < t (or t − w < k < t if a
cut-off window is being used). The maximised test statistic was:
Dt = max
k
Dk,t − µDk,t
σDk,t
, 1 < k < t.
Now, suppose that at time t = T , DT > hT and a change is flagged. In addition
to this flagging, the best estimate of the change point location τˆ is then the value of
k which maximised DT .
Chapter 6. Concept Drift 157
Algorithm 2 General concept drift detection algorithm
Choose a desired value for the ARL0
Initialise the classifier
Initialise the detector
For eachobservation ft
classify object and update classifier
Define Et = 0 if the object was correctly classified
or Et if the classification was incorrect,
If less than 20 observations have been received, or
we have not yet had both a correct and incorrect classification
Proceed with next observation
Else
Update the detector with Et
If the detector signals a change:
Flag for concept drift
Reinitialise detector from scratch
Reinitialise classifier from scratch
If windowed resetting is desired
Estimate change time τˆ
Train reinitialised classifier on
. observations {fτˆ , fτˆ+1, . . . , ft}
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6.5.2 The Bernoulli EWMA
Unlike the CPM framework, our presentation of the Bernoulli EWMA in Section
5.3 does not have any built-in way of estimating the location of the change point.
However, we can introduce a heuristic which does tend to give such an estimate.
Recall from Section 5.3.1 that we flag for concept drift if
Zt > pˆ0,t + LtσˆZt
.
We can also introduce a second threshold Wt called the warning threshold,
which we define as Wt = 0.3Lt. This choice is of course somewhat arbitrary, but
we have found it gives reasonable results. Now, if
Zt > pˆ0,t +WtσˆZt
then we treat this as a warning that concept drift may have occurred and that the
detector is about to flag for it. After this warning has been given, subsequent obser-
vations from the stream are retained in memory. If concept drift is then flagged, the
estimate τˆ is taken to be the time at which the warning was given. The stored obser-
vations can then be used to retrain the classifier as before. If instead Zt later drops
below this warning threshold, then we conclude that this warning was false and
that no concept drift occurred, and the stored observations are discarded. Although
this is a heuristic procedure as opposed to the more principled approach used in the
CPM detector, experiments will show that it gives good results.
6.6 Experiments
Having completed the description of our new concept drift detection algorithmss,
we now assess their performance on several artificial and real world data sets. They
will be compared to both the PC and KSPRT methods; we do not consider LWDD
since its high computational requirements make it unsuitable for data stream pro-
cessing.
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All of these methods require a base classifier to be specified, which makes pre-
dictions for each observation. We use the streaming Linear Discriminant Analysis
(LDA) and k-Nearest Neighbours with k = 3. Both of these were previously de-
scribed in Section 2.2.1. LDA is chosen since it is computationally inexpensive,
and can be written in a recursive form which makes it very suitable to streaming
classification. We chose KNN as a simple example of a classifier which utilises
more complex decision boundaries. Note that our implementation of KNN is not
recursive, and the class of the tth observation is predicted using the previous t − 1
observations in the usual way.
Because of the importance we have placed on false positives, we use two ver-
sions of each concept drift detector with ARL0’s of 100 and 600 respectively, in
order to test how the concept drift detection performance is affected. These par-
ticular values were chosen since (as seen below) they are equal to 2 × T , where
T is the location of the change point in the artificial data sets we will considered.
We would expect detectors using an ARL0 of 100 to give better performance on
streams where changes occur frequently, and the detectors with an ARL0 of 600 to
give better performance when there are more observations available between each
change point.
We tested two versions of our EWMA and CPM algorithms, both with and
without the warning thresholds described in Section 6.5.2. We write EWMA-WT
and CPM-WT respectively for the versions which uses these windowed resetting
techniques. With the SPRT, we also used two versions. In the first, we followed
the original article and discarded all older data whenever a change occurred. In the
second, we used a procedure identical to the above EWMA approach where we used
warning thresholds set at 30% of the detection threshold. We denote this method by
SPRT-WT. The PC algorithm also uses a windowed resetting procedure which was
described in the original article, and has a memory facility which allows a small
number of observations to be retained after the change, with the rest discarded.
Both the PC and SPRT detectors have tunable parameters which must be set by
the user. The approach taken in [7] is to evaluate the detector on each data set using
many different sets of parameters, and then choose only those which give the best
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performance. We feel this is a slightly unrealistic approach to take, and prefer to
find a choice of parameter values which gives acceptable performance on a wide
range of data sets, based on the expected time between change points.
Tuning the SPRT and PC methods to give a required ARL0 is a more difficult
problem, since these approaches do not contain any way of adapting their param-
eters online in order to control the false positive rate. The PC algorithm has two
parameters, w which defines the size of a window, and h which acts as a thresh-
old. Similarly the SPRT algorithm has two parameters α and β, which roughly
correspond to the probability of making a Type I and Type II error.
However there is no obvious way to choose values for these parameters without
knowing features of the data stream in advance. For a fair comparison with our
algorithm, we chose values which gave an ARL0 of 100 and 600. However unlike
our approach, the parameters which give these values for the false positive rate vary
depending on the data set and base classifier. For example we found that using the
PC detector, the parameter values which give an ARL0 of 400 on the Sine dataset
using the LDA classifier only give an ARL0 of 185 on the GAUSS dataset with the
same classifier. Because there is hence no way to control the false positive rate in
advance, it is difficult to assess the statistical signifiance of any change points found
using these approaches, as discussed above.
Finally, we note that both our methods and the SPRT algorithms have a very low
computational overhead, with only a small number of calculations being performed
at each time step. The computational overhead of the PC algorithm is much higher,
unless the underlying classification algorithm can be written in a special form [7],
which limits the situations in which it can be deployed.
6.7 Artificial Datasets
We evaluate performance on two artificial data sets containing abrupt changes which
are widely used as benchmarks in the concept drift literature [51, 95]. Both of these
contain two classes:
GAUSS: Before the change, points with class label 0 are drawn from a bivariate
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Gaussian distribution with mean vector (0, 0)T and identity covariance I , and points
with class label 1 are drawn from a Gaussian distribution with mean vector (2, 0)
and covariance matrix 4I . After the change point these classifications are reversed.
SINE: Data set with two independent features. Both features are uniformly
distributed on [0,1]. Before the change point, all points below the curve y = sin(x)
are class 0, and points above are class 1. This classification reverses after the change
point.
The time of the change point will affect performance, since a change which
occurs early in the stream will be harder to detect as the relevant parameters will
not yet be accurately estimated. To take this account, we use two versions of the
GAUSS and SINE data sets, with the change points at τ = 50 and τ = 300 respec-
tively, writing GAUSS50 to denote the GAUSS data set with the change occurring
after the 50th point, and so on. The length of each stream is 2T , so there are 600
total observations in the streams with a change after 300 observations, and 100 in
the streams with a change after 50 observations.
For both the GAUSS and SINE data sets, we generated 10000 realisations for
each value of τ , and calculated the average classification accuracy using each base
classifier and concept drift detector. The results when the change detectors have
ARL0 = 100 and ARL0 = 600 are shown in Tables 6.3 and 6.4 respectively.
.
From these tables, we see that using any concept drift detector gives a large im-
provement in performance compared to simply running the base classifiers without
assistance. More interestingly, these results also show the impact of false positives
on performance. When the change occurs after 300 observations, the detectors with
an ARL0 of 600 out-perform those with an ARL0 of 100. This is because although
the lower ARL0 allows changes to be detected faster, the increase in false positives
outweighs this benefit. However when the change occurs after 50 observations,
there is less time for false positives to occur before the change, and the detectors
with a lower ARL0 perform better. This highlights the importance of matching the
false positive rate of the detector to the rate at which changes are occurring in the
stream.
6.7 Artificial Datasets 162
Classifier Gauss50 Gauss300 Sine50 Sine300
LDA 0.51 (0.06) 0.52 (0.03) 0.50 (0.07) 0.52 (0.04)
LDA-EWMA 0.59 (0.07) 0.71 (0.03) 0.77 (0.06) 0.90 (0.02)
LDA-EWMA-WT 0.60 (0.07) 0.72 (0.03) 0.78 (0.06) 0.90 (0.02)
LDA-CPM 0.62 (0.07) 0.71 (0.03) 0.80 (0.06) 0.90 (0.02)
LDA-CPM-WT 0.63 (0.07) 0.71 (0.03) 0.81 (0.06) 0.91 (0.02)
LDA-PC 0.62 (0.05) 0.71 (0.03) 0.79 (0.06) 0.90 (0.02)
LDA-SPRT 0.58 (0.04) 0.72 (0.04) 0.78 (0.05) 0.91 (0.02)
LDA-SPRT-WT 0.59 (0.04) 0.73 (0.04) 0.78 (0.05) 0.91 (0.02)
KNN 0.54 (0.06) 0.57 (0.03) 0.54 (0.06) 0.62 (0.03)
KNN-EWMA 0.61 (0.07) 0.73 (0.03) 0.79 (0.08) 0.91 (0.01)
KNN-EWMAW 0.62 (0.07) 0.73 (0.03) 0.79 (0.07) 0.92 (0.01)
KNN-CPM 0.62 (0.07) 0.73 (0.03) 0.81 (0.08) 0.92 (0.01)
KNN-CPMW 0.63 (0.07) 0.73 (0.03) 0.83 (0.07) 0.92 (0.01)
KNN-PC 0.63 (0.05) 0.73 (0.03) 0.78 (0.06) 0.91 (0.01)
KNN-SPRT 0.61 (0.04) 0.73 (0.04) 0.80 (0.05) 0.92 (0.01)
KNN-SPRT-WT 0.62 (0.04) 0.73 (0.04) 0.81 (0.05) 0.92 (0.01)
Table 6.3: Classification accuracy on synthetic data sets for concept drift detectors
with ARL0 = 600, standard errors shown in brackets.
Classifier Gauss50 Gauss300 Sine50 Sine300
LDA 0.51 (0.06) 0.52 (0.03) 0.50 (0.07) 0.52 (0.04)
LDA-EWMA 0.63 (0.07) 0.71 (0.03) 0.79 (0.06) 0.89 (0.03)
LDA-EWMA-WT 0.64 (0.07) 0.70 (0.03) 0.80 (0.06) 0.89 (0.03))
LDA-CPM 0.64 (0.07) 0.69 (0.03) 0.80 (0.06) 0.89 (0.03)
LDA-CPM-WT 0.65 (0.07) 0.69 (0.03) 0.81 (0.06) 0.90 (0.03))
LDA-PC 0.64 (0.05) 0.70 (0.03) 0.78 (0.06) 0.89 (0.02)
LDA-SPRT 0.63 (0.04) 0.70 (0.04) 0.80 (0.05) 0.89 (0.02)
LDA-SPRT-WT 0.64 (0.04) 0.71 (0.04) 0.80 (0.05) 0.89 (0.02)
KNN 0.54 (0.06) 0.57 (0.03) 0.54 (0.06) 0.6 (0.03)
KNN-EWMA 0.65 (0.07) 0.72 (0.03) 0.80 (0.07) 0.90 (0.02)
KNN-EWMA-WT 0.66 (0.07) 0.72 (0.03) 0.81 (0.07) 0.90 (0.02)
KNN-CPM 0.65 (0.07) 0.71 (0.03) 0.82 (0.07) 0.92 (0.02)
KNN-CPM-WT 0.66 (0.07) 0.71 (0.03) 0.83 (0.07) 0.92 (0.02)
KNN-PC 0.65 (0.05) 0.72 (0.03) 0.78 (0.06) 0.89 (0.01)
KNN-SPRT 0.65 (0.04) 0.71 (0.04) 0.81 (0.05) 0.90 (0.01)
KNN-SPRT-WT 0.66 (0.04) 0.72 (0.04) 0.80 (0.05) 0.91 (0.01)
Table 6.4: Classification accuracy on synthetic data sets for concept drift detectors
with ARL0 = 100, standard errors shown in brackets.
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The results show that the base EWMA algorithm gives similar performance to
both the PC and SPRT methods. When the warning thresholds are incorporated,
the performance of the EWMA approach improves further. We note again that we
have not attempted to optimise the value of the ARL0 for any of the three concept
drift detection algorithms, and it may be possible to improve the performance of all
methods by considered different values. However since this kind of optimisation
will not be possible in practice, we do not pursue it further.
The most impressive performance is given by the concept drift detector based
on the Bernoulli CPM, which outperforms the other methods in most cases. That it
gives better performance than the EWMA method is not surprising, given the results
of Section 5.4 in the previous chapter. Its performance suggests that it should be
the default choice for concept drift problems which feature abrupt change.
Note that the differences in performance between the various concept drift de-
tectors are generally quite small; this is because the detector generally only affects
how quickly the change is detected, which will affect classification performance
only on the few observations following the change point. In order to verify that the
differences in classification accuracies were statistically significant, we followed
standard practice [37] in using McNemar’s test to make pairwise comparisons be-
tween the compared algorithms. Due to the high number of simulations used, we
obtained p-values of less than 10−5 in all cases, showing significant results.
6.7.1 Real Data
We next analyse two real world data sets: the Electricity Market data which is stan-
dard in the concept drift literature [64], and a set of data related to colon imaging.
With both data sets, we do not know in advance whether concept drift is present, or
what form it takes if it exists (abrupt changes versus gradual drift), so we measure
classification accuracy over the whole data set. As before, the data sets are treated
as if they were streams and classification is performed in an incremental single pass
manner.
With real data sets, choosing the parameter values used in the SPRT and PC
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concept drift detectors is a serious problem. With the previous artificial data sets
we had knowledge about the location of the true change point, and could use this
to determine the parameter values which gave a desired ARL0. However with the
Electricity data we do not know where the true change points are, so this is not
possible. There is therefore no obvious way of controlling the ARL0 of the PC
and SPRT detectors, and this is the key limitation of these methods and the primary
advantage of ours.
As a compromise, we have evaluated these concept drift detectors on the data
sets using a wide variety of parameter settings, and have reported the performance
only when using the set which gives optimal performance. Therefore, the below
results give an indication of the best possible performance for each method.
Electricity Data Set
The data used for this comparison is a set of prices collected from the New South
Wales Electricity Market as described in [64]. The prices from this market were
logged at 30 minute intervals between 7 May 1996 and 5 December 1998, giving
a total of 45312 feature vectors. Each feature vector contains 5 features: the time
at which the sample was taken, the NSW electricity demand, the Vic electricity
demand, the scheduled electricity transfer between states, and the class label. The
class label is 0 if the price has increased compared to a moving average taken over
the last 24 hours, and 1 if it has stayed the same or decreased.
We tackle the problem of predicting the price movement over each 30 minute
period using only the NSW and Vic demands available on that day, which gives
a two class classification task with two features. This is a simple model, which
ignores possible autocorrelation and seasonal trends in the data, but it is sufficient
for our purposes.
The data set is classified both with and without concept drift detection, and the
overall classification accuracy is shown in Table 6.5. It can be seen that incorporat-
ing concept drift detection gives a significant performance increase for both LDA
and KNN approaches. Greater accuracy is obtained using KNN, suggesting that the
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Classifier Electricity Colon
LDA 0.70 0.68
LDA-EWMA 0.86 0.90
LDA-CPM 0.86 0.90
LDA-PC 0.86 0.90
LDA-SPRT 0.86 0.90
KNN 0.73 0.89
KNN-EWMA 0.88 0.90
KNN-CPM 0.88 0.90
KNN-PC 0.88 0.90
KNN-SPRT 0.88 0.90
Table 6.5: Classification accuracy of the streaming LDA and KNN classifiers on
the Electricity and Colon data sets for various concept drift detection methods
optimal classification boundary is non-linear. Interestingly, the performance of all
three methods is identical, assuming the best parameter settings are used for each.
Figure 6.2 shows how the average classification accuracy changes over time for
the LDA classifier when using the EWMA detector compared with not performing
any concept drift detection. This was computed by moving a sliding window of size
100 over the data, and using the average accuracy over the points [t, t + 99] as an
estimate of the error rate at time t. From this graph it appears that the accuracy when
using EWMA is higher over most of the data set. Further investigation would be
required to determine whether this is because the data set contains abrupt change
points which we are detecting, or whether we are detecting the accumulation of
gradual drift. The results when using the CPM detector are simlar.
Colonoscopic Video Sequencing
The accurate online classification of imaging data from colonoscopic video se-
quences can contribute to the early detection of colorectal cancer precursors, and
assist in the early diagnosis of colorectal cancer. We obtained a sample of one of
these imaging data sets. In this dataset textures from normal and abnormal tissue
samples were randomly chosen from four frames of the same video sequence with-
out applying any preprocessing to the data [84]. Feature extraction was performed
using the method of co-occurrence matrices [63]. This method represents the spatial
distribution and the dependence of the grey levels within a local area using an image
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Figure 6.2: Classification accuracy of the Streaming LDA classifier on the Electric-
ity (left) and Colonoscopic (right) data sets over time, using the EWMA detector
(red) and performing no change detection (black)
window of size 16 by 16 pixels. The final data set contains 17076 feature vectors,
each with 16 features. The class label designates whether a window contains tumor
pixels (class 1), or not (class 0).
The overall classification accuracy for this data set is given in Table 6.5, and
again it can be seen that all methods appear to give the same performance when
using their optimal parameter settings.
Figure 6.2 shows how the average classification accuracy changes over time
using the EWMA algorithm with a LDA classifier. From this it appears that the
colon data set is broken up into several segments of reduced performance, with an
accuracy of close to 1 between these segments. This suggests that the data does
contain abrupt changes, although further analysis would be required to verify this.
6.8 Conclusions
Throughout this thesis, we have approached the problem of change detection from
a traditional frequentist perspective which stresses the importance of having known
bounds on the probability of incurring false positives. This chapter applied this
framework to the task of concept drift detection, and developed statistically prin-
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cipled methods of approaching this. The impact of false positives on performance
is not something which has been fully appreciated by the classification community,
and our critique of the literature has attempted to highlight some of the problems
which this causes.
We presented two new methods for concept drift detection which were inspired
by our critique, and are better able to control false positives than existing methods.
Through experimental analysis, we found that the method based on the Bernoulli
CPM from the previous chapter gives especially good performance, and seems su-
perior to the other methods we compared it to. It therefore seems that this may be
an appropriate tool to use in practice.
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Chapter 7
Discussion and Future Work
Having completed the exposition of our methods, we now draw some conclusions
about our results, and explore avenues for future research. The first half of the thesis
was concerned with nonparametric change detection. In these sections, we stressed
the importance of having a controlled rate of false positive, and proposed novel
methods which were able to satisfy this. We first considered the CPM framework,
which allows traditional nonparametric hypothesis tests to be adapted to the data
stream context. Through experimental analysis, we showed that the CPM based on
the Lepage test gives broadly superior performance to those based on the Cramer-
von-Mises and Kolmogorov-Smirnov tests, and recommended its use.
The next chapter proposed change detection methods which were based on esti-
mating the stream distribution, and showed how both the empirical CDF and classic
kernel density estimator could be adapted for use on data streams. Through experi-
ments, we demonstrated the surprising result that our adaption of KDE can actually
give better estimation performance than the ECDF. Next, it was explained how
these methods could be used for change detection, and it was shown that they gave
competitive performance.
Although these methods gave promising results, we still feel that our Lepage
CPM is the best tool for general nonparametric change detection, since it gives
good performance across all streams we considered, while the other methods have
change types for which they perform poorly. For example, both the SKDE and
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ECDF based detectors struggle when the change occurs after only a small number
of observations, and the CvM and KS CPMs do not give good performanc when the
change constitutes a shift in the location parameter.
In the second half of the thesis, we considered change detection for Bernoulli
streams, with an application to streaming classification problems. We began by
proposing two novel methods for the change detection problem. The method based
on our CPM framework outperformed the method based on EWMA charts, and
its use was recommended. Next, we studied the problem of concept drift from a
general change detection standpoint. We provided a detailed critique of the concept
drift literature, which argued that the issue of performance evaluation had not been
properly addressed. Examples were given of problems in the literature which make
it very difficult to compare different algorithms in a fair manner.
Finally, we proposed two novel concept drift detection methods based on our
work on Bernoulli change detection. Experimental analysis showed that our method
based on the CPM gave very good performance, and was superior to the other con-
sidered methods, as well as allowing more accurate control of the false positive
rate.
We now explore some avenues for future work, which build on the research in
this thesis.
7.1 Future Work
7.1.1 Multivariate Nonparametrics
In Chapters 3 and 4, we considered the problem of detecting changes in univariate
streams when no information is available regarding the pre-change distribution. An
important extension of this work is to consider the multivariate setting. In this case,
the observations are k-dimensional vectors xt = (xt.1, . . . , xt,k), like the feature
vectors considered in Chapter 6. Most work on multivariate change detection has
taken place in a parametric setting where observations are assumed to be Gaussian
[73, 151, 13]. Further, it has generally assumed that the pre-change distribution is
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completely specified, including any parameters. Recently however there has been
some interest in the unknown parameter version of the problem [70, 172], but the
literature on full nonparametric treatments is sparse. There are at least two ways
our methods can be extended to this problem:
• The CPM framework could be deployed in multivariate monitoring tasks by
integrating a suitable two-sample nonparametric test statistic. However there
are very few examples of such tests. Recall that in the univariate case, the test
statistics from Chater 3 first replaced observations by their ranks, and then
based the test on these transformed observations. In high dimensions, how-
ever, it is non-trivial to find a distribution-free way to rank points in a way that
allows arbitrary changes in distribution to be detected. There are examples
of rank-based tests which are generalisations of univariate tests such as the
Mann-Whitney or sign test [116], but these are generally only able to detect
differences in location parameter. More complex methods for ranking points
can be based on constructs such as the minimal spanning tree [49] but these
are expensive to compute and unsuitable for use in the streaming problem.
One method of ranking points which has received recent attention is data-
depth [104], which attempts to define an ordering based on how close points
are to a ‘centre’ of the data set. Several different methods for measuring
data depth have been proposed, but these generally either are not distribution-
free under the null hypothesis, or are computationally expensive to compute.
Finding a suitable ranking measure which can be used for streaming change
detection is hence an open problem.
• In theory, our density estimation approach from Chapter 4 can be deployed in
any dimension. The distribution of the observations can be estimated using
either the empirical CDF or multivariate KDE, and then a multivariate prob-
ability integral transform can be used to transform the data into Gaussian
observations with a zero mean vector and identity covariance matrix. This
Gaussian stream can then be monitored using techniques such as [73, 151].
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Although this is fine in theory, density estimation in high dimensions is a very
hard problem and naive methods will not work. Most practical methods of
high dimensional density estimation have significant computational overhead
and are hence unsuitable for the data stream setting. In particular, our previ-
ous approach of estimating the density on a grid of equally spaced points will
fail as the dimensionality increases, since the number of required grid points
will increase combinatorically. We can see two possible ways of addressing
this problem. The first is to continue our method of recursively estimating
the function only at a discrete set of points, but to investigate ways to place
the points more intelligently, rather than having them equally spaced. If the
evaluation points could be placed such that there were relatively dense in re-
gions where the true density was high, and relatively spare in regions where
the density was low, then it may be possible to find an accurate estimation of
the density using only a feasibly small number of points.
The second potential method is to abandon the pure nonparametric approach,
and to instead use a flexible parametric model. Specifically, we could approx-
imate the unknown density by a Gaussian mixture model. Although this is
parametric, it is quite expressive and allows many non-Gaussian distributions
to be modelled in a reasonable way. Fitting a Gaussian mixture model to a
fixed size data set is relatively simple; for a given number of mixture com-
ponents, maximum likelihood estimation can be used to estimate the mixture
parameters. The choice of how many components to use is more difficult, but
is usually done by minimising some penalised likelihood function such as the
AIC. However if we wish to perform change detection on a data stream, we
need to be able to fit the model in a streaming manner, which will require it to
be recursively updatable. Although updating the mixture parameters is rela-
tively simple, choosing the number of components is not, and is an interesting
avenue for future work.
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7.1.2 Semi-supervised and Unsupervised Learning
In the second half of this thesis, we approached the problem of detecting concept
drift by focusing on the classifier error stream, and treating it as a Bernoulli change
detection problem. However this approach relies on the classifier having immediate
feedback on whether its predictions are accurate. Without this information, it is not
possible to form the error stream, and our method cannot be deployed.
In many real problem settings, this feedback is indeed either unavailable, or de-
layed. For example, in credit scoring problems where the goal is to assess whether
a customer is a good or bad risk, the correctness of the prediction will depend on
whether the customer does in fact default on their loan. However this information
will generally not be available for years, often not until the full loan period has
passed. Similarly, in other applications, feedback may be expensive to obtain, and
will only be available for a small number of classifications.
The common name for the problem setting where only partial feedback is avail-
able is ‘semi-supervised learning’ [28]. Adapting our methods to this domain is an
important part of making them viable for real world deployment. Using the nota-
tion from Chapter 6, observations in such a problem consist of ordered pairs (ft, ct)
where ft is a multivariate feature vector and ct is the class label, which may now be
missing. If we assume that all values of ct are missing, then the learning must be
fully unsupervised, and this is essentially the problem of data clustering.
Ignoring the class labels, the fi vectors form an unlabelled sequence of points in
some m-dimensional space and therefore has a distribution which could be learned.
Because the data still consists of distinct classes, it would seem sensible to use some
kind of nonparametric mixture model for this purpose. Fitting such models has only
received limited attention in the literature. Then, if we had some general technique
for multivariate nonparametric change detection, the distribution of the fi vectors
could be sequentially monitored for changes without needing to incorporate any
class information.
Armed with such techniques, the semi-supervised problem could be tackled by
using the few available class label observations to try and assign labels to the indi-
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vidual mixture components. After this assignment had been done, the components
could then be monitored separately. Again, such an approach would require a com-
putationally efficient method for multivariate nonparametric change detection.
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Appendix A
Threshold Tables
In Chapter 3 we presented several nonparametric change point models. These re-
quired the selection of a sequence of time varying thresholds ht. Table A.1 gives
functions which compute these thresholds for various choices of the ARL0. Their
use is simple; first choose a desired value for theARL0. Then at every time instance
t, substitute t into the relevant polynomial to obtain the corresponding value of ht.
ARL0 CPM Type Polynomial Approximation of ht
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MW 3.12× 100 − (1.62× 10−6)t−1 − (5.32× 103)t−3 + (7.23× 106)t−5 − (4.08× 109)t−7 + (8.69× 1011)t−9
Mood 3.26× 100 + (9.10× 10−6)t−1 − (5.74× 103)t−3 + (5.09× 106)t−5 − (1.46× 109)t−7 + (1.29× 1011)t−9
LP 1.51× 101 + (2.27× 10−4)t−1 − (1.60× 105)t−3 + (1.98× 108)t−5 − (9.60× 1010)t−7 + (1.62× 1013)t−9
CVM 6.33× 100 + (2.73× 10−5)t−1 − (1.51× 104)t−3 + (2.41× 107)t−5 − (1.47× 1010)t−7 + (3.37× 1012)t−9
KS 9.98× 10−1 − (2.49× 10−7)t−1 + (5.68× 101)t−3 − (9.15× 104)t−5 + (5.00× 107)t−7 − (8.55× 109)t−9
500
MW 3.21× 100 + (1.10× 10−6)t−1 − (6.43× 103)t−3 + (8.05× 106)t−5 − (4.26× 109)t−7 + (8.61× 1011)t−9
Mood 3.36× 100 + (8.39× 10−6)t−1 − (9.23× 103)t−3 + (1.26× 107)t−5 − (6.96× 109)t−7 + (1.35× 1012)t−9
LP 1.59× 101 + (2.59× 10−4)t−1 − (1.92× 105)t−3 + (2.42× 108)t−5 − (1.18× 1011)t−7 + (1.97× 1013)t−9
CVM 6.73× 100 + (1.87× 10−5)t−1 − (2.55× 104)t−3 + (4.02× 107)t−5 − (2.41× 1010)t−7 + (5.14× 1012)t−9
KS 9.99× 10−1 − (1.72× 10−7)t−1 + (3.59× 101)t−3 − (5.93× 104)t−5 + (3.16× 107)t−7 − (5.13× 109)t−9
1000
MW 3.41× 100 + (4.91× 10−6)t−1 − (9.78× 103)t−3 + (1.20× 107)t−5 − (6.25× 109)t−7 + (1.20× 1012)t−9
Mood 3.58× 100 + (1.94× 10−5)t−1 − (1.18× 104)t−3 + (1.42× 107)t−5 − (7.77× 109)t−7 + (1.56× 1012)t−9
LP 1.79× 101 + (3.42× 10−4)t−1 − (3.04× 105)t−3 + (4.53× 108)t−5 − (2.59× 1011)t−7 + (4.92× 1013)t−9
CVM 7.63× 100 + (2.15× 10−5)t−1 − (3.77× 104)t−3 + (4.98× 107)t−5 − (2.65× 1010)t−7 + (5.14× 1012)t−9
KS 9.99× 10−1 − (9.18× 10−8)t−1 + (1.03× 101)t−3 − (1.94× 104)t−5 + (1.05× 107)t−7 − (1.67× 109)t−9
10000
MW 4.01× 100 + (1.72× 10−5)t−1 − (2.23× 104)t−3 + (2.49× 107)t−5 − (1.22× 1010)t−7 + (2.13× 1012)t−9
Mood 4.21× 100 + (4.54× 10−5)t−1 − (2.83× 104)t−3 + (3.18× 107)t−5 − (1.52× 1010)t−7 + (2.55× 1012)t−9
LP 2.37× 101 + (8.49× 10−4)t−1 − (5.20× 105)t−3 + (6.72× 108)t−5 − (3.54× 1011)t−7 + (6.32× 1013)t−9
CVM 1.06× 101 + (8.71× 10−5)t−1 − (1.20× 105)t−3 + (1.63× 108)t−5 − (8.71× 1010)t−7 + (1.60× 1013)t−9
KS 10.00× 10−1 − (3.73× 10−8)t−1 − (1.13× 101)t−3 + (1.36× 104)t−5 − (6.26× 106)t−7 + (1.01× 109)t−9
50000
MW 4.36× 100 + (2.05× 10−5)t−1 − (3.56× 104)t−3 + (4.28× 107)t−5 − (2.20× 1010)t−7 + (3.93× 1012)t−9
Mood 4.56× 100 + (8.65× 10−5)t−1 − (4.05× 104)t−3 + (4.72× 107)t−5 − (2.31× 1010)t−7 + (3.92× 1012)t−9
LP 2.76× 101 + (9.61× 10−4)t−1 − (7.97× 105)t−3 + (1.03× 109)t−5 − (5.34× 1011)t−7 + (9.39× 1013)t−9
CVM 1.27× 101 + (1.91× 10−4)t−1 − (1.91× 105)t−3 + (2.64× 108)t−5 − (1.45× 1011)t−7 + (2.67× 1013)t−9
KS 1.00× 100 + (1.86× 10−20)t−1 + (3.61× 10−11)t−3 − (1.08× 10−7)t−5 + (9.13× 10−5)t−7 − (2.30× 10−2)t−9
Table A.1: Polynomial approximation of ht as a function of γ = 1/t
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Appendix B
Chapter 3 Standard Deviations
In the experimental analysis carried out in Section 3.5, only the mean expected
delays were given in the tables. The standard deviations were omitted for space
reasons, but are included here. Tables B.1a and B.1b report the standard deviation
of the delay when detecting changes in the mean and variance of a Gaussian stream.
Similarly, the standard deviations for the student-t and Lognormal streams are given
in Tables B.2a, B.2b, B.3a and B.3b respectively.
τ δ CPM-t CPM-MW CPM-Mood CPM-LP CPM-CVM CPM-KS
τ = 50
1.0 14.8 14.8 236.0 21.1 15.8 18.9
2.0 4.1 5.4 34.2 4.7 5.3 6.2
3.0 2.7 4.1 4.8 3.1 4.0 4.4
τ = 300
1.0 10.7 11.2 67.6 12.4 11.7 13.6
2.0 3.6 4.9 5.2 4.1 4.9 5.7
3.0 2.4 3.9 3.1 3.0 3.9 4.3
-1.0 10.7 11.2 67.7 12.5 11.8 13.7
-2.0 3.7 4.9 5.3 4.1 4.9 5.7
-3.0 2.4 3.9 3.2 3.0 3.9 4.3
(a) Gaussian Mean
τ δ CPM-F CPM-MW CPM-Mood CPM-LP CPM-CVM CPM-KS
τ = 50
2.0 15.9 170.4 18.0 26.1 152.3 152.7
3.0 5.5 112.4 7.8 9.4 56.3 47.2
4.0 3.5 90.6 5.7 6.8 29.7 25.7
0.5 20.1 397.6 35.5 56.5 331.9 259.4
0.3 9.6 404.2 15.2 20.9 145.5 101.4
0.2 7.4 402.1 12.1 16.4 67.0 48.4
τ = 300
2.0 10.7 73.0 11.5 14.1 48.1 48.5
3.0 4.6 37.3 6.2 7.5 23.2 23.2
4.0 3.1 27.8 4.9 5.9 17.4 17.0
0.5 16.3 475.3 22.4 31.9 103.7 84.4
0.3 9.1 476.0 13.1 18.7 43.0 37.2
0.2 7.2 472.7 11.1 15.8 31.4 27.2
(b) Gaussian Standard Deviation
Table B.1: Standard deviations accompanying Table 3.1
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τ δ CPM-MW CPM-Mood CPM-LP CPM-CVM CPM-KS
τ = 50
1.0 6.9 73.1 7.3 6.6 7.2
2.0 4.5 12.6 3.4 4.2 4.6
3.0 4.1 5.3 3.0 3.9 4.1
τ = 300
1.0 6.1 8.9 5.5 5.9 6.6
2.0 4.1 3.5 3.1 4.0 4.3
3.0 3.8 2.9 2.9 3.8 4.0
-1.0 6.2 8.8 5.5 5.9 6.6
-2.0 4.1 3.5 3.1 4.0 4.3
-3.0 3.8 2.9 2.9 3.8 4.0
(a) Student Location
τ δ CPM-MW CPM-Mood CPM-LP CPM-CVM CPM-KS
τ = 50
2.0 198.4 46.0 70.9 184.0 179.7
3.0 141.6 12.2 16.2 101.1 79.6
4.0 112.3 7.9 9.6 51.0 39.9
0.5 389.1 68.6 111.2 352.2 283.5
0.3 401.1 20.7 29.7 233.0 153.2
0.2 405.2 15.1 20.7 119.6 80.9
τ = 300
2.0 101.4 18.3 22.3 69.7 65.5
3.0 52.3 8.6 10.4 30.5 29.7
4.0 37.4 6.2 7.4 21.5 21.0
0.5 463.5 31.7 46.6 161.7 116.8
0.3 476.4 16.7 23.8 57.4 46.7
0.2 477.1 13.3 18.9 39.7 33.1
(b) Student Scale
Table B.2: Standard deviations accompanying Table 3.2
τ δ CPM-MW CPM-Mood CPM-LP CPM-CVM CPM-KS
τ = 50
1.0 11.4 71.3 16.2 11.1 11.6
2.0 5.2 45.0 5.1 4.9 5.3
3.0 4.3 13.0 3.3 4.0 4.4
-1.0 9.4 64.0 7.3 9.4 10.8
-2.0 4.9 5.8 3.6 4.8 5.2
-3.0 4.1 4.0 3.1 4.1 4.3
τ = 300
1.0 9.1 135.8 12.4 9.0 9.6
2.0 4.7 6.3 4.2 4.5 5.0
3.0 3.9 3.4 2.9 3.8 4.2
-1.0 8.0 7.2 5.9 8.2 9.5
-2.0 4.6 3.5 3.4 4.6 5.0
-3.0 4.0 3.0 3.0 4.0 4.2
(a) Lognormal Location
τ δ CPM-MW CPM-Mood CPM-LP CPM-CVM CPM-KS
τ = 50
2.0 119.2 14.0 16.8 90.6 69.8
3.0 69.3 7.0 8.0 30.2 23.7
4.0 53.3 5.4 6.2 20.8 17.1
0.5 342.6 28.3 38.9 242.5 155.3
0.3 314.3 15.6 19.3 79.4 41.8
0.2 297.8 13.4 16.3 41.7 25.0
τ = 300
2.0 43.3 9.4 11.1 32.7 30.7
3.0 24.8 5.6 6.6 18.1 16.9
4.0 20.2 4.5 5.4 14.4 13.5
0.5 279.1 21.4 27.7 59.2 40.2
0.3 200.0 14.5 18.7 29.8 20.4
0.2 172.0 13.0 16.6 23.2 16.1
(b) Lognormal Scale
Table B.3: Standard deviations accompanying Table 3.3
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τ Change Type CPM-MW CPM-Mood CPM-LP CPM-CVM CPM-KS
τ = 50
1.0 18.3 129.8 26.4 18.9 21.0
2.0 14.6 172.0 14.9 15.3 18.2
3.0 43.4 301.2 74.7 49.5 58.2
4.0 38.4 293.1 69.3 44.3 54.3
5.0 9.9 116.2 8.7 10.1 11.8
6.0 11.3 90.9 16.2 11.4 12.5
7.0 134.0 157.2 108.6 154.7 178.2
τ = 300
1.0 12.6 182.0 17.8 12.8 14.1
2.0 11.3 14.3 9.6 11.8 13.9
3.0 20.6 255.5 28.3 21.8 24.8
4.0 19.8 116.3 23.0 21.3 24.7
5.0 8.3 9.0 6.7 8.5 10.0
6.0 9.1 127.2 11.8 9.1 10.1
7.0 53.7 38.8 32.6 59.2 64.2
Table B.4: Standard deviations accompanying Table 3.4
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