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ISOMETRIC LATTICE HOMOMORPHISMS BETWEEN
SOBOLEV SPACES
MARKUS BIEGERT AND ROBIN NITTKA
Abstract. Given bounded domains Ω1 and Ω2 in RN and an isometry T
from W 1,p(Ω1) to W 1,p(Ω2), we give sufficient conditions ensuring that T
corresponds to a rigid motion of the space, i.e., Tu = ±(u ◦ ξ) for an isometry
ξ, and that the domains are congruent. More general versions of the involved
results are obtained along the way.
1. Introduction
Given two function spaces F (X) and F (Y ) on carrier sets X and Y , respectively,
it might happen that for a mapping ξ from Y to X the composition operator
Tξu := u◦ ξ, or more generally the weighted composition operator Tg,ξu := g · (u◦ ξ),
where g is a scalar-valued function, defines a mapping from F (X) to F (Y ). For
example, if X and Y are compact topological spaces, then Tg,ξ maps C(X) to C(Y )
whenever g and ξ are continuous. Often such operators Tg,ξ have nice properties.
For example, Tg,ξ might be isometric or a lattice homomorphism if F (X) and F (Y )
are normed spaces or lattices.
An old question is to find properties that distinguish weighted composition op-
erators among all operators from F (X) to F (Y ). For example the famous Banach-
Stone theorem ([5, §XI.4] and [21, Theorem 83]) states that for compact spaces X
and Y each surjective linear isometry from C(X) to C(Y ) is a weighted composi-
tion operator Tg,ξ with ξ a homeomorphism from Y to X . Note that this says in
particular that all information about X as a topological space is already encoded
into the Banach space structure of C(X).
Another result in this direction due to Lamperti [15] says that every linear isom-
etry of Lp(0, 1) into itself, p 6= 2, is a weighted composition operator. Isometries
on Orlicz-like spaces were considered by John Lamperti [15], and reflexive Orlicz
spaces subsequently by Gu¨nter Lumer [17].
In 2006 Geoff Diestel and Alexander Koldobsky [12] investigated isometries on
the Sobolev space W 1,p(Ω), which was continued in Goeff Diestel’s subsequent
article [13]. By identifying W 1,p(Ω) with a subspace of an Lp-space and thus
reducing the situation to the setting of Lamperti’s theorem, the authors were able
to prove that under additional assumptions all isometries are of the form ±Tξ with a
rigid motion ξ. But only few rigid motions induce isometries in this space since the
norm under consideration is not invariant under rotations. Moreover, the reduction
to Lamperti’s theorem allows to treat only the case p 6= 2.
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Sergei Vodop’janov and Vladimir Gol’dsˇte˘ın [24] showed in 1975 that an order
isomorphism between the Sobolev spaces W 1,N (Ω1) and W
1,N (Ω2) for domains
Ω1 and Ω2 in R
N is a composition operator if it satisfies several additional quite
natural order theoretic assumptions.
In this article we examine isometries between Sobolev spaces equipped with a
commonly used rotation invariant norm. We can show for p > 2 and for p = 2
and N ≥ 2 that every isometry T from W 1,p(Ω1) to W 1,p(Ω2), where Ω1 and Ω2
are bounded open subsets of RN , is a weighted composition operator, whenever
W 1,p0 (Ω2) ⊂ TW
1,p
0 (Ω1) and T satisfies some mild additional order theoretical con-
ditions. The choice of the Sobolev norm does not allow to reduce the question to
the corresponding one for Lp-spaces as in [12], and the order assumptions are by
far not strong enough to reduce the proof to the one in [24]. Instead, we use quite
different techniques, based on the first author’s characterization of lattice homo-
morphisms between Sobolev spaces [7]. Moreover, we can show that under slightly
stronger assumptions the domains Ω1 and Ω2 are congruent.
For most of the results we do not have to assume that T is isometric, but rather
can (and do) admit larger class of operators that in some sense commute with the
p-Laplacian, see (H2) in Section 4. We show in Examples 4.8 and 4.14 that the
class of operators under consideration does not only contain isometries. We mention
that a condition such as (H2) occurs naturally if one considers isometries of L2 that
commute with the Laplacian [3].
The article is organized as follows. In Section 2 we introduce some notation,
which will be used freely throughout the article, and prove some auxiliary results
regarding the norm of W 1,p(Ω). The short Section 3 is devoted to the study of
isometries of W 1,p-spaces. More precisely, we show that for p 6= 2 every order
bounded isometry is a weighted composition operator. In Section 4 we consider an
operator T from W 1,p(Ω1) to W
1,p
loc (Ω2) such that
Tu = g · (u ◦ ξ)
for all u ∈W 1,p(Ω1),∫
Ω2
|Tu|p−2Tu Tv+
∫
Ω2
|∇(Tu)|p−2∇(Tu)∇(Tv)
=
∫
Ω1
|u|p−2uv +
∫
Ω1
|∇u|p−2∇u∇v
for all u ∈W 1,p(Ω1) and v ∈ W
1,p
0 (Ω1) satisfying Tv ∈W
1,p
c (Ω2), and
W 1,p0 (Ω2) ⊂ TW
1,p
0 (Ω1).
We show that locally ξ is a rigid motion, i.e., a composition of rotation and transla-
tion, and g is locally constant with |g| ≡ 1. The first two of the three conditions are
fulfilled if T is an isometric order isomorphism from W 1,p(Ω1) to W
1,p(Ω2). This
is summarized in Theorem 4.16. In Section 5 we show that under weak additional
assumptions the sets Ω1 and Ω2 are congruent, where ξ realizes this congruence.
The two main results of Section 5 are Theorems 5.7 and 5.9. We point out that
we have the minimal possible regularity assumptions on Ω1 and Ω2 in Theorem 5.9,
compare Remark 6.3. Finally, we collect some sample applications of our results in
Section 6.
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2. Preliminaries and Notation
Let Ω be an open bounded subset of RN , and let p be in [1,∞). We write
W 1,p(Ω) for the Sobolev space of all real-valued functions in Lp(Ω) such that the
first order distributional derivatives are again in Lp(Ω), and equip it with the norm
‖u‖pW 1,p(Ω) :=
∫
Ω
|u|p +
∫
Ω
|∇u|p,
where | · | refers to the absolute value in R and the euclidean norm in RN , respec-
tively. We write W 1,p0 (Ω) for the closure of the test functions D(Ω) := C
∞
c (Ω) in
W 1,p(Ω), which is the same as the completion ofW 1,pc (Ω), the subspace of functions
in W 1,p(Ω) with compact support in Ω.
We use frequently the notions of the p-capacity Capp(E) of a set E ⊂ R
N and
p-quasi continuity of a function u on Ω. Definitions and the relevant results can be
found for example in [18, §2.1] and [8, 9]. We call a set p-polar if its p-capacity is
zero, and we say that a property holds p-quasi everywhere when it holds outside a
p-polar set.
The p-capacity is a much finer notion than Lebesgue measure. In fact, every
p-polar set is a Lebesgue null set. Moreover, it fits nicely into the theory of Sobolev
spaces, so that in many respects properties of W 1,p(Ω) can be formulated in terms
of the capacity. This is the reason why it appears here in a natural way.
We recall some basic facts that will be used later on without further indication.
They can be found in the aforementioned references. Every function in W 1,p(Ω)
admits a p-quasi continuous representative. If a p-quasi continuous function is
changed on a p-polar set, it remains p-quasi continuous. Moreover, two p-quasi
continuous functions that coincide almost everywhere do in fact coincide p-quasi
everywhere. Thus the p-quasi continuous representative is unique up to p-polar
sets.
Note that even though formally the statements in [18] are restricted to p ≤ N ,
the results we use here remain true for p > N . In fact, to a large extent these
results become trivial in that situation since every p-polar set is empty and every
p-quasi continuous function is continuous if p > N .
In the sequel, we need the following simple lemma. Since we could not find it in
the literature, for the sake of completeness we provide a proof here.
Lemma 2.1. Let Ω ⊂ RN be open and connected, and let P a relatively closed
subset of Ω with (N − 1)-dimensional Hausdorff measure zero. Then Ω \ P is
connected.
Proof. Assume Ω \P to be disconnected, i.e., assume that there exist disjoint, non-
empty, open sets V1 and V2 such that Ω \ P = V1 ∪ V2. Then u := 1V1 is in
W 1,p(Ω\P ) with ∇u = 0. But since the (N − 1)-dimensional Hausdorff measure of
P is zero, u is in W 1,p(Ω) with ∇u = 0 almost everywhere on Ω [19, §1.2.5]. Since
Ω is connected, this implies that u agrees almost everywhere on Ω with a constant
function, which is a contradiction. 
The remainder of this section contains some auxiliary calculations regarding
the norm of W 1,p(Ω). More precisely, we identify its first and second Gaˆteaux
derivative.
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Definition 2.2. Let p ∈ (1,∞) and u, v, w ∈ W 1,p(Ω). Define
ap,Ω(u, v) :=
∫
Ω
|u|p−2uv +
∫
Ω
|∇u|p−2∇u∇v.
For p > 2, we set
bp,Ω(u, v, w) := (p− 1)
∫
Ω
|u|p−2vw + (p− 2)
∫
Ω
|∇u|p−4 (∇u | ∇v) (∇u | ∇w)
+
∫
Ω
|∇u|p−2∇v∇w.
Here, as usual, the products in the integrals are understood to equal zero where one
of their factors is zero.
Remark 2.3. The expressions in Definition 2.2 are also well-defined if one of the
functions has compact support and the others lie only in W 1,ploc (Ω). We will use
these expressions also in those cases, see for example Remark 2.6.
Note that ap,Ω appears in the weak formulation of the differential equation
∆pw = |w|
p−2w, (2.1)
where ∆pw := div(|∇w|p−2∇w) denotes the p-Laplacian. More precisely, it is
common to call a function u in W 1,ploc (Ω) a weak solution of (2.1) if
ap,Ω(u, ϕ) = 0 (2.2)
holds for all ϕ in D(Ω). If u is in W 1,p(Ω), then (2.2) holds even for all ϕ in
W 1,p0 (Ω).
Proposition 2.4. Fix p ∈ (1,∞) and u, v ∈W 1,p(Ω). Then
lim
s→0
‖u+ sv‖pW 1,p(Ω) − ‖u‖
p
W 1,p(Ω)
s
= p ap,Ω(u, v)
Proof. For x and y in RN define
g(s;x, y) := |x+ sy|p.
It is easy to check that g is continuously differentiable with respect to s and
g′(s;x, y) = p |x+ sy|p−2 (x+ sy | y) .
Hence
lim
s→0
|∇u+ s∇v|p − |∇u|p
s
= lim
s→0
g(s;∇u,∇v)− g(0;∇u,∇v)
s− 0
= g′(0;∇u,∇v) = p |∇u|p−2∇u · ∇v,
where the limit is understood pointwise. For s ∈ (−1, 1), s 6= 0, it follows from the
mean value theorem that∣∣∣∣ |∇u + s∇v|p − |∇u|ps
∣∣∣∣ = ∣∣g′(ξ;∇u,∇v)∣∣ ≤ p |∇u+ ξ∇v|p−1 |∇v|
≤ p
(
|∇u|+ |∇v|
)p−1
|∇v|,
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where ξ := ξ(s,∇u,∇v) takes values in (−1, 1). Since the right hand side is in
L1(Ω) due to Ho¨lder’s inequality, it follows from Lebesgue’s dominated convergence
theorem that
lim
s→0
∫
Ω
|∇u+ s∇v|p − |∇u|p
s
= p
∫
Ω
|∇u|p−2∇u∇v. (2.3)
Replacing in the above argument ∇u by u and ∇v by v, we also obtain
lim
s→0
∫
Ω
|u+ sv|p − |u|p
s
= p
∫
Ω
|u|p−2uv. (2.4)
Now the claim follows by adding (2.3) and (2.4). 
Proposition 2.5. Fix p ∈ (2,∞) and u, v, w ∈ W 1,p(Ω). Then
lim
s→0
ap,Ω(u+ sv, w) − ap,Ω(u,w)
s
→ bp,Ω(u, v, w)
Proof. For x and y in RN define
g(s;x, y) := |x+ sy|p−2(x+ sy).
It is easy to check that g is continuously differentiable with respect to s and
g′(s;x, y) = (p− 2) |x+ sy|p−4 (x+ sy | y) (x + sy) + |x+ sy|p−2 y.
Hence
lim
s→0
|∇u+ s∇v|p−2(∇u+ s∇v)− |∇u|p−2∇u
s
= lim
s→0
g(s;∇u,∇v)− g(0;∇u,∇v)
s− 0
= g′(0;∇u,∇v)
= (p− 2) |∇u|p−4 (∇u | ∇v)∇u + |∇u|p−2∇v.
where the limit is understood pointwise. For s ∈ (−1, 1), s 6= 0, it follows from the
mean value theorem that
|∇u+ s∇v|p−2(∇u+ s∇v)− |∇u|p−2∇u
s
=
∣∣g′(ξ;∇u,∇v)∣∣
≤ (p− 1)
∣∣∇u + ξ∇v∣∣p−2 |∇v| ≤ (p− 1)(|∇u|+ |∇v|)p−2 |∇v|
where ξ := ξ(s,∇u,∇v) takes values in (−1, 1). Since the right hand side is in
Lp
′
(Ω) due to Ho¨lder’s inequality, it follows from Lebesgue’s dominated convergence
theorem that
lim
s→0
∫
Ω
|∇u+ s∇v|p−2(∇u+ s∇v)− |∇u|p−2∇u
s
∇w
= (p− 2)
∫
Ω
|∇u|p−4 (∇u | ∇v)∇u∇w +
∫
Ω
|∇u|p−2∇v∇w.
(2.5)
Replacing in the above argument ∇u by u, ∇v by v, and ∇w by w, and taking into
account that (u | v) u = |u|2v, we also obtain
lim
s→0
∫
Ω
|u+ sv|p−2(u + sv)− |u|p−2u
s
w = (p− 1)
∫
Ω
|u|p−2vw. (2.6)
Now the claim follows by adding (2.5) and (2.6). 
Remark 2.6. Proposition 2.5 remains true for u, v ∈ W 1,ploc (Ω) if w has compact
support in Ω, with exactly the same proof.
6 MARKUS BIEGERT AND ROBIN NITTKA
Corollary 2.7. Let p ∈ [1,∞), and let T be an isometry from W 1,p(Ω1) to
W 1,p(Ω2). Then
ap,Ω1(u, v) = ap,Ω2(Tu, T v) for all u, v ∈W
1,p(Ω1).
In particular, if u ∈W 1,p(Ω1) is a weak solution of (2.1) on Ω1, then Tu is a weak
solution of (2.1) on Ω2 provided that D(Ω2) ⊂ TW
1,p
0 (Ω1).
3. Isometries between Sobolev Spaces
We will need the following vector-valued version of Clarkson’s famous inequality,
which is an easy consequence of [22, Corollary 2.5] as explained in the introduction
of [10].
Lemma 3.1. Let f, g ∈ Lp(Ω;RN ). Then
‖f + g‖pp + ‖f − g‖
p
p ≥ 2‖f‖
p
p + 2‖g‖
p
p,
if p ≥ 2, whereas for p ≤ 2 the opposite inequality holds.
From this estimate we can deduce that isometries of Sobolev spaces respect the
disjointness of sets.
Theorem 3.2. Let Ω1,Ω2 ⊂ RN be open sets and let p ∈ [1,∞), p 6= 2. If T is a
linear isometry from W 1,p(Ω1) to W
1,p(Ω2), then T is disjointness preserving, i.e.,
for u, v ∈W 1,p(Ω2) such that |u| ∧ |v| = 0 we have |Tu| ∧ |Tv| = 0.
Proof. Assume p > 2 and let u and v be in W 1,p(Ω1) with |u| ∧ |v| = 0. Then
‖Tu‖pW 1,p(Ω2) + ‖Tv‖
p
W 1,p(Ω2)
= ‖u‖pW 1,p(Ω1) + ‖v‖
p
W 1,p(Ω1)
= ‖u+ v‖pW 1,p(Ω1) = ‖Tu+ Tv‖
p
W 1,p(Ω2)
.
Replacing v by −v and adding up the resulting two equalities we obtain
‖Tu+ Tv‖pW 1,p(Ω2) + ‖Tu− Tv‖
p
W 1,p(Ω2)
= 2‖Tu‖pW 1,p(Ω2) + 2‖Tv‖
p
W 1,p(Ω2)
,
Applying Lemma 3.1 to ∇(Tu) and ∇(Tv), by the definition of the norm this yields
‖Tu+ Tv‖pLp(Ω2) + ‖Tu− Tv‖
p
Lp(Ω2)
≤ 2‖Tu‖pLp(Ω2) + 2‖Tv‖
p
Lp(Ω2)
.
By Clarkson’s inequality [15, Corollary 2.1] this implies Tu · Tv = 0 almost every-
where, which is an equivalent formulation of disjointness.
The proof for the case p < 2 is similar. 
Remark 3.3. Due to strict convexity, for p > 1 the linearity condition in the
previous theorem is (up to translation) automatically fulfilled, see [23].
As a consequence of the last theorem we obtain a variant of Lamperti’s theorem,
Theorem 3.4. Using one of the other representation theorems in [7], we could also
deduce related, but slightly different results.
For this theorem we have to assume the operator to be order bounded. This
is automatic in Lamperti’s original setting of Lp-spaces by results of Arendt [4,
Theorem 2.5] and Abramovich [1, §2], see also [11, Remark 5]. But it is not clear
whether this assumption is redundant also for Sobolev spaces.
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Theorem 3.4. Let Ω1,Ω2 ⊂ RN be bounded open sets and let p ∈ [1,∞), p 6= 2.
Let T be a linear isometry from W 1,p(Ω1) to W
1,p(Ω2) that is order bounded from
W 1,p(Ω1) to L
p(Ω2). Then T is a weighted composition operator, i.e., there exists
a function ξ from Ω1 to Ω2 and a scalar-valued function g on Ω2 such that Tu =
g · (u ◦ ξ) almost everywhere for each u ∈ W 1,p(Ω1). In particular, the preimage
under ξ of a Lebesgue null set is a Lebesgue null set.
Proof. By Theorem 3.2, T preserves disjointness as an operator from W 1,p(Ω1) to
W 1,p(Ω2) and thus also as an operator from W
1,p(Ω1) to L
p(Ω2). Hence, by a
result due to Meyer [11, Corollary 4], T = T+−T− for lattice homomorphisms T+
and T− from W 1,p(Ω1) to L
p(Ω2) that satisfy T
+u = (Tu)+ and T−u = (Tu)− for
u ≥ 0. These operators are weighted composition operators [7, Theorem 4.13], i.e.,
T+u = g1 · (u ◦ ξ1) and T−u = g2 · (u ◦ ξ2), where g1 ≥ 0 and g2 ≥ 0. Now
g1 = T
+
1Ω1 = (T1Ω1)
+ = (g1 − g2)
+,
so g2 = 0 almost everywhere on {g1 > 0}. Similarly, g1 = 0 almost everywhere on
{g2 > 0}. Hence for
ξ :=
{
ξ1, g1 > 0,
ξ2, otherwise
and g := g1 − g2 we have Tu = g · (u ◦ ξ) almost everywhere. 
4. Intertwining Weighted Composition Operators
Let Ω1,Ω2 ⊂ RN be bounded open sets, and let 1 < p < ∞. In this section, T
will always denote an operator from W 1,p(Ω1) to W
1,p
loc (Ω2). Consider the following
three assumptions:
(H1) There exist C1-functions ξ : Ω2 → RN and g : Ω2 → R such that ξ(y) ∈ Ω1
for almost all y ∈ Ω2,
{y ∈ Ω2 : g(y) 6= 0 and ξ(y) ∈ N}
is a Lebesgue null set for every Lebesgue null set N ⊂ Ω1, and Tu = g · (u ◦ ξ)
almost everywhere for each u ∈W 1,p(Ω1);
(H2) ap,Ω2(Tu, T v) = ap,Ω1(u, v) for all u ∈ W
1,p(Ω1) and v ∈W
1,p
0 (Ω1) satisfying
Tv ∈W 1,pc (Ω2).
(H3) W 1,p0 (Ω2) ⊂ TW
1,p
0 (Ω1);
Our aim is to show that if these three assumptions are satisfied, then locally ξ is
a rigid motion, i.e., a composition of a translation and a rotation, and g is locally
constant with |g| = 1.
Maybe the assumptions on T seem strange at first glance. Therefore a few
remarks seem to be in order.
Remark 4.1.
(a) If follows from (H1) that T is linear.
(b) In (H1) the two conditions on the behavior of ξ are needed to ensure that the
function u ◦ ξ is well-defined almost everywhere.
(c) We will show in Proposition 4.4 that if T is a weighted composition operator,
i.e., Tu = g · (u ◦ ξ) for some (not necessarily smooth) functions g and ξ,
and if (H2) and (H3) are satisfied, then g and ξ agree almost everywhere with
continuously differentiable functions. So under the other two assumptions, (H1)
is equivalent to T being a weighted composition operator.
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(d) If p 6= 2 and T is an isometric, order bounded, linear mapping from W 1,p(Ω1)
to W 1,p(Ω2), then by Theorem 3.4 and Corollary 2.7 the assumptions (H1)
and (H2) are fulfilled.
(e) Assumption (H3) ensures a sufficiently large collection of functions in the image
of T . Moreover, (H3) is needed in addition to (H2) in order to deduce T maps
solutions of (2.1) on Ω1 to solutions of (2.1) on Ω2 and is from this point of
view rather natural.
Lemma 4.2. If T is a weighted composition operator from W 1,p(Ω1) to W
1,p
loc (Ω2),
then T is continuous.
Proof. By assumption Tu = g · (u ◦ ξ) for all u ∈ W 1,p(Ω1), where g and ξ are
functions on Ω2. Then T is the difference of two positive operators T = T
+ − T−,
where T+u := g+ ·(u◦ξ) and T−u := g− ·(u◦ξ). Note that T+u = (Tu+)+−(Tu−)+.
Hence T+ and T− are positive linear mappings into W 1,ploc (Ω2). Thus the operators
T+ and T− are continuous [2, Theorem 2.32]. Hence T is continuous. 
Lemma 4.3. Let p ∈ (1,∞), α = (αi) ∈ RN such that |α|p = (p−1)−1, and define
u := ef , f(x) :=
∑N
i=1 αixi. Then u ∈ C
∞(RN ) is a classical solution of (2.1).
Proof. Since Diu = αiu,
|∇u|p−2Diu = αi|α|
p−2up−1,
thus
∆pu =
N∑
i=1
Di(|∇u|
p−2Diu) =
N∑
i=1
αi|α|
p−2(p− 1)up−2αiu = |α|
p(p− 1)up−1.
Hence ∆pu = |u|p−2u according to the choice of α and since u ≥ 0. 
Proposition 4.4. Assume that T is a weighted composition operator fromW 1,p(Ω1)
to W 1,ploc (Ω2) that satisfies (H2) and (H3). Then Tu satisfies (H1), and the function
g in (H1) has no zero in Ω2.
Proof. By assumption there exist functions g and ξ on Ω2 such that Tu = g · (u ◦ ξ)
almost everywhere for all u ∈W 1,p(Ω1). We have to show that g and ξ agree almost
everywhere with continuously differentiable functions, say h and ζ, and that h has
no zero in Ω2.
Let j ∈ {1, . . . , N} be fixed, α := (p − 1)−1/p, u±,j(x) := e±αxj . By (H3), for
each ϕ in W 1,pc (Ω2) there exists w ∈ W
1,p
0 (Ω1) such that Tw = ϕ. By Lemma 4.3
the function u±,j is a solution of (2.1), so we obtain from (H2) and the divergence
theorem that
ap,Ω2(Tu±,j, ϕ) = ap,Ω1(u±,j , w) = 0.
Since ϕ was arbitrary,
v±,j := Tu± = g · (u± ◦ ξ) = g e
±αxj (4.1)
is a weak solution of (2.1) on Ω2. Elliptic local regularity theory [16] implies that
v±,j admits a continuously differentiable representative, which we again denote by
v±,j.
Note that by (4.1) g = sgn(v+,j)(v+,j · v−,j)1/2 almost everywhere for every j
and that the right hand side is a continuous function for each j. Hence the right
hand side does in fact not depend on j so that
h := sgn(v+,j)(v+,j · v−,j)
1/2 (4.2)
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is well-defined and represents a continuous function that coincides with g almost
everywhere.
Let P := {h = 0}. Then P is a relatively closed subset of Ω2, and by (4.2) we
have that P = {v±,j = 0} and that h is continuously differentiable on Ω2 \P . Also
the function
ζj :=
1
2α
log
(v+
v−
)
is well-defined and continuously differentiable on Ω2 \ P , and by (4.1) the vector-
valued function ζ coincides with ξ almost everywhere on Ω2 \ P . We may define ζ
arbitrarily on P .
We have shown that Tϕ = h · (ϕ ◦ ζ) almost everywhere for each ϕ ∈ W 1,p(Ω1).
Using (H3), we see from this that every test function ψ ∈ D(Ω2) is zero almost
everywhere on P . Hence P is a Lebesgue null set. Moreover, the function h · (ϕ ◦ ζ)
is continuous at each point of P if ϕ is bounded, and it is continuous at each point
of Ω2 \P if ϕ is continuous. Hence Tϕ has a continuous representative whenever ϕ
is in W 1,p(Ω1) ∩ C(Ω1) ∩ L∞(Ω1), and this representative vanishes on P .
We are going to show that P is a p-polar set. Let ψ be a p-quasi continuous
representative of an arbitrary function in W 1,p0 (Ω2). By (H3) there exists ϕ in
W 1,p0 (Ω1) such that Tϕ = ψ. Let (ϕn) be a sequence of test functions that converges
to ϕ in W 1,p(Ω1), and let ψn be the continuous representative of Tϕn, which by
the previous paragraph exists and vanishes on P . By continuity of T the sequence
(ψn) converges to ψ in W
1,p
loc (Ω2), see Lemma 4.2. Passing to a subsequence we can
arrange that (ψn) converges to ψ p-quasi everywhere [18, Lemma 2.19], showing
that ψ = 0 p-quasi everywhere on P . Thus the restriction of ψ to Ω2 \ P is in
W 1,p0 (U2 \ P ) [18, Lemma 2.26]. Since this is true for any ψ, P is p-polar [18,
Theorem 2.15].
Now we show that in fact P = ∅, thus finishing the proof. For this let V be an
open, connected subset of Ω2. Then also V \P is connected, see Lemma 2.1. Since
h is continuous and has no zeros in V \ P , h does not change sign on this set. So
assume that h ≥ 0 on V , the case h ≤ 0 being analogous. Then also v±,j ≥ 0 on V
by (4.2). But v±,j is a weak solution of (2.1), so either v = 0 on V or v is strictly
positive on V [20, Theorem 1.1.1]. The case v = 0 on V is impossible since then
V ⊂ P , which is inconsistent with P being a Lebesgue null set. So in fact v is
strictly positive on V , showing that P ∩ V = ∅. Since this argument is true for any
connected open subset V of Ω2, we obtain that P = ∅. 
We would like to show that g is locally constant and ξ is locally a rigid motion.
Unfortunately, our proof does not cover all possible cases. However, we do have
proofs for the case p > 2 and the case p = 2 and N ≥ 2, and these two situations
are rather different. Moreover, we show that for p = 2 and N = 1 the conclusion is
false, see Example 4.8.
We start with the case p = 2.
Lemma 4.5. Let p = 2, and let T satisfy (H1), (H2), and (H3). Then ∇ξi ⊥ ∇ξj
and |∇ξi| = |∇ξj | for all i 6= j. Writing c := |∇ξi|, we have g −∆g = gc2 = cN/g
and g∆ξj + 2∇g∇ξj = 0.
Proof. First note that linear elliptic regularity theory and the proof of Proposi-
tion 4.4 yield that g and ξ are C∞-functions.
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Let u = ef be as in Lemma 4.3 for p = 2, so that ∆u = u. Fix an arbitrary test
function η ∈ D(Ω2). Then also e−f◦ξη is in W 1,pc (Ω2). Hence by (H3) there exists
ϕ in W 1,p0 (Ω1) such that Tϕ = e
−f◦ξη, i.e., η = (u ◦ ξ)Tϕ. Thus
∇η = (u ◦ ξ)∇(f ◦ ξ)Tϕ+ (u ◦ ξ)∇(Tϕ) = ∇(f ◦ ξ)η + (u ◦ ξ)∇(Tϕ).
Since u is a weak solution of (2.1), we obtain from (H2) that
0 = a2,Ω1(u, ϕ) = a2,Ω2(Tu, Tϕ)
=
∫
Ω2
g(u ◦ ξ)Tϕ+
∫
Ω2
∇g (u ◦ ξ)∇(Tϕ) +
∫
Ω2
g (u ◦ ξ)∇(f ◦ ξ)∇(Tϕ)
=
∫
Ω2
gη +
∫
Ω2
∇g∇η −
∫
Ω2
∇g∇(f ◦ ξ) η +
∫
Ω2
g∇(f ◦ ξ)∇η −
∫
Ω2
g|∇(f ◦ ξ)|2η.
By the same argument the last identity holds also with f replaced by −f . Adding
these two equations and dividing by 2 yields∫
Ω2
gη +
∫
Ω2
∇g∇η =
∫
Ω2
g|∇(f ◦ ξ)|2 η. (4.3)
whereas subtracting one from the other and dividing by 2 gives∫
Ω2
∇g∇(f ◦ξ) η =
∫
Ω2
g∇(f ◦ξ)∇η = −
∫
Ω2
g∆(f ◦ξ)η−
∫
Ω2
∇g∇(f ◦ξ) η, (4.4)
where we used the divergence theorem.
Since (4.3) is true for every test function η, we have in fact the pointwise identity
g−∆g = g |∇(f ◦ξ)|2, so that c := c(y) := |∇(f ◦ξ)| does not depend on the choice of
f in Lemma 4.3. For f(x) = xi we see that c = |∇ξi|. Considering f(x) := αxi+αxj
for i 6= j, where 2α2 = 1, we see that
c2 = |α∇ξi + α∇ξj |
2 = α2
(
|∇ξi|
2 + 2∇ξi∇ξj + |∇ξj |
2
)
= c2 +∇ξi∇ξj ,
which shows that ∇ξi and ∇ξj are orthogonal for i 6= j. Moreover, since (4.4) is true
for every test function, g∆ξj + 2∇g∇ξj = 0 on Ω2, where we have set f(x) := xj .
Fix y0 ∈ Ω2 such that c(y0) 6= 0. Then ξ is invertible on a neighborhood U2 of
y0. Let η be a test function on U2. By (H3) there exists ϕ ∈ W
1,p
0 (Ω1) such that
Tϕ = η. Replacing ϕ by ϕ1ξ(U2) ∈ W
1,p
0 (Ω1), we can assume that ϕ = 0 outside
ξ(U2). Then∫
U2
cN
g
η =
∫
U2
(ϕ ◦ ξ)| det ξ′| =
∫
Ω1
ϕ = a2,Ω1(1, ϕ)
= a2,Ω2(g, η) =
∫
Ω2
gη +
∫
Ω2
∇g∇η =
∫
Ω2
gη −
∫
Ω2
∆g η.
Since η was an arbitrary test function, g −∆g = cN/g on U2, and in particular at
y0. Since the preimage of null sets under ξ are null sets, ξ is not constant on an
open set. Hence {c 6= 0} is dense in Ω2. Thus g −∆g = cN/g on the whole set Ω2
by continuity. 
Proposition 4.6. Let p = 2, N = 2, and let T satisfy (H1), (H2), and (H3). Then
∇g = 0 on Ω2.
Proof. Since gc2 = c2/g by Lemma 4.5, g takes values in {−1, 1}. By continuity of
g this shows that g is locally constant, i.e., ∇g = 0. 
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Proposition 4.7. Let p = 2, N ≥ 3, and let T satisfy (H1), (H2), and (H3). Then
∇g = 0 on Ω2.
Proof. By Lemma 4.5 the function ξ is a conformal mapping and hence a Mo¨bius
transformation by Liouville’s theorem [6, §3.8]. Thus either ξ is affine linear or
ξ = τ1 ◦ σ ◦ τ2, where τi(x) = kiAix + yi for an orthogonal matrix Ai, a scalar
ki > 0, and a vector yi ∈ RN , and where σ is the inversion at the unit sphere, i.e.,
σ(x) = x|x|2 , cf. [6, Theorem 3.5.1 and Equation (3.1.4)].
First consider the case that ξ is affine linear. Then ∆ξj = 0 for all j and thus ∇g
is orthogonal to each ∇ξj by Lemma 4.5. Since the ∇ξj are pairwise orthogonal,
∇g = 0 on {|∇ξj | 6= 0}, which implies ∇g = 0 on Ω2 by continuity since {|∇ξj | 6= 0}
is dense in Ω2.
Now assume that ξ = τ1 ◦ σ ◦ τ2. We will show that this assumption is contra-
dictory, thus proving the claim. By the chain rule,
c := |∇ξj | = |ξ
′| =
∣∣k1(A1 ◦ σ ◦ τ2) · (σ′ ◦ τ2) · k2A2∣∣ = k1k2|σ′ ◦ τ2|,
where we have used that by Lemma 4.5 the matrix ξ′ is a scalar multiple of an
orthogonal matrix. Thus
c(x) =
K2
|τ2(x)|2
with K := (k1k2)
1/2 > 0, (4.5)
compare also [6, Theorem 3.1.6]. Since g 6= 0, there exists a ball B in Ω2 such that
g does not change sign in B. For simplicity we assume g > 0, the case g < 0 being
similar. Then
g(x) = c(x)
N−2
2 = KN−2|τ2(x)|
2−N = KN−2k2−N2 r
2−N on B
by Lemma 4.5, where
r :=
|τ2(x)|
k2
= |x+ z| for z :=
1
k2
A−12 y2. (4.6)
Thus g is a radial function with respect to the center z. Calculating ∆g in polar
coordinates we obtain that
∆g = grr +
gr
r
= KN−2k2−N2 (2−N)
2r−N =
(2−N)2
r2
g on B,
hence
0 = g −∆g − gc2 = g
(
1−
(2−N)2
r2
−
K4
k42r
4
)
on B (4.7)
by Lemma 4.5, (4.5) and (4.6). Since g has no zero, this implies
r4 − (2 −N)2r2 −K4k−42 = 0 for all r ∈ S :=
{
|τ2(x)|
k2
: x ∈ B
}
,
which contradicts the identity theorem for polynomials as S possesses an interior
point. 
Surprisingly, the conclusion ∇g = 0 is false for p = 2 and N = 1.
Example 4.8. Let ξ(y) := −Artanh e−2y and g(y) := sinh1/2(2y) on Ω2 := (1, 2).
Let Ω1 := ξ(Ω2) and Tu := g · (u ◦ ξ) for u ∈ W 1,2(Ω1). Then T satisfies (H1),
(H2), and (H3). In fact, T is a lattice isomorphism from W 1,2(Ω1) to W
1,2(Ω2)
that satisfies TW 1,20 (Ω1) =W
1,2
0 (Ω2).
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Proof. Note that ξ′(y) = 1/ sinh(2y), so that ξ is strictly increasing on Ω2. Thus
the only non-trivial statement is that T satisfies (H2).
Let u ∈ W 1,2(Ω1) be arbitrary. We show that g4(Tu− (Tu)′′) = Tu− Tu′′. In
fact,
g − g′′ =
1
g3
, ξ′ =
1
g2
, 2g′ξ′ =
2 cosh(2y)
g3
= −gξ′′,
and hence
Tu− (Tu)′′ = g(u ◦ ξ)− g′′(u ◦ ξ)− 2g′(u ◦ ξ)′ − g(u ◦ ξ)′′
= (g − g′′)(u ◦ ξ)− 2g′ξ′(u′ ◦ ξ)− gξ′′(u′ ◦ ξ)ξ′′ − g(u′′ ◦ ξ)(ξ′)2
=
1
g4
(
g · (u ◦ ξ)− g · (u′′ ◦ ξ)
)
=
Tu− Tu′′
g4
.
Now let v ∈ D(Ω1) be arbitrary. Then
a2,Ω2(Tu, T v) =
∫
Ω2
Tu Tv+
∫
Ω2
(Tu)′(Tv)′ =
∫
Ω2
Tu
(
Tv − (Tv)′′
)
=
∫
Ω2
1
g4
Tu
(
Tv − Tv′′
)
=
∫
Ω2
(u ◦ ξ)
(
(v ◦ ξ)− (v′′ ◦ ξ)
)
ξ′
=
∫
ξ(Ω2)
u (v − v′′) =
∫
Ω1
uv +
∫
Ω1
u′v′ = a2,Ω1(u, v)
by the substitution formula and partial integration. Since the test functions are
dense, this proves (H2). 
It should be noted, however, that the operator T in Example 4.8 is not isometric.
In fact, one can check (numerically) that
‖T1‖2W 1,2(Ω2) =
∫
Ω2
g2 +
∫
Ω2
(g′)2 ≈ 23.66≫ 0.118 ≈ |Ω1| = ‖1‖
2
W 1,2(Ω1)
.
But T is isometric on W 1,20 (Ω1) as an immediate consequence of (H2) and the fact
that TW 1,20 (Ω1) =W
1,2
0 (Ω2).
We now turn our attention to the case p > 2.
Proposition 4.9. Let p be in (2,∞), and let T satisfy (H1), (H2), and (H3). Then
∇g = 0 on Ω2.
Proof. By Proposition 2.5, Remark 2.6, and assumption (H2) we have that
bp,Ω1(u, v, w) = bp,Ω2(Tu, T v, Tw) (4.8)
for all u, v ∈W 1,p(Ω1) and w ∈W
1,p
0 (Ω1) satisfying Tw ∈W
1,p
c (Ω2).
Let f ∈ C∞(Ω1), and let η ∈ D(Ω2) be an arbitrary test function. By (H3) there
exists ϕ in W 1,p0 (Ω1) such that Tϕ = ηe
−f◦ξ ∈W 1,pc (Ω2). Since e
fϕ is in W 1,p0 (Ω1)
and T (efϕ) = η, we obtain from (H2), (4.8), and the definitions of ap,Ω1 and bp,Ω1
that
(p−1)ap,Ω2(g, η) = (p−1)ap,Ω1(1, e
fϕ) = bp,Ω1(1, e
f , ϕ) = bp,Ω2(g, T e
f , Tϕ). (4.9)
We point out that that (4.9) is in general false for p = 2.
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Expanding the left-most and right-most term of (4.9) by their definition and
using gη = T ef Tϕ to cancel several terms, we arrive at
(p− 1)
∫
Ω2
|∇g|p−2 (∇g | ∇η)
= (p− 2)
∫
Ω2
|∇g|p−4
(
∇g | ∇(T ef )
)
(∇g | ∇(Tϕ))
+
∫
Ω2
|∇g|p−2
(
∇(T ef) | ∇(Tϕ)
)
.
(4.10)
Since
∇η = ∇(ef◦ξ · Tϕ) = ef◦ξ∇(f ◦ ξ)Tϕ+ ef◦ξ∇(Tϕ) = η∇(f ◦ ξ) + ef◦ξ∇(Tϕ),
we have
∇(Tϕ) = e−f◦ξ
(
∇η − η∇(f ◦ ξ)
)
.
Plugging the latter identity and
∇(T ef ) = ∇(g · ef◦ξ) = ef◦ξ
(
∇g + g∇(f ◦ ξ)
)
into the right hand side of (4.10), we obtain
(p− 1)
∫
Ω2
|∇g|p−2 (∇g | ∇η)
= (p− 2)
∫
Ω2
|∇g|p−4 (∇g | ∇g + g∇(f ◦ ξ)) (∇g | ∇η − η∇(f ◦ ξ))
+
∫
Ω2
|∇g|p−2 (∇g + g∇(f ◦ ξ) | ∇η − η∇(f ◦ ξ)) .
Adding the latter equation to the corresponding one with f replaced by −f and
multiplying out, several terms cancel. Dividing by 2, we end up with
0 = (p− 2)
∫
Ω2
|∇g|p−4gη (∇g | ∇(f ◦ ξ))2 +
∫
Ω2
|∇g|p−2gη |∇(f ◦ ξ)|2.
Since η is an arbitrary test function,
0 = (p− 2)|∇g|p−4g (∇g | ∇(f ◦ ξ))2 + |∇g|p−2g |∇(f ◦ ξ)|2
almost everywhere. Since both summands have the same sign,
|∇g|p−2g |∇(f ◦ ξ)|2 = 0. (4.11)
Recall that we want to show that ∇g = 0. Assume to the contrary that |∇g| > 0
on a set U of positive measure, which is necessarily open due to the continuity of
∇g, and which we can choose to be connected. Then (4.11) implies that ∇(f ◦ξ) = 0
on U for every smooth function f . In particular ∇ξj = 0 on U for each j, i.e., ξ is
constant on U . But this contradicts (H1). 
So if either p = 2 and N ≥ 2 or p > 2 we know that ∇g = 0. In the remainder
of this section we will take this as an assumption instead of conditions on p and N .
Proposition 4.10. Let T satisfy (H1), (H2), and (H3). Assume that ∇g = 0.
Then ξ′(x) is an orthogonal matrix for all x ∈ Ω2.
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Proof. Let u be as in Lemma 4.3, i.e.,
u = ef for f(x) =
N∑
i=1
αixi with
N∑
i=1
α2i = (p− 1)
−2/p,
so that ∆pu = u
p−1. Let η ∈ D(Ω2) be an arbitrary test function. By (H3) there
exists ϕ ∈ W 1,p0 (Ω1) such that Tϕ = e
−(p−1)(f◦ξ)η ∈W 1,pc (Ω2). Now
∇η = (p− 1)(u ◦ ξ)p−1∇(f ◦ ξ)Tϕ+ (u ◦ ξ)p−1∇(Tϕ)
= (p− 1)∇(f ◦ ξ) η + (u ◦ ξ)p−1∇(Tϕ),
(4.12)
where we used ∇(u ◦ ξ) = (u ◦ ξ)∇(f ◦ ξ). Now by (H2), since ∇g = 0,
0 = ap,Ω1(u, ϕ) = ap,Ω2(Tu, Tϕ)
=
∫
Ω2
|g|p−2g(u ◦ ξ)p−1Tϕ+
∫
Ω2
|g|p−2g(u ◦ ξ)p−1|∇(f ◦ ξ)|p−2∇(f ◦ ξ)∇(Tϕ)
=
∫
Ω2
|g|p−2gη +
∫
Ω2
|g|p−2g|∇(f ◦ ξ)|p−2∇(f ◦ ξ)∇η
− (p− 1)
∫
Ω2
|g|p−2g|∇(f ◦ ξ)|p η,
where for the last identity we used (4.12). Adding the last equation to the corre-
sponding one with f replaced by −f and dividing by 2, we have shown that
0 =
∫
Ω2
|g|p−2gη − (p− 1)
∫
Ω2
|g|p−2g|∇(f ◦ ξ)|pη.
Since η was an arbitrary test function, |∇(f ◦ ξ)| ≡ (p− 1)−1/p on Ω2.
Putting in particular f(x) := (p − 1)−1/pxi for some i ∈ {1, . . . , N} shows that
|∇ξi| ≡ 1 on Ω2. But now taking f(x) = αxi + βxj for i 6= j such that α2 + β2 =
(p− 1)−2/p and α, β 6= 0 we obtain
(p− 1)−2/p = |∇(f ◦ ξ)|2 = |α∇ξi + β∇ξj |
2
= α2 + αβ (∇ξi | ∇ξj) + β
2 = (p− 1)−2/p + αβ (∇ξi | ∇ξj) .
This shows that ∇ξi and ∇ξj are orthogonal at every point of Ω2. 
The following is a consequence of preceding theorem, see [3, Proposition 2.3].
Corollary 4.11. Let T satisfy (H1), (H2), and (H3). Assume that ∇g = 0. Then
ξ is locally a rigid motion. In other words, the restriction of ξ to any connected
component of Ω2 is a rigid motion. If moreover Ω2 is connected, then ξ extends to
a rigid motion on RN .
Proposition 4.12. Let T satisfy (H1), (H2), and (H3). Assume that ∇g = 0.
Then ξ is bijective from the open set U2 := ξ
−1(Ω1) to the open subset U1 := ξ(U2)
of Ω1. Moreover, N2 := Ω2 \ U2 has Lebesgue measure zero and U1 is dense in Ω1
(equivalently: N1 := Ω1 \ U1 has no interior points).
Proof. The sets U1 and U2 are open since ξ is a continuous open mapping by
Corollary 4.11. By construction ξ is surjective from U2 to U1. Since ξ(x) ∈ Ω1 for
almost every x ∈ Ω2, N2 has measure zero.
Assume for contradiction that ξ is not injective from U2 to U1, i.e., there exist
y1 6= y2 in U2 such that x := ξ(y1) = ξ(y2). By Corollary 4.11 there exists r > 0 such
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that ξ is a rigid motion from Bi := B(yi, r) ⊂ U2 to B0 := B(x, r) ⊂ U1, B1∩B2 = ∅.
Consider a test function ϕ ∈ D(Ω2), ϕ 6= 0, such that suppϕ ⊂ B1. By (H3) there
exists u ∈ W 1,p0 (Ω1) such that Tu = g · (u ◦ ξ) = ϕ almost everywhere. Since g
has no zero and ϕ = 0 on B2, u has to vanish almost everywhere on ξ(B2) = B0.
But then ϕ vanishes almost everywhere on B1 = ξ
−1(B0), a contradiction. Thus
we have shown that ξ is bijective from U2 to U1.
Assume for contradiction that N1 has an interior point, i.e., there exists an open
set V ⊂ N1. Let ϕ ∈ D(V ), ϕ 6= 0. Then Tϕ = 0, thus by (H2)
0 <
∫
Ω1
|ϕ|p +
∫
Ω1
|∇ϕ|p = ap,Ω1(ϕ, ϕ) = ap,Ω2(Tϕ, Tϕ) = 0,
a contradiction. Thus N1 has no interior points. 
It is obvious that the choice of U1 and U2 in Proposition 4.12 is maximal, i.e.,
that every other pair of sets V1 ⊂ Ω1 and V2 ⊂ Ω2 such that ξ is bijective from V2
to V1 has the property that Vi ⊂ Ui for i = 1, 2.
Corollary 4.13. Let T satisfy (H1), (H2), and (H3). Assume that ∇g = 0. Then
|g| ≡ 1 on Ω2.
Proof. Let U1 and U2 be as in Proposition 4.12, so that ξ is a diffeomorphism from
U2 to U1. Let v ∈ D(U2) be arbitrary. Then there exists u ∈ D(U1) such that
u ◦ ξ = v. Thus by (H2) and the substitution rule∫
U2
|g|pv = ap,Ω2(g, Tu) = ap,Ω1(1, u) =
∫
U1
u =
∫
U2
v (4.13)
since | det ξ′| ≡ 1. As the test functions are dense, from this we see that |g| ≡ 1 on
U2. But since g is continuous and U2 is dense in Ω2, |g| ≡ 1 on Ω2. 
Under the assumptions of this section, the set N1 in Proposition 4.12 may be
rather large in measure as Example 4.14 shows. On the other hand, in Proposi-
tion 4.15 we show that for isometries this cannot be the case. Conditions under
which N1 is empty will be discussed in the next section.
Example 4.14. Let Ω1 := (0, 1), and let Ω2 be an open set of Lebesgue measure
|Ω2| < 1 such that Ω2 = [0, 1]. Let Tu := u◦ξ for ξ := id |Ω2 . Then T satisfies (H1),
(H2), and (H3). With the notations of Proposition 4.12 we have N2 = ∅ and
N1 = (0, 1) \ Ω1. Thus N1 has positive measure.
Proposition 4.15. Let T be an isometric operator from W 1,p(Ω1) to W
1,p(Ω2)
that satisfies (H1) and (H3). Then the set N1 in Proposition 4.12 has Lebesgue
measure zero.
Proof. By Proposition 4.12, the Lebesgue measures of U1, U2, and Ω2 agree. If T
is isometric, then in particular
|Ω2|
p = ‖1Ω2‖W 1,p(Ω2) = ‖T1Ω1‖W 1,p(Ω2) = ‖1Ω1‖W 1,p(Ω1) = |Ω1|
p.
Hence |U1| = |Ω1|, which shows that N1 has measure zero. 
For convenience, we summarize the main results of this section in the following
theorem, confer also Theorem 3.4.
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Theorem 4.16. Let Ω1 and Ω2 be bounded open subsets of R
N , N ≥ 1, p ∈ (1,∞),
and T be an operator fromW 1,p(Ω1) toW
1,p
loc (Ω2) such thatW
1,p
0 (Ω2) ⊂ TW
1,p
0 (Ω1).
Assume any of the following premises:
(a) T satisfies (H1) and (H2), and the g in (H1) is locally constant; or
(b) p = 2, N ≥ 2, T is a weighted composition operator, and (H2) holds; or
(c) p = 2, N ≥ 2, T is a weighted composition operator, and T is isometric from
W 1,p(Ω1) to W
1,p(Ω2); or
(d) p > 2, T is a weighted composition operator, and (H2) holds; or
(e) p > 2, T is a weighted composition operator, and T is isometric from W 1,p(Ω1)
to W 1,p(Ω2); or
(f) p > 2, T is an isometric operator from W 1,p(Ω1) to W
1,p(Ω2), is order bounded
from W 1,p(Ω1) to L
p(Ω2), and satisfies T (0) = 0.
Then there exists a local isometry ξ from Ω2 to Ω1 with dense image, which is
injective apart from a set of measure zero, and a locally constant function g, which
satisfies |g| = 1, such that Tu = g ·(u◦ξ) almost everywhere for each u ∈ W 1,p(Ω1).
5. Congruence of the Domains and Capacitary Results
Let Ω1 and Ω2 be bounded open subsets of R
N . In this section we only consider
operators T from W 1,p(Ω1) to W
1,p(Ω2) such that
Tu = g · (u ◦ ξ) almost everywhere for all u ∈ W 1,p(Ω1),
where g is locally constant, |g| ≡ 1, and ξ is locally a rigid motion.
(5.1)
Sufficient conditions for (5.1) to hold are given in Theorem 4.16. Moreover, we will
usually assume that (H3) is satisfied, but mention this explicitly.
We now look for conditions that guarantee that Ω1 and Ω2 are congruent. Since
a local rigid motion is a rigid motion on every connected component, for connected
Ω2 this is the same as asking whether ξ is bijective from Ω1 to Ω2, i.e., whether
the sets N1 and N2 of Proposition 4.12 are empty. To obtain the optimal results
in this direction, we use the p-capacity Capp to measure the size of the defects N1
and N2.
Lemma 5.1. Let T be a weighted composition operator fromW 1,p(Ω1) toW
1,p(Ω2),
i.e., Tu = g·(u◦ξ) almost everywhere for all u ∈ W 1,p(Ω1). Assume that g and ξ are
continuous. Then for every p-quasi continuous u inW 1,p0 (Ω1) we have Tu = g·(u◦ξ)
p-quasi everywhere if we take the p-quasi continuous representative of Tu. Here we
set u := 0 on ∂Ω1.
Proof. Let W 1,p(Ω1) denote the closure of W
1,p(Ω1) ∩ C(Ω) in W 1,p(Ω1). There
exist ζ and h such that Tu = h·(u◦ζ) p-quasi everywhere for the p-quasi continuous
representatives whenever u ∈ W 1,p(Ω1) [7, Theorem 4.5], in particular for u in
W 1,p0 (Ω1). Note that in [7] functions in W
1,p(Ω1) are defined even on Ω1 and we
can set u = 0 on ∂Ω1 for u ∈ W
1,p
0 (Ω1).
It suffices to show that h = g and ξ = ζ p-quasi everywhere. For this, consider
u0(x) := 1 and uj(x) := xj , which are continuous functions in W
1,p(Ω1). Since g is
a continuous representative of Tu0, g = h · (u0 ◦ ζ) = h p-quasi everywhere. Since
also g ξj is continuous, g ξj = Tuj = h · (uj ◦ ζ) = h ζj p-quasi everywhere for every
j. Since g = h p-quasi everywhere, we can divide by g and obtain that ξj = ζj
p-quasi everywhere, i.e., ξ = ζ p-quasi everywhere. 
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Proposition 5.2. Let T satisfy (5.1) and (H3). Then the set N2 of Proposi-
tion 4.12 is p-polar.
Proof. Set U2 := Ω2 \N2. Let v ∈ W
1,p
0 (Ω2) be p-quasi continuous. By (H3) and
Lemma 5.1 we have v = g · (u ◦ ξ) p-quasi everywhere for some p-quasi continuous
function u ∈ W 1,p0 (Ω1), so in particular v = 0 p-quasi everywhere on N2. Thus
the restriction of v to U2 is in W
1,p
0 (U2) [18, Lemma 2.26]. Hence N2 = Ω2 \ U2 is
p-polar [18, Theorem 2.15]. 
An almost trivial example shows that we cannot expect N1 to be p-polar, even
if Ω1 and Ω2 are very smooth. Here we give a counterexample with Lipschitz
regular sets. A very similar, but more technical construction would provide a
counterexample with C∞-regular sets. Note, however, that in this example Ω2 is
not connected and W 1,p0 (Ω2) $ TW
1,p
0 (Ω1).
Example 5.3. Let Ω1 := (0, 1) × (−1, 1) and Ω2 := (0, 1) ×
(
(−2,−1) ∪ (1, 2)
)
.
Define Tu := u ◦ ξ for ξ(x, y) := (x, y − sgn y). Then T is an isometric lattice
homomorphism from W 1,p(Ω1) to W
1,p(Ω2) such that W
1,p
0 (Ω2) ⊂ TW
1,p
0 (Ω1) for
every p ∈ (1,∞). Thus T satisfies (H1), (H2), (H3), and (5.1). The sets of
Proposition 4.12 are in this case N2 = ∅ and N1 = (0, 1) × {0}. So N1 is not
p-polar for any p > 1.
On the other hand, the combination of some mild regularity assumptions and
connectedness suffices for the defects N1 and N2 to be empty. An appropriate
regularity condition is the following, compare also Remark 6.3.
Definition 5.4. An open set Ω ⊂ RN is called regular in p-capacity if for every
z ∈ ∂Ω and every r > 0 the set B(z, r) \ Ω has positive p-capacity, i.e., is not
p-polar.
Remark 5.5. Regularity in p-capacity is not a restrictive assumption. For example,
if a set is topologically regular, i.e., if Ω is the interior of Ω, then Ω is regular in
in p-capacity for each p > 1. In particular smooth domains, e.g. domains with
continuous boundary, are topologically regular and hence regular in p-capacity.
Proposition 5.6. Let T satisfy (5.1) and (H3). If Ω1 is regular in p-capacity, then
the set N2, defined as in Proposition 4.12, is empty.
Proof. Assume to the contrary that there exists y0 ∈ Ω2 such that ξ(y0) ∈ ∂Ω1.
Since ξ is open, there exists r > 0 such that B(ξ(y0), r) ⊂ ξ(Ω2). Hence ξ(Ω2) \Ω1
has positive p-capacity by assumption, contradicting the fact that by Proposition 5.2
ξ(y) ∈ Ω1 for p-quasi every y ∈ Ω2. 
Theorem 5.7. Let T satisfy (5.1) and (H3). Let Ω1 be regular in p-capacity, and
let Ω2 be topologically regular and connected. Then ξ is bijective from Ω2 to Ω1,
and the sets Ω1 and Ω2 are congruent.
Proof. Since ξ is a rigid motion, it can be extended to an isometric automorphism
of RN , which we again denote by ξ. As in the proof of Proposition 4.12, U1 := ξ(Ω2)
is dense in Ω1. By Proposition 5.6, U1 ⊂ Ω1. Since U1 and Ω2 are congruent, we
only have to show that U1 = Ω1.
Since ξ maps Ω2 onto U1, ξ maps Ω2 onto Ω1. Since ξ is an homeomorphism of
R
N , it maps the interior of Ω2, which is Ω2, onto the interior of Ω1, which contains
Ω1. Thus Ω1 ⊂ U1 = ξ(Ω2), i.e., U1 = Ω1. 
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The statement of Theorem 5.7 becomes false if we assume Ω2 only to be regular
in p-capacity, even if T is an isometric isomorphism from W 1,p(Ω1) to W
1,p(Ω2).
However, the counterexample that we will give now is more involved than Exam-
ple 5.3.
Example 5.8. Let N ≥ 2 and 1 < p < N . Let M ⊂ RN be a compact set of
Hausdorff dimension s ∈ (N − p,N − 1), and assume without loss of generality
that M ⊂ (0, 1)N . The existence of such a set can be obtained by the theory of
fractals. In fact, let s ∈ (N − p,N − 1) be arbitrary. Pick k so large that k disjoint
copies (Bi)
k
i=1 of an N -dimensional cube of edge length k
−1/s fit into the unit cube,
and let ϕi denote the affine linear mapping that maps the unit cube onto Bi. Then
the unique non-empty, compact, (ϕi)
k
i=1-invariant set M has Hausdorff dimension
s [14, Theorem 6.5.4].
Define Ω1 := (0, 1)
N and V2 := (0, 1)
N \M . Denote by Ω2 the open superset of V2
which is regular in p-capacity and satisfies Capp(Ω2△V2) = 0 [8, Proposition 3.2.6].
Then (0, 1)N \Ω2 is a subset of M , hence has zero (N − 1)-dimensional Hausdorff
measure. Thus Ω2 is connected by Lemma 2.1. Moreover, Ω2 6= (0, 1)N since M is
not p-polar [18, Theorem 2.53].
Finally, let Tu := u ◦ ξ for ξ := id |Ω2 . Then T is an operator from W
1,p(Ω1) to
W 1,p(Ω2). Since M is closed with zero (N−1)-dimensional Hausdorff measure, the
restriction to V2 is an isometric isomorphism from W
1,p((0, 1)N ) to W 1,p(V2) [19,
§1.2.5]. Since V2 ⊂ Ω2 ⊂ (0, 1)N , the restriction to Ω2 is an isometric isomor-
phism from W 1,p((0, 1)N ) to W 1,p(Ω2). Hence T is an isometric isomorphism from
W 1,p(Ω1) to W
1,p(Ω2) such that W
1,p
0 (Ω2) ⊂ W
1,p
0 ((0, 1)
N) = TW 1,p0 (Ω1). More-
over, T satisfies (H2) since Ω1 and Ω2 differ only by a set of Lebesgue measure
zero.
Thus T satisfies (H1), (H2), (H3), and (5.1). The sets Ω1 and Ω2 are regular
in p-capacity by construction. However, the set N1 of Proposition 4.12, which is
N1 = (0, 1)
N \ Ω2, is not p-polar.
On the other hand, if we have some more information about T as an operator,
then regularity in p-capacity suffices for Ω2 as well.
Theorem 5.9. Let T satisfy (5.1). Let Ω1 and Ω2 be regular in p-capacity. Assume
that T is bijective from W 1,p0 (Ω1) onto W
1,p
0 (Ω2). Then ξ is bijective from Ω2 onto
Ω1.
Proof. Let U1 := ξ(Ω2). Then U1 is a subset of Ω1 by Proposition 5.6, so W
1,p
0 (U1)
is in a natural way a subspace of W 1,p(Ω1). Since ξ is a smooth diffeomorphism
from Ω2 to U1, T maps D(U1) onto D(Ω2), so it maps W
1,p
0 (U1) isometrically onto
W 1,p0 (Ω2). Let ϕ ∈ W
1,p
0 (Ω1) be arbitrary. Then Tϕ ∈ W
1,p
0 (Ω2) by assumption.
Hence there exists ϕ˜ in W 1,p0 (U1), which is in a natural way a subset of W
1,p
0 (Ω1),
such that T ϕ˜ = Tϕ. But then we have even ϕ = ϕ˜ ∈ W 1,p0 (U1) since T is injective.
This shows W 1,p0 (Ω1) =W
1,p
0 (U1) as subspaces of W
1,p(RN ), hence U1 = Ω1 by [8,
Theorem 3.2.15]. 
6. Applications
In this section we collect our results into some theorems that treat several typical
situations. Different versions of these theorems can easily be constructed from the
previous results.
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For all the theorems, Ω1 and Ω2 are bounded open subsets of R
N , p is in (1,∞),
and T is an operator from W 1,p(Ω1) to W
1,p(Ω2).
Theorem 6.1. Let p = 2 and N ≥ 2, or let p > 2. Let T be an isometric lattice
homomorphism such that W 1,p0 (Ω2) ⊂ TW
1,p
0 (Ω1). Then there exists a local rigid
motion ξ on Ω2 such that Tu = u ◦ ξ holds almost everywhere for all u ∈ W 1,p(Ω1).
Proof. Every lattice homomorphism is a weighted composition operator by [7, The-
orem 4.13]. Then Tu = g ·(u◦ξ) almost everywhere for all u ∈W 1,p(Ω1) with a local
rigid motion ξ and a locally constant function g such that |g| ≡ 1 by Theorem 4.16.
But since T is a positive operator, g ≡ 1. 
Theorem 6.2. Let p > 2, and let T be isometric. Assume that T is order bounded
from W 1,p(Ω1) to L
p(Ω2) and that W
1,p
0 (Ω2) ⊂ TW
1,p
0 (Ω1) and T (0) = 0. Then
there exists a local rigid motion ξ on Ω2 and a locally constant function g on Ω2
satisfying |g| ≡ 1 such that Tu = g · (u ◦ ξ) holds almost everywhere for all u ∈
W 1,p(Ω1).
Proof. The operator T is linear [23]. Then, by Theorem 3.4, T is a weighted
composition operator. Now the claim follows from Theorem 4.16. 
The remaining theorems of this section give conditions under which the sets Ω1
and Ω2 are congruent. For this we always assume some mild regularity of the sets,
at least regularity in p-capacity, see Definition 5.4. The following remark explains
why this is optimal. Moreover, it should be noted that this assumptions is very
weak, compare Remark 5.5.
Remark 6.3. Sobolev spaces “do not see” very small differences of open sets in the
sense that W 1,p(Ω) and W 1,p0 (Ω) are by the identity mapping isometrically isomor-
phic to W 1,p(Ω′) and W 1,p0 (Ω
′), respectively, whenever Ω and Ω′ differ only by a
p-polar set. This follows for example from [18, Theorem 2.53], [19, §1.2.5], and [8,
Theorem 3.2.15].
To give an example, for 1 < p ≤ N we pick Ω and Ω′ such that they differ by a
single point. If we let T be the identity operator from W 1,p(Ω) to W 1,p(Ω′), then
T has all nice (operator) properties we can ask for, e.g., T is an isometric lattice
isomorphism, but the domains are not congruent.
One way to exclude such artificial counterexamples is to pick canonical represen-
tatives for the equivalence classes of domains that differ only by p-polar sets. A way
to express this choice is to require the domain to be regular in p-capacity. In fact,
for every open set Ω there exists a unique open set which is regular in p-capacity
and differs from Ω only by a p-polar set [8, Proposition 3.2.6].
Theorem 6.4. Let p = 2 and N ≥ 2, or let p > 2. Let Ω1 be regular in p-capacity
and Ω2 be connected and topologically regular, i.e., Ω2 is the interior of its closure.
Assume that there exists an isometric operator T such that W 1,p0 (Ω2) ⊂ TW
1,p
0 (Ω1)
and either
(a) T is a lattice homomorphism; or
(b) p > 2, T is order bounded from W 1,p(Ω1) to L
p(Ω2), and T (0) = 0.
Then Ω1 and Ω2 are congruent.
Proof. By Theorems 6.1 and 6.2 the operator T satisfies (5.1). Now the claim
follows from Theorem 5.7. 
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Theorem 6.5. Let p = 2 and N ≥ 2, or let p > 2. Assume that Ω1 and Ω2 be
regular in p-capacity. Assume moreover that there exists an isometric operator T
such that TW 1,p0 (Ω1) =W
1,p
0 (Ω2) and either
(a) T is a lattice homomorphism; or
(b) p > 2, T is order bounded from W 1,p(Ω1) to L
p(Ω2), and T (0) = 0.
Then there is a pairing between the connected components of Ω1 and Ω2 where the
respective pairs are congruent, i.e., Ω1 can be transformed into Ω2 by translation
and rotation of its connected components. In particular, if Ω1 or Ω2 is connected,
then Ω1 and Ω2 are congruent.
Proof. By Theorems 6.1 and 6.2 the operator T satisfies (5.1), i.e., Tu = g · (u ◦ ξ)
almost everywhere for all u ∈ W 1,p(Ω1) with a local rigid motion ξ. Since T is
isometric, it is injective. Hence ξ is a bijection of Ω1 and Ω2 by Theorem 5.9. Now
the restrictions of ξ to the connected components of Ω2 realize the pairing in the
statement of the theorem. 
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