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Abstract
Computer vision systems that monitor human activity can be utilized for many diverse ap-
plications. Some general applications stemming from such activity monitoring are surveil-
lance, human-computer interfaces, aids for the handicapped, and virtual reality environ-
ments. For most of these applications, a non-intrusive system is desirable, either for reasons
of covertness or comfort. Also desirable is generality across users, especially for human-
computer interfaces and surveillance. This thesis presents a method of gaze estimation
that, without calibration, determines a relatively unconstrained user’s overall horizontal
eye gaze.
Utilizing anthropometric data and physiological models, a simple, yet general eye
model is presented. The equations that describe the gaze angle of the eye in this model
are presented. The procedure for choosing the proper features for gaze estimation is de-
tailed and the algorithms utilized to find these points are described. Results from manual
and automatic feature extraction are presented and analyzed.
The error observed from this model is around 3◦ and the error observed from the imple-
mentation is around 6◦. This amount of error is comparable to previous eye gaze estimation
algorithms and it validates this model. The results presented across a set of subjects dis-
play consistency, which proves the generality of this model. A real-time implementation
that operates around 17 frames per second displays the efficiency of the algorithms imple-
mented. While there are many interesting directions for future work, the goals of this thesis
were achieved.
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Chapter 1
Introduction
As stated in [20],“Our eyes are crucial to us as they provide us an enormous amount of
information about our physical world.” In every day life, our eyes are our guides through a
world of objects. The primary visual cortex rests in the occipital lobe of the human brain.
This lobe occupies approximately 40% of human brain volume. There are many theories
as to how this cortex operates, but since such a large portion of the brain is dedicated to
processing visual stimuli, it is apparent that vision is of utmost importance in human life.
It gives us the information that enables us to move about quickly and efficiently. It allows
us to quickly recognize dangerous or pleasurable situations. Vision is an essential tool in
interaction with other human beings and the physical world that surrounds us. If computers
were able to understand more about our attention as we move about the world, they could
enable simpler, more fulfilling situations.
Consider the following home automation scenario: a man walks into his home. He is
dejected, looking downwards; he had a hard day at work. It is recognized that his mood is
not a positive one, so, as the lighting slowly brightens, it stops at a lower level of luminance
in an attempt to calm him. Soothing music may begin to play. As he glances about his
home, objects that he fixates upon light up, readying themselves for his attention.
Or, consider this surveillance scenario: the cameras that monitor the bank tellers, coun-
ters, and safes notice an individual who is observing them. This individual looks to be
counting the number of cameras, watching the security guards, and monitoring the mon-
etary transactions. These actions are brief, but the security system flags them, and the
1
security guards accost the man for questioning.
These situations may or may not seem realistic, yet, as computers become less expen-
sive and more powerful, the computational power exists to perform these functions. What
is lacking are simple and efficient methods of analyzing human cues (body language, voice
tone, eye fixation, etc...) that would enable computers to more intelligently interact with
humans. Considering the importance of visual processing biologically and realistically,
computers will need to better assess human attention through eye gaze before they will
ever be able to provide more intelligent interaction scenarios.
Yet, considering the amount of brain processing power that is dedicated to visual pro-
cessing, creating the necessary algorithms to efficiently perform similar actions on a com-
puter appears to be a daunting task. There have been many methods developed using neu-
roscience that can monitor eye movements such as the electrooculargram (EOG), but most
of these are done purely for the sake of knowledge and end up being intrusive upon the
subject.
There have been many systems that incorporate more human cues into their interaction
modalities. Many of these stem from the need for different input modalities for individ-
uals with physical disabilities. For example, [2] creates a system that can visually track
any feature from a template. They perform tests tracking the nose, lips, thumb, and eyes.
Takami et al. created a system for physically disabled users that would track their eye
movements [31]. These systems use custom software that enables fine mouse movement
to be performed. Another application using the eyes is that of gaze typing, where a user’s
gaze enables him/her to type on a computer [7]. In the end, Pentland words the goal best:
... interpreting the human portion of the computer’s context: where people
are looking or pointing, what tasks they are doing, and their affective state
(e.g., tired, confused, pleased, stressed, etc..) [24].
Considering the potential application domains of surveillance and human-computer in-
teraction, different criteria can be set for each. In a surveillance application, the goals of
2
passivity and unintrusiveness are the most important. Human-computer interaction can be-
come intrusive to a point with the goal of higher accuracy. In either case, the lack of a priori
knowledge of the subject or user presents a challenge to algorithm development. Many of
the current systems require each user to calibrate the system to his/her physiological char-
acteristics. While this facilitates accuracy, it stifles generalization.
The objective of this thesis was to create an algorithm that can determine the angle
of human eye gaze without requiring any specific a priori knowledge of individuals (i.e.
works for all users). As the angle that a human can rotate his/her eye is greater horizontally
than it is vertically, solely horizontal movements are studied. The process began with the
study of eye and face anthropometrics, in order to gain an understanding of the statistical
variation within a population. Following this, eye and face physiology was studied to
determine the simplest, yet most accurate, model for the eye. Then, the mathematics were
derived for the movement of this model. Test data was gathered from 6 subjects, and this
data was analyzed using 3 methods. The first method was performed manually. The second
method was a MATLAB R© implementation of the algorithms necessary for extracting the
requisite eye feature points for the gaze angle calculations. The final method was a real-
time implementation of the gaze estimation algorithm.
This thesis proceeds as follows: Chapter 2 presents relevant information on previous
eye gaze estimation system research. The development of the eye model used is described
in Chapter 3. Following the description of the necessary theory, the development of the
algorithms required to implement this theory is presented in Chapter 4. Further details of
system implementation are given in Chapter 5. Chapter 6 displays and discusses the perti-
nent results of this work. The final chapter, Chapter 7, concludes the work and discusses
areas of future work.
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Chapter 2
Background
The algorithms most related to this work vary both in the way they estimate gaze and how
they are integrated into their accompanying system. The major differentiating factor is the
system into which they are integrated. As such, they will be stratified by the greatest dif-
ferentiator and have been separated into two groups: Infrared (IR) Light-based and Visible
Light-based. Neither type of system requires the user to wear any supplementary equip-
ment. IR Light-based systems utilize IR Light Emitting Diodes (LEDs) to illuminate the
eye and either IR or visible light cameras to image the eye. Visible Light-based systems
rely only upon the ambient lighting in the scene to illuminate the eye and visible light cam-
eras to image the eye. Section 2.1 provides an overview of some IR light-based system,
while Section 2.2 describes significant visible light-based systems.
2.1 IR Light Systems
IR-based systems employ IR or near IR LEDs and IR or visible light cameras. With this
type of lighting the pupil-center/corneal-reflection (PCCR) technique can be employed.
PCCR requires two major steps: pupil-glint vector extraction and gaze mapping function
acquisition. Pupil-glint vector extraction consists of image processing to extract the pupil
center and the glint center(s). The gaze mapping function acquisition requires calibration
per individual user. This sets the scale of the pupil-glint vector for each user [44]. All
of the IR-based systems detailed below require a calibration procedure as well as a high
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resolution image of the eye.
Talmi and Liu created a contact-free measurement system that tracks the eye and detects
the user’s gaze direction for interactive displays [32]. Two cameras are statically mounted
on the sides of a monitor for head tracking. A third camera, with an IR LED attached, is
mounted on a pan-tilt unit beneath the monitor to track one eye. The eye camera zooms
in upon the eye to obtain a high resolution image. The eyes are detected using Principal
Component Analysis (PCA) and the gaze is found using the PCCR technique. In order to
compensate for head movements, the 3D position of the head is used to update the center
of the eye sphere. When the angle of rotation of the eye was kept between ±20◦ and the
head position was fixed, the resultant error was 0.7◦.
Pastoor et al. created an experimental multimedia system that incorporated the user’s
gaze as a form of input in [23]. The first step of their procedure is to localize the eyes in
a head image. This is done by analyzing the video stream for the blinking of both eyes.
After the eyes are found, they are tracked. The gaze tracking algorithm was based on the
cornea reflex method. When the eye is illuminated with a low-intensity infrared light, the
pupil appears as a black region in the camera image. Two points in the image are extracted
and used for the gaze measurements: the center of the pupil and the reflection of the light
from the cornea. Because the relationship between the vector points from the center of the
pupil to the light reflection and the user’s gaze direction is monotonic, the gaze direction
can be found from the eye vector. The pupil is approximated as a circle and found using the
circular Hough Transform on an edge map created using the Sobel edge operator. The pupil
circle center is assumed to be the global maximum of an accumulator array containing the
magnitudes of the luminance of the edges. The position of maximal gradient is searched
along a radius from the center of the pupil. A rough pupil outline is found and refined using
a least squares fitting technique. Once the pupil is successfully located, the reflection of
light is found as a bright region near the pupil. A vector from the center of the pupil to the
center of the reflected light is found. The calibration process consists of the user looking
at five calibration points in order to scale the eye vector. Head movement compensation is
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built into the system because the eye vector changes as the head moves. The average error
of this system was found to be 0.4◦ on still images with simulated pupil and glint positions.
A common modification to systems that utilize pccr is to increase the number of IR light
sources. In [6], four L-shaped illuminators are used to illuminate the scene and the user’s
eye. This projects four points onto the eye that are used for the detection of the gaze. The
pupil center and the four points projected onto the eye are computed. From pairs of these
points, pupil-glint vectors are calculated in order to determine the gaze. The gaze is only
properly calculated after a calibration procedure. The pupil center and the glint points are
also used for the eye tracking algorithm. They did not report any results as to the accuracy
of their gaze estimation.
Another variation in gaze estimation systems is the number and purpose of cameras
used (e.g.[32] used 3 cameras). The system developed by Shih and Liu tracks the eyes with
a stereo camera configuration [26]. An overview of their gaze tracking system is provided
before their stereo gaze tracking system is described. Another differentiating factor of their
system is the length of the calibration phase. Using a simplified model of the eye, the
theory required to calculate the user’s optical axis and his/her line of sight is developed.
The calibration requires determination of the locations of all the physical elements in the
system. The angle between the optical axis and the line of sight is determined for each user
in the calibration step. After the calibration, the gaze angle accuracy is found to be around
1◦.
Yoo and Chung propose a robust feature detection method in the context of a system
based on the PCCR technique [40]. Two cameras sit below a computer monitor. One main-
tains a wide-angle view of the user while the other obtains a zoomed-in view of the user’s
eye. The function of the wide-angle camera is to continue eye tracking in the situation
where the zoomed-in camera loses the eye. IR LEDs are placed at each of the corners of a
computer monitor to obtain the corneal reflection image. Another IR LED is placed at the
center of one of the camera’s lens to produce the bright eye effect on the pupil. The LEDs
are synchronized with the image capture in order to generate a dark image and a bright
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image. The IR reflections on the eye are transformed into a projective space in order to
utilize an invariant value in this projective space for gaze estimation. In the video stream,
the IR glints are found by a simple thresholding of the image. The pupil center is found
using both the bright eye image and a dark eye image. The direct ellipse fitting algorithm
[5] is utilized to fit the pupil. From their experiments, the gaze error is 0.65◦.
Zhu and Ji attempt to remedy one of the two common issues found with gaze estimation
systems in general, especially ones that utilize the PCCR technique [44]. These issues are
• required calibration per user
• variant under head movements
Their method proposes to make the PCCR technique invariant to head movement. This is
done by calculating not only a gaze mapping function, but also a head mapping function
(similar to [32] and [23]). The head mapping function maps pupil-glint vectors for a fixed
gaze to different head positions. The hardware setup consists of two cameras mounted
below a monitor with an IR LED mounted at the center of one of the camera’s lens. Once
calibrated, the system performs with 1.3◦ of error horizontally and 1.7◦ of error vertically.
Most of the described IR light-based systems use multiple cameras either for stereo
vision or for more accurate tracking. All use at least one IR LED for eye illumination.
Every IR system requires a calibration phase for each user because each uses a variant of
the PCCR technique. The gaze estimation results are summarized in Table 2.1.
Paper Average Gaze Angle Error (degrees)
Talmi and Liu [32] 0.7
Pastoor et al. [23] 0.4
Garcia et al. [6] n/a
Shih and Liu [26] 1
Yoo and Chung [40] 0.65
Zhu and Li [44] 1.3
Table 2.1: IR Light-based System Gaze Angle Accuracy
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2.2 Visible Light Systems
Visible light-based systems rely on visible light cameras and ambient illumination. Be-
cause nothing out of the visible range of light is used, more sophisticated image processing
techniques are required for the estimation of gaze. This makes the algorithms more com-
putationally complex, increasing the hardware requirements. Sometimes this is remedied
by the use of specialized image processing hardware. More often than not, though, the
only required hardware are off-the-shelf (OTS) cameras and PCs. The development of
gaze estimation systems and algorithms described within began with a simplification of the
problem, assuming the pose and gaze angle are the same, and have evolved to integrate
both head pose estimation and eye gaze estimation methods for a more proper estimation
of user attention.
Stiefelhagen and Yang develop a system that estimates gaze based on head pose [29]. A
model of the face is built from specific features, which are subsequently tracked and used
for pose calculation. This system assumes the pose and gaze angle to be the same.
Smith et al. find the eye gaze using one camera [28]. Their system is meant to monitor
driver alertness. The head, lips and eyes are found using color predicates and, subsequently,
tracked. The gaze is estimated from the positions of the eyes and the estimated position of
the back of the head. This gives a very gross estimate of gaze direction, but it is slightly
more accurate than assuming the gaze of the eyes and pose of the head are the same.
Kim and Ramakrishna develop two algorithms for detecting the eye position. The
Longest Line Scanning (LLS) algorithm is based on the fact that “the center of an ellipse
lies on the center of the longest horizontal line inside the boundary of the ellipse” [12].
Since the iris/sclera boundary is a well-defined intensity edge, an image of the eye can be
thresholded to produce the edge between the iris and the sclera. The centroid of the iris re-
gion is found, and from this the edges of the iris are detected with either a canny or vertical
edge operator. Scan lines are run between the edges to find the longest line. This allows
the inference of the iris center, which is the pupil center as well. The second algorithm,
Occluded Circular Edge Matching (OCEM), uses a circular edge matching technique that
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takes into account occlusion of the iris by the eyelids. Each circular match is scored, and
the region with the highest score is said to be the iris. In order to compensate for slight head
movement, a reference point is placed upon the user’s glasses. This allows determination of
the subject’s face as well as the origin of the iris center. Two gaze estimation algorithms are
presented. The first is geometry-based estimation and is calibrated using both eye move-
ment and head movement. The second uses an adaptive estimation technique to determine
the gaze direction. It is concluded that their geometry-based estimation produces better
results than their adaptive estimation. While this method compensates for head movement,
it is done intrusively by placing special glasses on the subject or marking his/her glasses if
he/she already has them. The authors do not report any angular error for this research.
The work done by Newman et al. [19] consists not only of specialized software, but
also some unique hardware. It is closely related to the previous work done by Zelinsky
et al. [17]. A Hitachi IP5005 video card is used to multiplex images from two camers in
order to simplify processing. Two stationary cameras are pointed towards a user located
about 600mm distant from them. The software system consists of 5 parts: face model
acquisition, face acquisition, face tracking, gaze point estimation, and 3D visualization.
Face model acquisition requires 3 pictures of the face to be taken: one from the front, one
from the left, and one from the right. The features to be tracked are manually selected from
each image. After the face model is acquired, the face is found in the video stream and
face tracking begins. The position of the eyes are known from the tracking algorithm. The
pupil location is found under the assumption that the pupil is a circle in the image. The
gaze vector is found using the center of the pupil and the center of the eyeball sphere. As
the system uses 2 cameras, 4 gaze vectors can exist and are calculated (1 for each eye from
each camera). These vectors are then combined to form one gaze direction estimate as well
as a certainty estimate. While this system is non-intrusive, incorporates head pose, and
works in real-time, it leaves room for improvement. First, the system requires a lengthy
calibration step before its proper operation. Second, the same images are used for both
head pose and gaze estimation. This creates a low resolution image of the eye, making
9
it difficult for this system to detect subtle eye movements. Nonetheless, they report gaze
errors of approximately 3.5◦.
The system developed by Newman et al. that incorporates both head pose and eye gaze
was modified by Matsumoto and Zelinsky [17]. This system does not use any man-made
cues to perform head pose estimation. Their goals were to create a system that was non-
contact, passive, real-time, robust to occlusions, deformations and lighting fluctuations,
compact, accurate, and able to detect head pose and gaze direction simultaneously. This
is something of an ideal set of requirements for any passive gaze estimation system. Their
algorithm begins with a face detection phase. Once the face is found, it is tracked using a
3D facial feature model. This model is uniquely generated for each user. From this model,
the 3D position of each facial feature is calculated. The pose of the head is estimated from
the 3D positions of each of the features. Once the pose is found, the user’s eye gaze is
estimated. A 2D view of the eye is found from the projection of the eyeball onto the image
plane. The circular Hough Transform is used to find the center of the iris. The gaze is then
calculated from the iris center and the eyeball center. The eyeball center is approximated
as the midpoint of the eye corners. Both the eyeball radius and the iris radius are found per
user during the calibration phase. Four gaze vectors are calculated and averaged to find the
user’s gaze. From their experimental setup, the worst case error was 3◦.
Zhu and Yang developed a method of gaze estimation utilizing low resolution images
of the eye for the estimation of eye gaze [43]. This method assumes an eye image size of
45x20 pixels, but increases the precision of the algorithm by working at subpixel levels.
The inner eye corner is found using a corner filter at multiple resolutions. Using the inner
eye corner as a stationary reference point, the iris-sclera boundary is found and the vector
between the eye corner and the center of this region calculated. In order to find the center
of the iris, an ellipse fitting method is used. Once the iris center is found and the vector
from the eye corner to the iris center is determined, a 2D mapping is found between the
gaze angle and this vector. In order to create this mapping, each user must look at a few
calibration points on a monitor. This algorithm is very efficient and robust across different
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users and environments, yet its generality is stifled as there is a required calibration step.
Their experiments yielded gaze errors of 1.4◦.
One common simplification of iris/pupil finding is modeling it as a circle. References
[43] and [12] do the modeling as an ellipse. Another algorithm that models the shape of
the iris in an image as an ellipse is the one-circle algorithm from [35]. The major area
upon which Wang and Sung intend to improve is shape fitting for the iris. Stating that most
algorithms use circles to estimate the shape of the iris, Wang and Sung treat the iris contour
as the edge of an ellipse. The one-circle algorithm uses the image of only one eye at a high
resolution. The shape of the iris is modeled as an ellipse, which is then back-projected to
find a circle. The vector from the center of the circle through the center of the ellipse is
the estimated gaze vector. The overall system designed utilizes two cameras, each with
a different purpose. The first camera is mounted on a fixed tripod and is used for head
pose calculations. The second camera is mounted on a pan-tilt unit and tracks the eye.
From their experiments, it was found that their algorithm yields an average gaze error of
approximately 0.5◦.
All of the above systems are fully functional and excellently represent the possibili-
ties of non-intrusive eye gaze estimation using only visible light eye images. The work
presented in [19], [43], and [17] demonstrates the possibility of creating a system that in-
tegrates both head pose and eye gaze estimation techniques. Zhu [43] also shows that high
resolution images are not necessary for accurate eye gaze measurements. Wang [35] dis-
plays that the image of only one eye can be used to accurately calculate eye gaze, while
Matsumoto [17] demonstrates the usefulness of multiple eye images for the calculation of
gaze. The advanced image processing techniques used in these systems produce very low
gaze angle errors, demonstrating the lack of need for IR LEDs in the creation of a gaze
estimation system (Table 2.2).
The research detailed above describes the most relevant eye gaze estimation systems.
Each of these systems measure eye gaze with low angular error while requiring a cal-
ibration phase for every user. For human-computer interaction, calibration per user is no
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Paper Average Gaze Angle Error (degrees)
Newman et al. [19] 3.5
Matsumoto and Zelinsky [17] 3
Zhu and Yang [43] 1.4
Wang and Sung [35] 0.5
Table 2.2: Visible Light Systems Gaze Angle Accuracy
different than having different settings per user. Yet, for surveillance or ubiquitous comput-
ing, calibration must be circumvented. The following chapter describes the development
of a theoretical eye model and the concepts utilized to overcome calibration.
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Chapter 3
Theoretical Development
Based on the background information presented in Chapter 2, a visible light eye gaze es-
timation system can be developed to obtain low angular error. Yet, all of the algorithms
presented aim only for accuracy. In this quest for accuracy, generality is stifled through the
necessitation of a calibration procedure. In order to increase the generality of the algorithm,
the need for calibration must be overcome. While pursuing this goal, though, the desire for
accurate results must be kept in mind. The two types of development are described in
Section 3.1 and the modeling of the eye is laid out in Section 3.2.
3.1 Justification
The first step in developing a gaze estimation algorithm is to determine how the gaze will
be computed. The two approaches are to use training or modeling. If the algorithm uti-
lizes data from training, then a calibration step is required. If the algorithm is based upon
a model, it is possible that calibration will not be necessary. Most of the current systems
require some calibration procedure before the user’s gaze can be estimated regardless of
whether the gaze is found from training data or a model [12],[17], [43], and [35]. The
training approach limits the system to using calibration data of some sort, while the mod-
eling approach has the potential to be used without any calibration step. It is the modeling
approach that will be pursued in this thesis.
The eye models that are utilized in some of the visible light-based systems described
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in Chapter 2 are similar because the eye does not vary; what varies is each researcher’s
interpretation of the eye. In [12], the eye is modeled as a perfect sphere that rotates around
its geometric center. The center of the iris is then mapped to gaze angles. Matsumoto
and Zelinsky also model the eye as a sphere [17]. The location of the midpoint of the eye
corners defines their eye sphere center. This is combined with the location of the pupil to
determine gaze direction. Zhu and Wang model the eye to perform error analysis, but utilize
training data to calculate the gaze [43]. Wang and Sung model the eyeball as a sphere and
the iris as a circular ring [35]. The iris shape is used to determine the user’s gaze.
From the above systems and the results they have attained, there are certain safe as-
sumptions that can be made. First, simplifying the eye to a perfect sphere does not appear
to have a very negative effect on the results. Second, it is possible to easily find the iris
and, therefore, the pupil, and the eye corners can also be detected without much difficulty.
Yet, one major assumption that is made in the previous systems is the need for calibration.
While they state statistical averages for specific eye parameters, they use a calibration pro-
cedure to determine these parameters. As they are statistical averages, these values can be
used to generate a general model with some assumed error.
In order to develop a model, the physiological eye was first studied. After this, anthro-
pometric data was gathered to evaluate which parameters were relatively constant across
a population. Finally, the model was created using simplifications from the physiological
eye and assumed constants from the anthropometric data.
3.2 Modeling
3.2.1 Physiological Eye
The human eye rests in a cavity in the skull known as the orbit [16]. It rotates with 6 degrees
of freedom allowed by the 6 major muscles that control its movement. The movement
of the eyes can be considered alone or in pairs. When alone, the movements are called
“ductions” [11]. Turning the eye towards the nose horizontally is called “adduction” while
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turning the eye away from the nose horizontally is called “abduction” (Figure 3.1). Rotating
the eye upwards is called “elevation” while rotating it downwards is “depression”. The
movements of the eyes as a pair are also defined. The “primary position” is basically the
position of the eyes when looking forward at a point that rests at infinity (Figure 3.2).
From the primary position, the eyes can move into either secondary or tertiary positions.
Secondary positions are rotations about one of either the horizontal or vertical axes (Figure
3.3). Tertiary positions are all positions other than the primary or secondary positions [11].
Figure 3.1: Adduction and abduction defined for the single eye in relation to the nose.
Geometrically, the eye has the shape of an ellipsoid. This is generally simplified to
a sphere. The cornea can be viewed as the external hemisphere of the intersection of a
smaller sphere with the eye sphere. A further simplification places the cornea directly upon
the eye sphere. The eyelids are elliptical arcs, and the iris (as it is seen through the cornea)
is an ellipse. The lateral and medial intersection points of the eyelids are the ectocanthion
and the entocanthion, respectively (Figure 3.4).
Light first enters the eye through the cornea. It is refracted and then passes through
the pupil. The pupil determines how much light to let through to the interior. Once light
is inside the eye, it hits the rods (black & white and low resolution) and cones (color and
high resolution) of the retina. The area of highest resolution (and highest cone count) is
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Figure 3.2: The primary position of the eyes when viewed from above.
the fovea. It rests towards the back of the eye. When an object is fixated upon, the goal
is to subject the fovea to the most reflected light rays from this object. The visual axis of
a person can be defined by the line from the fovea, through the center of the eye, and out
through the pupil. This differs from the pupillary axis by about 5◦, which is the axis from
the back of the eye through the center of the pupil [16].
3.2.2 Anthropometrics
Across any species, there are statistical averages that can be found for specific physio-
logical features. The study of human body dimensions is called anthropometrics. From
anthropometric data, certain dimensions related to the eye and surrounding parts can be
found.
The axial diameter of the eye is approximately 24.5mm long. This is the distance from
the front of the cornea to the back of the retina [16]. The average corneal diameter is
12.0mm. The eye rotates on a fixed point that is about 13.5mm back from the corneal apex
and 1.6mm to the nasal side of the geometric center of the sphere [11]. The anthropometric
statistics utilized in the creation of the model are found in the tables in Appendix A. These
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Figure 3.3: A horizontal secondary position of the eyes.
are reproduced from [41]. This data is taken from adult U.S. citizens. The biectocanthus
breadth is “the bilateral distance between the right and left lateral eyelid junctions” [41].
The bipupil breadth is “the bilateral distance between the right and left pupil centers of
the eyes when looking straight ahead” [41]. The bientocanthus breadth is “the bilateral
distance between the right and left medial eyelid junctions” [41]. These are best shown in
Figure 3.5. The horizontal length of the palpebral fissure (the opening between the eyelids)
is between 27 and 30mm. Additionally, the sellion is the “the point of greatest midsagittal
indentation on the nasal bridge immediately inferior to the supraorbital ridge level.” This
is usually the point on the nose immediately below the eyebrows. From the sellion, two
distances are measured: the sellion height from medial canthus plane line (Table A.4) and
the sellion height from lateral orbital plane line (Table A.5). These are displayed in Figure
3.6. The most notable features related to this work are listed with definitions in Table 3.1.
3.2.3 Eye Model with Frontal Pose
It is with the physiological model and the anthropometric data that the eye model is created.
As a pair, the gaze angle of each eye differs when the object of interest is closer than an
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Figure 3.4: The eye corners.
Feature Description
Ectocanthion Outer eye corner
Entocanthion Inner eye corner
Midpupil Center of the pupil
Sellion Point of greatest indentation on the nose
Table 3.1: Features of importance.
arm’s length away. It is within this range that most depth is perceived, as objects this close
to a human mean they can be touched. Outside of this range, the gaze angle of each eye can
be considered approximately equal. This is because the visual axes become near parallel
as objects move further away (Figure 3.7). If the eyes are to be considered singularly, then
the assumption that objects are far enough away for the visual axes to be parallel must be
made for gaze angle calculations to be correct. One physiological aid to this assumption is
the angular difference between the pupillary axis and the visual axis. Since the visual axis
is angled towards the nose when the eyes are in the primary position, the appearance of the
pupils gives the sense that one is looking further away than he/she is, as his/her eyes do not
have to physically turn inwards to see objects a certain distance away.
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Figure 3.5: Distance A defines the bientocanthus breadth. Distance B defines the bipupil
breadth. Distance C defines the biectocanthus breadth.
Considering each eye individually, it is proper to note which of the “ductions” will be
measured. The angular rotation of the eye is greater horizontally than it is vertically, so it
is logical to begin development by measuring the horizontal gaze angle before the vertical.
In this case, adductions and abductions will be the major forms of single eye movement
studied.
Using the assumption made in many of the previous systems, the eye model simplifies
the eye to a sphere. As only the horizontal gaze angle will be measured, the modeling can
be done on a 2D projection of the eye sphere (i.e. a circle). A circle can be thought of as
the end points of a vector that is rotated about the origin. If this vector is defined by the
position of the midpupil, then the movement of the midpupil simply becomes movement of
the vector. Horizontal eye movement is the angular rotation of the vector. Yet, the eye does
not rotate about its geometric center, rather, it rotates about a point that is approximately
13.5mm inwards from the corneal apex (this is greater than the diameter of about 11mm)
and 1.6mm towards the nose. This is what accounts for the asymmetry of eye movements.
Now the movement of the vector is not only a rotation, but also a translation (Figure 3.8).
It is simply defined in (3.1).

 xmp
zmp

 =



 x
z

 +

 dx
dz




T 
 cos(θ) sin(θ)
−sin(θ) cos(θ)

 (3.1)
In (3.1), the vector [x, z] is [0, 13.5mm], dx and dz are the translations along either
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Figure 3.6: Distance D defines the sellion height from medial canthus plane line. Distance
E defines the sellion height from lateral orbital plane line.
axis or [1.6mm, 0], θ is the angle of rotation, and [xmp, zmp] is the position of the midpupil.
With this knowledge, the gaze can be measured as the angle between the vector [xmp, zmp]
and the z-axis (Figure 3.10). The only missing data is that of the location of the eyeball
center.
The first attempt at overcoming this lack of knowledge was to try a method that did not
require it. In order to keep the model general, the initial approach considered a ratio metric
and its a priori mapping to eye gaze. The ratio to be used was the ratio of the distance from
one eye corner to the center to the distance from the other eye corner to the center. While
the data suggested there was a unique ratio for each gaze angle and a function that could
be mapped to the data, the solution to the problem was not unique.
During the analysis of the ratio model, it was observed that (3.1) could be solved for
θ if x could be determined, where x is the horizontal position of the original vector. If x
is considered the center of the eye sphere, then this value can be found. Matsumoto and
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Figure 3.7: As the object of interest moves away from the subject, the pupiliary axes of the
eyes approach being parallel.
Zelinksy found the eye center by using the midpoint of the two eye corners [17]. Since the
positions of the eye corners are statistically defined horizontally, this idea was used. Figure
3.9 displays the 3 feature points. Adding in the horizontal position of the two eye corners,
xec and xen, (3.1) becomes (3.2).

 xmp
zmp

 =




xen+xec
2
z

 +

 dx
dz




T 
 cos(θ) sin(θ)
−sin(θ) cos(θ)

 (3.2)
Assuming that the midpupil, xmp, the ectocanthion, xec, and the entocanthion, xen, are
found, there remain some values yet undefined: dx, dz, zmp, and z. dx and z are taken
as the anthropometric statistics of 13.5mm and 1.6mm, respectively. When a conversion
factor, P , is used, they can be of pixel units. It is assumed that dz is zero, as the vector is
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Figure 3.8: The translated and rotated vector. Points a, b, and c correspond to (3.5).
rotated about the midpoint of the entocanthion and ectocanthion. The only value left is zmp,
which is a function of θ. With a head pose of 0◦ in all directions, zmp can be considered 0.
Once all of the values are defined, θ can be solved for from (3.3).
xmp = (x + dx) ∗ cos(θ)− (z + dz) ∗ sin(θ) (3.3)
θ = −sign(z + dz) ∗ arcsin
(
xmp√
(x + dx)2 + (z + dz)2
)
+ arctan
(
x + dx
z + dz
)
(3.4)
Letting
a = xmp
b = x + dx
c = z + dz
Equation (3.4) becomes
θ = −sign(a) ∗ arcsin
(
a√
b2 + c2
)
+ arctan
(
b
c
)
. (3.5)
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Figure 3.9: The 3 feature points.
This is the final form of the horizontal gaze equation with frontal head pose. The gaze
angle is defined as the angle from the positive z-axis to the midpupil vector (Figure 3.10).
The anthropometric data used is shown in Table 3.2.
Variable Value(mm) Description
z 13.5 Distance between pupil and eye center
[dx, dz] [1.6, 0] Translations defining center of rotation
P 28.6025 Length of palpebral fissure
Table 3.2: The anthropometric data used in the eye model with frontal pose.
With 0◦ of head movement in any direction, this equation appears as an accurate, yet
simple method of horizontal gaze estimation. Let it be noted that with the solution for θ,
zmp can be calculated from (3.6).
zmp = a ∗ sin(θ) + b ∗ cos(θ) (3.6)
This derivation does not take the head angle into account. Using a model that incorpo-
rates head pose, the gaze angle at different head poses can be derived.
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Figure 3.10: The gaze angle defined.
3.2.4 Eye Model with Variable Pose
When the head turns horizontally (yaw), the horizontal gaze angle is modified. With refer-
ence to an absolute coordinate system, the angle by which the head is rotated is the same
as the angle by which the gaze is rotated. For example, if a person with 0◦ of head yaw and
a 0◦ gaze rotates his/her head by 10◦ to the left, then the gaze will appear as if it were 10◦
to the left, if the eye is solely considered. Yet, when the head is turned, the projections of
the eye features onto the image plane change. Figures 3.11 and 3.12 display the difference
between the projections of the feature points with 0◦ of head pose and with some angle, ϕ,
of head pose. As the head rotates in either direction horizontally, the relationship between
the ectocanthion, midpupil and entocanthion changes even as the gaze may be directed in
the same direction. The ectocanthion begins to move out of view, causing the projection
of the midpupil and the projection of the ectocanthion to be closer in the image plane than
they are in the object plane. To overcome this, the vectors that define the eye features must
be rotated back to a position appearing as if the head were posed at 0◦. It is only under
these circumstance that the model will work.
In order to perform this rotation, the relative 3D positions of the feature vectors must be
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Figure 3.11: The projection of the eye feature points onto the image plane with 0◦ of head
yaw.
known. This requires utilizing additional statistical values that allow for the 3D vectors of
each point to be defined. These values are the sellion height from medial canthus plane line
and sellion height from lateral orbital plane line. Once the 3D vectors are defined (Figure
3.9), each vector must be rotated by an amount equal to the negative of the number of de-
grees of pose. In (3.7), (3.8), and (3.9), ϕ is the angle of head yaw, [x′en, z
′
en], [x
′
ec, z
′
ec], and
[x′mp, z
′
mp] are the 3D feature vectors after rotation, and [xen, zen], [xec, zec], and [xmp, zmp]
are the 3D feature vectors prior to rotation.

 x
′
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z′ec

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
T 
 cos(−ϕ) sin(−ϕ)
−sin(−ϕ) cos(−ϕ)

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Figure 3.12: The projection of the eye feature points onto the image plane with ϕ of head
yaw.
After all of the eye feature vectors have been rotated to a position with 0◦ of head pose,
then the formula defined above and shown in (3.10) can be utilized to find the relative gaze
angle using the anthropometric data in Table 3.3:
θ = −sign(a) ∗ arcsin
(
a√
b2 + c2
)
+ arctan
(
b
c
)
(3.10)
where
a = xmp
b = x + dx
c = z + dz.
The model presented above was assumed to be general enough to operate for any user.
In order to determine whether this assumption was valid, the model had to be put into
practice. The following chapter details the process of developing the requisite algorithms
that would enable this model to be utilized and tested.
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Variable Value(mm) Description
z 13.5 Distance between pupil and eye center
[dx, dz] [1.6, 0] Translations defining center of rotation
P 28.6025/cos(ϕ) Projected length of palpebral fissure
zec -6.025 Distance along z-axis to ectocanthion
zen 13.105 Distance along z-axis to entocanthion
zmp 13.5 Distance along z-axis to midpupil
Table 3.3: The anthropometric data used in the eye model with variable pose.
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Chapter 4
Algorithm Development
In order to have a working implementation of the gaze estimation model, the algorithms had
to be developed and honed to work in real-time. The corners and the midpupil needed to
be found efficiently so that the gaze could be calculated. Many methods were attempted on
an eye database created at RIT before the sufficient ones were found. Section 4.1 describes
the experimental setup used to create the eye database. Section 4.2 details the development
of the eye gaze estimation algorithm.
4.1 Experimental Setup
Before any development was done, eye images upon which testing would be performed
were gathered. This was done to have real images from the environment in which the
system was to be implemented as well as to create a reusable set of data. As the images
were gathered before any limits were set for the algorithms, the goal was for robustness
and reusability. The basic setup is shown in Figure 4.1.
The original consideration was to take images of subjects with 0◦ and both +22.5◦ and
−22.5◦ of head yaw. This was simplified to 0◦ and either +22.5◦ or -22.5◦ of yaw, as the
eyes are relatively symmetric on the face. The subject was seated at z0 with head posed at ϕ
degrees. He/she then looked at points θd apart up to ±θ. θd was defined by the distance xd.
Utilizing the 10x optical zoom capabilities of the camera, images were taken at multiple
levels of zoom.
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Value Parameter Value
0◦ ϕ -34◦
47.20◦ θ 47.2◦
5.14◦ θd 5.14◦
50cm x0 50cm
4.5cm xd 4.5cm
46.29cm z0 148.59cm
0cm y0 0cm
Table 4.1: Parameters for eye image generation.
Due to the materials readily available, xd was set to 4.5cm. This made θd equal to
5.142◦. The maximum angle, θ, was made ±47.203◦, giving a total of 25 points – 12 to
each side, 1 in the center. Five sets of usable data were taken with ϕ = 0◦ and 2 sets were
taken with ϕ = −34◦. With ϕ = 0◦, z0 was about 50cm. With ϕ = −34◦, z0 was about
150cm. These parameters are summarized in Table 4.1.
This lead to a total of 1250 face images with ϕ = 0◦ and 500 with ϕ = −34◦. Because
images were taken at different zooms, the images ranged from those similar to Figure 4.2
to those similar to Figure 4.3. Similarly, the image resolution differed between the images
with a head yaw of -34◦ as seen in Figures 4.4 and 4.5. The eyes were cropped by hand
from all of the face images. A few sample eye images can be seen in Table 4.2. Note how
pixellated the images at the lowest resolution are. There are not 2500 eye images because
not every face image contained both eyes due to the high zoom level. The number of eyes
per zoom level for both head pose angles is listed in Table B.1. Once the eyes had been
extracted, work on the development of the algorithms could begin.
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Figure 4.1: The setup as defined for general image taking.
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Figure 4.2: A face image taken with ϕ = 0◦ at zoom level 0.
Figure 4.3: A face image taken with ϕ = 0◦ at zoom level 9.
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Figure 4.4: A face image taken with ϕ = −34◦ at zoom level 0.
Figure 4.5: A face image taken with ϕ = −34◦ at zoom level 9.
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Table 4.2: Sample images of extracted eyes. The zoom level increases from top to bottom.
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4.2 Algorithm Development
There were two main target criteria for the eye feature finding algorithms: accuracy and
efficiency. Efficiency was the main concern, as they were to eventually operate in a real-
time system. Yet, accuracy was required to minimize the error in calculated gaze angle, as
previous algorithms reported low error values. In order to ease the development of these al-
gorithms, an easily customizable graphical user interface (GUI) was created in MATLAB R©.
This facilitated rapid prototyping of different methods as well as the combination of differ-
ent effects. The algorithms were developed with the assumption that an eye region would
already be found in a face image, and operations would be performed only on this eye
region.
4.2.1 Midpupil Localization
Due to the difficulty of finding the pupil from images of eyes with dark irises, the methods
to find the midpupil were directly related with methods to find the iris. Once the iris was
found, then the center of that region could be assumed to be the midpupil. Numerous
methods were attempted to find the iris. The first method described used low-level color
information from the saturation channel. The following methods all applied high-level
information by viewing the iris as a circle, a contour, and, finally, an ellipse.
From observation, one of the first techniques tried used the saturation channel from
an image converted from Red-Green-Blue (RGB) color space to hue-saturation-intensity
(HSI) color space. This was done because the hue channel contains part of the chromi-
nance information and the intensity channel contains all of the luminance information. The
saturation channel then contains the part of the chrominance that determines how light or
dark a color is. Since the pupil appears as a very dark region on the eye, it was thought that
this might aid in starting to find the iris. From a few examples, it was seen that, while the
pupil did show up as very high saturation values, so did eye lashes and shadows (Figure
4.6). After this discovery, using this information did not seem as if it would lead to a very
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accurate solution.
Figure 4.6: The saturation channel of an eye image. While the pupil has a very high
saturation, so do the eyelashes and shadows in the eye folds.
Following this, methods using more high-level knowledge were considered. The knowl-
edge employed was that the iris has the shape of a circle. The circular Hough Transform
was the next method employed [13]. This transform operates on edge maps that were ob-
tained using the Sobel edge operator. The maximum value of the output from the circular
Hough Transform defines the center of the region that best fits a circle of a pre-defined
radius. The results, while not poor, did not yield the accuracy required. For most cases, the
circle was fit properly to the iris with the center within 3 to 4 pixels of the midpupil (Figure
4.7). However, the method would require circles of varying radii to be searched, and the
iris is only shaped as a circle when it is looking directly at the camera.
Figure 4.7: The result from using the circular Hough transform with a radius of 25 pixels.
Trying to improve on the simplification of the iris as a circle using the fact that the
iris is an ellipse with occluded arcs, a method of snakes was attempted to circumscribe
the iris [39]. Snakes also require an edge map. Because Canny edge detection results in
an edge map with connected edges, this type of edge detection was considered best for
contour fitting with snakes, as it would be better to have an iris enclosed by edges. This
method requires a starting point to begin fitting, and the maximum of the saturation channel
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was chosen as the initial point. From the above analysis, this was not the best choice, but
there are not many other points with which to work. Contour fitting starting at the point
of highest saturation was not accurate. Figure 4.8 shows the results of this contour fitting
algorithm on a test image.
Figure 4.8: The results from contour fitting using the location of the maximum saturation
value as the initial point.
Finally, it was determined that it would be best to find the iris as an ellipse. This
would yield the most true-to-life results, and allow for a more accurate localization of the
midpupil. The elliptical Hough Transform was considered, but it was not used because of
its complexity [1], [42]. Rather than doing an exhaustive search of a large parameter space
for the best ellipse, a fitting method was used. The method in [5] was found to work well
at fitting ellipses to small sets of points. The only remaining problem was that the number
of points generated from edge detection was quite large, and it was difficult to sort through
them to find which ones defined the iris and which did not. Two ideas from [33] were
used: first, the red channel of a RGB eye image has very high contrast between the iris
and everything else (sclera and skin), and second, due to this contrast, the iris edges could
be found consistently with a vertical edge detector because the iris edges are the strongest
vertical lines in an eye image. Inputting the two strongest vertical edges into the direct
least squares ellipse fitting algorithm resulted in many good ellipse fits, one of which can
be seen in Figure 4.9. This was the method chosen for iris detection and, hence, midpupil
point extraction. The midpupil is then defined as the center of the fit ellipse.
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Figure 4.9: The results from ellipse fitting.
4.2.2 Eye Corner Localization
Extraction of the eye corners started with color segmentation. The intent was to segment
out everything but the iris and sclera, and be left with a well-defined eye region. From this
region, the corners could be easily found as the left-most and right-most points. Due to
the uneven illumination both across different eye images and within individual eye images,
either too much or too little of the eye region was segmented out.
Continuing along this path, the next attempt was done using binarization of the eye
image. Because the sclera is near white, and the iris and skin are not white, it seemed
logical that the area with maximum intensity in a grayscale image would be the sclera.
However, this was not the case. The varying illumination caused regions of sclera on one
side of the iris to be above the binarization threshold and regions of sclera on the other side
to be below. Adaptive methods (such as Otsu’s [22]), encountered similar problems as they
are only adaptive in their selection of a global threshold. This lack of consistency indicated
that more information was necessary.
The additional information to be used was color. Since there was no way to simply
threshold the image to obtain the desired results, a clustering scheme was used. Each
of the color channels was clustered into n clusters. When combined back together, the
clusters that were the darkest were the eye folds and the iris. Because this information
gives boundaries to the sclera, there was the possibility of extracting the eye corners. After
clustering and recombining, an elliptical Gaussian window was placed over the image to
remove outlying data. Then the Sobel edge operator was run over the image. This resulted
in edges defining the eye fold and iris regions. The convex hull of the resultant edge points
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was found. This gave a pretty accurate region of the eye, but the left-most and right-most
points in the hull were further towards the edges of the image than the eye corners.
Another way of using the convex hull was to find the convex hull of the combined edges
of a Gaussian windowed saturation image and a similarly windowed intensity map. This
also gave a rough outline of the eye region with eye corners displaced towards the edges of
the image more so than their actual position.
The next attempts were using traditional corner detectors. The work in [34] cites the
Harris corner detector [8] and a morphological corner detector [15]. Both of these corner
detectors were applied at different resolutions without much success. The corner filter
introduced in [43] was also considered. This does not work well on high resolution images
as the corners are not shaped like the filter expects them to be.
After all of these unsuccessful attempts to reliably find the eye corners, the method
introduced by Lam and Yan was implemented [14]. This method uses binarized images
obtained by thresholding the eye image at different values as the basis for a search. The
search looks for pre-defined patterns of lines in a 7x7 region. If a pair of lines is found,
then certain values regarding the angles and intensity of the regions that the lines enclose
are calculated. These values determine whether the point at the intersection of these lines
is of one or none of four corner types. Only 2 of the corner types were required, those that
defined the entocanthion and ectocanthion. This method is very computationally expensive,
so the implementation that was used was stunted after each point is classified into one of
the five possible categories. This resulted in sometimes large sets of corner candidates as
seen in Figure 4.10.
Figure 4.10: The white points represent the corner candidates returned from the partial
implementation of [14].
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4.2.3 Gaze Estimation
With an ellipse fit to the iris, the central point defines the midpupil. Several constraints
were placed upon the ellipse to lessen the chance of calculating gaze with an improperly
fit ellipse. First, the ratio of the minimum of the major and minor axes to the maximum
of the major and minor axes was constrained to be between 0.6 and 1. Second, the mean
intensity of the 3x3 region beneath the ellipse center was constrained to be less than the
mean intensity of the image. This was to verify that the ellipse was centered over the iris
and not the sclera. Finally, the ellipse was only searched for in the middle of the image.
If the ellipse was fit properly and the corner candidates were detected, there were only a
few steps remaining until all the points would be extracted and the gaze could be estimated.
In order to choose the proper corners, or at least a corner point that was close to the real
corner, a search region was defined by the height of the iris. Points were searched for
starting from the minimum x point on the ellipse towards the left edge of the image and
starting from the maximum x point on the ellipse towards the right edge of the image.
The first point that is intersected along this path is chosen as either the left corner or right
corner, determined by the direction of the search. In the scenario that no corners are found,
the image is contrast stretched and searched for corners. Once these points were found,
then all of the requisite points had been obtained and the gaze could be calculated. The
gaze was calculated as defined in Chapter 3 and shown in (4.1).
θ = −sign(a) ∗ arcsin
(
a√
b2 + c2
)
+ arctan
(
b
c
)
. (4.1)
Before the gaze can be calculated, the real-world constants of dz and x had to be con-
verted to pixel distances. Using the length of the palpebral fissure (the opening between
the eyelids) and the distance between the left and right eye corners, the pixel per millime-
ter ratio can be calculated. This is then used to convert all real-world distances to pixel
distances.
After the model and algorithms required to put the model into practice were developed,
integration of the algorithms into a computer vision system had to be completed. The
39
following chapter details the real-time system and how the gaze estimation algorithm fits
into the overall system.
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Chapter 5
System Implementation
After the algorithms were developed, the gaze estimation algorithm was implemented in a
real-time system. The gaze estimation environment may operate as a single camera system
or as a two camera system. The basic functionality remains the same under either single
or dual camera operation, but the two camera system enables more accurate results to be
obtained. Section 5.1 details the single camera system functionality and the important
algorithms used in both single camera and two camera modes. Section 5.2 describes the
additional abilities of the system while it is operating with two cameras, as well as how
these abilities enable higher accuracy.
5.1 Single Camera System
The single camera system operates with one camera connected to one workstation. Inte-
gral to the software is the Open Source Computer Vision Library, also known as OpenCV.
OpenCV provides many image processing and computer vision functions optimized for
real-time systems [9].
While much of the basic image processing is performed using OpenCV functions, the
majority of the system was written from scratch. The basic program flow is shown in Figure
5.1. Each of the items depicted will be treated in turn.
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Figure 5.1: The basic program flow.
5.1.1 Skin Segmentation
The skin segmentation operates using the HSI color space. As with some other color spaces
that separate color into luminance and chrominance components (such as LAB and YCbCr),
the color of skin falls into a well-defined region of hue and saturation. Because of this prop-
erty of the skin, which is due to melanin, it is simple to create a basic skin segmentation
algorithm based upon a look-up table (LUT). The LUT created for this system was gen-
erated from a set of training images that contained only skin tones cropped from images
taken in the environment in which the system operates. There is a preliminary luminance
filter that filters out any values that have intensity less than 25% of the total range and
greater than 75% of the total range. Following this filtering, the LUT was filled with binary
values where a ‘1’ meant that this hue/saturation combination was a valid skin tone and a
‘0’ meant that it was not. The LUT was filled in so that the region defining skin tones was
complete (without any holes) and contiguous (only one region).
When a frame is captured by the video capture card, it is run through the skin segmenta-
tion algorithm. The frame is converted from its native RGB color space into the HSI color
space. Then each pixel’s hue/saturation combination is checked in the LUT to determine if
it appears as skin or not. The pixels that look like skin are kept, while those that do not are
made black (Figure 5.2).
Once the image is fully segmented, the contours in the image are found and bounded.
Each bounded contour is considered a region of skin if it is large enough. If the regions
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overlap, each individual region, as well as the bounding box of the overlapping regions are
kept as valid skin areas. After all of the skin regions are defined, they are passed to the face
detection algorithm for further processing.
Figure 5.2: The output from skin segmentation.
5.1.2 Face Detection
The face detection algorithm is a support vector machine (SVM) classifier [21], [4], [10].
Figure 5.3 displays two sets that can be classified. A linear SVM attempts to find two
parallel hyperplanes (i.e. the dotted lines), each of which border one class of data, such
that the distance between the two hyperplanes is maximized. The hyperplane that is the
same distance between the two parallel hyperplanes forms the classification boundary. The
boundaries are defined by the training vectors that lie on or near H1 and H2. These vectors
are called support vectors and each has a weight associated with it. Mathematically, the
optimization problem is posed as:
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Figure 5.3: Linearly separable data.
minw,b,ζ
1
2
wT w + C
(
l∑
i=1
ζ2i
)
(5.1)
Subject to
yi
(
wT φ(xi) + b
) ≥ 1− ζi
where C represents a misclassification error. This allows some data points to be mis-
classified. The vectors xi are the training vectors and yi are the classification types of each
vector. The dual of the problem is solved:
maxα
1
2
αT
(
Q +
I
2C
)
α− 1T α (5.2)
Subject to
yT α = 0
α ≥ 0
In (5.2), Q is an L by L positive semi-definite matrix, Qij = yiyjK(xi, xj) and K(xi, xj)
is the kernel function. In the linear case, K(xi, xj) =< xi, xj >. There are some common
kernels that can be used. The most popular for face detection is the second degree polyno-
mial kernel, K(xi, xj) = (< xi, xj > +1)2. Instead of a line, it separates the data with a
parabolic boundary
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This classifier outputs a floating point value that determines how likely it is that the
region run through it is a face where most non-face regions result in values around -1 and
most face regions result in values greater than +1. This type of classifier requires training,
so sets of face and non-face images were taken in the environment in which the system
operates. For each of the two classes, faces and non-faces, approximately 150 images were
used as training data. The SVM was trained using a polynomial kernel with a C value of
10. The testing used a bootstrapping [30] procedure with a separate set of testing images
until the classifier did not output any false-positives.
The face detection algorithm takes all of the regions defined by the skin segmenta-
tion/connected components algorithms one-by-one as input and returns the likelihood that
they are a face. If the likelihood is low, the region is discarded. If it is high, then the region
is kept (Figure 5.4). If there happens to be more than one face in the scene, the region with
the highest likelihood is passed on. This region is then tracked.
Figure 5.4: A positive face detection.
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5.1.3 Tracking
The region of skin with the highest likelihood of being a face is used as the initial position
for the tracking algorithm. The tracking algorithm utilized is the CAMSHIFT algorithm
[3]. The tracking of the CAMSHIFT algorithm is done on the region in the image that
has the highest probability of containing skin-tone pixels. It uses a 3D color histogram to
calculate these probabilities. Once again, this histogram was created using images of skin
from the environment in which the system operates.
When tracking is being performed, face detection is not, as it is not necessary. It would
be an improvement if it were performed on every few frames, just to verify that the tracking
region was not focused upon a skin region that was not a face. This is a possible scenario,
as there is no distinguishing one skin region from the next when all that is being tracked
is color information. The tracking information is averaged over two frames to maintain
consistency in the case of unusual activity (Figure 5.5). If tracking is being performed,
then the subject’s head pose can be estimated.
Figure 5.5: A face being tracked.
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5.1.4 Pose Estimation
The pose estimation is one developed in [25] and [27] with modified implementation from
[18]. Using neural networks to find the left eye, right eye, and mouth, the pose is estimated
from the angles between the lines upon which each pair of these points lies. While it was
made to operate over a whole face region, the likely eye regions were defined in [18] by
finding a high intensity vertical region (the bridge of the nose) bordered by two low inten-
sity horizontal regions (the eyes) to reduce neural network computations. This increase in
efficiency allows the algorithm to operate in series with the previous ones described.
During tracking, the likely eye regions are searched for the eye. The most probable
eye region is found and the center is output (Figure 5.6). The eye region is defined by a
constant box surrounding the center. The center is averaged over two frames to maintain
smoother tracking of the eye. This could certainly be made more efficient if the eye were
found once, and, subsequently, tracked. Once the eye is relatively stable for two frames,
the gaze can be estimated from this region.
Figure 5.6: The eyes after being detected by the pose estimation algorithm.
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5.1.5 Gaze Estimation
The real-time gaze estimation algorithm consists of two major parts: ellipse fitting and cor-
ner finding. The ellipse fitting is used to estimate the coordinates of the midpupil while
the corner finding is, as it sounds, used to find the eye corners. The method used is an
implementation of the algorithms described in Chapter 4. Some modifications were made
to make it suitable for real-time operation. The same constraints were used for the ellipse
finding, although the Sobel edge detection slightly differed between the MATLAB R© im-
plementation and the real-time implementation. MATLAB R© finds the maximum of the
gradient and returns the maximum points, while Sobel filtering in the real-time OpenCV
implementation returns the unscaled, unthresholded output from convolution. This changes
the point sets to which the ellipse is fit. Also, the threshold was set higher in OpenCV to
reduce the number of edge regions. This can sometimes remove small areas of sclera and
result in improper ellipse fitting.
The real-time corner detection scheme is the same as it is in MATLAB R©, but the pre-
processing differs slightly. One modification is that the area that defines the search region
shrinks down to a minimum size as successive corners are found. This is to allow the al-
gorithm to find the best corner over a series of frames. Histories are kept for the last three
successful ellipses, left corners, and right corners. The resultant eye feature coordinates are
averages of the values in the history array. This is to ensure smooth transitions from one
frame to the next, in case of improper ellipse fitting or corner detection. A result is returned
only if both corners are found and the ellipse was fit properly (Figure 5.7).
5.2 Two Camera System
The two camera system consists of two cameras each connected to one computer worksta-
tion and maintains the same basic functionality of the single camera system. Both cameras
have the ability to detect and track faces and estimate pose and gaze. The major difference
results from the roles that each camera can take. The two defined roles are those of Scene
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Figure 5.7: The eye features detected by the gaze estimation algorithm.
View Camera (SVC) and Object View Camera (OVC). The camera operating as SVC main-
tains a wide angle view of the scene at all times. It does not pan, tilt, or zoom, rather, it
remains stationary while performing the computer vision functions described above. The
field of view (FOV) of the SVC defines the region over which the system can operate. The
OVC zooms in upon the object of interest and tracks the object by panning and tilting. If
the SVC happens to lose the object of interest, the system must reset, while if the OVC
loses the object, it will attempt to track the object again from information sent by the SVC.
This tandem operation is what enables better tracking of the object of interest.
A very important aspect of this design is the zoomed-in view of the object obtained by
the OVC. Since the OVC will have a much higher resolution image of the object of interest
than the SVC, the features of the object are more distinguished and readily identifiable.
Figure 5.8 displays a view from the SVC, while Figure 5.9 displays the scene as seen
from the OVC. The high resolution image is what enables the pose and gaze estimation to
function with reasonable errors.
The computers communicate over a local area network (LAN). One of the computers
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Figure 5.8: The view from the SVC.
maintains the role of master communicator and the other of slave. The master always
initiates communication and communication is performed every frame. When operating
as the SVC/OVC pair, the OVC attempts to find the region being tracked by the SVC.
Correspondence packets are sent between the SVC and OVC, and the OVC will always
attempt to track the same region being tracked by the SVC.
The gaze estimation algorithm was implemented in MATLAB R© and the real-time sys-
tem described above. Following the initial implementations, results gathered from running
the algorithm on the still image database were analyzed. Through a series of iterations,
the algorithms progressed to contain numerous constraints so as to minimize false feature
detection. Each iteration consisted of running the algorithms on the database and analyzing
the results. The succeeding chapter details and discusses these results.
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Figure 5.9: The view from the OVC.
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Chapter 6
Results and Analysis
In order to determine if the goals of accuracy and generality were met, the theoretical model
data was compared against three sets of data. Each set utilized the still image databases de-
scribed in Chapter 4. The first database consisted of images taken of two females (Subjects
2 and 3) and three males (Subjects 1, 4, and 5) at 10 different zoom levels from 50cm
away. The focal length of the cameras ranged from 3.1mm to 31mm which translates to 1x
zoom to 10x zoom. Each zoom level utilized represents an increase of 100% to the object
resolution (e.g. zoom level 2 represents a 200% increase in object resolution). All subjects
maintained a head yaw of near 0◦. The second still image database was used to test the
eye model with head pose. This second group consisted of images taken of two males with
head yaw of -34◦ at 10 different zoom levels from around 150cm away.
Section 6.1 presents and discusses the results of the eye model with frontal pose. Sec-
tion 6.2 presents and discusses the results of the eye model with variable pose. Section
6.3 presents and discusses the results of the real-time implementation on the still image
database and live video. Section 6.4 validates the parallel eye axe assumption, while Sec-
tion 6.5 analyzes the sensitivity of the model. Section 6.6 discusses the goals of generality
and accuracy in the context of potential applications.
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6.1 Eye Model with Frontal Pose
6.1.1 Manual Eye Feature Extraction
Of the 2184 eye images taken of subjects with head yaw of 0◦, data was extracted manually
from 1460. This difference is because of the difficulty in distinguishing between different
eye features at the very low resolutions that were seen in images taken with zoom levels
0, 1, and 2. Manual extraction began by loading the set of eye images for one subject into
the previously noted MATLAB R© application. Each image was viewed and the 3 points of
interest (the 2 eye corners and the midpupil) were selected. The application allowed for
subpixel accuracy of point selection, yet, due to the nature of the eye, the exact location of
each feature does not usually relate solely to one point. The data was compiled for each
subject and for the overall set. Results per subject are shown in Appendix C.
The overall average absolute error for each subject under manual feature point extrac-
tion is shown in Table 6.1. All of the subjects have a relatively low error value. Subjects
2 and 3 have slightly higher errors. From the statistical data, females are shown to have
statistically smaller features. This means that the constant value assumed for the palpebral
fissure leans more towards male feature sizes. This value can be adjusted to fall more into
the middle of the statistical range of values for male and female subjects.
Average Absolute Error for Manual Extraction
Subject Gender Left Eye Right Eye Average
1 Male 2.447 2.365 2.405
2 Female 4.715 4.824 4.759
3 Female 3.605 3.278 3.400
4 Male 1.830 1.602 1.723
5 Male 1.821 2.749 2.299
Overall 2.934 3.021 2.977
Table 6.1: Average absolute error per subject under manual extraction
The combined results gathered from manual extraction are shown in Figure 6.1. Figure
6.1 shows that the error is consistent across the measured range. The overall right eye error
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is 3.021◦ and the left eye error is 2.934◦. The error for manual extraction is 2.977◦. The fact
that the errors from the left and right eyes are similar is due to the notion that the optical
axes of the eyes are parallel because the object of interest is far enough away.
Figure 6.1: The absolute error versus gaze angle for manual extraction for all subjects.
The primary reason for performing the manual extraction of eye feature points was to
determine the validity of the theoretical eye model. If it is to be used eventually in a real-
time system, then real-world data must back up the theoretical claims. Also, the manual
extraction helped to show if the goals of the system, generality and accuracy, were be
achieved.
Generality
Data was gathered from a variety of subjects to determine if the model was general enough
to work without requiring a calibration step. The large amount of data from each of the 5
subjects enabled this goal to be analyzed. Table 6.1 shows the average absolute error per
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gaze angle for each subject. The error for each subject is consistent across the range of data
displayed, showing that generality across gaze angle is upheld. While the range of angular
error between the subjects is from 4.759◦ to 1.723◦, this disparity can be accounted for by
statistical variation of facial feature size between males and females. The subject with the
highest average absolute error, a female, had smaller facial features, while the subject with
the lowest average absolute error, a male, had larger facial features. Although there is this
difference, the statistical averages chosen do allow generalization across subjects. There
may be values that could be chosen that more closely represent the average between the
statistics for males and females, but the values chosen here do produce relatively consistent
results. The variation amongst individuals can be significant, but the usage of statistical
averages enables the model to work on the average user with around 3◦ of angular error.
Accuracy
The eye gaze estimation systems detailed in Chapter 2 display a maximum of 3.5◦ of angu-
lar error. The results for all the systems are listed in Table 6.2.
Method Average Gaze Angle Error (degrees)
Manual Extraction 2.979
Matsumoto and Zelinsky [17] 3
Newman et al. [19] 3.5
Wang and Sung [35] 0.5
Zhu and Yang [43] 1.4
Table 6.2: Visible Light Systems Gaze Angle Accuracy
The error results from manual extraction show that, with the proper implementation,
this model compares favorably with other existing systems. The most significant source of
error for this method is from the ill-defined eye corner locations. In a high resolution image,
it is possible for the corners to be defined by a region of points, rather than a single point.
While this region would shrink as the image resolution lowers, the 2.797◦ of error seen from
manual data extraction appears natural and in-line with this assumption. The resultant error
shows that accuracy can be achieved, but necessitating 3 points for the calculation, 2 of
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which are difficult to accurately detect, decreases the ability of this method to obtain highly
accurate results unless very sophisticated feature extraction techniques are employed. This
is explored in Section 6.5.
There are 3 major sources of error involved in manual extraction. First, user error must
be taken into account. During the extraction procedure, consistency was sought, but, due
to the resolution of some of the images, determination of the exact location of eye features
was difficult. Second, variation between the images of each subject must be taken into
account. While the database was being created, the user was told to keep his/her head as
still as possible and only move his/her eyes. Because the test subjects naturally turned their
heads in the direction that their eyes turned and nothing was used to restrain them, there is
some variation in head pose. Third, as statistical averages are used, there is intrinsic error
in the model. Also, as stated above, the eye corners are better defined by a region than a
single point.
6.1.2 Automatic Eye Feature Extraction
The automatic method implemented in MATLAB R© calculated gaze from 896 of the 2184
eye images taken of subjects with head yaw of 0◦. Each set of images corresponding to
each subject was loaded into the application and the application iterated through all of the
eye images. It extracted all the necessary points and, when possible, calculated the gaze
from these points. Results per subject are shown in Appendix C.
The overall average absolute error results for each subject are shown in Table 6.3. Aside
from a few outlying points, the error results are more consistent across the set of subjects for
the automatic extraction method than the manual extraction method. The overall average
absolute error increased from 2.977◦ found with manual extraction to 5.405◦. The average
absolute error for the right eye is 5.247◦, while the left eye is 5.570◦. The combined results
per gaze angle are displayed in Figure 6.2.
Using the baseline of 3◦ of error from manual extraction, the automatic method resulted
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Figure 6.2: The absolute error versus gaze angle for automatic extraction for all subjects.
in 5.4◦ of error. Disregarding outliers, there are two additional sources of error for auto-
matic extraction. These are based upon circumstances where the algorithms do not result
in the desired output. If the ellipse is not fit to the iris exactly, the center point that defines
the midpupil will not rest upon the midpupil. This is a likely occurrence, as the eyelids
generally occlude the upper portion of the iris. When the top of the iris is occluded by the
eyelid, the ellipse is fit properly to the points that it is given, but the point set is lacking the
right data to result in the iris being fit exactly. This can cause the midpupil to be translated
by a few pixels (Figure 6.3). The sensitivity of the model to variation in feature location is
studied in Section 6.5.
Another source of additional error is the tendency of the corner detector to find cor-
ners in shadowed regions surrounding the eye such as shadows cast by the eyelashes, the
eyelashes themselves, and the folds of the eyelids. Most often, the eyelashes are found as
corners when there is very little sclera showing near the eyelash region (Figure 6.4). This
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Average Absolute Error for Automatic Extraction
Subject Gender Left Eye Right Eye Average
1 Male 5.985 6.877 6.418
2 Female 6.366 6.198 6.300
3 Female 6.255 5.125 5.479
4 Male 4.789 4.176 4.998
5 Male 5.004 5.247 4.531
Overall 5.570 5.247 5.405
Table 6.3: Average absolute error per subject under automatic extraction
Figure 6.3: This example shows an ellipse fit properly to the data it was given, yet the
midpupil defined by the center of the circle in the middle is off from the actual midpupil
location by a few pixels.
happens under adductions and abductions near the acceptable extremes. The translation of
the corner point, even by a few pixels, can cause over 3◦ of error at lower zoom levels.
6.1.3 Zoom Level Comparison
Of all the images upon which manual and automatic feature extraction were performed,
those with zoom levels 9 through 3 were of high enough resolution to reliably distinguish
between eye features and surrounding areas. Different zoom levels were considered be-
cause of the goal of a real-time system containing the algorithms that implement the eye
58
Figure 6.4: The white pixels are detected corner candidates. Notice how the candidates on
the left side of the image tend towards the eyelashes.
model. In such a system, robustness of gaze estimation would be desired so as to not limit
the subject to a certain position or location. Figure 6.5 displays the average absolute error
per zoom level for manual eye feature extraction across all subjects. The error is rather con-
sistent across zoom levels. This unexpected result is due to the interface allowing subpixel
point selection for the eye features.
Figure 6.6 displays the average absolute error per zoom level for automatic eye feature
extraction across all subjects. The error is slightly lower towards the middle of the zoom
levels analyzed. The cause of this is the algorithms utilized. The ellipse fitting algorithm
performs better ellipse fitting on larger sets of data while the corner detection performs
better corner detection on sharp corners. A high resolution image will contain more points
for the eye allowing for a better ellipse fit while a low resolution image will contain less
points for the eye corners giving them less rounded edges. The balance between the two
algorithms’ best operating resolution can be observed in the zoom levels that obtain the
lower average absolute error in Figure 6.6.
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Figure 6.5: The absolute error versus zoom level for manual extraction for all subjects.
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Figure 6.6: The absolute error versus zoom level for automatic extraction for all subjects.
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6.2 Eye Model with Variable Pose
6.2.1 Manual Eye Feature Extraction
There were a total of 991 images taken with head yaw of -34◦. The angle of -34◦ was
chosen because of the spatial limitations of the experimental setup. While this was not the
desired angle, this large angle enabled the determination of the validity of the eye model
with head pose incorporated.
Of the 991 eye images with head yaw of -34◦, data was manually extracted from 327.
All of these were right eye images, as the entocanthion of the left eye was occluded by the
nose. Also, images taken at zoom levels 0,1, and 2 were excluded. The feature selection
was done in the same manner as described in Section 6.1. Figure 6.7 displays the combined
results from the two subjects in the database. The overall error for all angles of fixation
considered was 2.865◦.
The average error for manual extraction using the model with frontal pose was 2.977◦.
The error found from this set of images using the eye model with variable pose was slightly
less at 2.865◦. The difference in error value is not significant and is mostly due to the
differences in image databases used. The image database used to analyze the eye model
with frontal pose contained more eye images from more subjects. The variety of subjects
lead to a stronger basis for claiming the generality of the model, yet, the results for the
eye model with variable pose are low for both subjects in the database. Also, the same
basic form for the eye model is used with only an additional rotation of eye feature vectors.
In terms of accuracy, these results demonstrate that the eye model with variable pose can
function with similar levels of accuracy compared to the eye model with frontal pose.
6.2.2 Automatic Eye Feature Extraction
Automatic feature extraction performed in MATLAB R© calculated gaze on 129 eye images
out of the 991 eye images with head yaw of -34◦. The percentage of images upon which
gaze was calculated was small because the images of the left eye were not utilized. Figure
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Figure 6.7: The absolute error versus gaze angle for automatic extraction for all subjects
with pose of -34◦.
6.8 displays the results from automatic feature extraction per fixation angle. The overall
error was 10.550◦.
There are two notable features of Figure 6.8. First, there is a significant increase in
error as the fixation angle decreases. This occurs because the viewable area of sclera on
the nasal side of the eye decreases dramatically near these angles. A similar trend was
seen in angular error for the eye model with frontal pose at angles greater than +25◦ and
less than -25◦. Second, the average absolute error for automatic eye feature extraction
for the eye model with variable pose is much higher than the average absolute error for
automatic eye feature extraction for the eye model with frontal pose. These large error
values are due to the nature of the images in the database. All of the images have a very
dark region surrounding the entocanthion (Figures 6.9, 6.10). This causes the detected
entocanthion location to be far from the actual entocanthion location which creates very
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Figure 6.8: The absolute error versus gaze angle for automatic extraction for all subjects
with pose of -34◦.
high error values.
6.2.3 Zoom Level Comparison
As done with the eye model with frontal pose, comparison of the results of manual and
automatic eye feature extraction per zoom level can by done by viewing Figures 6.11 and
6.12. Figure 6.11 allows for the assertion that the eye model with variable pose is robust
across subject and zoom level. The error values are relatively constant across all the zoom
levels.
The results displayed in Figure 6.12 show the high angular error values calculated from
this data set. One feature to note is the decrease in error at the lowest detected zoom
levels. For the image set, the feature detectors tended to detect points in the general feature
area, just not close enough to the actual point to result in valid gaze angles. Yet, as the
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Figure 6.9: The whole image has very low luminance while the region around the entocan-
thion has the lowest.
image resolution decreased, the regions surrounding the eye features shrunk to such a size
that they encompassed not only the eye feature, but also the area previously detected as the
feature. In such a scenario, the decrease in resolution actually aided in the feature detection.
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Figure 6.10: All three feature points were not detected at their proper location, yet the gaze
was still calculated.
Figure 6.11: The absolute error versus zoom level for manual extraction for all subjects
with pose of -34◦.
66
Figure 6.12: The absolute error versus zoom level for automatic extraction for all subjects
with pose of -34◦.
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6.3 Real-time Eye Feature Extraction on Still Images
The real-time eye feature extraction algorithm was run on the still image databases for
comparison versus the automatic implementation in MATLAB R©. The real-time implemen-
tation calculated a gaze angle from 263 of the 2184 eye images taken of subjects with yaw
of 0◦. A text file listing all of the images from which the gaze was to be extracted was
input into the application and the gaze angle results were output. Each still image was kept
in the application for 15 frames. Figure 6.13 represents the data from all subjects in the
image database of eye images taken with 0◦ of head yaw. The overall error for the real-time
automatic extraction was 6.008◦.
Figure 6.13: The absolute error versus gaze angle for automatic extraction using the real-
time implementation for all subjects.
The real-time implementation was meant to be a direct implementation of the MATLAB R©
code in a real-time environment. Using the constructs of OpenCV, the implementations are
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very similar, but there are a few outstanding differences. First, maintaining history values
across multiple frames of processing results in a larger number of results being thrown out.
The history buffers store the 2 previously detected feature locations as well as the latest de-
tected feature location. The gaze is calculated only if all values in the history buffers show
the each feature was found in the previous 3 frames. This was done to lessen the the oc-
currence of the gaze being calculated on incorrectly detected features. Nonetheless, there
was a small increase in error between the MATLAB R© implementation and the OpenCV
implementation.
Second, the edge map that is used for ellipse fitting differs between the two imple-
mentations. In MATLAB R©, the edge map created using the Sobel edge operator contains
only the pixels of maximal gradient. Because of this, the edge map contains small regions
defining the edges found. In OpenCV, the output of the Sobel edge operator is the full,
unscaled, edge map. In order to reduce the number of necessary computations, this map is
only thresholded, finding the regions of maximal gradient, and not the regional maximum.
This results in large regions defining the edge areas, as well as regions that may contain
significant amounts of noise. In the real-time implementation, the image is smoothed using
a 3x3 Gaussian filter before the Sobel operator is run on it. The reduction in noise that
this creates, also creates larger edge regions. These larger edge regions often cause the
miscalculation of the proper point set to which the ellipse is fit. This, then, results in more
improper ellipse fits.
Third, a shrinking window scheme is used for the corner search region as iterations
progress. While this is a difference, it usually results in better results from corner finding
than the MATLAB R© implementation.
The overall average absolute error found from running the real-time implementation
on the still image database for 15 frames per image was around 6◦. This value fluctuated
slightly after the algorithm converged upon its final answer, which is after 6 frames. This
is only 0.6◦ higher than the results obtained from the MATLAB R© implementation. The
majority of this error is due to the described difference in ellipse fitting preprocessing.
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6.4 Parallel Eye Axes
One of the assumptions that was acceptable for this data was that of parallel eye axes.
Tables 6.1 and 6.3 show data for both the left and right eyes. From these tables, it is seen
that the distance to the object of interest from the subject’s eyes is large enough that the
visual axes can be assumed parallel. There is a point where this assumption falls apart.
As an object nears a subject, his/her eyes will rotate inwards to the point where they are
completely cross-eyed. Table 6.4 lists the distances an object is from a person with eyes in
the primary position, the calculated error of each eye, and the difference between the two
values calculated.
Left Eye Distance Right Eye Difference
Angle Point (mm) Point Angle
3.428 -29.9575 500 29.9575 -3.428 6.857
4.283 -29.9575 400 29.9575 -4.283 8.566
5.702 -29.9575 300 29.9575 -5.702 11.405
8.518 -29.9575 200 29.9575 -8.518 17.037
16.676 -29.9575 100 29.9575 -16.676 33.353
Table 6.4: The difference in calculated angle between the left and right eyes as an object
nears a subject.
The data in Table 6.4 displays that the distance used in image generation (50cm) is
about the distance that the angular difference between the left eye and right eye becomes
significant. Even with the testing done, this is another source of error, adding approximately
3◦ of error.
6.5 Sensitivity
Because the eye features are best defined by a region rather than a point, the sensitivity of
the model to variation in feature location must be understood. Adding terms to define the
variation in feature location (δmp, δen, δec) to (3.2) results in (6.1).
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By letting
a = xmp + δmp
b =
xen + δen + xec + δec
2
+ dx
c = y + dy
Equation (6.1) becomes
θ = −sign(a) ∗ arcsin
(
a√
b2 + c2
)
+ arctan
(
b
c
)
. (6.2)
By letting b = 0, the sensitivity of variation in the midpupil can be analyzed using (6.3),
where θmp is the error in angle caused by variation in the midpupil location.
θmp = −sign(a) ∗ arcsin
(a
c
)
(6.3)
Setting the range of pixel variation to±7 pixels for the midpupil, the number of degrees
of error for zoom levels 0 through 9 are shown in Figure 6.14.
Figure 6.14 displays the significant increase in the degree error as the zoom level de-
creases. At zoom level 0, the degree error is greater than 6◦ when the feature is found 1
pixel away from its actual location. Yet, the higher the zoom, the less sensitive the model
is to variations in the detected feature location. The sensitivity of the midpupil location
accounts for the difference in average absolute error between automatic feature extraction
and real-time feature extraction. Because the data input into the ellipse fitting algorithms
differs between these two extraction methods, the resultant ellipses differ. Since the el-
lipses differ, the location of the midpupil may differ, causing a difference in gaze angle
results. Figure 6.14 also justifies the desirability of higher resolution images. With a higher
resolution image, there is more allowable variation in detected feature location.
71
Figure 6.14: The degree error per pixel error for the midpupil over the 10 zoom levels with
the subject stationed 50cm from the target.
Similar analysis can be done for the eye corners. If a = 0, then the sensitivity of
variation in the corners can be analyzed using (6.4), where θec,en is the error in angle caused
by variation in either entocanthion or ectocanthion location.
θec,en = arctan
(
b
c
)
(6.4)
Applying (6.4) to the range of pixel variation ±7 for one corner, the number of degrees
of error for zoom levels 0 through 9 are shown in Figure 6.15.
From Figures 6.14 and 6.15, it can be observed that the model is less sensitive to vari-
ation of one eye corner versus variation of the midpupil. Taking the degree error at zoom
level 9 for both the midpupil and one eye corner, variation of the midpupil by 7 pixels re-
sults in 9.2◦ of error while variation of one eye corner results in only 4.6◦ of error. Yet, if
both eye corners are to vary, the resultant error is similar to the error seen from variation in
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Figure 6.15: The degree error per pixel error for one corner over the 10 zoom levels with
the subject stationed 50cm from the target.
the midpupil (Figure 6.16). These figures also justify the use of higher resolution images.
Figure 6.16 displays the sensitivity of the model to variation in both eye corners. The
amount of degree error for variation in the two eye corners is close to that of variation in
the midpupil.
The above figures (Figures 6.14, 6.15, and 6.16) display the sensitivity of the model to
variation in detected feature location. The amount of error is less for higher pixel variation
at higher zoom levels. This provides grounds for using a higher resolution image of the eye
for feature detection and gaze estimation.
For a more intuitive determination of sensitivity, approximations to (6.3) and (6.4) can
be utilized. Approximations can be found using the Maclaurin series expansions for the
inverse sine and inverse tangent functions [38], [36], [37]. The Maclaurin series expansion
for the inverse sine is shown out to 5 terms for the inverse sine in (6.5).
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Figure 6.16: The degree error per pixel error for two corners over the 10 zoom levels with
the subject stationed 50cm from the target.
arcsin(x) = x +
1
6
x3 +
3
40
x5 +
5
112
x7 +
35
1152
x9 (6.5)
For the range −0.5 ≤ x ≤ 0.5, this can simply be approximated by (6.6).
arcsin(x) ≈ x (6.6)
This allows (6.3) to be simplified to (6.7).
θmp ≈ −sign(a)a
c
(6.7)
Similarly, the Maclaurin series expansion to 4 terms for the inverse tangent is shown in
(6.8).
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arctan(x) = x− 1
3
x3 +
1
5
x5 − 1
7
x7 (6.8)
For the range of −0.5 ≤ x ≤ 0.5, this can simply be approximated by (6.9).
arctan(x) ≈ x (6.9)
This allows a simplification of (6.4) to (6.10).
θec,en ≈ b
c
(6.10)
Figure 6.17 displays the difference between the actual error versus the approximate
error at zoom level 9 for the midpupil and Figure 6.18 displays the difference between the
actual error and approximate error at zoom level 9 for one eye corner.
Figure 6.17: The degree error per pixel error for the midpupil using the actual and approx-
imate functions. The difference is negligible.
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Figure 6.18: The degree error per pixel error for one corner using the actual and approxi-
mate functions. The difference is negligible.
Because c is a value chosen from the anthropometric data, the difference in angular
error per feature location variation lies in the difference between a and b. Throughout,
a has corresponded to the x location of the midpupil while b has corresponded to the x
location of the center of the eye sphere. The two eye corner locations are averaged to
find b. This allows for more error in the corner locations as the error is lessened by the
averaging.
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6.6 Application Analysis
While this work aimed for the goals of generality and accuracy, these are the ideal goals
for any gaze estimation algorithm. Yet, there is a greater demand for one versus the other
dependent upon the application. The demand for accuracy changes as the resolution of
the objects being viewed by the subject changes. For example, if a subject’s eye gaze is
to be used to control a mouse pointer on a computer monitor, a high degree of accuracy
is required. The subject will most likely be seated 50cm distant from the monitor. At
this distance, the solid viewing angle of 1.7◦ defined by the size of the fovea defines a
circular region with diameter of 2.96cm. A region of this size is larger than the regions of
most standard computer GUIs, so accuracy such as that seen in [35] is required. Previous
work done on gaze estimation attempted to decrease this angular error at the expense of
utilizing a calibration phase. This is a logical step to take, as this calibration data can be
considered nothing different than the information contained in a personal user account on
a computer. Such high accuracy is not required for all applications that could utilize eye
gaze information.
Considering a more passive gaze estimation system to be used in a retail store or for
surveillance, only general gaze direction would be necessary. With these situations, though,
the system must work for all users without any a priori knowledge. This makes the demand
for generality of the utmost importance. Considering the gaze of a subject 3m distant from
an object with a gaze estimation algorithm that has 6◦ of error, the viewing region has a
diameter slightly larger than a piece of paper is high. This amount of error, then, does not
hinder the gaze estimation as it is traded-off for the sake of generality.
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Chapter 7
Conclusions and Future Work
The process of research, development, and implementation of a theoretical eye model was
detailed in this thesis. The model was created from statistical data and simplified eye physi-
ology. The algorithms were implemented in both still and real-time environments and were
tested on large sets of data. With the goals of generality and accuracy in mind, the proce-
dure found its culmination in the real-time implementation of a horizontal gaze estimation
algorithm that does not require calibration. The resultant error of 3◦ for the manually ex-
tracted eye feature points for both eye models demonstrates the generality and accuracy
of the eye models. Errors of 5.4◦ and 6◦ calculated from automatic point extraction and
real-time point extraction show that the implementation maintains a relatively high level of
accuracy. That these errors were consistent across the set of subjects shows that this model
does not need calibration per user.
The major sources of error seen from the analysis of this model are from two areas:
human physiology and algorithm implementation. The factors involved with human phys-
iology that contribute to the error are that the pupillary axis and the visual axis differ, the
region over which we view is 1.7◦, and the statistical differences between individuals. Even
though they are constrained, the algorithm implementations can detect incorrect points or
even points that are minimally translated in one direction. Also, the fact that, in high res-
olution images, the features chosen occupy regions rather than specific points, results in
error due to the sensitivity of the model. Yet, higher resolution images lessen the effect of
features chosen from a region around a point. All-in-all, the system performed within the
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bounds of the intrinsic error and only introduced minimal error due to implementation.
While the real-time implementation was tested in a system with live video, it was ob-
served that the algorithms upon which the gaze estimation was built need improvement.
Yet, given a more stable implementation of a pose estimation algorithm, the gaze estima-
tion can run in series with tracking and pose estimation at approximately 17 frames per
second. This shows that the number of points required for calculation, as kept to a mini-
mum, enables less computations and is suitable for real-time operation.
The gaze estimation algorithm could use improvements in the selection of statistical
averages, since those with smaller features obtained slightly higher error results, while
those with larger features obtained slightly lower error results. As the corner detection
algorithm is not very efficient and the points selected from it often tend to be off target
by a few pixels when corner detection accuracy must be very high, this method could also
be improved. The fitting of an ellipse to the iris is suitable, relatively accurate, and very
efficient.
The implementation of an eye tracking algorithm would enable more smooth tracking
of the eye, which would facilitate more accurate gaze estimation results, as the eye region
would not be changing significantly from frame to frame. With this same frame of mind,
feature tracking would also benefit the algorithm in a similar manner.
Utilizing data from both eyes would provide a better estimate of the gaze angle. Since
the OVC provides a full face image, this would be possible if the gaze estimation algorithm
were made more efficient. Also, consistency checks between the SVC and OVC could help
to remove significantly outlying errors. A final improvement, would be the creation of a
new role for the camera system, that of the Feature View Camera (FVC). This role would
provide an even higher resolution image of a feature, in this case, the eye. If the tracking
done in the OVC could be done with less chance of losing the subject, the FVC could use
data from this camera to find the eye, zoom in, and track the eye. This higher resolution
image would, while increasing the region over which the points lie, provide a view that has
more pronounced eye features.
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Appendix A
Detailed Anthropometric Data
Female Male
Summary Statistics Summary Statistics
Millimeters Inches Millimeters Inches
88.53 Mean 3.49 91.31 Mean 3.60
0.41 Std Error(Mean) 0.02 0.50 Std Error(Mean) 0.02
4.78 Std Deviation 0.19 4.99 Std Deviation 0.20
76.96 Minimum 3.03 82.04 Minimum 3.23
103.89 Maximum 4.09 107.95 Maximum 4.25
Table A.1: Biectocanthus breadth data.
Female Male
Summary Statistics Summary Statistics
Millimeters Inches Millimeters Inches
58.44 Mean 2.30 61.39 Mean 2.42
0.28 Std Error(Mean) 0.01 0.36 Std Error(Mean) 0.01
3.32 Std Deviation 0.13 3.63 Std Deviation 0.14
52.07 Minimum 2.05 54.99 Minimum 2.17
68.07 Maximum 2.68 70.99 Maximum 2.80
Table A.2: Bipupil breadth data.
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Female Male
Summary Statistics Summary Statistics
Millimeters Inches Millimeters Inches
30.57 Mean 1.20 32.08 Mean 1.26
0.23 Std Error(Mean) 0.01 0.27 Std Error(Mean) 0.01
2.71 Std Deviation 0.11 2.95 Std Deviation 0.12
23.88 Minimum 0.95 25.91 Minimum 1.02
39.89 Maximum 1.58 39.88 Maximum 1.58
Table A.3: Bientocanthus breadth data.
Female Male
Summary Statistics Summary Statistics
Millimeters Inches Millimeters Inches
11.42 Mean 0.45 12.87 Mean 0.51
0.28 Std Error(Mean) 0.02 0.31 Std Error(Mean) 0.31
3.13 Std Deviation 0.12 3.21 Std Deviation 0.13
6.10 Minimum 0.24 7.00 Minimum 0.28
22.10 Maximum 0.87 26.00 Maximum 1.02
Table A.4: Sellion height from medial canthus plane line data.
Female Male
Summary Statistics Summary Statistics
Millimeters Inches Millimeters Inches
29.56 Mean 1.17 32.99 Mean 1.30
0.50 Std Error(Mean) 0.01 0.56 Std Error(Mean) 0.02
3.80 Std Deviation 0.15 3.44 Std Deviation 0.13
21.08 Minimum 0.83 26.92 Minimum 1.06
39.12 Maximum 1.54 38.10 Maximum 1.50
Table A.5: Sellion height from lateral orbital plane line data.
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Appendix B
Detailed Image Counts
Yaw ϕ = 0◦ ϕ = −34◦
Zoom Face Images Left Right Face Images Left Right
9 125 65 59 50 50 49
8 125 76 74 50 49 49
7 125 87 109 50 49 50
6 125 122 121 50 50 50
5 125 124 121 50 50 50
4 125 123 123 50 50 50
3 125 122 122 50 49 49
2 125 123 123 50 49 50
1 125 121 121 50 49 50
0 125 124 124 50 49 50
Total 1250 1087 1097 500 494 497
Table B.1: Face and eye image counts for all subjects.
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Subject 1
Eyes Manual Automatic Real-Time
Zoom Face Images Left Right Left Right Left Right Left Right
9 25 13 12 13 11 10 9 6 1
8 25 13 12 12 10 10 12 3 1
7 25 23 24 22 23 12 13 2 2
6 25 25 25 23 23 16 11 4 0
5 25 25 25 22 22 22 8 4 1
4 25 25 25 22 22 18 12 1 0
3 25 25 25 22 22 9 11 0 0
2 25 25 25 0 0 5 12 4 0
1 25 25 25 0 0 0 3 0 0
0 25 25 25 0 0 0 0 0 0
Total 250 224 223 136 133 102 91 24 5
Table B.2: Image counts for subject 1
Subject 2
Eyes Manual Automatic Real-Time
Zoom Face Images Left Right Left Right Left Right Left Right
9 25 25 0 25 0 17 0 11 0
8 25 25 0 25 0 18 0 7 0
7 25 25 24 25 16 14 11 5 5
6 25 25 24 25 24 17 12 3 5
5 25 25 25 24 25 15 12 6 3
4 25 25 25 24 24 12 11 6 2
3 25 25 25 25 25 11 8 4 4
2 25 25 25 2 3 9 4 2 2
1 25 25 25 0 0 4 4 0 0
0 25 25 25 0 0 0 0 0 0
Total 250 250 198 175 117 117 62 44 21
Table B.3: Image counts for subject 2
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Subject 3
Eyes Manual Automatic Real-Time
Zoom Face Images Left Right Left Right Left Right Left Right
9 25 0 23 0 23 0 13 0 8
8 25 0 25 0 23 0 14 0 8
7 25 0 24 0 23 0 12 0 9
6 25 22 22 22 22 12 12 7 7
5 25 24 24 23 23 12 13 3 8
4 25 23 23 23 23 11 15 3 7
3 25 22 22 18 16 10 14 0 5
2 25 23 23 5 5 5 10 3 1
1 25 22 22 0 0 1 2 0 0
0 25 24 24 0 0 0 0 2 1
Total 250 160 232 91 158 51 105 18 54
Table B.4: Image counts for subject 3
Subject 4
Eyes Manual Automatic Real-Time
Zoom Face Images Left Right Left Right Left Right Left Right
9 25 14 12 14 12 11 5 7 5
8 25 13 12 13 12 8 6 6 1
7 25 14 12 14 12 10 4 4 0
6 25 25 25 25 25 13 9 3 3
5 25 25 23 25 23 18 12 1 0
4 25 25 25 3 3 12 10 2 1
3 25 25 25 0 0 14 8 3 0
2 25 25 25 0 0 4 4 1 2
1 25 25 24 0 0 0 1 1 0
0 25 25 25 0 0 0 0 0 0
Total 250 216 208 94 87 90 58 28 12
Table B.5: Image counts for subject 4
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Subject 5
Eyes Manual Automatic Real-Time
Zoom Face Images Left Right Left Right Left Right Left Right
9 25 13 12 13 12 11 12 6 5
8 25 25 25 25 25 18 23 5 6
7 25 25 25 25 25 18 22 2 5
6 25 25 25 25 25 18 19 3 4
5 25 25 24 25 22 16 15 7 3
4 25 25 25 25 25 8 9 1 2
3 25 25 25 25 25 10 13 7 2
2 25 25 25 25 25 3 3 1 0
1 25 24 25 24 25 1 0 0 0
0 25 25 25 24 24 0 0 0 0
Total 250 237 236 236 233 103 116 32 27
Table B.6: Image counts for subject 5
Overall
Eyes Manual Automatic Real-Time
Zoom Face Images Left Right Left Right Left Right Left Right
9 125 65 59 65 58 49 39 30 19
8 125 76 74 75 70 54 55 21 16
7 125 87 109 86 99 54 62 13 21
6 125 122 121 120 119 76 63 20 19
5 125 124 121 119 115 83 60 21 15
4 125 123 123 97 97 61 57 13 12
3 125 122 122 90 88 54 54 14 9
2 125 123 123 32 33 26 33 11 5
1 125 121 121 24 25 6 10 1 0
0 125 124 124 24 24 0 0 2 1
Total 1250 1087 1097 732 728 463 433 146 117
Table B.7: Image counts for all subjects
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Overall
Eyes Manual Automatic Real-Time
Zoom Face Images Left Right Left Right Left Right Left Right
9 50 50 49 0 49 0 35 0 4
8 50 49 49 0 49 0 32 0 10
7 50 49 50 0 50 0 30 0 9
6 50 50 50 0 50 0 17 0 5
5 50 50 50 0 50 0 11 0 5
4 50 50 50 0 49 0 4 0 0
3 50 49 49 0 26 0 0 0 0
2 50 49 50 0 0 0 0 0 0
1 50 49 50 0 0 0 0 0 0
0 50 49 50 0 0 0 0 0 0
Total 500 494 497 0 323 0 129 0 33
Table B.8: Image counts for all subjects with pose of -34◦
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Appendix C
Individual Subject Figures
Figure C.1: The absolute error of the right and the left eye versus gaze angle for manual
extraction for Subject 1.
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Figure C.2: The absolute error of the right and the left eye versus gaze angle for manual
extraction for Subject 2.
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Figure C.3: The absolute error of the right and the left eye versus gaze angle for manual
extraction for Subject 3.
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Figure C.4: The absolute error of the right and the left eye versus gaze angle for manual
extraction for Subject 4.
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Figure C.5: The absolute error of the right and the left eye versus gaze angle for manual
extraction for Subject 5.
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Figure C.6: The absolute error versus gaze angle for automatic extraction for Subject 1.
92
Figure C.7: The absolute error versus gaze angle for automatic extraction for Subject 2.
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Figure C.8: The absolute error versus gaze angle for automatic extraction for Subject 3.
The high standard deviation shown at -20◦ is due to one outlying piece of data caused by
an improper ellipse fit.
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Figure C.9: The absolute error versus gaze angle for automatic extraction for Subject 4.
95
Figure C.10: The absolute error versus gaze angle for automatic extraction for Subject 5.
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