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We employ the k-th nearest-neighbor estimator of configurational entropy in order to decode within a
parameter-free numerical approach the complex high-order structural correlations in fluxional molecules go-
ing much beyond the usual linear, bivariate correlations. This generic entropy-based scheme for determining
many-body correlations is applied to the complex configurational ensemble of protonated acetylene, a proto-
type for fluxional molecules featuring large-amplitude motion. After revealing the importance of high-order
correlations beyond the simple two-coordinate picture for this molecule, we analyze in detail the evolution
of the relevant correlations with temperature as well as the impact of nuclear quantum effects down to the
ultra-low temperature regime of 1 K. We find that quantum delocalization and zero-point vibrations signifi-
cantly reduce all correlations in protonated acetylene in the deep quantum regime. Even at low temperatures
up to about 100 K, most correlations are essentially absent in the quantum case and only gain importance at
higher temperatures. In the high temperature regime, beyond roughly 800 K, the increasing thermal fluctu-
ations are found to exert a destructive effect on the presence of correlations. At intermediate temperatures
of approximately 100 to 800 K, a quantum-to-classical cross-over regime is found where classical mechanics
starts to correctly describe trends in the correlations whereas it even qualitatively fails below 100 K. Finally,
a classical description of the nuclei provides correlations that are in quantitative agreement with the quantum
ones only at temperatures exceeding 1000 K. This data-intensive analysis has been made possible due to re-
cent developments of machine learning techniques based on high-dimensional neural network potential energy
surfaces in full dimensionality that allow us to exhaustively sample both, the classical and quantum ensemble
of protonated acetylene at essentially converged coupled cluster accuracy from 1 to more than 1000 K. The
presented non-parametric analysis of correlations beyond usual linear two-coordinate terms is transferable to
other system classes. The technique is also expected to complement and guide the analysis of experimental
measurements, in particular multi-dimensional vibrational spectroscopy, by revealing the complex coupling
between various degrees of freedom.
I. INTRODUCTION
As known for decades, the static and dynamical prop-
erties of any chemical system are governed by its poten-
tial energy surface (PES) within the Born-Oppenheimer
approximation. In principle, it would therefore be suf-
ficient to sample the PES of the system of interest to
understand its properties. However, it can very easily
become a daunting task to analyze in detail the molecu-
lar motion in cases where the involved coordinates feature
non-trivial high-order correlations –even if these systems
would typically classified to be “small” since built from
only a handfull of atoms. In such cases the analysis needs
to go beyond commonly used correlation coefficients that
are only able to reveal linear bivariate correlations.
In this study, we employ a general framework to deci-
pher high-order correlations between any desired degrees
of freedom of a chemical system using concepts origi-
a)Electronic mail: rafal.topolnicki@uwr.edu.pl
nating in information theory that are based on a non-
parametric entropy estimator. Here, the well-known k-
th nearest-neighbor configurational entropy estimator1–3
is employed to analyze the configurational ensemble ob-
tained from sampling the PES, using molecular dynam-
ics simulations. Since this approach is very general and
does not require any assumptions regarding topological
properties of the sampled configuration space, it has a
broad range of applications. In the context of molecu-
lar science, the method has previously been successfully
used for instance to estimate translational and orienta-
tional entropies of small molecular systems.4 In addition,
it has been shown that this method, although suffering
from slower convergence in higher dimensions, can be ap-
plied to approximate the total configurational entropy
by a truncated mutual-information expansion.5–7 Due
to increasing computational resources, the k-th nearest-
neighbor approach has been recently employed in the
field of moderately sized biomolecular systems, where it
supersedes much simpler and less accurate parametric
methods, such as the quasi-harmonic approximation8 or
Schlitter’s entropy formula.9 These applications include,
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2among others, the investigation of the changes in con-
figurational entropy due to binding and interactions of
biomolecular systems with solvents.10–12 For comprehen-
sive background and overview in the realm of chemistry,
we refer the reader to a recent review article13 of both,
parametric as well as non-parametric methods for en-
tropy estimation from molecular simulations.
After presenting the required methodology for the
analysis of high-order correlations based on the config-
urational entropy, we apply this new approach to the
study of correlations between the coordinates of proto-
nated acetylene as a function of temperature. Proto-
nated acetylene is a fluxional (or floppy) molecule sub-
ject to large-amplitude motion, which can be activated
both by temperature or quantum effects14 and thus is
a prime candidate for complex, non-linear correlations.
Although being a relatively small molecule, protonated
acetylene is highly relevant for gas phase chemistry15–18
and has a complex PES that offers the opportunity to
analyze intricate internal motion. Protonated acetylene
is studied since decades by now in experiment and the-
ory. In the beginning, the debate was focused on predict-
ing the correct global minimum energy structure. Early
Hartree-Fock electronic structure calculations suggested
a Y-shaped or ’classical’ isomer to be the energetically
most favorable configuration,19 while taking electron cor-
relation into account yielded the bridge-shaped or ’non-
classical’ structure to be more stable20 as unveiled using
pioneering coupled-cluster-like methods; see Fig. 1 for
visual representations of the two isomers. It is now well
established that the global minimum on the PES is the
non-classical bridged isomer, while the classical structure
is a shallow local minimum that is something like 17–
21 kJ/mol higher in energy.16 Later, a great share of
attention focused on dynamical properties of the C2H
+
3
molecule initiated by the results of Coulomb explosion
imaging (CEI) experiments,21 which has been further ex-
tended using combined ab initio and Monte Carlo tech-
niques.15
A crucial component of any data-intensive correlation
analysis such as the one to be utilized in what follows
is the efficient sampling of the PES of the molecular
system of interest using molecular simulations. In the
present context of protonated acetylene, this is made
possible by the use of a machine learning approach
based on the automated development of the so-called
high-dimensional neural network potentials (NNPs).22–25
Here, we generate the global NN-PES that describes
the large-amplitude conformational dynamics of bridged
and Y-shaped structures at essentially converged cou-
pled cluster accuracy – thus going beyond the electronic
structure methods previously used in this context – us-
ing a largely automated fitting procedure.26 This allows
us to conduct an accurate statistical sampling followed
by exhaustive configurational entropy analysis based on
extensive molecular dynamics simulations. Notably, we
describe the nuclei as both, classical and quantum de-
grees of freedom, the latter obtained from converged path
integral simulations, from ultra-low to very high temper-
atures without reducing the dimensionality of the prob-
lem. It therefore becomes possible to quantify the corre-
lations in protonated acetylene from both, the classical
and quantum configurational entropy and to study their
evolution as a function of temperature. This detailed
analysis spans vastly different conditions, from ultra-low
temperatures of 1 K to ambient conditions up to very
high temperatures of 1600 K and reveals the distinct dif-
ferences between a quantum and classical description of
the nuclei depending on the temperature regime.
The present study showcases the great potential of
our non-parametric correlation analysis approach based
on configurational entropy to address not only bivariate
correlations, but also to study high-order correlations,
here up to four-point correlations in a fluxional molecule,
which are expected to be of relevance much beyond the
present case.
II. METHODOLOGY
A. Entropy and interaction information
The configurational entropy S associated with coordi-
nates q = (q1, . . . , qs) of a single molecule is given by
S(1, 2, . . . , s) = −kB
∫
f(q) ln f(q) dq , (1)
where kB is the Boltzmann constant and f(q) is the con-
tinuous probability density function of the coordinates
used to describe the molecular configurations. In the
classical case, this probability density simply is the clas-
sical Boltzmann distribution in q-space, while for quan-
tum systems at finite temperatures, f(q) is given by the
diagonal part of the thermal density matrix. For sim-
plicity, we shall use kB = 1 and express the entropy as a
unitless quantity broadly known as information-theoretic
or Shannon entropy27 and von Neumann entropy in the
context of quantum mechanics.28,29 In information the-
ory, the mutual information concept is usually used to
describe the correlation between variables. The so-called
mutual information I(i, j) between the two variables qi
and qj is defined as
27
I(i, j) = S(i) + S(j)− S(i, j) , (2)
where S(i), S(j) and S(i, j) are the entropies of the sys-
tems i, j and {i, j}, respectively. The function I(i, j)
measures the amount of information about variable qi
that is gained from a measurement of variable qj and vice
versa. In other words, the mutual information I(i, j) rep-
resents the reduction of uncertainty about qi due to the
knowledge of qj . Therefore, I(i, j) quantifies the degree
of correlation between qi and qj , i.e. the smaller the value
of the mutual information the more independent the two
variables are.
3A most widely used measure of correlation, in partic-
ular in the context of computational entropy estimation
based on (bio)molecular simulations, is the correlation
coefficient matrix with elements
ρi,j =
cov(i, j)
σiσj
,
where cov(i, j) is the covariance between variables qi and
qj ; σi and σj are the usual standard deviations of these
variables. We note in passing that this is also the general
idea underlying what is called principal component anal-
ysis (PCA), principal mode analysis (PCM), or essential
dynamics (ED) depending on the community. In stark
contrast to ρi,j , which is only sensitive to linear correla-
tions, the mutual information I(i, j) characterizes a gen-
eral dependence and, thus, is able to perfectly quantify
also non-linear correlations among the considered vari-
ables.30 Moreover, the mutual information is invariant
under invertible transformations of the data as opposed
to the correlation coefficient. This property is especially
desirable when detecting the correlated motion within
fluxional molecules since no assumptions about the na-
ture of the correlation are required. Therefore, investi-
gating the mutual information provides a very general
framework that may be used to study all kinds of cor-
relation among a suitable set of generalized coordinates
describing the arrangement of particles (such as atoms or
nuclei) in space.
The mutual information defined above can be gen-
eralized to describe higher-order correlations. One of
possible approaches for such a generalization is the so-
called interaction information.31 For a given subset U =
{i1, . . . , in} ⊆ {i1, . . . , is} of n variables the n-coordinate
interaction information is defined as32
In(U) = −
∑
T⊆U
(−1)|U |−|T |S(T ) , (3)
where the sum runs over all possible subsets T ⊆ U and
|U | denotes the set size of U . It can be seen that the first-
order interaction information I1(i) is the entropy S(i) it-
self, the mutual information Eq. (2) is a special case of
interaction information Eq. (3) for n = 2, which is the
reason why we will use the term interaction information
also in context of two-body interactions represented by
mutual information. The three-coordinate interaction in-
formation can be easily derived from Eq. (3) to be
I3(i, j, k) = −S(i)− S(j)− S(k)
+ S(i, j) + S(j, k) + S(i, k)
− S(i, j, k) .
In general, the n-coordinate interaction information
In measures that contribution to the intrinsic corre-
lation between n coordinates5 which is not already
described by any of the lower-order correlations, i.e.
In−1, In−2, . . . , I2. In other words: The interaction infor-
mation can also be viewed as the amount of information
that is common to all the attributes, but not present in
any subset.32
Note that, while the two-coordinate interaction infor-
mation I2 is a non-negative quantity, the generalized n-
coordinate interaction information In, n ≥ 3, can be both
positive as well as negative. The positive interaction in-
formation is commonly referred to as ”synergy” as it im-
plies the synergistic interaction between the variables in-
volved: We obtain more information about the system
by observing n variables simultaneously than we would
obtain knowing all subsets containing at most n−1 vari-
ables. On the other hand, the negative interaction infor-
mation implies a redundant interaction among the vari-
ables.32 Similar to mutual information, the interaction
information allows one to detect and to quantitatively
characterize any kind of correlation including non-linear
components.
It should be noted that the approach presented above
to study correlations among the coordinates used to de-
scribe the arrangement of a molecule does not depend on
the actual coordinates that have been used. Although
the value of the configurational entropy depends on the
chosen coordinate system,33 the interaction information
does not. The choice of a particular coordinate system,
meaning the set of generalized variables q used to com-
pute In, is mainly suggested by its useful geometrical
interpretation for the given problem such as depicted be-
low for protonated acetylene, see Fig. 2. The introduced
methodological framework is therefore the ideal approach
to study very general correlations of complex molecular
motion.
B. Entropy estimation
In this work, we aim at quantifying correlations within
fluxional molecules using the interaction information
which requires the estimation of the configurational en-
tropy. The configurational entropy S(1, . . . , s) of a gen-
eral probability distribution f(q1, . . . , qs) can be esti-
mated from N observations x(i) = (x
(i)
1 , . . . , x
(i)
s ), i =
1, . . . , N of a random vector q = (q1, . . . , qs) (which will
be the set of generalized coordinates defined in Fig. 2
as generated from classical and quantum simulations of
protonated acetylene) based on the nearest-neighbor dis-
tances between sample points. The asymptotically un-
biased and consistent estimator2 of the entropy is given
by
S
(N)
k =
1
N
N∑
i=1
lnRi,k + ln
Npis/2
Γ( s2 + 1)
− Lk−1 + γ , (4)
where Ri,k is the distance between the sample point x
(i)
and its k-th nearest neighbor in the sample. The last
two terms on the right side of Eq. (4), namely Lk =∑k
j=1 1/j, j ≥ 1, L0 = 0 as well as the Euler–Mascheroni
constant γ, are introduced to provide a bias correction.2
4In the following, we will refer to the estimator according
to Eq. (4) as the k-th NN estimator of the configurational
entropy S; keep in mind that this “NN” in the context of
estimators does not encode the notion “neural network”.
Very importantly, this k-th NN entropy estimator is a
non-parametric estimator and therefore requires no as-
sumptions about the functional form of the underlying
probability density function f , in particular not that
of a multivariate Gaussian as traditionally assumed in
the context of computational entropy estimates based on
(bio)molecular simulations. Moreover, the k-th NN es-
timator has several highly desirable properties such as
being adaptive, data efficient and having the minimal
bias at given finite sample size N (see Ref. 34). The
main drawback is the high computational complexity of
the NN searching algorithms which increases significantly
with the dimensionality of the data.
One assumption that is made to derive Eq. (4) is that
the underlying probability density f is constant in the re-
gion of k nearest neighbors around each sample point.1,34
This assumption is better fulfilled for small values of k,
therefore it is widely accepted to use k = 1, . . . , 5 (see
e.g. Refs. 7,35). On the other hand, the parameter k can
be viewed as a smoothing parameter where large val-
ues of k corresponds to smoother estimates of the un-
derlying probability density function f , thus providing
a lower variance at the price of a larger bias, whereas
using small values of k provide smaller biases but larger
variances.36,37 Yet, in the limit N → ∞, all k-NN es-
timators should yield the same result regardless of the
value of the parameter k. The asymptotic properties of
the S
(N)
k estimator were derived long ago:
2 The asymp-
tomatic variance of the k-NN entropy estimator decreases
with k. However, for finite sample sizes N , as implied in
practice by any numerical sampling of q = (q1, . . . , qs)
based on molecular simulations, the interplay between
bias and variance remains unknown. It is also not clear
how the errors in entropy estimation transfer to errors in
estimation of interaction information.
In order to cope with this practical limitation, it has
been proposed in the literature35 to extrapolate the en-
tropy estimate to the limit N → ∞ based on values ob-
tained on several data sets of increasing size. This ap-
proach is time consuming as the estimation procedure
needs to be performed multiple times but also a specific
form of extrapolation function has to be imposed. Since
the true value of the entropy remains unknown, we are
unable to determine the bias of the k-NN estimator in
the present case. However, the variance can be approxi-
mated using the bootstrap technique.38 It turns out that
the variance of the interaction information Eq. (3) es-
timator rapidly decreases with the few first values of k
and then remains almost constant as k increases further
as explicitly shown in Sec. III.C of the Supplementary
Information. Therefore, it is reasonable not to use the
lowest possible value of k as the obtained estimate will
be prone to stochastic fluctuations. Since the estimated
value of the bias is unknown, we propose here to use a
rather small value of k = 5 in order to benefit from the
rapid decay of the variance without introducing signifi-
cant systematic errors. In order to validate our choice
we have considered values of k up to 50 and virtually no
quantitative difference was observed compared to k = 5
as discussed in detail in Sec. III.C of the Supplementary
Information.
In the remainder of this paper, we are going to use the
entropy estimator as defined via Eq. (4) in order to con-
struct a plug-in estimator of the n-point interaction in-
formation according to Eq. (3). As will be demonstrated
for protonated acetylene, the above-described estimation
of the configurational entropy based on the k-NN en-
tropy estimator enables the reliable analysis of general,
high-order correlations beyond using standard correla-
tion coefficients and parametric estimators. Computing
n-coordinate interaction information based on such clas-
sical and quantum entropies provides a unique framework
for the investigation of both, complex classical and quan-
tum molecular motion as present in fluxional molecules.
III. COMPUTATIONAL DETAILS
The potential energy surface of the protonated acety-
lene molecule that covers interconversion of its bridged
and Y-shaped isomers as exposed in the introduc-
tory paragraphs is described using a high-dimensional
NNP.22–25 This global NN-PES (dubbed “V1-PES-
Protonated-Acetylene-2020”) has been parameterized
by us using our in-house RubNNet4MD neural network
package39 based on a total of about 28 000 configu-
rations for which the energy has been computed us-
ing CCSD(T*)-F12a/aug-cc-pVTZ electronic structure
calculations 40,41 with consistent scaling of the per-
turbative triples41 (denoted for brevity throughout as
CCSD(T*) in what follows) all performed using the
Molpro package.42 This particular explicitly correlated
electronic structure method provides coupled cluster en-
ergies close to the complete basis set (CBS) limit.41 Us-
ing this method to compute the reference data used to
fit the present NN-PES allows us to perform long and
stable classical and path integral quantum molecular dy-
namics simulations of protonated acetylene at essentially
converged coupled cluster accuracy. In order to sample
the configuration space of that fluxional molecule effi-
ciently and to keep the number of the computationally
demanding coupled cluster reference calculations as low
as possible we applied our automated fitting scheme as in-
troduced recently.26 Using 28 000 reference calculations,
the root-mean-square error (RMSE) in the training set
is around 0.03 kJ/mol per atom, which corresponds to
0.15 kJ/mol, thus being much better than the usually
accepted “chemical accuracy” (i.e. 1 kcal/mol or about
4 kJ/mol) which indicates the high quality of our global
NN-PES fit. We refer the interested reader to Sec. I
of the Supplementary Information for all details on the
NNP architecture and the fitting procedure.
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FIG. 1. Energy profile along the minimum energy path (solid
black line) as given by the global NN-PES of CCSD(T*) accu-
racy, see text. Along this path, single-point energies obtained
by using the identical electronic structure method are shown
as red dots for direct comparison. The global and local min-
imum of the C2H
+
3 molecule as well as the interconnecting
saddle-point corresponding to the bridge, Y-shaped and tran-
sition state structures are depicted using ball-and-stick rep-
resentations in the right, left and middle parts of the figure,
respectively.
Multiple tests were performed to validate the accu-
racy of this NN-PES for protonated acetylene. This
includes, among others discussed in the Supplementary
Information, the calculation of the transition path be-
tween the bridged and Y-shaped conformations (using
the improved tangent nudged elastic band method (NEB)
method43) obtained from this NN-PES as presented in
Fig. 1. Along this minimum energy path, a dense set of
single-point energies was computed for comparison us-
ing the same CCSD(T*) methodology. The NN-PES
is able to reproduce not only the 16.46 kJ/mol energy
barrier of the rearrangement from the Y-shaped to the
bridged isomer with essentially perfect agreement to the
coupled cluster reference, but also the overall shape of
the transition path including the extremely shallow lo-
cal minimum of the Y-structure, such that the naked eye
cannot recognize any difference on the intrinsic energy
scale of that PES; we note in passing that this impor-
tant energy pathway is consistent with the results re-
ported earlier.16 For comprehensive benchmarking, we
refer to data obtained by evaluating the NN-PES in di-
rect comparison to explicit single-point CCSD(T*) cal-
culations (including energy predictions across the data
set, important stationary-point energies, normal modes
of the key minimum-energy structures, as well as poten-
tial energy scans along various internal generalized co-
ordinates), which are compiled in Secs. I.A to D of the
Supplementary Information. Overall, these tests confirm
that the NN-PES fit is able to reproduce the coupled
cluster PES of protonated acetylene very accurately.
This NN-PES was used to perform classical molecular
dynamics (MD) and quantum path integral molecular dy-
namics (PIMD) simulations employing the CP2k simula-
tion package.44,45 In this context, we refer the interested
reader to a recent review article46 that unfolds the entire
methodological framework that allows one to carry out
converged quantum simulations of fluxional molecules or
complexes even at cryochemical conditions. For the pro-
duction runs, protonated acetylene was simulated at dif-
ferent temperatures ranging from 1 K to 1600 K using
both, MD and PIMD simulations. In case of the PIMD
simulations, the so-called PIQTB47 thermostat as imple-
mented by us in CP2k for usage down to ultra-low tem-
peratures48 was utilized in order to converge the path in-
tegral in terms of its discretization. This Trotter conver-
gence was examined in detail for simulations at 100 K and
compared with the corresponding results obtained with
standard canonical PIMD simulations using the so-called
PILE49 thermostat and a very large number of path inte-
gral replica. It was observed that in case of PIQTB using
P = 48 replica at 100 K is sufficient to provide converged
results in terms of energetic as well as structural prop-
erties; see Sec. II in the Supplementary Information for
details. It was also verified that both thermostats pro-
vide the same values of the quantity of interest, namely
the interaction information In up to 4-point correlations,
as discussed in detail in Sec. II.C of the Supplementary
Information. The number of replicas P used for the simu-
lations at different temperatures was determined as usual
in such a way that the product P · T remains constant,
thus providing similar relative discretizations at all tem-
peratures, thus using P = 4 800 replica at our ultra-low
temperature of 1 K. At very low temperatures, this ap-
proach was further validated by explicit benchmark simu-
lations at 5 K where taking P = 960 was shown to indeed
provide converged results; we refer to Secs. II.A to B in
the Supplementary Information for more details. All re-
ported simulations were propagated for at least 2 ns in the
case of PIMD simulations and at least for 82 ns for clas-
sical MD simulations. Overall, this adds up to a grand
total of 2.2 µs of classical and quantum simulations of
protonated acetylene carried out at CCSD(T*) accuracy.
A time step of 0.25 fs was used throughout and the first
2.5 ps of each simulation was discarded to account for
thermalization.
The structural correlation analysis was performed us-
ing a set of ten generalized coordinates of C2H
+
3 , which
are the C—C bond length (rCC), the C—H bond lengths
of the two axial (rA1 , rA2) protons, the distance between
the equatorial proton and the C—C midpoint (rE), the
polar angles of each proton (θA1 , θA2 and θE) and the
azimuth angles of each proton denoted as φA1 , φA2 and
φE, respectively. This set of coordinates allows one to
uniquely define all possible configurations of the proto-
nated acetylene molecule within the laboratory-fixed co-
ordinate system as defined in Fig. 2 together with the
graphical definition of all ten coordinates. We note in
passing that this set is very convenient for the present
discussion but slightly redundant since only nine inter-
nal degrees of freedom exist for C2H
+
3 . In case of the
azimuth angles of the protons, (φA1 , φA2 , φE), periodic
boundary conditions with a period of 2pi apply. As a
consequence, the distance between points φi and φj is
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FIG. 2. Definition of polar angles (θA1 , θA2 , θE), left panel,
and azimuth angles (φA1 , φA2 , φE), right panel, used to de-
scribe the orientational configuration of the three protons
with respect to the carbon atoms of the C2H
+
3 molecule. The
corresponding distances of the axial and equatorial protons
(rA1 , rA2 , rE) are not labeled in the figure but defined therein
using arrows. All coordinates are defined with respect to a
laboratory-fixed coordinate system as follows: The molecule
is translated and rotated with respect to the x- and z-axes
such that the two C atoms lie on the z-axis and that the
origin is given by the C—C bond midpoint.
given by
dφ(φ1, φ2) = min{|φi − φj |, 2pi − |φi − φj |},
which can be easily generalized to higher dimensions.
By construction, our generalized coordinates are not
invariant with respect to permutations, e.g. exchanging
atoms HA1 with HE changes the values of rA1 , rE and
φA1 , φE. In particular, these coordinates are only mean-
ingful for bridge-like structures, see Fig. 1 for details.
However, as evidenced by the minimum energy path in
Fig. 1, the local minimum of the Y-configuration is ex-
tremely shallow with a barrier of only about 0.5 kJ/mol
toward the global minimum, whereas the reverse barrier
of the global minimum toward the Y-structure amounts
to ≈ 16.5 kJ/mol. Thus, the relative population of Y-like
structures compared to bridge-like structures is expected
to be overall very small at finite temperatures. In an
effort to nevertheless take into account possible atom ex-
changes and thus permutations of axial versus equatorial
proton labels when computing the respective generalized
coordinates, we consider in each simulation step all possi-
ble permutations of the three H and two C nuclei (twelve
permutations in total) according to that configuration
and define a structure in a given permutation state to be
bridge-like if the following set of conditions is fulfilled by
the three polar angles: 3pi/4 ≤ θA1 ≤ pi, 0 ≤ θA2 ≤ pi/4,
and pi/2− 0.6 ≤ θE ≤ pi/2 + 0.6. These threshold values
used to classify a given structure as bridge-like has been
determined from the respective minima of the distribu-
tion functions of the polar angles when no permutations
are applied as presented in Sec. III.A of the Supplemen-
tary Information. Modifying these threshold values in
meaningful bounds only slightly impacts on the quanti-
tative results, whereas the qualitative findings presented
below remain unchanged. Indeed, explicit simulation
shows that only very few structures, below 1 %, are in
practice rejected by these criteria up to temperatures of
300 K, which is fully in line with the expected instability
of Y-like structures given the shape of the interconversion
profile Fig. 1.
Standard Nose´-Hoover-chain thermostatted molecular
dynamics is used here to sample the classical canonical
phase space distribution function at a given temperature,
and thus to generate molecular structures in configura-
tion space which are distributed according to the classical
Boltzmann distribution. In the quantum case, path inte-
gral MD (PIMD) is correspondingly used to generate the
configurations according to the canonical density matrix
at the selected temperatures as detailed in Secs. II and III
of the Supplementary Information. The internal coordi-
nates are then constructed from these configurations and
used as sample points for the computation of the associ-
ated entropies using the k-th NN estimator. In the PIMD
case, the atomic positions of all replica were treated inde-
pendently and the corresponding coordinates, computed
for each replica separately, were added to the data set
utilized to compute the k-th NN estimator, thus follow-
ing the usual procedure to compute quantum expectation
values of observables which are only defined in position
space.
Prior to computing the k-th NN entropy estimator,
values of all the coordinates, except the azimuth an-
gles φA2 , φA2 and φE, are standardized so that they have
the same standard deviation as the azimuth coordinates.
This is done by subtracting the mean, dividing by the
standard deviation of the given coordinate, and multi-
plying by the average standard deviation of azimuth co-
ordinates. As already said, the interaction information
according to Eq. (3) is invariant under such linear trans-
formations, but in this way the effective distance scale
between points in different dimensions is more homoge-
neous. This offers the numerical advantage that the con-
vergence of the k-th NN entropy estimators is faster in
higher dimensions.
In order to determine the distances Ri,k required to
compute the k-th nearest neighbor of all sample points,
we used the ANN code50 which utilizes the so-called
“kd tree” algorithm.51,52 Although with ANN it is possi-
ble to determine approximate nearest neighbors to reduce
the computational complexity we decided to use here an
exact algorithm instead.50,53
The interaction information Eq. (3) can be estimated
directly from the data,34 which usually provides a faster
convergence with respect to the number of data points
at a price of higher computational complexity. How-
ever, it turns out that, due to the high performance of
NN-PES molecular dynamics simulations, it is computa-
tionally less demanding to generate large sets of uncor-
related structures and to use the k-th NN entropy esti-
7mator Eq. (4), combined with Eq. (3), than to estimate
the interaction information directly from the data.
IV. RESULTS
In order to provide detailed insight into the correla-
tions in fluxional molecules based on the above intro-
duced configurational entropy analysis, we set out to
study the temperature dependence of protonated acety-
lene, a prime candidate of large-amplitude motion and
fluxionality. For that purpose, we performed exhaustive
classical and quantum simulations spanning vastly differ-
ent regimes: From ultra-low temperatures down to 1 K to
ambient conditions to the highest temperature of 1600 K.
The computational details of these simulations can be
found in Sec. III with further references to the Supple-
mentary Information. Concerning the convergence of the
interaction information estimators with respect to num-
ber of data points we refer to Sec. III.B in the Supple-
mentary Information. The resulting classical and quan-
tum ensembles at these distinct temperatures enable the
detailed analysis of the evolution of correlations as a func-
tion of temperature, while at the same time unraveling
the importance of nuclear quantum effects in different
temperature regimes.
To start the detailed configurational entropy analysis
of correlations in protonated acetylene, all possible two-
coordinate interaction informations for the ten coordi-
nates presented in Fig. 2 were determined from the clas-
sical and quantum trajectories at several distinct tem-
peratures. As an important first result, we observe that
there are only three significant two-coordinate correla-
tions. All other correlations are several times weaker
and therefore will not be considered in the following.
A detailed discussion of all correlations can be found in
the Supplementary Information in Sec. IV.A, where we
also show that the relative importance of the correlations
neither depends on the temperature nor on treating the
nuclei as classical or quantum point particles. The first
prominent correlation, I2(rE, θE), is between the distance
of the equatorial proton from the C—C bond, rE, and
its polar angle θE. This is the only correlation that in-
volves any of the existing bond lengths with protonated
methane, i.e. all other correlations considered here, in-
cluding the three- and four-coordinate ones, exclusively
involve angular degrees of freedom. The second promi-
nent correlation, I2(θA1 , θE) and its symmetry equivalent
I2(θA2 , θE), involves the polar angle of one of the two ax-
ial protons (i.e. θA1 or θA2) and the polar angle of the
equatorial proton θE. The last significant two-point cor-
relation, I2(φA1 , φA2), is observed between the azimuth
angles of the two axial protons. Interestingly, the corre-
lations between the azimuthal orientations of two axial
protons is not mediated by the orbiting equatorial pro-
ton: Correlations between the variable φA1 and any of
three coordinates describing the position of the equato-
rial proton (i.e. rE, θE, φE) are always at least one order
of magnitude weaker then I2(φA1 , φA2). In fact, the in-
teraction information between the azimuth angle of axial
and equatorial protons, which seems to be a natural can-
didate to proxy the angular position of axial protons, is
virtually zero, which proves that φA1 and φE are indepen-
dent. In other words: Analysis of the two-point correla-
tions suggests that the equatorial proton orbits around
the molecular axis given by the C–C bond independently
from the orientational arrangement of the two axial pro-
tons. However, the higher-order correlations paint a dif-
ferent picture as follows.
Let us next focus on the relevant higher-order correla-
tions in protonated acetylene, while as before discussion
of all correlations can be found in the SI in Sec. IV.B.
There are only two significant three-coordinate correla-
tions found which are in addition equivalent by symme-
try: I3(θE, φA1 , φE) and I3(θE, φA2 , φE). They involve
the two angular coordinates of the equatorial proton,
namely the polar θE and azimuth φE angles, and the po-
lar angle of one of the two axial protons, i.e. either φA1 or
φA2 . This result indicates that there exists a higher-order
correlation between the orientations of the protons that
cannot be explained by the respective two-coordinate cor-
relations discussed above. In particular, no substantial
two-coordinate correlations involving the φE variable are
recognized. Therefore, it can be concluded that the po-
sition of the orbiting equatorial proton is coupled in a
non-trivial way to the arrangement of either one of the
two axial protons and vice versa. Such a correlation has
not been recognized previously14,15 due to the lack of
appropriate analysis methodology. Notably, this three-
coordinate correlation is found to be stronger than any
of the two-coordinate correlations involving only angu-
lar coordinates and, therefore, cannot be interpreted as
a minor correction only.
Among all possible four-coordinate correlations there
is only the correlation given by I4(θE, φA1 , φA2 , φE) which
is not negligible. However, the magnitude of I4 is roughly
half the value of I3 and it features negative values in addi-
tion. This four-body correlation links the azimuth angles
of all protons with the polar angle of the equatorial pro-
ton, hence connects only the coordinates that are present
in the two three-coordinate correlations discussed in pre-
vious paragraph. This explains why the four-coordinate
interaction information is negative. According to Eq. (3),
its negative value can be interpreted as a redundancy in
the information provided by the involved coordinates and
usually indicates a common-cause relation between the
involved variables. In our case this indicates that the az-
imuth position of the φA2 coordinate is already partially
determined by the values of θE, φA1 and φE (an analo-
gous relationship holds when φA2 is replaced by φA1 and
vice versa).
After having identified and discussed all relevant two-,
three- and four-coordinate correlations in protonated
acetylene, let us next focus on their temperature depen-
dence and the impact of nuclear quantum effects. The
temperature dependence of all significant two-coordinate
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FIG. 3. Significant two-coordinate correlations of pro-
tonated acetylene as a function of temperature: I2(rE, θE),
I2(θA1 , θE) and its symmetry equivalent I2(θA2 , θE), as well
as I2(φA1 , φA2) from top to bottom. Correlations computed
based on configurations generated using classical molecular
dynamics (MD) simulations are marked using red lines, while
the corresponding quantum path integral molecular dynamics
(PIMD) data are given by black lines.
correlations is presented in Fig. 3 whereas the important
three- and four-point correlations are found in Fig. 4.
We can clearly see that the results obtained from classi-
cal (MD) and quantum (PIMD) simulations differ con-
siderably except in the limit of very high temperatures
where the classical approximation approaches the quan-
tum benchmark. As a first summary, it can be concluded
that the correlations observed for classical nuclei are al-
ways stronger then those observed when quantum effects
are included (except for obvious artifacts at sufficiently
low temperatures where the classical approximation qual-
itatively fails to describe the system). This indicates that
quantum delocalization tends to weaken the correlations
over the whole temperature range studied here.
In the next step, we discuss the temperature evolution
of the involved correlations in detail. We start by analyz-
ing the classical results obtained from MD simulations.
Generally speaking all correlations increase with temper-
ature up to a certain point and then start to decay rapidly
as temperature increases further. This trend holds true
not only for the two-body correlations but is present in
the many-body correlations as well, see Fig. 4 for three-
and four-coordinate correlations. At low temperatures,
classical dynamics pins the molecule close to its global
minimum energy structure where it can only perform
small-amplitude motion (mostly vibrations around that
minimum energy structure). Upon increasing the tem-
perature, correlations strengthen with reference to what
is found at low temperatures, which can be understood
in terms of increasing the PES landscape that becomes
available to the system. As more thermal energy is pro-
vided, the system is able to explore larger regions of the
PES such that more complex large-amplitude motions
can unfold from which significant correlations are able to
develop. In the high temperature limit, the relative im-
portance of potential versus kinetic energy shifts toward
the latter. Thus, the motion of the molecule is no longer
strongly governed by the PES, but starts to be mostly a
consequence of random thermal fluctuations. It is, thus,
expected that further increase of the temperature will
results in systematically decreasing correlations before,
eventually, the molecule must fragment along particular
dissociation channels which have not been considered in
the present case.
In stark contrast to these classical results, the quantum
simulations of protonated acetylene provide a completely
different behavior for temperatures below 100 K, not only
in terms of the estimated correlation strength but also in
terms of the response to temperature changes. As can be
seen in Fig. 3, the two-body correlations obtained from
the quantum simulations are very small and, moreover,
temperature independent below about 100 K. This ob-
servation also holds true for the higher-order correlations
presented in Fig. 4. This combined analysis of all rel-
evant correlations in protonated acetylene, thus, reveals
the complete absence of any correlations in this tempera-
ture regime – if nuclear quantum effects are properly ac-
counted for. At the same time, the classical correlations
not only increase strongly with temperature, but also the
estimated interaction information can be larger by two
orders of magnitude compared to the low-temperature
quantum limit.
In the quantum regime, protonated acetylene is essen-
tially in its quantum ground state, thus quantum fluctu-
ations play a dominant role whereas additional thermal
activation effects are negligible. In other words: Classi-
cal simulations completely fail to correctly describe the
correlations of protonated acetylene in the temperature
regime below 100 K even at the qualitatively level. In this
context, we draw attention to the fact that the I2(rE, θE)
and I2(φA1 , φA2) interaction information obtained from
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FIG. 4. Significant three-coordinate (top) and four-
coordinate (bottom) correlations of protonated acetylene as
a function of temperature: I3(θE, φA1 , φE) and its symme-
try equivalent I3(θE, φA2 , φE) as well as I4(θE, φA1 , φA2 , φE).
Correlations computed based on configurations generated
using classical molecular dynamics (MD) simulations are
marked using red lines, while the corresponding quantum path
integral molecular dynamics (PIMD) data are given by black
lines.
classical MD (Fig. 3) becomes even lower than its PIMD
counterpart at these low temperatures. This effect is due
to freezing out of the involved coordinates which is an
unphysical artifact in view of the intrinsic zero-point vi-
brational motion even at 0 K.
For temperatures above approximately 800 K, how-
ever, protonated acetylene is reaching the classical regime
where both classical and quantum simulations results
start to be in quantitative agreement. This is exactly
that temperature regime where the correlations, which
initially increased upon heating, hit their maxima and
thereafter systematically decay at even higher tempera-
tures. That qualitative change in temperature response
and, thus, disruptive behavior of all correlations within
protonated acetylene is observed irrespective if the nuclei
are treated as classical or quantum point particles. Al-
though the classical simulations still overestimate the in-
teraction information due to the neglect of quantum fluc-
tuations, classical MD simulations can be used safely to
study correlations of protonated acetylene in this regime.
Finally, for temperatures in between roughly 100 and
800 K a quantum-classical cross-over regime is observed
in which the classical results are qualitatively in agree-
ment with the quantum results, but the values of the
correlations are heavily overestimated. At variance with
low temperatures, quantum fluctuations are not domi-
nant anymore in this regime as thermal fluctuations are
becoming increasingly more important. For sufficiently
large temperatures the quantum fluctuations are com-
pletely overwhelmed by thermal activation effects and
the system enters the classical regime which is associ-
ated with the aforementioned bending of the curves at
around 800 K.
The turning points, corresponding to the temperature
at which a given correlation reaches its maximum value,
is different in the classical and quantum treatment. It
is observed that in case of quantum simulations these
maxima are shifted towards higher temperatures by ap-
proximately 300 K. This phenomenon might be viewed as
a remnant of quantum fluctuation effects that still con-
tribute to the correlations.
Overall these results show the ability of the correla-
tion analysis based on configurational entropy presented
here to unravel complex correlated motion within flux-
ional molecules such as protonated acetylene. An im-
portant finding of this study is the striking difference
between classical and quantum correlations highlighting
the destructive character of quantum delocalization and
zero point vibration that essentially destroy any corre-
lations at low temperatures and, in particular, in the
deep quantum regime. Even without knowing any de-
tails concerning the specific molecule, our entropy-based
correlation analysis is able to uncover that the classical
approximation to nuclear motion is entirely meaningless
below about 100 K, while being qualitatively correct in
between 100 and roughly 800 K and that it finally quan-
titatively describes protonated acetylene at temperatures
of 1000 K and beyond.
V. CONCLUSIONS AND OUTLOOK
In summary, we have outlined a systematic and rigor-
ous analysis technique based on configurational entropy
that allows one to quantify temperature-dependent struc-
tural correlations, both classical and quantum, within
fluxional molecules. This general framework, which uses
concepts originating in information theory, namely the
non-parametric k-th nearest-neighbor configurational en-
tropy estimation, can be used to decipher high-order cor-
relations between any desired degrees of freedom with-
out linearization or assumption of any parametric model.
Applied to protonated acetylene C2H
+
3 , an archetypal
fluxional molecule, this analysis is able to unravel the
intricate impact of temperature and nuclear quantum ef-
fects on intra-molecular structural correlations based on
n-coordinate (a.k.a. n-body or n-point) interaction in-
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formation estimators up to n = 4.
Application to protonated acetylene shows that for our
set of ten generalized coordinates chosen to characterize
protonated acetylene, only three two-coordinate corre-
lations have significant relevance for the complex con-
figurational coupling in this molecule. In addition, two
symmetry-equivalent three-coordinate correlations and a
single four-coordinate correlation feature non-negligible
magnitudes in the present case. Thus, protonated acety-
lene already provides a variety of correlation phenomena
that go beyond the simple two-coordinate picture – as
would be readily available using traditional covariance
or principal component analyses based on the respective
correlation coefficient matrix – although it certainly is a
small molecule. This highlights that higher-order corre-
lations significantly contribute to the overall complexity
of the system and cannot be viewed as minor corrections.
Applying the technique to configuration ensembles
that have been sampled from the classical and quantum
canonical ensemble of the nuclear skeleton reveals three
distinct temperature regimes as judged exclusively from
inspecting the temperature-dependence of the n-body
correlations. Below about 100 K the classical descrip-
tion of the nuclei provides unphysical artifacts whereas it
works quantitatively correctly at temperatures of 1000 K
or higher. In an intermediate regime from about 100 to
800 K, the quantum-to-classical cross-over occurs where
classical nuclei fluctuating due to thermal activation
qualitatively mimic the quantum-statistical description
at the same temperature.
For classical nuclei, the obtained correlations start to
increase continuously beyond roughly 100 K until reach-
ing a maximum at about 800 K which is the temperature
of the turnover to a rapid entropy-driven decay due to
the overriding influence of the kinetic energy over the
ordering effects of the potential energy. In contrast, we
overall observe strongly reduced correlations for quantum
nuclei, in particular at low temperatures due to quan-
tum delocalization, which is prevailing for ground-state-
dominated temperatures up to approximately 100 K. In
the cross-over regime, the classical and quantum corre-
lations are in qualitative agreement, albeit the latter are
always much less pronounced than the former, and reach
quantitative agreement only in the classical regime at
the highest temperatures where thermal activation dom-
inates.
This detailed data-intensive analysis has been made
possible due to recent developments in machine learn-
ing approaches based on neural network representations
of global potential energy surfaces in high dimensions,
which allows us to describe the potential energy surface
of protonated acetylene at the essentially converged cou-
pled cluster level. This efficient and highly accurate ap-
proach enables the sampling of not only the classical,
but also of the much more demanding quantum con-
figurational ensemble in a statistically converged man-
ner even at ultra-low temperatures close to the quan-
tum ground state. Combining such sampling based on
neural network potentials with the generic entropy-based
scheme for determining high-order correlations in large-
amplitude motion opens the door to study many other
intricate molecules as well as inter-molecular correlations
emerging in clusters or complexes.
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