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These classes are critical to the organizational modularity of EM3, and many other programs, so a discussion is warranted for each class, or module. This report comes packaged with the EM3 source code in the /src directory, so all code is available for review when following the explanation of algorithms and schemes.
Input Class & Files
A class for gather user-input is critical for generally performing a MD simulation using arbitrary settings, and without editing code each time a setting is changed. The Input class, defined in input.cpp, reads settings associated with a MD simulation from a file called INPUT, along with data describing the system being simulated via a file called CONFIG. Simply executing the EM3 program in the same directory as these files will result in the inputs being read. The current INPUT file is structured as follows: 
Neighbor Class
The neighbor class (neighbor.cpp) uses the current atom positions and user-defined cutoff to generate a neighbor-list. In EM3, the current neighbor-list can be referenced through any class using the standard C++ arrow pointer neighbor->neighlist, and it is a 2D array. The first dimension of the neighbor-list in EM3 are the atoms existing in the system, while the second dimension contains the indices of neighbors of atom . The neighbor-list is generated according to the minimum image convention, which allows the original atoms to move outside the simulation box without enforcing the coordinates to reside in the box. This is achieved, for every Cartesian coordinate α = (x, y, z), by finding the Cartesian displacement coordinates = − between all neighbors, and then applying the minimum image convection via We still want to keep track of this image and its position since it is a neighbor of atom , and this will be useful when calculating the potential energy and forces, which depend on the positions of all atoms and their neighbors.
Potential Class
The potential class (potential.cpp) codes the potential and calculates forces, potential energy and pressure. The neighbor class is called before the potential class, so the potential 8 class has access to the neighbor-list of atomic positions and their neighbors. A double loop over all neighbors is necessary for a simple 2-body pair potential calculation, such as the Lennard-Jones (LJ) potential used in Chapter 2. The modularity of EM3 allows this class to be replaced with any other class encoding any other potential, but for this report the LJ potential in non-dimensional units or "LJ units" is used. LJ units are defined in Table 1 . 
where runs over all atoms and is indexed to be greater than to avoid double counting.
In reduced units, the potential energy in Equation 2 depends only on the reduced interatomic distance . Taking the negative gradient of in a Cartesian direction , we obtain the force on atom in the direction via Equation 3.
The forces can be used to calculate configurational (static) contributions to the stress tensor for Cartesian directions and via
where is the system volume and is the force on atom due to atom in the direction. 
Update Class
The update class (update.cpp) utilizes the forces from the potential class to obtain the accelerations in the Cartesian direction on all atoms via Newton's 2 nd law, = .
Since LJ units for a monoatomic system has = 1 for all atoms, according to Table 1 , the accelerations for a configuration are simply the forces associated with that configuration (i.e., = ). Once the accelerations are known, the positions and velocities at the next timestep can be determined via the velocity Verlet algorithm. The
Verlet algorithm as it is coded in the EM3 update class is shown in Figure 3 . Note the convenient used of arrow pointers when prompting the generation of a neighbor-list using the neighbor class via neighbor->generate(), from which the potential class is used to calculate the potential energy and forces using the new neighbor-list via potential->calculate(). The accelerations are simply the forces in LJ units, which explains the assignment of new accelerations via potential->f.
First the velocities for each atom and Cartesian direction are updated at a half timestep
followed by an update of positions to the next full timestep via Equation 6 . 
The velocities at the next timestep are given by
which completes the timestep. Equations 5-7 are iterated through timesteps, and timesteps in EM3 are driven in the EM3 class (em3.cpp) by simply calling update>integrate(), which encodes the algorithm in Figure 3 .
Verlet integration by itself conserves total energy if the potential yields conservative forces and geometry is defined in geometrically invariant manner (i.e., translational and rotational invariance are conserved via the interatomic distance geometric descriptor in the LJ potential). This yields sampling of phase space in the statistical mechanical microcanonical (NVE) ensemble with constant number of particles , constant volume , and constant energy . The temperature is therefore allowed to fluctuate. It is often of interest, however, to calculate system properties at a specific temperature, which we will do in Chapter 2 of this report. To do so, a thermostat must be applied to the system. EM3 currently only uses the Andersen thermostat, which works by rescaling the velocities after Verlet integration via
where 0 is the desired temperature and is the actual temperature. Rescaling every velocity in this manner will yield a temperature that is held at the desired temperature but modifying the equations of motion result in a lack of energy conservation. The resulting dynamics samples phase space consistent with a canonical NVT ensemble. EM3 performs this rescaling every timestep. Although a change could easily be made to perform the rescaling a defined number of timesteps to improve computational expense, it was not deemed necessary at this time. With the core MD algorithm now established, it useful to understand how various system quantities are computed in the EM3 program, including the temperature that is required for Equation 8.
Compute Class
The compute class (compute.cpp) can be called by any other class in EM3 to compute various system quantities. This provides an organization framework to store functions that can be called anywhere else in the modular code to compute system quantities such as temperature and total pressure in any class. The system temperature, kinetic energy ( ), and total energy are computed by pointing to and calling the function compute>compute_ke(). This function first calculates the kinetic energy
where = 1 for a monoatomic system in LJ units. The temperature is then given by
where = 1 in LJ units. The total energy is simply = + . Given the temperature, the total pressure can now be given as the sum of kinetic and static contributions via 
where is the dimensionality of the system ( = 3 for a 3D system). The Einstein relation allows us to plot 〈∆ 2 ( )〉 as a function of time and then determine the diffusion coefficient as one sixth the slope of the plot for a 3D system. The results of this procedure for argon will be shown in Chapter 2.
Output, Memory & Timer Classes
While all the aforementioned classes perform the important parts of a MD simulation or molecular statics calculation, the output class (output.cpp), memory class (memory.cpp) and timer class (timer.cpp) function as convenient utilities more than anything else. The or effect on MD simulations performed by EM3 -they are simple utilities for program memory and time management. Not much else is to be said about these classes, as they are simply utilities that bring convenience to the modular nature of the code.
Compiling, Running & Examples
The generality of EM3, written in C++ without the use of external libraries, results in a simple compilation that only requires a GCC compiler (version 4.8 or higher) and OpenMPI version 1.8 or higher. While the code is not currently programmed to run in parallel, it has been set up such that is compiled with MPI so that future improvements in this area can be made. A GNU Makefile is provided in the /src directory of the package and can be executed in a Linux environment by simply typing make in the directory.
Once this is done, an executable called em3 will be produced. Simply execute em3 in any directory containing an INPUT and CONFIG file to perform a calculation based on the settings in those files. The viability of running EM3 in a Windows or Mac environment is uncertain, but it's simply a C++ program with no external packages, so any compiler or operating system should work. The provided Makefile in the /src directory should be used in a Linux environment, however.
All the examples covered in this report are in the /examples directory. Each folder contains an INPUT and CONFIG file. After compiling EM3 and creating an em3 executable, simply executing the executable in these directories will perform the MD simulation. For example, to simulate solid crystalline argon (c-Ar) at a density of n = 1.09
(in reduced LJ units) at 50 K, navigate to the /examples/solid/n=1.09,T=50K
directory and execute em3 in this directory. These examples and their results will be the subject of the next chapter.
CHAPTER 2. ARGON CALCULATIONS
Preliminary Checks
A classical test on the efficacy of a Verlet integrator and newly coded potential is checking energy conservation in the NVE ensemble. A model system to check energy conservation is a low temperature crystalline argon (c-Ar) system at 3 K. Argon is a facecentered cubic (FCC) lattice when solid, with an equilibrium lattice parameter of 5.24 Å, so this structure will be used for the low-temperature system. This simulation, and the following simulations in this chapter, will be equilibrated in a NVT ensemble with the Andersen thermostat of Equation 8 for 10 ps and then sampled for properties during a NVE production phase of 100 ps. The timestep will be 1 fs. The EM3 settings for this low temperature system is given by Figure 4 Note that the temperature input into the EM3 program is in Kelvin units, so the input of 3
K for temperature will be converted to * = The cutoff used through all simulations in this report is = 3 (as seen in Figure 4 ), which was chosen to be longer than the typically recommended 7,9 range of = 2.5 . The structure of the system corresponds to the lattice constant of solid argon, which is 5.24 Å 10 . For a FCC unit cell with 4 atoms per cell, this yields a number density of n = . In reduced LJ units this a density of n = 1.09. For all purposes of verifying the code in this chapter, a 500 atom system will be used with varying densities. The structure is generated by adding linear combinations of the FCC lattice vectors to fill in a 5 × 5 × 5 unit cell, where each 1 × 1 × 1 cell corresponds to a 4-atom FCC cell with a lattice constant corresponding to the desired density. This procedure will always yield a 500 atom system, but the density can be changed. For all the simulations in this report, the initial structure is a 500 atom FCC system with varying densities. For the n = 1.09 case, this 500 atom structure is shown in Figure 5 , viewed using VMD 11 .
Figure 5 -500 atom FCC structure. This same structure and number of atoms are used throughout this report, except the density will change for different scenarios.
Using this structure as the initial condition, a MD simulation was performed with 10 ps of NVT equilibration followed by 100 ps of NVE dynamics. A plot of the potential energy per atom, and total energy per atom is shown in Figure 6 .
The kinetic energy was excluded from Figure 6 since the difference in scales distracts from important information that is seen in the figure; the total energy is not conserved during the NVT portion (first 10 ps) while the total energy is conserved during the NVE portion (10 ps to 110 ps). It is important to note here that an offset was subtracted from each pair contribution to the total potential energy in Equation 2, which scales the LJ potential so that it is zero at the cutoff. This enforces energy conservation by eliminating the 
from every pairwise contribution to the total potential energy in Equation 11 . This subtracting is achieved by setting the offset tag to zero in the input script, and a value of 1 will ignore the offset.
The efficacy of the thermostat and its effect on kinetic energy and temperature for the c-Ar system at 3 K is shown in Figure 7 . in reduced LJ units, as seen in Figure 7 . Figure 6 and Figure 7 illustrate the effectiveness, energy conservation, and thermostat efficacy of a simple low-temperature c-Ar system.
Solid-State Simulations
To further verify the proper dynamics of low temperature c-Ar, we can perform more simulations on the n = 1.09 system below the melting point of 58 K 12 . The temperatures of choice will be 10 K, 30 K and 50 K. Qualitatively, we should expect the kinetic energy and therefore total energy to rise with each case. Higher temperatures should also yield more variations in the potential energy. This is shown in Figure 8 for c-Ar at 10 K, 30 K and 50 K. As shown in Figure 8 , higher temperatures yield a higher total energy. More importantly, Figure 8 shows that total energy is still conserved for higher temperature c-Ar systems.
Further qualitative checks can be realized by checking the potential energy as a function of time, since larger vibrations due to higher temperature should result in atoms moving at higher points in the LJ potential energy well. Higher temperatures for a crystal, on average, should therefore yield higher system potential energies which also fluctuate more. The potential energy versus time for c-Ar at 10 K, 30 K and 50 K is shown in Figure 9 .
Further insight into the reason behind higher potential energy for higher temperatures can be seen by observing the MSD given by Equation 12 as a function of time. Also as another qualitative check on the dynamics, the MSD for a crystal should fluctuate about some value since the system is remaining in its solid state. The MSD as a function of time is for c-Ar at 10 K, 30 K and 50 K is shown in Figure 10 . As expected, Figure 10 shows that atoms in the c-Ar crystal are vibrating further distances at higher temperatures. This explains the higher potential energy per atom from Figure 9 . Figure 10 also further validates the EM3 code, which results in stable MD for a crystalline solid. Further qualitative checks on the thermostat of these higher temperature crystals is shown in Figure 11 . When comparing with reference values for energies, however, it is useful and harmless to the dynamics to relieve this cutoff by setting the offset tag to 1 in the INPUT script.
Relieving the offset and performing a static calculation (0 K) on a n = 1.09 FCC argon crystal with a cutoff of = 3 , the resulting potential energy per atom is -8.303 for the 500 atom system in Figure 5 . The physical significance of this value for an empirical analytical interatomic potential is that the potential energy corresponds to the system cohesive energy -the energy required to separate a system of atoms completely into its individual constituents 13 , i.e. Table 2 . The value of 8.303 (in LJ units) calculated in this report at 0 K has been converted to meV in Table 2 . The agreement with both experiment and ab initio are well within the range of experimental and ab initio agreements with each other, thus suggesting that the LJ potential is indeed coded correctly in the potential class.
With the efficacy of the EM3 code presented for low-temperature c-Ar, showing stable dynamics, energy conservation, and thermostat effectiveness, and proper cohesive energy calculation, it is now safe to move on to more complicated systems such as fluids.
For more prudent calculations, we can compare with MC simulations of higher temperature argon systems at varying temperatures and densities.
Fluid Simulations
To more strictly test the accuracy of the code, it is worthwhile to compare to previously existing LJ calculations via different means, e.g. MC calculations and literature 16 . MC calculations are performed using the MC Fortran code from Allen et. al 9 and average quantities are taken over 1000 timesteps. We will use the three different cases for density and temperature described by Johnson et. al 16 , so that we can also compare results with these. These three cases are (in LJ units): (1) a density n = 0.5 and temperature T = 5, (2) n = 0.9 and T = 2 , and (3) n = 0.8 and T = 4. MD simulations for these three cases follow the same procedure described in Section 2.1, with a cutoff = 3 , 500 atoms, and the initial structure is an FCC lattice with a volume such that the proper density is achieved.
To compare the average potential energy per atom to MC calculations and Johnson et. al 16 , there will be no offset subtracted from the potential energy during these simulations (the offset tag is set to 1 in the INPUT scripts). Total energy will therefore not be conserved, but this will be due to atoms moving inside and outside of the cutoff radius and not the result of improper dynamics. The dynamics will therefore not be affected by ignoring the potential energy offset, and energy conservation of the LJ potential in the EM3 code has been readily demonstrated in Section 2.1. The simulations are first equilibrated in the NVT ensemble for 10 ps, using the velocity rescaling of Equation 8, followed by a 100 ps NVE run where average energies and pressures will be sampled. The timestep is set to 1 fs, and data is output every 100 timesteps.
As a first qualitative check, we expect the system to stray from its crystalline state due to the lower densities and higher temperatures of the three cases. This is readily seen by plotting the MSD versus time, as shown in Figure 12 .
Unlike the MSD as a function of time for c-Ar, the MSD in these liquid states grows with time as shown in Figure 12 . Figure 12 is therefore a sanity check that the system is indeed experiencing diffusive behavior as we would expect for temperatures above the melting point and densities below n = 1.09 for argon. It is also important to check the temperature of the simulation before we sample any relevant properties and claim that they are associated with a specific temperature, so the temperature during the simulation is plotted in Figure 13 . Figure 13 shows that after the equilibration period during the first 10 ps, the NVE dynamics result in a stable temperature about the desired value for the remainder of the simulation.
We can therefore claim that any properties sampled during the NVE portion of the simulation (10 ps to 110 ps) are associated with the desired temperature. The first quantity to check will be potential energy per atom, which is shown in Figure 14 for all three liquid argon scenarios as a function of time.
The potential energy is shown to be well equilibrated at 10 ps and remains stable throughout the course of the simulation for all three cases. The average for each case during the NVE portion of the simulation (10 ps to 110 ps) is given in Table 4 . Table 3 and Table 4 error according to Table 3 and Table 4 , we can confidently use the EM3 code to simulate more unknown scenarios regarding argon. Given this assurance, we can now move forward to calculate a more unknown quantity with no reference to abide by.
Diffusion Coefficient
The goal here is to calculate the diffusion coefficient of argon at 158 K with a number density of 8 ×10 27 /m 3 , or 0.314 in LJ units. The same input script from Figure 4 is used, except the temperature is now set to be 158 K, which the EM3 code internally converts to a reduce LJ temperature of 1.32. The same settings are applied towards equilibration and production runs; a NVT ensemble equilibrates the system for 10 ps followed by NVE integration for 100 ps. The sampling of MSD, via Equation 12 , for diffusion coefficient calculation occurs during the NVE portion (the production run). To first verify energy conserving dynamics, the total energy for the simulation is plotted in Figure 16 .
It is evident through Figure 16 , however, that this system was not finished equilibrating in total energy during the 10 ps NVT equilibration stage. This is in contrast to the other liquid argon systems mentioned in Section 2.3 most likely due to the lower density n = 0.314 (in LJ units) of this system. To more properly equilibrate the system, a longer equilibration should ensue. The simulation time settings were therefore changed to have a 100 ps NVT equilibration stage followed by a 1000 ps NVE run, where the MSD will be sampled to calculate the diffusion coefficient. The total simulation time is therefore 1100 ps. This simulation took 1 hour and 10 minutes using EM3. The total energy for these settings are shown in Figure 17 .
Comparing Figure 16 and Figure 17 , it is evident that the longer equilibration time necessary to further converge the total energy. As a further sanity check, total energy is seen to be conserved in the NVE portion of the simulation (100-1100 ps) in Figure 17 . To ensure that we are sampling MSD at the proper temperature and that no drifts in temperature or kinetic energy are occurring, the temperature versus time for this simulation is shown in Figure X . Figure 18 shows that after the NVT equilibration stage, during the NVE run, the temperature is free to fluctuate near the desired value of 1.32 (in LJ units). Since the NVT equilibration successfully converged the total energy, total energy is conserved in the NVE run, and the NVE run contains temperatures fluctuating near the desired temperature, we can confidently use MSD data as a function of time to calculate the diffusion coefficient for this system. The MSD as a function of time is shown in Figure 19 . Results of the linear regression are shown in Table 5 , where the coefficient of determination 2 is shown to be close to unity and therefore a line excellent approximates the data. Now to apply the Einstein relation of Equation 13 , we note that 〈∆ 2 ( )〉 is the slope, so the diffusion coefficient is given by = 1.5848 6 ⁄ = 0.2641 σ 2 /ps as shown in Table 5 . To convert σ 2 /ps purely to LJ units, we note that the LJ time unit τ = σ√ ⁄ from Table 1 has a value of τ = 2.17 × 10 −12 s for argon, which we can convert units to get = 5.7310 σ 2 /τ as shown in Table 5 . We can qualitatively view this diffusion by calling the output>write_xyz() function in EM3, which will write XYZ formatted structure files that can be viewed in VMD 11 . The structures at different times for the whole 1.1 ns simulation are shown in Figure 21 .
The atom sphere sizes in Figure 21 are kept the same in all images, but the camera is zoomed out to view the diffusion. Using the minimum image convention from Equation 1, we can track atom positions in this manner without having to wrap them back around in the periodic box. This leads to the convenient calculation of the MSD as a function of time, and therefore the diffusion coefficient calculations in Table 5 . 
