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Abstract
We propose an adaptive regularization scheme in a vari-
ational framework where a convex composite energy func-
tional is optimized. We consider a number of imaging prob-
lems including denoising, segmentation and motion estima-
tion, which are considered as optimal solutions of the en-
ergy functionals that mainly consist of data fidelity, regu-
larization and a control parameter for their trade-off. We
presents an algorithm to determine the relative weight be-
tween data fidelity and regularization based on the residual
that measures how well the observation fits the model. Our
adaptive regularization scheme is designed to locally con-
trol the regularization at each pixel based on the assumption
that the diversity of the residual of a given imaging model
spatially varies. The energy optimization is presented in the
alternating direction method of multipliers (ADMM) frame-
work where the adaptive regularization is iteratively ap-
plied along with mathematical analysis of the proposed al-
gorithm. We demonstrate the robustness and effectiveness
of our adaptive regularization through experimental results
presenting that the qualitative and quantitative evaluation
results of each imaging task are superior to the results with
a constant regularization scheme. The desired properties,
robustness and effectiveness, of the regularization parame-
ter selection in a variational framework for imaging prob-
lems are achieved by merely replacing the static regulariza-
tion parameter with our adaptive one.
1. Introduction
A variety of computer vision problems can be casted
as energy minimization problems in a variational frame-
work where an energy functional is formulated and the
minimum energy is attained at the solution to the prob-
lem. One fundamental categorization of the energy func-
tional is convex or non-convex. The advantage of con-
vex energy is that a unique global solution can be ob-
tained independent of the initial condition in contrast to
non-convex energy that may have several local minima.
Although the non-convex formulation often accounts for
more realistic imaging models [32, 20, 33, 28], the de-
sirable computational property of convex formulations has
led to recent advances in their efficient optimization algo-
rithms [29, 4, 19, 16, 10, 5, 15, 35, 18]. Such convex opti-
mization techniques have been applied to various computer
vision problems including image denoising [11, 51, 41],
segmentation [12, 38, 9] and motion estimation [48, 1, 43].
The convex optimization of such problems in a variational
approach generally has the composite form of a data fi-
delity term and a regularization term. The data fidelity term
measures the discrepancy between observation and model,
whereas the regularization term incorporates additional a-
priori information about the solution. The trade-off between
the model fit and the regularity is usually controlled by a
static positive weight. This parameter is often critically re-
lated to the quality of the solution. One of the common cri-
teria for determining suitable values of the control parame-
ters in a variational framework is the manual selection via
extensive visual inspections or the exhaustive search with
respect to certain quality measures via a training process.
In addition to the difficulty and sensitivity of selecting an
optimal control parameter, the static trade-off between the
data fidelity and the regularization is not suited for consid-
ering intermediate solutions that are led to better final solu-
tion with an alternative adaptation of the balancing between
the two terms in the optimization procedure where the data
fidelity and the regularization energies keep changing for
a balance. Another aspect of the need for adaptive regu-
larization parameter is that it is desirable to consider local
residual that is related to the degree of desired regularity
of the solution. For example, a constant global regulariza-
tion parameter is not effective to cope with multiple objects
with different velocities in the motion estimation applica-
tion. Similarly, a constant global regularity often fails to
deal with spatially varying noises in the image denoising or
segmentation problem. In this work, we propose a novel al-
gorithm for adjusting the regularization parameter that is lo-
cally determined by the intermediate solution at each itera-
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tion of the optimization procedure. The iterative adaptation
of the regularization parameter between the data fidelity and
the regularization facilitates the optimization process to ob-
tain more precise results. In addition to the dynamic prop-
erty of the proposed adaptive regularization, we consider
local residual for adaptively determining the degree of reg-
ularization in order to deal with statistical discrepancy that
may spatially vary between the model and observation.
1.1. Related Work
For image denoising problems, the noise variation has
been estimated for choosing the proper value of the regu-
larization parameter in [17] and the stability analysis of the
parameter estimate has been performed in [42]. As a se-
lection criterion of the regularization parameter, the gener-
alized cross-validation has been used for image restoration
applications in [31]. Another alternative has been proposed
to use plots of the norm of the solution versus the norm of
the regularity, called L-curve, for the criterion of the reg-
ularization parameter selection in [27]. The truncated sin-
gular value decomposition [46], U -curve [24], and general-
ization of the maximum likelihood estimate [44] have also
been proposed in determining the global regularity. To in-
fer the value of regularization parameters from the observed
data, a number of techniques have been proposed. In the
computation of the optical flow, the regularization parame-
ter is chosen in such a way that the estimated error is min-
imized [30], and the joint probability of the gradient field
and the velocity field is maximized [23]. Another approach
is to apply a smoothing kernel on the approximated flow
using bilateral filtering [25] and incorporate noise estima-
tion [14]. A non-local regularization has been applied for
the computation of motion in [49, 22, 39]. The image gra-
dient information has been widely used in the form of edge
indicator function as a weighting factor to the regularity in
the computation of optical flow [50, 47]. Moreover, this
technique has also been applied to the image segmentation
problem [8, 7]. Alternatively, a learning scheme has been
used to measure the segmentation quality with AdaBoost
where the optimal regularization parameter is selected with
respect to the learned measures in [36]. In most computer
vision problems, static information from the observation is
considered to control regularization. The static regularity is
often ineffective to guide the optimization procedure due to
the spatially varying residual diversity, which is a motiva-
tion to propose an iterative regularity scheme with spatial
adaptation.
2. Variational Model with Adaptive Regular-
ization
Let U and W be finite dimensional real vector spaces
equipped with inner product 〈·, ·〉 and induced norm ‖ · ‖.
Let K : U → W be a continuous linear operator with the
induced norm:
‖K‖ = max{‖Ku‖ : u ∈ U , ‖u‖ ≤ 1}. (1)
Our problem of interest is to solve the following composite
convex optimization formulation:
min
u∈U
λD(u) + (1− λ)R(Ku), (2)
where λ ∈ [0, 1] is a control parameter that determines the
overall trade-off between the two terms D : U → R and
R : W → R. The functionals D and R are assumed to be
closed, proper and convex. The control parameter λ deter-
mines the relative weight of the two terms in the objective
functional in which the functional D generally corresponds
to the data fidelity and the functional R to the regulariza-
tion. In most cases, λ takes a constant value over the entire
domain of the unknown function u, thus it considers the
overall weight between the data fidelity and the regulariza-
tion. However, the constant control parameter does not take
into account the local balance of the two terms, which may
occur with spatially varying residual of the image model.
Thus, we propose to apply a spatially adaptive regulariza-
tion that locally determines the relative weight based on the
local fit of observation to the model. We now consider the
objective functional Eλ that consists of the data fidelity ρ
and the regularization γ with a spatially adaptive weighting
parameter λ:
Eλ(u) =
∫
Ω
λ ρ(u) dx+
∫
Ω
(1− λ) γ(Ku) dx, (3)
λ = exp
(
−ρ(u)
β
)
, (4)
where Ω denotes the domain of the unknown function u,
and the parameter β ∈ R is related to the distribution of
the values in λ that are restricted to the range (0, 1]. The
adaptive weighting parameter λ is designed to use higher
weights for the points in the data fidelity where the residual
ρ is lower so that the regularization γ is less imposed. On
the other hand, lower weights are applied to the points in
the data fidelity where the residual ρ is higher so that the
regularization γ is more imposed. As we shall see below,
the model in (3) has a certain bias towards achieving ρ(u) =
0, hence in some applications it will be beneficial to use the
following model:
Eλ(u) =
∫
Ω
(λ ρ(u) + (1− λ) γ(Ku)) dx, (5)
λ = (1− ) exp
(
−G ∗ ρ(u)
β
)
, (6)
with some small  > 0 to ensure that λ(u) is actually pos-
itive, hence there is nonzero regularization over the entire
2
domain and therefore well-posedness holds. The additional
convolution with a kernel G, e.g. a Gaussian with small
variance, can be applied to promote smoothness in the reg-
ularization parameter. Note that the original model in (3)
can be understood as the special case of  = 0 and G being
the Dirac delta in the model in (5). Note that we only look
for a minimizer of Eλ for fixed λ meaning that we are not
jointly minimizing Eλ(u)(u) with respect to u. This min-
imization procedure is considered as a natural fixed-point
map u 7→ λ 7→ argmin Eλ of the mathematical structure
in (3), respectively in (5). Its numerical solution as well
as the mathematical analysis will be provided using a fixed
point problem framework in the following sections.
2.1. Optimization with ADMM Algorithm
In the computation of optimal u in (3), we provide an
optimization scheme in the framework of the alternating di-
rection method of multipliers (ADMM) algorithm [6]. The
optimization problem of the objective functional Eλ in (3) is
represented by the splitting of variables with a new variable
z = Ku as follows:
min
u,z
〈λ, ρ(u)〉+ 〈1− λ, γ(z)〉 subject to z = Ku, (7)
λ = exp
(
−ρ(u)
β
)
, (8)
where K is a continuous linear operator, 〈·, ·〉 denotes the
inner product, and β > 0 is a scalar parameter. The associ-
ated augmented Lagrangian with (7) in the scaled form [6]
is given as:
Lµ(u, z, y) = 〈λ, ρ(u)〉+ 〈1− λ, γ(z)〉+ µ
2
‖Ku− z + y‖22,
(9)
where µ > 0 is a scalar augmentation parameter, and y is a
Lagrangian multiplier associated with u and z. The ADMM
algorithm is an alternative minimization scheme that con-
sists in minimizing the augmented Lagrangian in (9) with
respect to the primal variables u and z, and applying a gra-
dient ascend scheme to the dual variable y. The update of
the adaptive regularization parameter λ is followed by the
update of the variables u, z and y. The optimization pro-
cedure using ADMM algorithm is presented in Algorithm 1
where k is the iteration counter. The optimality condition of
the update for the primal variable uk+1 in (10) can be sim-
plified by the linearization of the quadratic regularization
term using the Taylor expansion at around uk in combina-
tion with an additional quadratic regularity as follows:
uk+1 := argmin
u
〈λk, ρ(u)〉+ µK∗(Kuk − zk + yk)u
+
τ
2
‖u− uk‖22, (14)
Algorithm 1 The ADMM updates for optimizing (7)
uk+1 := argmin
u
〈λk, ρ(u)〉+ µ
2
‖Ku− zk + yk‖22 (10)
zk+1 := argmin
z
〈1− λk, γ(z)〉+ µ
2
‖Kuk+1 − z + yk‖22
(11)
yk+1 := yk +Kuk+1 − zk+1 (12)
λk+1 := exp
(
−ρ(u
k+1)
β
)
(13)
where K∗ denotes the adjoint operator of K, and τ > 0 is a
scalar regularity parameter. Then, the optimality condition
for the update of the primal variables uk+1 and zk+1 yields:
0 ∈ λk ∂ρ(u) + µK∗(Kuk − zk + yk) + τ(u− uk), (15)
0 ∈ (1− λk) ∂γ(z)− µ(Kuk+1 − z + yk), (16)
where ∂ denotes the subdifferential operator. The solutions
for updating u in (15) and z in (16) are obtained by the
proximal operator:
uk+1 := prox
(
uk − µ
τ
K∗(Kuk − zk + yk)
∣∣∣∣λkτ ρ
)
(17)
zk+1 := prox
(
Kuk+1 + yk
∣∣∣∣1− λkµ γ
)
, (18)
where the proximal operator is defined by:
prox(v |µf) := argmin
x
(
1
2
‖x− v‖22 + µf(x)
)
, (19)
where µ > 0 is the weighting parameter. The solution for
the proximal operator prox(v |µf) of the L1 norm when
f(x) = ‖x‖1 is obtained by the soft shrinkage operator
S(x |µ) with threshold µ as defined by:
S(x |µ) =

x− µ : x > µ
0 : ‖x‖1 ≤ µ
x+ µ : x < −µ
(20)
2.2. Mathematical Analysis
In the following section, we further comment on the
mathematical structure of the model in (3), respectively
in (5). Let us first give some motivation of the data term
from the information theoretic perspective. Assume we
want to choose some optimal parameter λ in a model of
the form
u ∈ argmin
(∫
Ω
λ(x)ρ(u(x)) dx+R(u)
)
,
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where R is a given regularization functional. Then we can
look for a parameter that maximizes an approximate en-
tropy −λ log λ + λ − 1, which is related to maximizing
its information content. When penalizing the given approx-
imate entropy measure (note that we minimize the negative
entropy) we arrive at
(u, λ) ∈ argmin
(∫
Ω
λ(x)ρ(u(x)) dx+R(u)
+ β
∫
Ω
(λ(x) log λ(x)− λ(x) + 1) dx
)
,
where β is a positive scalar parameter. Another interpreta-
tion of the additional entropy terms is a Kullback-Leibler
divergence between λ and the constant parameter equal to
one, i.e. with large β we penalize arbitrary local changes
with respect to a constant parameter. It is straightforward to
see that a minimizer λ from the above minimization is the
same as the one in (3). A first general property that explains
the behavior of the model in (5) at  = 0 is the following:
Lemma 1 Assume there exists u∗ with ρ(u∗) ≡ 0, then u∗
is a fixed point of (3), respectively of (5) for  = 0.
The proof is provided in the supplementary material. In
some cases such as a denoising problem, this property may
be undesirable, since choosing u∗ equal to the noisy image
always yields a solution, hence  > 0 introduces a neces-
sary minimal regularization. In other examples such as the
segmentation problem based on a piecewise constant im-
age model this property turns out to be useful, since it can
lead to a precise segmentation solution from a piecewise
constant observation. On the other hand, an image with
local variations ρ(u) being non-zero everywhere leads to
an immediate regularization. We now provide a brief well-
posedness analysis for the proposed model in the following.
For this sake, we consider a particular case of K = ∇ and
the space to be minimized on being BV (Ω) for Ω ⊂ Rd
a bounded domain. The correct mathematical definition of
the regularization functional is then given by
Rλ(u) = sup
ϕ∈C∞0 (Ω;Rd),‖ϕ‖∞≤1
∫
Ω
u∇ · ((1− λ)ϕ) dx.
The problem we consider is then the minimization of the
following:
Eλ(u) =
∫
Ω
λ ρ(u) dx+Rλ(u), (21)
λ = (1− ) exp
(
−G ∗ ρ(u)
β
)
. (22)
For ease of mathematical presentation, we consider the min-
imization on the space of functions u of bounded variation
with mean zero, which we denote by BV0(Ω). In order to
verify the existence of a solution for our model, it is natural
to consider the fixed point map u 7→ λ 7→ u = argminEλ,
from which we derive the following theoretical result:
Theorem 1 Let  > 0 be arbitrary and β > 0 be suffi-
ciently large. Let G be bounded, integrable, and continu-
ously differentiable with bounded and integrable gradient.
Moreover, let ρ be a continuous, nonnegative, convex func-
tional, such that the minimizer of Eλ is unique for every λ.
Then there exists a fixed-point u ∈ BV0(Ω) for (21)
The detailed mathematical proof is provided in the supple-
mentary material. It is also noted that the uniqueness of Eλ
in (21) for fixed λ is guaranteed if ρ is strictly convex.
3. Applications
We demonstrate the effectiveness and robustness of the
proposed variational model that incorporates the adaptive
regularization scheme in the application of image denois-
ing, image segmentation and motion estimation. We present
the variational energy formulations for those problems us-
ing the classical models where the constant regularization
parameter is replaced with our adaptive one. The details
of the optimization algorithm based on the ADMM method
for each imaging task are also provided in the supplemen-
tary material.
3.1. Image Denoising
We consider an image denoising problem as a con-
strained total variation minimization problem using the
classical model proposed in [40]. Let f : Ω → R be an
input noisy image and u : Ω → R be its reconstruction
based on the following energy functional:
min
u
∫
Ω
λ
(u− f)2
2
dx+
∫
Ω
(1− λ)‖∇u‖1 dx, (23)
λ = exp
(
− (u− f)
2
2β
)
, (24)
where λ denotes the proposed adaptive regularization pa-
rameter that is determined based on the data fidelity term,
and β > 0 is a scalar parameter related to the overall diver-
sity of the residual. The adaptive regularization parameter
λ considers the local residual that measures the discrepancy
between measurement f and reconstruction u. This adaptiv-
ity leads to a desirable solution in particular when spatially
biased degradation factors such as noises exist.
3.2. Image Segmentation
We consider an image segmentation problem based on
the piecewise constant model [13]. Let f : Ω → R be
an input image. A convex energy formulation for a bi-
4
partitioning problem [7] with the proposed adaptive regu-
larization parameter λ leads to:
min
0≤u≤1
∫
Ω
λ
{
(f − c1)2u+ (f − c2)2(1− u)
}
dx
+
∫
Ω
(1− λ)‖∇u‖1 dx, (25)
where c1 and c2 are estimates of the interior and exterior of
the segmenting boundary, respectively. A smooth function
u : Ω→ [0, 1] represents a partitioning interface that deter-
mines regions Ω1 and Ω2 by thresholding with a parameter
θ ∈ [0, 1]:
Ω1 = {x ∈ Ω|u(x) > θ}, Ω2 = {x ∈ Ω|u(x) ≤ θ},
where Ω1 ∪ Ω2 = Ω, and the usual choice of the thresh-
old is θ = 0.5. The adaptive regularization parameter λ is
determined by the data fidelity term:
λ = exp
(
− (f − c1)
2 u+ (f − c2)2 (1− u)
β
)
, (26)
where β > 0 is a scalar parameter. The constraint on u(x) ∈
[0, 1] can be imposed by adding an indicator function δC on
the convex set C = [0, 1] to the objective functional:
δC(u) =
{
0 if u ∈ C
∞ if u 6∈ C. (27)
Then, the unconstrained objective functional reads:
min
u
∫
Ω
λ
{
(f − c1)2u+ (f − c2)2(1− u)
}
dx
+
∫
Ω
(1− λ)‖∇u‖1 dx+ δC(u),
and it reduces to:
min
u
∫
Ω
λ(u) ρ(u) dx+
∫
Ω
(1− λ(u)) γ(∇u) dx+ δC(u),
(28)
where ρ(u) =
(
(f − c1)2 − (f − c2)2
)
u and γ(∇u) =
‖∇u‖1. The regularization parameter λ is designed to adap-
tively choose regularity depending on the residual ρ. A
higher residual would allow more regularity to effectively
deal with inhomogeneity. In the same way, a lower residual
would impose a higher regularity so that a precise segmen-
tation boundary can be obtained despite its complex shape
that is often unnecessarily blurred due to an undesirable uni-
form regularity over the entire image domain.
3.3. Motion Estimation
For the motion estimation problem, we let I0(x), I1(x) :
Ω→ R be images taken at two different time instances and
Ω be the image domain. We consider an optical flow model
based on the brightness consistency assumption [21]:
I1(x+ v(x))− I0(x) = 0. (29)
Due to the non-linearity of the formulation above, one can
linearize the first term with respect to some a-priori solution
v0 close to v leading to:
ρ(v(x)) :=∇I1(x+ v0(x)) · (v(x)− v0(x))
+ I1(x+ v0(x))− I0(x). (30)
The linearized brightness consistency assumption can then
be used as a data fidelity term together with a total variation
regularization on both components of the velocity field (see
[48, 37]) leading to the following convex energy formula-
tion:∫
Ω
λ(x) |ρ(v(x))|+
2∑
i=1
(1− λ(x)) ‖∇vi(x)‖2 dx, (31)
where i indicates the component index, and λ(x) denotes
the proposed adaptive regularization parameter:
λ(x) = exp
(
−|ρ(v(x))|
β
)
, (32)
where β > 0 is a scalar parameter related to the overall
distribution of 0 < λ ≤ 1. Since the optical flow con-
straint is valid for small motion, we consider a coarse-to-
fine approach including warping on each level of the pyra-
mid. As shown in (32), the regularization parameter λ au-
tomatically controls the trade-off between the data fidelity
and the regularization, imposing a higher regularity on the
velocity where mismatch occurs, for example at occlusions.
On the other hand, it is unnecessary to impose any regular-
ity on the velocity where perfect match is achieved.
4. Numerical Results
In the following experiments, we demonstrate the robust-
ness and effectiveness of our proposed adaptive regulariza-
tion scheme in the application of image denoising, image
segmentation and motion estimation. The major objective
of the following experiments is to present the advantage of
using the adaptive regularization algorithm over the con-
ventional static one. Thus, we use the classical model for
each problem as shown in the previous section and compare
the performance of the same algorithm using our adaptive
scheme against the static one. Note that the adaptive regu-
larization scheme can be integrated into more sophisticated
models by merely replacing their regularization parameter
with our adaptive one based on the residual of the model un-
der consideration. In the experiments, we denote by λ ∈ R
the control parameter for the conventional static regulariza-
tion and by β ∈ R for our adaptive regularization in (3). The
5
noise σ = 0.2 noise σ = 0.4 noise σ = 0.6 noise σ = 0.8
Figure 1. [Denoising] Visual comparison of the denoising results with the best PSNR. (top) input images with spatially biased Gaussian
noises with different standard deviations. (middle) optimal solutions using the constant regularity. (bottom) optimal solutions using our
adaptive regularity.
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Figure 2. [Denoising] Error measures with varying regularization parameters for (a) PSNR and (b) SSIM, where the bottom x-axis repre-
sents λ (constant) and the top x-axis represents β (adaptive). (c) PSNR (left y-axis) and SSIM (right y-axis) for the images with varying
noise standard deviations (x-axis).
same values for the common parameters in the ADMM op-
timization are used µ = 1 and τ = 8 (see the supplementary
material for more details of the optimization algorithm).
4.1. Image Denoising
We solve the energy minimization problem in (23) for
the restoration of noisy images with spatially biased Gaus-
sian noises of different noise levels. For the quantitative
evaluation, we measure the structural similarity (SSIM)
index [45] and the peak signal-to-noise ratio (PSNR). In
Fig. 1, the best results with respect to PSNR1 for the in-
put images (top) with different noise standard deviations
σ using the constant regularization parameter (middle) and
our adaptive one (bottom) are presented. The results with
the constant regularization parameter indicate that unde-
sired excessive smoothing is globally applied to cope with
1The best denoising results with respect to SSIM are similar to the ones
with PSNR, thus we only present the results with PSNR.
the highest noise level that is locally present. Whereas, the
results with our adaptive regularity parameter demonstrate
that the degree of smoothing is locally determined by the
spatially varying noise levels. The quantitative evalua-
tion for the denoising is also presented based on (a) PSNR
and (b) SSIM in Fig. 2 where each measure is computed
with varying regularity parameters, λ for the constant reg-
ularity (bottom x-axis) and β for our adaptive one (top x-
axis), for the example images with noise levels σ = 0.2 and
σ = 0.4 in Fig. 1. It is shown that the both performance
measures with the adaptive regularity parameter are consis-
tently better over the constant one across the entire range of
the parameters. The overall errors, PSNR (left y-axis) and
SSIM (right y-axis), for the images used in the segmentation
experiments presented in the following section are shown in
(c) where the adaptive regularity parameter is superior to the
constant one for all the noise levels.
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Figure 3. [Segmentation] Visual comparison of the segmentation results with the best F-measure. Yellow line indicates the ground truth.
(top) input images with spatially biased Gaussian noises with different standard deviations. (middle) optimal solutions using the constant
regularity. (bottom) optimal solutions using our adaptive regularity.
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Figure 4. [Segmentation] (a) F-measures with varying regularization parameters, λ (constant) and β (adaptive). (b) F-measures with respect
to varying noise standard deviations. (c) Average (left y-axis) and standard deviation (right y-axis) of our adaptive regularity λ with respect
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4.2. Image Segmentation
We solve the energy minimization problem in (25) for
the image segmentation of noisy images with spatially bi-
ased Gaussian noises of different levels using Berkeley seg-
mentation dataset [26] from which images that are suited for
the bi-partitioning segmentation model are only selected for
the illustrative objective. We use F-measure for the quan-
titative evaluation of the segmentation result. In Fig. 3,
the input images with different noise standard deviations
σ are shown (top), and the segmentation results using the
constant regularization parameter (middle) and our adaptive
one (bottom) are shown in blue and red, respectively. The
ground truth boundary2 is indicated in yellow. The graphi-
cal illustration of the segmentation results demonstrate that
the constant regularization parameter suffers from the spa-
tially varying noise levels in which large regularity due to
the locally present high noise levels excessively blurs the
segmenting boundary at the regions with low noise levels,
2The ground truth boundary is not uniquely provided in the Berkeley
dataset and we have chosen the one suited for our bi-partitioning segmen-
tation model.
and in the same way small regularity due to the locally
present low noise levels unnecessarily captures undesirable
insignificant details. In Fig. 4, the quantitative evaluation
for the segmentation is presented based on F-measure with
respect to (a) the varying regularization parameters, λ for
the constant regularization (bottom x-axis) and β for our
adaptive one (top x-axis), and (b) the different noise lev-
els σ using the example images that are suited for the bi-
partitioning model. It is shown that our adaptive regular-
ization parameter consistently outperforms the constant one
over both the entire range of parameters and all the noise
levels. The temporal adjustment of our adaptive regulariza-
tion to the local property of observation is demonstrated in
(c) where the average and the standard deviation of the val-
ues in λ for our adaptive parameter are plotted over the op-
timization iteration. It is shown that the average of adaptive
λ decreases and its standard deviation increases gradually
over iterations until convergence since the initialization for
the solution is made with the original input image.
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Static λ = 0.01 Static λ = 0.2 Best static Adaptive β=1
Dataset: AEE: AE: AEE: AE: AEE: AE: AEE: AE:
Dimetrodon 0.09 0.019 0.15 0.032 0.082 0.018 0.082 0.017
Grove2 0.185 0.028 0.108 0.019 0.082 0.014 0.089 0.016
Hydrangea 0.185 0.023 0.122 0.014 0.088 0.012 0.096 0.013
Urban2 0.445 0.027 0.509 0.062 0.21 0.018 0.214 0.018
Venus 0.64 0.051 0.291 0.059 0.214 0.042 0.206 0.044
Table 1. Endpoint error and angular error for static and adaptive regularization parameters. The adaptive case does not necessarily create
the best result (compared to static choices), but yields encouraging results along all datasets.
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Figure 5. Left: Endpoint error (left) and angular error (right) with
respect to λ (blue) and β (red). The Dimetrodon (solid), Grove2
(dotted) and Hydrangea (dashed) datasets from [2] were used to
generate these graphs.
4.3. Motion Estimation
The quantitative evaluation of the algorithm is performed
using the angular error (AE) [3] and absolute endpoint error
(EE) [34]. The absolute endpoint error is computed by the
Euclidean distance between the calculated motion field and
a given ground truth vector field. For the angular error, first
ground-truth and calculated vector field are projected into
the three-dimensional space. Afterwards, the average an-
gle between both fields is calculated. A set of gray-valued
images with given ground truth flow from the Middlebury
optical flow database [2] has been used to quantify the pro-
posed adaptive regularization strategy against the static one.
First of all, the robustness of our method is shown in Fig. 5.
The angular and absolute endpoint errors for a wide range
of static regularization parameters λ and weights β for the
adaptive strategy is plotted. The graph indicates the robust-
ness of the adaptive strategy, except for very small values
of β. In general, there exist static parameters λ that creates
equally good results, but those are unstable with respect to
the chosen dataset. Table 1 includes a quantitative perfor-
mance overview of our method. Angular and endpoint error
are listed for static regularization parameters λ = 0.01 and
λ = 0.2, and for the best static parameter λ that could be
found in [0, 1]. In addition, we list the errors for the simple
choice β = 1. The results demonstrate that the adaptive
strategy may not necessarily generate the overall best re-
sult compared to static parameters, but yields nearly equally
good results without any tuning of parameters. Finally, a vi-
sual comparison of the generated velocity fields is provided
in Fig. 6 where the estimated flows obtained with best pa-
rameters and their ground truth are presented.
Figure 6. Visual illustration of the optical flow. Left to right: Im-
age, ground truth flow field, result with adaptive parameter choice,
best result with static parameter. The velocity is represented by
the conventional color coding scheme.
5. Conclusion and Discussion
We have presented a novel regularization scheme in a
variational framework where the energy functional mainly
consists of data fidelity, regularization and a control param-
eter for their trade-off. In the energy optimization proce-
dure, the relative weight between data fidelity and regular-
ization is determined based on the residual that measures
how well the observed data fits to the model under con-
sideration. We have applied our proposed algorithm to the
classical imaging problems including denoising, segmen-
tation and motion estimation, and we also have presented
their optimization algorithms based on the ADMM method.
The adaptive regularization scheme has been shown to be
more effective in particular when the distribution of degrad-
ing factors such as noise is spatially biased. The parame-
ter involved in our adaptive regularization scheme has been
shown to be robust in contrast to the constant regularization
parameter that is sensitive and often critical to the quality of
solution. Experimental results for each imaging task have
been obtained based on benchmark dataset and it has been
shown that higher accuracy is achieved for each imaging
task based on its classical energy functional merely by re-
placing the constant regularization with our adaptive one.
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A. Appendix
A.1. Proofs
Proof of Lemma 1
Let u∗ satisfy ρ(u∗), hence λ ≡ 1. Then
Eλ(u∗)(u) =
∫
Ω
ρ(?) dx,
which is obviously minimized by u∗.
Proof of Theorem 1
We provide a sketch of the fixed point argument in the
following. The topology we use is strong convergence of
(u, ρ(u)) in L1(Ω)×L1(Ω), and we construct a self-map on
this space. Then trivially the map to ρ(u) ∈ L1(Ω) is con-
tinuous. With the properties of the convolution kernel G we
immediately see that ρ ∈ L1(Ω) 7→ G ∗ ρ ∈ C1(Ω) is con-
tinuous and compact. Moreover, the mapG∗ρ ∈ C1(Ω) 7→
λ ∈ C1(Ω) is continuous. Finally we see from a standard
continuous dependence argument on the variational prob-
lem that λ ∈ C1(Ω) 7→ (u, ρ(u)) ∈ BV0(Ω) × L1(Ω) is
continuous, and the continuous embedding of BV0(Ω) into
L1(Ω) finally implies the continuity and compactness and
fixed point operator on these spaces. In order to apply a
Schauder’s fixed-point theorem and conclude the existence
of a fixed point, it suffices to show that some bounded set is
mapped into itself. For this sake let C0 =
∫
Ω
ρ(0) dx, and
choose c such that
(1− ) exp
(
−‖G‖∞C0
βc
)
≥ c.
The existence of such a c is guaranteed for β sufficiently
large. Now let ∫
ρ(u) dx ≤ C0
c
,
then we obtain with a standard estimate of the convolution
and monotonicity of the exponential function that
1 ≥ λ = (1− ) exp
(
−G ∗ ρ
β
)
≥ c.
Moreover, there exists a constant c˜ such that 1 ≥ 1−λ ≥ c˜.
Hence, a minimizer u of Eλ satisfies
c
∫
Ω
ρ(u) dx+ c˜
∫
Ω
|∇u|dx
≤ Eλ(u) ≤ Eλ(0) ≤
∫
Ω
ρ(0) dx = C0.
Hence using the closed set of u, ρ such that
‖ρ‖L1 ≤ C0
c
, |u|BV ≤ C0
c˜
,
we obtain a self-mapping by our fixed-point operator.
A.2. Optimization
A.2.1 Optimization for Image Denoising
The associated augmented Lagrangian with augmentation
parameter µ > 0 for the splitting of the variables in the
scaled form reads:
Lµ(u, z, y) = 〈λ,1
2
(u− f)2〉+ 〈1− λ, ‖z‖1〉
+
µ
2
‖∇u− z + y‖22,
where y is a Lagrangian multiplier associated with u and
z = ∇u. The optimality condition of the update for the pri-
mal variable uk+1 with the linearisation at around uk yields:
uk+1 = argmin
u
〈λk, 1
2
(u− f)2〉
+ µ∇T (∇uk − zk + yk)u+ τ
2
‖u− uk‖22
where −∇T represents the discrete divergence operator.
Then, the solution for updating u is obtained by:
uk+1 =
1
λ+ τ
(
τuk + λf − µ∇T (∇uk − zk + yk)) .
The optimality condition of the update for the variable zk+1
yields:
0 ∈ (1− λk)∂‖z‖1 + µ(∇uk+1 − z + yk). (33)
Then, the solution for updating z is obtained by:
zk+1 = prox
(
∇uk+1 + yk
∣∣∣∣1− λkµ γ
)
= S
(
∇uk+1 + yk
∣∣∣∣1− λkµ
)
.
A.2.2 Optimization for Image Segmentation
An alternative minimisation is performed with respect to u
given fixed c1 and c2, and then with respect to c1 and c2
given a fixed u. For a fixed u, the optimal c1 and c2 can be
obtained by:
c1 =
∫
Ω
fudx∫
Ω
udx
, c2 =
∫
Ω
f(1− u) dx∫
Ω
(1− u) dx .
The associated augmented Lagrangian with augmentation
parameter µ > 0 for the splitting of the variables in the
scaled form reads:
Lµ(u, z, y) =〈λ, ρ(u)〉+ 〈1− λ, γ(z)〉
+
µ
2
‖∇u− z + y‖22 + δC(u),
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where y is a Lagrangian multiplier associated with u and z =
∇u. The optimality condition of the update for the primal variable
uk+1 with the linearisation at around uk yields:
uk+1
= argmin
u
〈λk, ρ(u)〉+ µ∇T (∇uk − zk + yk)u+ τ
2
‖u− uk‖22 + δC(u)
= argmin
u
τ
2
∥∥∥∥u− (uk − λkτ q − µτ ∇T (∇uk − zk + yk)
)∥∥∥∥2
2
+ δC(u)
where q = (f − c1)2− (f − c2)2. Then, the solution for updating
u is obtained by:
uk+1
= ΠC
(
uk − λ
k
τ
(
(f − c1)2 − (f − c2)2
)− µ
τ
∇T
(
∇uk − zk + yk
))
where the projection operator ΠC(u) = argminv∈C ‖u − v‖2.
The optimality condition of the update for the variable zk+1
yields:
0 ∈ (1− λk)∂γ(z) + µ(∇uk+1 − z + yk). (34)
Then, the solution for updating z is obtained by:
zk+1 = prox
(
∇uk+1 + yk
∣∣∣∣1− λkµ γ
)
(35)
= S
(
∇uk+1 + yk
∣∣∣∣1− λkµ
)
. (36)
A.2.3 Optimization for Motion Estimation
The associated augmented Lagrangian with augmentation param-
eter µ > 0 for the splitting of the variables in the scaled form
reads:
Lµ(u, v, y, z, s, p, q, r) = 〈λ, γ(s)〉+ 〈1− λ, γ(y)〉 (37)
+ 〈1− λ, γ(z)〉+ µ
2
‖∇u− y + p‖22
+
µ
2
‖∇v − z + q‖22 + µ
2
‖It +∇I · w − s+ r‖22, (38)
where p is a Lagrangian multiplier associated with u and y = ∇u,
q is with v and z = ∇v, and r is with w and s = It+∇I ·w. The
optimality condition of the update for the primal variables uk+1
and vk+1 with the linearisation at around uk and vk yields:
uk+1 = argmin
u
µ
2
‖It +∇I · w − s+ r‖22
+ µ∇T (∇uk − yk + pk)u+ τ
2
‖u− uk‖22,
vk+1 = argmin
v
µ
2
‖It +∇I · w − s+ r‖22
+ µ∇T (∇vk − zk + qk)u+ τ
2
‖v − vk‖22.
The optimality condition of the update and the solution for the
variables yk+1, zk+1 and sk+1 yield:
0 ∈ (1− λk)∂γ(y)− µ(∇uk+1 − y + pk),
yk+1 = prox
(
∇uk+1 + pk
∣∣∣∣1− λkµ γ
)
,
0 ∈ (1− λk)∂γ(z)− µ(∇vk+1 − z + qk),
zk+1 = prox
(
∇vk+1 + qk
∣∣∣∣1− λkµ γ
)
,
0 ∈ λk∂γ(s)− µ(It +∇I · w − s+ r),
sk+1 = prox
(
It +∇I · w + r
∣∣∣∣λkµ γ
)
.
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