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We propose an innovative strategy to discriminate between two coherent states affected by either uniform
or gaussian phase noise. The strategy is based on a homodyne-like detection scheme with photon-number-
resolving detectors in the regime of low-intensity local oscillator. The experimental implementation of the
detection scheme involves two hybrid photodetectors, whose outputs are used in post processing to calculate
the shot-by-shot photon-number difference. The performance of this strategy is quantified in terms of the error
probability in discriminating the noisy coherent signals as a function of the characteristic noise parameters.
Introduction - The present Letter aims at completing and
enriching the research on optical communication schemes
based on coherent states. Recently, many efforts have been
devoted to find optimal discrimination strategies to minimize
the detrimental effects of phase noise and to monitor the real-
time communications by exploiting quantum estimation tools
[1–3]. In this respect, on the one hand it has been demon-
strated that a homodyne detection scheme can implement a
quasi-optimal discrimination strategy whenever a gaussian
phase noise is present [4]. On the other hand, we have al-
ready demonstrated that the employment of photon-number-
resolving (PNR) detectors is crucial for the estimation of
phase drifts in Kennedy-like receivers when only a single out-
put port of the interferometer is monitored, even in the pres-
ence of phase noise [5]. In this scenario, PNR detectors, pro-
viding direct access to the statistics of light, allow the gain
of much more information than, e.g., single-photon detectors
[6].
To take advantage of the characteristics of both the standard
homodyne detection scheme and PNR detectors, here we pro-
pose a hybrid detection scheme [7–10], in which we use PNR
detectors instead of pin-photodiodes and the difference be-
tween the two outputs of the interferometer is calculated in
post processing. At variance with other existing homodyne-
like detection schemes [11–14] , in our case the employment
of hybrid photodetectors allows us to explore a wide photon-
number dynamic range (up to 30 photons). For this reason,
the detection apparatus, though being unable to detect optical
states at the macroscopic level, is particularly useful to inves-
tigate different regimes of local oscillator (LO) intensity.
In this work we address a typical communication scheme with
coherent signals, to which we apply the homodyne-like deci-
sion strategy. Namely, we evaluate the difference of photo-
counts and demonstrate that this reduces the error probability
in discriminating the input coherent signals.
Homodyne detection with PNR detectors and state discrim-
ination - The “imperfection” in the discrimination protocol
between non-orthogonal quantum states is quantified by the
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error probability Pe and it depends on the employed measure-
ment apparatus. Given two quantum states ρˆ1 and ρˆ0, with
a priori probabilities η1 and η0 satisfying η1 + η0 = 1, the
minimum error probability allowed by quantum mechanics is
given by the Helstrom bound [15]
P (H)e =
1
2
[
1− Tr|η1ρˆ1 − η0ρˆ0|
]
. (1)
In our work we consider a standard interferometric scheme,
in which a binary signal is encoded in two coherent states
ρˆ1 ≡ |β〉〈β| and ρˆ0 ≡ | − β〉〈−β|, namely the basic alpha-
bet of a binary phase-shift-keyed (BPSK) communication. To
be decoded, the state is then mixed at a beam splitter (BS) of
transmittance τ with the LO |αeiφ〉. In our analysis we also
assume that phase noise affects the propagation of the signals.
The effect of a generic amount of phase noise on the coherent
states may be described by the map
ρˆk 7→ E(ρˆk) =
∫
R
dϕf(ϕ)Uˆ(ϕ)ρˆkUˆ
†(ϕ), (2)
where Uˆ(ϕ) = exp(−iϕaˆ†aˆ) is the phase-shift operator,
[aˆ, aˆ†] = Iˆ and f(ϕ) is a weight function describing the
phase noise distribution. In a uniform phase noise scenario
f(ϕ) = γ−1w(ϕ; γ), where w(ϕ; γ) is a window function
assuming the value of 1 inside the interval of phases ϕ ∈
[−γ/2, γ/2] and 0 outside. In the case of gaussian phase
noise, f(ϕ) = N (ϕ;σ2) is the normal distribution of mean
value 0 and variance σ2.
In the presence of phase noise, by assuming η1 = η0 = 1/2,
the Helstrom bound (1) is given by P (H)e = 12 (1 − Tr|Λˆ|),
where Λˆ = 12 [E(ρˆ1)− E(ρˆ0)] or explicitly:
Λˆ =
∫
R
dϕf(ϕ)e−β
2
×
∑
n,m
βn+meiϕ(n−m)
2
√
n!m!
[
1− (−1)n+m
]
|n〉〈m|.
(3)
The evolved state at the two output ports of the BS is ob-
tained by applying the unitary operator UˆBS = exp{ξaˆbˆ† −
ar
X
iv
:1
60
9.
00
64
3v
1 
 [q
ua
nt-
ph
]  
2 S
ep
 20
16
2ξ∗aˆ†bˆ}, with aˆ and bˆ describing the input modes and ξ char-
acterizing the BS transmissivity τ = cos2 ξ. If the LO is a
high-intensity coherent state, homodyne detection in the pres-
ence of phase noise results to be a quasi-optimal discrimina-
tion strategy [4] with an overall error probability given by
P (hd)e =
1
2
[∫ 0
−∞
p(x;β) +
∫ +∞
0
p(x;−β)
]
, (4)
where
p(x;±β) = 1√
pi
∫
R
dϕf(ϕ)e−(x∓
√
2 β cosϕ)2 . (5)
In our scheme we consider low-intensity coherent states for
both signal and LO. Now, the output modes of the BS, which
we label cˆ and dˆ hereafter, can be monitored by means of PNR
detectors, giving access to the photon statistics of the output
states. At the same time, the difference of the measured dis-
crete photo-currents is equivalent to a homodyne-like detec-
tion, which measures the field quadratures of the input sig-
nals. The distribution of the aleatory variable y = n − m,
with the two stochastic variables n and m described by Pois-
son distributions having mean values µn and µm, is given by
the Skellam distribution [16]
Sy(µc, µd) = e
−µc−µd
(
µc
µd
) y
2
Iy(2
√
µcµd) y ∈ Z,
(6)
where Iy(x) is the modified Bessel function of the first kind.
In the ideal case of the absence of phase noise, the mean val-
ues of the Poisson distributions are
µ±,c = α2(1− τ) + β2τ ± 2
√
τ(1− τ)αβ cosφ (7a)
µ±,d = α2τ + β2(1− τ)∓ 2
√
τ(1− τ)αβ cosφ, (7b)
depending on which coherent state | ± β〉 of the BPSK al-
phabet has been sent. To fix the ideas, let us assume that
µ+,c > µ+,d and µ−,c < µ−,d. Then we expect to detect a
higher (lower) number of photons in cˆ than in dˆ if |β〉 (| − β〉)
has been sent. Whenever the photon detection does not satisfy
these expectations, an error in the inference about the sent sig-
nal occurs.
We define the photocount differences ∆1 ≡ 〈nˆc − nˆd〉1
and ∆0 ≡ 〈nˆc − nˆd〉0, depending on which coherent signal
| ± β〉 has been sent. We point out that nˆc = |nc〉〈nc| and
nˆd = |nd〉〈nd| are the single-shot measurements of the PNR
detectors at the output modes, so that the photocount differ-
ences are integer numbers {∆0,∆1} ∈ Z. Thus, the expected
overall error probability in the discrimination process can be
readily calculated for the Skellam distribution and it reads as
p(sk)e (φ) =
−1∑
∆1=−∞
S∆1
(
µ+,c, µ+,d
)
+
1
2
S0, (8)
where S∆1
(
µ+,c, µ+,d
)
= S∆0
(
µ−,c, µ−,d
)
and S0 is the
value of the Skellam distribution for ∆1 = ∆0 = 0, i.e. in
the case of inconclusive measurement.
If we take into account phase noise, the mean numbers of pho-
tons at the outputs of the BS are given by Eqs. (7) with the
substitution φ → φ − ϕ. Thus, the overall error probability
is obtained by integrating Eq. (8) with the weight function
describing the corresponding noise model:
P (sk)e =
∫
R
dϕf(ϕ)p(sk)e (φ− ϕ). (9)
Proof-of-principle experiment - In order to test the perfor-
mance of our strategy, i.e. the employment of PNR detec-
tors in a homodyne-like measurement with a low-intensity LO
and in the presence of phase noise, we realized a proof-of-
principle experiment.
As shown in Fig. 1, the second-harmonic pulses (5-ps-pulse
duration) emitted at 523 nm by a mode-locked Nd:YLF laser
regeneratively amplified at 500 Hz were sent to a Mach-
Zehnder interferometer to get the signal and the LO. In or-
der to change the balancing between the two fields, we in-
serted two variable neutral density filters in the two arms. In
particular, we chose two different configurations: In the first
one we mixed a coherent signal with a LO of similar ampli-
tude, whereas in the second one we introduced a significant
unbalancing between the two amplitudes. In both situations,
we optimized the spatial and temporal superposition of signal
and LO in order to get almost the best overlap admitted by the
choice of the amplitudes and of the balancing.
The length of one arm of the interferometer was changed in
steps by means of a piezoelectric movement in order to modify
the LO phase in the whole 2pi−range. The light at the two out-
puts of the second BS was collected by two multi-mode fibers
(600-µm-core diameter) and sent to two hybrid photodetec-
tors (HPD, mod. R10467U-40, Hamamatsu). The output of
each detector was amplified (preamplifier A250 plus ampli-
fier A275, Amptek), synchronously integrated over a 500-ns
window (SGI, SR250, Stanford) and digitized (AT-MIO-16E-
1, National Instruments). We set 60 different piezo positions
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FIG. 1: (a) Sketch of the experimental setup, in which BS is a bal-
anced beam splitter, M is a high-reflectance mirror, Pz is the piezo-
electric movement, ND is a variable neutral density filter, L is a lens,
MF is a multi-mode fiber, HPD is the hybrid photodetector. (b) and
(c): Two typical photon-number distributions measured by the HPDs.
Columns: Experimental data, black dots: Theoretical Poisson distri-
bution with the same mean value as the data.
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FIG. 2: Plots of the probability distribution of the experimental pho-
tocount differences ∆1, for both Experiment #1 (left panel) and Ex-
periment #2 (right panel), when the relative phase between signal and
LO is φ = 0. The experimental data, averaged over M = 100 repe-
titions for bootstrapping (dots), are well fitted by the histogram plot
representing the theoretical Skellam distribution (6). The agreement
between homodyne probability distribution (green dashed) and ex-
perimental data is better in the presence of a significant unbalancing
between signal and LO (right panel).
and for each one we saved 50000 laser shots. Typical recon-
structions of the photon-number statistics registered by each
detector are shown in Fig. 1, from which it is possible to ap-
preciate the wide dynamic range of HPDs. We notice that in
both panels (b) and (c) theoretical Poisson distributions are
well superimposed to the experimental data, thus confirming
the correctness of the model expressed by Eqs. (7). As al-
ready explained in [5, 17], by exploiting the linearity of HPDs
it is possible to extract information about the phase. In fact,
the mean number of photons detected at each output of the
interferometer describes the interference pattern as a func-
tion of the piezo position. Thus, the relative phase between
the two arms of the interferometer can be retrieved by nor-
malizing the mean values between -1 and 1, and by applying
the arcos function. We also notice that, from the mean num-
ber of photons detected at each output as a function of the
phase, it is possible to extract the effective portions of LO (ac
and ad) and signal (bc and bd) either transmitted or reflected
by the BS. Indeed, the mean values at the two outputs are
linked to these quantities via µc = a2c +b
2
c +2acbc cos(φ) and
µd = a
2
d + b
2
d + 2adbd cos(φ). By using these expressions,
we got ac = 2.01, ad = 2.07, bc = 1.13, and bd = 1.07
in the more balanced case (Experiment #1), and ac = 2.74,
ad = 2.68, bc = 0.87, and bd = 0.85 in the less balanced
one (Experiment #2). The monitoring of the mean values also
allowed us to check the stability of the detection apparatus
during the long measurement sessions.
Once we have assigned a phase value to each piezo position,
the two reference coherent states | ± β〉 can be obtained by
choosing the LO phase φ = 0 and φ = pi, respectively. More-
over, proper sets of data samples can be combined together to
generate the mixtures of coherent states affected by a differ-
ent amount of either uniform or gaussian phase noise. Given
one of these sets of data, for each output mode we randomly
selected Ns = 103 photocounts, which were used to obtain
the shot-by-shot photon-number differences. Then, for each
choice of the input state, we evaluated the error probability in
the state discrimination by normalizing the number of wrong
values of the photon-number difference to the total number
Ns of selected photocounts. We repeated such an operation
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FIG. 3: Experiment #1 (signals and LO with similar intensities): Er-
ror probability (in logarithmic scale) obtained by the experimental
homodyne-like photocount differences (black dots with error bars)
as a function of the uniform phase noise parameter (left panel) and
gaussian phase noise one (right panel). In each panel we also plot
the theoretical prediction using the Skellam distribution (solid red
curve), the corresponding theoretical standard homodyne detection
(green dotted curve) and the Helstrom bound (black dashed curve).
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FIG. 4: Experiment #2 (signals and LO with different intensities):
the description of these plots is the same as in Fig. 3.
M = 100 times by applying a bootstrapping procedure [18].
This post-processing of data constitutes the heart of the proof-
of-principle experiment. It allows us to obtain the expected er-
ror probability and to compare the results with the theoretical
expectations for the standard homodyne measurement and the
ultimate quantum limit set by the Helstrom bound. In Fig. 2,
we show the plots of the probability distribution of the pho-
tocount differences obtained with Experiment #1 (left panel)
and Experiment #2 (right panel). The relative phase between
signal and LO has been set to φ = 0 and the experimental
points represent the average over M = 100 repetitions em-
ployed for the bootstrap procedure. In both cases, the the-
oretical expectations given by the Skellam distributions and
calculated according to Eq. (6), evaluated at the experimental
values of µc and µd, are well-superimposed to the experimen-
tal data. In the same figure we also show the corresponding
homodyne distribution concerning coherent-state discrimina-
tion, which appears, as expected, closer to the Skellam in the
less balanced case.
Results - The experimental results are shown in Figs. (3)
and (4) for the two configurations. The experimental error
probability distributions plotted in the two figures have been
obtained for different values of the uniform noise parameter γ,
and the gaussian noise standard deviation σ. In both figures,
the error bars, corresponding to the experimental data, have
been obtained by applying the bootstrap statistical method.
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FIG. 5: Comparison between uniform (solid curves) and gaussian
(dashed curves) noise for the error probabilities P (H)e and P
(sk)
e ob-
tained from the Helstrom bound (left panel) and the photocounts dif-
ference (right panel), respectively.
We note that the experimental results remarkably agree with
the theoretical prediction (solid red curve) given by Eq. (9).
These results are compared with the standard homodyne
technique (corresponding to the green curve in the figures),
in which a high-intesity LO is employed. We notice that such
a curve represents the theoretical expectation evaluated for the
two experimental choices of the signal field amplitudes. We
observe that, in the case in which signals and LO have more
similar amplitudes (Experiment #1), the homodyne-like mea-
surement with PNR detectors is very close to the standard ho-
modyne technique (Fig. 3). In Experiment #2, where signal
and LO amplitudes are significantly different, the two tech-
niques provide almost the same results (see Fig. 4), which
tend to become more similar by increasing the LO intensity.
In such a way the system resembles the typical homodyne
scheme. In both cases, the homodyne-like measurements with
PNR detectors, as well as the standard homodyne technique,
result to be quasi-optimal for state discrimination. In fact,
even for moderately small values of the noise parameters, the
red and green curves in Figs. 3 and 4 approach the black one,
corresponding to the theoretical expectation of the Helstrom
bound for the experimental choices of the signal field ampli-
tudes. This convergence demonstrates that not only the stan-
dard homodyne scheme, but also our homodyne-like detection
scheme based on PNR detectors is quasi-optimal for coherent-
state discrimination in the presence of phase noise.
It is worth noting that the obtained error probabilities display
a different behavior when the two phase noise models are em-
ployed. In order to make a fair comparison between them,
we equate the variances of the two phase noise distributions,
thus obtaining the relationship σ = γ/(2
√
3) between the two
noise parameters. From Fig. 5, it is evident that, for some val-
ues of the uniform noise parameter γ, the error probabilities
corresponding to Eqs. (1)-(8), are below those obtained for
the gaussian-noise case.
Conclusions - We presented the implementation of a
homodyne-like detection scheme based on HPDs in the
regime of low-intensity signals and LO. Such a scheme
has been used to investigate, both theoretically and exper-
imentally, the problem of coherent-state discrimination in
BPSK communication. In particular, we experimentally
demonstrated that the efficiency of our detection technique in
addressing the shot-by-shot discrimination protocol is very
similar to, and in some cases indistinguishable from, that of
the standard homodyne technique employing a high-intensity
LO. We characterized this discrimination strategy for both
uniform and gaussian phase noise, showing that there are
threshold values of the noise parameters for which the error
probability is minimal. This result testifies that our strategy,
besides the standard homodyne technique, is quasi-optimal
for coherent-state discrimination in the presence of phase
noise. We believe that our proposal is well suited to those
quantum communication schemes employing low-intensity
coherent states and PNR detectors, mainly in the presence of
phase noise. Finally, the hybrid scheme we realized, giving
us direct access to the photon-number distributions at each
output of the interferometer, could be used to implement a
continuous-variable cryptographic scheme with nonclassical
states, such as squeezed and sub-Poissonian states.
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