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1. Introduction
Suppose p is a homogeneous polynomial over a field K. Let p(D) be the
differential operator defined by replacing each occurrence of xj in p by
xj , defined formally in case K is not a subset of C. (The classical exam-
ple is p(x1 , ..., xn)=j x2j , for which p(D) is the Laplacian {
2.) In this
paper we solve the equation p(D) q=0 for homogeneous polynomials q
over K, under the restriction that K be an algebraically closed field of
characteristic 0. (This restriction is mild, considering that the ``natural''
field is C.) Our Main Theorem and its proof are the natural extensions of
work by Sylvester, Clifford, Rosanes, Gundelfinger, Cartan, Maass and
Helgason. The novelties in the presentation are the generalization of the
base field and the removal of some restrictions on p. The proofs require
only undergraduate mathematics and Hilbert's Nullstellensatz. A fringe
benefit of the proof of the Main Theorem is an Expansion Theorem for
homogeneous polynomials over R and C. This theorem is trivial for linear
forms, goes back at least to Gauss for p=x21+x
2
2+x
2
3 , and has also been
studied by Maass and Helgason.
Main Theorem (see Theorem 4.1). Let K be an algebraically closed field
of characteristic 0. Suppose p # K[x1 , ..., xn] is homogeneous and p=>j pmjj
for distinct non-constant irreducible factors pj # K[x1 , ..., xn]. Suppose
further that q # K[x1 , ..., xn] is homogeneous of degree d and let m$j=
min(mj , d+1). Then p(D) q=0 if and only if there exist hjk # K[x1 , ..., xn],
homogeneous of degree m$j&1, and (:jk1 , ..., :jkn) # Kn, satisfying
pj (:jk1 , ..., :jkn)=0, so that
q(x1 , ..., xn)=:
j
:
k
hjk(x1 , ..., xn)(:jk1x1+ } } } +:jknxn)d&m$j+1. (1.1)
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If p is itself irreducible, then (1.1) simplifies: p(D) q=0 if and only if q
is a sum of d th powers of linear forms whose coefficients belong to the
variety determined by p. One direction of this theorem is easy to make
plausible. If p is homogeneous of degree r, then a formal application of the
chain rule to a function F(t) gives:
p(D) F(:1 x1+ } } } +:nxn)=p(:1 , ..., :n) F (r)(:1x1+ } } } +:n xn).
In particular, if p(:1 , ..., :n)=0, then p(D) annihilates (:1x1+ } } } +:nxn)d.
(This was a commonplace 19th century observation.) In the special case
n=2 and p(x, y)=x2+ y2, p(:1 , :2)=0 implies :2=\i:1 , and we recover
from the Main Theorem the familiar fact that a homogeneous d th degree
polynomial q(x, y) is harmonic if and only if it is a linear combination of
(x+iy)d and (x&iy)d. The Main Theorem has already been proved over
C for n=2, for p=k x2k , and for p without repeated factors.
Expansion Theorem (see Theorem 4.7). Suppose K=R or C,
p # K[x1 , ..., xn] is homogeneous of degree r and f # K[x1 , ..., xn] is
homogeneous of degree d, and let m=wdrx. Then f has a unique representa-
tion
f = f0+pf1+ } } } +pmfm , (1.2)
where fj # K[x1 , ..., xn] is homogeneous of degree d& jr, p(D) fj=0 if K=R
and p (D) fj=0 if K=C.
The Expansion Theorem is trivial if p is linear; for example, if p=x1 ,
(1.2) amounts to the assertion K[x1 , ..., xn]=K[x2 , ..., xn][x1]. It is also
trivial if r>d. For p=x21+x
2
2+x
2
3 , the expansion (1.2) is familiar in the
classical study of spherical harmonics.
The proofs in this paper primarily involve the application of simple
linear algebra to vector spaces of polynomials. In section two, we present
the machinery for discussing the vector spaces of homogeneous polyno-
mials over fields of characteristic 0. This allows the succinct expression of
some very old ideas and results. In section three, Hilbert's Nullstellensatz
is given an unsurprising modification. Suppose ., f # K[x1 , ..., xn] are
homogeneous, K is an algebraically closed field, and . is irreducible. Then
f vanishes to k th order on the variety [.=0]/Kn if and only if .k+1 | f.
In section four, we prove the Theorems and some corollaries. The proof of
the Main Theorem is that the subspace of solutions to p(D) q=0 and the
subspace of forms of shape (1.1) have the same ``perpendicular'' subspaces.
The proof of the Expansion Theorem follows from this perpendicularity. In
section five, we summarize the literature for some circumstances in which
the Main Theorem and Expansion Theorem have already been proven.
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The Main Theorem was first proved for n=2 in 1851 by Sylvester in the
case of no multiple factors, and fully in 1886 by Gundelfinger. Gun-
delfinger's Theorem was studied afresh in the 1980's by Kung and Rota.
The Main Theorem for p(D)={2 was proved in 1871 by Clifford for n=3
and for arbitrary n by Cartan in 1931. In 1981, Helgason proved Cartan's
result with essentially the same perpendicularity argument of this paper.
Finally, for n=3, a general homogeneous form is irreducible, and the Main
Theorem is the ``Fundamental Theorem of Apolarity,'' which was given by
Rosanes in 1873, and discussed by Coolidge in 1931, in the style of older
algebraic geometry; i.e., without proof. A rigorous version of the Main
Theorem for real irreducible forms in any number of variables was proved
by Maass in 1959. Diaconis and Shashahani proved a generalization of the
Main Theorem in 1984 for Hd (C2) when p is a product of distinct linear
factors. Finally, in 1993, Pedersen solved the equation p(D) q=0 over R
for p with no multiple factors. The Expansion Theorem is trivial when p is
a monomial. For p=x21+x
2
2+x
2
3 , it appears in an undated ``Nachlass'' in
Gauss' Werke; for irreducible real p, this result was proved by Maass in
1959.
We are grateful to Bernard Beauzamy, Jerome De got, Igor Dolgachev
and Paul S. Pedersen for helpful discussions and correspondence.
2. Vector Spaces of Forms
We begin with a discussion of the vector spaces of homogeneous polyno-
mials. Versions of this discussion can be found in the author's work, with
base field R in [25] and with base field C in [26, 27]. It must be
emphasized that the underlying ideas in this section are all very old. A
parallel development using the ``hypercube representation'' can be found in
the recent work of Beauzamy and his collaborators (see e.g. [1, 2]).
Let Hd (Kn) denote the set of homogeneous polynomials (forms) in n
variables with degree d and coefficients in a field K of characteristic 0. (We
have previously written Fn, d for Hd (Rn) and Fn, d for Hd (Cn).) Suppose
n1 and d0. The index set for monomials in Hd (Kn) consists of n-tuples
of non-negative integers:
I(n, d)={i=(i1 , ..., in): :
n
k=1
ik=d= .
Write N(n, d )=( n+d&1n&1 )=|I(n, d)| and for i # I(n, d ), let c(i)=
d!(i1 ! } } } in !) be the associated multinomial coefficient. The multinomial
181constant coefficient pde's
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abbreviation ui means ui11 } } } u
in
n , where u may be an n-tuple of constants or
variables. Every f # Hd (Kn) can be written as
f (x1 , ..., xn)= :
i # I(n, d)
c(i) a( f ; i) xi. (2.1)
(The characteristic assumption ensures that c(i){0 in K, and so can be
factored in (2.1) from the coefficient of xi in f . ) The identification of f with
the N(n, d )-tuple (a( f ; i)) shows that Hd (K n)rKN(n, d ) as a vector space.
For : # Kn, define (: } )d # Hd (K n) by
(: } )d (x)=\ :
n
k=1
:kxk+
d
= :
i # I(n, d )
c(i) :ixi. (2.2)
These d th powers are of central importance, especially when combined
with a natural symmetric bilinear form on Hd (K n). For p and q in Hd (K n),
let
[ p, q]= :
i # I(n, d )
c(i) a( p; i) a(q; i). (2.3)
Note that [ p, x j]=a( p; j), hence [ p, q]=0 for all q # Hd (K n) if and only
if p=0, and so this bilinear form is non-degenerate. If K=R is a formally
real field, then char R=0, so this discussion applies, and [ f , f ]=0 implies
i c(i) a( f ; i)2=0, so a( f ; i)#0, or f =0. Thus, the bilinear form gives an
inner product on Hd (Rn). This is false if K is not formally real. However,
if K=C=R[i], then ( f , g)=[ f , g ] turns Hd (C n) into an inner product
space over C. In particular, if R=R and C=C, then & f &=[ f , f ] is
known as the Bombieri norm; see [1, 2].
Let U be a vector subspace of Hd (K n), and by analogy to the real case,
let
U ==[v # Hd (K n): [u, v]=0 for all u # U]. (2.4)
It is clear that U = is also a vector subspace of Hd (K n). We give an explicit
proof of an elementary observation, because it will be central in the proofs
of the theorems.
Lemma 2.5. (U =)==U.
Proof. First observe that U(U =)= from (2.4). Also, [0]==Hd (K n)
and, as noted above, p # Hd (K n)= implies p=0. Now suppose U is a
proper vector subspace of Hd (K n) and dim(U)=m. Then U is spanned by
m linear independent elements u( j), 1 jm, and so v # U = if and only if
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[u( j), v]#0. This occurs if and only if the N(n, d )-tuple [Xi=a(v; i)]
solves the linear system
:
i # I(n, d)
c(i) a(u ( j); i) Xi=0, 1 jm. (2.6)
Since the u( j) 's are linearly independent, the matrix in (2.6) has rank m and
so the solution space to this system has dimension N(n, d )&m. That is,
dim(U)+dim(U =)=N(n, d ). It follows that dim((U =)=)=m=dim(U),
and so (U =)==U. K
It follows from (2.2) and (2.3) that
[ p, (: } )d]= :
i # I(n, d )
c(i) a( p; i) a((: } )d; i)= :
i # I(n, d )
c(i) a( p; i) :i=p(:).
(2.7)
This identification leads immediately to a folk-theorem which has often
appeared in the literature, see [25, p. 30]; for a stronger version, see
Corollary 4.5.
Proposition 2.8. Hd (K n) is spanned by [(: } )d: : # Kn].
Proof. Let U be the subspace of Hd (K n) spanned by [(: } )d: : # K n]
and suppose q # U =. Then by (2.7), 0=[q, (: } )d]=q(:) for all : # Kn.
Since char(K)=0, this implies q=0. Thus, U ==[0], so U=(U =)==
[0]==Hd (K n). K
For i # I(n, d ), let Di=>(xk) ik and let f (D)= c(i) a( f ; i) Di be the
dth order differential operator associated to f # Hd (K n). (These operators
are formal and will be applied only to polynomials.) Since xk and xl
commute, it follows that DiD j=Di+ j=D jDi for i # I(n, d ) and j # I(n, e),
and so by multilinearity, ( fg)(D)= f (D) g(D)=g(D) f (D) for any forms f
and g (possibly of different degree).
Lemma 2.9. Suppose i # I(n, d ) and j # I(n, e). If ik> jk for some k,
then Di(x j)=0. If ik jk for all k and j&i=l # I(n, e&d ), then
Di(x j)=Di(xi+l)=
e !
(e&d )!
c(l)
c(i+l)
xl. (2.10)
Proof. We have
Di(x j)= `
n
k=1 \
ik
xikk+ `
n
k=1
x jkk = `
n
k=1
ikx jkk
xikk
.
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If ir> jr , then the r th factor above is zero. Otherwise, writing jk=ik+lk ,
we have
Di(xi+l)= `
n
k=1
ikxik+lkk
xikk
= `
n
k=1
(ik+lk)!
lk!
xlkk
= `
n
k=1
(ik+lk)! `
n
k=1
1
lk !
`
n
k=1
xlkk =
e !
c(i+l)
c(l)
(e&d )!
xl. K
If d=e but i{ j, then ik> jk for some k, so Di(x j)=0; (2.10) implies
that Di(xi)=>k ik !=d !c(i). An easy consequence of this fact (see
Theorem 2.11(i) below) is the essence of the connection between differential
operators and the bilinear product.
Theorem 2.11. (i) If p, q # Hd(K n), then p(D) q=q(D) p=d ![ p, q].
(ii) If f , hp # Hd (K n), where p # Hr(K n) and h # Hd&r(Kn), then
[hp, f ]=
(d&r)!
d !
[h, p(D) f ]. (2.12)
(In particular, (2.12) implies that [hp, f ]=0 if and only if [h, p(D) f ]=0.)
(iii) If p # Hd (K n) and q # He(K n) with de, then
p(D) q=
e !
(e&d )!
:
l # I(n, e&d )
c(l ) \ :i # I(n, d ) c(i) a( p; i) a(q; i+l )+ x
l. (2.13)
Proof. (i) We have
p(D) q= :
i # I(n, d )
c(i) a( p; i) Di \ :j # I(n, d ) c( j) a(q; j) x
j+
= :
i # I(n, d )
:
j # I(n, d )
c(i) c( j) a( p; i) a(q; j) Dix j. (2.14)
As noted above, Dix j=0 if i{ j and so (2.14) reduces to
p(D) q= :
i # I(n, d )
c(i) c(i) a( p; i) a(q; i) Dixi
= :
i # I(n, d )
c(i) c(i) a( p; i) a(q; i)
d !
c(i)
=d ! :
i # I(n, d )
c(i) a( p; i) a(q; i)=d ![ p, q]=d ![q, p]=q(D) p.
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(ii) By two applications of (i), we have
d ![hp, f ]=(hp)(D) f =h(D) p(D) f =h(D)( p(D) f )
=(d&r)![h, p(D) f ].
(iii) As in (i), we have
p(D) q= :
i # I(n, d )
c(i) a( p; i) Di \ :j # I(n, e) c( j) a(q; j) x
j+
= :
i # I(n, d )
:
j # I(n, e)
c(i) c( j) a( p; i) a(q; j) Dix j. (2.15)
By Lemma 2.9, the only non-zero terms in (2.15) have j=i+l for
l # I(n, e&d ), so
p(D) q= :
i # I(n, d )
:
l # I(n, e&d )
c(i) c(i+l ) a( p; i) a(q; i+l ) Dixi+l
= :
i # I(n, d )
:
l # I(n, e&d )
c(i) c(i+l ) a( p; i) a(q; i+l )
e !
(e&d )!
c(l )
c(i+l )
xl
=
e !
(e&d)!
:
i # I(n, d )
:
l # I(n, e&d )
c(i) c(l ) a( p; i) a(q; i+l ) xl
=
e !
(e&d )!
:
l # I(n, e&d )
c(l ) \ :i # I(n, d) c(i) a( p; i) a(q; i+l )+ x
l. K
A few remarks on this theorem. If p # Hd (K n), q # He(K n) and d>e, then
p(D) q is identically zero; if d=e, then I(n, d&d )=[(0, ..., 0)] and
c((0, ..., 0))=1, so (iii) reduces to (i). Finally, if de but p(D) q=0, then
(2.13) implies that [a(q; j)] satisfies a finite linear recurrence: for all
l # I(n, e&d ),
:
i # I(n, d )
c(i) a( p; i) a(q; i+l )=0. (2.16)
Most instances of [ p, q] in the literature have been in terms of p(D) q.
In modern times, Stein and Weiss in 1971 [29, p. 139] used the fact that
( p, q)=p(D) q is an inner product on Hd (Cn). So did Helgason [11, 12]
in the early 1980s, in proving the Main Theorem for p=k x2k over C.
Generalizations of (ii) over C using the hypercube and the Bombieri norm
can be found in [2].
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We conclude this section of introductory material with a result which
combines many of its ideas. Suppose K is a field of characteristic 0,
p # Hr(K n) and d is fixed. Define
Vp(=Vp, d)=[q # Hd (K n): p(D) q=0]. (2.17)
Clearly, Vp is a subspace of Hd (K n).
Theorem 2.18. V =p =Xp(=Xp, d)=[ f # Hd (K
n): p | f ].
Proof. If r>d, then Vp=Hd (K n) and Xp=[0], so the result is trivial.
Otherwise, rd and f # Xp if and only if f =pg for some g # Hd&r(K n).
Thus, q # X =p if and only if [ pg, q]=0 for all g # Hd&r(K
n); that is, if and
only if [ px j, q]=0 for all j # I(n, d&r). We conclude from Theorem
2.11(ii) that q # X =p if and only if [x
j, p(D) q]=0 for all j # I(n, d&r); that
is, if and only if p(D) q=0. Thus X =p =Vp and the conclusion follows by
Lemma 2.5. K
3. A Variation on the Nullstellensatz
For . # Hr(K n), let Z(.)=[.=0]=[(:1 , ..., :n) # Kn: .(:1 , ..., :n)=0].
We recall Hilbert's Nullstellensatz, e.g. from [15, pp. 409413].
Hilbert's Nullstellensatz. Suppose K is an algebraically closed
extension field of a field F and suppose I is a proper ideal of F[x1 , ..., xn].
Let
V(I)=[(a1 , ..., an) # Kn: g(a1 , ..., an)=0 for all g # I]= ,
g # I
Z( g).
Then f (a1 , ..., an)=0 for all (a1 , ..., an) # V(I) if and only if f m # I for some
m1.
In particular, suppose I=(.) is the ideal generated by an irreducible
form . # Hr(K n), r1. Then V(I)=Z(.) and the Nullstellensatz states
that f # Hd (K n) vanishes on Z(.) if and only if f m # I for some m; that is,
if and only if . | f m for some m. Since . is irreducible, . | f m if and only
if . | f . Hence the only forms which vanish on the variety [.=0] are mul-
tiples of .. This is the simplest case of a variation on the Nullstellensatz
which is needed for the proof of the Main Theorem.
Proposition 3.1. Suppose . # Hr(K n), r1, is irreducible, f # Hd (K n)
and 0kd. Then Dif (:)=0 for all i # I(n, k) and all : # Z(.) if and only
if .k+1 | f .
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Proof. We first show that Dif (:)=0 for all i # I(n, k) if and only if
Dif (:)=0 for all i # I(n, l ) for all lk. One direction is obvious. For the
other, fix : # Kn and assume Dif # Hd&k(Kn) for all i # I(n, k). Theorem
2.11(i) implies that Dif (:)=[Dif , (: } )d&k], hence by Theorem 2.11(ii),
Dif (:)=0 for all i # I(n, k) if and only if [ f , (: } )d&k xi]=0 for all
i # I(n, k); that is, if and only if [ f , (: } )d&k ]=0 for all  # Hk(K n). In
particular, if =(: } )k&l ` for ` # Hl (Kn), then [ f , (: } )d&l `]=0. Now
take `=x j for j # I(n, l ). This completes the proof of the first assertion.
(Note that if k>d, then Dif #0 without restriction on f , and no non-trivial
conclusion may be drawn about the lower order derivatives.)
We let A( f , k; .) denote the assertion that Dif (:)=0 for all i # I(n, l )
for all lk and all : # Z(.), so the content of this Proposition is that
A( f , k; .) is true if and only if .k+1 | f . If f =0, this result is trivial, so
assume f {0. The proof is by induction on k.
In the base case, A( f , 0; .) states that f (:)=0 for all : # Z(.), and as
noted earlier, the Nullstellensatz implies that this is equivalent to
.=.0+1 | f . Now assume the induction hypothesis holds for k=s&10
and suppose A( f , s; .) holds. If i # I(n, s), then il1 for at least one l, so
Dif =D j(fxl) for some j # I(n, s&1). Taking into account all i # I(n, s),
we may conclude that A( f , s; .) is equivalent to A(fxl , s&1; .) for
1ln. By the induction hypothesis, this is equivalent to .s | fxl for
1ln. The proof is complete if we can show that this fact implies that
.s+1 | f .
Since A( f , s&1; .) holds (by the first paragraph), the induction
hypothesis implies that f =.s, s1, {0, and since .s | fxl for
1ln, we have
.s } fxl=
(.s)
xl
=.s

xl
+s.s&1
.
xl
. (3.2)
Upon dividing both sides of (3.2) by .s&1, we find that
. | .(xl)+s(.xl), hence . | (.xl) for all 1ln. Since . is
non-constant, .xl{0 for some l; since deg(.xl)<deg ., the
irreducibility of . implies that . | . Thus .s+1 | f , as desired. K
4. Proof of the Main Theorem
We first restate the Main Theorem using the notation of the last two sec-
tions.
Theorem 4.1. Suppose K is an algebraically closed field of characteristic
0 and suppose p # Hr(Kn) has the factorization p=>mj=1 p
mj
j into distinct
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non-constant irreducible forms pj over K. Suppose q # Hd (K n) and let
m$j=min(mj , d+1). Then p(D) q=0 if and only if there exist hjk #
Hm$j&1(K
n) and :jk # Z( pj) so that
q= :
m
j=1
:
N(n, d)
k=1
hjk(:jk } )d&m$j+1. (4.2)
Proof. We recall (2.17) and define another subspace of Hd (K n):
Wp(=Wp, d)={ :
m
j=1
:
N(n, d )
k=1
hjk(:jk } )d&mj+1: hjk # Hm$j&1(K
n), :jk # Z( pj)= .
(4.3)
We shall prove that V =p =W
=
p . By Lemma 2.5, this is equivalent to
Vp=Wp . First suppose mjd+1 for some j. Then deg pmj deg pj
d+1>deg q, and so p(D) q=0 for all q # Hd (K n). On the other hand,
m$j=d+1, so we can write q=hj1 in (4.2) for all q # Hd (K n). Having dis-
posed of this annoying special case, we henceforth assume that mjd for
all j and write mj for m$j .
By Theorem 2.18, it suffices to show that W =p =Xp . Observe that f # W
=
p
if and only if [ f , g]=0 for each permissible summand g=h(:j } )d&mj+1 in
(4.3). Expand h as a linear combination of monomials xi with
i # I(n, mj&1). Thus f # W =p if and only if
[ f , xi(:j } )d&mj+1]=0 (4.4)
for all i # I(n, mj&1) and all :j # Z( pj), 1 jm. By Theorem 2.11(ii),
(4.4) is equivalent to Dif (:j)=0, and by Proposition 3.1, this is equivalent
to pmjj | f . This is true for 1 jm, and since the pj's are distinct
irreducibles, f # W =p if and only if p | f ; that is, if and only if f # Xp . K
Suppose mj#1, so p has no multiple factors. Then the auxiliary forms hjk
disappear from (4.2), and p(D) q=0 if and only if q is a sum of d th powers
of linear forms taken from [ p=0]. In particular, if r>d, then p(D) q=0
for all q # Hd (Kn), and we obtain a strengthening of Proposition 2.8:
Corollary 4.5. Suppose p # Hr(Kn) has no multiple factors and r>d.
Then Hd (K n) is spanned by [(: } )d: : # Z( p)].
It is easy to compute the dimension of Vp from Lemma 2.5 and Theorem
2.18.
Corollary 4.6. If dr, then dim(V)=N(n, d )&N(n, d&r); if d<r
then dim(V)=N(n, d ).
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An equivalent version of Corollary 4.6 for Hd (C2) was used by Sylvester
to give the canonical representation of a binary d-ic as a sum of d th powers
of linear forms. For n3, however, the resulting bound is larger than the
correct number; see [27].
A final corollary (of Theorem 2.18) is the Expansion Theorem.
Theorem 4.7. Suppose K=R or C, p # Hr(K n) and f # Hd (K n), and let
m=wdrx. Then there is a unique representation
f = f0+pf1+ } } } +pmfm , (4.8)
where fj # Hd& jr(Kn), p(D) fj=0 if K=R and p (D) fj=0 if K=C.
Proof. We fix r and argue by induction on d. The assertion is trivial if
d<r, so assume that dr. Suppose K=R. Then the bilinear product is an
inner product and there is an orthogonal decomposition Hd (Rn)=
VpXp . Hence there is a unique representation f = f0+ f , where f0 # Vp
and f # Xp ; that is, f = f0+pf 1 , where p(D) f0=0 and f 1 # Hd&r(Rn). By
induction, f 1 has an expansion as in (4.8), and the proof is complete. In
case K=C, the inner product involves the conjugate and Xp is orthogonal
to V p . K
We remark that Theorem 4.7 also applies with R replaced by any for-
mally real field R, and C replaced by any field C=R[i], with R formally
real. It also can be shown [3] that (4.8) is a true orthogonal decomposi-
tion (i.e., [ pifi , p jfj]=0 if i< j) when p is linear or p=k x2k , but not in
general.
5. Antecedents of the Main Theorem
The notation of section two is ungainly for binary forms over C. Suppose
rd and let
p(x, y)= :
r
t=0
ct xtyr&t= `
m
j=1
(;jx&:j y)mj, (5.1)
q(x, y)= :
d
u=0 \
d
u + auxuyd&u. (5.2)
In (5.1), we assume ;j :k{;k:j for j{k. On taking x1=x and x2= y,
a( p; (t, r&t))=ct( rt) and a(q; (u, d&u))=au . Then by (2.13), p(D) q=0 if
and only if
:
r
t=0
ctat+l=0, l=0, ..., d&r,
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or in matrix form,
\
a0
a1
b
ad&r
a1
a2
b
ad&r+1
} } }
} } }
. . .
} } }
ar
ar+1
b
ad + } \
c0
c1
b
cr+=\
0
0
b
0+ . (5.3)
In his studies of the canonical forms for Hd (C2), Sylvester [30, 31] proved
that if p and q are given by (5.1) (with mj#1) and (5.2), then there exist
*j # C so that
q(x, y)= :
r
j=1
*j (:jx+;j y)d
if and only if (5.3) holds. Later, Gundelfinger [10] removed the restriction
on mj and showed that (5.3) holds if and only if
q(x, y)= :
m
j=1
hj (x, y)(:jx+;j y)d&(mj&1)
for arbitrary forms hj of degree mj&1. This is, of course, the Main
Theorem for n=2 and K=C. The modern discussion of this topic by Kung
[16, 17, 18], and Kung and Rota [19] (using different algebraic techni-
ques) has considered a covariant expression [ p, q] which equals [ p, q~ ] up
to a multiple, where q~ (x, y)=q( y, &x). Diaconis and Shashahani [7, p.
176] studied the equation p(D) q=0 for a binary form p which is the
product of r distinct linear factors and q(x, y) # Cn[0, 1]2. Their solution
reduces to Sylvester's theorem when q is a form. Helmke [13] has recently
studied the problem of representing q # Hd (K 2) as a sum of d th powers of
linear forms, where K is real closed or algebraically closed, using continued
fractions and Pade approximations.
In case p(x, y, z)=x2+ y2+z2, p(D) q=0 becomes {2q=0, in which
case q is called a spherical harmonic. There is an enormous classical
literature on this topic (see e.g. [14, 21, 32]) discussing all analytic solu-
tions to this equation, not just polynomial ones. The Main Theorem
asserts that {2q=0 for q # Hd (Kn) if and only if q(x1 , ..., xn)=
k(:k1 x1+ } } } +:kn xn)d, where j :2kj=0. Clifford [5] proved this for
n=3, using Sylvester's theory of contravariants and dimension-counting.
However, there are much more concrete and useful ways to represent
spherical harmonics, and this direction was not pursued. Later, Cartan [4,
p. 285] proved the result for general n. A rigorous version of the Main
Theorem for p real and irreducible forms was given by Maass [20] in 1959.
Helgason's proofs [11, p. 29; 12, p. 17] of Cartan's result can be regarded
as a direct antecedent of the proof of Theorem 4.1 given here. (However,
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n=2 was treated separately, because x21+x
2
2 is reducible.) He also
generalized the Cartan and Maass versions of the Main Theorem (e.g. [12,
p. 381]) in ways that are deeper than this paper.
The author presented a version of the Main Theorem (with mj#1 and
K=C) at the 1990 Summer Meeting of the A.M.S. at Columbus, Ohio
under the title ``Whose Theorem Is This?'' [24]. Prof. Igor Dolgachev [8]
answered the question by saying that this special case of the Main Theorem
(for n=3) is known as ``The Fundamental Theorem of Apolarity.'' He cited
Coolidge [6, pp. 410416], which is based on Rosanes [28]. The proof in
[6] is geometric, in the style of older algebraic geometry, which means
that it is proved for general p and q. Singular cases are excluded, and not
discussed explicitly. Very recently, Pedersen [22] has given a complete
description of real solutions to p(D) q=0 when p has no multiple
factors. Since the Nullstellensatz is inoperative over R, his discussion of
the solutions is necessarily more complicated than the Main Theorem.
Pedersen also proves the equivalent of Corollary 4.6 for the dimension
of [q: p(D) q=0].
In the special case p=x21+x
2
2+x
2
3 , the Expansion Theorem is well-
known in the classical study of spherical harmonics. The cited texts all note
that every form f of degree d can be written f = f0+pf1+p2f2+ } } } , where
fj is harmonic of degree d&2j. It is difficult to determine who first dis-
covered this decomposition; Prasad [23, p. 114] assigns credit to Gauss
[9, pp. 630631]. Maass [20] proved the Expansion Theorem for real
irreducible p in the same paper cited above. Helgason also generalized the
Expansion Theorem in [12]; again, his approach is much deeper than
ours.
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