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Diese Arbeit stammt aus dem Themengebiet der Anwendung formaler Methoden
im Software Engineering. Grundlage der Arbeit bildet die in [Gur95℄ denierte
Spezikationssprahe der Abstrakten Zustandsmashinen (engl. abstrat state
mahines, kurz ASMs).





ur ASMs, sowohl f

ur die Spezikation, als auh f

ur die Verikation
von Verfeinerungen. Diese soll die Entwiklung korrekter Software von einer
abstrakten Anforderungsspezikation bis hin zu einer durh shrittweise Verfei-
nerung gewonnenen Implementierung m

oglih mahen. Der Inhalt gliedert sih
in vier Teile:
 Einbettung von ASM-Spezikationen in eine Logik: Die Arbeit deniert
eine 1:1-Abbildung von ASMs in die Dynamishe Logik (DL). Damit wird
der formale Nahweis von ASM-Eigenshaften m

oglih.
 Modularisierung von Korrektheitsnahweisen f

ur Verfeinerungen: Zwei aus
der Literatur bekannte Verfeinerungsbegrie wurden in DL formalisiert.
Ein allgemeines Modularisierungstheorem f

ur den Korrektheitsnahweis
von ASM-Verfeinerungen wurde entwikelt, das die bisher aus der Litera-
tur bekannten Theoreme verallgemeinert.
 Implementierung der Ergebnisse im KIV-System: Das KIV-System ist ein
Spezikations- und Verikationswerkzeug, das algebraishe Spezikatio-
nen und DL unterst

utzt. Eine Reihe von Erweiterungen und Verbesserun-




 Demonstration der praktishen Einsetzbarkeit der entwikelten Konzepte
an einer groen Fallstudie: Die gew

ahlte Fallstudie stammt aus dem Com-
pilerbau und behandelt die

Ubersetzung von Prolog-Programmen in As-
semblerode der Warren Abstrat Mahine (WAM). Eine informelle Dar-
stellung, die einen als ASM beshriebenen Prolog-Interpreter in 12 syste-
matishen Verfeinerungen in die WAM transformiert, war durh [BR95℄
vorgegeben. Die formale Spezikation und Verikation von 8 der 12 Verfei-
nerungen in 9 Monaten nahm eine groen Teil des Umfangs der Arbeit ein.
Der Vergleih zu zwei anderen Fallstudien mit dem gleihen Thema zeigt,
v
vi
da der notwendige Verikationsaufwand durh die entwikelte Theorie
f

ur ASM-Verfeinerungen deutlih geringer war.
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Diese Arbeit stammt aus dem Themengebiet der Anwendung formaler Metho-




Die Anwendung formaler Methoden setzt eine geeignete Spezikationsspra-
he voraus, in der die Anforderungen an die Software abstrakt und unzwei-
deutig beshrieben werden k

onnen. Damit werden sie einer mathematishen
Analyse zug

anglih. Validierung durh Beweisen etwa durh den Nahweis von
Siherheitseigenshaften wird shon in fr

uhen Phasen der Softwareentwiklung
m

oglih, in denen noh keine Implementierung vorliegt. Um anshlieend von
den Anforderungen systematish zu einer Implementierung

uberzugehen, bedarf
es weiterhin eines Verfeinerungsbegris, der es erlaubt, shrittweise und unter
Erhaltung der Korrektheit von den Anforderungen zu implementiertem Code

uberzugehen.
Beweise zur Validierung von Spezikationen sowie zum Korrektheitsnah-





uber mathematishe Beweise bis hin zu formalen





Ziel dieser Arbeit ist es, die Spezikationssprahe der Abstrakten Zustands-
mashinen (Abstrat State Mahines, im folgenden kurz ASMs, [Gur95℄) im
Spezikations- und Verikationswerkzeug KIV verf

ugbar zu mahen. Insbeson-
dere wird f

ur einen Verfeinerungsbegri, der bisher existierende verallgemeinert,
einen systematishe Beweisunterst

utzung entwikelt, und deren Praxistauglih-
keit an einer groen Fallstudie demonstriert.
Die Wahl der Spezikationssprahe begr

undet sih aus der Tatsahe, da es
im wesentlihen zwei Klassen von Spezikationssprahen gibt: Die erste Klas-
se sind algebraishe Spezikationssprahen [Wir90℄, [Gau92℄, [CoF97℄ sowie die
Verallgemeinerung zu Prozealgebren [Mil89℄, [Bae90℄. Diese sehen ein Softwa-
resystem als allgemeine Datenstruktur mit einer Reihe von darauf denierten
Funktionen und Relationen an, die geeignet zusammenwirken. Mathematish
wird ein Softwaresystem als Algebra modelliert, eine Spezikation beshreibt
dann eine Klasse von Algebren als m





4 KAPITEL 1. EINLEITUNG
wendeter Spezialfall algebraisher Spezikation ist die modellbasierte Spezika-
tion, bei der ein Softwaresystem aus Grunddatentypen der Mengenlehre (wie
Tupel, Funktionen, Potenzmengen) aufgebaut wird.









ange und daraus resultie-
rende Abl

aufe modellieren. Beispiele sind z. B. Z [Spi88℄, VDM [Jon90℄ und
RAISE [JC94℄. Auh ASMs geh

oren zu dieser Klasse von Spezikationsspra-
hen. Zustandsbasierte Spezikationssprahen bauen zur Beshreibung von Zu-
standskomponenten auf algebraishen Spezikationssprahen auf. In gewissem














utzen viele Verikationswerkzeuge nur algebraishe
Spezikationen. Der Nahteil dieses Ansatzes ist nat

urlih, da die Grundkon-
zepte von Zustands






utzte bisher traditionell den algebraishen Ansatz
zur Entwiklung von Software: In KIV gibt es strukturierte, algebraishe Spezi-
kationen mit entsprehender Beweisunterst

utzung [RSSB98℄. Ein ausgefeiltes
Verfeinerungskonzept wird unterst

utzt, das die strukturierte Implementierung
von Spezikationen durh Programmmoduln erlaubt [Rei95℄.
Diese Arbeit leistet nun einen Beitrag zur Unterst

utzung des Konzepts der
zustandsbasierten Spezikationen in KIV. ASMs als die zustandsbasierte Spezi-
kationssprahe zu w

ahlen ergab sih im wesentlihen daraus, da ASMs einen
konzeptuell sehr einfahen, aber dennoh sehr exiblen Ansatz zur Spezikation
von Zustands

ubergangssystemen bieten, der eine groe Vielfalt an Fallstudi-
en erm

ogliht. So wurden ASMs bereits erfolgreih in Fallstudien angewandt,
die sih mit so untershiedlihen Themen wie der Modellierung von Program-
miersprahen (z.B. Prolog [BR94℄, C [GH93℄ und Java [BS98b℄), Kommunikati-
onsprotokollen (z.B. Bakery-Algorithmus [BGR95℄), Compilerkorrektheit (z.B.
Oam [BD96℄, Prolog [BR95℄ und Java [BS98a℄, [Sh99℄), verteilten Systemen





uber eine groe Zahl weiterer Anwendungnen gibt [BH98℄ so-
wie die im Internet unter den URLs http://www.ees.umih.edu/gasm/ und
http://www.uni-paderborn.de/s/asm/ verf

ugbaren Web-Seiten. Die Korrekt-
heitsbeweise sind bisher in den meisten Fallstudien mathematishe Beweise, die
niht durh mehanishe Verikationssysteme unterst

utzt werden.





ahst eine Einbettung in die Spezikationssprahe von
KIV vorgenommen werden. Dabei hat KIV gegen

uber rein algebraishen Spe-







ange sind) bereits unterst

utzt werden. Insofern
konnte als erstes Egebnis dieser Arbeit eine 1:1-

Ubersetzung der ASM-Regeln in
abstrakte Programme deniert werden. Kapitel 3 beshreibt die Spezikations-
sprahe und die Logik von KIV, sowie die Erweiterungen, die im Rahmen dieser
Arbeit daran durhgef

uhrt wurden, und Kapitel 4 deniert die

Ubersetzung.
Die Einbettung in KIV gibt neben der M

oglihkeit, ASMs formal zu spezi-




utzte Beweise mit der vor-
5
handenen Programmlogik, der sogenannten Dynamishe Logik (im folgenden
kurz DL) zu f

uhren. Um ASMs systematish zu unterst

utzen, fehlt nun noh
die Denition eines geeigneten Verfeinerungsbegris, der es gestattet, shritt-
weise und modular von einer abstrakten Spezikation zu einer konkreten Imple-
mentierung

uberzugehen. Ein derartigen Verfeinerungsbegri wird in Kapitel 5











ur den modularen Nahweis der Korrektheit von Verfeinerungen in
Kapitel 6. Ein entsprehendes Modularisierungstheorem wird zun

ahst in sei-
ner einfahsten Form f

ur die Verfeinerung deterministisher ASMs entwikelt.





ur iterative Verfeinerung deniert und Bez

uge zu anderen Korrekt-
heitsbegrien hergestellt. Das wesentlihes Ergebnis ist eine Verallgemeinerung
der bisher bekannten Theorie der Korrektheit von Verfeinerungen: Statt Ab-
straktionsfunktionen werden nun beliebigen Relationen verwendet, und statt
kommutierenden Diagrammen mit je einer Regel, werden m:n-Diagramme mit
beliebiger Zahl m;n  0 von Regeln betrahtet.
Als eine kleine Anwendung zeigt anshlieend Kapitel 7, da sih die Kor-
rektheit von Peephole-Optimierungen als Korollar aus dem Modularisierungs-
theorem ergibt.
Die in Kapitel 6 erarbeitete Theorie ist niht aus der theoretishen

Uber-
legung heraus entstanden, wie sih bestehende Verfeinerungskonzepte verallge-
meinern lassen. Konzepte zur Verikation von Software, die zwar theoretish
sh

one Eigenshaften, aber keinen praktishen Nutzen haben, gibt es unseres
Erahtens shon zu viele. Die Flexibilit








ur die Korrektheitsbeweise mu sih viel-
mehr an der praktishen Anwendbarkeit beurteilen lassen. Deshalb wurde die
Theorie und die Beweisunterst

utzung anhand einer realistishen, groen Fall-
studie entwikelt.
Wir haben dazu als Fallstudie die

Ubersetzung von Prolog in Assemblerode




ur die Fallstudie lag bereits
eine mathematishe Analyse vor [BR95℄, auf die wir uns st

utzen konnten. Die
Fallstudie zeigt eine vielf

altige Bandbreite an Problemen, die bei der Verfeine-
rung von ASMs, insbesondere im Anwendungsgebiet Compilerkorrektheit auf-
treten. Die Fallstudie geh

ort mit einem Arbeitsaufwand von bisher 9 Monaten
siher zu den groen und anspruhsvollen Arbeiten in diesem Gebiet. Im zweiten
Teil dieser Arbeit geben wir eine ausf

uhrlihe Darstellung der Fallstudie, in der
die ersten 8 der 12 Verfeinerungen aus [BR95℄ veriziert wurden.
Wesentlihes Resultat der Fallstudie ist die Demonstration der Leistungs-
f

ahigkeit der Theorie. Sie zeigt sih zum Beispiel im Vergleih zu parallel mit
anderen Systemen durhgef






ur kleinere Anteile an der Verikation hatten. Auh
wird die Theorie derzeit [Sh99℄ bei der Verikation eines Java-Compilers ein-
gesetzt.
Die Fallstudie zeigt auh den Gewinn, den eine rehnerunterst

utzte Verika-
6 KAPITEL 1. EINLEITUNG
tion gegen

uber einer mathematishen Analyse bringt. Obwohl wir der Meinung
sind, da die Analyse in [BR95℄ shon eine sehr gr

undlihe und wohldurh-
dahte Analyse der Probleme darstellt und keine konzeptuellen Fehler enth

alt,





atten. Insofern zeigt diese Arbeit, da sih der
hohe Aufwand, den formale, systemunterst

utzte Verikation mit sih bringt,
lohnt, wenn die Anwendnung eine wirklih fehlerfreie Software (in diesem Fall




Abstrakte Zustandsmashinen (engl. abstrat state mahines; ASMs) sind eine
Spezikationssprahe zur Beshreibung von Soft- und Hardwaresystemen. Die
Grundidee einer Abstrakten Zustandsmashine ist die shrittweise Transforma-
tion eines Zustands mit Hilfe von Regeln. Damit geh

oren sie zur Gruppe der





ubergangssysteme werden im ersten Abshnitt eingef

uhrt. Abshnitt 2.2
gibt dann die grundlegende Denition sequentieller ASMs. Eine Variante dieser
Denition, die in der Prolog-WAM-Fallstudie verwendet wird, erkl

art Abshnitt
2.3. Verteilte ASMs, mit denen verteilte Systeme modelliert werden k

onnen, wer-
den shlielih in Abshnitt 2.4 erkl

art. Eine umfassende Darstellung der ASMs,
die neben den hier denierten grundlegenden Konzepten noh einige Erweite-






atzlihe Idee eines Zustands

ubergangssystems ist die Transformation
von Zust

anden mit Hilfe von Regeln. Etwas formaler betrahtet, besteht ein Zu-
stands






einer Menge I  S von initialen (oder Anfangs-)Zust

anden sowie einer Zu-
stands

ubergangsrelation  : S  S. (st,st
0














ur die es keinen
Nahfolgezustand gibt. Zustands








urlihe Formalisierung von Softwaresystemen, da eine typishe Berehnung
auf einem Rehner mit von-Neumann-Arhitektur einen Speiherzustand invol-
viert, der durh einen Prozessor fortgeshaltet wird (= Zustands

ubergangsre-
lation). Andere Beispiele sind z.B. alle Arten von endlihen Automaten (die
Menge der Zust

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Rewrite-Systeme (Zustand = Term), Kommunikationsprotokolle und Interpre-





tion). Auh mathematishe Sahverhalte wie der Ableitungsbegri von logishen
Kalk






auger Spezialfall von Zustands

ubergangssystemen sind sequentielle
(auh deterministish genannte) Systeme, bei denen es zu jedem Zustand st
h





) 2  gibt. F

ur den sequentiellen Fall l

at
sih auf den Zust

anden, die keine Endzust

ande sind (S nF ), eine Zustands

uber-














die Menge aller endlihen (st
0
, . . . , st
n













) 2  deniert, die mit einem Anfangs-
zustand st
0





ASMs ([Gur95℄) sind ein Formalismus zur Denition von Zustands

ubergangs-




ande wird dabei durh die Menge
Alg(SIG) der Algebren einer (einsortigen) Signatur SIG gegeben. Um die De-
nition von booleshen Ausdr








ublihen booleshen Operationen (tt,, ^, _, et.) sowie
die Konstante undef in der Signatur enthalten sind.
Die Menge der Startalgebren I wird in der Regel entweder durh die (men-
gentheoretishe) Angabe von Algebren oder durh eine algebraishe Spezikati-
on angegeben. Die Zustands

ubergangsrelation wird durh eine Regel R gegeben.
F

ur die in diesem Abshnitt betrahteten sequentiellen ASMs sind Regeln wie
folgt induktiv deniert:
1. f(t) := t
0
ist eine Regel f

ur ein n-stelliges Funktionssymbol f (n 










, . . . , R
n










, . . . , R
n
Regeln sind, und "
1



















Die Semantik einer Regel R ist eine Zustands

ubergangsfunktion, die zu einer
AlgebraA eine neue Algebra B liefert. Die Denition von B erfolgt mit Hilfe einer













die aus der RegelR und der gegebenen AlgebraA deniert werden. Jedes Update






agermenge A (dem Universum) der Algebra A. Entsprehend
der Struktur der Regeln ist die Menge deniert durh
2.2. SEQUENTIELLE ASMS 9
1. Upd(f(t) := t
0






























ur alle k = 1;. . . ; n A 6j= "
k
gilt,
ist Upd(if . . . ) = ;.
Die Menge Upd(R;A) ist inkonsistent, falls sie f

ur ein f und einen Vektor
a mehrere Elemente (f; a; b) enth






at, also (A) = A. Ist Upd(R;A) = ;, so ist ein Endzustand
erreiht
1











ur jede ASM l

at sih die Menge der Operationen in zwei Teile aufteilen:
In eine dynamishe H

alfte, die auf der linken Seite von Regel-Updates vorkom-










alfte wird benutzt, um Operationen auf Datenstrukturen zu
modellieren (wie + auf nat






ussen auh die vordenierten booleshen Operationen dazu z

ahlen.
0-stellige dynamishe Operationen (wir bezeihnen sie aus oensihtlihen
Gr

unden niht als Konstanten) werden dazu benutzt,
"
Programmvariablen\ zu
modellieren. Dynamishe Funktionen mit Argumenten werden h

aug als Spei-
her benutzt. Anwendung einer dynamishen Funktion f auf eine Adresse a
ergibt dann den Inhalt f(a) des Speihers an der Adresse a. Funktionsmodika-
tion bedeutet das

Ubershreiben einer Speiherzelle. Eine dynamishe Funktion
mit endlihem Grundbereih G l

at sih auh als abstrakte Form eines Arrays
mit Indexbereih G deuten.
Sorten werden in ASMs durh einstellige Pr

adikate modelliert. Um das ein-
fahe Hinzuf






aug folgende Erweiterung verwendet: Es wird eine Sorte reserve (d.h. ein ein-
stelliges Pr

adikat) vordeniert, das im Initialzustand jeder ASM unendlih viele
(
"
Reserve-\) Elemente enthalten mu. Eine neues Regelkonstrukt
import x in R endimport
erlaubt es, Elemente aus reserve an die Variable x zu binden, und R aus-
zuf

uhren. Das Addieren eines Elements zu einer Sorte S kann dann durh
import x in S(x) := tt; R endimport
erreiht werden, was durh
1
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extend S with x in R endextend
abgek

urzt wird. Wir verzihten auf eine pr

azise Denition dieser Erweiterung,
da sie einige T

uken birgt (in der Regel R kann nun die lokale Variable x ver-
wendet werden, und geshahtelte import-Konstrukte m

ussen sequentiell neue
Elemente liefern) und lediglih tehnishen Overhead verursaht. Eine ausf

uhr-
lihe Denition gibt [Gur95℄.
2.3 Sequentielle ASMs in der WAM
Die in der Prolog-WAM-Fallstudie in [BR95℄ verwendeten ASMs verwenden eine






























alt jede ASM eine Menge derartiger Regeln. Ein Zustands

uber-
gang besteht nun in der indeterministishen Auswahl einer Regel, deren Test
wahr ist, und ihrer Anwendung. Ein Endzustand ist erreiht, wenn keine Re-
gel mehr anwendbar ist. Shlieen sih die Regeltests gegenseitig aus, so ist die
Regelmenge oenbar

aquivalent zu einer geshahtelten if-then-else Regel des vo-
rigen Abshnitts (wobei die Reihenfolge der Regeln beliebig ist). F

ur die Prolog-
WAM-Fallstudie war der gegenseitige Ausshlu der Regeltests intendiert (f

ur
eine Stelle, wo die Intention niht eingehalten wurde, siehe Abshnitt 12.2), so
da die Problematik des Indeterminismus niht untersuht werden mute.
2.4 Verteilte ASMs
Auh bei verteilten ASMs besteht der Grundgedanke in der Modikation eines
Zustands durh Regeln
2







ange aber niht durh eine Regel beshrieben, sondern durh eine
endlihe Menge A von (aktiven) Agenten, denen jeweils eine Regel aus einer end-
lihen Menge R von Regeln zugeordnet ist. Ein Zustands

ubergang besteht dann
in der indeterministishen Auswahl eines Agenten a 2 A, und dem Ausf

uhren
der ihm zugeordneten Regel. Regeln in verteilten ASMs k

onnen sowohl die Men-





alt die Signatur einer verteilten ASM eine Menge N von Regel-
namen, d.h. statishen Konstanten , die Regeln bezeihnen. F

ur einen Re-




orige Regel. Auerdem enth

alt die Signatur eine
(dynamishe) Funktion Rule, die Agenten auf Regelnamen abbildet. Die Menge
2
Wir legen hier die Semantik der `Sequential Runs' zugrunde. [Gur95℄ gibt noh weitere.
2.4. VERTEILTE ASMS 11










ande einer verteilten ASM sind niht mehr alle Algebren
zul

assig, sondern nur noh solhe, die die Regelnamen durh vershiedene Kon-
stanten deuten und die eine endlihe Menge von Agenten besitzen.
Bei der Denition von Regeln gibt es shlielih gegen

uber der sequentiellen
Denition noh die Erweiterung, da diese das Symbol Self f

ur den aktuell aus-
gew

ahlten Agenten verwenden d

urfen. Wird in einer Algebra A eine Regel R
von einem Agenten a ausgef

uhrt, so wird bei der Berehnung von Upd(R;A) das
Symbol Self durh a gedeutet. Dadurh k

onnen Regeln mit dem sie ausf

uhren-
den Agenten parametrisiert werden. F

uhrt ein Agent etwa die Zuweisung
Rule(Self) := undef
aus, so beendet er sih damit. Ein Endzustand einer verteilten ASM ist erreiht,
sobald die Menge der Agenten leer ist.






Dynamishe Logik (DL) ist eine Erweiterung der Pr

adikatenlogik um Programm-
formeln der Form hi ' und [℄ '. Dabei ist  ein imperatives Programm, und
' wieder eine Formel der Dynamishen Logik. Die Programme enthalten die in
den meisten imperativen Programmiersprahen

ublihen Konstrukte wie paral-
lele Zuweisung x := t, sequentielle Komposition ;, Verzweigung if " then
 else , while-Shleife while " do  sowie Prozeduraufruf p(t;x) mit value-
Parametern t und var-Parametern x Aus theoretishen Gr

unden sind auerdem
das leere Programm skip, das nie terminierende Programm abort, die i-fahe
Iteration eines Programms loop  times i, die Zufallszuweisung x :=? sowie ein
mit einer maximalen Rekursionstiefe i versehener Prozeduraufruf probound
i in p(t;x) deniert.
Die Semantik von Programmen [[℄℄ ist als zweistellige Relation zwishen
Zust

anden, d.h. Variablenbelegungen im pr

adikatenlogishen Sinn, deniert. F

ur
ein deterministishes Programm ist die Relation eine partielle Funktion, d.h. es




, so da z[[℄℄z
0
gilt. Das einzige









= z[x  a℄, die durh Modikation der Belegung von x durh einen
beliebigen Wert a entstehen.
Die Programmformel hi ' ist in einem Zustand z g

ultig, wenn es ein z
0
gibt, so da z[[℄℄z
0
gilt, und ' in z
0
gilt. Dual dazu gilt [℄ ' in einem Zustand




die Formel ' gilt.
Die Programmformel hi ' besagt also, da es einen terminierenden Ablauf
von  gibt, so da danah ' gilt. Die G

ultigkeit von [℄ ' bedeutet, da nah
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jedem terminierenden Ablauf von  hinterher ' gilt. Durh ' ! [℄  bzw.
' ! hi  lassen sih also partielle bzw. totale Korrektheit von Programmen
(bez

uglih Vorbedingung ' und Nahbedingung  ) ausdr

uken.
Syntax und Semantik von DL sind im Anhang B pr

azise deniert. Eine
Besonderheit ist, da es sih um eine mehrsortige Logik handelt, die nur Aus-
dr

uke kennt, und niht zwishen Termen und Formeln untersheidet. Formeln
werden mit Ausdr

uken der Sorte bool identiziert. Dies hat den Vorteil, da die




uken leiht zu einer higher-order Lo-
gik erweiterbar ist. Ein tehnisher Vorteil ist, da ein allgemeiner if{then{else













uke derselben Sorte). Dieser Ausdruk ist gleih t
1





Wir verwenden algebraishe Spezikationen mit den Strukturierungsoperatio-
nen Vereinigung (+), Anreiherung (enrih), Umbenennung (rename), Parame-
trisierung (generi) und Aktualisierung (atualize). F

ur frei erzeugte Datentypen
benutzen wir Datentypdeklarationen (siehe z.B. die in Anhang E denierten Li-
sten), f

ur die automatish geeignete Axiome generiert werden. Die Syntax sollte
selbsterkl

arend sein, die Semantik ist auf die

ublihe Weise deniert. Sie stimmt
z.B. im wesentlihen mit der Semantikdenition der standardisierten algebrai-
shen Spezikationssprahe CASL [CoF97℄

uberein.
In Basisspezikationen erlauben wir als Axiome niht nur pr

adikatenlogi-
she, sondern auh beliebige DL-Formeln, sowie Termerzeugtheitsprinzipien und
Prozedurdeklarationen. Die Semantik einer Basisspezikation ist die Menge al-
ler Modelle dieser Axiome (lose Semantik). Eine pr

azise Denition ndet sih
am Ende von Anhang B.
3.3 KIV
KIV ist ein Werkzeug zur Entwiklung korrekter Software. Als Spezikations-
sprahe unterst

utzt KIV strukturierte, algebraishe rst-order Spezikationen.
Die Entwiklungsmethodik beruhte bisher auf der shrittweisen, modularen Ver-
feinerung dieser Spezikationen durh Programmoduln, deren Korrektheit durh
Beweisverpihtungen in DL ausgedr

ukt werden kann. Eine umfassende Dar-
stellung der Entwiklungsmethodik gibt [Rei95℄, die Verikation von Programm-
moduln wird in [RSS95℄ diskutiert. Die Deduktionsunterst

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3.4 Weiterentwiklung der Beweisstrategien
Im Rahmen dieser Arbeit wurden eine Reihe von Verbesserungen am KIV-
System, insbesondere an der Beweiserkomponente implementiert. Diese haben
wesentlih zur eÆzienten Bearbeitung von ASM-Verfeinerungen, insbesondere
bei der Prolog-WAM-Fallstudie (siehe die Statistik in Abshnitt 19) beigetra-
gen. Sie werden hier kurz stihwortartig zusammengefat:
 Erweiterung der Spezikationssprahe von strukturierten pr

adikatenlogi-
shen, zu strukturierten DL-Spezikationen mit globalen Prozedurdeklara-
tionen (statt lokalen). Damit wird die Spezikation von ASMs erm

ogliht.
 Abshaung der Untersheidung von Termen und Formeln zugunsten von
Formel = boolesher Term. Diese

Anderung erlaubt es, booleshe dyna-
mishe Funktionen (dynamishe Pr

adikate) wie alle anderen dynamishen
Funktionen zu behandeln. Sie maht auerdem (unabh

angig von dieser
Arbeit) eine Erweiterung von DL um higher-order Funktionen (durh die
Einf

uhrung von -Termen) leiht m

oglih.
 Erweiterung der Beweisstrategie f

ur Programme auf parallele Zuweisun-
gen. Parallele Zuweisungen waren bisher zwar in der Logik vorhanden,





uber die Rekursionstiefe von Prozeduren. Diese vereinfaht das





ur die Verikation rekursiver Prozeduren. Das neue Beweisprinzip spielt
eine zentrale Rolle bei der Behandlung der CHAIN#-Prozedur in der
Prolog-WAM-Fallstudie (siehe Abshnitt 15.2). Es vereinfaht auerdem
die Semantikdenition von DL, sowie den Vollst

andigkeitsbeweis.
 Erweiterung der Taktiken und Heuristiken f

ur while-Shleifen und loop-
Konstrukte, die eine zentrale Rolle in den Beweisverpihtungen f

ur die
Korrektheit von ASM-Verfeinerungen spielen.
 Erweiterungen an vershiedenen anderen Heuristiken, so z.B. an den Heu-
ristiken f

ur das Unfolding von Prozeduren sowie der Quantoreninstanzie-
rung.
 EÆzientere Implementierung der Simplikationsstrategie ([RSSB98℄). Die
jetzige Implementierung kommt z.B. mit 2000 Simplikationsregeln, wie
sie in der gr

oten Spezikation der Prolog-WAM-Fallstudie auftreten, zu-
reht.
 Vershiedene weitere EÆzienzverbesserungen, die durh die reine Gr

oe
der zu behandelnden Beweisziele notwendig wurden. In einigen F

allen er-
reihten Sequenzen in der Prolog-WAM-Fallstudie die Gr

oe von 5 Bild-
shirmseiten, und Beweisb

aume hatten bis zu 1000 Knoten.








Ubersetzung von ASMs in Alge-
braishe Spezikationen und Dynamishe Logik (DL) an. Die

Ubersetzung wird
im wesentlihen eins zu eins sein, da die Grundkonstrukte sowohl von ASMs als
auh von Dynamisher Logik Zuweisungen sind. Da es keine Notwendigkeit gibt,





anden zu kodieren, ist DL ein guter Startpunkt zur Verikation von ASM-
Eigenshaften. Die

Ubersetzung besteht aus drei Shritten. Im ersten Shritt
(Abshnitt 4.1) wird gezeigt, da sih die als Zust

ande der ASMs verwendeten
Algebren in Variablenbelegungen

uber einer algebraishen Spezikation trans-
formieren lassen. Der zweite Shritt (Abshnitt 4.2)

ubersetzt die Regel einer
ASM dann in ein imperatives Programm, wobei die im ersten Shritt erhaltenen
Variablenbelegungen zu Zwishenzust

anden des Programms werden.
Die Abshnitte 4.3 und 4.4 behandeln dann den dritten Shritt, die

Uber-
setzung sequentieller bzw. verteilter ASMs in ein sequentielles Programm.




uber ASMs ist Induktion

uber die
Zahl der angewandten Regeln. Abshnitt 4.5 zeigt, wie dieses Beweisprinzip in
DL formalisiert ist.







Um die abstrakten Datentypen einer ASM in algebraishe Spezikationen zu

ubersetzen, mu die Signatur zun

ahst in einen dynamishen und einen stati-
shen Teil partitioniert werden. Der dynamishe Teil der Signatur enth

alt die
Sorten und Operationen, die durh Zuweisungen der ASM modiziert werden.
Der andere, statishe Teil der Signatur enth

alt typisherweise Datentypen wie
17
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Dynfun =
generi speiation
parameter sorts dom, odom;
target sorts dynfun;
funtions f : odom ! dynfun;
. [ . ℄ : dynfun  dom ! odom;
. [ .  . ℄ : dynfun  dom  odom ! dynfun;
variables f : dynfun; x, y : dom; z : odom;
axioms f(z) [x℄ = z,
f [x  z℄ [x℄ = z,
x 6= y ! f [x  z℄ [y℄ = f[y℄
end generi speiation
Abbildung 4.1 Spezikation dynamisher Funktionen
Listen, Zahlen und passende Operationen. F

ur diesen Teil ist keine

Ubersetzung
erforderlih; die Datentypen m






Ubersetzung des dynamishen Teils ist, die Semantik
dynamisher Funktionen als Werte von (gew

ohnlihen rst-order) Variablen zu
kodieren. Updates der ASM werden somit zu Zuweisungen in DL.









uhrung einer Tupelsorte auf den Fall mit einem Argument reduzieren.
F

ur einstellige Funktionen mu der (seond-order) Datentyp einer Funktion in
einen rst-order Datentyp odiert werden, damit eine dynamishe Funktion der
Wert einer Variable werden kann. Dies kann durh den in Abb. 4.1 gezeigten
Datentyp erreiht werden, der algebraishe Funktionen von einem Grundbereih
dom (domain) in einen Zielbereih odom (odomain) speziziert:
Der Datentyp enth

alt eine konstante Funktion f(z) f

ur jedes Element z
des Zielbereihs. Anwenden dieser Funktion auf ein beliebiges Element x des
Grundbereihs ergibt immer z, wie dies im ersten Axiom ausgesagt wird. Die
(zweistellige) Operation (
"
apply\) zum Anwenden einer dynamishen Funktion f
auf ein Element x wird dabei zur besseren Lesbarkeit statt als
"
apply(f; x)\ nur
als f [x℄ geshrieben (beahte: f ist in der algebraishen Codierung eine Variable,
deren Wert eine Funktion ist). Mit einer geeigneten Konstanten des Zielbereihs
werden konstante Funktionen typisherweise zur Initialisierung verwendet.
Eine Zuweisung f(x) := t des ASM-Formalismus wird in der algebraishen

Ubersetzung zu einer Zuweisung f := f [x  t℄ an die Variable f. F

ur die an der
Stelle x durh t modizierte Funktion f verwenden wir der besseren Lesbarkeit
wegen wieder statt
"
modify(f; x; t)\ die Mixx-Notation f [x  t℄. Die letzten
beiden Axiome beshreiben die Funktion.
Zu der Spezikation dynamisher Funktionen sollte erw

ahnt werden, da es
im Gegensatz zur in KIV

ublihen Vorgehensweise bei der Spezikation niht-
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f = g $ 8 x. f[x℄ = g[x℄
zu denieren. Ein derartiges Axiom w

urde es erlauben, (seond-order) Glei-
hungen zwishen Funktionen wie f = f [x  f [x℄℄ herzuleiten. Da derartige





otigt. Aus demselben Grund kann auf die Denition
eines Induktionsprinzips f

ur dynamishe Funktionen (z.B. strukturelle Indukti-
on

uber f und modify) verzihtet werden.
Es ist leiht zu sehen, da die Menge der Funktionen von dom nah odom ein
Modell der oben gegebenen Spezikation bildet. F

ur dieses Modell ergibt sih
die gew

unshte 1:1 Korrespondenz zwishen der Belegung einer dynamishen





Ubersetzung ergibt eine algebraishe Spezikation, in
der weder die M

oglihkeiten zur Unterspezikation noh die Existenz von Sor-
ten (auer zur Einf






urlih verbessern, indem die Sortenpr

adikate der ASMs, wo
immer m

oglih, in ehte Sorten der algebraishen Spezikation

ubersetzt wer-
den. Unterspezikation kann, wie dies in algebraishen Spezikationen

ublih ist,
dazu genutzt werden, um auf das explizite Fehlerelement undef zu verzihten.
Eine besondere Rolle spielt bei der

Ubersetzung noh das Pr

adikat reserve










anderen dynamishen Funktionen zu behandeln, und in eine Variable des Daten-
typs Dynfun mit Zielbereih bool zu

ubersetzen. Zur Modellierung des import-
Konstrukts der ASMs ([Gur95℄, Abshnitt 3.2) ist dann lediglih eine Funktion
some zu spezizieren, die zu einer Belegung der Variablen reserve, ein Element
x mit reserve[x℄ = tt liefert.

Ubliherweise werden die Elemente des reserve-





ugen (z.B. um die wahsende Knotenmenge eines Suhbaums oder










extend s with x in R endextend,
die ein Element x aus dem reserve-Universum entfernt, um es zur Tr

agermenge
der Sorte s hinzuf






ganz auf das Reserve-Universum verzihtet. Dazu werden die in einem Zustand
aktuell vorhandenen Elemente einer Sorte als Belegung einer Variable se der
Sorte set (mit Elementen der Sorte s) gespeihert. Zur Spezikation kann

ubli-
herweise die in Abb. 4.2 gegebenen Spezikation endliher Mengen verwendet
werden, da die in ASMs verwendeten Tr

agermengen in den meisten F

allen end-
lihe Mengen sind (ist die initiale Tr

agermenge unendlih, mu zus

atzlih eine
entsprehende Konstante speziziert werden). Die in der Parameterspezikation
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S denierte Parametersorte s enth

alt jetzt die (unendlih vielen) potentiellen
Elemente, die in die Tr

agermenge einer dynamishen Sorte aufgenommen wer-
den k

onnen. Eine Variable se der Sorte set speihert die aktuelle Tr

agermenge
der Sorte s. Die Funktion new(se) liefert ein neues Element der Sorte s. Der
obige Sorten-Update kann somit durh









onstants ; : set;
funtions
f . g : s ! set;
. [ . : set  set ! set;
new : set ! s;
prediates





: set; x, y :s;
axioms
set generated by ;, f . g, [;





$ x 2 se
1







$ (8 x. x 2 se
1
$ x 2 se
2
),
: new(se) 2 se
end generi speiation




In diesem Abshnitt wird die

Ubersetzung von ASM-Regeln in (ahe) DL-







ugt, bedingte Regeln zu betrahten, deren R























Wiederholte Anwendung der Transformation









bringt jede Regel auf diese Form.







nen Update-Instruktion f(t) := t
0
zu f := f [t  t
0
℄ wurde shon im vorigen
Abshnitt gegeben. Eine Folge von Updates wird in eine parallele Zuweisung

ubersetzt. Falls mehrere Updates auf dieselbe Funktion stattnden, mu dabei
die M

oglihkeit von inkonsistenten Updates durh entsprehende Cheks abge-




zu if x = x
0
^ t 6= t
0
then skip






ubersetzt. (wobei die Tests durh das Ausnutzen
von Vorbedingungen h

aug noh vereinfaht werden k

onnen oder ganz entfal-
len). Das Vorliegen eines inkonsistenten Updates f

uhrt dann entsprehend der
ASM-Semantik zu keiner Zustands

anderung. Der einfaheren Lesbarkeit wegen




Zur Vereinfahung der weiteren Darstellung nehmen wir ab diesem Abshnitt
an, da der Test, ob noh irgendeine Regel der ASM anwendbar ist, durh ein
Pr

adikat nal entshieden werden kann (nal ist einfah die Konjunktion aller












ande der ASM werden durh die Vorgabe von
geeigneten Anfangsbelegungen der Variablen x gegeben. Die Variablen x dienen
sowohl zur Ein- als auh Ausgabe. Sie speihern die Belegungen der dynamishen





ubersetzten Code der gegebenen ASM-Regel. Die separate
Prozedur, die in ihrem Aufruf die Variablen x als Var-Parameter erh

alt (der
Strihpunkt vor den Variablen besagt, da keine Value-Parameter vorhanden
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Die

Aquivalenz des while-Programms zur Semantik-Denition der ASMs er-
gibt sih durh Betrahtung der Folge der Zust

ande, die das Programm jeweils zu
Beginn der while-Shleife einnimmt. Die m

oglihen Zustandsfolgen sind (modulo
der

Ubersetzung von Algebren zu Variablenbelegungen) genau dieselben wie in
der ASM. Eine Restriktion der Ausdruksm






uber Zustandsfolgen und deren Eigenshaften
zu reden. Dazu ist entweder die Einf

uhrung von Operatoren analog zu denen in
der Temporallogik notwendig, oder die Einf













ur das zentrale Thema dieser Arbeit, ASM-Verfeinerungen, werden wir auf
beides weitgehend verzihten k

onnen. Insbesondere werden Zustandsfolgen in
den Beweisverpihtungen niht auftauhen. F

ur ASMs mit unbeshr

anktem
Indeterminismus werden wir in Abshnitt 6.4 allerdings einen temporallogishen
Operator AF ben

otigen, und die Denition von Trae-Korrektheit in Abshnitt
6.3 erfordert eine Formalisierung von Str

omen als (dynamishe) Funktionen von
nat







Die wesentlihe Problematik bei der

Ubersetzung verteilter ASMs besteht in
der indeterministishen Auswahl eines Agenten a aus der endlihen Menge der
Agenten A. Zwar kann die endlihe Menge der Agenten mit Hilfe des Datentyps
aus Abshnitt 4.1 beshrieben werden, eine zus

atzlihe Funktion some eignet
sih aber niht zur Auswahl eines Elements aus dieser Menge, da sie zu einer
endlihen Menge s immer dasselbe Element some(s) liefert. Eine L

osung ist in
DL aber dennoh einfah: Man verwendet eine Prozedur SOME, die die aktuelle
Menge A der aktiven Agenten als Eingabe erh

alt, und als Ausgabe den Agenten
Self liefert, der die Aktion ausf

uhren soll. Self ist dabei eine Programmvariable.
F

ur die Prozedur SOME werden lediglih die Axiome
a 2 A ! hSOME(A;Self)i Self = a (4.1)
und
[SOME(A;Self)℄ Self 2 A
gegeben. Sie besagen, da die Ein-/Ausgaberelation von SOME in allen Model-
len der Spezikation identish zur Elementbeziehung ist (das erste Axiom sagt
Obermenge, das zweite Teilmenge). Bei jeder Ausf

uhrung der Prozedur SOME
ist also jede Auswahl eines Agenten m

oglih, wie dies die ASM-Semantik vor-
sieht. Eine Implementierung der SOME -Prozedur w

are ein konkreter Shedu-
ler f

ur die Agentenauswahl. Allerdings wird eine solhe Implementierung meist
niht mehr in jedem Shritt jede Auswahl zulassen, und evtl. auh von anderen
Zustandskomponenten als A der ASM abh

angen. Deshalb ist es dann sinnvoll,
4.4.
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SOME mit dem kompletten Zustand x der ASM zu parametrisieren, und das





A 6= ; ! hSOME(x;Self)i true
zu ersetzen. Damit wird dann nur noh verlangt, da die Ein-Ausgabe-Relation
eine (f

ur nihtleere Agentenmengen) totale Teilrelation der Elementbeziehung
ist, und es wird m

oglih, die beiden bei einer ASM-Verfeinerung (s. Kapitel 5)
beteiligten Sheduler in Beziehung setzen (etwa dadurh, da gefordert wird,
da jede Wahl des konkreten Shedulers auh f

ur den abstrakten m

oglih sein
mu). Zu beahten ist auh, da Restriktionen wie Fairness-Constraints es evtl.
notwendig mahen,

uber die Folge der ausgew

ahlten Self -Werte insgesamt Aus-
sagen zu mahen. Hierzu sind entweder Erweiterungen der Dynamishen Logik
oder die explizite Verwendung des Stroms der Self -Werte notwendig (vgl. auh
die in [Vog97℄ beshriebene

Ubersetzung von Linearer Temporallogik (LTL) in
Dynamishe Logik).
Mit Hilfe der SOME -Prozedur wird die verteilte ASM zu
ASM(var x)
begin while A 6= ; do
begin
SOME(x;Self);






























ubersetzt werden. Es ist zu beahten, da sowohl der aktive
Agent Self, die Funktion Rule, die Agenten Regeln zuordnet, als auh die Agen-
tenmenge A Bestandteil des Zustandsvektors x sind, der wie im sequentiellen
Fall alle (zu Variablen

ubersetzten) dynamishen Funktionen der ASM enth

alt.
Die Regelnamen sind als Aufz

ahlungstyp der Konstanten 
1
, . . . 
n
speziziert.
Wie im sequentiellen Fall stimmen die m

oglihen Zustandsfolgen der whi-
le-Shleife modulo der










ur das folgende eine einheitlihe
Shreibweise zu den sequentiellen ASMs zu erhalten, shreiben wir auh f

ur ver-
teilte ASMs statt des Shleifenrumpfs RULE (;x) und verwenden das allgemeine
nal(x)-Pr

adikat statt des speziellen A 6= ;.
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4.5 Regelinduktion in DL









uber die Zahl der angewandten Regeln. In diesem Abshnitt
geben wir das formale Pendant f

ur die DL-Formalisierung von ASMs, Indukti-
on





uber die Zahl der
Durhl





hwhile " do i ' $ 9 i. hloop if " then  times ii (' ^ : ") (4.2)




uber die induziert werden kann),




ahlt. Das loop-Programm loop  times i
bedeutet i-maliges Ausf

uhren des Programms . Das Axiom (4.2) besagt also,
da eine Formel ' nah der Ausf

uhrung einer while-Shleife genau dann gilt,




ahlte Anzahl von Durhl

aufen durh if " then 
gibt, so da anshlieend ' gilt, und der Shleifentest " falsh wird. Man beahte,
da f






ahlt wird, niht unbedingt die exakte Anzahl der Iterationen sein









uhren von if " then  bei falshem " keinen Eekt hat (durh Ersetzen
von if " then  durh if " then  else abort im loop-Konstrukt erh

alt man
eine restriktivere Variante des Axioms, in der die einzig korrekte Instanz f

ur i
die exakte Anzahl der Shleifendurhl

aufe ist).
Das loop-Konstrukt wird in DL rekursiv durh die beiden folgenden Axiome
deniert:
hloop  times 0i ' $ '
hloop  times i +1i ' $ hloop  times ii hi '
(4.3)
4.6 Alternativen zur Formalisierung
Zur

Ubersetzung der ASMs in DL sind mehrere Alternativen m

oglih:
1. Einbettung in eine Higher-Order Variante der Dynamishen Logik
2. Denition einer ASM-Logik: Eine derartige Logik mu die Modikation
von Algebren durh Programme unterst

utzen. Ein geeigneter Kandidat
ist MLCM (Modal Logi of Creation and Modiation [GdL94℄,[GR95℄).
[Sh95℄ zeigt einen Versuh, eine Variante von MLCM im KIV-System zu
realisieren.
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3. Eine weitere M

oglihkeit ist es, statt ASMs zu formalisieren, deren Se-
mantik zu formalisieren, also Zustands

ubergangssysteme. Dies ist durh




oglih, und wurde f

ur die WAM-
Fallstudie in Isabelle [Pus96℄ durhgef

uhrt (in Isabelle wird Higher-Order
Logik verwendet, was aber niht unbedingt erforderlih ist). An die Stelle
von ASM-Regeln tritt dann die explizite Beshreibung einer Zustands

uber-




4. Einbettung in eine Temporallogik
Die erste L

osung ist eine Variante unserer L

osung, in der statt eines spe-
ziellen Datentyps `dynamishe Funktion' gew

ohnlihe higher-order Funktionen
verwendet werden. Diese L

osung erfordert die Erweiterung von DL um higher-
order Ausdr

uke (eine derartige Erweiterung ist f

ur KIV angedaht). Sie h

atte










ur die jetzige L

osung ist, da sie dynamishe Funktionen, die als globale Re-





und beliebige higher-order Funktionen, die im allgemeinen niht destruktiv mo-
diziert werden d

urfen, niht vermisht. Die Trennung k

onnte also eine eÆziente
Implementierung der dynamishen Funktionen erleihtern.
Auh die zweite L

osung ist der unseren sehr

ahnlih. Sie hat aus unserer
Siht den Nahteil, da die Denition einer neuen Logik einen deutlih h

oher-
en Aufwand hat: Zus

atzlih sind neben der Implementierung der Kalk

ulregeln





ur die Regeln der Logik notwendig. Auerdem ist zu





uber dynamishe Funktionen zu quantizieren (ein Beispiel zeigt





osung untersheidet sih st






ahst eine grundlegende Theorie induktiver Relationen (oder eine noh all-
gemeinere Fixpunkttheorie wie sie in PVS formalisiert wurde, [BDvH
+
96℄) ent-
wikelt werden mu, damit Induktion

uber die Anzahl angewandter Regeln
m

oglih wird. Eine derartige Theorie wurde z.B. in Isabelle ([Pau94℄) deniert.
In unserem Ansatz ist die notwendige Fixpunktteorie bereits in der Denition
der Logik durh die Axiomatisierung der while-Shleifen-Semantik (vergleihe




ur die konkrete Anwendung
den Nahteil, da bei jedem Zustands

ubergang der gesamte Zustand betrahtet
werden mu (
"





tritt eine (inx geshriebene) Relation ):
(x
1
; : : : ; x
i




; : : : ; f(y); : : : x
n
)
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in der der komplette Zustand (x
1
; : : : ; x
n
) betrahtet werden mu, was nota-
tionellen Overhead bedeutet. Auerdem

andern sih bei Addition einer neuen
Komponente zum Zustand alle bisherigen Beweise, auh wenn sie die neue Kom-
ponente gar niht involvieren.
F

ur die generishe Denition und den Nahweis des Modularisierungstheo-
rems f

ur ASM-Verfeinerungen, das wir in Kapitel 6 betrahten werden, ist das
Frame-Problem nat

urlih unerheblih, da die Zust

ande hierbei nur als unspezi-
zierte, monolithishe Parametersorte betrahtet werden. Wir werden deshalb in
Abshnitt 6.2.5 nohmals auf die pr

adikatenlogishe Formalisierung eingehen.
Ein Vorteil der Denition induktiver Relationen gegen

uber ASMs ist (genau
wie bei DL-Programmen) die M






ur Erweiterungen des Formalismus notwendig (siehe [GS97℄).
Die vierte L

osung shlielih, die Einbettung in eine Temporallogik (z.B.
CTL*) ist eine gute Alternative, wenn Eigenshaften einzelner ASMs betrah-
tet werden sollen. Beziehungen zwishen ASMs (wie etwa Renement) erfordern
aber die simultane Betrahtung mehrerer Zustands

ubergangsrelationen, was ei-
ne Codierung ershwert (oder eine multimodale Temporallogik erfordert).
Shlielih sollte noh erw

ahnt werden, da es zur Transformation der Re-
geln auf die in Abshnitt 4.1 gezeigte Normalform noh als Alternative die
Einf

uhrung eines allgemeinen Operators zur Parallelausf

uhrung von Regeln gibt.
Die Transformation der Regeln in die Normalform kann dann durh Regeln in
der Logik beshrieben werden. [Sh95℄ zeigt, wie diese Alternative f

ur MLCM
realisiert werden kann. Wir verzihten gegenw

artig darauf, da wir derzeit kei-
nen Weg sehen, die Transformation zu vermeiden (die Inkonsistenz einer Regel
l










und Formalisierung in DL













anden und eine Relation











betrahtet, in denen Funktionen statt der allgemeinen Relationen IN, OUT ge-
geben sind.
Denition 1 Korrektheit und Vollst

andigkeit von Verfeinerungen
Eine Verfeinerung von ASM zu ASM
0























) gilt, ein endliher Ablauf (st
0


























, falls die Verfeinerung von ASM
0







ur eine korrekte und vollst

andige Verfeinerung.
Die Korrektheit und Vollst

andigkeit einer Verfeinerung wird h

aug durh



































Abbildung 5.1 : diagrammatishe Darstellung einer ASM-Verfeinerung
Korrektheit und Vollst

andigkeit lassen sih relativ zu einer speziellen Alge-
bra denieren, oder relativ zu allen Modellen der gemeinsamen Spezikation
beider ASMs. Die Beweisverpihtungen, die wir im folgenden Kapitel herleiten
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werden, implizieren in jedem einzelnen Modell der gemeinsamen Spezikation
die Korrektheit der Verfeinerung (es gilt niht nur, da die G

ultigkeit der Be-
weisverpihtungen in allen Modellen die Korrektheit impliziert) , insofern spielt
die Untersheidung im folgenden keine Rolle.
F

ur die Begrie `korrekt' und `vollst

andig', die der Terminologie der ASMs
([BR95℄) entnommen sind, werden in der Literatur vershiedene andere Begrif-
fe verwendet. Im Verix-Projekt ([GDG
+









Vererbung partieller Korrektheit\ und
"
Ver-
erbung totaler Korrektheit\ gebrauht. Eine korrekte und vollst

andige Verfei-
nerung heit in der Literatur oft auh Bisimulation, in Fallstudien mit dem








Unser Korrektheitsbegri vergleiht das Ein-/Ausgabeverhalten und ist da-
her f

ur ASMs angemessen, die die
"
Berehnung eines Ergebnisses\ beshreiben.
Beshreibt eine ASM einen reaktives System, ist ein Korrektheitsbegri ange-
messen, der auf einem Vergleih der Abl

aufe der ASMs beruht. Wir werden
einen derartigen Begri (
"
Trae-Korrektheit\) erst in Abshnitt 6.3 denieren,
und zeigen, da sih die Beweisverpihtungen nur minimal untersheiden.
5.1 Compilerverikation
Ein typishes Beispiel f

ur die Anwendung von Verfeinerungen ist die

Uberset-
zung von Programmiersprahen. Dazu werden zwei ASMs betrahtet, die je
einen Interpreter f






ande enthalten jeweils das auszuf

uhrende Programm. Die IN -Relation
zwishen den Startzust















Ubliherweise sind die Initialzust

ande durh das Programm allein eindeutig fest-
gelegt. Shw






einen initialen ASM-Zustand st mit IN(st,st
0
) geben sollte.
Die Ausgaberelation ist meist, da sih das (abstrakte) Ergebnis des Quell-
spraheninterpreters mit Hilfe einer Abstraktionsfunktion aus seiner konkreten
Repr

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5.2 Formalisierung der Korrektheit in DL

























In der Formel sind x und x
0
zwei disjunkte Vektoren von Variablen, die sih
aus der

Ubersetzung der dynamishen Funktionen der beiden ASMs ergeben.
Die Formel besagt, da IN (x; x
0






die Existenz eines terminierende Ablaufs von ASM





und das Ergebnis dieses Ablaufs die Relation
OUT gilt (man beahte, da das x in IN (x; x
0
) einen beliebigen Initialwert der
Variablen beshreibt, w

ahrend das x in OUT(x; x
0
0
) die Belegung von x nah
Ablauf von ASM wiedergibt.).
F

ur die Formalisierung der Vollst


























Aquivalenz von ASM und ASM
0
ergibt sih dann als Konjunktion von
(5.1) und (5.2). Sind die Zustandsvektoren beider ASMs typgleih, und ist
OUT (x; x
0

































Dieses Kapitel bildet den Kern der theoretishen Arbeit. Es wird gezeigt, wie




ur ein Renement von ASM zu
ASM
0
modularisieren lassen. Die Beweisverpihtungen, die die Korrektheit der
Modularisierung sihern, wurden in Dynamisher Logik formalisiert, und mit
Hilfe von KIV veriziert.
Die ersten beiden Abshnitte betrahten zun

ahst sequentielle, determini-




ahst den aus der
Literatur unter dem Stihwort
"
Data Renement\ bekannten Spezialfall: In
diesem entspriht eine Regelanwendung von ASM einer Regelanwendung von
ASM
0






ande von ASM abbildet.
Abshnitt 6.2 betrahtet den allgemeinen Fall, in dem der Zusammenhang
zwishen den Zust

anden durh eine beliebige Relation, die wir Zusammenhangs-
invariante nennen, gegeben ist. Die Einshr

ankung, da eine Regelanwendung
von ASM einer Regelanwendung von ASM
0
entsprehen mu, wird aufgegeben.
Stattdessen wird nur noh gefordert, da sih das Ablaufdiagramm aus Abb.
5.1 in Teildiagramme zerlegen l

at, so da die Zusammenhangsinvariante an
den Zerlegungspunkten gilt. Das Hauptergebnis dieses Abshnitts ist dann der
Satz, da sih der






ur die Teildiagramme zerlegen l

at. Es wird
gezeigt, da je Teildiagramm nur eine Beweisverpihtung erforderlih ist, die
sowohl f






Abshnitt 6.3 behandelt eine Alternative zum in Kapitel 5 denierten Kor-





aufe (Traes) der ASMs. Trae-Korrektheit
ist etwas st

arker als Korrektheit. F

ur deterministishe ASMs implizieren Kor-
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andigkeit auh Trae-Korrektheit. Wir geben ein Beispiel,
das zeigt, da dies f

ur indeterministishe ASMs niht mehr so ist. Deshalb de-
nieren wir, bevor wir indeterministishe ASMs betrahten, Trae-Korrektheit
formal, wobei wir die in der Literatur gebr

auhlihen Abstraktionsfunktionen
wieder zu beliebigen Zusammenhangsinvarianten verallgemeinern. Wir zeigen,
da sih die Beweisverpihtungen f

ur Korrektheit und Trae-Korrektheit nur
minimal untersheiden.
Abshnitt 6.4 behandelt indeterministishe ASMs. Wir zeigen, welhe Modi-
kationen an den Beweisverpihtungen notwendig sind, damit das Modularisie-
rungstheorem auh auf indeterministishe ASMs anwendbar ist. Im wesentlihen
ergeben sih nun f

ur jedes Teildiagramm zwei separate Beweisverpihtungen
f

ur die Korrektheit und Vollst

andigkeit. Auerdem mu die Komplikation beah-
tet werden, da die Gr







Abshnitt 6.5 behandelt Optimierungen des Verfahrens, die bei iterativer
Verfeinerung einer ASM zu ASM
0





Abshnitt 6.6 gibt shlielih einige verwandte Arbeiten. Korrektheit im dem
Sinne, da die gleihen Ausgaben w

ahrend eines Ablaufs gemaht werden (
"
Be-
havioral Corretness\), wird als Spezialfall von Trae-Corretness identiziert.
6.1 Data Renement
6.1.1 Denition
Der einfahste Fall der Verfeinerung einer sequentiellen ASM ist
"
Data Re-
nement\ ([Hoa72℄). Die Idee ist, von einer
"









bildet auh die Grundlage vieler rein algebraisher Verfeinerungsbegrie). Wenn
also ein Zustand in S etwa aus einer Menge von Elementen besteht, so k

onn-
te diese in S
0
z.B. durh eine Liste von Elementen repr

asentiert werden. Der




gegeben, die konkreten Zust

anden abstrakte zuordnet. Die Funktion kann par-
tiell sein, da niht jeder m

oglihe konkrete Zustand einen abstrakten repr

asen-
tieren mu (z.B. k

onnten nur duplikatfreie Listen als Repr

asentationen von
Mengen dienen). Sie brauht auh niht injektiv zu sein, da mehrere konkre-
te Zust















ist bei dieser Art der Verfeinerung so zu w

ahlen, da sie densel-
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abstr(x
0













in DL formalisieren (x und x
0
sind wieder zwei disjunkte Vektoren von Va-
riablen, die sih aus der

Ubersetzung der dynamishen Funktionen der beiden
ASMs ergeben). Informell wird die

Aquivalenz durh die Kommutativit

at des



















Abbildung 6.1 : kommutierendes 1:1-Diagramm
wiedergegeben. Eine Regelanwendung von ASM ist also

aquivalent zu einer Re-
gelanwendung von ASM
0
, die beiden Systeme arbeiten
"
gleihlaufend\. Da (6.1)
im wesentlihen ausreiht, um die






uber die Anzahl der ausgef

uhrten Regelshritte gezeigt.














































Abbildung 6.2 : kommutierende 1:1-Diagramme
F











) = x (6.2)
Dies wird in der Regel shon dadurh gew




















) ^ nal(x) ! OUT(x,x
0
) (6.3)
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gilt. Zusammengenommen gilt das Theorem







ultigkeit von (6.1), (6.2), (6.3) und (6.4) folgt die Korrektheit und
Vollst

andigkeit der Verfeinerung von ASM zu ASM
0
:











ur Verfeinerungen von sequentiellen ASMs. Wir ge-
ben zun

ahst einen informellen Korrektheitsbeweis. Anshlieend skizzieren wir
dessen Formalisierung in KIV. Shlielih geben wir auh noh einen formalen




adikatenlogishe Formalisierung der ASMs. Damit ist
sihergestellt, da das Theorem im wesentlihen unabh

angig von der Formali-
sierung der ASMs ist.
Die grunds

atzlihe Idee des Theorems l

at sih am einfahsten anhand des
kommutierenden Diagramms zeigen, das die

Aquivalenz zweier ASMs beshreibt.
Um diesen Beweis zu modularisieren, zerlegen wir das Diagramm in Teildiagram-
me, wie dies in Abb. 6.3 gezeigt ist. Zust

ande an den Kanten der Teildiagram-
me sind durh eine (beliebige!) Relation INV, die wir als Zusammenhangsin-
variante (oupling invariant) bezeihnen, verbunden. Die Grundannahme, die
einer Modularisierung dieser Art zugrunde liegt ist, da sih die Korrespondenz
der Gesamtberehnung, die beide ASMs durhf

uhren, sih auf die Korrespon-
denz von Teilberehnungen reduzieren l










ultigkeit der Zusammenhangsinvariante harakterisiert. Daraus ergibt sih
automatish auh shon die Zerlegung in Teildiagramme (man zeihne einfah
korrespondierende Zust

ande ein). Die Angabe korrespondierende Regelfolgen ist
zwar, um die Zerlegung inhaltlih zu verstehen, hilfreih, und wir werden sie in
der Prolog-WAM-Fallstudie auh immer angeben. F

ur die Formalisierung ist sie
aber niht erforderlih.





ollige Freiheit lassen, kann eine Teilberehnung aus
einer beliebigen Zahl von Regelanwendungen bestehen. Die Anzahl kann von
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Abbildung 6.3 : Zerlegung des Gesamtdiagramms (oben) in Teildiagramme mit
Hilfe einer Zusammenhangsinvariante (unten)
den Werten bestimmter Zustandsvariablen abh

angen. Im Extremfall kann es
auh vorkommen, da eine Teilberehnung einer ASM durh Optimierung in
der anderen ganz entf

allt. In diesem Fall entstehen dreiekige Teildiagramme.
Die Grundannahme, da beide ASMs korrespondierende Zust

ande durh-






onnte durh eine beliebige












alle ist die Grundannahme aber erf

ullt, insbesondere sind bei der Compi-
lerverikation korrespondierende Teilberehnungen durh die Ausf

uhrung von




Die Grundidee des Modularisierungstheorems ist also: Gegeben eine Zerle-
gung des Gesamtdiagramms in Teildiagramme, so folgt aus dem Nahweis, da
alle Teildiagramme kommutieren, die

Aquivalenz der beiden ASMs.
6.2.2 Denition des Theorems
Um diese Idee in ein Theorem umzusetzen, werden wir nun
1. die Zerlegung eines Diagramms in Teildiagramme in DL formal spezizie-
ren




at von Teildiagrammen in
DL angeben
3. das Modularisierungstheorem formulieren und beweisen.
F

ur die Formalisierung der Zerlegung eines Diagramms nehmen wir an, da
die DL-Formalisierungen von ASM und ASM
0





) gegeben sind, wobei x und x
0
zwei disjunkte Vektoren von Variablen
sind. Eine Korrespondenz zwishen zwei Zust

anden wird dann durh eine Zu-
sammenhangsinvariante, i.e. eine DL-Formel INV (x; x
0
), deren freie Variablen
in x [ x
0
enthalten sind, gegeben. F

ur eine Zerlegung des Diagramms in Teildia-
gramme ist eine Formel INV, die genau f

ur die Zustandspaare (x; x
0
) gilt, die
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die Kanten von Teildiagrammen bilden, shon ausreihend, falls keine dreieki-
gen Teildiagramme vorhanden sind. Dann gen






ande, die keine Endzust

ande sind, ein weiteres kommutierendes Diagramm
wie in Abb. 6.4 folgt. Die Gr


















Abbildung 6.4 : generishes kommutierendes Diagramm
den, es gen

ugt, da es eine positive Zahl von Regelanwendungen in beiden ASMs
gibt, so da anshlieend wieder INV gilt. In DL formalisiert ergibt dies die Be-
weisverpihtung (die Voraussetzung ndt(x; x
0
) =mn kann ignoriert werden, sie









) ^ ndt(x, x
0
) = mn
! 9 i > 0. hloop if : nal(x) then RULE(;x) times ii













Eine Zusatzproblematik besteht bei dreiekigen Diagrammen. Hier mu ver-
hindert werden, da ausshlielih dreiekige Diagramme aufeinanderfolgen (wie





atte, ohne da ASM

uberhaupt einen Shritt maht (und damit die Vollst

andig-












































Abbildung 6.6 : Unendlihe Folge von m:0-Diagrammen
Da dreiekige Diagramme in der Realit

at durh Optimierung oft auftreten,
m

ussen wir die Zahl der unmittelbar hintereinander auftretenden Dreieksdia-
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gramme beshr

anken. Dazu mu f





ur das INV gilt,
zun

ahst entshieden werden, welher Typ von Diagramm als n

ahster folgt:




 ein m:0-Diagramm, in dem nur ASM eine positive Zahl von Shritten
maht, oder
 ein 0:n-Diagramm, in dem nur ASM
0
eine positive Zahl von Shritten
maht
Wir treen diese Entsheidung durh die Denition einer Funktion ndt (
"
next




ur das INV gilt, ein Ele-
ment aus fmn,m0,0ng liefert. Die Beshr

ankung der Zahl der m:0-Diagramme
erfolgt dann mit Hilfe einer Funktion exem0, die zu jedem Zustandspaar (x; x
0
)
mit INV (x; x
0
) und ndt(x; x
0
) =m0 eine nat

urlihe Zahl liefert, die die An-
zahl der nun folgenden Dreieksdiagramme beshr














) ^ : nal(x) ^ ndt(x, x
0
) = m0 ^ exem0(x, x
0
) = k




^ (: nal(x) ^ ndt(x, x
0




Die Beweisverpihtung besagt, da ein m:0-Diagramm die Zusammenhangs-
invariante aufreht erhalten mu und zus

atzlih, falls anshlieend ein weiteres
m:0-Diagramm folgt, der Wert der exem0 -Funktion abgenommen haben mu
(wenn exem0 (x; x
0
) = k ist, k

onnen also noh maximal k + 1 m:0-Diagramme
folgen). F

ur 0:n-Diagramme ergibt sih dual die Beweisverpihtung
INV(x, x
0




) ^ ndt(x, x
0
) = 0n ^ exe0n(x, x
0
) = k
















) ^ ndt(x, x
0




Man beahte, da die Beweisverpihtung f

ur m:0-Diagramme niht vor-
aussetzt, da sih ASM
0
in keinem Endzustand bendet. Es ist m

oglih (und
kommt in der WAM-Fallstudie auh vor, siehe Abshnitt 13.2), da ASM
0
be-










data renement ist eine derartige Situation niht m

oglih). Es mu allerdings
gefordert werden, da in diesem Fall nur m:0-Diagramme m

oglih sind:









) ! ndt(x, x
0










) ! ndt(x, x
0
) = 0n (6.9)
gefordert werden. Um den Zusammenhang zur Ein- und Ausgaberelation des
Renements herzustellen, mu shlielih analog zu den Beweisverpihtungen
(6.2) und (6.3) noh
IN(x, x
0










) ! OUT(x, x
0
) (6.11)
gefordert werden. Mit diesen Beweisverpihtungen sind wir nun in der Lage,
das Modularisierungstheorem zu formulieren:
Theorem 2 Modularisierungstheorem f

ur sequentielle ASMs.




adikat INV sowie Funktionen
ndt, exe0n, exem0 so gegeben, da die Beweisverpihtungen (6.5), (6.6), (6.7),
(6.8), (6.9), (6.10), (6.11) alle g







ASM deterministish ^ ASM
0
deterministish





Bevor wir den Beweis des Theorems diskutieren, einige Anmerkungen zur
Anwendung:






 Die Hauptshwierigkeit bei der Anwendung des Theorems ist, eine ge-
eignete Zusammenhangsinvariante zu nden. Der Typ des folgenden Dia-
gramms ergibt sih dagegen meist sehr einfah daraus, welher Fall in den




oe von exem0 (und analog
exe0n) ist h

aug 0, d.h. auf ein m:0-Diagramm folgt siher kein weite-




oe einer Datenstruktur aus dem
Zustand von ASM, die gerade abgebaut wird.
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) = x ist und ndt konstantmn (also keine dreiekigen Diagramme)
ist. Die Beweisverpihtung (6.1) ergibt sih dann aus (6.5), in dem i und
j beide auf 1 gesetzt werden. (6.4) folgt trivial aus (6.8) und (6.9).
 Die gewonnenen Teildiagramme sind von derselben Form wie das Aus-
gangsdiagramm. Es ist also m

oglih, das Modularisierungstheorem rekur-
siv auf Teildiagramme anzuwenden, was in der WAM-Fallstudie f

ur die in
Abshnitt 15.2 betrahtete Verfeinerung 5/6 auh gemaht wurde.
6.2.3 Der Beweis des Theorems
Der Beweis des Modularisierungstheorems besteht aus zwei Teilen: Einem Teil,
in dem unter Annahme der Beweisverpihtungen die Korrektheit der Verfeine-
rung gezeigt wird, und einem zweiten Teil, in dem unter denselben Annahmen
die Vollst

andigkeit bewiesen wird. Da die beiden Beweisteile dual sind (lediglih




anken wir uns auf
den Nahweis der Korrektheit.
Der Beweis erfolgt durh Reduktion auf Aussagen, die durh Induktion

uber





Aussagen einfah formulieren zu k










y = x ! hloop if : nal(y) then RULE(;y) times iiy = x
i
deniert werden (beahte, da wenn x ein Endzustand ist, x
i
= x gilt). Wir
betrahten dann die durh
PROP(x, x
0






denierte Aussage PROP. PROP besagt informell, da (x; x
0
) ein Paar von
Zust

anden ist, so da es eine Zahl i von Regelanwendungen von ASM und eine
Zahl j von Regelanwendungen von ASM
0
gibt, so da f

ur die dann erreihten
Zust

ande die Zusammenhangsinvariante gilt. F

ur diese Aussage gilt nun das
folgende Lemma:
Lemma 1 PROP ist eine Invariante von ASM
0







mit INV (x; x
0













ahrend des (weiteren) Ablaufs von ASM
0
erreiht werden.
Beweis von Lemma 1 Der Beweis erfolgt durh Induktion

uber die Zahl k





mit INV (x; x
0
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ein Endzustand ist. Andernfalls wird zun

ahst das unten angegebene Lemma 2
ben

otigt, um aus der G























































ahlt werden. Im zweiten Fall ist wegen (6.9) nur ein 0:n-
Diagramm m

oglih und der Beweis folgt mit (6.7) genauso. 2
Der Beweis ben

otigte das folgende Lemma, das besagt, da ausgehend von
zwei korrespondierenden Zust

anden nur endlih oft ein m:0-Diagramm folgen









mit INV (x; x
0
) gibt es ein i  0,








) 6= m0 oder nal(x
i
) gilt.
Beweis von Lemma 2 Falls niht ndt(x; x
0
) shon selbst ungleihm0 ist oder





oe von exem0(x; x
0
). Nah (6.6) gibt
es ein i
0

















) 6= m0 ist, so da die Behauptung mit i := i
0
folgt. 2
Beweis von Theorem 2 Mit Hilfe der Lemmas 1 und 2 l

at sih die Kor-
















)) und x ein Zustand mit IN(x; x
0
). Dann
gilt nah (6.10) auh INV(x; x
0





















). Nah Lemma 2 gibt es nun
i
0
















gilt. Da ersteres wegen wegen (6.8) niht m


















Aus dem Korrektheitsbeweis des Modularisierungstheorems ergibt sih
Korollar 1 Ist es m

oglih, eine Verfeinerung durh Zerlegung in m:n-Dia-
gramme zu verizieren, so gibt es immer auh eine M

oglihkeit, die Verfeinerung
mit einer Zerlegung in 1:1- und 0:1- und 1:0-Diagramme zu verizieren
Als neue Zusammenhangsinvariante mu einfah PROP gew

ahlt werden.
Allerdings ist es aus praktisher Siht nat

urlih niht sinnvoll, die st

arkere Zer-




ahlen, da man dann einen Teil des obigen
generishen Beweises dann f

ur jede Anwendung neu gef

uhrt werden mu. Noh
aufwendiger werden die Beweise, wenn man die Regelanwendungen der ASMs
aus PROP entfernt. Dies ist m






angig von der Gr

oe von Datenstrukturen der ASMs ist). Dann
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kann man eine Funktion nextij denieren, die zu zwei Zust

anden die Anzahl





ande zu erreihen, f






j zu quantizieren, kann PROP dann in eine Konjunktion von Formeln






zerlegt werden, wobei (i; j) alle konkreten Werte durhl

auft, die kleiner als die
maximale Diagrammgr

oe sind. Shlielih m












rehnet\ werden (dies geht, da i nun jeweils eine konkrete Zahl ist). Als Ergebnis
erh

alt man ebenfalls eine Zusammenhangsinvariante, mit der sih die Korrekt-
heit zeigen l

at. Da INV gerade das Konjunktionsglied f

ur (i; j) = (0; 0) dar-
stellt, ist die so berehnete Zusammenhangsinvariante aber unn

otig gro, falls
bei der Verfeinerung andere Diagramme als 1:1- und 0:1- und 1:0-Diagramme zu
verizieren sind. F

ur die Verikation ist es also empfehlenswert, die Diagramme
so gro wie m

oglih zu mahen, um die Zusammenhangsinvariante m

oglihst
klein zu halten. Zwei konkrete Beispiele in der Prolog-WAM-Fallstudie, die die-
sen Sahverhalt beispielhaft zeigen, sind die Verfeinerungen 2/3 und 3/4 (verglei-
he die Bemerkung am Ende von Abshnitt 13.2, sowie den Aufwandsvergleih
f

ur die beiden Verfeinerungen in KIV vs. in Isabelle in Abshnitt 20).
6.2.4 Formalisierung des Beweises in DL
Der oben informell gegebene Beweis l

at sih in DL formalisieren. Die Eigen-




9 i, j. hloop if : nal(x) then RULE(;x) times ii












deniert. Der formale Beweis des Modularisierungstheorems erforderte in KIV







andigkeit notwendig waren. Darin enthalten sind auh die Beweise
f









. Durh Instanzierung (Aktualisierung
der Spezikation) kann das Modularisierungstheorem auf jede konkrete ASM-
Verfeinerung angewandt werden. Die vollst

andige formale Spezikation und die
bewiesenen Theoreme und Lemmata nden sih in C.2. Die Theoreme orr-step
und nite-0n aus dem Anhang entsprehen Lemma 1 bzw. dem Fall ndt(x; x
0
) =
0n aus Lemma 2.







at sih der Beweis des Modularisierungstheorems
f







ubergangsrelationen als Datentyp formalisiert werden (in Higher-Order Logik





allt dieser Shritt). Am einfahsten ist es an dieser Stelle, den shon in Ab-
shnitt 4 verwendeten Datentyp dynamisher Funktionen zu verwenden. Eine





















ubergangsrelation  einer ASM l

at sih dann als Konstante des Da-




















adikat nal, das die Endzust

ande harakterisiert, wird durh
nal(st)  : 9 st
0





ur den Beweis in Pr

adikatenlogik mu dann die Semantik der ASM
formalisiert werden. Um die i-fahe Iteration der Regelanwendung auszudr

uken,
































Sie entspriht in DL der Semantik von
loop if : nal(st) then RULE(st) else abort times i



















Sie entspriht genau der Semantik der while-Shleife in DL. Die Beweisverpih-
tungen und Beweise in der pr

adikatenlogishen Formalisierung ergeben sih aus
den DL-Varianten dann einfah, indem systematish












(mit einer neuen Variable st
0
) ersetzt wird. Der Aufwand zum F

uhren der
Beweise ist in Pr

adikatenlogik (PL) mit 98 Interaktionen etwas h

oher als in DL.
Dies liegt in erster Linie daran, da in DL die Berehnung der notwendigen





PL die entsprehende Zahl interaktiv durh Instanzieren von Quantoren ange-
geben werden mu. Die Anzahl der Beweisshritte ist mit 247 etwas geringer,
da die Anwendung von DL-Regeln nun zu einem Teil durh die Anwendung
von Rewrite-Shritten ersetzt wird, und die Simplikationstaktik oft mehrere
Rewrite-Regeln in einem Shritt anwendet.
6.3 Trae-Korrektheit
Die in Kapitel 5 gegebene Denition der Korrektheit einer ASM-Verfeinerung
beruht auf einem Vergleih der Ein-/Ausgabe-Relationen der beiden ASMs. Eine
Alternative zu dieser Denition ist es, die Abl

aufe von zwei ASMs zu vergleihen.
Im einfahsten Fall gibt es wie bei data renement (Abshnitt 6.1) eine Abstrak-
tionsfunktion abstr, so da f
















); . . . ) ein Ablauf von ASM ist. Der wesentlihe Untershied zu unse-





ande genommen wird. Zum anderen
werden niht nur endlihe Abl

aufe, sondern auh unendlihe betrahtet. Bei ei-
ner korrekten Verfeinerung ist es bei dieser Denition niht mehr erlaubt, einen










andige Verfeinerungen die Implementierung eines ter-





ur indeterministishe (z.B. verteilte) ASMs, die wir im folgenden Abshnitt
allgemein betrahten, besteht aber ein Untershied. Um den Untershied zu
pr

azisieren, betrahte man folgende Verfeinerung einer durh
RULE(var init,b) 
if init then b := false, init := false




if init then b := ?, init := false else if b then b := b
gegebenen indeterministishen ASM
0








ur einen Ausgangszustand mit b = init = true hat ASM genau einen Ab-
lauf, der RULE einmal anwendet, dabei b und init auf false setzt, und dann
terminiert (RULE ist niht mehr anwendbar). ASM
0
besitzt diesen Ablauf eben-
falls, wenn bei der ersten Regelanwendung b = false gew

ahlt wird. In ASM
0
ist





atzliher, niht terminierender Ablauf m






wird dann unendlih oft angewandt, ohne da sih der
Zustand (mit b = true und init = false) weiter

andert.
Diese Verfeinerung ist in unserem Sinn korrekt und vollst

andig (wenn die IN




ahlt werden), da jedem endlihen Ablauf
der einen ASM ein endliher Ablauf der anderen ASM zugeordnet ist. Sie ist
aber niht trae-korrekt, da dem unendlihen Ablauf von ASM
0
kein Ablauf der
ASM zugeordnet werden kann.
Ob die Verfeinerung in einem intuitiven Sinn als korrekt angesehen werden
kann, h

angt davon ab, ob man den Ablauf oder nur das Ergebnis einer ASM
beobahten kann. Wenn nur die Ergebnisse relevant sind, so ist die Verfeine-
rung korrekt, da ASM
0
keine falshen Ergebnisse (also solhe, die ASM niht
liefern kann) liefert. Wenn aber die beiden ASMs als reaktive Systeme angese-
hen werden, und ein Beobahter (mindestens einige) Zwishenzust

ande beider
ASMs beobahten und vergleihen kann, so w

urde man die Verfeinerung niht
als korrekt ansehen.
Wir denieren und formalisieren daher nun den Begri der Trae-Korrektheit
allgemein, so da wir ihn auh f

ur indeterministishe ASMs verwenden k

onnen.





ande\, der unserer Zusammenhangsinvariante entspriht. F

ur
Trae-Korrektheit wird dann gefordert, da es zu jedem Ablauf von ASM
0
einen
Ablauf von ASM und Zwishenpunkte auf den Abl

aufen geben mu, auf denen
die Zusammenhangsinvariante gilt. F

ur einen endlihen Ablauf von ASM
0
mu
auh der Ablauf von ASM und die Anzahl der Zwishenpunkte endlih sein.
Auerdem m






ur einen unendlihen Ablauf von ASM
0
mu dagegen sowohl der Ablauf
von ASM als auh die Zahl der Zwishenpunkte unendlih sein. Formal bedeutet
dies:







, wenn es eine Zusammenhangsinvariante INV (x; x
0
) gibt, so da



























; : : : ; x
n
)
von ASM (mit x
n






















= n und f






























; : : :) von ASM und zwei











; : : :) existieren, so da f


















funtions ons : state  stream ! stream;
dr : stream ! stream;
variables st : state; s : stream;
axioms ons(st,s)[0℄ = st,
ons(st,s)[m +1℄ = s[m℄,
dr(s)[m℄ = s[m +1℄
end enrih
Abbildung 6.7 : Spezikation von Str

omen















; : : :). Aus der Denition folgt unmittelbar:
Theorem 3 Beziehungen zwishen Korrektheit und Trae-Korrektheit
F




























ahst eine Formalisierung der bisher nur semantish gegebenen Abl

aufe
einer ASM. Wir benutzen dazu die in Abb. 6.7 gegebene Erweiterung einer
Spezikation dynamishe Funktionen von nat







ur eine ASM-Regel RULE mit Zustandsargument st ist ein Strom s ein
Trae der ASM (mit Anfangszustand s[0℄), falls das durh
Trae(s) 
8 m, st. st = s[m℄ ! hif : nal(st) then RULE(;st)i st = s[m +1℄
spezizierte Pr

adikat Trae(s) zutrit. Die Denition h

angt von der gew

ahl-
ten ASM-Regel RULE ab und ist so gew






, . . . , st
m





















! 9 s. Trae(s)
^ 8 m, k. 9 i, j. i  m ^ j  k ^ INV(s[i℄,s
0
[j℄)












und Trae das zur
ASM-Regel RULE denierte Pr

adikat. Man beahte, da
"
INV gilt unendlih





zu je zwei Positionen m; k in den Abl

aufen gibt es noh zwei gr

oere
i; j, bei denen INV gilt\ formalisiert wurde, wie dies auh in temporallogishen
Formalisierungen (
"
unendlih oft '\  23')

ublih ist. Die Falluntersheidung
f

ur endlihe und unendlihe Abl

aufe aus der Denition ist durh unsere formale
Denition von Abl

aufen (die endlihe Abl








ussig geworden. Der Sonderfall von endli-








Wir zeigen nun, da der Untershied zwishen Korrektheit und Trae-Kor-
rektheit minimal ist. Die Beweisverpihtungen f

ur Korrektheit implizieren n

am-
lih bereits Trae-Korrektheit f

ur die Zusammenhangsinvariante. Informell gilt
dies einfah deshalb, weil wir bei der Zerlegung von 2 Traes in kommutie-
rende Diagramme keine Endlihkeit der Traes voraussetzen, und weder n:1-
Diagramme noh unendlih viele unmittelbar aufeinanderfolgende 0:n-Diagram-
me zugelassen sind. Eine Analyse des Korrektheitsbeweises zeigt, da die Be-
dingung, da nur endlih viele 0:n-Diagramme erlaubt sind (i.e. da der Wert
von exe0n in Beweisverpihtung (6.7) abnimmt), f

ur die Korrektheit niht




andigkeit und auh f

ur Trae-Korrektheit).
Formal gilt das folgende Theorem:




























ahst, da wenn in zwei Zust

anden INV gilt, im weiteren Verlauf














[0℄), so gibt es einen Trae s von ASM mit s[0℄ =





Beweis von Lemma 3 F

ur den Beweis sind 4 F

alle zu betrahten: Die beiden
F





ande bzw. beide keine Endzust

ande sind,
sind mit i = j := 0 trivial. Ist st ein Endzustand, und s
0
[0℄ kein Endzustand, so
gibt es nah Lemma 2 ein i, so da INV(s[i℄; s
0
[0℄) gilt, und entweder nal(s[i℄)
oder ndt(s[i℄; s
0
[0℄) 6= m0 gilt. Da der letzte Fall wegen Beweisverpihtung (6.8)




[0℄ ein Endzustand, aber st kein Endzustand ist. Dieser folgt analog
aus dem zu Lemma 2 dualen Lemma. 2
Mit Hilfe des Lemmas l















at, so da am Ende wieder INV
0
gilt:











[0℄), so gibt es einen Trae s von ASM mit s[0℄ = st
















ur jeden beliebigen in st beginnenden Trae s s[1℄ = s[0℄ = st.
Somit gen

ugt dann i = j := 1. Wenn dagegen sowohl st als auh s
0
[0℄ kein





[0℄) = mn. Dann werden (entsprehend Beweisverpihtung (6.5))





erreiht, so da INV(s[i℄; s
0









[0℄) 6= m0 gilt. Falls nun ndt(s[i℄; s
0
[0℄) = mn, folgt die Be-
hauptung wie im ersten Fall. Andernfalls ist ndt(s[i℄; s
0
[0℄) = 0n, und das
n

ahste 0:n-Diagramm (entsprehend Beweisverpihtung (6.7)) ergibt ein
j > 0, so da INV (s[i℄; s
0




[0℄) = 0n. Dieser Fall ist dual zum vorigen.
2
Beweis von Theorem 4 Der Beweis folgt nun durh induktives Anh

angen
von m:n-Diagrammen mit m;n > 0, die INV
0
aufreht erhalten, entsprehend
Lemma 4. Formal konstruieren wir im k-ten Shritt einen k-ten Trae s
k
, sowie
zwei streng monoton wahsende Folgen (i
0




; : : : i
k















gilt. Der k-te Trae enth

alt also k kommutierende Diagramme wie in Abbildung
6.8 gezeigt.
Der Induktionsanfang folgt aus Lemma 3, da in 2 Anfangszust

anden der
ASMs die Zusammenhangsinvariante gilt. Der Induktionsshritt folgt aus Lem-
ma 4 mit Hilfe des Auswahl-Axioms der Higher-Order Logik
(8 x. 9 y. p(x,y)) ! 9 f. 8 x. p(x,f(x))






























































































Abbildung 6.8 : kommutierende Diagramme im Beweis von Trae-Korrektheit
Dieses wird ben

otigt, um aus der M

oglihkeit des Anbaus eines Diagramms
(in Anhang C.3 durh das Pr

adikat p formalisiert) eine Funktion zu konstru-












berehnet. Der gesuhte Trae s wird shlielih durh s[k℄ := s
k
[k℄ deniert.
Er stimmt jeweils bis zur Stelle i
k





ur die in der Aussa-






ahlt werden, da diese beide gr

oer oder gleih m und n sind. 2






) maht den Be-





ur den allgemeinsten Fall, indeterministishe ASMs mit Dia-
grammen indeterministisher Gr

oe, den wir im n

ahsten Abshnitt betrahten,
412 Beweisshritte mit 138 Interaktionen erforderlih (aufbauend auf Lemma 2).
Die formal bewiesenen Theoreme nden sih in Anhang C.3.
F

ur den Spezialfall, in dem alle Diagramme 1:n oder 0:n-Diagramme sind
(i.e. der Fall, in dem die Beweisverpihtungen (6.5) und (6.6) jeweils mit i := 1
bewiesen werden k

onnen), sind alle Zust

ande von ASM beobahtbar (i.e. per
INV mit einem Zustand der ASM
0
verbunden). In diesem Fall l

at sih der Be-





, . . . ) die Folge (0,1, . . . ) gew

ahlt wird. Ein analoges Korollar gilt nat

urlih
auh im dualen Fall von m:1 und m:0-Diagrammen. Somit erh

alt man die Aus-
sage, da bei Data Renement (nur 1:1-Diagramme) f











In diesem Abshnitt betrahten wir statt sequentieller ASMs beliebige indeter-
ministishe ASMs. Verteilte ASMs, wie sie in Abshnitt 4.4 beshrieben wurden,
sind ein wihtiges Beispiel f

ur Indeterminismus, aber auh andere Erweiterun-
gen, wie das in [Gur95℄, Abshnitt 4.1 beshriebene CHOOSE -Konstrukt erge-
ben ASMs, deren Semantik ein indeterministishes Zustands

ubergangssystem
ist. Im folgenden Abshnitt beshreiben wir zun

ahst, wie sih das Modularisie-
rungstheorem des vorigen Abshnitts an indeterministishe ASMs anpassen l

at.
Im zweiten Abshnitt geben wir shlielih ein Beispiel an, das ein Diagramm
indeterministisher Gr

oe ergibt. Dieses geht

uber die im ersten Abshnitt be-
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trahtete Anpassung hinaus, da dort wie im deterministishen Fall davon aus-
gegangen wird, da sih die Gr







6.4.1 Anpassung des Modularisierungstheorems an inde-
terministishe ASMs
Sieht man sih die Grundidee des Modularisierungstheorems an, so sheint es
zun







Analysiert man allerdings den Beweis des vorigen Abshnitts, so stellt man
fest, da der Determinismus der ASM beim Beweis des Lemmas wesentlih aus-






at sih am Beispiel der Bedingung (6.5) zeigen: F

ur ein indetermi-







ur die INV gilt, Zahlen i, j geben mu, so da f









wieder INV gilt. Um Korrektheit zu zeigen,





ein passender Zustand x
i
existieren, so da INV gilt. F

ur Korrektheit mu daher die Bedingung (6.5) zu
INV(x,x
0




) ^ ndt(x, x
0
) = mn














verallgemeinert werden. Die rehte Seite der Implikation besagt nun, da es
ein j geben mu, so da f

ur jede terminierende M

oglihkeit j Regeln von ASM
0
anzuwenden, ein i existiert, so da nah i Regelanwendungen von ASM wieder





folgt aus der Tatsahe, da ASMs keine nihtterminierenden Regeln kennen, so
da alle M








aufe eines Programms terminieren\ w

urden eine Erweiterung
der DL erfordern, wie dies in [Gol82℄, S. 101 diskutiert wird).
F















) ^ ndt(x, x
0
) = mn
! 9 i > 0. [loop if : nal(x) then RULE(;x) times i℄















ur den Fall, da sowohl die n

ahsten i im Ausgangszustand x anwendba-
ren Regeln von ASM als auh die n






deterministish sind, sind die Bedingungen (6.5), (6.14) und (6.15)




aquivalent. Falls also bei der Verfeinerung eine deterministishe Regel durh eine
deterministishe Regel verfeinert wird, entsteht f

ur das entsprehende Teildia-
gramm auh nur die eine Beweisverpihtung (6.5).
Was f

ur m:n Diagramme gilt, gilt analog auh f

ur m:0 und 0:n-Diagramme.





andigkeit von m:0-Diagrammen ist
INV(x, x
0










^ (: nal(x) ^ ndt(x, x
0











ur die Korrektheit von 0:n-Diagrammen
INV(x, x
0


























) ^ ndt(x, x
0








andigkeit ausreihende Bedingung (6.7) impli-




at sih das Modularisie-
rungstheorem erneut beweisen:
Theorem 5 Modularisierungstheorem f

ur indeterministishe ASMs





INV sowie Funktionen ndt, exe0n, exem0 so gegeben, da die Beweisverpih-
tungen (6.14), (6.15), (6.16), (6.17), (6.8), (6.9), (6.10), (6.11) alle g

ultig sind,





(6.14) ^ (6.15) ^ (6.16) ^ (6.17)







ur die Korrektheit und Trae-Korrektheit sind (6.14), (6.17), (6.8), (6.9),
(6.10), (6.11) sowie statt (6.16) das shw

ahere (6.6) hinreihend:
(6.14) ^ (6.17) ^ (6.6)











auft genau wie in Ab-
shnitt 6.2.3. F

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aber 2 vershiedene Eigenshaften KPROP und VPROP ben






















9 i. [loop if : nal(x) then RULE(;x) times i℄
























erreiht werden\, nun niht mehr eindeutig durh x
0
bestimmt
sind. Der Beweis f

ur Trae-Korrektheit ist ebenfalls identish zum Beweis aus
Abshnitt 6.3.
6.4.2 Diagramme indeterministisher Gr

oe
Analysiert man die im vorigen Abshnitt gegebene Beweisverpihtung (6.14),
so stellt man fest, da sie niht die allgemeinste Form eines kommutierenden
Diagramms darstellt, die f

ur die Korrektheit der ASM-Verfeinerung hinreihend
w




















Nun kann es aber passieren, da die Zahl j der Shritte, die erforderlih
sind, niht nur vom Anfangszustand, sondern auh von indeterministishen
(
"
Rate-\)Shritten der ASM abh

angt. Um dies zu illustrieren, betrahten wir
die durh die beiden Regeln RULE und RULE
0
denierten ASMs, die beide im
Zustand x = 0 gestartet werden, und beide in einem Zustand mit x = 1 enden:
RULE(var x):
if x = 0 then x := 1 RULE
0
(var x):
if x = 0 then hoose y 2 nat in x := y +1 else













urlihe Zahl y und
belegt die Variable x mit dieser Zahl plus eins, so da x nah der ersten Re-
gelanwendung mit einer positiven Zahl belegt ist. Diese Zahl wird dann solange
dekrementiert, bis 1 erreiht ist. Dies ist oenbar

aquivalent zu ASM, die x sofort
auf 1 setzt. Dennoh gibt es keine uniforme Zahl j von ASM-Regelanwendungen,











nah j Shritten ein zum Endzu-
stand von ASM






angig von der Gr

oe von x nah der ersten Regelanwendung.
Betrahtet man kompliziertere F

alle, so mu niht eine indeterministishe
Regelanwendung zu Beginn die Gr

oe des Diagramms bestimmen, sondern es
sind mehrere indeterministishe Shritte denkbar, die die Gr

oe beeinussen.
Dennoh ist es trotz der Rateshritte so, da bei jedem Ablauf von ASM
0
ir-
gendwann ein Zustand erreiht wird, so da INV wieder gilt.
Um dies in DL zu formalisieren, denieren wir einen Operator AF (; ')
1
,
der besagt, da iteriertes Ausf

uhren von  immer irgendwann zu einem Zustand
f

uhren wird, in dem ' gilt.










AF(; ')  8 s. (Trae(s) ^x = s[0℄ ! 9 m. '[x  s[m℄℄) (6.20)
denieren. Dabei sind x die in modizierten Variablen, s ein Strom vonWerten
dieses Typs, und Trae(s) ist durh
Trae(s) 
8 m, x. x = s[m℄ ! hix = s[m +1℄
zu denieren. Eine Alternative, die auf die Verwendung von Str

omen verzihtet,
ist die Erweiterung von DL um einen OperatorAF (; '), dessen Semantik durh
die folgende Denition gegeben wird:
Denition 3 A; z j=AF (,') genau dann, wenn f






. . . ) mit z
0




ein n existiert, so da A; z
n
j= ' gilt.
Zur Axiomatisierung betrahten wir f

ur eine gegebene Algebra A, festes 








ur Mengen M von
Zust























) :, Jeder Zustand z ist in M , wenn er von z
0
aus
erreihbar ist (d.h. auf einem bei z
0
beginnenden Trae liegt), und
wenn A; z j= ' gilt oder alle Nahfolgezust





ur sie gilt folgendes Theorem:
1
Die Bezeihnung AF ist aus der Temporallogik entlehnt, siehe z.B. [Eme90℄
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Theorem 6 Charakterisierung von AF(; ')
Die Menge der Zust

ande, in denen AF (; ') gilt, ist gleih dem Durhshnitt
aller Mengen M , die die Eigenshaft AF
1
(M) haben. In einem Zustand z
0
gilt





Beweis von Theorem 6 Zum Beweis sei M
0
die Menge der Zust

ande, in





















), wie man sih leiht





folgt. Ausserdem gilt bei beliebigem z
0
, da jede Menge M mit der Eigenshaft
AF
1

























) liegt. Angenommen, dies w
















Daraus folgt nah (6.22), da in z
0
zum einen ' niht gilt, zum anderen, da es
einen Nahfolgerzustand z
1











, . . . , die alle niht in M
(aber von z
0
aus erreihbar!) sind, und f

ur die ' niht gilt. Dies widerspriht





Aus der semantishen Denition von AF (,') folgt unmittelbar, da das
Axiom
AF(,') $ ' _ [℄AF(,') (6.23)
korrekt ist. Aus der Charakterisierung als Durhshnitt aller Mengen M mit
AF
1
(M) ergibt sih die G

ultigkeit des Axioms
(8x. ((' _ [℄ ) !  )) ! (AF(,') !  ) (6.24)
Die Charakterisierung mit AF
2
(M ,z) ergibt das st

arkere Axiom
(8 i. [loop  times i℄((' _ [℄ ) !  )) ! (AF(,') !  ) (6.25)
Dieses gestattet es, die Zust

ande, in denen (' _ [℄ ) !  gezeigt werden
mu, auf die vom Ausgangszustand aus erreihbaren einzushr

anken. Die beiden
Axiome (6.23) und (6.25) k

onnen als Axiomatisierung von AF (; ') verwendet
werden, so da auf die in (6.20) gegebene Denition des AF -Operators mit Hilfe
von Str

omen verzihtet werden kann.
Mit Hilfe des AF -Operators k











Dies geshieht einfah shematish durh Ersetzen aller Formeln der Form
"
9 i:
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[loop  times i℄ '\ durh AF (,'). Man erh









) ^ ndt(x, x
0
) = mn




















) ^ ndt(x, x
0
) = mn
! AF(if : nal(x) then RULE(;x),















) ^ : nal(x) ^ ndt(x, x
0
) = m0 ^ exem0(x, x
0
) = k




^ (: nal(x) ^ ndt(x, x
0










) ^ ndt(x, x
0
) = 0n ^ exe0n(x, x
0
) = k
















) ^ ndt(x, x
0













adikat INV sowie Funktionen
ndt, exe0n, exem0 so gegeben, da die Beweisverpihtungen (6.26), (6.27),
(6.28), (6.29), (6.8), (6.9), (6.10), (6.11) alle beweisbar sind, so ist die Verfeine-





(6.26) ^ (6.27) ^ (6.28) ^ (6.29)







ur Trae-Korrektheit sind (6.26), (6.28), (6.8), (6.9), (6.10), (6.11) sowie
statt (6.29) das shw

ahere (6.7) hinreihend. F

ur Korrektheit sind dieselben
Beweisverpihtungen hinreihend, in (6.7) kann aber auf die Bedingung, da
exe0n abnimmt, verzihtet werden.
(6.26) ^ (6.28) ^ (6.7)
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An den formalen Beweisen in KIV

andert sih lediglih die Denition der



















AF(if : nal(x) then RULE(;x),








) times ji INV(x, x
0
))
sowie die Verwendung der Axiome (6.23) und (6.25) an Stelle der Axiome (4.3)
f

ur loops. Die formalen Beweise f

ur Korrektheit und Vollst

andigkeit sind, da in
KIV der AF -Operator derzeit nur als Abk

urzung vorhanden ist, mit 466 Beweis-
shritten und 94 Interaktionen etwas aufwendiger als im deterministishen Fall.
Die formale Spezikation und die bewiesenen Theoreme und Lemmata nden
sih in Anhang C.3.
Zum Shlu dieses Abshnitts noh einige weitere Bemerkungen zur Deni-
tion des AF -Operators: AF kann in DL niht uniform (die Erweiterung von DL
um Str








uhrt werden, da AF (,')

aquivalent ist zur Aussage: Das









terminiert immer, i.e. f

ur jeden Durhlauf. Die Aussage, da ein indeterministi-
shes Programm immer terminiert, kann aber in DL niht ausgedr

ukt werden




Ist  ein immer terminierendes Programm, das nur beshr

ankten Indeterminis-
mus aufweist, das also f









AF(,') $ 9 j. [loop if : ' then  times j℄ '
Beweis von Theorem 8 Zum Beweis der Implikation von links nah rehts
(die Umkehrung ist trivial) betrahtet man alle Zustandsfolgen von einem festen
Startzustand z auf denen st

andig : ' gilt. Diese bilden eine Baumstruktur, die,
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wegen der Voraussetzung AF (,'), keine unendlihen Pfade enth

alt. Wegen
der Voraussetzung, da  nur beshr

ankten Indeterminismus verwendet, ist der
Baum endlih verzweigend. Nah K

onig's Lemma aus der Mengenlehre (siehe
z.B. [Knu73℄, S. 381{383) mu der Baum daher endlih sein. Die L

ange jedes
Pfads ist also durh die endlihe Tiefe d des Baums beshr

ankt. Somit reiht j :=
d+ 1 aus, um die Formel auf der rehten Seite der

Aquivalenz wahrzumahen.
Immer terminierende Programme, die nur beshr

ankten Indeterminismus
aufweisen, ergeben sih aus der

Ubersetzung von verteilten ASMs nah DL. Im
Gegensatz zum Rateshritt einer nat

urlihen Zahl im Beispielprogramm vom
Anfang dieses Abshnitts, der unendlih viele vershiedene Ergebnisse liefern
kann, ist der in der Auswahl eines Agenten enthaltene Indeterminismus endlih
verzweigend, da er immer nur aus einer endlihen Menge von Agenten ausw

ahlt.






ur die Beweisverpihtungen bedeutet dies, da die alten Beweisverpih-
tungen aus dem vorigen Abshnitt beibehalten werden k

onnen. Lediglih die




) der loop-Konstrukte m

ussen durh die kom-
plizierteren Tests





) ersetzt werden, wobei ' die Nahbedingung des loop-










if x = 0 then hoose b in
if b then x := 3
else x:= 2
else if x > 1 then x := -1
und ASM
0
wie zu Anfang des Abshnitts. ASM
0
setzt im ersten Shritt nun x








9 i. [loop if : x = 1
^ : 9 j. hloop if : x
0




)i x = x
0
then RULE(; x)℄
9 j. hloop if : x
0




)i x = x
0
zu zeigen, was f





In diesem Abshnitt befassen wir uns mit der Problematik, da die systemati-
she

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Verfeinerungen erfordert, die jeweils orthogonale Konzepte einf

uhren. Nun zeigt









aug, da die beiden notwendigen Zusammenhangsinvarian-
ten INV und INV
0
groe gemeinsame Teile enthalten (wir werden Beispiele aus
der Prolog-WAM-Fallstudie in den Abshnitten 17.2 und 18 behandeln). Diese











) ein gemeinsamer Teil von INV und
INV
0





lenzbeweisen als invariant nahgewiesen wird. In diesem Abshnitt zeigen wir
eine generishe Methode, die es erlaubt, diese Beweisverdopplung zu vermeiden.
Wir nehmen dazu an, da die

Aquivalenz von ASM und ASM
0
mit einer Zu-
sammenhangsinvariante INV bewiesen wurde. Dann














ande\ der einzelnen kommu-
tierenden Diagramme in der Verfeinerung. Nun lassen sih diese Ekzust

ande






), das aus einer Disjunktion von
ASM
0















ahlt werden. Da jede shw

ahere Formel ebenfalls eine Invariante ist,
wird man in der Regel eine Formel w

ahlen die von (6.31) impliziert wird, und
keine Referenz auf die Variablen x von ASM mehr enth

alt.









ussen die Bedingungen f

ur den Korrektheitsbe-




arft werden (der Vollst

andigkeitsbeweis ist niht
betroen). Wir zeigen, wie dies im indeterministishen Fall ohne Diagramme in-
deterministisher Gr

oe aussieht. Der Spezialfall deterministisher Diagramme
(Diamonds statt Boxen) sowie die Verallgemeinerung zu Diagrammen indeter-
ministisher Gr





















) zu fordern. Dadurh wird sihergestellt, da ASM-Regeln genau so-







0:n-Diagramme ergeben sih so statt der Bedingungen (6.14) und (6.17) nun





























































































) ^ INV(x, x
0
)


















Anderung der Beweisverpihtungen l

at sih zeigen:
Theorem 9 Iterative Verfeinerung
Aus den Beweisverpihtungen (6.32), (6.33),(6.6) (6.8), (6.9), (6.10) und (6.11)
folgt neben der Korrektheit und Trae-Korrektheit der Verfeinerung von ASM
zu ASM
0


















gilt, eine Invariante von ASM
0
ist, genauer gilt f

ur jede Formel mit dieser
Eigenshaft:
(9 st. IN(st, st'))
! 8 j. [loop if : nal'(st') then RULE
0















ahrend der Abarbeitung von
ASM
0
angenommen werden, sofern nur der Anfangszustand per IN -Relation zu
einem Zustand von ASM korreliert ist (eine

ubliherweise triviale Annahme).
Der Beweis des Theorems ergibt sih direkt aus dem bisherigen Korrektheitsbe-
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abzu






) ! 9x. INV(x, x
0
)
eine Invariante von ASM
0








kann also in den Beweisverpihtungen f






als Voraussetzung addiert werden. Das Verfahren, Invarian-
ten f

ur die Mashinen zu gewinnen, l


























eine weitere Verfeinerung genutzt werden kann.





ur ASM eine Mashineninvariante MINV (x) vorliegt. Der Kor-
rektheitsbeweis erforderte 502 Beweisshritte und 89 Interaktionen. Die oben
dargestellten Beweisverpihtungen ergeben sih als Spezialfall aus den im An-
hang genannten f

ur den Fall, in dem keine Invariante f

ur ASM gegeben ist (i.e.
einfah MINV (x) = true gesetzt wird).
6.6 Verwandte Arbeiten
Die meisten bekannten Arbeiten zum

Aquivalenznahweis von ASMs stammen
aus der Compilerverikation. Die betrahteten Interpreter sind dabei zwar mei-
stens niht im ASM-Formalismus beshrieben, die verwendeten Formalismen
sind aber meist dazu

aquivalent.
Der Fall von 1:1-Diagrammen ist in den Arbeiten zur Compilerverikation
der bei weitem h

augste, und oft werden vershiedene Varianten diskutiert,
in denen IN, OUT und INV Funktionen in die eine oder andere Rihtung sind
(z.B. in [BHMY89℄). An Verallgemeinerungen wird h

aug noh die Verfeinerung
sequentieller ASMs durh 1:n-Diagramme mit n > 0 betrahtet. Dieser Fall
ergibt sih h

aug dadurh, da eine Instruktion der Ausgangssprahe in mehrere
Instruktionen der Zielsprahe

ubersetzt wird. Der Fall ist nur wenig allgemeiner
als Data Renement, da Induktion

uber die Anzahl der Regelshritte von ASM
direkt zum Ziel f

uhrt.
Ein Beispiel zur formalen Verikation eines Compilers, in dem 1:n-Dia-
gramme vorkommen, ist die Verikation der

Ubersetzung einer imperativen
Programmiersprahe (GYPSY), die in mehreren Verfeinerungen zun

ahst in eine
High-Level Assembler Sprahe (Piton) und dann in Mashinenode des FM8502-
Prozessors

ubersetzt wurde. Die mit NQTHM ([BM79℄, [BM88℄) durhgef

uhr-
te Verikation ist in ([Moo88℄,[You88℄) beshrieben. Da es in NQTHM keine
Existenzquantikation gibt, wurde die Anzahl der Shritte n von ASM
0
die m







ist der Initialzustand von ASM).
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
UR ASM-VERFEINERUNGEN
Eine derartige Skolemfunktion (num non visible) wird auh in [Cyr93℄ ver-





uglih einer Abstraktionsfunktion abstr, wobei alle Zust

ande der ab-





auf 1:n mit n > 0 entspriht. Das Papier skizziert 2 Beweistehniken. Die erste
(
"
Speeding up the Implementation Mahine\) entspriht der direkten Verika-








Die dabei verwendete visible I -Funktion, die num non visible-viele Shritte von
ASM
0
in einen Shritt odiert, entspriht genau unserem








) times num non visible(x
0
)
Die zweite Beweistehnik (
"
Slowing down the Speiation Mahine\) zer-
legt die 1:n-Diagramme in ein 1:1 und n-1 1:0-Diagramme (
"
Stutter-Shritte\),
die getrennt veriziert werden. Die
"
Termination\-Bedingung entspriht der Ab-
nahme der exe0n-Funktion. Der Ansatz sheint aber die explizite Einf

uhrung
von Zeit in die Spezikation zu erfordern. Der Ausblik von [Cyr93℄ gibt als
w

unshenswerte Erweiterungen Nihtdeterminismus, Stuttering von beiden Ma-
shinen (also 0:n und m:0-Diagramme), sowie iterative Verfeinerung (
"
hierarhi-
al Deomposition\) an, die wir hier alle behandelt haben.
Beliebige m:n Diagramme werden skizzenhaft in [MG72℄ betrahtet. Das
Papier setzt Determinismus voraus, und betrahtet nur m:n-Diagramme mit
m;n > 0. Auerdem wird vorausgesetzt, da die Zusammenhangsinvariante
INV (x; x
0







Eine formale Behandlung von m:n-Diagrammen mit m;n > 0 ist in dem
parallel zu dieser Arbeit entstandenen Papier [Dol98℄ zu nden. Darin wird der
Ansatz von [Cyr93℄ durh die Verwendung von zwei num non visible-Funktionen







ankten Indeterminismus wie in dem
in Abshnitt 6.4.2, S. 51 gezeigten Beispiel l

at sih keine num non visible-
Funktion denieren). Auh wird weiterhin eine Abstraktionsfunktion zugrunde-
gelegt.
Eine weitere neue Arbeit zur Verfeinerung von ASMs in der Compilerveri-
kation ist [ZG97℄. Der dort denierte Korrektheitsbegri ist semantish deniert
(er gibt keine Logik zur formalen Verikation), verwendet aber als einziger uns
bekannter Ansatz eine Relation  statt einer Abstraktionsfunktion zwishen den
Zust

anden der beiden ASMs. Die Relation entspriht der Semantik unserer Zu-
sammenhangsinvariante INV.
Der Korrektheitsbegri beruht auf der Gleihheit (modulo Abstraktions-
funktion) der w

ahrend eines Ablaufs gemahten Ausgaben. Ausgaben werden
dabei implizit als

Anderungen von Ausgabevariablen deniert. Um diesen Kor-
rektheitsbegri in unserem Ansatz formal nahzubilden, ist es notwendig, die





































Abbildung 6.9 : Modularisierung nah [ZG97℄
ASM so abzu

andern, da sie die Ausgaben explizit in einer Liste outputlist auf-
sammelt (in Sinne von [AL91℄ f

uhren wir also eine History-Variable ein). Der
Korrektheitsbegri in [ZG97℄ ist dann

aquivalent zu Trae-Korrektheit mit
IN(x,x
0








(dies entspriht den in Theorem 4 gemahten Bedingungen an die Relation
). [ZG97℄ gibt ebenfalls ein Modularisierungstheorem (Theorem 5,
"
Horizontal
Deomposition\) an. Dessen Idee ist es ebenfalls, den Gesamtablauf in Teil-
diagramme zu zerlegen. Dabei wird gefordert, da jedes Diagramm h

ohstens
eine Ausgabeaktion hat. Stellt man einen Zustands

ubergang, der eine Ausga-







angen, die keine Ausgabe erzeugen, als gepunkteten Pfeil dar, so las-
sen sih die nah dem Theorem zu verizierenden Teildiagramme aus Abb. 6.9
veranshaulihen.
Allerdings ist das Theorem niht korrekt. Zum einen k

onnen mit dem Theo-
rem inkorrekte Verfeinerungen mit unendlihe Folgen von m:0-Diagrammen wie
in Abb. 6.6 (s. Abshnitt 6.2.2) als korrekt nahgewiesen werden, zum ande-
ren fehlen einige implizit gemahte Voraussetzungen. Shlielih sind durh die
Formalisierung (versehentlih) 1:n-Diagramme mit n > 1 ausgeshlossen.
Die zwar in den betrahteten Beispielen eingehaltenen, aber niht expli-
zit gemahten Voraussetzungen sind, da durh externe Funktionen kein un-
beshr

ankter Indeterminismus verursaht wird, sowie da Ausgaben wie oben
in einer outputlist gesammelt werden. Ohne diese Voraussetzungen lassen sih
die in Abb. 6.10 und in Abb. 6.11 angegebenen Gegenbeispiele konstruieren: die
Bilder zeigen die ASMs als Automaten mit zwei Programmvariablen. Die erste
speihert den internen Automatenzustand, die zweite die momentane Ausgabe.










ankten Indeterminismus, der uns in Abshnitt 6.4 zur Einf

uhrung des











mit einer Ausgabe niht folgt, da auf






ebenfalls genau eine Ausgabe stattndet.
m:n-Diagramme mit n > 1 (also insbesondere die oft vorkommenden 1:n-
Diagramme) sind durh die Formalisierung ausgeshlossen, da gefordert wird,































































































Abbildung 6.11 Inkorrekte Verfeinerung ohne outputlist
insbesondere f





werden mu, statt nur f





Pfad, wie dies unser Theorem fordert.
Shliet man neben den oben beshriebenen impliziten Voraussetzungen des
Theorems zus

atzlih noh unendlihen Folgen von m:0-Diagrammen aus, so l

at
sih zeigen, da Theorem 5 aus [ZG97℄ ein Spezialfall von Theorem 5, S. 50 ist:
Die Problematik unendliher Folgen von 0:n-Diagrammen tritt niht auf, da nur
solhe zugelassen sind, die sih zu einem 1:n-Diagramm erweitern lassen: somit
kann immer ndt(x; x
0





Als eine Anwendung des Haupttheorems zum

Aquivalenznahweis von ASM-
Verfeinerungen wird in in diesem Abshnitt die sogenannte
"
Peephole Optimie-
rung\ von Programmode (meist wird Assemblerode betrahtet) gezeigt. Die









uk Programmode zu wandern, und dabei
ineÆziente Instruktionsfolgen durh eÆzientere zu ersetzen.
Abshnitt 7.1 gibt zun

ahst einen allgemeinen Ansatz zur Verikation f

ur
den Fall, da das zu optimierende Codest

uk keine Sprunginstruktionen enth

alt
(der Gesamtode darf aber Spr

unge enthalten). Es wird gezeigt, da sih die f

ur
die Korrektheit notwendigen Bedingungen einfah durh geeignete Instanzierung
des generishen Modularisierungstheorems f

ur ASM-Verfeinerungen ergibt.
Die Idee eines allgemeinen Ansatzes zur Verikation von Peephole Optimie-
rungen zu denieren, ist aus [DvHPR97℄

ubernommen. Das Papier besteht aus
2 Teilen: Im ersten Teil wird eine Formalisierung von Peephole Optimierung
gegeben, und gezeigt, da gewisse Beweisverpihtungen f

ur die Korrektheit
hinreihen. Im zweiten Teil werden dann eine Reihe Anwendungsbeispiele un-
tersuht, die aus [TvS82℄ stammen.
Abshnitt 7.2 zeigt, da der gegebene Ansatz den in [DvHPR97℄ denierten
verallgemeinert. Zwar sind beide Ans

atze in dem Sinn generish, als sie bei-
de unabh

angig vom konkreten Code ist. Allerdings wird der Programmode in
[DvHPR97℄ als Liste von Instruktionen aufgefat, was insofern unrealistish ist,











at sih in der in [DvHPR97℄ gegebenen Formali-
sierung auh niht auf einfahe Weise beseitigen, da der Beweis der Korrektheit




ange der Codefolge beruht.
Im Gegensatz dazu zeigen wir in Abshnitt 7.3, da die Beispiele aus [TvS82℄,
die in [DvHPR97℄ wegen vorhandener Sprunganweisungen niht betrahtetet
werden konnten, sih durh eine minimale Modikation der Zusammenhangs-
invarianten ebenfalls l

osen lassen. Der Grund daf

ur ist, da die Beispiele alle
die Besonderheit aufweisen, da immer nur die letzte Anweisung einer optimier-
ten Anweisungsfolge eine Sprunganweisung ist. Falls Spr

unge in der Mitte von
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optimierten Anweisungsfolgen liegen, m

ussen die als kommutierend nahzuwei-
senden Diagramme an diesen Anweisungen aufgespalten werden, ohne da sih
ansonsten viel

andert. Wir zeigen dies abshlieend an einem einfahen Beispiel.





ahst die Formalisierung eines allgemeinen Interpreters als
ASM. Dazu nehmen wir an, da der Programmode in einem Speiher db (wir
betrahten keinen selbst modizierenden Code, db ist also eine Konstante) ge-
speihert ist, und mit ode(p,db) der Code an der in einem Programmz

ahler p
gespeiherten Adresse aus db ausgelesen werden kann. Shlielih ben

otigen wir
eine ASM-Regel RULE, die eine Instruktion i = ode(p;db) ausf

uhrt, und da-







uhrung von Instruktionen (etwa Division durh Null, oder den
Versuh ein Element von einem leeren Stapel zu nehmen) erkennen zu k

onnen,
denieren wir ein Pr






ahsten Instruktion ode(p,db) zu keinem Fehler f






ande sind, in denen die ASM-Regel niht anwend-
bar ist. Das regul

are Programmende wird durh eine ausgezeihnete Instruktion
halt erreiht.
Da wir Sprunganweisungen mitbetrahten wollen, verlangen wir niht, da
jede Regelanwendung p um eins erh

oht. Dennoh spielen solhe Anweisungen,
die wir im folgenden linear nennen, eine wihtige Rolle. Wir denieren deshalb
die folgenden Hilfsfunktionen und -pr

adikate:




,db,st. ode(p,db) = i ^ p = p
0
^ ok(p,st,db)
! hRULE#(db;p,st)i p = p
0
+1
linear(p,db,n) $ 8 k. 0 k < n. lin(p + k,db)
instrs(p,db,n) berehnet die Liste der n auf p folgenden Anweisungen. lin(i)
besagt, da die Instruktion i linear ist, ihre Ausf

uhrung also in jedem Zustand
zu einer Erh

ohung des p um eins f

uhren wird. linear(p,db,n) besagt, da alle
Instruktionen in instrs(p,db,n) linear sind, also beim Ablauf der ASM der Reihe
nah abgearbeitet werden. Derartige Instruktionsfolgen werden durh Peephole
Optimierung durh eÆzientere ersetzt.
F

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) aus einem durh ein
Pr



















































































ur gesorgt werden, da keine L

uken
im Code entstehen und Sprungadressen korrekt angepat werden. Um niht
auf konkrete Details von Sprungode eingehen zu m

ussen, wird deshalb f

ur re-









denselben Eekt wie die Originalinstruktion bei p haben soll:












^ (p < p
1









































p, falls p < p
1




ur die Anwendbarkeit einer Peephole Optimierung fordern wir, da f

ur














































Die Bedingung (7.1) gibt eine Bedingung f

ur die Optimierung einer Instruk-
tionenfolge. Die Bedingung ist lokal, da in db
1







eine Rolle spielen. F

ur Programmode, der keine Sprunganwei-
sungen enth

alt, ist die Bedingung bereits ausreihend, um die Ersetzbarkeit der
ersten Anweisungsfolge durh die zweite in jedem Programm zu garantieren.
F





otigen wir oenbar eine Zusatzbedingung:
Keine Sprunganweisung darf in den optimierten Code f

uhren. Dies kann durh
ein Pr







$ 8 st, p. : p
1




! hRULE(db;p,p)i : p
1







at sih nun das folgende Theorem zeigen:
Theorem 10 Gegeben seien eine ASM, ein Pr





























) (repl wie in (7.2) und (7.3)
deniert) eine korrekte und vollst

andige Verfeinerung der ASM.
F

ur den Beweis zerlegen wir die Abl

aufe der nihtoptimierten ASM auf db
1











solange p 6= p
1






ur den optimierten Code.





) ergibt sih eine Konjunktion
























































Diese vier Formeln m










Diagramm nahgewiesen werden, wenn p = p
1
gilt, und als invariant in dem





ur die ersten beiden Formeln ist dies einfah, da die erste Formel eine
triviale Invariante der niht optimierten ASM darstellt. Sie besagt ja lediglih,
da jeder Zwishenzustand aus einem Initialzustand erreiht wird.
Die zweite Formel ist einfah die Compilerannahme zwishen den Programm-
odes. Sie ist nat







Die dritte Formel besagt, da sih p niht innerhalb des optimierten Ab-




oglih), und die vierte gibt den Zusammenhang
zwishen den beiden Zust





) der beiden ASMs wieder.
Ihre Invarianz folgt f





-Diagramm trivial aus der Annah-
me (7.1), da die Voraussetzungen der Implikation alle direkt in der Invarian-








), was aber direkt aus
(7.4) folgt (die Linearit

at der Instruktionen impliziert, da am Ende des Dia-































unge in den optimierten Code), die
vierte ergibt sih direkt aus der Annahme (7.3) f

ur der repl -Funktion.





der ASMs zu erf

ullen, ist shlielih noh zu zeigen, da die Zusammenhangs-
invariante in den Initialzust

anden gilt. Daraus ergibt die Zusatzforderung, da
die niht optimierte ASM die Ausf

uhrung niht mitten im optimierten Code be-




= 0 oder k
2
= 0 die Besonderheiten
von m:0 und 0:n-Diagrammen niht auswirken, da niht mehrere aufeinander fol-
gen k





Zusammenfassend zeigt es sih also, da die Korrektheit von Peephole Opti-
mierung einen Spezialfall des Modularisierungstheorem f

ur ASM-Verfeinerungen
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darstellt, sofern der optimierte Code keine Sprunganweisungen enth

alt. Sprun-






7.2 Vergleih mit der PVS-Formalisierung
In diesem Abshnitt geben wir einen kurzen Vergleih unserer Formalisierung
zu der in [DvHPR97℄ denierten.
Grunds

atzlih untersheiden sih die beiden Formalisierungen zun

ahst dar-
in, da in [DvHPR97℄ die Semantik eines Interpreters (durh die Funktion in-
terprete) sowie deren

Aquivalenz (durh das Pr

adikat ) speziell f

ur peephole
Optimierung neu deniert werden, w

ahrend wir bereits allgemein denierte Be-
grie (ASMs, deren Semantik und Verfeinerung) instanzieren.
Eine starke Einshr

ankung der Formalisierung in [DvHPR97℄ ist, da nur





ahler p zu verzihten, den Programmode als eine Liste von







uhren. Eine derartige Induktion ist f







uglih der notwendigen Bedingungen ergibt unsere Formalisierung ge-
gen

uber rein linearem Code wie in [DvHPR97℄ genau die beiden oensihtlihen
Zusatzforderungen
 Der Programmstart darf niht im optimierten Code liegen.
 Es darf keine Sprunganweisungen geben, die in den optimierten Code
springen.
In einigen tehnishen Punkten sind unsere Denitionen weniger restriktiv
(aber auh weniger konkret) als die in [DvHPR97℄ gegebenen. So verzihten wir
auf die Denition eines Regelshemas f

ur jede Regel, sowie auf eine genauere
Spezikation des peephole-Pr

adikat. Wir geben deshalb an, wie sih die De-
nitionen aus [DvHPR97℄ durh Spezialisierung unserer Denitionen erhalten
lassen:
Ein Regelshema aus [DvHPR97℄, S. 4, Abb. 1 entspriht in unserer Forma-
lisierung der Denition einer ASM-Regel der Form










ur jede Instruktion i
k
. Wie man sieht, dienen die global denierten Funktionen
admissible und eet lediglih zur funktionalen Codierung der Semantik einer
deterministishen Regelanwendung (die Restriktion auf deterministishe Regeln
ist in unserer Formalisierung ebenfalls niht vorhanden). Die implizite Restrikti-
on, da p um eins erh

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Die Funktion interprete entspriht der Semantik der ASM. Die leere Menge





==\ in Abb. 4, Seite 5 f






ur den Spezialfall, da IN und OUT beide die Identit

at
auf p und st sind, zusammen.
Unsere Denition des Pr

adikats peephole ist sehr abstrakt. In [DvHPR97℄
wird eine konkretere gegeben: Danah wird f

ur Peephole Optimierung eine Liste
[R
1
, . . .R
n










otigt, die aus 3 Teilen
bestehen:




Pattern\) von Instruktionen, die ersetzt werden
soll.
















Condition\), das die Zust

ande beshreibt, in denen
die Regel anwendbar ist.

























deniert werden. Die Regeln werden der Reihe nah auf das Ausgangsprogramm





aquivalenz). Die Denition in [DvHPR97℄ ershien uns
an dieser Stelle zu speziell, da kein Pattern Mathing zwishen dem Pattern
und dem aktuellen Code stattndet (es sheint, da f

ur jede Instanz eine neue




keinen Bezug zu dem Co-
de haben, der abl

auft, bevor p erreiht wird. In der in [DvHPR97℄ gegebenen
Denition kann der Test, ob die Bedingung 
i
zutrit, und die Regel R
i
an-
gewendet werden kann, nur durh die Inspektion aller erreihbaren Zust

ande
getestet werden, was praktish gesehen niht m

oglih ist. Unsere Denition des
peephole-Pr

adikats maht es m

oglih, beliebige syntaktishe Bedingungen f

ur
die Anwendbarkeit zu denieren. Ebenso ist eine beliebige Denition von Pat-
terns und Pattern Mathing noh m

oglih. Da die konkrete Denition sowohl
von syntaktishen Kriterien f

ur die Anwendbarkeit als auh von Pattern Mat-
hing von der Form des konkreten Programmodes abh

angen, haben wir die





7.3 Optimierungen von Sprunganweisungen
Dieser Abshnitt besh

aftigt sih mit der Optimierung von Codefolgen, die
Sprunganweisungen enthalten. Es wird zwar keine generishe Methode zur Ve-
rikation gegeben, die gegebenen Beispiele sollten aber zeigen, da sih auh
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Sprunganweisungen mit Hilfe des Modularisierungstheorems leiht behandeln
lassen. Lediglih die Zahl der kommutierenden Diagramme nimmt mit der Zahl
der betrahteten Sprunganweisungen zu.
Ein Spezialfall sind die in [TvS82℄ genannten konkreten Optimierungen ei-
ner Stakmashine, die sih mit Sprunganweisungen besh

aftigen und deshalb
in [DvHPR97℄ niht betrahtet wurden. Es handelt sih dabei immer um Code-









Sprunganweisungen sind. In diesem Fall gen






































































































zu verallgemeinern (butlast entfernt das letzte Element einer Liste). Die ver-









anderter Zusammenhangsinvariante zu ga-
rantieren. Als zus

atzlihe Anforderung ist nur siherzustellen, da das Sprungziel
der beiden letzten Anweisungen (modulo shift) dasselbe ist. Da es auerhalb
des optimierten Codes liegt, folgt bereits aus der notjumpedto-Forderung (7.5).
Abshlieend betrahten wir noh ein einfahes Beispiel zur Optimierung
von Sprunganweisungen, bei dem niht nur die letzte Anweisung eine Sprun-
ganweisung ist. Das Beispiel soll zeigen, da dann im wesentlihen mehrere
kommutierende Diagramme betrahtet werden m

ussen, die sih aus den Fall-
untersheidungen der Sprunganweisungen ergeben.
F

ur das Beispiel nehmen wir einen Zustand st an, bei dem es m

oglih ist,
mit get(l,st) einen Integer-Wert zu selektieren (l sei etwa eine Speiheradresse,
get ein Speiherzugri). Drei typishe Sprunganweisungen w

aren dann etwa
BZE(l; n), BNZ(l; n), und BRA(n) (branh on zero, branh on not zero, branh
unonditionally) mit den ASM-Regeln:
if ode(p,db) = BZE(l,n)
then if get(l,st) = 0
then p := p + n
else p := p + 1
if ode(p,db) = BNZ(l,n)
then if get(l,st) = 0
then p := p + 1
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else p := p + n
if ode(p,db) = BRA(n)
then p := p + n




ur n > 0 etwa die von il
1
=
[BZE(l; 2) BRA(n)℄ zu il
2







und weder der Programmstart bei p
1
+1 liegt, noh Spr

unge auf diese Adresse







otigen wir dieselbe Zusammenhangsinvariante wie im vorigen Abshnitt, und







des optimierten Codes (p = p
1





ur den Fall, da get(l,st) = 0, und ein 2:1-Diagramm f

ur den Fall









) ^ p = p
1




























) ^ p = p
1























at sih nun leiht nahrehnen.
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Kapitel 8
Zusammenfassung Teil I





ur die Spezikationssprahe der ASMs und der Denition von
generishen Beweisverpihtungen f

ur die Verfeinerung von ASMs. Die Arbeit
ergab drei wesentlihe Resultate:
Erstens die Entwiklung einer nat

urlihe Einbettung der Spezikationsspra-
he der ASMs in die Dynamishe Logik, die es erlaubt, Aussagen

uber ASMs,
insbesondere die Korrektheit von ASM-Verfeinerungen zu formalisieren. Dieses







Zweitens die Entwiklung einer Theorie zur Modularisierung von Korrekt-
heitsbeweisen f

ur ASM-Verfeinerungen. Die bewiesenen Modularisierungstheo-
reme verallgemeinern die bisher bekannten Resultate. So sind u.a. Data Re-
nement und Peephole Optimierung aus der Compilerverikation ein Spezialfall
des Theorems.
Drittens die praktishe Umsetzung der ersten beiden Resultate im KIV-
System. Zum einen wurden die Modularisierungstheoreme f

ur ASM-Verfeine-
rungen in KIV selbst formal veriziert, zum anderen wurden vershiedene Er-
weiterungen an der Spezikationssprahe und den Deduktionskomponenten vor-




ur ASMs zu erhalten.
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Ubersetzung von Prolog-Programmen in Byte-Code der Warren Abstrat Ma-




Die Arbeit basiert auf einer systematishe Darstellung dieser

Ubersetzung
als 12 ASM-Verfeinerungen in [BR95℄. Den Startpunkt bildet ein als ASM spezi-
zierter Prolog-Interpreter, der die operationale Semantik des Kerns von Prolog
(Klauseln mit !, true und fail) durh den Aufbau eines Suhbaums wiedergibt.
F

ur pures Prolog ist dieser identish zu dem durh SLD-Resolution aufgebauten
Baum. Die Erweiterung der ASM auf volles Prolog ([BR94℄) ist inzwishen ein
ISO-Standard f

ur die Semantikdenition von Prolog.
Der erste Prolog-Interpreter, den wir im folgenden als ASM1 bezeihnen,
wird anshlieend durh ASM-Verfeinerungen shrittweise in einen Interpreter
ASM13 von Byte-Code, der WAM transformiert. Parallel zu dieser Transfor-
mation wird das Prolog Programm

ubersetzt. Auf Zwishenebenen besteht der
Code teilweise aus noh niht

ubersetzten Prolog-Klauseln, teilweise aus WAM-
Instruktionen. Die einzelnen Verfeinerungen f

uhren dabei shrittweise mashi-
nennahe Konzepte wie Staks, Register, Zeigerstrukturen et. ein. Die Verfeine-
rungen sind dabei orthogonal: Die

Ubersetzung der Klauselselektion, die

Uber-
setzung von Einzelklauseln und die

Ubersetzung von Literalen werden getrennt
in unabh

angigen Verfeinerungsshritten behandelt. Neben den reinen

Uberset-
zungsshritten sind auh Verfeinerungsshritte vorhanden, die der Optimierung
der Datenrepr

asentation dienen. Die in der letzten ASM13 verwendeten WAM-
Byte-Code Instruktionen sind sehr einfah. Sie bestehen jeweils nur noh aus




Die wesentlihen Ziele bei der Prolog-WAM-Fallstudie waren:




 die Formalisierung der Korrektheit von Verfeinerungen
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 die Erarbeitung einer geeigneten Beweismethodik zur Verikation der Ver-
feinerungen
 die Entwiklung einer geeigneten Unterst

utzung in KIV, die einen eÆzi-
enten Nahweis der Korrektheit der Verfeinerungsshritte erm

ogliht
 die informell gegebenen Korrektheitsargumente auh formal nahzuvoll-
ziehen, bzw. Fehler zu nden und zu beheben.
Wesentlihe Teile der Theorie aus den Kapiteln 4 und 6 sind zur L

osung
der ersten beiden Ziele entstanden. Die Entwiklung einer geeigneten Beweis-
unterst

utzung erforderte zahlreihe Verbesserungen an KIV, die kurz in 3.3
erw






ur den Korrektheitsnahweis mit anderen Syste-
men durhaus konkurrieren. Dennoh erfordert die formale Verikation einer
Verfeinerung im Mittel immer noh einen Personenmonat an Bearbeitungszeit.
Im Rahmen dieser Arbeit konnten 8 der 12 Verfeinerungen veriziert werden.
Die Verikation ergab im wesentlihen eine Best

atigung der konzeptionel-
len Arbeit aus [BR95℄. Es war bisher niht notwendig, wesentlihe

Anderungen





ur alle Verfeinerungen rihtig.
Allerdings zeigte sih shon beim Nahweis der Korrektheit des ersten Ver-
feinerungsshritts (man vergleihe z.B. den ersten Ansatz am Anfang von Ab-
shnitt 11.2 mit der endg

ultigen Zusammenhangsinvariante am Ende), da f

ur
eine formale Verikation eine groe Zahl implizit angenommener Eigenshaften
explizit gemaht werden m

ussen. Obwohl viele dieser impliziten Eigenshaften
sehr einfah zu nden sind, zeigt die groe Zahl, da noh eine groe L

uke zwi-
shen einem mathematishen Nahweis der Korrektheit von Verfeinerung und
einem voll ausformalisierten Argument besteht.
Somit ist es auh niht sehr

uberrashend, da eine erheblihe Zahl an klei-
neren Problemen in den ASMs und in den Compilerannahmen gefunden werden
konnten, die bei der informellen Analyse in [BR95℄ niht gefunden wurden. Die
wihtigsten Probleme waren:
 ASM3 und ASM4 enthalten einen niht beabsihtigten Indeterminismus,
der durh einen verst

arkten Regeltest zu beheben ist (siehe 14.2)
 In den Swithing-Anweisungen fehlte Baktraking (siehe 15.2)
 Die unify-Instruktion der ASM9 greift auf den Renaming-Index des ersten
statt der zweiten Umgebung zu (siehe 17.1)
 Die Compilerannahmen f

ur etlihe Renements waren zwar im Text infor-






onnen die Anfrage ?- p(q) positiv l

osen, wenn die bei-




Klauseln in Code (beim






keine Variablen und keine Listen mehr enthalten (siehe 17.2).
Die Probleme sind alle relativ leiht zu beheben. Dennoh zeigt das Ergebnis,
da auh eine sehr sorgf

altige informelle Analyse um einen formalen Korrekt-
heitsbeweis erg

anzt werden sollte, wenn ein korrekter Compiler das Ziel ist.
Die folgenden Kapitel beshreiben die Probleme im Rahmen der Korrekt-
heitsbeweise detailliert. Sie sind wie folgt organisiert:
Das n

ahste Kapitel beshreibt den Prolog-Interpreter aus [BR95℄. Die dann
folgenden Kapitel bestehen dann jeweils aus 2 Abshnitten: Der erste beshreibt
die Verfeinerung der ASM aus dem vorherigen Kapitel zu einer neuen ASM.
Dieser Abshnitt folgt weitgehend [BR95℄. Sofern sih aus der Formalisierung
Abweihungen oder Pr

azisierungen von Annahmen ergaben, werden sie dort
erkl

art. Der zweite Unterabshnitt beshreibt die formale Verikation der be-
trahteten Verfeinerung mit KIV, die Erfahrungen, die dabei gemaht wurden,
sowie Korrekturen an den ASMs und den Compilerannahmen, die sih aus der
Verikation ergaben.
Wir haben versuht, die in den jeweiligen Abshnitten f

ur die ASMs und
die Zusammenhangsinvarianten notwendigen neuen Funktionen immer sofort
zu erkl

aren. Sollten dennoh Unklarheiten bleiben, so kann zus

atzlih die vol-
le algebraishe KIV-Spezikation aller verwendeten Funktionen im Anhang E
eingesehen werden.
Im folgenden bezeihnet i=j die Verfeinerung von ASMi zu ASMj. Wir ver-
wenden auerdem in jedem Abshnitt zur Verikation von i=j die Konvention,
die Zustandsvariablen von ASMi (genauer: der DL-

Ubersetzung von ASMi) mit
x und die Zustandsvariablen von ASMj mit x
0
zu bezeihnen. Wir nehmen je-
weils an, da die beiden Vektoren immer disjunkt sind. Die Regel (im Sinne von
Abshnitt 2.2) von ASMi und ASMj bezeihnen wir mit RULE und RULE
0
.
RULE (und analog RULE
0
























, . . . , RULE
n
Regeln im Sinne von Abshnitt 2.3 sind.
Wir werden den Begri
"
Regel\ in Zukunft auh ausshlielih im letzteren Sinn
verwenden.








Die beiden wihtigsten Datenstrukturen, die ein Prolog-Interpreter ben

otigt, um
einen Berehnungszustand von Prolog zu beshreiben, sind die Liste der Prolog
Literale, die noh auszuf

uhren sind, sowie die aktuell berehnete Substitution.
Ein derartiger Zustand wird modiziert durh:
1. Unikation des ersten Literals der Liste, des sogenannten Aktivators at
(engl. ativator) mit dem Kopf einer Klausel
2. Ersetzung von at durh den Rumpf dieser Klausel in der Liste
3. Anwendung der unizierenden Substitution auf die resultierende Liste
4. Komposition der unizierenden Substitution mit der bisher berehneten
Substitution
Wenn die Unikation w










ussen mit Hilfe von Baktraking alternative Klauseln versuht
werden. Damit dies m

oglih ist, mu ein Prolog-Interpreter sih die Historie




uhrt hat. Diese Historie wird

ubli-
herweise durh einen Prolog-Suhbaum repr

asentiert, der durh die obigen Ope-
rationen aufgebaut wird. Jeder Knoten entspriht einem Berehnungszustand,





sih durh die Unikation mit vershiedenen Klauselk

opfen ergeben.
In einer ASM wird ein Suhbaum durh eine dynamishe Sorte node von
Knoten modelliert, die durh eine ebenfalls dynamishe Funktion father ver-
kn

upft sind, die zu jedem Knoten seinen Vaterknoten liefert. Der Wurzelknoten
wird durh ? bezeihnet, auf ihm ist father undeniert. Die Information

uber
alternative Klauseln, die an einem Knoten n versuht werden k

onnen, wird in
einer Liste ands[n℄ von Kandidatenknoten gespeihert. Jeder Knoten der Kan-
didatenliste verweist mit Hilfe einer Funktion ll (lause line) auf eine Zeile des
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Prolog Programms, das in einer Konstanten db gespeihert ist. Eine geeigne-
te initiale Liste von Klauselzeilen kann Hilfe der prodef -Funktion berehnet
werden (zur Spezikation von prodef siehe weiter unten).
Der aktuelle Berehnungszustand, in dem sih der Interpreter bendet, wird
durh eine Programmvariable (i.e. eine 0-stellige dynamishe Funktion) urrnode





onnte nun durh 2 Funktionen glseq [n℄ (engl. goal sequent) und sub[n℄
gegeben werden.
Um die ut-Anweisung behandeln zu k

onnen, ist jedoh eine Erweiterung der
Repr

asentation des Berehnungszustands notwendig. Ein ut sollte den father
des gegenw

artigen Knotens auf denjenigen Knoten ab

andern, dessen Aktivator














ur dieses Problem ist, den father des fr

uheren urrnode
an jeden Klauselrumpf anzuh

angen, der bei der Unikation an die Liste der zu
bearbeitenden Literale angeh

angt wird. Die resultierende Datenstruktur degl-
seq (engl. deorated goal sequene) ist eine Liste, die aus Paaren besteht, deren
erste Komponente ein Teil eines Klauselrumpfes (ein goal), und deren zwei-
te Komponente ein Knoten (der sog. Cutpoint tpt) ist. Sie hat also folgende
Gestalt:


















i ; : : : ; h [ g
m;1






ont = [ h [ g
1;2





i ; : : : ; h [ g
m;1








urzung ont (engl. ontinuation), die die deglseq ohne at bezeihnet,
erleihtert im folgendenden die Konstruktion von modizierten deglseq.
Um die Regeln von ASM1 einzuf

uhren, betrahten wir nun das folgende
Prolog-Programm
1 p :- fail. 3 q.
2 p :- q,!,true. 4 p.
das in einer Konstante db (database) in der initialen ASM gespeihert ist. Die an-
gegebenen (normalerweise niht explizit vorhandenen) Zeilennummern erleih-
tern die folgenden Erkl

arungen.
Wir nehmen des weiteren eine Anfrage ?- p. an. Diese wird als deglseq des
KnotensA im initialen Suhbaum gespeihert. Dieser ist in Abb. 10.1 dargestellt.
Die beiden mit ? und A bezeihneten Knoten bilden die initiale Tr

ager-
menge der dynamishen Sorte node. Die Tr

agermenge wird durh ASM-Regeln
erweitert. Die in der Funktion father gespeiherte Baumstruktur ist durh den
Pfeil wiedergegeben, d.h. es gilt father[A℄ = ?. Der Wurzelknoten ? dient le-
diglih als Merker, wann die Suhe beendet ist. Er speihert (in ASM1) keinerlei









Kreis um A angezeigt wird. Die berehneten Substitutionen f

ur jeden Bereh-
nungszustand, die durh die Funktion sub den Knoten zugeordnet werden, sind
in der Abbildung niht gezeigt, da sie in unserem Beispiel stets leer sind.
Der Ablauf des Interpreters wird durh 2 Programmvariablen (i.e. 0-stellige
dynamishe Funktionen) mode und stop gesteuert. Der Wert von mode wehselt
zwishen all (Call-Modus) und selet (Selet-Modus), w

ahrend der Wert von
stop stets run ist. Die Suhe wird durh das Setzen von run auf halt beendet,
d.h. alle ASM-Regeln haben in ihrer Anwendbarkeitsbedingung den Test stop
= run.
Im all -Modus, der der initiale Modus ist, werden Kandidatenknoten be-
rehnet (wir nehmen an, da alle Guards, die auf at Bezug nehmen, implizit
die Tests deglseq 6= [℄, goal 6= [℄ enthalten, und lassen den Test auf stop = run
weg):
all rule



























ur einen urrnode berehneten Kandidatenknoten, i.e. ands[urrnode℄,
werden in der Regel mit ands abgek

urzt, und wir werden im folgenden auh
die analogen Abk

urzungen father, deglseq und sub verwenden.
Das extend-Konstrukt stammt aus [BR95℄. Es allokiert einen Knoten f

ur





hende Liste von Klauselzeilen wird von prodef(at,db) berehnet. Die Funktion
prodef ist zun

ahst unterspeziziert: Es wird lediglih angenommen, da sie
mindestens die Klauseln liefert, deren Kopf mit at unizieren, und h

ohstens
all diejenigen, deren Kopf mit demselben Pr

adikatsymbol wie at beginnen.
Strenggenommen stellt die Verwendung des extend-Konstrukts mit einer un-
beshr

ankten Zahl zu allokierender Knoten eine Erweiterung zu [Gur95℄ dar. In
DL kann die Erweiterung mit Hilfe einer Prozedur, die die Liste prodef(at,db)
abarbeitet, realisiert werden. Das Ergebnis der Anwendung der all -Regel ist in
Abb. 10.2 dargestellt:


























Die ands-Liste des Knotens A wird durh einen gestrihelten Pfeil zum
ersten Knoten der Liste und Klammern um die Knoten wiedergegeben. Die
Klauselzeilen, die mit Hilfe der Funktion ll an den Kandidatenknoten h

angen,
sind durh die entsprehenden Zahlen unterhalb der Knoten aufgef

uhrt. Die all -
Regel

andert den Wert der mode-Variable zu selet, wodurh die selet-Regel
aktiviert wird:
selet rule
if is user dened(at) ^ mode = selet
then if ands = [℄
then baktrak
else let lau = rename(lause(ll[ar(ands)℄,db),vireg)
let mgu = unify(at,head(lau))
if mgu = failure
then ands := dr(ands)
else urrnode := ar(ands)
deglseq(ar(ands)) := mgu ^
d
[hbody(lau), fatheri j ont℄
sub[ar(ands)℄ := sub Æ mgu
ands := dr(ands)




if father = ?
then stop := halt
subst := failure
else urrnode := father
mode := selet
Anwendung der Regel verursaht Baktraking, falls keine Kandidatenkno-
ten mehr vorhanden sind. Andernfalls entfernt die Regel iterativ all die Kandida-
tenknoten, deren Klauselkopf niht mit at uniziert. Wenn der erste Kandidat
erreiht wird, f

ur den ein allgemeinster Unikator mgu (engl. most general uni-
85
er) existiert (die Funktion lause selektiert die Klausel an einer Klauselzeile
1
,
der Variablenindex vireg wird zur Erzeugung neuer Instanzen der Klauselva-
riablen verwendet), wird dieser Knoten zum urrnode. Die inx geshriebene
Operation ^
d
wendet den mgu auf die neue deglseq an.
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Wert der mode-Variable ist nun wieder all. Da der Aktivator fail nun niht
benutzerdeniert ist, wird die fail -Regel angewandt.
fail rule
if at = fail then baktrak
Diese setzt den urrnode wieder auf A. Zu beahten ist, da der Knoten B niht
deallokiert wird (d.h. er bleibt in der Tr

agermenge der node-Sorte). Im selet-
Modus wird nun C, der n

ahste Kandidatenknoten von A selektiert. Dessen
deglseq ergibt sih zu [h[q; !; true℄;?i ; h[℄;?i ℄. Anshlieend allokiert die all -
Regel einen neuen Knoten E f

ur die einzige anwendbare Klausel q. Nah der


































if deglseq 6= [℄ ^ goal = [℄
then deglseq := dr(deglseq)
1
Da lause oenbar vom aktuellen Prologprogramm abh

angt, haben wir gegen

uber [BR95℄
ein Argument db addiert
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Anshlieend ist der Aktivator ein Cut. Der Cut wird durh die ut-Regel
aus der deglseq entfernt.
ut rule
if at = !
then father := tpt
deglseq := ont
Die Regel setzt dabei den father des aktuellen Knotens E auf den Knoten
tpt aus der degoalseq, der hier der ?-Knoten ist (Abb. 10.5). Dadurh wird die
bei A bestehende Alternative D
"
abgeshnitten\. Die ut-Regel ist die einzige


































ur den Aktivator true f

uhrt die ASM dann die folgende Regel aus:
true rule
if at = true then deglseq := ont
Das Ende der Interpretation des Prolog-Programms wird dann nah zwei-
maliger Anwendung der goal suess-Regel erreiht. Da dadurh deglseq[E℄ leer
wird, ist die urspr

unglihe Anfrage komplett gel

ost. Deshalb setzt die query
suess-Regel nun die Antwortsubstitution (die hier leer ist), und beendet den
Interpreter durh das Setzen von stop auf halt :
query suess rule
if deglseq(urrnode) = [℄
then stop := halt
subst := sub
Betrahtet man eine Variante des Beispielprogramms, in der die Klausel p
:- q,!,true durh p :- q,!,r ersetzt wurde, so erreiht ASM1 ebenfalls den
in Abb. 10.5 gezeigten Zustand. Doh nun wird durh die all -Regel ein Knoten
F mit einer leeren Kandidatenliste allokiert (da keine Klauseln vorhanden sind,
deren Kopf mit r uniziert). Anshlieend wird durh die selet-Regel Bak-
traking sowohl f





ost. Da der Vaterknoten von E jetzt
? ist, beendet sih der Interpreter in der baktrak -Routine shlielih durh






11.1 Denition von ASM2
In diesem Abshnitt beshreiben wir die erste Verfeinerung von ASM1 in Rih-
tung der Warren Abstrat Mahine (WAM). Wir folgen dabei [BR95℄, [Setion
1.2℄. Die neue ASM2 untersheidet sih von der vorherigen im wesentlihen in
drei Punkten:
Zum ersten wird die Funktion father zu b umbenannt. Dies zeigt an, da b
nun abw

arts (bakwards) die Knoten eines Staks verzeigert.
Zum zweiten stellt ASM2 Register llreg, deglseqreg, breg und subreg zur
Verf

ugung, die zu den Inhalten von ll, deglseq, father und sub f

ur den urrnode
korrespondieren. Dadurh wird die Allokation des urrnode komplett vermieden.
Zum dritten berehnet ASM2 keine Liste von Kandidatenknoten mehr, son-
dern nur noh den ersten Kandidatenknoten. Die entsprehende Klauselzeile
wird direkt mit llreg angesprohen. Damit dies m

oglih ist, wird in ASM2







opfe geblokt werden. Ein spezielle Markierung null dient dazu, das Ende





programms aus dem vorigen Abshnitt hat dann die folgende Form:
1 p :- fail. 3 p. 5 q.
2 p :- q,!,true. 4 null 6 null
Eine neue prodef
2






) ergibt nun die
erste Klauselzeile, deren Kopf m

ogliherweise mit at uniziert. F








) = 1, die erste Klauselzeile mit einer Klausel mit










ur 1/2 verwendet wird. Sie lautet:
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sammelt dabei aufeinanderfolgende Zeilennummern
auf, bis ein null erreiht wird und die Funktionen maplause und maplause
0
selektieren jeweils die Klauseln an jeder Zeilennummer. Man beahte, da wir





adikatsymbol sortiert sind, und da die Gleih-
heit prodef(at,db) = ol der Adressen gilt. Stattdessen fordern wir nur die
Gleihheit der an den Adressen gespeiherten Klauseln. Diese Abshw

ahung
ist notwendig, andernfalls kann die Compilerannahme f

ur keine Implementie-
rung der prodef -Funktion erf






















niht drei vershiedene Ergebnisse liefern kann, da die aufgesammelten Listen
immer mit dem einen f










ullen, sie erfordert im allgemeinen
Codeverdopplung, die sp

ater durh die Einf

uhrung von Swithing-Instruktionen
(siehe Abshnitt 15.1) wieder aufgehoben wird.





) ins llreg. Dem Entfernen des ersten Elements aus der
Liste ands[urrnode℄ der Kandidaten in ASM1 entspriht in ASM2 nun das
Inkrementieren von llreg. Sobald die in llreg gespeiherte Adresse null wird,
sind keine Kandidaten mehr verf

ugbar.
Da ASM2 keinen urrnode mehr zu allokieren brauht, mu ein neuer Knoten
nur noh im selet-Modus allokiert werden, um die gegenw

artigen Register-
Inhalte zu retten. Die neue all - und selet-Regel ergeben sih so zu
all rule
if is user dened(at) ^ mode = all












else let la = rename(lause(llreg,db
2
),vireg)
let mgu = unify(at, head(la))
if mgu = failure
1
Eine Prozedur und keine Funktion wird hier verwendet, um auszushlieen, da die Spe-
zikation durh ein db
2
, das kein null enth

alt, inkonsistent wird. Siehe dasselbe Argument f

ur
STACK# im folgenden Abshnitt, S. 95
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then llreg := llreg +1
else let tmp = new(s)





ll[tmp℄ := llreg +1
deglseqreg := mgu ^
d
[hbody(la),bregi j ont℄
subreg := subreg Æ mgu




if breg = ?
then stop := halt
subst := failure





Die anderen Regeln von ASM1 bleiben im wesentlihen unver

andert, lediglih
die Umbenennung der Funktion father zu b ist zu beahten. Auerdem werden
die Abk

urzungen deglseq, father und sub (f

ur deglseq[urrnode℄ et.) nun durh
die Register deglseqreg, breg und subreg ersetzt.
In unserem Beispiel durhl

auft ASM2 nun die in Abb.11.1 und 11.2 gezeigten
Zust

ande. Diese entsprehen den Zust











deglseqreg = [h[fail℄,?i,h[℄,?i ℄
breg = a
Abbildung 11.1
Gestrihelte Pfeile zeigen nun direkt auf den Wert von ll f

ur einen Kno-
ten. Da der fr

uher in urrnode gespeiherete Berehnungszustand nun in Regi-
stern gespeihert wird, entf

allt die Allokation der Knoten B und D aus ASM1.

























Auf der anderen Seite wird nun, wenn Knoten A durh Baktraking besuht
wird (durh das Ausf

uhren der fail -Anweisung im in Abb. 10.1 gezeigten Zu-
stand), dessen Berehnungszustand in Register geshoben. Die anshlieende









In ASM2 sind die allokierten Knoten, die noh in Zukunft besuht werden
k

onnen, immer genau diejenigen, die von breg

uber die b Funktion erreiht
werden k

onnen. Sie bilden einen Stak. Es ist aber zu beahten, da neben
den Stak-Knoten noh weitere, unerreihbare Knoten in der Tr

agermenge der
Sorte node existieren k

onnen. Ein Beispiel ist hier der Knoten A. Dies ist eine
der Problematiken, die sih bei der Verikation von 1/2 auswirken wird. Das









Dieser Abshnitt beshreibt die formale Verikation der ersten Verfeinerung mit
KIV. Das Hauptaugenmerk liegt in diesem Abshnitt niht in der Anwendung
der Theorie zur Verikation von ASM-Renements, sondern auf den prakti-
shen Problemen, die sih bei der Durhf

uhrung der Verikation ergeben. Diese
bestehen haupts

ahlih in der inkrementellen Entwiklung einer geeigneten Zu-
sammenhangsinvariante. Wir zeigen an der Verfeinerung exemplarish, da





einen streng formal gef

uhrten Beweis bei weitem niht ausreihend ist.
 eine groe Zahl von zus

atzlihen Eigenshaften formuliert werden mu,
die zu Beginn der Verikation niht vorhersehbar sind, die aber notwendig
sind, um die Korrektheit zu garantieren.
 f

ur die eÆziente Verikation von ASM-Verfeinerungen ein System notwen-









Um den letzten Punkt siherzustellen, waren viele Details am KIV-System
weiterzuentwikeln. Einige wurden in Abshnitt 3.4 beshrieben.
Die folgende Darstellung der Entwiklung der Zusammenhangsinvariante
maht es leider notwendig, den Leser mit einer groen Zahl von Details zu
konfrontieren. Der Leser, der niht an den Details der Verikation sondern nur
an ihren Ergebnissen interessiert ist, m

oge die 9 Eigenshaften aus [BR95℄, die
am Anfang des folgenden Abshnitts gegeben werden, mit der letztendlihen Zu-
sammenhangsinvariante am Ende des Abshnitts vergleihen. Ansonsten kann




uberspringen, und sih auf die Zusammenfassung
am Ende des Abshnitts beshr

anken.
Die initiale Zusammenhangsinvariante Die Verfeinerung von ASM1 zu
ASM2

andert die Ablaufstruktur des Interpreters niht. Eine Regelanwendung
von ASM1 entspriht einer Anwendung der Regel gleihen Namens in ASM2.
Wir haben also den Fall des data renement vorliegen. F

ur die Beweisverpih-
tungen aus Kapitel 6 bedeutet dies, da ndtype(x; x
0
) konstant mn ist, und in
der Beweisverpihtung (6.5) i = j = 1 gew

ahlt werden kann. Diese Beweisver-
pihtung vereinfaht sih demnah zu
INV(x,x
0
), stop = run, stop
0
= run
` hif stop = run then RULEi
hif stop
0








allt in 5 F

alle, je einen f

ur jede der 5 Regeln der ASMs. Die anderen
Beweisverpihtungen (6.10), (6.8), (6.9) und (6.11) sind alle trivial, da INV
die Formel stop = stop
0
enthalten wird. Somit bleibt als einzig kritisher Punkt
"
nur noh\ das Finden einer geeigneten Zusammenhangsinvariante INV(x; x
0
),
so da die Formel (11.1) f










aherung an die Gestalt von INV wird shon in [BR95℄, S. 17f
gegeben. Dort wird eine Hilfsfunktion F vorgeshlagen, die die Knoten des
Staks von ASM2 auf korrespondierende Knoten des Suhbaums von ASM1
abbildet (siehe Abb. 11.3).
Shon in [Sh94℄ wird festgestellt, da F niht statish deniert werden kann,
sondern induktiv

uber die Zahl der Regelanwendungen konstruiert werden mu.




In DL ist die L

osung einfah, da wir dynamishe Funktionen als Datentyp
zur Verf

ugung stellen (siehe die Spezikation Dynfun in Abshnitt 4.1). Somit
ist F eine Datenstruktur,

uber die quantiziert werden kann. Unsere Zusam-
menhangsinvariante sihert dann die Existenz einer geeigneten Funktion F f

ur
je zwei korrespondierende Zust

ande der beiden Interpreter ASM1 und ASM2.
F wird dann durh Instanzierung modiziert. Somit lassen sih die auf S. 17f
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in [BR95℄ angegebenen Eigenshaften zu den folgenden Konjunktionsgliedern in
unserer Zusammenhangsinvariante (f

ur Variablen, die sowohl in ASM1 als auh
in ASM2 vorkommen, verwenden wir wieder die Konvention, die Variable aus
ASM2 mit einem Strih zu versehen):
9 F:
1 deglseq[urrnode℄ = deglseqreg










4 father[urrnode℄ = F[breg℄
5 deglseq[F[n℄℄ = deglseq
0
[n℄













7b every(father, ands[F[n℄℄, F[n℄)
8 father[F[n℄℄ = b[n℄
9 F[?℄ = ?
In den Formeln bedeutet every(father,ands[n℄; n), da n der Vaterknoten aller
ands[n℄ ist.
Betrahtet man die Gleihungen 1 und 5 genauer, stellt man fest, da sie
so gar niht gelten. Zwar sind die Goals identish, jeder Cutpoint n mu aber









(F,[hgoal,tpti j dgl℄) = [hgoal, F(tpt)i j F
d
(F, dgl)℄
deniert, sowie 1 und 5 durh
1 deglseq[urrnode℄ = F
d
(F, deglseqreg)





ersetzt. Auerdem werden die oensihtlihen Gleihungen:
10 stop = stop
0
^ mode = mode
0
^ vireg = vireg
0
addiert. Die Formeln 1 { 10 bildeten die erste Version der Zusammenhangsinvari-
ante INV(x; x
0





Entwiklung der korrekten Zusammenhangsinvariante Es zeigt sih,
da die erste Variante niht ausreiht, um die Korrektheit zu zeigen. Vielmehr
waren ein Dutzend Iterationen notwendig, um die korrekte Invariante zu nden.
Die Fehlversuhe nahmen wesentlih mehr Zeit in Anspruh, als die erfolgreihe




uber die Suhe, und zeigen wie verstekte Annahmen in den Beweisen sihtbar
wurden. Beim Nahweis derartiger Annahmen zeigten sih weitere L

uken in den





at von F Nah nur 5 Minuten (und 6 Interaktionen) des ersten
formalen Beweises erreihten wir das folgende Beweisziel:
F[breg℄ = F[?℄ ! breg = ? (11.2)
Die Formel gilt (vgl. Abb. 11.3), aber woraus folgt sie? Ein kurze Analyse
des von KIV angezeigten Beweisbaums zeigt, da die Beweissituation dadurh
entsteht, da wir versuhen, zu zeigen, da genau dann, wenn ASM2 durh
Baktraking anh



























Oenbar wird die Injektivit

at von F ben

otigt, wie auh aus Abb. 11.3. er-
sihtlih wird. Wir addieren also
11 F injon s
zu INV, wobei injon durh
F injon s  8 n,n
1
. n 2 s ^ n
1
2 s ^ F[n℄ = F[n
1
℄ ! n = n
1
deniert ist. Dies maht die Injektivit

















ukliherweise, ist die Injektivit

at von F an-





)  urrnode℄ zu zeigen. Wir sind niht in
der Lage, zu zeigen, da die selet-Regel die Injektivit

at von F erh

alt (nah
der selet-Regel mu F den neuen Knoten new(s
0
) auf urrnode abbilden). Ei-
ne genauere Analyse ergibt, da es in der Tat Situationen gibt, in denen dies
niht m

oglih ist. Abb. 11.4 zeigt eine solhe Situation, in der zwei vershiedene




















Das Problem entsteht durh bereits verworfene Knoten in ASM2, die niht
mehr im Stak liegen, d.h. niht mehr von breg aus durh Verfolgen der durh die
Funktion b gegebenen Verzeigerung zu erreihen sind, die aber dennoh in der
Menge allokierter Knoten vorhanden sind. Die Funktion F ist aber momentan
auh auf diesen Knoten deniert, was die Injektivit

at verletzt. Auf der kleineren
Menge der Stakknoten ist F aber injektiv. Deshalb ben

otigen wir eine Cha-
rakterisierung des Staks, so da sih alle Eigenshaften, die wir

uber Knoten
gemaht haben, auf die Stakknoten beshr

anken lassen.
Die Charakterisierung des Staks ist auh notwendig, um ein weiteres Be-
weisziel desselben Beweises zu shlieen:
ands[urrnode  x℄[F[n℄℄ = ands[F[n℄℄
Hier mu bewiesen werden, da die Modikation von ands an der Stelle urrno-







12 F[n℄ 6= urrnode
Aber auh diese Formel ist niht immer wahr, wie man an Abb. 11.5 sieht, die
einen Zustand nah Baktraking zeigt. Auh hier gilt lediglih, da urrnode
niht im Bild der Stak -Knoten unter F liegt.
Bei der Charakterisierung der Stakknoten ist zu beahten, da die rekursive
























breg 6= ? ! stakof(b,breg) = [breg j stakof(b,b[breg℄)℄
zu einer inkonsistenten Spezikation f

uhrt, da es m

oglih ist, dynamishe
Funktionen zu konstruieren, die eine zyklishe Verzeigerung herstellen (f

ur einen






:= b[n  n℄ die
Formel stakof(b
0
; n) = [njstakof(b
0
; n)℄ herleiten, die dem Listenaxiom x 6= [ajx℄
widerspriht).
Ein korrekter Ansatz zur Charakterisierung der Stakknoten ist es, ein Pro-
gramm STACK# zu denieren (die Terminierung des Programms harakteri-
siert zyklenfreie Strukturen):
STACK#(n, b; var stak)
begin
if n = ? then stak := [℄ else
begin STACK#(b[n℄, b; stak); stak := [n j stak℄ end
end
Abbildung 11.6 : Charakterisierung von zyklenfreien Staks
Deniert man nun  (n) als die Konjunktion aller Eigenshaften, die von einem
selektierten Knoten n abh

angen (5 bis 8 und 11) und ' als die Konjunktion der
restlihen Formeln (1 bis 4, 9, 10 und 12), so hat die neue Zusammenhangsin-
variante INV die Form:
9 F: ' ^ hSTACK#(breg, b; stak)i (8 n. n 2 stak !  (n)) (11.3)
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Sie besagt also, da (f

ur ein geeignetes F ) ' gilt, und da STACK# terminiert
und eine Ergebnisliste stak liefert, so da  f






ur die beiden ut-Regeln mit dieser Versi-
on von INV zeigt eine neue Shwierigkeit:  mu f

ur den neuen Stak garantiert
werden, der durh die Anwendung der ut-Regel abge

andert wurde. Dieser Stak
beginnt beim gerade berehneten neuen breg, welhes auf den ersten Cutpoint
der bisherigen deglseq gesetzt worden. Nun ist klar, da der neue Stak die
Eigenshaften  vom alten erbt, da er ein Teil des alten Staks vor der Regelan-
wendung ist. Dies kann aber niht bewiesen werden, da niht bekannt ist, da
die Cutpoints immer Knoten aus dem aktuellen Stak sind. Diese Eigenshaft
mu also zur Invariante addiert werden:
Deshalb denieren wir ein entsprehendes Pr

adikat utptsin (inx geshrie-
ben), durh die Axiome
[ ℄ utptsin stak,








ufte die Denition von utptsin lediglih, ob alle
Cutpoints des ersten Arguments im zweiten enthalten sind. Da jedes deglseq[n℄






[n℄ utptsin (stak from b[n℄)
gefordert werden. Dabei ist stak from b[n℄ der bei b[n℄ beginnende Teilstak
von stak. Die inx geshriebene Funktion from kann durh
[ ℄ from n = [ ℄,
n 6= n
0
! [njl℄ from n
0
= l from n
0
,
[njl℄ from n = [njl℄
deniert werden. Durh die neuen Formeln

andert sih INV zu:
9 F. '
^ hSTACK#(breg, b; stak)i
( deglseqreg utptsin stak
^ (8 n. n 2 stak
!  (n)




Immer noh ist diese Invariante aber niht stark genug. Der Beweis shei-
tert, da bei der Anwendung der ut-Regel niht sihergestellt ist, da die weiter
hinten im deglseqreg stehenden Cutpoints im verk

urzten Stak bleiben. Diese
Eigenshaft gilt nur, weil die Cutpoints im deglseqreg in der rihtigen Reihen-











[ ℄ utptsin stak,
[hgoal,tpti jdgl℄ utptsin stak
$ tpt 2 stak
^ dgl utptsin (stak from tpt)
verst

arkt werden, wobei INV syntaktish unver

andert bleiben kann. Die

Ande-
rung hat in diesem Fall keine Auswirkungen auf die bereits gef

uhrten Beweise,












Weitere Eigenshaften Immer noh ist die Zusammenhangsinvariante un-
vollst

andig. Einige weitere Beweisversuhe zeigen nun, da es auh notwendig
ist, Eigenshaften des Suhbaums von ASM1 explizit zu mahen. Einige dieser
Eigenshaften sind (informell): Kein Kandidatenknoten ist im Bild von F, kei-
ne Kandidatenliste hat Duplikate, je zwei Kandidatenlisten sind disjunkt, usw.
Als Ergebnis erh

alt man shlielih nah insgesamt einem Dutzend Versuhen
(Tippfehlerkorrekturen niht mitgez

ahlt) die folgende Zusammenhangsinvari-
ante. Alle in der Invariante aufgef








9 F. stop = stop
0
^ mode = mode
0
^ vireg = vireg
0
^ subreg = sub[urrnode℄
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^ F[?℄ = ? ^ F[breg℄ = father[urrnode℄ ^ ? 6= urrnode
^ F
d
(F, deglseqreg) = deglseq[urrnode℄
^ ? 2 s
0
^ ? 2 s ^ urrnode 2 s








) = maplause(map(ll, ands[urrnode℄), db)
^ every(father, ands[urrnode℄, urrnode)
^ : urrnode 2 ands[urrnode℄ ^ : ? 2 ands[urrnode℄
^ ands[urrnode℄  s ^ nodups(ands[urrnode℄))
^ hSTACK#(breg, b; stak)i
( deglseqreg utptsin stak ^ andsdisjoint(F, ands, stak)
^ F injon stak
^ noands(F, ands, stak) ^ stak  s
0
^ 8 n. n 2 stak
! sub
0















) = mapl(map(ll, ands[F[n℄℄), db)
^ every(father, ands[F[n℄℄, F[n℄)
^ F[n℄ 6= urrnode ^ F[n℄ 2 s ^ nodups(ands[F[n℄℄)
^ ands[F[n℄℄  s ^ : urrnode 2 ands[F[n℄℄
^ ( mode = selet








12.1 Denition von ASM3
Obwohl ASM2 shon weniger Knoten allokiert als ASM1, gibt es noh zwei
weitere M

oglihkeiten zur Optimierung, die in ASM3 und ASM4 ausgenutzt
werden.
Dieser Abshnitt beshreibt zun

ahst die Wiederverwendung von Choie-
points. Wir folgen dabei [BR95℄, Kapitel 1.3. Die Optimierung kann am ein-
fahsten am Beispiel des vorigen Abshnitts gezeigt werden: Wenn dort die erste
Alternative f

ur den Aktivator p versuht wird, wird ein neuer Knoten A allo-
kiert, und die Werte deglseq[A℄, sub[A℄ und ll[A℄ f

ur den neuen Choiepoint
gesetzt.




uhrt, wird der Knoten A shlie-
lih durh Baktraking verlassen. Der Knoten A wird aus dem Stak entfernt,





ur die zweite Alternative f










uber ll[A℄ inkrementiert wurde (siehe
Abb. 11.2, S. 90 in Abshnitt 11.2).
Die Optimierung vermeidet nun die Deallokation und erneute Allokation von
Choiepoints. Stattdessen wird der alte Choiepoint wiederverwendet. Um dies
zu realisieren, wird das Entfernen des Choiepoints im else-Zweig von Bak-
traking gestrihen, und eine neue retry-Regel deniert, die durh das Setzen
von mode := retry aktiviert wird. Die Retry-Regel kombiniert nun den Eekt
des else-Zweiges von Baktraking und der folgenden selet-Regel: Sie entfernt
dem aktuellen Choiepoint n nur, falls keine Alternative mehr vorhanden ist,
und inkrementiert andernfalls den Wert von ll[n℄. Die bisherige Selet-Regel
wird nun nur noh f

ur die erste Alternative f

ur einen Aktivator verwendet, und
wird in try-Regel umbenannt. Der Test der bisherigen selet-Regel, ob noh eine
Alternative existiert, kann deshalb in die all -Regel vorverlegt werden. Da die
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retry- und try-Regel nun groe Teile gemeinsam h

atten (Unikation mit dem
Aktivator, Erh

ohen von vireg et.), wird, um Redundanz zu vermeiden, der ge-
meinsame Teil der beiden Regeln in eine enter -Regel geshoben, die durh mode
:= enter aktiviert wird. Insgesamt ergibt sih so die folgende Regelmenge
all rule















if mode = enter
then let la = rename(lause(llreg,db
2
),vireg)
let mgu = unify(at, hd(la))
if mgu = nil
then baktrak
else deglseqreg := mgu ^
d
[<bdy(la),treg> j ont℄
subreg := subreg Æ mgu
vireg := vireg +1
mode := all
goal suess rule
if goal = [℄ ^ deglseqreg 6= [℄
then deglseqreg := dr(deglseqreg)
query suess rule
if deglseqreg = [℄ then stop := halt
subst := subreg
try rule
if mode = try
then mode := enter
let tmp = new(s)





ll[tmp℄ := llreg +1
retry rule














if at = ! then father := utpt
deglseqreg := ont
fail rule
if at = fail then baktrak
wobei
baktrak 
if breg = ?
then stop := halt
subst := failure
else mode := retry
Zu beahten ist noh, da die enter -Regeln ein neues Register treg verwen-
det, um den Cutpoint tpt des neu berehneten deglseqreg zu setzen. Dies ist
notwendig, da nah der retry-Regel nun b[breg℄ statt wie bisher breg als tpt







Die Beshreibung der Optimierung von ASM2 nah ASM3 legt nahe, bei der Ve-





ande zu suhen, und dann Gruppen aufein-
anderfolgender Regelanwendungen zu suhen, die die Korrespondenz aufreht
erhalten. Zwei oensihtlih korrespondierende Zust

ande sind diejenigen, in de-
nen beide ASMs im all -Modus sind. In diesen sind die Belegungen der Register
und die beiden Choiepoint-Staks oenbar identish (modulo Umbenennung
der Stakknoten). Nur wenig komplizierter ist der Zusammenhang zwishen
den beiden Zust






uhrt. In diesem Fall stimmen die Registerinhalte von ASM2 mit dem
obersten Choiepoint des Staks von ASM3

uberein, und der Rest des Staks







ur die Register und den Stak von ASM2 bzw. ASM3, so ergibt
sih daraus ein erster Ansatz f






)  CINV _ RINV
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mit
CINV  mode = all ^ mode
0
= all ^ regs = regs
0
^ stak = stak
0
,
RINV  mode = selet ^ mode
0
= retry ^ stak
0
= push(regs,stak)







alt man die kommutierenden Diagramme
aus Abb. 12.1.











































































Abbildung 12.1 : Kommutierende Diagramme f

ur die Verfeinerung 2/3
selet1, selet2 und selet3 sind dabei die drei Unterf

alle der selet-Regel,





ur die angegebenen Diagramme ausreihend ist,
um die

Aquivalenz von ASM2 und ASM3 zu zeigen (die quantizierten Varia-





oglihen Regelpaare einfah entsprehend der Gr

oe der Diagramme zu
instantiieren). Die kommutierenden Diagramme wie auh der erste Ansatz f

ur
eine Zusammenhangsinvariante stimmen mit dem in [BR95℄ gegebenen

uberein.
Allerdings sieht man f

ur die formale Verikation sofort, da erneut eine Ab-
bildung F zwishen den Knoten notwendig ist (ASM3 allokiert ja weniger Kno-
ten als ASM2). Somit treten erneut

ahnlihe Probleme auf, die shon bei der
ersten Verfeinerung eine Rolle spielten, wie die Injektivit

at von F auf dem ak-








Verikation von 1/2 die Eigenshaft, da alle deglseq[n℄ nihtleer sind, und das
erste Goal darin mit einem benutzerdenierten Literal beginnt (wir shreiben
wieder goal[n℄ und at[n℄ f

ur diese Komponenten). Nur so kann gezeigt werden,
da die auf Baktraking folgende Regel nur ein retry sein kann, und niht etwa
ein goal suess.
Die Verwendung der Theorie aus Kapitel 6 erleihtert die Verikation enorm,





ande innerhalb der Diagramme auszuarbeiten (siehe dazu auh den
Vergleih zu Isabelle in Abshnitt 20).
Ein ersten Versuh, alle Diagramme als kommutierend nahzuweisen, ge-
lang nah 2 Wohen. Dieser erste Versuh verwendete eine Vorversion der jetzt
vorliegenden Theorie. Diese erlaubte zwar die Verwendung beliebiger kommu-
tierender Diagramme, erforderte aber noh einen getrennten Korrektheits- und
Vollst

andigkeitsbeweis mit zwei vershiedenen Zusammenhangsinvarianten, so-
wie (wie sih inzwishen gezeigt hat) den Nahweis des Modularisierungstheo-
rems f

ur die Instanz 2/3. 8 Versuhe waren notwendig, um die beiden korrekten
Zusammenhangsinvarianten zu nden.
In einem zweiten Versuh, der die jetzt vorliegende Theorie verwendet, konn-
te die

Aquivalenz von ASM2 und ASM3 in wenigen Stunden bewiesen wer-
den. Diese Zeitdauer ist nat

urlih durh den shon erfolgreihen ersten Versuh
g

unstig beeinut, ein etwas realeres Bild ergibt sih aus einem Vergleih der
Zahl der notwendigen Interaktionen in den erfolgreihen Beweisen: Statt 234
Interaktionen waren 75 notwendig, um die folgende Invariante als korrekt nah-
zuweisen:






^ (stop = suess ! subreg = subreg
0
)
^ ? 2 s ^ ? 2 s
0
^ ( stop 6= run
(* CINV *)
_ stop = run ^ stop
0
= run ^ mode = all ^ mode
0
= all
^ vireg = vireg
0
^ subreg = subreg
0

















(F, stak) = stak
0
^ F injon stak ^ F
l





^ (8 n. n 2 stak
! sub
0










[n℄ utptsin dr(stak from n)
^ deglseq
0
[n℄ 6= [℄ ^ goal
0
[n℄ 6= [℄




_ stop = run ^ stop
0





6= [℄ ^ goal
0
6= [℄ ^ deglseqreg 6= [℄ ^ goal 6= [℄
^ is user dened(at) ^ breg
0
6= ?






























℄) = deglseqreg ^ F[?℄ = ?
^ F injon stak ^ F
l











^ (8 n. n 2 stak
! sub
0










[n℄ utptsin dr(stak from n)
^ deglseq
0
[n℄ 6= [℄ ^ goal[n℄ 6= [℄




13.1 Denition von ASM4
In der Verfeinerung von ASM2 zu ASM3 wurde die unn

otige Deallokation und
Reallokation von Choiepoints beseitigt. Es gibt aber noh eine weitere Optimie-
rungsm





Zum Beispiel zeigen beide Choiepoints A
0
(in ASM3 wird hier A wiederver-
wendet) und C der Abb. 11.2, S. 90 aus Abshnitt 11.2 auf eine leere Klausel-




) = lause(ll [C℄,db
2
) = null. Wird ein leerer
Choiepoint durh eine retry-Regel besuht, so wird direkt deep-baktrak auf-
gerufen, was einfah dazu f

uhrt, da der Choiepoint gel

osht wird. Deshalb
ist es sinnvoll, die Entstehung derartiger Choiepoints durh vorausshauende
Tests zu verhindern. F






) nur eine einzelne Klausel liefert. In der retry-Regel
kann der Choiepoint, statt ihn zu modizieren, ganz beseitigt werden, wenn sei-
ne Alternativen leer werden. Im Gegenzug kann dann der Test auf einen leeren
Choiepoint in der retry-Regel entfallen. Dem Zustand von ASM2 aus Abb. 11.2
entspriht in ASM4 dann der in Abb. 13.1 gezeigte.
Die modizierte try- und retry-Regel bekommen also die Form:
105













if mode = try






then let tmp = new(s)




ll[tmp℄ := llreg +1
breg := tmp
retry rule
if mode = retry









then ll[breg℄ := ll[breg℄ +1






Aquivalenz von ASM3 und ASM4 zu zeigen, ist oenbar eine Bijek-
tion F notwendig, die nihtleere Choiepoints von ASM3 und entsprehenden
Choiepoints in ASM4 in Beziehung setzt. Die Rihtung der Denition ist un-
erheblih, sie bestimmt lediglih, welher der beiden Staks durh einen Aufruf
von STACK# berehnet werden mu. In Anlehnung an [BR95℄ haben wir den




Als wesentlihes Problem bei der Erstellung einer Zusammenhangsinvariante
bleibt nun die Zuordnung der Cutpoints. Dazu denieren wir ein Programm
F#, das jeden Cutpoint von ASM3 auf den n

ahsttieferliegenden nihtleeren
abbildet. Das Programm G# wendet F# auf alle Cutpoints einer deglseq an.
Anwendung von G# und dann von F (mit F
d
) auf eine deglseq von ASM3





ogliher zyklisher Verzeigerungen wieder niht in Frage. Abb. 13.2 zeigt
die Zuordnung zwishen zwei Choiepoint-Staks, wobei leere Choiepoints aus
ASM3 durh einen niht ausgef































































Abbildung 13.2 : Zuordnung der Choiepoints von ASM3 zu ASM4
Die formale Denition einer Prozedur F#, sowie einer Prozedur G#, die F#


























































Die hier gegebene Denition korrigiert und vereinfaht die in [BR95℄ ent-
haltene Denition. Als ersten Ansatz f













^ vireg = vireg
0
^ subreg = subreg
0
^ llreg = llreg
0
^ F[?℄ = ? ^ mode = mode
0




















^ 8 n. n 2 stak
! sub[n℄ = sub
0
[n℄ ^ ll[n℄ = ll
0
[n℄










Die beiden Konjunktionsglieder mit Aufrufen von F# sowie F [?℄ = ? ge-
ben dabei die Konstruktion des ASM4-Staks aus dem ASM3-Stak wieder.
F

ur die Zuordnung der Regeln ist klar, da die meisten Regelanwendungen aus
ASM3 auh eine korrespondierende Regelanwendung in ASM4 besitzen. Ledig-
lih Aufrufe der retry-Regel, die einen leeren Choiepoint durh Aufruf von
deep-baktrak entfernen, haben keinen korrespondierenden Shritt in ASM4.
Es ergibt sih also ein 1:0-Diagramm f

ur diesen Fall und 1:1-Diagramme sonst.
Die Funktion ndt aus Kapitel 6 hat also im Gegensatz zu den bisherigen Ver-
feinerungen niht mehr konstant den Wert mn. Sie ist vielmehr durh
stop = run ^ deglseqreg 6= [℄ ^ goal 6= [℄



















, . . . bezeihnen dabei wie immer die Vektoren aller (zu Programm-
variablen






Aquivalenz von ASM3 und ASM4 ben

otigen wir wegen der
Existenz dreiekiger Diagramme nun entsprehend der Theorie aus Kapitel 6
eine Funktion exe0n. Diese sollte die Anzahl der aufeinanderfolgenden 1:0-




A  B;C k







ankung ist hier oensihtlih durh die H

ohe des ASM3-
Staks gegeben. Die Beweisverpihtung (6.6) aus Kapitel 6 l

at sih dann zu
stop = run ^ INV
34
^ deglseqreg 6= [℄ ^ goal 6= [℄
^ mode = retry ^ lause(ll[breg℄,db
2
) = null





^ (hSTACK#(breg,b;stak)i #(stak) < m _ stop = failure))
instanzieren. Das Disjunktionsglied ndt(x; x
0
) 6= m0 aus der Nahbedingung der
generishen Beweisverpihtung wurde dabei zu stop = failure versh

arft, da
dies oensihtlih der einzige Fall ist, in dem ASM3 den Stak niht verkleinert.
Zu beahten ist f






alt. Im Gegenteil ist laut Beweisverpihtung (6.9) aus
Kapitel 6 zu zeigen, da
stop = run ^ stop
0





gilt. Daraus ergibt sih ein wesentlihes Problem f

ur die Verikation: Es ist
m

oglih, da ASM4 bereits terminiert hat, w

ahrend ASM3 noh leere Choie-
points abarbeiten mu. Das Problem der nihtsimultanen Terminierung verur-
saht eine Reihe von Zusatzkomplikationen f

ur die Zusammenhangsinvariante,
da sihergestellt werden mu, da sie auh f

ur die beshriebene Situation gilt.
Es gilt dann n

amlih niht mehr stop = stop
0
, und auh mode = mode
0
wird
verletzt, wie man sih leiht







6= failure ! stop = stop
0





= failure ^ stop 6= failure





aht werden. Zusammen mit der Eigenshaft








aus der bisherigen Invariante wird nun garantiert, da im kritishen Fall alle
Choiepoints im verbleibenden Stak von ASM3 leer sind.
Der so erhaltene erste Ansatz f

ur die Invariante reiht wie immer noh niht
aus, um die

Aquivalenz der beiden ASMs zu zeigen. Ben

otigt werden wie in
1/2 und 2/3 die Injektivit

at der Funktion F (diesmal nur auf den nihtleeren
Choiepoints), die utptsin-Eigenshaft, sowie die Existenz von at[n℄ f

ur jeden





= retry ! breg
0
6= ?, sowie eine Charakterisie-
rung des treg bzw. treg
0
-Registers. Diese Eigenshaften sind aber sehr einfah
zu sehen, so da nah zwei Wohen und 5 Iterationen die folgende, korrekte
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^ ( mode = enter





) 6= null ^ llreg+1 = ll[breg℄
^ deglseqreg = deglseq[breg℄)
^ (mode
0
























































^ F[?℄ = ? ^ ? 2 s ^ ? 2 s
0
^ breg 2 s ^ treg 2 s
^ vireg = vireg
0
^ subreg = subreg
0
^ llreg = llreg
0
^ (mode = retry ! breg 6= ? ^ deglseqreg 6= [℄ ^ goal 6= [℄)
^ (deglseqreg
0
= [℄ _ goal = [℄ ! mode = all)
^ (stop
0
6= failure ! mode = mode
0





= failure ^ stop 6= failure
! stop = run ^ mode = retry ^ breg
0
= ?)



















^ hSTACK#(breg, b; stak)i
( stak  s ^ (mode 6= retry ! deglseqreg utptsin stak)
^ (8 n. n 2 stak
! deglseq[n℄ utptsin dr(stak from n)
^ deglseq[n℄ 6= [℄ ^ goal[n℄ 6= [℄)





! F[n℄ 2 s
0
^ F[n℄ 6= ? ^ deglseq[n℄ 6= [℄ ^ goal 6= [℄





















^ ll[n℄ = ll
0














^ n 6= n
1





aglih liee sih die Invariante noh durh Zusammenfassung von de-
terministish aufeinander folgenden 1:1-Diagrammen zu gr

oeren Diagrammen
vereinfahen. Dies ist f

ur die Regelfolgen all (zweiter Fall, in dem kein Bak-
traking ausgel

ost wird) try, enter (ergibt ein 3:3-Diagramm) und retry, enter
(2:2-Diagramm) m





den Ekpunkten der Diagramme, so da die Invariante f

ur mode = try, mode
0
=
try, mode = enter oder mode
0
= enter niht mehr gelten mu. Alle Konjunkti-
onsglieder, die eine dieser Bedingungen als Voraussetzung haben, also die ersten
11 Zeilen der Invariante, k

onnen so aus der Invariante entfernt werden.






14.1 Denition von ASM5
Die ersten drei Verfeinerungen k

onnen als Optimierung der ersten ASM ange-
sehen werden, die die Repr

asentation des Prolog-Programms niht ver

andern.
In der Verfeinerung von ASM4 nah ASM5 wird dagegen die Pr

adikatstruktur
von Prolog ompiliert. Dazu werden die ersten Instruktionen eingef

uhrt, die sih





ahst insofern ab, als der Code von ASM5 zun

ahst li-





uhrt werden (eine genauere Denition der beiden Begrie folgt
sp

ater). Der Grund liegt einfah darin, da sih am

Ubergang von ASM4 zu
ASM5 die typishen Probleme studieren lassen, die sih aus einer Compiler-









uhrung von Prolog-Code aus der mode-Variable in den Code zu verlagern. Dazu
wird die Rolle des llreg ge

andert. Es zeigt nun niht mehr in eine Liste von
Klauseln, sondern wird ein Programmz

ahler, der in eine Liste von Anweisungen
zeigt. Es wird deshalb auh zu preg umbenannt (von engl. program ounter).
Analog wird ll[n℄ zu p[n℄.
Die bei preg vorliegende Anweisung wird nun von einer Funktion ode ge-
liefert, die die Funktion lause ersetzt. Abfragen der Variablen mode werden
nun durh Abfragen






die Datenbasis von ASM5 ist. Die m

oglihen Anweisungen von ASM5
sind zum Teil weiterhin Klauseln (die Einzelklauseln werden erst in den Verfei-
nerungen 8/9 und 9/10 in feinere Anweisungen zerlegt). Zus

atzlih werden nun










Um die Funktion der Kontrollinstruktionen zu verstehen, betrahten wir als






















Die Labels L1 { L4 dienen als symbolishe Adressen. Bei einer Anfrage ?-
p(X) an das Prolog-Programm setzt die all -Regel (die jetzt aufgerufen wird,
wenn sih preg an einer speziellen Adresse start bendet) preg jetzt auf die
Adresse L1 (die Adresse failode als Ergebnis der prodef -Funktion zeigt jetzt
an, da keine unizierbaren Klauseln vorhanden sind).
all rule
if is user dened(at) ^ preg = start














if breg = ?
then stop := failure
else preg := p[breg℄
Das Ausf

uhren der try me else(L2) Anweisung bei Adresse L1 durh die




) = try me else(N)
then let tmp = new(s)
s := s [ ftmpg






preg := preg +1
Die im Choiepoint abgelegte Adresse f

ur alternative Klauseln ist L2, und
die Ausf

uhrung des Programms geht mit der folgenden Adresse weiter. Die dort
stehende Klausel wird durh die enter rule ausgef

uhrt, die dieselbe Wirkung wie
in ASM4 hat. Da sie bei erfolgreiher Unikation die all rule aktivieren mu,
setzt sie preg := start.
enter rule
if is user dened(at) ^ ode(preg,db
5
) = lause
then let la = rename(lause,vi)
let mgu = unify(at, hd(la))
if mgu = nil
then baktrak
else deglseqreg := mgu ^
d
[<bdy(la),treg> j ont℄
subreg := subreg Æ unify
vi := vi +1
preg := start
Wenn durh Baktraking preg zu L3 oder zu L5 wird, werden die retry me
rule bzw. die trust me rule ausgef

uhrt, die dem then- bzw. else-Fall der retry
rule von ASM4 entsprehen. Die Falluntersheidung wird also niht mehr zur




) = retry me else(N)








) = trust me




preg := preg +1




orenden Klauseln der Ori-




das mit einem try me else-Anweisung beginnt, dann abwehseln Klauseln und
retry me else-Anweisungen enth

alt. Die letzte Klausel wird durh ein trust me
eingeleitet. Ein derartiges Codefragment wird als lineare Kette bezeihnet (engl.






















































die in den ASMs 2,3 und 4 verwendete prodef -
Funktion und Datenbasis. prodef
5





ist das ompilierte Prolog-Programm. Die Prozedur L-CHAIN# terminiert




) eine lineare Kette ist.
Sie liefert die in ihr enthaltenen Adressen von Klauseln. Genau wie bei stakof
(siehe S. 95 in Abshnitt 11.2) gen

ugt eine Denition einer pr

adikatenlogishen
Funktion l-hain durh rekursive Gleihungen niht. Durh die Terminierung
m

ussen zyklishe Ketten als Ergebnis der Kompilation ausgeshlossen werden.
Eine pr






Analysiert man die Verfeinerung von ASM4 nah ASM5, so stellt man fest, da





)) = null von der try rule in die all rule stattndet.
Diese Modikation l

at sih auh rein in ASM4 durhf

uhren. Dazu werden die
try rule und die all rule durh
all rule
if stop = run ^ mode = all




















then mode := try
else mode := enter
try rule




then mode := enter
let tmp = new(s)





ll[tmp℄ := llreg +1
ersetzt. Bezeihnet man das Ergebnis als ASM4a, so enth

alt die Verfeinerung
von ASM4a zu ASM5 nur noh 1:1-Diagramme.
F

ur die Verikation der Verfeinerung von ASM4 nah ASM4a mu f

ur den
Fall, damode = all ist und kein Baktraking stattndet, ein 2:1- bzw. ein 2:2-
Diagramm f






)) = null gilt oder niht. Die in KIV durhgef

uhrte Veri-





ugt. Wir gehen daher niht weiter darauf ein.
Die Verikation von 4a/5 war Gegenstand der Diplomarbeit von Wolfgang
Ahrendt an der Universit





Etwa ein Monat Arbeit und 9 Iterationen waren notwendig, um die korrekte
Zusammenhangsinvariante zu nden. Die Komplexit

at des Beweises ist in etwa
so hoh wie die der Verikation der Verfeinerung 1/2. Die wesentlihe Proble-
matik bei der Erstellung der Zusammenhangsinvariante ist es, die Compileran-
nahmen in g

ultige Beziehungen zwishen den den Choiepoints umzuformen.
So mu z.B. f

ur den Fall mode = retry f

ur jeden Choiepoint n gelten, da
die in p[n℄ beginnende Code-Kette der ASM5 mit einem retry me else oder
trust me beginnt, und dieselben Klauseln enth

alt, wie die bei ll[n℄ beginnende






















gelten mu. Typish f

ur ehte Kompilationsshritte ist die Verwendung einer
Unterprozedur der in der Compilerannahme denierten Prozedur L-CHAIN#
(f

ur die Denition siehe Anhang D.1). Man stellt fest, da es, um die in der
Zusammenhangsinvariante auftretenden Formeln m

oglihst einfah zu halten,
am besten ist, die Prozeduren der Compilerannahmen entsprehend des Ablaufs
der ASM zu strukturieren.
Das wohl wihtigste Ergebnis der Verikation von 4a/5 war die Aufdekung
eines unbeabsihtigten Indeterminismus in ASM3 und ASM4. Das Problem wur-
de in dieser Verfeinerung gefunden, da sie vor den Verfeinerungen 2/3 und 3/4
veriziert wurde. Um das Problem zu erkennen, betrahte man die fail rule aus




ubernommen wird. Die oensihtlihe
Intention bei der Denition der Regel war, da anshlieend die retry rule aus-
gef







uhrung der Regel ihre eigene Vorbedingung niht falsiziert. Das Re-
gelsystem ist somit indeterministish, und das Ausf

uhren einer fail -Anweisung
kann zu einer Endlosshleife f

uhren.
Obwohl der Fehler leiht zu beheben ist | ein zus

atzlihes Konjunktionsglied
mode = all im Regeltest der fail rule reiht aus | ist dies unserer Meinung nah
ein typisher Fehler, der auh durh sehr genaue Inspektion der ASM niht zu
nden ist (und nat

urlih mute der Code f

ur die Erstellung einer Zusammen-
hangsinvarianten sehr genau analysiert werden). Beim Lesen des Codes wird
man den Indeterminismus immer intuitiv rihtig au

osen. Die formale ASM-
Denition und ebenso die letztendlihe Implementierung des Prolog-Compilers
kennt aber nat

urlih keine Intentionen, und wird den Konikt bei der Sequen-
tialisierung (so wie dies unsere Umsetzung in ein geshahteltes if-then-else auh
tat) evtl. falsh au

osen.
Die formale Verikation f

uhrt im Gegensatz zur informellen Analyse beim
Versuh, die fail rule zu verizieren, unvermeidlih zur Entdekung des Fehlers.
Die ermittelte Zusammenhangsinvariante f







^ vireg = vireg
0
^ subreg = subreg
0
^ breg = breg
0
^ treg = treg
0
^ deglseqreg = deglseqreg
0
^ s = s
0
^ breg 2 s ^ treg 2 s
^ deglseqreg tpelem s
^ (mode = all ! preg = start)
^ (mode = retry ! breg 6= ? ^ preg = p[breg
0
℄)
^ (mode = enter ! ode(preg, db
5





^ ( mode = try






















^ (deglseqreg = [℄ _ goal = [℄ _ at = ! _ at = true ! mode = all
0
)
^ (8 n. n 2 s ^ n 6= ?
! b[n℄ 2 s ^ deglseq[n℄ tpelem s ^ sub[n℄ = sub
0
[n℄
^ b[n℄ = b
0
[n℄ ^ deglseq[n℄ = deglseq
0
[n℄ ^ deglseq[n℄ 6= [℄



























15.1 Denition von ASM6 und ASM7
In den ersten 5 ASM's wird das Problem, wie
"
relevante\ Klauseln, deren Kopf
mit den Aktivator unizieren k

onnten, in die Verwendung einer unterspezizier-
ten prodef -Funktion odiert. In ASM7 wird diese Unterspezikation durh die




ur die Konkretisierung der prodef -Funktion sind zun





 Eine einfahe Implementierung, in der prodef(at,db) alle Klauseln liefert,




adikatsymbol wie at hat. Diese L

osung
ist ineÆzient, da sie zu einer linearen Suhe in den Klauseln f

uhrt, und
eine groe Zahl von (aufwendigen) fehlshlagenden Unikationsversuhen





) in einer Datenbasis.
 Eine aufwendige L

osung, die nur die mit dem Aktivator unizierbaren
Klauseln ausw

ahlt. Eine derartige L

osung ist mit Hilfe von sog.
"
disrimi-
nation nets\ (siehe etwa [Gra96℄) m

oglih. Sie odiert die gesamte Uni-
kation bereits in die Klauselselektion.
Die in der WAM verwendete L

osung ist ein Kompromi zwishen den beiden
Extremen. Sie verwendet die einfahe prodef -Funktion in der all -Regel und
zus






bolen in Argumenten von at, zu relevanten
"





Wenn etwa der Aktivator die Form p(t1,f(t2)) hat, k

onnte eine Swithing-
Anweisung etwa zu einer Gruppe von Klauseln springen, deren zweites Argu-
ment entweder eine Variable oder f ist. Klauseln,deren zweites Argument ein










Gruppierung von Klauseln m

oglih gemaht werden. Dies geshieht in ASM6
durh die Einf

uhrung von Anweisungsfolgen, die geshahtelte Ketten bilden.
Geshahtelte Ketten sind genau wie lineare Ketten deniert, eine geshahtelte
Kette darf aber an jeder Stelle, an der in einer linearen Kette eine Klausel





ahnliher Klauseln gebildet werden, und von den
Swithing-Anweisungen in ASM7 als Ganzes

ubersprungen werden.
Betrahtet man das Beispielprogramm (14.1) aus Abshnitt 14.1, so k

onnen
etwa die letzten beiden Klauseln gruppiert werden. Dies ergibt die bei L4 be-











Die Umstellung von linearen Ketten auf geshahtelte Ketten erfordert nur
eine minimale

Anderung der ASM-Codes. In der retry me else und trust me-
Anweisung kann treg niht mehr mit b[breg℄ geladen werden, da der Cutpoint
des gerade aktiven Goals niht mehr der Vater von breg sein mu. Vielmehr
m

ussen alle Choiepoints, die f

ur den aktuellen Aktivator aufgebaut wurden,
ignoriert werden. Diese Zahl ist gerade die Shahtelungstiefe innerhalb der Co-
dekette, die die ASM gerade abarbeitet. F

ur das trust me bei L5 also 2, die
korrekte Zuweisung an treg in der entsprehenden Regel w

are also treg :=
b[b[breg℄℄. Das trust me bei L3 m

ute hingegen weiterhin treg auf b[breg℄ set-
zen. Um das Problem zu l

osen, gibt es 2 Alternativen, die in [BR95℄ durh die
niht konkretisierte Anweisung restore utpoint wiedergegeben wurden: Entwe-
der mu jede retry me else und trust me-Anweisung ein zus

atzlihes Argument
erhalten, das die Tiefe innerhalb der geshahtelten Kette wiedergibt, oder das
korrekte treg mu innerhalb eines Choiepoints gespeihert werden. Wir ha-




ahlt, die nah [AK91℄ die Standardl

osung darstellt.
Sie erfordert eine zus

atzlihe Komponente t f

ur jeden Choiepoint. Die neuen




) = try me else(N)
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then let tmp = new(s)







preg := preg +1
retry me else rule
if ode(preg,db
7
) = retry me else(N)








) = trust me




preg := preg +1





onnen in ASM7 nun Swithing-Anweisungen Ketten und Unterketten voran-
gestellt werden. Es gibt 3 Typen:
 swith on term(i,Lv,L,Ll,Ls) springt zu Adresse Lv, L, Ll bzw. Ls,
abh

angig davon, ob das i-te Argument arg(at,i) des Aktivators eine Va-
riable, eine Konstante, eine Liste oder ein Funktionsterm ist.
 swith on strut(i,N,T), nimmt an, da bereits sihergestellt ist, da
arg(at,i) ein Funktionsterm ist. Verzweigt wird je nah f

uhrendem Funkti-
onssymbol von arg(at,i). Die Sprungadresse wird dabei durh Nahshla-
gen in einer Tabelle von Tripeln (f,j,L) bestimmt. Von dieser Tabelle wird
angenommen, da sie an der Adresse T im Speiher liegt, und N Tripel
enth

alt. Falls der Unterterm arg(at,i) mit ein Term mit f

uhrendem Funk-
tionssymbol f und j Untertermen ist, springt die Instruktion nah L. Die
Auswahl des passenden Labels ist in die abstrakte Funktion hashs odiert.




 swith on onst(i,N,T) nimmt analog zu swith on strut an, da be-




Adresse T eine Tabelle mit N Paaren (,L) gespeihert ist. F

ur die abstrak-




falls arg(at,i) =  ist
In unserem Beispiel k















Adresse T enthielte dann eine einelementige Liste mit dem Element (g,1,L7).
failode ist eine spezielle Adresse, die zu Baktraking f

uhrt. Diese Adresse mu
von hashs und hash auh zur

ukgegeben gegeben werden, wenn das Funktions-






swith on term rule
if ode(preg, db
7





























) then preg := N
l
;
if preg = failode then baktrak
swith on onstant rule
if ode(preg, db
7









if preg = failode then baktrak
swith on struture rule
if ode(preg, db
7











if preg = failode then baktrak
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Man beahte, da zwar die failode-Adresse in den in [BR95℄ gegebenen Bei-
spielen vorkommt, da aber der Aufruf von Baktraking in dem in Anhang 2
gegebenen Regeln fehlt. In den in [AK91℄ gegebenen Regeln f

ur swith on strut
und swith on onst ist der Aufruf vorhanden, f

ur die swith on term-Anweisung
wird er aber auh nur durh die nirgends explizit gemahte Annahme, da die
failode-Adresse die Adresse der Baktraking-Routine ist, realisiert.
Um die Verwendung von Klauseln in mehreren Ketten zu erm

oglihen, wer-
den in ASM6 auerdem die Instruktionen try(L), retry(L) und trust(L) ein-
gef

uhrt. Deren Eekt ist identish zu dem der try me else(L), retry me else(L)
und trust me-Anweisungen, lediglih die Rolle von L und preg +1 als Adresse





then let tmp = new(s)












then deglseqreg := deglseq[breg℄
treg := t[breg℄
subreg := sub[breg℄

























L4: p(f(X)) :- body2.
L5: retry_me_else(L8)
L6: p(g(X)) :- body3.
L7: trust_me




wobei die Tabelle T die beiden Eintr

age (g; 1;L6) und (f; 1;L9) enthalten
w










uhren, und dann mit den bei L9 stehenden try und
trust-Anweisungen die beiden Klauseln bei L6 und L8 versuhen.
Zum Shlu sollte bemerkt werden, da die oben gegebenen Codeshema nur
zwei von vielen m

oglihen Shemata sind. Die Compilerannahme f

ur die Verfei-
nerung von 5/7 l

at noh eine groe Zahl von Alternativen zu, unter anderem








































ur 5/6 ist analog zu der f

ur 4/5. Durh die Einf

uhrung von Swithing-





kat von der prodef -Funktion in die Swithing-Funktion verlagert. Lediglih




adikatsymbol mu noh von der prodef -
Funktion

ubernommen werden. Diese kann nun als Tabelle (d.h. abstrakt durh
eine dynamishe Funktion) prodef
7
, die vom Verfeinerungsshritt 6/7 erzeugt
wird,










































adikatsymbol inl. Stelligkeit eines







uhrt, da uns dies die logishe Realisierung des in [BR95℄, S. 27 genann-
ten Verfeinerungsgedankens f









adikatsymbols erst (ohne da darauf im Text
eingegangen wird) in der letzten ASM (der WAM) realisiert.
Die Programme CHAIN# und S-CHAIN# in der Compilerannahme harak-
terisieren geshahtelte Ketten (engl. nested hains) bzw. geshahtelte Ketten
mit Swithing. Die konkrete Denition von S-CHAIN# ist in Anhang D.2 gege-
ben. Sie ist deutlih komplexer als die in [BR95℄ gegebene, da sie u.a. pr

azisiert,










Aquivalenz von ASM5, ASM6 und ASM7 ist,
da sie alle dieselben Kandidatenklauseln versuhen. Etwas pr

aziser formuliert,
rufen alle 3 ASMs dieselbe Folge von all - und enter -Regeln mit denselben
Aktivatoren at und jeweils denselben Kandidatenknoten (in der bei preg be-
ginnenden (Rest-)Kette) auf. Leider ist dieses informelle Argument, wie es auh
in [BR95℄ gegeben wird, f

ur einen formalen Beweis bei weitem niht ausreihend.
Zwar l

at sih daraus eine Zerteilung des Gesamtablaufs in Teildiagramme ge-
winnen, deren Ekpunkte Zust

ande mit preg = start und is lause(ode(preg,db))
sind. Das Argument gibt aber weder eine Zuordnung von Zust

anden, noh einen
Hinweis, wie das Kommutieren der Teildiagramme nahgewiesen werden kann.
Um die Verikation in den Gri zu bekommen, sind deshalb die folgenden
drei Probleme zu l

osen, die in den folgenden Abshnitten diskutiert werden:
 Es ist ein pr

aziser Zusammenhang zwishen den Choiepoint-Staks zu
bestimmen.
 Hat man die rihtige Zuordnung gefunden, so mu daraus eine Zuordnung
der Cutpoints in den deglseq 's bestimmt werden. Daraus ergibt sih dann
ein erster Ansatz f

ur eine Zusammenhangsinvariante
 Shlielih bleibt als drittes Problem die Verikation der Teildiagramme.
Diese haben nun keine fest vorgegebene Gr

oe mehr, wie dies bisher der
Fall war. Vielmehr ist die Gr

oe der Diagramme jetzt von der Anzahl der
Instruktionen in einer Codekette abh

angig. Wir diskutieren 2 Methoden,
Diagramme, deren Gr

oe von der Gr





Versuht man, das erste Problem zu l

osen, so stellt man sofort fest, da es
einfaher ist, das Renement 5/7 zu verizieren als die Verfeinerung 6/7. Im
ersten Fall mu der f

ur einen Aktivator aufgebaute eine Choiepoint von ASM5
mit den entsprehenden Choiepoints in ASM7 verglihen werden, im zweiten
Fall m






ur die auftretenden Probleme, die Verfeinerung
5/6 veriziert, dann aber direkt die Verfeinerung 5/7 in Angri genommen. Wir
diskutieren daher im folgenden die L

osung der drei obengenannten Probleme f

ur





Zuordnung der Choiepoint-Staks Der Zusammenhang zwishen den bei-
den Staks wurde zun

ahst sowohl bei 5/6 als auh bei 5/7 durh eine dynami-
she Funktion H : node ! nodelist modelliert, die zu jedem ASM5-Choiepoint
die passenden ASM6 bzw. ASM7-Choiepoints liefert. Die Funktion wird wie
die Funktion F aus der Verikation von 1/2 (siehe Abshnitt 11.2) in der Zu-
sammenhangsinvariante existentiell quantiziert. Aneinanderh

angen der (jeweils
nihtleeren) Listen H [n℄ f

ur die Stakknoten von ASM5 sollte den Stak von
ASM6 bzw. ASM7 ergeben. Die bei p[n℄ h

angende (Rest-)Kette (mit CHAIN-
RET# berehnet) sollte dieselben Klauseln enthalten, wie sie sih durh Zusam-
menh







2 H [n℄ beginnenden Ketten ergibt (Programm








































Es zeigt sih, da dieser Zusammenhang zwar f






ur 5/7 aber niht ausreiht. Der Grund ist, da in ASM7 ein Choie-
point n m

oglih ist, dessen bei p[n℄ gespeiherte Kette keine Klauseln enth

alt
(der passende Aufruf von S-CHAIN-RET# liefert die leere Liste). Wir nennen
einen solhen Choiepoint im folgenden leeren Choiepoint. F

ur einen leeren




ur einen solhen leeren Choiepoint l

at sih etwa f

ur das folgen-
de Beispielprogramm geben, wobei die Tabelle T die beiden Eintr

age (f; 1;L5)









L5: p(f(X)) :- body2.
L6: trust_me









Abarbeitung der ersten Klausel vorhanden. Zu diesem Zeitpunkt zeigt p[n℄ f

ur
den durh die try me else-Anweisung aufgebauten Choiepoint n nah L2. Die
Ausf







uhren, ohne da eine weitere Klausel versuht wird. Dennoh
ist der Choiepoint vorhanden, w

ahrend body1 abgearbeitet wird. In ASM5 wird
dagegen f














der Code in ASM5 nur aus genau der ersten Klausel besteht. Somit ist das
Bild des ASM5-Staks unter H niht mehr der ganze ASM7-Stak, sondern die
Bilder H [n℄ und H [b[n℄℄ zweier aufeinanderfolgender Knoten werden getrennt






























































































































































In Abbildung 15.1 ist die Situation graphish wiedergegeben. Leere Choi-




Register deglseqreg,subreg und llreg. Die Abbildung zeigt, da den Registe-
rinhalten von ASM5 niht nur die Registerinhalte von ASM6 bzw. ASM7 ent-
sprehen, sondern zus

atzlih die Inhalte von Choiepoints, die in einer Liste nl
enthalten sind. Die Abbildung zeigt auerdem, da die Problematik der leeren






formalisiert wurde. Zu beahten ist auh, da am unteren Ende des Staks ei-
ne zus

atzlihe Liste leerer Choiepoints von H
0
(?) vorhanden sein kann. Diese
verursaht genau wie in der Verfeinerung 3/4 Probleme bei der Terminierung
der ASMs.
Zuordnung der Cutpoints F

ur die Verikation von 5/6 wird ein Cutpoint
tpt der ASM5 einfah auf ar(H [tpt℄), den obersten korrespondierenden Cut-
point von ASM6, abgebildet. Eine Funktion H
d
(H;deglseq[n℄) bildet alle Cut-
points aus deglseq[n℄ entsprehend ab.
Die dazu analoge Annahme, da tpt auf ar(H
0
[tpt℄) abgebildet werden
mu, bestand auh bei den ersten Verikationsversuhen von 5/7. Eine genaue
Analyse der Fehlshl

age dieser ersten Versuhe zeigte aber, da der tpt entspre-
hende Cutpoint irgendwo innerhalb der leeren Choiepoints zwishen H[tpt℄
und H[b[tpt℄℄ liegen kann, oder das erste Element von H[b[tpt℄℄ sein kann. Da-
bei gibt es auh noh die Ausnahme, in der b[tpt℄ = ? ist. Dann liegt der
entsprehende Cutpoint in H
0
[?℄ oder ist selbst ?. Die formale Denition der

Ahnlihkeit zwishen deglseq 's aus ASM5 und ASM7 lautet somit (dr([℄) ist
hier als [℄ zu denieren):
eqh(H
0
























, H, dgl, dgl
0
) ^ goal = goal
0


















oe Die in den Verfeinerungen
5/6 und 5/7 auftretenden kommutierenden Diagramme sind niht, wie in den
bisher betrahteten F

allen, Diagramme vom Typ m:n mit konstantem m, n (et-
wa m = 1, n = 2, . . . ). Vielmehr wird n durh die Anzahl der Instruktionen
bestimmt, die bis zur n

ahsten Klausel abzuarbeiten sind. Die Endlihkeit von n
wird zwar implizit durh die Terminierung des CHAIN# bzw. des S-CHAIN#-
Programms aus der Compilerannahme garantiert, f

ur ein formales (induktives)
Argument f

ur die ist aber eine explizit abnehmende Gr

oe n erforderlih. F

ur
5/6 ist dies einfah, da die Zahl n der Instruktionen innerhalb einer Kette direkt
zur Zahl der Klauseln in der Kette korespondiert. F

ur ASM7 ist dies, wiederum






ur ASM7 die im Anhang D.3 denierte Prozedur S-COUNT# eingef

uhrt
werden, die explizit die Zahl der verbleibenden Instruktionen in einer Restkette
z

ahlt. Die Terminierung von S-COUNT# ist zwar intuitiv klar, da sie dersel-
ben Rekusionsstruktur wie S-CHAIN# folgt, f

ur einen formalen Nahweis wird
aber das neue, in Abshnitt 3 dargestellte Beweisprinzip der Induktion

uber
die Shahtelungstiefe von Prozeduren ben

otigt. Dieses gestattet den einfahen




ur den eigentlihen Nahweis der Kommutierung der Diagramme bieten
sih dann 2 Alternativen an, die wir im folgenden diskutieren: Die rekursive




rekursive Zerlegung der Diagramme Bei dieser Tehnik, die bei 5/6 an-
gewandt wurde, werden die m:n-Diagramme mit datenstrukturabh

angigem n
selbst als Renement aufgefat, und mit denselben Prinzipien wie das Original-
diagramm bearbeitet, also mit Hilfe des Modularisierungstheorems in kleinere










beitung eines Diagramms aus dem Fall, da beide ASMs direkt vor einer Klau-
sel stehen, durh Verallgemeinerung ergibt: F

ur 5/6 tritt an die Stelle des Falls
is lause(ode(preg,db
5




)) aus der Zusammenhangs-
invariante INV
56
des Gesamtsystems die shw

ahere Forderung, da die gera-
















angig vom konkreten Zwishenzustand von ASM5









gestrihelte Linien verbunden. all1 und all2 bezeihnen wie shon fr

uher den
ersten bzw. zweiten Fall der all rule. Der Zusatz
"
(a)\ bezeihnet den Fall beim
baktraking, in dem breg = ? ist, in dem die ASM also die Berehnung mit




(B)\ teilt den erfolgreihen Aufruf der
all rule auf in den Fall, in dem nur eine Klausel zu bearbeiten ist, und den
Fall, in dem mehrere Klauseln versuht werden m

ussen (in dem die folgende
Anweisung also ein try me else bzw. ein try sein mu). ret* bezeihnet eine
beliebige Anzahl aufeinanderfolgender retry-, retry me-, trust- oder trust me-
Anweisungen, und tr* eine beliebige Zahl von try- oder try me-Anweisungen.




uber einer Zerlegung des Gesamtbeweises gleih in kleinere Unterdia-



























































all1(b) // retryme //
enter1(b)
fail(b)































































Abbildung 15.2 : Kommutierende Diagramme f
















gelten mu. Daher gen












ur den Fall preg 6= start zu benutzen (der
Fall preg = start ist relativ einfah). Die Verfeinerung konnte in 2 Wohen und
8 Iterationen erfolgreih gef

uhrt werden. Die Verallgemeinerung von INV zu





9 h. ? 2 s ^ ? 2 s
0




^ stop = stop
0
^ vireg = vireg
0
^ (h[breg℄ 6= [℄ ! ar(h[breg℄) = breg
0
)






























































































































Abbildung 15.3 : Unterdiagramme f

ur die Verfeinerung 5/6
^ subreg = subreg
0
^ hdg(h, deglseqreg) = deglseqreg
0
^ (preg = start $ preg
0
= start)
^ (deglseqreg = [℄ _ goal = [℄ _ at = ! _ at = true ! preg = start)
^ ( is lause(ode(preg, db
5
)) ^ treg 6= breg
! treg = b[breg℄ ^ breg 6= ?
^ deglseq[breg℄ = deglseqreg ^ sub[breg℄ = subreg)
^ ( preg 6= start
! is lause(ode(preg, db
5














^ hSTACK#(breg, b; stak)i















^ (8 n. n 2 stak
! deglseq[n℄ 6= [℄ ^ goal[n℄ 6= [℄
^ is user dened(at[n℄) ^ h[n℄ 6= [℄













































9 h. ? 2 s ^ ? 2 s
0
^ h[?℄ = ? +
sl




^ stop = run ^ stop = stop
0
^ vireg = vireg
0
^ (h[breg℄ 6= [℄ ! ar(h[breg℄) = breg
0
)





















^ subreg = subreg
0
^ hdg(h, deglseqreg) = deglseqreg
0
^ preg 6= start ^ preg
0
6= start
^ deglseqreg 6= [℄ ^ goal 6= [℄ ^ at 6= ! ^ at 6= true
^ (is try me(ode(preg, db
5
)) ! is user dened(at) ^ treg = breg)
^ ( is lause(ode(preg, db
5
)) ^ treg 6= breg
! treg = b[breg℄ ^ breg 6= ?
^ deglseq[breg℄ = deglseqreg ^ sub[breg℄ = subreg)














! is user dened(at
0
))





























^ (is retry me(ode(preg, db
5
)) _ is trust me(ode(preg, db
5
))))
^ ( is retry me(ode(preg, db
5
)) _ is trust me(ode(preg, db
5
))

































































^ (is lause(ode(preg, db
5














^ breg 6= ? ^ deglseqreg = deglseq[breg℄











































! is try me(ode(preg, db
5














^ ( is lause(ode(preg, db
5






_ is retry me(ode(preg, db
5



























^ (8 n. n 2 stak
! deglseq[n℄ 6= [℄ ^ goal[n℄ 6= [℄ ^ is user dened(at[n℄)


















^ ( n 6= breg










_ is try me(ode(preg, db
5
))

























5/6 analysiert, so stellt man fest, da in den Beweisen der 0:1-Diagramme eine





uber den Zusammenhang zu ASM5 in die Invariante odiert sind. Eine
Alternative dazu ist es, direkt Hilfsbehauptungen

uber ASM6 allein zu formulie-





ahst mit der Tehnik der rekursiven Zerlegung der Diagramme eine L

osung





im Gegensatz zu 5/6 gewaltige Shwierigkeiten verursaht: WINV
57
hat letztlih den 4-fahen Umfang von WINV
56
. Zu der Bestimmung der kor-
rekten Version und damit zur Verikation von 5/7 wurden 2 Monate und 20
Iterationen ben

otigt. Deshalb haben wir anshlieend eine Alternative versuht.
Wie die Statistik am Ende des Abshnitts zeigt, f

uhrte diese Tehnik zu sehr viel
kleineren Beweisen. F

ur komplizierte Verfeinerungen ist diese Tehnik deshalb
vorzuziehen, auh wenn sie die Problematik, eine korrekte Zusammenhangsinva-










uber ASM7 wurde zun

ahst formuliert, da die Abar-
beitung einer beliebigen (Rest-)Kette zu einem der folgenden Ergebnisse f

uhrt:





 Falls die Kette leer und breg 6= ? ist, erreiht die ASM einen Zustand,
in dem die Kette komplett abgearbeitet und soeben mit Baktraking
verlassen wurde, d.h. deglseqreg, subreg, treg, vireg sowie der Stak sind
dann unver

andert, preg zeigt auf das oberste Stak-Element p[breg℄.
 Falls die Kette nihtleer ist, wird ein Zustand erreiht, in dem die erste
Klausel der Kette erreiht ist, d.h. deglseqreg, subreg, treg, vireg sind
ebenfalls unver

andert, preg zeigt auf die erste Klausel der Kette. Auf den
Stak wurden eine Anzahl von Choiepoints gelegt, die alle deglseqreg,
subreg und treg enthalten, und deren Ketten aneinandergeh

angt genau
die Klauseln der Ausgangskette bis auf die erste enthalten.









































6= [℄ ^ goal
0
0












= stak ^ stak  s
0



















































































































= [℄  stop
0










































( stak = stak
0
^ stak  s
0






































































(stak = append(nl, stak
0










ol)i ol = dr(ol
0
)










































Der Beweis erfolgt durh Induktion

uber die Anzahl der Instruktionen der
Kette. Auf diesem Lemma aufbauend kann gezeigt werden, da wenn soeben
Baktraking stattndet und ein Stak von Choiepoints vorliegt, der mit ei-
ner Reihe leerer Choiepoints beginnt, ein Zustand erreiht wird, in dem die




















































= stak ^ stak  s
0


















^ stak = append(nl,stak
0





^ (8 n. n 2 nl
! deglseq
0
[n℄ 6= [℄ ^ goal
0
[n℄ 6= [℄









; ol)i ol = [℄






































= [℄  stop
0

































( stak = stak
0
^ stak  s
0































otigt man die Kombination von hain7 und emptyhains7,
also ein Lemma nextlause7, das besagt, da Baktraking in einen Stak von
Choiepoints zum ersten nihtleeren Choiepoint f

uhrt, und die dort gefundene



















































= stak ^ stak  s
0



























^ (8 n. n 2 nl
! deglseq
0
[n℄ 6= [℄ ^ goal
0
















































































































































ol)i ol = dr(ol
0
)










^ t[n℄ = treg
0
)




























Mit diesen Hilfsbehauptungen lassen sih die Diagramme von 5/7 dann wie



























































































enter1(b) // retry me //
all1(b)
fail(b)






































Abbildung 15.4 : Kommutierende Diagramme f





CINV ist der Fall der in der Zusammenhangsinvariante, in dem preg = start
gilt, EINV der Fall, in dem die n

ahste Instruktion eine Klausel ist. Im Fall
FINV ist der Ablauf beider ASMs beendet. Es zeigt sih, da die komplizier-
testen Beweise diejenigen sind, in denen Baktraking aufgerufen wird (die 7
Diagramme der unteren H

alfte von Abbildung 15.4). Die Beweise f

ur die ver-





gert werden. Als Vorbedingung gen

ugt dabei die Invariante, wenn die erste aus-
zuf

uhrende Regel von ASM5 und ASM7 durh einen Baktrak-Aufruf ersetzt
wird. Die letzten beiden Diagramme lassen sih auf die jeweils dar

uberliegen-
den reduzieren, in dem sofort das hain7 -Lemma angewandt wird (um die leere
Kette der ASM7 zu beseitigen).
Als Gesamtergebnis ergeben sih f

ur die rekursive Zerlegung in Teildiagram-
me ein Aufwand von 17009 Beweisshritten und 1521 Interaktionen. Die Verika-
tion unter Verwendung von Hilfsbehauptungen konnte in 1 Wohe durhgef

uhrt




16.1 Denition von ASM8
Nahdem mit ASM7 die Kompilation der Pr

adikatstruktur abgeshlossen ist,
wird in der Verfeinerung von ASM7 nah ASM8 nun die Kompilation der ein-
zelnen Klauseln vorbereitet. Dazu ist es zun

ahst erforderlih, die Datenstruktur
der deglseq 's so umzuodieren, da die darin enthaltenen Goals durh Zeiger in
den Code des Rumpfs von Klauseln ersetzt werden k

onnen. Um dies m

oglih zu
mahen, wird in ASM8 die bei Unikation berehnete Substitution niht mehr
direkt auf den Klauselrumpf der betrahteten Klausel angewandt, sondern erst
angewandt, wenn ein neuer Aktivator at berehnet wird. Dadurh enthalten die





Prolog-Programms. Zwar enthalten die goal 's noh umbenannte Variablen, wes-
halb sie noh niht direkt durh Zeiger in den Quellode ersetzt werden k

onnen
(dies wird im n

ahsten Verfeinerung 8/9 geshehen), dennoh haben durh den
Verziht auf sofortige Anwendung der berehneten Substitution in der enter rule
das alte und das neu berehnete deglseqreg nun einen Groteil an Informatio-
nen gemeinsam, der durh Umstrukturierung nun nur noh einmal gespeihert
werden mu (Sharing).













i, . . . ℄ zu belegen, wird goal
1
in einem neuen Register goalreg direkt
zugreifbar gemaht. F

ur die restlihe Information wird eine Umgebung (engl. en-
vironment) angelegt. Formal ist eine Umgebung analog zu einem Choiepoint.
Sie besteht aus ein Element einer dynamishen Sorte envnode, die in einem
Register ereg gespeihert wird (analog zu breg). An dem Knoten h

angen dann
mit Hilfe einer dynamishen Funktion utpt der aktuelle Cutpoint: utpt[ereg℄ =
tpt
1
. Das zweite Goal von deglseqreg wird mit einer dyn. Funktion g (von engl.
ontinuation goal) adressiert: g[ereg℄ = goal
2
. Die Verkettung zur restlihen In-






uber eine Verkettung der Umgebungen
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mit einer Funktion e : envnode ! envnode (engl. ontinuation environment)
realisiert. Es ist also utpt[e[ereg℄℄ = tpt
2
, g[e[ereg℄℄ = goal
3
usw..
Die Umodierung der Informationen des deglseqreg maht nat

urlih eine
analoge Umodierung der Informationen f

ur einen Choiepoint n notwendig.
An die Stelle von deglseqreg[n℄ treten in ASM9 zwei Funktionen goal[n℄ und







ur die deglseq 's wirft die Frage auf, ob Um-
gebungen auf einem separaten (Umgebungs-)Stak realisiert werden m

ussen.
Dies ist niht so, es ist m

oglih Umgebungen und Choiepoints auf demselben







ubershreibt. Die Sorte envnode ist
also identish zur Sorte node.
In [BR95℄ wird dazu zun

ahst in ASM8 ein gemeinsamer, aber niht destruk-
tiv modizierter Stak eingef

uhrt, und ein Hiding Lemma (S. 33) formuliert, das
es dann erlaubt, den Stak in ASM9 in einen destruktiv modizierten umzuwan-
deln. Dies ershien uns f

ur die Verikation ung

unstig, weil in der Zwishenstufe
eine dynamishe Funktionen tos eingef

uhrt werden mu, die ein Maximum zwei-
er Knoten abh

angig von der dynamishen Stak-Verkettungsfunktion   liefern
mu (S. 32). Eine derartige Denition ist zwar m

oglih, aber aufwendig. Sie
w

urde nur in ASM8 ben

otigt, und ist unn






ubergeht, was wir getan haben. Das Hiding
Lemma wird somit zum Bestandteil der Verikation der Verfeinerung 7/8. Die
Einf

uhrung eines destruktiv modizierten Staks, der sowohl Choiepoints als
auh Environments enth

alt, wird in unserer L

osung komplett in der Verfeinerung
7/8 abgehandelt, und niht auf 2 Verfeinerungen aufgeteilt.
Um einen destruktiv modizierten Stak zu erlauben, f

uhren wir auf den
Knoten des Staks, die nun mehr und mehr die Rolle von Adressen erhalten,
eine totale Ordnung , sowie Funktionen +1 und  1 zum Inkrementieren und
Dekrementieren der Adresse des obersten Stakelements ein. Allokation und De-
allokation von Knoten erfolgt nun niht mehr mit der Funktion new relativ zu
der bisher verwendeten Menge s der allokierten Knoten (i.e. zur Tr

agermen-
ge der dynamishen Sorte node der ASM), sondern durh Inkrementieren des
Zeigers auf das oberste Stakelement. Der Stakzeiger wird nun auh dekremen-
tiert, wenn Umgebungen oder Choiepoints niht mehr zugreifbar werden, so
da die Inhalte alter Stakknoten (nah erneutem Inkrementieren)

ubershrie-
ben werden. Allokierte Knoten, die auerhalb des gegenw

artigen Staks liegen,
sind deshalb ab ASM8 niht mehr vorhanden. Die Register breg und ereg ent-
halten nun zwei Zeiger in den Stak. Den Kern der Aussage des Hiding-Lemmas
bildet nun die Aussage, da die zu einem Choiepoint n geh

orenden Umgebun-
gen e[n℄, e[e[n℄℄, . . . immer unterhalb von n liegen, sofern neue Knoten (so-
wohl Choiepoint- als auh Umgebungsknoten) immer bei max(breg,ereg) + 1,
also oberhalb des Maximums von breg und ereg allokiert werden. Dasselbe gilt
dann auh umgekehrt f

ur die Umgebungsknoten n
0





℄℄ liegen ebenfalls immer unterhalb von n
0
. Auh diese werden durh
das

Ubershreiben des Knotens max(breg,ereg)+1 dann niht betroen. F

ur die
ASM8 ergeben sih so folgende Regeln:
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baktrak 
if breg = ? then stop := failure
else preg := p[breg℄
all rule
let at = subreg ^
t
ar(goalreg)














let at = subreg ^
t
ar(goalreg)
if at = !
then breg := utpt[ereg℄
goalreg := rest(goalreg)
enter rule
if is lause(ode(preg, db
7
))
then let la = rename(lause(ode(preg, db
7
)), vireg)
let at = subreg ^
t
ar(goalreg)
let mgu = unify(at, hd(la))
if mgu = nil
then baktrak






subreg := subreg Æ mgu
vireg := vireg +1
preg := start
fail rule
let at = subreg ^
t
ar(goalreg)
if at = fail
then baktrak
goal suess rule
if goalreg = [℄ ^ : ereg = ?
then goalreg := g[ereg℄
ereg := e[ereg℄
query suess rule
if goalreg = [℄ ^ ereg = ?
then stop := suess









p[breg℄ := preg +1
preg := N
retry me else rule
if ode(preg,db
7
) = retry me else(N)





preg := preg +1
swith on onstant rule














if preg = failode then baktrak
swith on struture rule
















if preg = failode then baktrak
swith on term rule


































) then preg := N
l
;
if preg = failode then baktrak
true rule
let at = subreg ^
t
ar(goalreg)
if at = true

















) = trust me






















) = try me else(N)












Die Verikation von 7/8 stellt 3 wesentlihe Probleme: Erstens mu der Zu-
sammenhang der zwishen den deglseq 's und den Komponenten von ASM8
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pr

azisiert werden. Hier ergab sih eine Modikation der query suess-Regel,
und der 1:1-Zuordnung von Regeln, die im folgenden Abshnitt diskutiert wird.
Zum zweiten mu in der Zusammenhangsinvariante die Korrektheit des Stak-
Sharings explizit gemaht werden. Shlielih f

uhrt die Vershiebung der Substi-




ur 7/8. Die 3 Probleme werden
in den folgenden Abshnitten diskutiert.
Zusammenhang der Umgebungen zu den deglseq 's F

ur die Verikation
von 7/8 war es zun

ahst notwendig, die Initialisierung der Umgebungen, den
Zusammenhang der deglseq 's aus ASM7mit den Komponenten von ASM8 sowie





da die Wahl der initialen Umgebung sowohl die Zusammenhangsinvariante als
auh das Terminierungskriterium in der query suess-Regel beeinut. Die im










ur die Initialisierung haben wir ereg auf ? gesetzt. Sowohl die Funktion e




ur ? auf ? zeigen. Die Initialisierung von g
ist beliebig, goalreg wird mit der initialen Anfrage belegt. Aus der Initialisierung
ergibt sih die folgende Berehnungsvorshrift f

ur deglseqreg und deglseq[n℄ aus
ASM7 aus den Komponenten von ASM8:
hSTACK#(ereg,e;estak)i
deglseqreg = subreg ^
d
[hgoalreg, utpt[ereg℄i j









deglseqof(utpt, g, e, estak
0
)℄)
Dabei wird die Zuordnung der Choiepoints von ASM8 zu Choiepoints von
ASM7 wie in den fr

uheren Verfeinerungen 1/2, 2/3, et. durh eine dynamishe
Funktion F hergestellt. estak bzw. estak
0
sind der bei ereg bzw. e[n℄ beginnen-
de, mit e verkettete Stak von Umgebungen. Die Knoten dieser Staks werden
mit demselben Programm STACK# (zur Denition siehe Abshnitt 11.2) wie
bei den Choiepoints berehnet. Die Funktion deglseqof sammelt die Informa-
tion an den entsprehenden Knoten auf:
deglseqof(utpt,g,e,[ ℄) = [ ℄
deglseqof(utpt,g,e,[n j estak℄)
= [hg[n℄,utpt[e[n℄℄i j deglseqof(utpt,g,e,estak)℄
Bis hierhin stimmen die Denitionen wohl mit den in [BR95℄ gegebenen

uberein. Lediglih die Initialisierung von ereg mit ? fehlt, der Zusammenhang
der Register wurde pr

azisiert, und die Denition der Funkion G (S. 32f), die
wegen m

ogliher Zyklen als Programm zu realisieren w





von STACK# und deglseqof aufgeteilt. Abgewihen sind wir hingegen beim
Terminierungskriterium: In [BR95℄ wird das Kriterium f





goalreg = ? ^ hSTACK#(ereg,e;estak)i 8 n2 estak. goal[n℄= [ ℄
gegeben. Nun ist es zwar korrekt, die Berehnung zu beenden, wenn keine Goals
mehr zu bearbeiten sind. Der Abbruhtest ist aber sehr aufwendig, da alle goal[n℄
untersuht werden m

ussen. Die Optimierung beseitigt auerdem alle Anwendun-
gen der goal suess-Regel in ASM7, die zum Shlu in ASM7 vor dem query
suess stattnden. Die behauptete 1:1-Zuordnung der ASM-Regeln ist dann
niht gegeben. Analysiert man die folgende ASM9, so stellt man fest, da die





Wir haben deshalb den Regeltest f

ur query suess zu
goalreg = ? ^ ereg = ?
abge

andert. Dies entspriht genau dem Regeltest der folgenden ASM9, und
entspr

ahe in ASM7 einem Test deglseqreg = [h[ ℄;tpti ℄. Damit werden also
die letzte goal suess und query suess-Anwendung aus ASM7 zur Anwen-
dung von query suess in ASM8 zusammengezogen Es ist an dieser Stelle also
ein 2:1-Diagramm zu verizieren. Das 2:1-Diagramm seinerseits ist unvermeid-
lih, da man aus der Zusammenhangsinvariante leiht abliest, da es gar keine
M

oglihkeit gibt, in ASM8 einen Zustand zu repr

asentieren, der deglseqreg = [ ℄
entspriht.
Stak-Sharing Die heikelste Aufgabe bei der Erstellung der Zusammenhangs-
invariante stellt die Explizitmahung des Stak-Sharing in ASM8 dar. Die Zu-
sammenhangsinvariante mu siherstellen, da das Allokieren von Choiepoints
und Umgebungen keine noh relevanten Choiepoints oder Umgebungen

uber-
shreibt. Um in den folgenden Formeln passende Aufrufe des STACK#-Pro-
gramms zu sparen bezeihnen wir dazu im folgenden mit estak den aktuellen
(bei ereg beginnenden) Stak von Umgebungen, mit bstak den (bei breg be-
ginnenden) aktuellen Stak von Choiepoints, und mit estak[n℄ den mit e[n℄
beginnenden Umgebungsstak eines Choiepoints n. Dann werden in der Zu-
sammenhangsinvariante zun

ahst die folgenden oensihtlihen Eigenshaften
gebrauht:
 Der Choiepointstak bstak und der Umgebungsstak estak sind dis-
junkt (durh das Pr

adikat disjoint(estak,bstak) formalisiert)
 Der Choiepointstak bstak ist ebenfalls disjunkt zu jedem Umgebungs-
stak estak[n℄ f

ur jeden Choiepoint n 2 bstak
 Die Choiepoints in bstak sind bzgl. absteigend geordnet (durh ordered(bstak)
formalisiert)
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 Auh die Elemente der Umgebungsstaks estak und estak[n℄ sind abstei-
gend geordnet
 Die Umgebung e[n℄ eines Choiepoints n liegt unterhalb des Choiepoints
(dies ist die Aussage des Hiding Lemmas).
Leider reihen diese Eigenshaften niht aus. Die Verikation zeigte, da
noh eine Anzahl weiterer Eigenshaften notwendig ist, die zun

ahst niht of-
fensihtlih sind. Die beiden wihtigsten sind:
 breg liegt nie unterhalb von utpt[ereg℄
 t[n℄ liegt nie oberhalb des Choiepoints n, und auh nie unterhalb von
utpt[e[n℄℄
Hinzu kommen Eigenshaften, die garantieren, da keine Zust

ande unter-













oglihsten Zeitpunkt sheint zun

ahst eine harmlose Modikation zu sein.
Versuht man aber die Vertr

aglihkeit der beiden enter -Regeln von ASM7 und
ASM8 zu zeigen, so st

ot man auf das Problem, da die auf einen Aktivator in
ASM7 und ASM8 angewandte Substitutionen vershieden sind. Betrahten wir
dazu die Situation, in der ein Aktivator mit dem Kopf einer bereits mit vireg
umbenannten Klausel H :  B uniziert wird. Nehmen wir an, da die bisher
berehnete Substitution in subreg und subreg
0
, sowie die beiden Aktivatoren at
und at
0
gleih sind. Dann berehnen sowohl ASM7 als auh ASM8 denselben
Unikator mgu. Beide berehnen dann ein neues goal, das aus dem Literal B
besteht. ASM7 instanziert B sofort mit mgu, ASM8 berehnet nur die neue
Substitution subreg Æ mgu. Wenn nun B selbst zum Aktivator wird, instanziert
ASM8 B mit dieser zusammengesetzten Substitution, und niht nur mit dem
mgu. Damit die beiden Aktivatoren gleih sind, mu also
(subreg Æ mgu) ^
d
B = mgu ^
d
B
gelten. Dies ist der Fall, weil die Anwendung von subreg keinen Eekt auf B
hat. Die Klausel H :  B, also insbesondere B wurde ja mit einem vireg umbe-
nannt, das vorher niht verwendet wurde. Somit sollten die Variablenbindungen
von subreg keine mit vireg umbenannten Variablen enthalten. Um dieses Argu-








vireg und subreg <
svi
vireg deniert, die besagen, da die Klausel l, die de-
orated goal-Liste dgl, das Literal L bzw. die Substitution subreg keine mit vireg
umbenannten Variablen enthalten. Der Nahweis, da subreg keine Wirkung auf
das Literal B hat, reduziert sih dann darauf, da f

ur die Umbenennungsfunk-







gilt. Diese Forderung kann aber bei einer nat

urlihen Denition der Umben-
nung, die die Homomorphie-Eigenshaft besitzt (f

ur die also rent(f(t);vireg) =
f(rent(t;vireg)) gilt), nur gew

ahrleistet werden,wenn das umzubennende Li-
teral keine bereits umbenannten Variablen enth





ur die Verfeinerung 7/8: Das




Die Annahme ist nat

urlih in der Realit

at einfah dadurh gegeben, da
umbenannte Variablen keine einlesbare Repr

asentation haben. Dennoh maht
die formale Verikation hier eine implizite Anforderung explizit, die bei der
informellen Analyse niht entdekt wurde.
Die neue Compilerannahme formulieren wir














Als Zusammenhangsinvariante erhalten wir shlielih nah 12 Versuhen




9 F. F[?℄ = ? ^ ? 2 s
^ (stop = run ! deglseqreg 6= [℄)
^ stop = stop
0
^ preg = preg
0
^ vireg = vireg
0
^ subreg = subreg
0
^ treg = F[treg
0
℄ ^ breg = F[breg
0
℄ ^ e[?℄ = ? ^ utpt[?℄ = ?
^ : breg
0
 ? ^ (breg
0


















6= start ^ stop
0
= run

































) = stak ^ stak  s)





^ ( stop = run
! hSTACK#(ereg, e; estak)i
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hdeglseqreg
0
:= [hgoalreg, utpt[ereg℄i j
deglseqof(utpt, g, e, estak)℄













































is ret(instr) $ is retry(instr) _ is retry me(instr)






! sub[F[n℄℄ = sub
0
[n℄ ^ p[F[n℄℄ = p
0
[n℄ ^ t[F[n℄℄ = F[t
0
[n℄℄









^ : n  t
0











^ hS-CHAIN-RET#(at(F[n℄), p[F[n℄℄, db
7
; ol)i tt
^ hSTACK#(e[n℄, e; estak)i
hdeglseqreg
0
:= [hgoal[n℄, utpt[e[n℄℄i j
















from n) ^ ordered(estak)










17.1 Denition von ASM9
Im Renement von ASM8 zu ASM9 wird die Bearbeitung von Klauseln in Ein-
zelinstruktionen f

ur jedes Literal zerlegt. Dazu wird im Speiher db
9
von ASM9
























ubernommen (solange preg 6= start gilt,
sind preg und preg
0
gleih). goalreg = [q
i
, . . . q
n
℄ entspriht nun der Situation, in
der preg
0
auf eine Anweisung all(q
i
) zeigt. Die Situation in ASM8, in der preg
auf eine Klausel zeigt und ein Aufruf der enter -Regel erfolgt, entspriht nun der
Situation, in der preg
0
auf das alloate zeigt. Die Abarbeitung der enter -Regel
wird durh die Abarbeitung der 2 Anweisungen alloate und unify(p) ersetzt.
Analog wird die Bearbeitung von goal suess (ein leeres goalreg aus ASM8
entspriht der Situation, in der preg
0
auf dealloate zeigt) durh die Abarbeitung
von der dealloate und proeed ersetzt. Die Aufspaltung von enter und goal









uhrt aber sofort die in der WAM verwendeten Instruktionen ein,
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Um goalreg abshaen zu k

onnen, mu noh beahtet werden, da die bisher
shon bei der Neubelegung von goalreg in der enter -Regel durhgef

uhrte Um-
benennung (mit vireg) der Klauselvariablen nun auf den Zeitpunkt der Verwen-
dung des Aktivators aufgeshoben werden mu. Es ist deshalb notwendig, den
entsprehenden Umbenennungsindex nun mit Hilfe einer dynamishen Funktion
vi in der aktuellen Umgebung sowie in den Umgebungen aller Choiepoints zu
speihern.
Mit der Ersetzung von goalreg durh preg wird in der Verfeinerung 8/9 analog





andigen, mu shlielih noh die Anfrage
q
i
, . . . q
n











In [BR95℄ wird anstelle der von uns verwendeten Instruktion null
1
die In-
struktion proeed verwendet. Der Anwendbarkeitstest f





) = proeed ^ ode(preg,db
9
) = proeed
Dies ist inkorrekt, wenn das letzte Literal einer Anfrage ein ! oder true
ist, da beide Anweisungen das preg niht erh

ohen, sondern auf der Adresse
der Instruktion belassen. Es erg

abe sih eine Endlosshleife durh wiederholte
Ausf

uhrung der letzten Anweisung. Zu unserer L

osung mit einer expliziten null -
Anweisung gibt es zwei Alternativen:
 Die ut und true-Regel setzen am Ende preg auf preg. Diese L

osung ist








 Der Compiler entfernt die Literale true und ! am Ende einer Anfrage. Sie




ur die beiden gegebenen
Konstrukte m

oglih, allerdings ist sie insofern problematish, als bei einer
Erweiterung von Prolog um weitere niht-benutzerdenierte Konstrukte
(wie etwa assert) das Problem erneut betrahtet werden mu.
Zu beahten ist bei beiden Alternativl










um keine weitere Instruktion einzuf

uhren, wird die Instruktion null, die in ASM2 das
Ende einer Klauselliste anzeigte, wiederverwendet.
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 Eine leere Query mu speziell durh Initialisierung von preg mit preg
behandelt werden, oder ganz verboten werden (in unserer L

osung ist kei-
ne Spezialbehandlung notwendig, preg mu niht initialisiert werden).
Die leere Query ergibt im ersten Fall ein zus

atzlih zu verizierendes 1:1-
Diagramm.





von goal suess auf dealloate und proeed (1:2-Diagramm) wird niht
eingehalten. Vielmehr korrespondieren bei der ersten L

osung (bei einer
nihtleeren Anfrage) die letzten beiden Anwendungen der Regeln goal su-
ess und query suess aus ASM8 dann zu den beiden Regelanwendungen
dealloate und query suess von ASM9. Bei der zweiten L

osung entste-




In [AK91℄ wird die Frage der erfolgreihen Abarbeitung einer Anfrage gar
niht betrahtet. Eine Anfrage sheint nur in die entsprehenden all -Instruk-
tionen ompiliert zu werden, und das Ende eines Programms sheint implizit
durh das Erreihen der dem letzten all folgenden Adresse gegeben zu sein.





ahst folgende Prozedur ben

otigt, die aus ompiliertem Code die









) = alloate _ is unify(ode(oa+1,db
9
))











152 KAPITEL 17. 8/9: COMPILATION VON KLAUSELN
UNLOADREC#(oa, db
9
, ag; var goalreg)
begin
var instr = ode(oa,db
9
)




) = proeed then goalreg := [℄
else abort end
else if : ag ^ (instr = null
0
) then goalreg := [℄
















Die Prozeduren UNLOAD# und QUERY# berehnen aus dem Klauselode
der Form (17.1) bzw. aus dem Anfrageode der Form (17.2) die Klausel bzw.
Anfrage, aus der er entstanden ist. Die Hilfsprozedur UNLOADREC# sammelt
aufeinanderfolgende all -Instruktionen. Ist das

ubergebene ag = tt, so mu
am Ende ein alloate und proeed stehen (Klauselode), sonst ein null (Anfra-
geode). Die bisherige Denition von Ketten mit Swithing (S-CHAIN#'s, siehe
Anhang D.2) wird durh Ersetzung der Anweisung
if is lause(instr) then ol := [o℄
durh
if instr = alloate then UNLOAD#(preg; o)

















































formulieren. Diese Annahme w

urde es aber erlauben, den Code f

ur Swithing
und Baktraking erneut beliebig umzustrukturieren. Dies ist nat

urlih niht
intendiert. Deshalb ist eine st

arkere Annahme zu treen, die nur die Klauseln
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durh den Klauselode ersetzt. Daf

ur ist zu beahten, da es durh das Einf

ugen
von neuem Code zu einer Codevershiebung kommt. Um diese zu beshreiben,
denieren wir eine Funktion C : odesort ! odesort. Da die Funktion vom
Eingabeprogramm abh






oglih die Funktion C als zus

atzlihes Ergebnis von ompile
9
zu


























,C), da die beiden Zugristabellen mo-















,C) bedeutet, da alle Instruktionen, bis auf Klauseln, modulo






























if breg = ? then stop := failure






















then breg := utpt[ereg℄
preg := preg +1























let mgu = unify(at, rent(trm, vireg))
if mgu = nil
then baktrak
else subreg := subreg Æ mgu
vireg := vireg +1





then preg := p[ereg℄
ereg := e[ereg℄

























p[breg℄ := preg +1
preg := N
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retry me else rule
if ode(preg,db
9
) = retry me else(N)





preg := preg +1
swith on onstant rule


















if preg = failode then baktrak
swith on struture rule




















if preg = failode then baktrak
swith on term rule






































) then preg := N
l
;




















) = trust me






















) = try me else(N)
















Aquivalenzbeweis von ASM8 und ASM9 haben wir zum ersten Mal die
in Abshnitt (6.5) beshriebene Tehnik f

ur iterative Verfeinerung genutzt. Statt





















ur alle kommutierenden Diagramme
verwenden zu d

urfen. Um auh f






ugung zu haben, ben









, das die Zust

ande von
ASM9 harakterisiert, in denen die Zusammenhangsinvariante INV
89
gilt. Nun
werden in der Verfeinerung 8/9 alle Regeln mit 1:1-Diagrammen verfeinert, bis
auf die enter -Regel und die goal suess-Regel, die durh alloate unify bzw.
dealloate proeed verfeinert werden. Die Zusammenhangsinvariante, gilt also
lediglih niht in den Zwishenzust




















ur die beiden 1:2-Diagramme ergeben sih dann






































































ur die Denition der Zusammenhangsinvariante ergaben sih 4 wesentlihe
Probleme:
Korrekte Behandlung der Terminierung In den ersten Beweisversuhen
hatten wir versuht, uns genau an [BR95℄ zu halten. Dabei zeigten sih zun

ahst
die shon im vorigen Abshnitt geshilderten Probleme: Zun

ahst mute die
Wahl der Diagramme korrigiert werden (ein spezielles Diagramm f

ur die lee-
re Anfrage und ein 2:2-Diagramm f

ur goal suess, query suess aus ASM8
vs. dealloate query suess in ASM9). Shlielih sheiterte der Versuh, die

Aquivalenz der ut-Regeln zu zeigen, da die ut-Regel von ASM9 preg niht
ver

andert. Daraus ergab sih dann die im vorigen Abshnitt angegebenen kor-
rigierte Regel f

ur query suess in ASM9.
Keine Instanzierung des Literals in der all-Regel Sowohl beim Test





bols wurde in den all -Regeln bis ASM8 immer der instanzierte Aktivator ver-
wendet. In ASM9 wird nun stattdessen f

ur beide Zweke das niht instanzierte
Literal L aus der Instruktion all(L) benutzt. F






adikatsymbols haben wir dabei den von [BR95℄ erst in der folgenden Verfei-
nerung 9/10 durhgef

uhrten Shritt vorgezogen. Dies geshah, um die ohnehin
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shon sehr komplexen Verikation der Termrepr





Die Verikation zeigte nun, da bei Verwendung des niht instanzierten Li-
terals der Umfang der akzeptierten Prolog-Teilsprahe eingeshr

ankt werden
mu: Die bisherigen ASMs 1{8 beantworten eine Anfrage ?- p(q). bei gegebe-










niert ist. ASM9 in [BR95℄ versuht sogar inkorrekt, bei einer Anfrage ?- p(!)




adikatsymbol des Cut zu bestimmen,
statt einen Cut auszuf








ussen, ergibt sih auh f








adikat\ zulassen, sondern die Anfrage






ur die Verfeinerung 8/9: Kein
Literal der Query und kein Literal einer Klausel aus dem
Prologprogramm ist eine Variable oder eine Liste.
Nat






osen, da es f






adikatsymbols gibt. Dies spielte aber f

ur die Korrektheit der Verfeinerungen
keine Rolle. Wie auh immer die Selektionsfunktion in Fall einer Variable spe-
ziziert wird, alle bisherigen ASMs verhielten sih gleih. Das Problem zeigt






urden wir die Compilerannahme f

ur die Verfeinerung 8/9 neu treen, so
w

urde sie in die Zusammenhangsinvariante einieen. F

ur alle Literale, f

ur die




ur ASM8 shon wissen, da sie niht
umbenannt sind, w








sih um keine Variablen und keine Listen handelt. Dies w

urde bedeuten, da die







uten. Um dies zu vermeiden, haben wir das












andern sih dadurh niht (die Voraussetzungen werden ja nur st

arker), und
die Annahme, da keine Variablen in Klauselr





Vershiebung der Umbenennung auf die Verwendung des Aktivators
Da goals in ASM9 niht mehr explizit in einem Register gespeihert werden,
sondern nur noh

uber Zeiger auf Klauselode referenziert werden, mu die vor
der Unikation notwendige Umbenennung der Klauselvariablen auf die Verwen-
dung der Einzelliterale des Rumpfs als Aktivator aufgeshoben, und der korrekte




von Goals aus Codezeigern verwenden wir wegen der Terminierungsproblema-
tik die Prozedur UNLOADREC# aus der Compilerannahme, f

ur die Umbenen-
nung haben wir zun

ahst eine Funktion reng verwendet, die ein Goal mit einem
Umbenennungsindex vireg umbenennt (reng ist einfah homomorph zur shon
fr

uher verwendeten Funktion rename f

ur die Anwendung einer Umbenennung
auf Klauseln deniert). In [BR95℄ ist das Aufsammeln von Literalen und das
Anwenden der Umbenennung beides in die auf Seite S. 34f denierte Funktion
g odiert. Die Annahme goalreg = g(Ptr,vireg) lautet also in unserer Notation:
hUNLOADREC#(Ptr,db
9
;goal)i goalreg = reng(goalreg,vireg)
Es zeigt sih aber, da diese Annahme niht korrekt ist, wenn goalreg ein Teil
der urspr

unglihen Anfrage ist. Diese darf n

amlih niht umbenannt werden. Der
Fall liegt immer dann vor, wenn versuht wird, auf das unspezizierte vi[ereg℄ bei
ereg = ? zuzugreifen. Wir haben den Ausnahmefall explizit durh die Denition
einer Funktion reng
0




ereg 6= ? ! reng
0
(goalreg,?,vi) = reng(goalreg,vi[ereg℄)
speziziert ist. Eine Alternative w

are gewesen, vi[?℄ so zu initialisieren, da die
Anwendung des Renamings keine Wirkung hat (also etwa Initialisierung von
vi[?℄ mit 0, Initialisierung von vireg mit 1, und Denition von reng(goalreg,0)
durh goalreg).
Rekonstruktion des goalreg aus ASM8 aus Daten der ASM9 Zentral
f

ur die Denition der Zusammenhangsinvariante ist es, in jedem Zustand den
korrekten Zusammenhang zwishen den in ASM8 explizit gespeiherten Goals,
und den in ASM9 nur implizit

uber Zeiger in den Code vorhandenen Goals
herzustellen. Im wesentlihen mute dazu der in [BR95℄ S. 34 gegebene Con-
tinuation Pointer Constraint sowie die Rekonstruktion der Register von ASM8
aus den Daten von ASM9 pr

azise formalisiert werden. Es zeigt sih, da die in
[BR95℄, S. 35 gegebene uniforme Rekonstruktion von goalreg so niht m

oglih
ist. Vielmehr ergeben sih drei F

alle:























) odiert die Compilerannahme, da
die Literale von goalreg weder umbenannt, noh Variablen oder Listen sind.
Im zweiten Fall benden sih beide ASMs vor einer retry-, retry me-, trust-
oder trust me-Anweisung. In diesem Fall ist kein goalreg zu rekonstruieren (es
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wird ja gerade aus dem letzten Choiepoint rekonstruiert). F

ur diesen Fall ist





onnen: Bei einem enter mit baktraking wird zwar ereg aus ASM8 niht
ver

andert, wohl aber ereg
0
aus ASM9 durh das alloate.





otigt, er spielt nur eine Rolle f

ur den noh verbleibenden Fall: In diesem ist
preg
0
= C[preg ℄ und goalreg wird

























verwendet, da sih sonst die Verfeinerung der enter -Regel zu alloate unify niht
verizieren lie. Nah genauerer Analyse zeigte sih shlielih, da das Problem




urzungen goal indirekt den Umbenennungsindex vi[ereg℄ bei der Be-
stimmung des Aktivators at. Dies ist korrekt f

ur die Swithing-Regeln und die
all -Regel, aber niht f

ur die unify-Regel, da unmittelbar zuvor in der alloate-
Regel shon der neue Umbenennungsindex f

ur das bei erfolgreiher Unikation
erst zu erzeugende neue Goal auf den Umgebungsstak gelegt wurde. Der kor-
rekte Umbenennungsindex f

ur den Aktivator steht bei vi[e[ereg℄℄, sofern e[ereg℄
6= ?. Deshalb ruft die korrigierte unify-Regel die Funktion rent
0
mit e[ereg℄ auf.







^ stop = stop
0
^ breg = breg
0
^ treg = treg
0
^ sub = sub
0
^ subreg = subreg
0
^ t = t
0
^ b = b
0





^ ( stop = run









^ ( preg = start

































^ : is ret(ode(preg, db
7
))


















^ hSTACK#(ereg, e; estak)i
8 n. n 2 estak
! e[n℄ = e
0


















^ hSTACK#(breg, b; stak)i













































^ hUNLOADREC#(p[n℄   1, db
9




















Die Invariante, und damit die Anzahl der nahzuweisenden Teilformeln, w

are
ohne die verwendete Tehnik der iterativen Verfeinerung etwa doppelt so gro,









! (preg 6= start ! goalreg 6= [℄) ^ e[?℄ = ? ^ utpt[?℄ = ?
^ ( is retry me(ode(preg, db
8
)) _ is retry(ode(preg, db
8
))
_ is trust me(ode(preg, db
8
)) _ is trust(ode(preg, db
8
))
! breg 6= ? ^ preg = p[breg℄)
^ ( preg 6= start
^ : is retry me(ode(preg, db
8
)) ^ : is retry(ode(preg, db
8
))
^ : is trust me(ode(preg, db
8













^ hSTACK#(breg, b; stak)i
hb-list#(ereg, e; estak)i
( ( preg = start
_ : is retry me(ode(preg, db
8
))
! utpt[ereg℄ 2 stak _ utpt[ereg℄ = ?)
^ ordered(stak) ^ ordered(estak) ^ disjoint(stak, estak)
^ (8 n. n 2 stak
! e[n℄  n ^ goal[n℄ 6= [℄
^ hSTACK#(e[n℄, e; estak)i















odiert die shon in der Verfeinerung 7/8 bewiesenen Eigenshaften,
wie Disjunktheit des Umgebungs- und des Choiepoint-Staks. Diese Eigenshaf-
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ten konnten f






Dieser Abshnitt beshreibt unsere bisherige Arbeit an der ersten Verfeinerung
aus Kapitel 4 in [BR95℄. Diese Verfeinerung ist neben 5/7 wohl die komplizier-
teste Verfeinerung. Sie konnte zwar noh niht vollst

andig bewiesen werden,
dennoh haben die Formalisierung und erste Beweisversuhe eine ganze Reihe
von Problemen aufgedekt. Diese bestanden zum einen in eigenen Unklarheiten
und Miverst

andnissen zu vershiedenen Aspekten der Verfeinerung, zum an-
deren in der Formalisierung der in [BR95℄ nur noh sehr informell gehaltenen
Korrektheitsaussagen.Wir verzihten deshalb auh auf eine umfassende Darstel-
lung der Verfeinerung, und skizzieren nur einige in der Verfeinerung stekenden





Der wesentlihe Aspekt der Verfeinerung 9/10 ist die Repr

asentation von
Termen durh verzeigerte Geehte auf einem neu eingef

uhrten Heap, und die

Ubersetzung von Literalen in Anweisungen, die derartige Geehte aufbauen
und unizieren. Dies ist aber leider niht die einzige Modikation an der bishe-
rigen ASM9. Eine ganze Reihe weiterer Aspekte spielt ebenfalls eine Rolle:
 Die Implementierung von ASM10 enth

alt keinen Our-Chek. Wie aber
kann die Bedingung
"
unter der Voraussetzung, da ASM9 keinen Our
Chek aufruft\ formalisiert werden?
 Statt Substitutionen zu speihern, speihert ASM10 nun auf einem weite-
ren Stak, dem sog. trail, Variablenbindungen. Wenn beim Baktraking
eine alte Substitution ben

otigt wird, werden die zwishenzeitlih aufge-





 Der Umgebungs- und Choiepointstak von ASM10 ist
"
ah\. Er hat kei-
ne eigene Struktur mehr wie der bisherige. Die vershiedenen Komponen-
ten sind jetzt in aufeinanderfolgenden Adressen gespeihert, und werden
uniform

uber eine Funktion val zugegrien.
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164 KAPITEL 18. 9/10: KOMPILATION VON TERMEN
 ASM10 in [BR95℄ behandelt keinen Cut. Dieser wird erst am Ende des
Kapitels 4 wieder eingef

uhrt.
 Variablenumbenennung wird statt mit Hilfe eines Umbenennungsindex
durh das Anlegen einer Variable an einer neuen Speiheradresse bewerk-
stelligt. Durh die alloate-Anweisung wird suggeriert, da diese Adresse
statt einer global neuen Heapadresse eine lokal neue Adresse des Umge-
bungsstaks sein darf. Es zeigt sih aber, da diese Annahme falsh ist
(was niht bedeutet, da die in [BR95℄ gegebene ASM inkorrekt ist, s.u.).
Damit stellt sih das Problem, wie die korrekte Abbildung von global um-
benannten Variablen aus ASM9 auf Speiherzellen von ASM10 ausieht.
 Es zeigt sih, da die gespeiherten Substitutionen von ASM9 niht zu
denen aus ASM10 korrespondieren. Vielmehr werden bestimmte Varia-
blenbindungen, die keine Rolle mehr spielen, vorzeitig weggeworfen.
Nur die ersten vier der oben genannten Aspekte werden in [BR95℄ explizit
behandelt. Um die Probleme zu reduzieren, haben wir versuht, all die Aspekte,
die niht an die Ersetzung von Termen durh Geehte gebunden sind, aus der
Verfeinerung zu entfernen. Dazu haben wir zum ersten die Strukturierung des
Umgebungsstaks beibehalten. Die in einer Umgebung gespeiherten Variablen
werden in unserer Modellierung mit einer Funktion x : env  nat ! node refe-
renziert: x(ereg,m) liefert die m-te Variable der aktuellen Umgebung (die Sorte
node ist nun einfah die Sorte der Speiheradressen; sie umfat env). Die in
der WAM vorgesehene Aufteilung des Hauptspeihers, in der heap-Adressen an
niedereren Adressen als die Stak-Adressen liegen, ergibt eine reht komplexe
Ordnungsstruktur  auf den Speiherzellen, f





























gelten. Die Funktion val: heap ! termrep dient nun nur noh zur Bestimmung
von Speiherinhalten des heaps.
Zum zweiten erm

ogliht uns die Beibehaltung der Strukturierung der Staks
auh die Beibehaltung des Cuts (eine Anweisung zum Entfernen von auf dem
trail abgelegten Variablenbindungen ist nat

urlih erforderlih; ansonsten behal-
ten wir einfah die alten Register der vorigen ASM) .
Zum dritten haben wir den Our-Chek der Unikation beibehalten. Das
"
Meta-Theorem\, welhes besagt, da wenn die Our-Chek-Routine niht auf-
gerufen wird, sie auh weggelassen werden kann, gilt ja trivialerweise auh f

ur
ASM10. Auerdem hat es uns die Beibehaltung des Our-Chek erlaubt, die
sowohl in [AK91℄, S. 14 als auh in [BR95℄, S. 39 gemahte Aussage, es gen

uge,
den Our-Chek in die bind -Routine zu integrieren, zu falsizieren: ein Our-
Chek ist auh in unify value erforderlih.
Zum vierten haben wir versuht, die

Anderung der Umbenennungsstrategie
shon auf Termebene einzuf

uhren. Die Idee war, da das Umbenennen einer
Variable X mit dem aktuellen Umbenennungsindex durh die Belegung einer
165
neuen Stakadresse x (ereg,m) ersetzt werden kann. Dieser

Ubergang von global
neuen Variablen zu neuen Variablen relativ zum gerade aktiven Stak in der al-
loate-Anweisung von ASM10 in [BR95℄ suggeriert, in der die neuen Variablen
genau so allokiert werden. Wir haben also eine Variante ASM9a von ASM9 de-
niert, die statt des globalen Umbenennungsindex neue Stak-Loations x(ereg,n)
zum Umbenennen der Variablen verwendet. Nah einigen Verikationsversuhen
stellten wir jedoh beim Versuh, die

Aquivalenz der dealloate-Regeln nahzu-
weisen fest, da dies niht m

oglih war, weil sih die in dieser Regel deallokierten
Variablen noh innerhalb von bis dahin berehneten Substitutionen benden
k






shrieben, und somit das Ergebnis inkorrekt. Eine genaue Analyse zeigte nun,
da in ASM10 eine neue Variable X zwar zun

ahst im Stak allokiert wird, sie
aber immer dann, wenn sie innerhalb eines Terms T vorkommt (X 2 vars(T )),
der an eine Variable gebunden wird, aus dem Stak in den heap vershoben wird
(durh die Instruktionen unify variable und unify loal value). Somit wird eine
Klauselvariable von der WAM evtl. mehrmals umbenannt.




ange ergibt sih aus [AK91℄. In
der dort dargestellten ersten Variante der WAM werden Variablen niht in der
alloate-Anweisung auf dem Stak initialisiert, sondern bei Ihrem ersten Vor-
kommen auf den Heap gelegt. Allerdings gibt es auh dort die Ausnahme, bei
der eine Variable bei Ihrem ersten Vorkommen sofort an einen Term gebunden
wird (in der Instruktion get variable, die etwa f

ur eine Variable X im Klausel-
kopf p(X) generiert wird). In diesem Fall ist leiht zu sehen, da die Variable auf
dem Stak allokiert werden darf, da sie keine Rolle f

ur die weitere Berehnung
spielen wird. Sowohl die in [AK91℄, als auh die in [BR95℄ im weiteren Ver-
lauf gezeigten Optimierungen (insbes. die
"
Last Call Optimization\ LCO) sind
stark mit der Frage verkn

upft, unter welhen Umst

anden Variablen im Stak
statt im Heap allokiert werden k

onnen. Diese Fragestellung mu unserer derzei-
tigen Ansiht nah niht mit der der Verfeinerung 9/10 verkn

upft werden. Es
sheint uns einfaher zu sein, in einem separaten Verfeinerungsshritt nur genau





ur Stak und Heap (Stak und Heap Variables Constraint) zu

andern.
Dies sheint auh besonders deshalb w

unshenswert, weil die Haupttheoreme
der Verfeinerung, das Getting und das Putting Lemma von der genauen Deni-
tion der Constraints abh

angen. Der Heap und Stak Variables Constraint lassen
sih n

amlih niht, wie in [BR95℄ dargestellt, nahtr

aglih als invariant in den
Getting- und Putting-Anweisungen nahweisen, vielmehr hat sih gezeigt, da
sehr pr






ultigkeit des Getting und Putting Lemmas darstellen. Letztendlih
bilden die beiden Constraints einen wesentlihen Bestandteil der Zusammen-
hangsinvariante f

ur die Verfeinerung 9/10.
Jede Modikation an der Denition der beiden Constraints (also insbesonde-
re jede Modikation an der Allokation von Variablen auf dem Stak oder Heap)
bedeutet, da erneut die Invarianz durh alle Putting und Getting-Anweisungen
nahgewiesen werden mu. Deshalb haben wir derzeit f

ur die Verfeinerung 9/10
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[BR95℄ eine ineÆzientere put variable-Anweisung (die die Variable im Heap al-
lokiert), keine unify loal value-Anweisung und statt der Initialisierung von Va-
riablen in alloate deren Initialisierung beim ersten Vorkommen, wie dies in
[BR95℄ erst sp

ater (S. 58f) eingef

uhrt wird.
Die Version erlaubt einen sehr einfahen Stak- und Heap-Variablen-Con-
straint, der besagt, da die Repr

asentation von Termen komplett auf dem Heap
liegen mu, mit Ausnahme der f

uhrenden in einem (Stak- oder globalen) Regi-
ster gespeiherten Zelle. Diese darf keine Variable (= Ref-Zelle auf sih selbst)
sein. Ordnungsbeziehungen zwishen Adressen spielen noh keine Rolle. Wir
nehmen im Moment an, da diese Version der WAM es auh erlaubt, eine bi-
jektive Abbildung (dynamishe Funktion) zu denieren, die die mit vireg global
umbenannten Variablen auf neue Heap-Variablen abbildet. Die Funktion sollte
nur genau jeweils beim Abarbeiten der Instruktionen erweitert werden m

ussen,
die dem ersten Vorkommen einer Variable entsprehen (sp

atere Modikation
sollten niht notwendig sein).
Gedaht ist dann daran, das Shifting von Variablen aus dem Heap in den







aren/permanenten Variablen, sowie die Denition neu-






at sih auh bei der in [AK91℄ denierten ASM10 der
Umstand, da sie weniger Variablenbindungen speihert als ASM9. Unsere mo-
mentane Annahme ist, da das (implizite) Wegwerfen von Variablenbindungen
in ASM10, das bei der Deallokation einer Umgebung ereg stattndet, genau ei-
nem expliziten Entfernen aller Variablenbindungen an mit vi[ereg℄ umbenannte
Variablen aus subreg in ASM9 entspriht. Gem

a unserer Philosophie, die Ver-
feinerung 9/10 von soviel Ballast wie m

oglih zu befreien, haben wir deshalb
eine Funktion remove(subreg,vi[ereg℄) deniert und separat veriziert, da eine





then preg := p[ereg℄
ereg := e[ereg℄
preg := preg +1
subreg := remove(subreg,vi[ereg℄)
keine signikante Auswirkung auf das Ergebnis der Berehnung hat: wenn die
Berehnung terminiert, haben beide berehneten Substitutionen dieselbe Wir-
kung auf die Anfrage. Dies konnte in 2 Wohen mit 3 Iterationen veriziert wer-











^ breg = breg
0
^ treg = treg
0
^ preg = preg
0
^ ereg = ereg
0
^ preg = preg
0
^ vireg = vireg
0
^ p = p
0
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^ p = p
0
^ b = b
0
^ e = e
0
^ e = e
0
^ t = t
0
^ vi = vi
0
^ utpt = utpt
0








^ (8 lit. lit <
tvi







^ hSTACK#(ereg, e; estak)i
( slnodups(estak) ^ nlnodups(vilist(vi, estak))
^ ( : is ret(ode(preg, db
9
)) ^ stop = run
! vilist(vi, estak) <
nl
vireg)
^ (8 n, lit. lit <
tvi
0 ^ n 2 estak
! subreg ^
t





^ hSTACK#(breg, b; stak)i
8 n, lit. lit <
tvi





























































! : is unify(ode(preg, db
9
)) ^ ode(preg, db
9
) 6= proeed
^ ( is try(ode(preg, db
9





) = alloate _ is sw onst(ode(preg, db
9
))
_ is sw term(ode(preg, db
9













ereg, vi), preg, db
9
; li)i li <
lvi
0
^ hUNLOADREC#(preg   1, db
9
, ereg 6= ?; goalreg)i
(goalreg 6= [℄ ^ nonvargoal(goalreg)) ;
is ret(ode(preg, db
9
))  breg 6= ? ^ preg = p[breg℄ ;
hUNLOADREC#(preg, db
9
, ereg 6= ?; goalreg)i
nonvargoal(goalreg))
^ hSTACK#(breg, b; stak)i
hSTACK#(is ret(ode(preg, db
9
))  e[breg℄ ; ereg, e; estak)i
( ordered(estak) ^ ordered(stak) ^ disjoint(estak, stak)
^ ( : is ret(ode(preg, db
9
))
! utpt[ereg℄ 2 stak _ utpt[ereg℄ = ?)
^ (8 n. n 2 estak
! hUNLOADREC#(p[n℄, db
9
, e[n℄ 6= ?; goalreg)i
nonvargoal(goalreg))
^ (8 n. n 2 stak
! e[n℄  n
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, e[n℄ 6= ?; goalreg)i


























ur jede Verfeinerung sind die Zahl der notwendigen
Beweisshritte, die Zahl der dabei notwendigen Interaktionen, und die Zahl der
Theoreme aufgef

uhrt. Diese Zahlen sind jeweils aus der aktuell vorliegenden
KIV-Version 4 entnommen. Die Anzahl der notwendigen Iterationen, um eine
korrekte Invariante zu erhalten, und die erforderlihe Zeit, um die Verikati-
on shlielih erfolgreih zu f






ur 1/2 und 4/5 die KIV-Version 1, f

ur 2/3,3/4,5/6 und 5/7
KIV-Version 3).
1/2 2/3 3/4 4/5 5/6
Beweisshitte 1074 1760 2546 1722 5341
Interaktionen 161 124 300 87 672
Theoreme 15 13 22 17 42
Iterationen 12 8 5 9 8
Verif. zeit 2 Mo. 2 Wo. 1 Wo. 1 Mo. 2 Wo.
Gr

oe von INV 20 25 25 14 53
5/7 7/8 8/9 9/9a
Beweisshitte 7558 3445 4295 3045
Interaktionen 1383 336 377 426
Theoreme 39 21 19 19
Iterationen 17 12 8 4
Verif. zeit 2 Mo. 1 Mo. 3 Wo. 2 Wo.
Gr

oe von INV 36 36 23+17 18+23
Der Verikationsaufwand insgesamt betr

agt derzeit insgesamt a. 9 Perso-
nenmonate, inlusive der Verikation von 1771 pr

adikatenlogisher Hilfsbehaup-
tungen, die 17458 Beweisshritte und 3393 Interaktionen erforderten. Einige
weitere statistishe Daten:
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 Der Umfang der pr

adikatenlogishen Lemmata hat sih seit der Verikati-
on der Verfeinerung 5/7 fast vervierfaht. Die wesentlihen Ursahen sind




uber Unikation, Umbenennung und Substitution. Einige dieser Lemmata
erforderten im Gegensatz zu den anderen Beweisen (meist 0{2 Interaktio-
nen) wegen der komplizierten Terminierungsordnung von Unikation auh
aufwendigere Beweise (bis zu 20 Interaktionen). Ein zweiter Grund ist,
da f






otigt wird, die bereits beweisen wurden.
 Gegen

uber den in [SA97℄ genannten Zahlen, die sih auf KIV-Version 3





ur 5/7 von 97 auf 36 Zeilen, durh eine Mo-
dikation der Beweistehnik (s. Abshnitt 15.2). Bei den Verfeinerungen
2/3 und 3/4 wurde nun die Beweisverpihtungsgenerierung eingesetzt.
In [SA97℄ wurden die jetzt generishen Beweise f

ur das allgemeine Mo-
dularisierungstheorem noh f






uhrten die Beweise f

ur die Einzelinstanzen zur jetzt vorliegenden, allge-
meinen Theorie).
 Die Verbesserungen bei der Beweisunterst

utzung und -automatisierung
im KIV-System (ohne die methodishen Fortshritte durh das Modula-
risierungstheorem) im Verlauf dieser Fallstudie k

onnen am deutlihsten
an der Verikation der ersten Verfeinerung gezeigt werden, da hier nur
1:1-Diagramme vorkommen: Erforderte die Verikation von 1/2 in KIV-
Version 1 noh 378 Interaktionen, so reduzierte sih die Zahl der Interak-
tionen in KIV-Version 3 auf 246. In KIV-Version 4 betr





ur die notwendige Einarbeitungszeit in KIV gibt die Verfeinerung
1/2 ein gutes Ma. Die Verikation in KIV-Version 3, wurde n

amlih von
Harald Vogt, einem Studenten, der vorher ein einsemestriges Praktikum
zu KIV besuht hatte und vorher keine Vorkenntnisse zur Fallstudie hatte,
in 80 Stunden Arbeit von KIV-Version 1 nah 3 portiert (die Portierung
von Version 3 nah 4 erforderte dann nur noh a. 1 Tag Arbeit)
 Die Gr

oe der Interpreter beginnt mit 120 Zeilen imperativen (Pseudo-
PASCAL-)odes und erreiht 300 Zeilen f

ur ASM9. ASM10 (im wesentli-
hen identish zur WAM) ist wegen der Vielzahl neuer Instruktionen mit





Die Literatur kennt eine riesige Zahl von Arbeiten, die sih auf Papier mit




Uberblik gibt z.B. [Joy90℄.




Die weitaus meisten Arbeiten besh






ompiling orretness\). Die eÆzienten Implementie-
rung von Compilern (
"
ompiler orretness\) wurde bisher noh weniger unter-




Wesentlih weniger zahlreih sind Arbeiten, die sih mit der systemunter-
st

utzten, formalen Verikation besh

aftigen. Die wohl umfangreihste Arbeit
in diesem Gebiet ist die mit NQTHM durhgef

uhrte formale Verikation eines
Compilers, der die imperativen Sprahe Gypsy zun

ahst in Assembler Code und





Ubersetzung von Prolog in die WAM war neben dem
unserer Arbeit zugrundeliegenden Papier [BR95℄ auh das Thema der Arbeit
[Rus92℄. Diese Arbeit maht allerdings einige Vereinfahungen (insbes. werden
weder Cuts noh Swithing behandelt), und enth

alt keine Strukturierung des Be-
weises in vershiedene Verfeinerungen. Ein Versuh, die Arbeit zu formalisieren,
sheiterte an der zu hohen Komplexit

at des Beweises. Deshalb versuhte V. Au-
stel in [Aus98℄ ein strukturieren Korrektheitsbeweis im HOL-System ([Gor88℄).
Dieser verfeinert im Gegensatz zu [BR95℄ zuerst die Termrepr

asentation und





uber einen Jahr Arbeitsaufwand, und zu ihrer Fertigstellung w

are laut
Aussage des Autors mindestens ein weiteres Jahr notwendig.
Interessant an der Arbeit ist die These, da ein wesentlihes Problem, das in





tion in einer einzigen Verfeinerung 9/10 liegt. Nun zeigen unsere

Uberlegungen




asentation in einem Shritt
in der Tat in mehrere Shritte aufgeteilt werden mu, um die vershiedenen
eingef

uhrten Konzepte sauber zu verizieren. Wir denken aber, da die derzeit
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vorgeshlagene Aufteilung in mehrere Shritte dieses leisten wird, und sehen
keine prinzipiellen Probleme.
Eine weitere parallel zu dieser Arbeit entstandene formale Behandlung der

Ubersetzung von Prolog in die WAM ist die Arbeit von C. Push ([Pus96℄) mit
dem Isabelle-System ([Pau94℄). Die Spezikation basiert auf induktiv denierte
Relationen

uber den Vektor der Zustandsvariablen. Durh die Verwendung von





ubten Leser auh kryptisher) als die ASM-Notation
(und erst reht als unsere PASCAL-artige Notation in der DL-

Ubersetzung).
Der Startpunkt der Arbeit basiert auf einer Interpreterdenition, die bereits
Staks von Choiepoints, niht Suhb

aume verwendet. Die Staks werden im Ge-
gensatz zu unserer verzeigerten Strukur als Listen modelliert. Das Aufsammeln
von Stak-Knoten mit der Prozedur STACK# entf

allt dadurh. Dies bewirkt ei-
ne geringf

ugige Vereinfahung der Beweise, die allerdings dadurh erkauft wird,
da die Einf

uhrung einer verzeigerten Stak-Struktur, die sp

atestens in ASM8





atzlih veriziert werden m

ute.
Es werden vier Verfeinerungen veriziert: In der ersten Verfeinerung werden
Cutpoints, die bis dahin als Teillisten des aktuellen Staks repr

asentiert waren,
durh Zeiger (i.e. Positionen im Stak) ersetzt. Die zweite zeigt, da statt al-
le Klauseln als Kandidatenklauseln auszuw

ahlen, auh eine prodef -Funktion







ahlt. Die so entstehende ASM ist modulo Notation zu unserer
ASM2

aquivalent, und die letzten beiden verizierten Verfeinerungsshritte 2/3
und 3/4 zu unseren identish (lediglih die Konstrukte true und fail werden niht
behandelt, weswegen das in Abshnitt 14.2 geshilderte Problem im Regeltest
der fail -Regel niht gefunden werden konnte).
Der Verikationsaufwand f

ur die vier Verfeinerungen wird in [Pus96℄ als 6
Personenmonate und 3500 Interaktionen angegeben. Der gr

oere Teil entel da-
bei, wie aus den Beweisskripten ersihtlih ist, auf die Verikation der Verfeine-
rungen 2/3 und 3/4. Diese Zahlen liegen mehr als doppelt so hoh als die von uns
erzielten. Die Ursahen liegen wohl im wesentlihen an 2 Problemen: Zum einen
wurde keine Beweistehnik f

ur die in 2/3 und 3/4 auftretenden m:n-Diagramme
entwikelt. Die Diagramme wurden vielmehr in 1:n-Diagramme zerlegt, wie dies











uhrt. Die Asymmetrie liegt wohl zum einen an der Ver-
wendung von Abstraktionsfunktionen, die eine zus

atzlihe Denition ihres Do-
mains (ong ok) erfordern (aber asymmetrish dazu, keine Denition des Co-





ur, da nur ein Beweis gef

uhrt werden mu. In der Codierung
von ASMs im Kalk

ul der Dynamishen Logik wird Determinismus shon syn-
taktish durh das Axiom




ur deterministishe Programme  unterst

utzt (dieses Axiom wird im Korrekt-
heitsbeweis des Theorems verwendet). In der Formalisierung durh eine induk-
tive Relation mu der Determinismus (also die Rehtseindeutigkeit der induktiv
denierten Relation) aber erst induktiv hergeleitet werden.
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Kapitel 21
Zusammenfassung Teil II
Im zweiten Teil dieser Arbeit haben wir die im ersten Teil entwikelten Theo-
rie an einer Fallstudie auf ihre Praxistauglihkeit hin untersuht. Die Fallstudie
stammt aus dem Gebiet der Compilerverikation, und geh

ort mit 9 Monaten
Aufwand f

ur die reine Verikation unter den formalen, systemunterst

utzten Fall-
studien zu den sehr groen Fallstudien.
Inhalt der Fallstudie war die formale Verikation von 8 der 12 in [BR95℄
gegebenen Verfeinerungen, durh die ein Prolog-Programm in Assemblerode
der Warren Abstrat Mahine

ubersetzt wird. Die Fallstudie war relativ typish
f

ur die Compilerverikation, eine ganze Reihe von Problemen, die in dieser Fall-
studie auftraten, wie z.B. die Einf

uhrung von Registern, Staks, Umgebungen
(Stak Frames) die Optimierung von Kontrollstrukturen (Swithing), oder die
Umsetzung von abstrakten Datenstrukturen in verkettete Zeigerstrukturen, soll-
ten auh bei anderen Programmiersprahen eine wihtige Rolle spielen.
Die Fallstudie zeigte, da der voll formale Nahweis f

ur die Korrektheit einer
Verfeinerung wegen der zahlreihen, impliziten Annahmen sehr viel aufwendiger
war, als dies angesihts der shon sehr gr

undlihen mathematishen Analyse in
[BR95℄ zu vermuten war. Der zus

atzlihe Aufwand zahlte sih aber in dem Sinn
aus, als durh die Analyse eine Reihe von kleineren Fehlern, die in der mathe-
matishen Analyse noh oenblieben, gefunden und beseitigt werden konnten.
Um die Verikation in den Gri zu bekommen, war sowohl der volle Ge-
brauh der im ersten Teil entwikelten Theorie notwendig, als auh ein sehr lei-
stungsf

ahiges Werkzeug zur Verikation. Das eingesetzte KIV-System hat sih
w





Shlielih zeigte auh der Vergleih mit zwei parallel zu dieser Arbeit durh-
gef

uhrten Fallstudien mit anderen Systemen (HOL, Isabelle) zum selben Thema,
da die entwikelten Theorie und die Leistungsf

ahigkeit des KIV-Systems einen
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Kapitel 22
Ausblik
Die im Rahmen dieser Arbeit durhgef

uhrte Fallstudie zeigt noh niht voll-
st

andig die Korrektheit der

Ubersetzung von Prolog-Code in Code der WAM.
Es fehlen noh 4 Verfeinerungen bis ehter WAM-Code vorliegt. Die ersten bei-
den sind nah unserer Analyse in Abshnitt 18 relativ aufwendig zu verizieren,
die anderen beiden (Environment Trimming und Aufgabe der Strukturierung
von Environments und Choiepoints) sollten eher einfah sein. Der Verikati-
onsaufwand, um die

Ubersetzungskorrektheit der Codegenerierung vollst

andig
zu verizieren, sollte nah derzeitiger Sh

atzung noh a. 2{3 Monate betragen.
Um aus der Fallstudie einen ehten verizierten Prolog-Compiler zu erhal-
ten, m

ute dann noh ein Compiler implementiert werden, der die Compiler-
annahmen erf

ullt. Dies sollte f

ur eine einfahe Variante mit rekursiv denierten
DL-Programmen unproblematish sein, da die Compilerannahmen shon weit-
gehend algorithmish sind (mit Ausnahme von Swithing).
Noh interessanter als imperative Programme zur Implementierung zu ver-
wenden, w

are es, die Ideen des Verix-Projekts [GDG
+
96℄ aufzugreifen und als
Implementierungssprahe f

ur den Compiler Prolog selbst zu nehmen. Damit er-
hielte man die M

oglihkeit einen eÆzienten Compiler durh Kompilation mit
sih selbst zu erhalten (
"
Bootstrapping\).
Die Denition eines Prolog-Compilers in Prolog w

are also eine Liste von
Klauseln f

ur ein 2-stelliges Pr






die Form ompile(t;X), wobei t ein als Term odiertes Prolog-Programm w

are,
X die Ausgabevariable, deren Belegung am Ende die generierten WAM-Instruk-
tionen als Prolog-Term odiert.





aren zwei einfahe Konversionsfunktionen lauselist-to-term
und term-to-instrutionlist notwendig. Diese sind hier reht einfah zu denie-
ren, da Prolog eine untypisierte Sprahe ist (die Sprahe mit dem einfahsten Re-
ektionsprinzip, der Quote-Operation ist LISP, da hier Programme und Daten-
strukturen identish sind; f

ur typisierte Sprahen stellt Reektion ein h

arteres
Problem dar). Anshlieend k

onnte man den Prolog-Code db
ompile
des Prolog-
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ASM1 und einer Anfrage ompile(t;X) f

ur jedes (als Term odiertes) Prolog-
programm t als Ergebnis eine (als Term odierte) Liste von Instruktionen liefert,
f











Damit erhielte man einen Compiler dessen Korrektheit nur noh davon abh

angt,
da ASM1 eine korrekte Semantikdenition von Prolog darstellt, der (trivialen)
Korrektheit der Reektionsfunktionen sowie nat





ur das bootstrapping des Compilers mit sih selbst, um einen mit WAM-
Code implementierten Compiler zu erhalten, g

abe es dann drei M

oglihkeiten:
Entweder der WAM-Code k





ur db in obi-
gem Theorem und symbolishes Ausf

uhren berehnet werden. Dies ist der Ide-
alfall, da weiterhin nur die Korrektheit des Verikationssystems relevant ist.
Nah den Erfahrungen meines Kollegen Kurt Stenzel mit der Java-ASM ist dies
aber sehr aufwendig, und k













uhren. Eine letzte M

oglihkeit ist shlie-
lih, die KIV-Codegenerierung zu nutzen, die es gestattet, aus den abstrakten
Programmen von ASM1 ausf

uhrbaren LISP-Code herzustellen, und das Boot-
strapping mit diesem Lisp-Code durhzuf

uhren. Die letzten beiden Methoden
sind aus theoretisher Siht niht genau so siher, da sie die Korrektheit anderer
Compiler verlangen (mindestens f

ur das eine betrahtete Programm des Prolog-
Compilers bzw. der ASM), dennoh sollte die Wahrsheinlihkeit f

ur Fehler,
wenn beide Methoden denselben Code ergeben, de fato gleih Null sein.
Anhang A
Verwendete Notationen
Dieser Abshnitt gibt die in der Arbeit verwendeten grundlegenden Notationen.
F

ur eine Menge S bezeihnet P(S) die Potenzmenge von S, P
!
(S) die Menge
aller endlihen Teilmengen von S. S
n
ist die Menge aller n-Tupel

uber S (n  0).
Wir shreiben x
1








ur n-Tupel. Wenn n aus dem Kontext
ersihtlih oder beliebig ist, shreiben wir auh x. S






ur n  0. Sie enth










ist die Menge aller duplikatfreien n-Tupel x
1


























ur eine (mit den Elementen aus S
indizierte) Familie von Mengen M
s
. Dabei wird stets angenommen, da die
Mengen M
s


































ur zwei Tupel (x
1













denieren wir die Konkatenation (x
1





















. Wir identizieren S mit
S
1
, so da x : (x
1
; : : : ; x
n
) identish zu (x; x
1





Ist eine Funktion f : M ! N gegeben, so nehmen wir immer an, da die









); : : : ; f(x
n
)) gegeben ist. Die homomorphe Erweiterung von f auf
Teilmengen von M ist analog deniert.
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Anhang B
Syntax und Semantik der
Dynamishen Logik
B.1 Syntax der Dynamishen Logik
Denition 4 Signatur
Eine Signatur SIG = (S;OP;X; P ) besteht aus einer endlihen Menge von Sor-










von Operationen (mit Argument-
sorten s und Zielsorte s
0




















mit value-Parametern der Sorten s und referene-Parametern der Sorten s
0
(Pro-
zedurnamen werden in Programmen verwendet).
Es wird vorausgesetzt, da S mindestens die Sorten bool und nat, sowie die





Denition 5 DL expressions
F

















ur jedes s 2 S
 Wenn f 2 OP
s;s
und t 2 DLEXPR
s
dann f(t) 2 DLEXPR
s




dann 8 x:' 2 FMA




dann 9 x:' 2 FMA




, dann t = t
0
2 FMA


















[ f?g, dann x := t 2 PROG
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var x = t in  2 PROG
 skip; abort 2 PROG
 Wenn ;  2 PROG, dann ; 2 PROG
 Wenn ;  2 PROG und " 2 BXP dann if " then  else  2 PROG
 Wenn  2 PROG und " 2 BXP dann while " do  2 PROG
 Wenn  2 PROG und  2 T
nat
dann loop  times  2 PROG
 Wenn p 2 P
s;s
0







und  2 T
nat
dann p(t;x) 2 PROG sowie
probound  in p(t;x) 2 PROG. Das letzte Programm ist ein Aufruf
von p mit durh  beshr

ankter maximaler Rekursionstiefe
In der Denition k

urzt FMA (Formeln) DLEXPR
bool
ab, die Menge T
s
(Ter-
me der Sorte s) ist die Teilmenge von DLEXPR
s
, die weder Quantoren noh
Programme enth






Bemerkung 1 Wir verwenden wie in Pasal begin . . .end zur Klammerung
von Ausdr





ur if " then  else skip
Bemerkung 2 Die Tests in while-Shleifen und onditionals sind in der obigen









ur theoretishe Untersuhungen verwenden
wir gelegentlih auh beliebige Formeln. Diese Erweiterung ist unproblematish,
alles weitere gilt analog auh f

ur beliebige " 2 FMA.
Denition 6 Zugewiesene Variablen
Die Menge der zugewiesenen Variablen asgv() eines Programms  ist deniert
durh:
 asgv(skip) = asgv(abort) = ;
 asgv(;) = asgv() [ asgv()
 asgv(if " then  else ) = asgv() [ asgv()
 asgv(while " do ) = asgv()
 asgv(loop  times ) = asgv()
 asgv(var x = t in ) = asgv() n x
 asgv(p(t;x)) = x
 asgv(probound p(t;x) times ) = x
Denition 7 Aufgerufene Prozeduren
alledpros() ist die Menge aller Prozeduren, die in einem Programm  aufge-
rufenen werden.
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Denition 8 Prozedurdeklarationen und Prozedurdeklarationslisten
Die Menge PD der Prozedurdeklarationen ist die Menge aller p(x;var y):








,  2 PROG und asgv()  x [ y.  darf keine in
der Rekursionstiefe beshr

ankten Prozeduraufrufe enthalten. p ist die denierte
Prozedur der Prozedurdeklaration,  der Rumpf der Prozedur.
PDL ist die Menge aller Listen von Prozedurdeklarationen, so da die aufge-
rufenen Prozeduren in den R

umpfen eine Teilmenge der denierten Prozeduren
sind.


























ur jede Prozedur p 2 P
s;s
0
und jedes n 2 IN enth








. (die Semantik von p bei Beshr

ankung der maximalen Rekursions-
tiefe auf n). [[p℄℄
A;0
mu die leere Relation sein. [[p℄℄
A
bezeihnet die Semantik
der Prozedur, die die Vereinigung aller [[p℄℄
A;n
ist. Die Relation deniert den
Zusammenhang zwishen initialen Werten der value- und referene-Parameter
und den Ergebniswerten in den referene-Parametern.
F

ur die vordenierten Sorten nehmen wir A
bool
= ftt, g, A
nat
= IN an. Die






Zur einer Signatur SIG und einer AlgebraA

uber dieser Signatur, ist ein Zustand
z 2 ST
A
als eine Abbildung deniert, die Variablen der Sorte s auf Werte aus
A
s
abbildet. Der Zustand z[x  a℄ ist die Ab

anderung des Zustands z an den
Variablen x durh die Werte a.
Denition 11 Semantik von Ausdr

uken





DL-Ausdruks e 2 DLEXPR
s
, und die Semantik z[[℄℄z
0
eines Programms (eine
inx geshriebene Relation auf Zust













ur f 2 OP
s;s
0
























ur einen Wert a 2 A
s















gdw. z = z
0
 [[abort℄℄ ist die leere Relation





= z[x  [[t℄℄
z























=  und z[[℄℄z
0






















ur jedes 1  i  n






























 z[[var x = t in ℄℄z
0






















gdw. z(t); z(x); z
0




ur alle y 62 x
 z[[probound  in p(t; x)℄℄z
0




, wobei n = [[℄℄
z
,




ur alle y 62 x
 [[hi '℄℄
z




















Bemerkung 3 Die Semantik von Ausdr

uken und Programmen ist eindeutig
deniert, da jeder Fall der Denition die Zahl der elementaren Anweisungen in
dem betrahteten Ausdruk verringert.
Denition 12 Semantik von Prozedurdeklarationslisten
F

ur eine Prozedurdeklarationsliste Æ gilt A j= Æ gdw. f

ur jede in Æ enthaltene
Prozedurdeklaration p(x; y): und jedes  = 0+1 : : :+1 (Repr

asentation einer
Zahl n  0) gilt:
[[probound + 1 in p(x; y)℄℄ = [[probound  in ℄℄
Dabei steht probound  in  f

ur das Programm, das aus  durh Ersetzung




Bemerkung 4 Eine Prozedurdeklaration legt die Semantik einer Prozedur ein-
deutig fest. Zum Beweis zeigt man induktiv, da jedes [[p℄℄
A;n
durh die obige
Gleihung festgelegt wird. Es l

at sih so auh leiht zeigen, da die [[p℄℄
A;n
monoton wahsende Relationen sind.
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Denition 13 models-operator
 A; z j= ' gilt f

ur eine Formel ' gdw. [['℄℄
z
= tt
 A j= ' gilt gdw. in allen Zust

anden z: A; z j= '
 j= ' gilt gdw. wenn in jeder Algebra A : A j= '
  j=  gilt gdw. wenn in jeder Algebra A aus A j= ' f

ur jedes ' 2  auh
A j=  folgt.
Bemerkung 5 Die folgenden Aussagen gelten, falls i weder in  noh in "
vorkommt. Die ersten beiden harakterisieren while-Shleifen (sie erlauben In-
duktion

uber die Zahl der Iterationen). Die dritte Aussage erlaubt es, loop's zu
vermeiden, deren Z

ahler in  vorkommt.
 j= hwhile " do i ' $ 9 i:hloop if " then  times ii (' ^ : ")
 j= hloop  times + 1i ' $ h; loop  times i '
 j= hloop  times i ' $ (8 i:i =  ! hloop  times ii ')
Bemerkung 6 Sei A eine Algebra mit A j= Æ f

ur eine Prozedurdeklarationsli-
ste Æ, die eine Prozedurdeklaration p(x;var y): enth

alt. Dann harakterisieren












ur Axiome betrahtet werden. Die Formeln erlauben auh die
Induktion

uber die Shahtelungstiefe sowie ein Unfolding von Prozeduren. Die
erste Formel gilt unabh







neue Variablen derselben Sorten wie x und y sein. probound  in 
steht wieder f

ur das Programm, das aus  durh Ersetzung aller Prozeduraufrufe
q(; z) mit probound  in q(; z) hervorgeht.
 j= hp(t; z)i ' $ 9 :hprobound  in p(t; z)i '











; y; z := y
0
i '















Eine Basis-Spezikation SPEC = (SIG,Ax,GAx,PAx) besteht aus
 einer Signatur SIG = (S,OP,P,X).
 einer Menge von Axiomen Ax (Formeln

uber SIG).
 einer MengeGAx von Erzeugtheitsklauseln der Form: s
1





; : : : f
m
(n,m > 0). Dabei sind s
1











; : : : s
n
.
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 eine Menge PAx von Prozedurdeklarationslisten

uber SIG. Ist eine Proze-








Denition 15 Semantik von Spezikationen
Eine Algebra A ist ein Modell von SPEC (geshrieben als A j= SPEC, wenn sie
eine Algebra

uber der Signatur der Spezikation ist, so da
 A j= ' f

ur jedes ' 2 Ax
 F

ur jede Erzeugtheitsklausel s
1




; : : : ; f
m
2 GAx
und jedes i = 1 : : : n, l







eines Terms t erhalten, der keine Variablen der Sorten s
1




alt, und dessen Operationssymbole nur aus ff
1
; : : : ; f
m
g stammen.
 A j= Æ f

ur jedes Æ 2 PAx
Bemerkung 7 Zu jedem Modell einer Spezikation (SIG,Ax,GAx,;), deren Si-
gnatur keine Prozedurbezeihner enth

alt, gibt es genau eine Erweiterung zu
einem Modell einer um Prozedurdeklarationen PAx und die Menge P der dar-
in denierten Prozedurbezeihner erweiterten Spezikation (SIG [ P,Ax,GAx,
PAx ).
Bemerkung 8 Wir shreiben SPEC j= ', wenn in jedem Modell A von SPEC
A j= ' gilt.
Theorem 11 Korrektheit und Vollst

andigkeit
Die Theorie einer Basisspezikation l

at sih korrekt und vollst

andig axioma-
tisieren, wenn man f

ur jedes Generiertheitsprinzip s
1





. . . ; f
m
eine (algorithmish niht nutzbare) Omega-Regel addiert. Diese lautet:
Wenn f

ur eine Formel '(x) mit freier Variable x aus einer der Sorten s
1
; : : : s
n
alle (evtl. unendlih vielen) Formeln '(t) ableitbar sind f

ur jeden Term t, der
nur mit den Konstruktoren f
1
; : : : f
m
gebildet ist, und nur Variablen enth

alt,
die niht aus den Sorten s
1




alt, dann ist 8 x:'(x) ableitbar.
Bei der Realisierung eines Kalk

uls werden die Omega-Regeln durh entspre-





ur die praktishe Anwendung ausreihend.
Wir wollen den Beweis hier niht f

uhren. Die Idee des Beweises beruht auf
der






Dazu wird jedes Programm  in eine Relation R

(Eingabe: Die Variablen des
Programms, Ausgabe: die zugewiesenen Variablen des Programms)

ubersetzt.





tenlogishe Spezikationen mit Generiertheitsklauseln, f

ur die die korrekte und
vollst














urlihe Zahlen, Listen und dynamishe Funktionen
nden sih in Anhang E
diagtype =
data speiation









atualize Dynfun with parameter state by morphism
dom ! state, odom ! state, dynfun ! f-state-state,








enrih nat, f-state-state with
funtions . ^ . : f-state-state  nat ! f-state-state prio 9;
axioms
it-base-ax : (f ^ 0)dste
s
= st,
it-re-ax : (f ^ m +1)dste
s






atualize Dynfun with nat, parameter state by morphism
dom ! nat, odom ! state, dynfun ! stream,
. [ . ℄ ! . d . e, f ! s,
end atualize
enrstream =
enrih stream, iterate with
funtions
ons : state  stream ! stream;
dr : stream ! stream;
app : stream  nat  stream ! stream;
nthdr : stream  nat ! stream;
axioms
ons-base-ax : ons(st, s)d0e = st,
ons-re-ax : ons(st, s)dm +1e = sdme,
dr-ax : dr(s)dme = sdm +1e,





app-re-ax : app(s, m +1, s
0
) = ons(sd0e, app(dr(s), m, s
0
)),
nthdr-base-ax : nthdr(s, 0) = s,
nthdr-re-ax : nthdr(s, m +1) = nthdr(dr(s), m),
streamhoie :
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f-tup-tup =
atualize iterate with tuple by morphism
state ! tuple, f-state-state ! f-tup-tup, . d . e
s
! . [[ . ℄℄,












$ (8 m, st. st = sdme
! hif : nal(st) then RULE(; st)i st = sdm +1e),
nal-def : (: Regel terminiert niht ) Endzustand :)
(: hRULE(; st)i true) ! nal(st) ,
hoie : (: Auswahlaxiom f

ur RULE :)
(8 st. hif : nal(st) then RULE(; st)i true)
! 9 f. 8 st
0
. hst := st
0






rename rule by morphism
stream! stream', state! state', . d . e ! . d . e', ons! ons',
dr ! dr', app ! app', nthdr ! nthdr', Trae ! Trae',
nal ! nal', RULE ! RULE', s ! s', st ! st'
end rename
C.2 Verfeinerung deterministisher ASMs
C.2.1 Spezikation
detequiv =





ndt : state  state' ! diagtype;
exe0n : state  state' ! nat;
exem0 : state  state' ! nat;
prediates
INV : state  state'; (: Zusammenhangsinvariante :)
IN : state  state'; (: Eingaberelation :)
OUT : state  state'; (: Ausgaberelation :)
PROP : state  state';
variables i, j, k: nat;
axioms
init-ax : IN(st, st') ! INV(st, st'),
nboth-ax : nal(st) ^ nal'(st') ^ INV(st, st') ! OUT(st, st'),
n1-ax : nal(st) ^ INV(st, st') ^ : nal'(st') ! ndt(st, st') = 0n,
n2-ax : nal'(st') ^ INV(st, st') ^ : nal(st) ! ndt(st, st') = m0,
mton-ax :
INV(st, st') ^ : nal(st) ^ : nal'(st') ^ ndt(st, st') = m0
! hif : nal(st) then RULE(; st) i
9 i. hloop if : nal(st) then RULE(; st) times ii
hif : nal'(st') then RULE'(; st') i
9 j. hloop if : nal'(st') then RULE'(; st') times j i INV(st, st'),
0ton-ax :
INV(st, st') ^ : nal'(st') ^ ndt(st, st') = 0n ^ exe0n(st, st') = k
! hif : nal'(st') then RULE'(; st') i
9 j. hloop if : nal'(st') then RULE'(; st') times ji
(INV(st, st') ^ (: nal'(st') ^ ndt(st, st') = 0n! exe0n(st, st') < k)),
mto0-ax :
INV(st, st') ^ : nal(st) ^ ndt(st, st') = m0 ^ exem0(st, st') = k
! hif : nal(st) then RULE(; st) i
9 i. hloop if : nal(st) then RULE(; st) times ii
(INV(st, st') ^ (: nal(st) ^ ndt(st, st') = m0! exem0(st, st') < k)),
prop-def :
PROP(st, st')
$ 9 i. hloop if : nal(st) then RULE(; st) times ii
9 j. hloop if : nal'(st') then RULE'(; st') times ji INV(st, st')
end enrih
C.2.2 Bewiesene Theoreme
nite-0ton (der interessante Fall von Lemma 2 aus Abshnitt 6.2.3)
INV(st, st'), ndt(st, st') = 0n, : nal'(st')
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` hif : nal'(st') then RULE'(; st') i
9 j. hloop if : nal'(st') then RULE'(; st') times ji
(INV(st, st') ^ (nal'(st') _ ndt(st, st') 6= 0n))
 used lemmas : 0ton-ax
 used by : ompl-step, ompleteness
nite-mto0
INV(st, st'), ndt(st, st') = m0, : nal(st)
` hif : nal(st) then RULE(; st) i
9 i. hloop if : nal(st) then RULE(; st) times ii
(INV(st, st') ^ (nal(st) _ ndt(st, st') 6= m0))
 used lemmas : mto0-ax
 used by : orr-step, orretness
orr-step (Lemma 1 aus Abshnitt 6.2.3)
PROP(st, st') ` hif : nal'(st') then RULE'(; st')i PROP(st, st')
 used lemmas : nite-mto0, n1-ax, 0ton-ax, mton-ax, prop-def
 used by : orretness
ompl-step
PROP(st, st') ` hif : nal(st) then RULE(; st)i PROP(st, st')
 used lemmas : nite-0ton, n2-ax, mto0-ax, mton-ax, prop-def
 used by : ompleteness
orretness (Korrektheit der Verfeinerung)
IN(st, st')
` [while : nal'(st') do RULE'(; st') ℄
hwhile : nal(st) do RULE(; st)i OUT(st, st')





` [while : nal(st) do RULE(; st)℄
hwhile : nal'(st') do RULE'(; st')i OUT(st, st')











enrih rule, rule', f-tup-tup, diagtype with
funtions
ndt : state  state' ! diagtype;
exe0n : state  state' ! nat;
exem0 : state  state' ! nat;
prediates
INV : state  state';
INV' : state  state';
KPROP : state  state';
VPROP : state  state';
IN, : state  state';
OUT : state  state';









init-ax : IN(st, st') ! INV(st, st'),
nboth-ax : nal(st) ^ nal'(st') ^ INV(st, st') ! OUT(st, st'),
n1-ax : nal(st) ^ INV(st, st') ^ : nal'(st') ! ndt(st, st') = 0n,
n2-ax : nal'(st') ^ INV(st, st') ^ : nal(st) ! ndt(st, st') = m0,
mton-orr-ax :
INV(st, st') ^ ndt(st, st') = m0 ^ Trae'(s')
^ st' = s'd0e
0
^ : nal(st) ^ : nal'(st')
! hif : nal(st) then RULE(; st)i




INV(st, st') ^ ndt(st, st') = 0n ^ exe0n(st, st') = k
^ Trae'(s') ^ st' = s'd0e
0
^ : nal'(st')
! 9 j. INV(st, s'dj +1e
0
)
^ (: nal'(s'dj +1e
0
) ^ ndt(st, s'dj +1e
0
) = 0n! exe0n(st, s'dj +1e
0
)< k),





INV(st, st') ^ ndt(st, st') = m0 ^ exem0(st, st') = k ^ : nal(st)
! hif : nal(st) then RULE(; st)i
9 i. hloop if : nal(st) then RULE(; st) times ii
(INV(st, st') ^ (: nal(st) ^ ndt(st, st') = m0! exem0(st, st') < k)),
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mton-omp-ax :
INV(st, st') ^ ndt(st, st') = m0 ^ Trae(s)
^ st = sd0e ^ : nal(st) ^ : nal'(st')
! hif : nal'(st') then RULE'(; st')i
9 i. 9 j. hloop if : nal'(st') then RULE'(; st') times j i INV(sdi +1e, st'),
mto0-omp-ax :
INV(st, st') ^ ndt(st, st') = m0 ^ exem0(st, st') = k ^ Trae(s)
^ st = sd0e ^ : nal(st)
! 9 i. INV(sdi +1e, st')
^ (: nal(sdi +1e) ^ ndt(sdi +1e, st') = m0! exem0(sdi +1e, st') < k),
0ton-omp-ax : (: folgt aus 0ton-orr-ax :)
INV(st, st') ^ ndt(st, st') = 0n ^ exe0n(st, st') = k ^ : nal'(st')
! hif : nal'(st') then RULE'(; st')i
9 j. hloop if : nal'(st') then RULE'(; st') times ji
(INV(st, st') ^ (: nal'(st') ^ ndt(st, st') = 0n! exe0n(st, st') < k)),
hoie-ax : (: Auswahlaxiom :)
(8 t. 9 t
0
. p(s', t, t
0
)) ! (9 ft. 8 t. p(s', t, ft[[t℄℄)),
diagonal-ax : (: Auswahlaxiom :)
8 m. 9 st. st = (ft " m)[[mkt(s
0
, 0, 0)





$ 8 s'. st' = s'd0e
0
^ Trae'(s')
! 9 i. hloop if : nal(st) then RULE(; st) times ii





$ 8 s. st = sd0e ^ Trae(s)
! 9 j. hloop if : nal'(st') then RULE'(; st') times ji
(9 m. INV(sdme, st')),
inv'-def : INV'(st, st') $ INV(st, st') ^ (nal(st) $ nal'(st'))
p-def : (: Pr

adikat, das das Anh







) ^ Trae(t.s) ^ Trae'(s')
! Trae(t
0
.s) ^ (8 i
1









^ t.i < t
0

















INV(st, st'), ndt(st, st') = 0n, : nal'(st')
` hif : nal'(st') then RULE
0
(; st')i
9 j. hloop if : nal'(st') then RULE
0
(; st') times ji
(INV(st, st') ^ (nal'(st') _ ndt(st, st') 6= 0n))
 used lemmas : 0ton-omp-ax
 used by : ompl-step, ompleteness
n-mto0
INV(st, st'), ndt(st, st') = m0, : nal(st)
` hif : nal(st) then RULE(; st)i
9 i. hloop if : nal(st) then RULE(; st) times ii
(INV(st, st') ^ (nal(st) _ ndt(st, st') 6= m0))
 used lemmas : mto0-orr-ax
 used by : add-diagram, orr-step, orretness, equiv-nal
nite-0ton
ndt(st, st') = 0n, INV(st, st'), Trae'(s'), s'd0e
0
= st', : nal'(st')
` 9 j. INV(st, s'dj +1e
0
) ^ (nal'(s'dj +1e
0
) _ ndt(st, s'dj +1e
0
) 6= 0n)
 used lemmas : 0ton-orr-ax
 used by : add-diagram, equiv-nal
orr-step
KPROP(st, st') ` [if : nal'(st') then RULE
0
(; st')℄ KPROP(st, st')
 used lemmas : n-mto0, n1-ax, 0ton-orr-ax, mton-orr-ax, kprop-def
 used by : orretness
ompl-step
VPROP(st, st') ` [if : nal(st) then RULE(; st)℄ VPROP(st, st')
 used lemmas : n-0ton, n2-ax, mto0-omp-ax, mton-omp-ax, vprop-def
 used by : ompleteness
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orretness (Korrektheit der Verfeinerung)
IN(st, st')
` [while : nal'(st') do RULE
0
(; st')℄
hwhile : nal(st) do RULE(; st)i OUT(st, st')





` [while : nal(st) do RULE(; st)℄
hwhile : nal'(st') do RULE
0
(; st')i OUT(st, st')
 used lemmas : nboth-ax, n1-ax, n-0ton, ompl-step, init-ax, vprop-def
equiv-nal (Lemma 3 aus Abshnitt 6.3)
INV(st, st'), Trae'(s'), s'd0e
0
= st'
` 9 i. hloop if : nal(st) then RULE(; st) times ii (9 j. INV'(st, s'dje
0
))
 used lemmas : n2-ax, n-mto0, n1-ax, nite-0ton, inv'-def
 used by : add-diagram
add-diagram (Lemma 4 aus Abshnitt 6.3)
INV'(st, st'), Trae'(s'), s'd0e
0
= st'
` hif : nal(st) then RULE(; st)i
9 i. hloop if : nal(st) then RULE(; st) times ii
(9 j. INV'(st, s'dj +1e
0
))
 used lemmas : n1-ax, 0ton-orr-ax, n-mto0, n2-ax, mto0-orr-ax,
nite-0ton, equiv-nal, mton-orr-ax, inv'-def
 used by : totality
totality (Totalit

at der Relation, die Diagrammanf

ugung beshreibt)
` 8 s', t. 9 t
0
. p(s', t, t
0
)
 used lemmas : inv'-def, p-def, add-diagram




hoie-onl (Existenz einer Funktion, die ein Diagramm addiert)
` 9 ft. p(s', t, ft[[t℄℄)
 used lemmas : totality, hoie-ax
ind-hoie-onl (Spezialfall von hoie-onl f

ur ft " m)
` 9 ft. 8 m. p(s', (ft " m)[[t℄℄, (ft " m +1)[[t℄℄)
 used lemmas : totality, hoie-ax
 used by : trae-orretness
diagonal (Diagonalisierungsargument f
















8 k. p(s', (ft " k)[[t
0






^ m  t.i ^ m  t.j ^ Trae(t.s)
^ (8 i, j. i < j ^ j  m
! (ft " i)[[t
0
℄℄.i < (ft " j)[[t
0
℄℄.i ^ (ft " i)[[t
0
℄℄.j < (ft " j)[[t
0
℄℄.j)
^ (8 j, k. j  m ^ k  (ft " j)[[t
0
℄℄.i ! (ft " j)[[t
0
℄℄.sdke = t.sdke)
 used lemmas : p-def, inv'-def
 used by : trae-orretness




` 9 s. Trae(s) ^ sd0e = st ^ (8 m, k. 9 i, j. m  i ^ k  j ^ INV'(sdie, s'dje
0
))
 used lemmas : diagonal, diagonal-ax, ind-hoie-onl, inv'-def






enrih rule, rule', diagtype with
funtions
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ndt : state  state' ! diagtype ;
exe0n : state  state' ! nat ;
exem0 : state  state' ! nat ;
prediates
INV : state  state';
IN : state  state';
OUT : state  state';
KPROP : state  state';















! 8 i. [loop if : nal(st) then RULE(; st) times i℄ MINV(st),
init-ax : IN(st, st') ! INV(st, st') ^ MINVNOW(st'),
nboth-ax : nal(st) ^ nal'(st') ^ INV(st, st') ^ MINV(st) ! OUT(st, st'),
n1-ax : nal(st) ^ INV(st, st') ^ : nal'(st') ^ MINV(st) ! ndt(st, st') = 0n,
n2-ax : nal'(st') ^ INV(st, st') ^ : nal(st) ^ MINV(st)! ndt(st, st') = m0,
mton-orr-ax :
INV(st, st') ^ MINV(st) ^ : nal(st) ^ : nal'(st') ^ ndt(st, st') = m0
! [if : nal'(st') then RULE'(; st')℄
9 j. [loop if : nal'(st') ^ : MINVNOW(st') then RULE'(; st') times j℄
( MINVNOW(st')
^ hif : nal(st) then RULE(; st)i
9 i. hloop if : nal(st) then RULE(; st) times ii INV(st, st')),
0ton-orr-ax :
INV(st, st') ^ MINV(st) ^ MINVNOW(st') ^ : nal'(st')
^ ndt(st, st') = 0n ^ exe0n(st, st') = k
! [if : nal'(st') then RULE'(; st')℄
9 j. [loop if : nal'(st') ^ : MINVNOW(st') then RULE'(;st') times j℄
( INV(st, st') ^ MINVNOW(st')
^ (: nal'(st') ^ ndt(st, st') = 0n ! exe0n(st, st') < k)),
mto0-orr-ax :
INV(st, st') ^ MINV(st) ^ MINVNOW(st') ^ : nal(st)
^ ndt(st, st') = m0 ^ exem0(st, st') = k
! hif : nal(st) then RULE(; st)i
9 i. hloop if : nal(st) then RULE(; st) times ii






$ 8 i. [loop if : nal(st) then RULE(; st) times i℄ MINV(st)
^ (9 j. [loop if : nal'(st') ^ : MINVNOW(st')
then RULE'(; st') times j℄
( MINVNOW(st')
^ (9 i. hloop if : nal(st) then RULE(; st) times ii
INV(st, st')))),




INV(st, st'), MINV(st), ndt(st, st') = 0n, : nal'(st'), MINVNOW(st')
` [if : nal'(st') then RULE
0
(; st')℄
9 j. [loop if : nal'(st') then RULE
0
(; st') times j℄
(INV(st, st') ^ MINVNOW(st') ^ (nal'(st') _ ndt(st, st') 6= 0n))
 used lemmas : 0ton-orr-ax
nite-mto0
8 i. [loop if : nal(st) then RULE(; st) times i℄ MINV(st),
INV(st, st'), ndt(st, st') = m0, : nal(st), MINVNOW(st')
` hif : nal(st) then RULE(; st)i
9 i. hloop if : nal(st) then RULE(; st) times ii
( INV(st, st')
^ (nal(st) _ ndt(st, st') 6= m0)
^ (8 i. [loop if : nal(st) then RULE(; st) times i℄ MINV(st)))
 used lemmas : mto0-orr-ax
 used by : orr-step, orretness
orr-step
KPROP(st, st') ` [if : nal'(st') then RULE
0
(; st')℄ KPROP(st, st')
 used lemmas : nite-mto0, n1-ax, 0ton-orr-ax, mton-orr-ax, kprop-def
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 used by : orr-j-steps, orretness
kprop-minv'
KPROP(st, st') ` MINV'(st')
 used lemmas : minv'-def, kprop-def
 used by : newinvariane
in-kprop
IN(st, st') ` KPROP(st, st')
 used lemmas : init-ax, minv-ax, kprop-def
 used by : orr-j-steps, orretness, newinvariane
orr-j-steps
KPROP(st, st')
` [loop if : nal'(st') then RULE
0
(; st') times j℄ KPROP(st, st')
 used lemmas : in-kprop, kprop-def, orr-step
 used by : newinvariane
orretness
IN(st, st')
` [while : nal'(st') do RULE
0
(; st')℄
hwhile : nal(st) do RULE(; st)i OUT(st, st')
 used lemmas : nboth-ax, n2-ax, nite-mto0, kprop-def, orr-step,
in-kprop
newinvariane (Theorem 9 aus Abshnitt 6.5)
9 st. IN(st, st')
` 8 j. [loop if : nal'(st') then RULE
0
(; st') times j℄ MINV'(st')














var instr = ode(o, db
5
)




else if is lause(instr)
then ol := [o℄
else if instr = nil'







var instr = ode(o, db
5
),
follow = ode(o +1, db
5
)
in if instr = try me else(N)
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begin
var instr = ode(o, db
5
),
follow = ode(o +1, db
5
)
in if instr = retry me else(N)





ol := [o +1 j ol℄
end
else abort
else if is trust me(instr)
then if is lause(follow)










var instr = ode(o, db
7
)
in if is retry me(instr) _ is trust me(instr)
then S-CHAIN-RETRY-ME#(trm, o, db
7
; ol)
else if is retry(instr) _ is trust(instr)
then S-CHAIN-RETRY#(trm, o, db
7
; ol)








if o = failode then ol := [℄








var instr = ode(o, db
7
)
in if is lause(instr) then ol := [o℄ else












ol := append(ol, ol
2
)
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end
else

















if : is strut(trm) _ arity(trm) < argindex(instr) then abort else
var xi = arg(trm, argindex(instr))





























; ol) else abort
else if instr = swith on onstant(argindex, tabsize, table)
then if is onst(xi)







else if instr = swith on struture(argindex, tabsize, table)
then if is strut(xi)













var instr = ode(o, db
7
)

















else if is trust me(instr)
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begin
var instr = ode(o, db
7
)

















else if instr = trust(N)









var instr = ode(o, db
7
)
in if is retry me(instr) _ is trust me(instr)
then S-CHAIN-RETRY-ME#(trm, o, db
7
; ol)
else if is retry(instr) _ is trust(instr)



































var instr = ode(o, db
7
) in



















if o = failode then m := 0








var instr = ode(o, db
7
)
in if is lause(instr) then m := 0 else
if instr = try(N) then C-S-CHAIN-TRY#(trm, N, db
7
; m); else
if instr = try me(N) then C-S-CHAIN-TRY-ME#(trm, N, db
7
; m); else
if : is strut(trm) _ arity(trm) < argindex(instr) then abort
else var xi = arg(trm, argindex(instr)) in









if is strut(xi) then
if N
s
= failode then m := 0




; m); m := m +1 end
else if is onst(xi) then
if N

= failode then m := 0




; m); m := m +1 end
else if is var(xi) then
if N
v
= failode then m := 0




; m); m := m +1 end
else if is list(xi) then
if N
l
= failode then m := 0




; m); m := m +1 end
else abort
else if instr = swith on onstant(argindex, tabsize, table) then
if is onst(xi) then
var preg = hash(table, tabsize, onstsym(xi)) in





m := m +1
end
else abort
else if instr = swith on struture(argindex, tabsize, table) then
if is strut(xi) then
var preg = hashs(table, tabsize, funt(xi)) in
if preg = failode then m := 0
else begin
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C-S-CHAIN-REC#(trm, preg, arity(xi), db
7
; m);









var instr = ode(o, db
7
) in
if instr = try me(N) then
var m
0
= 0 in begin


















var instr = ode(o, db
7
) in
if instr = try(N) then
var m
0



















var instr = ode(o, db
7
) in
if instr = retry me(N) then
var m
0
= 0 in begin












else if trust me(instr) then
begin C-S-CHAIN-REC#(trm, o +1, db
7










var instr = ode(o, db
7
) in
if instr = retry(N) then
var m
0













else if instr = trust(N) then
begin C-S-CHAIN-REC#(trm, N, db
7







var instr = ode(o, db
7
) in














if stl = [℄ then m := 0
else var m
0






















variables a, b,  : elem;
end speiation
elemI =
rename elem by morphism
elem ! elem', a ! a', b ! b',  ! '
end rename
elemII =
rename elem by morphism




parameter elemI + elemII






end generi data speiation
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Generated axioms:
pair freely generated by h . , . i;
fst(ha', a"i) = a',
snd(ha', a"i) = a",




i $ a' = a'
0
^ a" = a"
0
,
hfst(p), snd(p)i = p
vartermpair =
atualize pair with parameter node, term by morphism
elem' ! nodesort, elem" ! term, pair ! pairvarterm
end atualize
varvarpair =
atualize pair with parameter node by morphism
elem' ! nodesort, elem" ! nodesort, pair ! varvarpair
end atualize
termtermpair =
atualize pair with term by morphism
elem' ! term, elem" ! term, pair ! termtermpair
end atualize
degoal =
atualize pair with goalsort, parameter node by morphism
elem' ! goalsort, elem" ! nodesort, pair ! degoal
end atualize
lause =
atualize pair with term, goal by morphism
elem' ! term, elem" ! goalsort,
pair ! lausesort, p ! l
end atualize
ident =
atualize pair with parameter atom, nat by morphism
elem' ! atomsort, elem" ! nat, pair ! ident
end atualize
prodeftable =
atualize pair with ident, parameter ode by morphism
elem' ! ident, elem" ! odesort,





with parameter program2, prodeftable
by morphism
elem' ! program", elem" ! prodeftable, pair ! omp3result




parameter sorts dom, odom;
target sorts dynfun;
funtions f : odom ! dynfun;
. [ . ℄ : dynfun  dom ! odom;
. [ .  . ℄ : dynfun  dom  odom ! dynfun;
variables f : dynfun; x, y : dom; z : odom;
axioms f(z) [x℄ = z,
f [x  z℄ [x℄ = z,
x 6= y ! f [x  z℄ [y℄ = f[y℄
end generi speiation
F-no-no =
atualize Dynfun with parameter node by morphism
dom ! nodesort, odom ! nodesort,
Dynfun ! funnodenode, f ! F
end atualize
vi =
atualize Dynfun with nat by morphism
dom ! nat, odom ! nodesort, Dynfun ! vifun, f ! vi
end atualize
F-o-o =
atualize Dynfun with parameter ode by morphism
dom ! odesort, odom ! odesort,
Dynfun ! funodeode, f ! C
end atualize
ll =
atualize Dynfun with parameter node, parameter ode by morphism
dom ! nodesort, odom ! odesort,
Dynfun ! llfun, f ! ll
end atualize
deglseq =
atualize Dynfun with degoallist by morphism
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dom ! nodesort, odom ! degoallist,
Dynfun ! degoalseqfun, f ! deglseq
end atualize
ands =
atualize Dynfun with nodelist by morphism
dom ! nodesort, odom ! nodelist,
Dynfun ! andsfun, f ! ands
end atualize
p =
atualize Dynfun with parameter ode by morphism
dom ! nodesort, odom ! odesort,
Dynfun ! pfun, f ! p
end atualize
g =
atualize Dynfun with goal by morphism
dom ! nodesort, odom ! goal, Dynfun ! gfun, f ! g
end atualize
p =
atualize Dynfun with parameter node, parameter ode by morphism
dom ! nodesort, odom ! odesort,
Dynfun ! pfun, f ! p
end atualize
sub =
atualize Dynfun with substitution by morphism
dom ! nodesort, odom ! substitution,
Dynfun ! subfun, f ! sub
end atualize
goalfun =
atualize Dynfun with parameter node, goal by morphism
dom ! nodesort, odom ! goalsort,
Dynfun ! goalfun, f ! goal
end atualize
H-no-nol =
atualize Dynfun with nodelist by morphism
dom ! nodesort, odom ! nodelist,





nat = 0 j . +1 (.  1 : nat);
variables i, j, k, m : nat;
order prediates . < . : nat  nat;
end data speiation
Generated axioms:
nat freely generated by 0, +1;
i +1  1 = n,
i +1 = j +1 $ i = j,
0 6= i +1,
i = 0 _ i = i  1 +1,
: i < i,
i < j ^ j < k ! i < k,
: i < 0,
i < j +1 $ i = j _ i < j
nat =
enrih nat-basi1 with
funtions . + . : nat  nat ! nat;
.   . : nat  nat ! nat prio 8 left;
prediates
.  . : nat  nat;
. > . : nat  nat;
.  . : nat  nat;
axioms
i + 0 = i,
i + j +1 = (i + j)+1,
i   0 = i,
i   j +1 = (i   j) 1,
i  j $ : j < i,
i > j $ j < i,




parameter elem using nat target
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sorts set;
onstants ; : set;
funtions
f . g : elem ! set;
. [ . : set  set ! set prio 9 left;
prediates
. 2 . : elem  set;
.  . : set  set;
variables s, s' : set;
axioms
set generated by ;, f . g, . [ .
: a 2 ;,
a 2 fbg $ a = b,
a 2 s [ s' $ a 2 s _ a 2 s',
s = s' $ (8 a. a 2 s $ a 2 s'),
s  s' $ (8 a. a 2 s ! a 2 s')
end generi speiation
nodeset =
atualize set with parameter node by morphism




parameter elem using nat
list = [℄
j [ . j . ℄ (ar : elem, dr : list)
;
variables x, y, z : list;
size funtions # : list ! nat ;
order prediates .  . : list  list;
end generi data speiation
Generated axioms:
list freely generated by [℄, [ . j . ℄
ar([a j x℄) = a,
dr([a j x℄) = x,
[a j x℄ = [b j y℄ $ a = b ^ x = y,
[℄ 6= [a j x℄,
x = [℄ _ x = [ar(x) j dr(x)℄,
#([℄) = 0,
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#([a j x℄) = #(x)+1,
: x  x,
x  y ^ y  z ! x  z,
: x  [℄,




append : list  list ! list;
rmdup : list ! list;
pos : list  elem ! nat;
rev : list ! list;
prediates
. 2 . : elem  list;
. subli . : list  list;
. subse . : list  list;




append([℄, x) = x,
append([a j x℄, y) = [a j append(x, y)℄,
a 2 x $ (9 y, z. x = append(y, [a j z℄),
[℄ subli x,
: [a j x℄ subli [℄,
[a j x℄ subli [b j y℄ $ a = b ^ x subli y _ a 6= b ^ [a j x℄ subli y,
[℄ subse x,
[a j x℄ subse y $ a 2 y ^ x subse y,
nodups([℄),
nodups([a j x℄) $ : a 2 x ^ nodups(x),
dups(x) $ : nodups(x),
rmdup([℄) = [℄,
a 2 x ! rmdup([a j x℄) = rmdup(x),
: a 2 x ! rmdup([a j x℄) = [a j rmdup(x)℄,
x  y $ #(rmdup(x)) < #(rmdup(y)) ^ x subse y
pos([a j x℄, a) = 0,
a 6= b ! pos([a j x℄, b) = pos(x, b) +1,
rev([℄) = [℄,
rev([a j x℄) = append(rev(x), [a℄)
end enrih
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substitution =
atualize list with pairvarterm by morphism
elem ! pairvarterm, list ! substitution, x ! su
end atualize
goal =
atualize list with term by morphism
elem ! term, list ! goal, x ! go
end atualize
natlist =
atualize list with nat by morphism
elem ! nat, list ! natlist, x ! nl
end atualize
varlist =
atualize list with parameter node by morphism
elem ! nodesort, list ! varlist, x ! vl
end atualize
nodelist =
atualize list with parameter node by morphism
elem ! nodesort, list ! nodelist, x ! stak
end atualize
odelist =
atualize list with parameter ode by morphism
elem ! odelist, list ! odesort, x ! ol
end atualize
degoallist =
atualize list with degoal by morphism
elem ! degoal, list ! degoallist, x ! dgl
end atualize
lauselist =
atualize list with lause by morphism
elem ! lause, list ! lauselist, x ! li
renaming =
atualize list with varvarpair by morphism










funtions new : nodeset ! elem;
axioms




modesort = selet j all;
variables mode : modesort;
end data speiation
Generated axioms:
modesort freely generated by selet, all;
selet 6= all,
mode = selet _ mode = all
stopmode =
data speiation
stopmodesort = suess j failure j run;
variables stop : stopmodesort;
end data speiation
Generated axioms:
stopmodesort freely generated by suess, failure, run;
failure 6= run, suess 6= run, suess 6= failure,




onstants ? : nodesort;
variables n : nodesort;





onstants utsym , failsym, truesym : atomsort;








using nat, parameter atom, parameter ordnode
term = strut (funt : atomsort, args : termlist) with is strut
j mkonst (onstsym : atomsort) with is onst
j mkvar (varsym : nodesort) with is var
j mklist (lar : term, ldr : term) with is list
;
termlist = the one (and only : term)




: term; trmli, trmli
0
: termlist;
size funtions tlen : termlist ! nat ;
order prediates . <
tl
. : termlist  termlist;
end data speiation
Generated axioms:
term, termlist freely generated by strut, mkonst, mkvar,









. : degoallist  substitution ! degoallist;
. ^
sg
. : substitution  goalsort ! goalsort;
. ^
t
. : substitution  term ! term;
. ^
tl
. : substitution  termlist ! termlist;
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







[trm j go℄ = [su ^
t








[hgo, sti j dgl℄ = [hsu ^
sg





























, trmi j su℄ ^
t


















[℄ o su = su,
[hva
0















substornil = oksubst(the subst : substitution) j nil;
variables subst : substornil;
end data speiation
Generated axioms:
substornil freely generated by nil, oksubst;
the subst(oksubst(su)) = su,
oksubst(su) = oksubst(su
0




subst = oksubst(the subst(subst)) _ subst = nil
enrterm =
enrih term, substornil with
onstants ! : term; true : term; fail : term;
funtions
. Æ . : substitution  substornil ! substitution;
. o . : substitution  substitution ! substitution;
arity : term ! nat;
arg : term  nat ! term;
. 
tl
. : termlist  termlist ! termlist;























is user dened(trm) $ trm 6= true ^ trm 6= fail ^ trm 6= !,
arity(trm) = tlen(args(trm))+1,
args(trm) = the one(trm
1






! arg(trm, 0 +1) = trm
1
^ (0 < n ! arg(trm, n +1) = arg(strut(funt(trm), trmli), n)),
su Æ oksubst(su
0










onstants failode : odesort;
funtions
. +1 : odesort ! odesort;
.  1 : odesort ! odesort;
variables o : odesort;
axioms
o +1  1 = o,
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union0 = mode + stopmode + unify + lauselist + rename + enrnodeset +
sub + ll + subst + F-no-no + deglseq + enrterm
lausefun =
enrih lause, parameter ode, parameter program with
funtions lause : odesort  program ! lausesort;
end enrih
prodef =
enrih term, odelist, parameter program with
funtions prodef : term  program ! odelist ;
end enrih
PrologTree =
enrih union0 + ands + prodef + lausefun with
funtions
maplause : odelist  program ! lauselist;
map : llfun  nodelist ! odelist;
prediates
every : funnodenode  nodelist  nodesort;
disjoint : nodelist  nodelist;
disjointls : nodelist  nodeset;
variables father: funnodenode;
axioms
maplause([℄, db) = [℄,







℄ = n ^ every(father, stak, n),
map(ll, [℄) = [℄,
map(ll, [n j stak℄) = [ll[n℄ j map(ll, stak)℄,
disjoint(stak, stak
0
) $ (8 n. n 2 stak ! : n 2 stak
0
),
disjointls(stak, s) $ (8 n. n 2 stak ! : n 2 s)
end enrih





enrih term, parameter program, parameter ode with
funtions prodef
2





lauseornull = mklau(the lau : lausesort) j null;
variables ln : lauseornull;
end data speiation
Generated axioms:
lauseornull freely generated by null, mklau;
the lau(mklau(l)) = l,
mklau(l) = mklau(l
0




ln = mklau(the lau(ln)) _ ln = null
lauseIfun =
enrih ode, lauseornull, program with
funtions lause' : odesort  program ! lauseornull;
axioms
lause'(failode, db) = null
end enrih
PrologStak =
enrih union0 + prodef2 + odelist + nodelist + lauseIfun with
funtions
. from . : nodelist  nodesort ! nodelist prio 7;
dr : nodelist ! nodelist;
prediates
. utptsin . : degoallist  nodelist;
. tpelem . : degoallist  nodeset;
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maplause'([℄, db) = [℄,
maplause'([o j ol℄, db) = [the lau(lause'(o, db)) j
maplause'(ol, db)℄,
[℄ utptsin stak,
[hgo, ni j dgl℄ utptsin stak
$ (n = ? _ n 2 stak) ^ dgl utptsin (stak from n),
[℄ from n = [℄,
[n j stak℄ from n = [n j stak℄,
n
1
6= n ! [n
1
j stak℄ from n = stak from n,
[℄ tpelem s,
[hgo, ni j dgl℄ tpelem s $ n 2 s ^ dgl tpelem s,
stak  s $ (8 n. n 2 stak ! n 2 s),
dr([℄) = [℄,
dr([n j stak℄) = stak
end enrih
CompAssum1 =
enrih PrologTree, PrologStak with
funtions ompile
12
: program ! program;


















: funnodenode  degoallist ! degoallist;
F
s
: funnodenode  nodeset ! nodeset;
prediates
andsdisjoint : funnodenode  andsfun  nodelist;
. injon . : funnodenode  nodelist;




(F, [℄) = [℄,
F
d





(F, ;) = ;,
F
s
(F, s [ fng) = F
s
(F, s) [ fF[n℄g,
andsdisjoint(F, ands, stak)
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$ 8 n, n
1
. n 2 stak ^ n
1






$ (8 n, n
1
. n 2 stak ^ n
1
2 [? j stak℄ ^ n 6= n
1




$ 8 n, n
1
. n 2 stak ^ n
1










rmodesort = try j retry j enter j all;
variables rmode : rmodesort;
end data speiation
Generated axioms:
rmodesort freely generated by try, retry, enter, all;
enter 6= all, retry 6= all, retry 6= enter,
try 6= all, try 6= enter, try 6= retry,
rmode = try _ rmode = retry _ rmode = enter _ rmode = all
PrologStak+F =
enrih F-no-no, Tree+Stak+F with
funtions F
l




(F, [℄) = [℄,
F
l




ReuseChoiep = PrologStak+F + rmode
E.5. SPEZIFIKATIONEN F












using nat, lause, varlist, parameter ode
instr-or-l = try me else (where : odesort) with is try me
j retry me else (where : odesort) with is retry me
j trust me with is trust me
j try (what : odesort) with is try
j retry (what : odesort) with is retry
j trust (what : odesort) with is trust
j swith on term (argindex : nat,
vlabel : odesort, label : odesort,
llabel : odesort, slabel : odesort)
with is sw term
j swith on onstant (argindex : nat,
tabsize : nat, table : odesort)
with is sw onst
j swith on struture (argindex : nat,
tabsize : nat, table : odesort)
with is sw strut
j mkl (the l : lausesort) with is lause
j mkall (alllit : term) with is all





j ode of start
;
variables io : instr-or-l;
end data speiation
Generated axioms:
instr-or-l freely generated by trust me, alloate, dealloate,
proeed, nil', ode of start, try me else, retry me else, try', retry',
trust, swith on term, swith on onstant, swith on struture,
mkl, mkall, mkunify;





enrih term, parameter program2, parameter ode with
funtions prodef
3
: term  program" ! odesort;
end enrih
odefun =
enrih parameter ode, parameter program2, instr+lau with
onstants start : odesort;
funtions ode : odesort  program" ! instr-or-l;
axioms
o = start $ ode(o, db
2










: program ! program";
mapode : odelist  program" ! lauselist;









mapode([o j ol℄, db
5
) = [the l(ode(o, db
5





































CompPredStrut = CompAssum2 + PrologStak+F + rmode + p
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enrih nat, parameter atom,
parameter ode, parameter program2 with
funtions
hash : odesort  nat  atomsort  program" ! odesort;
hashs : odesort  nat  atomsort  nat  program"! odesort;
end enrih
CompAssum3a =
enrih CompAssum2, p, hash with
funtions ompile
56









































enrih enrterm, ident with
funtions id : term ! ident;
axioms
is strut(trm) ! id(trm) = mkident(funt(trm), arity(trm)),
is onst(trm) ! id(trm) = mkident(onstsym(trm), 0)
end enrih
CompAssum3 =
enrih omp3result, CompAssum2, p, hash, idfun with
funtions ompile
57
: program" ! omp3result;







































: funnodenodelist  degoallist ! degoallist;
H
l
: funnodenodelist  nodelist ! nodelist;




(h, [℄) = [℄,
H
d





(h, [℄) = [℄,
H
l




ar([n j stak℄) = n
end enrih
Swithing =
enrih CompAssum3, PrologStak+H, p with
funtions .  
sl
. : nodelist  nodelist ! nodelist;
prediates
eqh : funnodenodelist  funnodenodelist  degoallist  degoallist;
. <=
s


























$ go = go
0


















































enrih parameter node with
funtions
. +1 : nodesort ! nodesort;
.  1 : nodesort ! nodesort;
max : nodesort  nodesort ! nodesort;
prediates .  . : nodesort  nodesort;
axioms
n +1  1 = n,
n  1 +1 = n,
n  n +1,


















































. : renaming  term ! term;
. ^
rl






































i j rn℄ ^
r




















enrih subst, vi, varlist, atrenterm, unify, rename with
funtions
230 ANHANG E. SPEZIFIKATIONEN DER PROLOG-WAM-FALLSTUDIE
rentl : termlist  nat ! termlist;
rentl' : termlist  nodesort  vifun ! termlist;
rent' : term  nodesort  vifun ! term;
reng' : goalsort  nodesort  vifun ! goalsort;




. : substitution  nat;
. <
tvi
. : term  nat;
. <
tlvi
. : termlist  nat;
. <
gvi
. : goalsort  nat;
. <
dvi
. : degoallist  nat;
. <
vi
. : lausesort  nat;
. <
vvi
. : nodesort  nat;
. <
vlvi
. : varlist  nat;















i ! su ^
t







i ^ unify(trm, trm
1
) 6= nil


















[trm j go℄ <
gvi
i $ trm <
tvi






[hgo, tpti j dgl℄ <
dvi
i $ go <
gvi





i $ lit <
tvi















i ^ trm <
tvi
i ^ su <
svi
i,
rent(mkvar(va), i) = mkvar(renv(va, i)),
va <
vvi
0 ! : renv(va, i) <
vvi
i,
rent(mkonst(at), i) = mkonst(at),
rent(strut(at, trmli), i) = strut(at, rentl(trmli, i)),
rent(mklist(trm, trm
0
), i) = mklist(rent(trm, i), rent(trm
0
, i)),
rentl(the one(trm), i) = the one(rent(trm, i)),
rentl(tons(trm, trmli), i) = tons(rent(trm, i), rentl(trmli, i)),
the one(trm) <
tlvi





i $ trm <
tvi






























[va j vl℄ <
vlvi
i $ va <
vvi













! (renv(va, i) = renv(va
0
, j) $ va = va
0
^ i = j),
rentl'(trmli, tpt, vi)
= (tpt 6= ?  rentl(trmli, vi[tpt℄) ; trmli),
rent'(trm, tpt, vi)
= (tpt 6= ?  rent(trm, vi[tpt℄) ; trm),
reng'(go, tpt, vi)
= (tpt 6= ?  reng(go, vi[tpt℄) ; go)
end enrih
RenAssum =













[l j li℄ <
lvi
i $ l <
vi










enrih nat, lause with
funtions
ren : lausesort  nat ! lausesort;
rent : term  nat ! term;
reng : goalsort  nat ! goalsort;
axioms
ren(mklause(trm, go), i) = mklause(rent(trm, i), reng(go, i)),
reng([℄, i) = [℄,
reng([trm j go℄, i) = [rent(trm, i) j reng(go, i)℄
end enrih
ShareCont =
enrih parameter ordnode, g, PrologStak+F,
goalfun, RenAssum with
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funtions





deglseqof(utpt, g, e, [℄) = [℄,
deglseqof(utpt, g, e, [n j stak℄)
= [hg[n℄, utpt[e[n℄℄i j deglseqof(utpt, g, e, stak)℄,
ordered([℄),
ordered([n℄) $ ?  n,
ordered([n j n
0
j stak℄) $ n
0









using prodeftable, parameter program2
omp4result = mko4res (. .p : odesort, . .pdtab : prodeftable,
. .db : program");
variables o4res : omp4result;
end data speiation
Generated axioms:





















$ o = o
0







mko4res(o4res.p, o4res.pdtab, o4res.db) = o4res
CompAssum4 =
enrih CompAssum3, lauselist, omp4result, F-o-o, RenAssum with
funtions ompile
89
: omp3result  goalsort ! omp4result ;
prediates
eqpdt : prodeftable  prodeftable  funodeode;
eqode : program"  program"  funodeode;
variables pdtab : prodeftable; query, goalreg : goalsort;
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, C) ^ ode(o,db
7
) = try me else(N)
! ode(C[o℄, db
9





, C) ^ ode(o,db
7
) = retry me else(N)
! ode(C[o℄, db
9





, C) ^ ode(o,db
7
) = trust me
! ode(C[o℄, db
9
















































































) = swith on onstant(argindex, tabsize, o
0
)































CompClause = CompAssum4 + ShareCont + p





enrih varlist, enrterm with
funtions
tvarli : term ! varlist;
tlvarli : termlist ! varlist;
axioms
tvarli(mkonst(at)) = [℄,
tvarli(mkvar(va)) = [va j [℄℄,
tvarli(mklist(trm, trm
1
)) = rmdup(append(tvarli(trm), tvarli(trm
1
))),
tvarli(strut(at, trmli)) = tlvarli(trmli),
tlvarli(the one(trm)) = tvarli(trm),
tlvarli(tons(trm, trmli)) = rmdup(append(tvarli(trm), tlvarli(trmli))
end enrih
ren =
enrih natlist, termvarli, less-vi, nodelist with
funtions
dom : renaming ! varlist;
odom : renaming ! varlist;
. ^
rv
. : renaming  nodesort ! nodesort prio 9;
vilist : vifun  nodelist ! natlist;
prediates . <
nl
































i j rn℄ ^
rv
va = rn ^
rv
va,
vilist(vi, [℄) = [℄,




[m j nl℄ <
nl
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goalvarli =
enrih Renstak, lause with
funtions
gvarli : goalsort ! varlist;
lvarli : lausesort ! varlist;
axioms
gvarli([℄) = [℄,
gvarli([trm j go℄) = rmdup(append(tvarli(trm), gvarli(go))),
lvarli(htrm,goi) = rmdup(append(tvarli(trm), gvarli(go)))
end enrih
enrunify =
enrih subst, unify, termtermpair, termvarli, Renstak with
funtions
unifylist : termlist  termlist ! substornil;
#
t
. : term ! nat;
#
tl
. : termlist ! nat;
suv : substitution ! varlist;
sudom : substitution ! varlist;
suod : substitution ! varlist;
. ^
rs
. : renaming  substitution ! substitution prio 9;
. ^
rsf
. : renaming  substornil ! substornil prio 9;





.  . : termtermpair  termtermpair;
ours : nodesort  term;
ourslist : nodesort  termlist;
disj : varlist  varlist;
variables trmli, trmli
1




remove([℄, i) = [℄,
remove([hva,trmi j su℄, i)
= (va <
vvi
(i +1) ^ va <
vvi




! unify(strut(at, trmli), strut(at, trmli
1






































unify(mkonst(at), mkonst(at)) = oksubst([℄),
unify(mkvar(va), trm)
= (ours(va, trm)  nil; oksubst([hva,trmi j [℄℄)),
: is var(trm)
! unify(trm, mkvar(va))
= (ours(va, trm)  nil; oksubst([hva,trmi j [℄℄)),
: is var(trm) ^ : is onst(trm) ! unify(mkonst(at), trm) = nil,




), trm) = nil,
: is var(trm) ^ : is strut(trm) ! unify(strut(at, trmli), trm) = nil,
: is var(trm) ^ : is onst(trm) ! unify(trm, mkonst(at)) = nil,





: is var(trm) ^ : is strut(trm) ! unify(trm, strut(at, trmli)) = nil,
ours(va, strut(at, trmli)) $ ourslist(va, trmli),
ours(va, mklist(trm, trm
1









ourslist(va, the one(trm)) $ ours(va, trm),
ourslist(va, tons(trm, trmli)) $ ours(va, trm) _ ourslist(va, trmli),
unifylist(the one(trm), the one(trm
1





































































































suv([hva,trmi j su℄) = [va j append(tvarli(trm), suv(su))℄,
sudom([℄) = [℄,
sudom([hva,trmi j su℄) = [va j sudom(su)℄,
suod([℄) = [℄,
suod([hva,trmi j su℄) = append(tvarli(trm), suod(su)),
E.11. SPEZIFIKATIONEN F
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disj(vl, vl
0
























Renaming = goalvarli + enrunify + CompClause
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