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Abstract
In this paper, we propose Push-SAGA, a decentralized stochastic first-order method
for finite-sum minimization over a directed network of nodes. Push-SAGA com-
bines node-level variance reduction to remove the uncertainty caused by stochastic
gradients, network-level gradient tracking to address the distributed nature of the
data, and push-sum consensus to tackle the challenge of directed communication
links. We show that Push-SAGA achieves linear convergence to the exact solution
for smooth and strongly convex problems and is thus the first linearly-convergent
stochastic algorithm over arbitrary strongly connected directed graphs. We also
characterize the regimes in which Push-SAGA achieves a linear speed-up compared
to its centralized counterpart and achieves a network-independent convergence rate.
We illustrate the behavior and convergence properties of Push-SAGA with the help
of numerical experiments on strongly convex and non-convex problems.
1 Introduction
We consider decentralized finite-sum minimization over a network of n nodes, i.e.,
P : min
z∈Rp
F (z) :=
1
n
n∑
i=1
fi(z), fi(z) :=
1
mi
mi∑
j=1
fi,j(z),
where each local cost function fi : Rp → R, private to node i, is further decomposable into mi
component cost functions. Problems of this nature commonly arise in many training and inference
tasks over decentralized and distributed data. In many modern applications, problems of interest have
become very large-scale and huge amounts of data is being stored or collected at a large number of
geographically distributed nodes (machines, devices, robots). It is thus imperative to design methods
that are efficient in both computation and communication.
This paper describes a stochastic, first-order method Push-SAGA with a low per-iteration computation
complexity, while the nodes communicate over directed graphs that are particularly amenable to
efficient, resource-constrained network design and often result from severing costly communication
links. Existing decentralized stochastic gradient methods over general directed graphs suffer from the
variance of the stochastic gradients and the disparity between the local fi and global costs F =
∑
ifi.
To overcome these challenges, Push-SAGA utilizes variance reduction, locally at each node, to
remove the uncertainty caused by the stochastic gradients, and gradient tracking, at the network
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level, to track the global gradient; see Fig. 1. Since the underlying communication graph is di-
rected, Push-SAGA further uses the push-sum protocol to enable agreement among the nodes with
network weight matrices that are not necessarily doubly stochastic.
Related Work. Decentralized stochastic gradient descent (DSGD) over undirected graphs can be
found in [1–4]. Certain convergence aspects of DSGD are further improved in DSGT [5] with the
help of gradient tracking [6–10]. Of relevance are also Exact Diffusion [11] and D2 [12] that
are stochastic methods based on an EXTRA-type bias-correction principle. For smooth and strongly
convex problems, DSGD and DSGT, similar to their centralized counterpart SGD [13], converge linearly
to an inexact solution (or sublinearly to the exact solution) due to the variance of the stochastic
gradients. Linear convergence in decentralized stochastic algorithms has been shown with the help
of various local variance reduction schemes [14–17]; see related work in [18–21]. However, all of
these decentralized algorithms require symmetric, doubly stochastic network weights and thus are
not applicable to directed graphs. A recent work GT-SAGA [22] combines variance reduction and
gradient tracking to establish linear convergence over weight-balanced directed graphs [23] with the
help of doubly stochastic weight matrices.
Figure 1: (Left) Node-level: Each node computes the gradient at a random data sample and then
estimates the local batch gradient with the help of variance reduction. (Right) Network-level: The
nodes implement global gradient tracking with the help of inter-node fusion and push-sum.
However, not much progress has been made on stochastic methods over arbitrary directed graphs,
where doubly stochastic weights cannot be constructed. Related work that does not use doubly
stochastic weights includes stochastic gradient push (SGP) [24–26], that extends DSGD to directed
graphs with the help of push-sum consensus [27], and SADDOPT [28] that adds gradient track-
ing to SGP. For smooth and strongly convex problems, both SGP and SADDOPT, similar to their
undirected counterparts DSGD and DSGT, converge linearly to an inexact solution with a constant
stepsize and sublinearly to the exact solution with decaying stepsizes. Of relevance are also GP [29]
and Push-DIGing/ADDOPT [10, 30], which are non-stochastic counterparts of SGP and SADDOPT as
they use local full (batch) gradients at each node. See also relevant work in [31, 32] on asynchronous
implementations of the related (non-stochastic) methods.
Main Contributions. The convergence of Push-SAGA is formally described in the following.
Theorem 1. Consider ProblemP and letM := maximi,m := minimi, and each fi,j be L-smooth
and each fi to be µ-strongly convex. For the stepsize α ∈ (0, α), for some α > 0, Push-SAGA linearly
converges, at each node, to the global minimum z∗ of F . In particular, for α = α, Push-SAGA
achieves an -optimal solution in
O
(
max
{
M,
M
m
κ2ψ
(1− λ)2
}
log
1

)
,
component gradient computations (in parallel) at each node, where κ := L/µ is the condition number
of F , (1− λ) is the spectral gap of the network weight matrix, and ψ ≥ 1 is a directivity constant.
The main contributions of this paper are summarized next:
(1) Linear convergence. Push-SAGA is the first linearly-convergent stochastic method to minimize a
finite sum of smooth and strongly convex cost functions over arbitrary directed graphs. We emphasize
that the analysis of Push-SAGA does not extend directly from the methods over undirected graphs.
This is because: (i) the underlying weight matrices do not contract in the standard Euclidean norm;
and, (ii) the algorithm has a nonlinear iterative component due to the push-sum update.
(2) Directivity constant. We explicitly quantify the directed nature of the underlying graphs with
the help of a directivity constant ψ ≥ 1, which equals to 1 for undirected and weight-balanced
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directed graphs, and thus, for finite-sum minimization, this work includes DSGD, SGP, DSGT, SADDOPT,
and GT-SAGA as its special cases.
(3) Linear speed-up and Network-independent convergence. In a big-data regime
where M ≈ m κ2ψ(1− λ)−2, Push-SAGA with a complexity of O(M log 1 ) is n times faster
than the centralized SAGA, and this convergence rate is further independent of the network parameters.
(4) Improved Performance. In the aforementioned big-data regime, Push-SAGA improves upon
the related linearly-convergent methods [18, 19, 33] over undirected graphs in terms of the joint
dependence on κ and m; with the exception of DSBA [20] and ADFS [21], both of which achieve a
better iteration complexity at the expense of computing the proximal mapping at each iteration.
The rest of the paper is organized as follows. In Section 2, we provide algorithm development and
formally describe Push-SAGA. Section 3 provides the convergence analysis, while Section 4 contains
numerical experiments on strongly convex and non-convex problems.
2 Motivation and Algorithm Development
In order to motivate Push-SAGA, we first describe DSGD, a well-known decentralized extension of SGD,
and its performance with a constant stepsize α. Let z∗ denote the global minimum of Problem P and
let xki ∈ Rp denote the DSGD estimate of z∗ at node i and iteration k. Each node i updates xki as
xk+1i =
n∑
r=1
wirx
k
r − α · ∇fi,ski (x
k
i ), k ≥ 0, (1)
where W = {wir} ∈ Rn×n is a network weight matrix that respects the communication graph,
i.e., wij 6= 0, if and only if node j can send information to node i, and ski is chosen uniformly at
random from the set {1, . . . ,mi} at each iteration k. Under the corresponding smoothness and strong
convexity conditions, and assuming that each local stochastic gradient has a bounded variance, i.e.,
Eski [‖∇fi,ski (x
k
i )−∇fi(xki )‖22 | xki ] ≤ σ2, ∀i, k,
it can be shown that, for a certain constant stepsize α, the error E[‖xki − z∗‖22], at each node i, decays
at a linear rate of (1−O(µα))k to a neighborhood of z∗ such that [11]
lim sup
k→∞
1
n
n∑
i=1
E[‖xki − z∗‖22] = O
( α
nµ
σ2 +
α2κ2
1− λ σ
2 +
α2κ2
(1− λ)2 η
)
, (2)
where η := 1n
∑n
i=1 ‖∇fi (z∗)‖22 and (1−λ) is the spectral gap of the weight matrixW . Equation (2)
is based on a constant stepsize α that leads to a linear but inexact convergence and our goal is to
recover linear convergence to the exact solution. (Note that a constant stepsize is essential for linear
convergence and a decaying stepsize even though removes the steady state error but the resulting
convergence rate is sublinear.)
We now consider the error terms in (2). The first two terms both depend on the variance σ2 introduced
due to the stochastic gradient and vanish as σ2 → 0; a variance reduction scheme that replaces the
local stochastic gradients ∇fi,ski , in DSGD (1), with an estimate of the local batch gradient
∑
j∇fi,j
thus potentially removes this variance. The last term in (2) involves η, which quantifies the disparity
between the local costs fi’s and the global cost F (recall that ∇F (z∗) = 0). A mechanism that
uses the local gradient estimators (from the variance reduction step) to learn the global gradient thus
removes η; this is realized with the help of dynamic average consensus [7]. In summary, adding local
variance reduction and global gradient tracking to DSGD potentially leads to linear convergence for
smooth and strongly convex problems. However, the weights wir in DSGD are such that W = {wir}
is doubly stochastic, which in general requires the underlying communication graph to be undirected.
In directed graphs, the weight matrix may either be row stochastic or column stochastic, in general,
but not both at the same time. Consequently, the proposed method Push-SAGA uses primitive, column
stochastic weights B ∈ Rn×n, for which it can be verified that the nodes do not reach agreement,
i.e., B1n 6= 1n, where 1n is a column vector of n ones. In fact, assuming pi to be right eigenvector
ofB corresponding to the eigenvalue 1, the iterations xk+1 = Bxk → B∞x0 = pi1>nx0, which only
leads to an agreement among the components of xk, when its i-th component xki is scaled by the i-th
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component pii of pi. This asymmetry, caused by the non-1n (right) eigenvector of B, is removed
with the help of the push-sum correction. In particular, push-sum estimates the non-1n eigenvector pi
with separate iterations: yk+1 = Byk, y0 = 1n; subsequently, each component of xk is scaled by
the corresponding component of yk to obtain an agreement in the xki /y
k
i iterate.
2.1 Algorithm Description: Push-SAGA
The proposed algorithms Push-SAGA has three main components, see also Fig. 1:
(i) Variance reduction, which utilizes the SAGA-based gradient estimator [15] to estimate the local
batch gradient∇fi at each node i from locally sampled gradients;
(ii) Gradient tracking, which is based on dynamic average consensus [7] to estimate the global
gradient∇F from the local batch gradient estimates; and,
(iii) Push-sum consensus [27], which cancels the imbalance caused by the asymmetric nature of the
underlying (directional) communication.
The algorithm is formally described next.
Algorithm 1 Push-SAGA at each node i
Require: z0i ∈ Rp, w0i = g0i = ∇fi(z0i ), v1i,j = z0i , ∀j ∈ {1, · · · ,mi}, y0i = 1, α > 0, {bir}nr=1,
Gradient table: {∇fi,j(v0i,j)}mij=1
1: for k = 0, 1, 2, · · · do
2: xk+1i ←
∑n
r=1 birx
k
r − α ·wki
3: yk+1i ←
∑n
r=1 biry
k
r
4: zk+1i ← xk+1i /yk+1i
5: Select sk+1i uniformly at random from {1, · · · ,mi}
6: gk+1i ← ∇fi,sk+1i (z
k+1
i )−∇fi,sk+1i (v
k+1
i,sk+1i
) + 1mi
∑mi
j=1∇fi,j(vk+1i,j )
7: Replace ∇fi,sk+1i (v
k+1
i,sk+1i
) by∇fi,sk+1i (z
k+1
i ) in the gradient table
8: wk+1i ←
∑n
r=1 birw
k
r + g
k+1
i − gki
9: if j = sk+1i , then v
k+2
i,j ← zk+1i , else vk+2i,j ← vk+1i,j
10: end if
11: end for
Push-SAGA requires a gradient table at each node i, where mi component gradients {∇fi,j}mij=1 are
stored. At each iteration k, each node i first computes an SGP-type iterate zik with the help of the
push-sum correction. It is important to note that the descent direction in the xik-update (and thus in
the zik-update) is w
i
k, which is the global gradient tracker, in contrast to the locally sampled gradient
as in DSGD (1). Subsequently, node i generates a random index ski and computes the SAGA-based
gradient estimator gki , with the help of the current iterate z
k
i and the elements from the gradient
table. The gradient table is updated next only at the ski -th element, while the other elements remain
unchanged. Finally, these gradient estimators gki ’s are fused over a network-level update, with the
help of dynamic average consensus, to obtain wki ’s that track the global gradient.
We remark that the computation and communication advantages of Push-SAGA are realized at an
additional storage requirement. In particular, each node requires O(pmi) storage that can be reduced
to O(mi) for certain problems [15]. The convergence analysis of Push-SAGA is provided next.
3 Convergence of Push-SAGA
This section provides the formal analysis of Push-SAGA. We start with the following assumptions.
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Assumption 1 (Column stochastic weights). The weight matrix B = {bir} ∈ Rn×n associated with
the directed graph is primitive and column stochastic, i.e., 1>nB = 1
>
n and Bpi = pi, where 1n is a
vector of n ones and pi is the right (positive) eigenvector ofB for the eigenvalue 1 such that 1>npi = 1.
Column-stochastic weights can be locally designed at each node by choosing bri = 1/douti , where d
out
i
is the out-degree at node i. From Perron Frobenius theorem, we have B∞ := limk→∞Bk = pi1>n .
Let ‖ · ‖2 and ||| · |||2 denote the standard vector 2-norm and the matrix norm induced by it, respectively,
and define a weighted inner product as 〈x, z〉pi :=x>diag(pi)−1z, for x, z ∈ Rp, which leads to a
weighted Euclidean norm: ‖x‖pi := ‖diag(
√
pi)−1x‖2. We denote ||| · |||pi as the matrix norm induced
by ‖ · ‖pi such that ∀X ∈ Rn×n, |||X |||pi :=
∣∣∣∣∣∣diag(√pi)−1Xdiag(√pi) ∣∣∣∣∣∣
2
. Under this induced
norm, B contracts in the eigenspace orthogonal to the eigenspace corresponding to the eigenvalue 1,
see [34] for formal arguments, i.e.,
λ := |||B −B∞ |||pi < 1⇒ (1− λ) < 1, (3)
where (1− λ) is the spectral gap of the weight matrix B. Moreover, it can be verified from the norm
definitions that ‖ · ‖pi ≤ pi−0.5‖ · ‖2 and ‖ · ‖2 ≤ pi0.5‖ · ‖pi, where pi and pi are the maximum and
minimum elements of pi, respectively, while |||B |||pi = |||B∞ |||pi = ||| In −B∞ |||pi = 1.
Assumption 2 (Smooth and strongly convex cost functions). Each local cost fi is µ-strongly convex
and each component cost fi,j is L-smooth.
We define the class of µ-strongly convex and L-smooth functions as Sµ,L. It can be verified
that fi ∈ Sµ,L,∀i, and F ∈ Sµ,L; consequently, F has a global minimum that is denoted by z∗ ∈ Rp.
For any function in Sµ,L, we define its condition number as κ := Lµ . Note that κ ≥ 1.
3.1 Auxiliary Results
Before we proceed, we write Push-SAGA in a vector-matrix format. To this aim, we define global
vectors xk, zkgk,wk, all in Rpn, and yk ∈ Rn, i.e.,
xk :=
 x
k
1
...
xkn
 , zk :=
 z
k
1
...
zkn
 , gk :=
 g
k
1
...
gkn
 , wk :=
 w
k
1
...
wkn
 , yk :=
 y
k
1
...
ykn,
 ,
and global matrices as B := B ⊗ Ip and Yk := diag(yk) ⊗ Ip, both in Rpn×pn. Push-SAGA in
Algorithm 1 can now be equivalently written as
xk+1 = Bxk − α ·wk, (4a)
yk+1 = Byk, (4b)
zk+1 = Y −1k x
k+1, (4c)
wk+1 = Bwk + gk+1 − gk. (4d)
To aid the analysis, we define four error quantities: (i) Network agreement error: E‖xk −B∞xk‖2;
(ii) Optimality gap: E‖xk − z∗‖2, where xk := 1n (1>n ⊗ Ip)xk; (iii) Mean auxiliary gap: E[tk],
where tk :=
∑n
i=1(
1
mi
∑mi
j=1 ‖vki,j − z∗‖22); (iv) Gradient tracking error: E‖wk −B∞wk‖2. In the
following, Lemma 2 establishes a relationship between these errors with the help of Lemma 1.
Lemma 1. [35] Consider Assumption 1 and let Y∞ := limk→∞ Yk, then |||Yk − Y∞ |||2 ≤ Tλk,∀k,
where T :=
√
h‖1n − npi‖2 and h := pi/pi > 1.
Lemma 1 quantifies the convergence rate of (4b) and is only meaningful for column stochastic weights.
When the weights are doubly stochastic, as in undirected graphs, we have T = 0 since pi = 1n1n.
5
Lemma 2. Consider Push-SAGA in (4) under Assumptions 1, 2, and let y := supk |||Yk |||2,
y− := supk
∣∣∣∣∣∣Y −1k ∣∣∣∣∣∣2, and for all k ≥ 0, define uk, sk ∈ R4 and Gα, Hk ∈ R4×4 as
uk :=

E[‖xk −B∞xk‖2pi]
E[n‖xk − z∗‖22]
E[tk]
E[L−2‖wk −B∞wk‖2pi]
 , Gα :=

1+λ2
2 0 0
2α2L2
1−λ2
2αL2ψpi
µ 1− αµ2 2α
2L2
n 0
2ψpi
m
2
m 1− 1M 0
188ψ
1−λ2
169pi−1
1−λ2
38pi−1
1−λ2
3+λ2
4
 ,
sk :=
 E[‖x
k‖22]
0
0
0
 , Hk :=

0 0 0 0
2αL2ψ
µ 0 0 0
2ψ
m 0 0 0
188ψ2
1−λ2 0 0 0
Tλk;
(5)
where m := minimi,M := maximi, and ψ := yy2−(1 + T )h is defined as the directivity constant.
For the stepsize 0 < α ≤ 1−λ228Lκψ , we have
uk ≤ Gαuk−1 +Hk−1sk−1. (6)
The proof of the above lemma is available in the supplementary material. We note that the con-
stant ψ ≥ 1 can be interpreted as a directivity constant, i.e., for undirected graphs ψ = 1. It is of
interest to observe that the LTI system described in (5) reduces to the one derived in [22] for undi-
rected graphs, where ψ = 1 and T = 0. Our strategy to establish linear convergence of Push-SAGA
is to first show that uk converges linearly to a zero vector, which subsequently leads to zki → z∗
linearly at each node i. We establish the linear decay of Gα in the following lemma.
Lemma 3. Consider Push-SAGA in (4) under Assumptions 1 and 2. If the stepsize α is such
that α ∈ (0, α), where α := min
{
1
5Mµ ,
m
M
(1−λ)2
400Lκψ
}
, then
ρ(Gα) ≤ |||Gα |||δ∞ ≤ γ := 1−min
{
1
20M
,
m
1600M
(1− λ)2
κ2ψ
}
< 1,
where ρ(·) denotes the spectral radius of a matrix and ||| · |||δ∞ is the matrix norm induced by the
weighted max-norm ‖ · ‖δ∞, with respect to some positive vector δ.
The proof can be found in the supplementary material. It can be verified that λ ≤ ρ(Gα) that leads to
the fact that Hk in (6) decays faster than Gα. We next characterize the convergence of ‖uk‖2 to zero.
Lemma 4. Consider Push-SAGA in (4) under Assumptions 1 and 2. For α ∈ (0, α), we have
that ‖uk‖2 converges to zero linearly at O((γ + ξ)k), where λ < 1 and ξ > 0 is arbitrarily small.
Proof. By expanding (6) and taking the norm on both sides, we have
‖uk‖2 ≤ ‖Gkαu0‖2 +
∑k−1
r=0 ‖Gk−r−1α Hr sr‖2,
≤ (Γ1 + Γ2∑k−1r=0 ‖sr‖2)γk−1,
for some constants Γ1 > 0 and Γ2 > 0 and we have used that λ ≤ ρ(Gα) ≤ γ. It can be shown that
‖sr‖2 ≤ 6(y2 + pi)‖ur‖2 + 3y2n‖z∗‖22,
which leads to (after using b := 6Γ2(y2 + pi) and c := 3Γ2y2n‖z∗‖22)
‖uk‖2 ≤
(
Γ1 + kc+ b
∑k−1
r=0 ‖ur‖2
)
γk−1.
Let vk :=
∑k−1
r=0 ‖ur‖2, ck := (Γ1 + kc)γk−1, and bk := bγk−1. Then, we have
‖uk‖2 = vk+1 − vk ≤ (Γ1 + kc+ bvk)γk−1 ⇐⇒ vk+1 ≤ (1 + bk)vk + ck. (7)
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For non-negative sequences {vk}, {bk}, and {ck}, such that vk+1 ≤ (1 + bk)vk + ck, for all k,
and
∑∞
k=0 bk <∞ and
∑∞
k=0 ck <∞, we have from [36] that {vk} converges and is therefore
bounded. Hence, ∀θ ∈ (γ, 1), we can write (7) as
lim
k→∞
‖uk‖2
θk
≤ lim
k→∞
(Γ1 + kc+ bvk)γ
k−1
θk
= 0.
In other words, there exist some φ > 0 such that for all k,
‖uk‖2 ≤ φ(γ + ξ)k−1, (8)
where ξ > 0 is arbitrarily small.
With the help of the above lemma, we are now in a position to prove Theorem 1.
3.2 Proof of Theorem 1
Recall that zki is the estimate of z
∗ at node i and iteration k, and zk concatenates these local estimates
in a vector in Rpn. We have that
E[‖zk − (1n ⊗ z∗)‖22] = E[‖Y −1k xk − Y −1k Y∞(1n ⊗ xk) + Y −1k Y∞(1n ⊗ xk)
− Y −1k Y∞(1n ⊗ z∗) + Y −1k Y∞(1n ⊗ z∗)− (1n ⊗ z∗)‖22]
≤ 3y2−E[‖xk −B∞xk‖22] + 3ny2−y2E[‖xk − z∗‖22] + 3n(y−Tλk)2‖z∗‖22
≤ 6y2−(y2 + pi)‖uk‖2 + 3ny2−T 2γk−1‖z∗‖22
≤ 6y2−(y2 + pi)φ(γ + ξ)k−1 + 3ny2−T 2(γ + ξ)k−1‖z∗‖22
≤ ω(γ + ξ)k−1,
where we use Y∞(1n ⊗ xk) = B∞xk and ω := 6y2−(y2 + pi)φ+ 3ny2−T 2‖z∗‖22. To reach an -
accurate solution E[‖zk+1 − (1n ⊗ z∗)‖22] ≤ , we thus need
E[‖zk+1 − (1n ⊗ z∗)‖22] ≤ (1− (1− (γ + ξ)))k ω ≤ e−(1−(γ+ξ))k ω ≤ ,
which leads to
k ≥ max
{
20M
1−20Mξ ,
1600Mκ2ψ
m(1−λ)2−1600Mκ2ψξ
}
ln ω ,
iterations per node, where recall that ξ > 0 is arbitrarily small and the theorem follows.
4 Numerical Experiments
We now provide numerical experiments to compare the performance of Push-SAGA with related
algorithms implemented over directed graphs with the help of MNIST and CIFAR-10 datasets, where
the image sizes are 28×28 pixels and 32× 32×3 pixels, respectively. We study two classical learning
techniques: logistic regression with a strongly convex regularizer and neural networks.
4.1 Logistic Regression (Strongly convex)
We first consider binary classification of N = 12,000 labelled images (taken from two classes in
the MNIST and CIFAR-10 datasets) divided among n nodes with the help of logistic regression
with a strongly convex regularizer. We compare SGP (DSGD plus push-sum) [24], SADDOPT (SGP plus
gradient tracking) [28], and Push-SAGA; along with GP [29] and ADDOPT [10,30], which are the deter-
ministic counterparts of SGP and SADDOPT, respectively. Note that ADDOPT (GP plus gradient tracking)
converges linearly to the exact solution since it uses the full batch data at each node. We plot the opti-
mality gap F (zk)− F (z∗), where zk := 1n
∑
i z
k
i , of each algorithm versus the number of epochs,
where each epoch represents mi gradient computations per node, i.e., one epoch is one iteration
of GP and ADDOPT and mi iterations for the stochastic algorithms SGP, SADDOPT, and Push-SAGA.
Fig. 2 compares the algorithms over a n = 16-node exponential graph, when the data is equally
divided among the nodes, i.e., mi = 750,∀i. This scenario models a controlled training setup over
a well-structured communication network as, e.g., in data centers. Similarly, Fig. 3 illustrates the
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Figure 2: Performance comparison over a directed exponential graph with n = 16 nodes.
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Figure 3: Performance comparison over a directed geometric graph with n = 500 nodes.
performance over a n = 500-node geometric graph when the data is divided arbitrarily among the
nodes modeling, e.g., ad hoc edge computing networks. It can be verified that Push-SAGA converges
linearly for smooth and strongly convex problems and is much faster, in terms of epochs, compared
with its linearly-convergent non-stochastic counterpart ADDOPT over directed graphs.
Linear speed-up: We next show the linear speed-up of Push-SAGA over its centralized counter-
part SAGA. For illustration, SGP and SADDOPT are also compared with their centralized counterpart SGD.
To this aim, we study binary classification based on the MNIST dataset over exponential graphs
with n = 4, 8, 16, 32, and 64 nodes, and plot the ratio of the number of iterations of the centralized al-
gorithm and its decentralized counterpart to reach a certain optimality gap 1. We choose 1 = 10−15
for Push-SAGA and SAGA, since they linearly converge to the exact solution, while 1 = 10−3 for
SGP, SADDOPT, and SGD, since they linearly converge to an error ball (with a constant stepsize). Recall
that one iteration involves one gradient computation in centralized SAGA and n (parallel) gradient
computations in Push-SAGA. Fig. 4 shows that the per node complexity of Push-SAGA isO(n) times
faster than SAGA; Push-SAGA thus acts effectively as a means for parallel computation.
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Figure 4: Exponential graphs with n = 4, 8, 32 nodes. The plot shows SGP and SADDOPT vs. SGD to
achieve an optimality gap of 10−3; Push-SAGA vs. SAGA to achieve an optimality gap of 10−15.
Network independent convergence: We now demonstrate the network-independent convergence be-
havior of Push-SAGA in the big-data regime, i.e., when M = m κ2ψ(1− λ)−2. For this purpose,
we choose the binary classification problem based on the MNIST dataset, with N = nm = 12,000
total images equally divided over a network of n nodes, and keep κ ≈ 1 with an appropriate choice
of the regularizer. We start with the base directed cycle and generate additional subsequent graphs
by adding random directed edges until the graph is almost complete. The family of graphs in
an n-node setup thus ranges from least-connectivity (a directed cycle with λ→ 1) to improved
connectivity by the addition of edges. For each family of graphs (fixed n), we plot the optimality
gap of Push-SAGA in Fig. 5, for n = {4, 8, 16, 32} nodes that leads to m = {3,000, 1,500, 750, 375}
data samples per node. We observe that as long as m is sufficiently larger than ψ(1− λ)−2, the
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convergence of Push-SAGA is almost the same across all topologies generated by keeping a fixed
number of nodes n. Push-SAGA loses network-independence for the n = 32-node network; this is
because the big-data regime does not apply as it can be verified that m = 375 and m ≈ ψ(1− λ)−2.
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Figure 5: Network-independent convergence rates for Push-SAGA . Each figure spans different graphs
of varying connectivity while keeping the number of nodes n fixed.
4.2 Neural Networks (Non-convex)
Finally, we compare the stochastic algorithms, i.e., SGP, SADDOPT, and Push-SAGA, for training
a neural network over directed graphs. For each node, we construct a custom two-layered neural
network comprising of one fully-connected, hidden layer of 64 neurons. We consider a multi-class
classification problem on the MNIST and CIFAR-10 datasets with 10 classes each. Both datasets
consist of 60,000 images in total and 6,000 images per class. The data samples are evenly distributed
among the nodes that communicate over the 500-node geometric graph of Fig. 3. We show the
loss F (zk) and the test accuracy in Fig. 6. It can be observed that Push-SAGA shows improved
performance compared to other methods particularly over the CIFAR-10 dataset.
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Figure 6: Training a two-layer neural network over a directed geometric graph with n = 500 nodes.
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A Proof of Lemma 2: LTI inequality of Push-SAGA
Proof. We first define some auxiliary variables:
wk :=
1
n
(1>n ⊗ Ip)wk, h
k
:=
1
n
(1>n ⊗ Ip)∇f(zk),
gk :=
1
n
(1>n ⊗ Ip)gk, pk :=
1
n
(1>n ⊗ Ip)∇f(1n ⊗ xk),
∇f(zk) := [∇f1(zk1)>, · · · ,∇fn(zkn)>]>,
where wk,h
k
,gk, and pk, all in Rp, are averages of the corresponding local vectors at the nodes,
and ∇f(zk) ∈ Rpn stacks the local gradients available at the corresponding local iterates.
It can be shown that wk = gk,∀k, see e.g., [30]. We recall that Push-SAGA is a stochastic method
and the randomness lies in the set of independent random variables {ski }k≥1i={1,···n}. We denote Fk as
the history of dynamical system generated by {sai }a≤k−1i={1,···n}. The derivation of (6) is provided in the
following four steps:
Step 1 – Network agreement error: We note that the first term describing the LTI system is the
network agreement error and it can be expanded as,
‖xk+1 −B∞xk+1‖2pi = ‖Bxk −B∞xk − α(wk −B∞wk)‖2pi
≤ (1 + r)λ2‖xk −B∞xk‖2pi +
(
1 + r−1
)
α2‖wk −B∞wk‖2pi,
where we use that ‖Bxk −B∞xk‖pi ≤ |||B −B∞ |||pi‖xk −B∞xk‖pi = λ‖xk −B∞xk‖pi , from
Assumption 1, and the Young’s Inequality, i.e., ∀a,b ∈ Rpn, and for r > 0,
‖a+ b‖2 ≤ (1 + r)‖a‖2 + (1 + r−1)‖b‖2.
Setting r = 1−λ
2
2λ2 and r = 1 in the above inequality and taking full expectation leads to
E‖xk+1 −B∞xk+1‖2pi ≤
(
1 + λ2
2
)
E‖xk −B∞xk‖2pi +
(
2α2
1− λ2
)
E‖wk −B∞wk‖2pi, (9)
E‖xk+1 −B∞xk+1‖2pi ≤ 2E‖xk −B∞xk‖2pi + 2α2E‖wk −B∞wk‖2pi, (10)
where (9) is used in the LTI system (6), and (10) is helpful for the analysis.
Step 2 – Mean gap of the auxiliary variables: We expand as follows: ∀k ≥ 1 and ∀i,
E[tk+1i |Fk] ≤
1
mi
mi∑
j=1
E
[∥∥vk+1i,j − z∗∥∥22 ∣∣∣Fk]
=
1
mi
mi∑
j=1
[(
1− 1
mi
)∥∥vki,j − z∗∥∥22 + 1mi ∥∥zki − z∗∥∥22
]
=
(
1− 1
mi
)
tki +
1
mi
∥∥zki − z∗∥∥22
≤
(
1− 1
M
)
tki +
2
m
∥∥zki − xk∥∥22 + 2m ∥∥xk − z∗∥∥22 ,
where we use that vk+1i,j = z
k
i , with probability
1
mi
, and vk+1i,j = v
k
i , with probability 1− 1mi ,
given Fk. We thus have
E[tk+1|Fk] ≤
(
1− 1
M
)
tk +
2
m
∥∥zk − (1n ⊗ xk)∥∥22 + 2nm ∥∥xk − z∗∥∥22 . (11)
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We consider the expansion of ‖zk − (1n ⊗ xk)‖22 next.
‖zk − (1n ⊗ xk)‖22 = ‖Y −1k [xk − Y∞(1n ⊗ xk)] + [Y −1k Y∞ − Inp](1n ⊗ xk)‖22
≤ y2−‖xk −B∞xk‖22 + (y−Tλk)2‖xk‖22
+ 2y−(y−Tλk)‖xk −B∞xk‖2‖xk‖2
≤ y2−‖xk −B∞xk‖22 + (y−Tλk)2‖xk‖22
+ y2−Tλ
k
(‖xk −B∞xk‖22 + ‖xk‖22)
≤ (y2− + y2−Tλk)pi‖xk −B∞xk‖2pi +
(
y2−T
2λk + y2−Tλ
k
) ‖xk‖22, (12)
where we used the Young’s inequality and Lemma 1. Let d1 := y2−(1 + T ) and d2 := y
2
−T (1 + T );
using (12) in (11) and taking full expectation we get the final expression for E[tk+1],
E[tk+1] ≤ 2
m
d1piE‖xk −B∞xk‖2pi +
2n
m
E‖xk − z∗‖22 +
(
1− 1
M
)
tk +
2
m
d2λ
kE‖xk‖22.
(13)
We define ψ := yy2−(1 + T )h as a directivity constant that quantifies the directed nature. In other
words, ψ = 1 for undirected graphs since y = y− = 1, T = 0, and h = 1 for doubly-stochastic
weight matrices. Note that d1 ≤ ψ and d2 ≤ ψT . Hence, we can write
E[tk+1] ≤ 2ψpi
m
E‖xk −B∞xk‖2pi +
2n
m
E‖xk − z∗‖22 +
(
1− 1
M
)
tk +
2ψ
m
TλkE‖xk‖22, (14)
which is used to obtain the LTI system in (6).
Step 3 – Optimality gap: We now consider E‖xk+1 − z∗‖22. It can be verified that
E[‖gk‖22|Fk] = E[‖gk − h
k‖22|Fk] + ‖h
k‖22,
we thus have
E[‖xk+1 − z∗‖22|Fk] = E[‖xk − αwk − z∗‖22|Fk]
≤ ‖xk − z∗‖22 + α2
(
E[‖gk − hk‖22|Fk] + ‖h
k‖22
)
− 2α〈xk − z∗,hk〉
= ‖xk − z∗‖22 − 2α〈xk − z∗,h
k〉+ α2‖hk‖22 + α2E[‖gk − h
k‖22|Fk]
= ‖xk − z∗‖22 − 2α〈xk − z∗,pk〉+ 2α〈xk − z∗,pk − h
k〉
+ α2‖pk − hk‖22 + α2‖pk‖22 − 2α2〈pk,pk − h
k〉
+ α2E[‖gk − hk‖22|Fk]
= ‖xk − αpk − z∗‖22 + α2‖pk − h
k‖22 + 2α〈xk − αpk − z∗,pk − h
k〉
+ α2E[‖gk − hk‖22|Fk]
≤ (1− αµ)2‖xk − z∗‖22 + α2‖pk − h
k‖22
+ 2α(1− αµ)‖xk − z∗‖‖pk − hk‖+ α2E[‖gk − hk‖22|Fk]
≤ (1− αµ)2‖xk − z∗‖22 + α2‖pk − h
k‖22
+ α(1− αµ)
(
µ‖xk − z∗‖2 + 1
µ
‖pk − hk‖2
)
+ α2E[‖gk − hk‖22|Fk]
≤ (1− αµ)‖xk − z∗‖22 +
(
αL2
nµ
)
‖zk − (1n ⊗ xk)‖22
+ α2E[‖gk − hk‖22|Fk], (15)
where we use ‖xk − αpk − z∗‖ ≤ (1− αµ)‖xk − z∗‖, if 0 < α ≤ 1L and L-smoothness of fi’s,
from Assumption 2. The expansion of E[‖gk − hk‖22|Fk] follows:
E[‖gk − hk‖22|Fk] = 1n2E[
∑n
i=1 ‖gki −∇fi(zki )‖22|Fk] = 1n2E
[‖gk −∇f(zk)‖22|Fk] , (16)
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where we use E[
∑
i 6=j〈gki −∇fi(zki ),gkj −∇fj(zkj )〉|Fk] = 0, since gik’s are independent across
the nodes.
Next we define ∇ki := 1mi
∑mi
j=1∇fi,j(vki,j) and obtain a bound on E
[‖gk −∇f(zk)‖22|Fk] and
start with local quantity.
E
[∥∥gki −∇fi(zki )∥∥22 ∣∣∣Fk] = E [∥∥∥∇fi,ski (zki )−∇fi,ski (vki,j) +∇ki −∇fi(zki )∥∥∥22 ∣∣∣Fk
]
= E
[∥∥∥∇fi,ski (zki )−∇fi,ski (z∗)︸ ︷︷ ︸
Xki
−(∇fi(zki )−∇fi(z∗)︸ ︷︷ ︸
E[Xki ]
)
− ( ∇fi,ski (vki,sk)−∇fi,ski (z∗)︸ ︷︷ ︸
Zki
−( ∇ki −∇fi(z∗)︸ ︷︷ ︸
E[Zki ]
)
)∥∥∥2
2
∣∣∣Fk]
≤ 2E
[∥∥∥∇fi,ski (zki )−∇fi,ski (z∗)∥∥∥22∣∣∣Fk]− 2‖∇fi(zki )−∇fi(z∗)‖22
+ 2E
[∥∥∥∇fi,ski (vki,ski )−∇fi,ski (z∗)∥∥∥22∣∣∣Fk]− 2‖∇ki −∇fi(z∗)‖22,
where we use variance decomposition and the Young’s Inequality. We drop the negative terms and
further proceed as follows:
E
[∥∥gki −∇fi(zki )∥∥22 ∣∣∣Fk] ≤ 2mi
mi∑
j=1
(∥∥∇fi,j(zki )−∇fi,j(z∗)∥∥22 + ∥∥∇fi,j(vki,j)−∇fi,j(z∗)∥∥22)
≤ 2L
2
mi
mi∑
j=1
(
2‖zki − xk‖22 + 2‖xk − z∗‖22
)
+
2L2
mi
mi∑
j=1
‖vki,j − z∗‖22
=
4L2
mi
mi∑
j=1
(‖zki − xk‖22 + ‖xk − z∗‖22)+ 2L2tki ,
with the help of the L-smoothness of fi,j’s by Assumption 2, which leads to
E
[∥∥gk −∇f(zk)∥∥2
2
∣∣∣Fk] ≤ 4L2‖zk − (1n ⊗ xk)‖22 + 4nL2‖xk − z∗‖22 + 2L2tk. (17)
Using the above in (16) and, we simplify (15) as
E[‖xk+1 − z∗‖22|Fk] ≤ (1− αµ)‖xk − z∗‖22 +
(
αL2
nµ
)
‖zk − (1n ⊗ xk)‖22
+ α2
(
4L2
n2
‖zk − (1n ⊗ xk)‖22 +
4L2
n
‖xk − z∗‖22 +
2L2
n2
tk
)
=
(
1− αµ+ α2 4L
2
n
)
‖xk − z∗‖22 + α2
2L2
n
tk
+
(
αL2
n
)(
1
µ
+
4α
n
)
‖zk − (1n ⊗ xk)‖22
≤
(
1− αµ
2
)
‖xk − z∗‖22 +
(
2L2α
µn
)
‖zk − (1n ⊗ xk)‖22 + α2
2L2
n2
tk.
We note that the last step follows when we bound 0 < α ≤ nµ8L2 for the first term and 0 < α ≤ n4µ for
the second term. We plug the expression for ‖zk − (1n ⊗ xk)‖22 from (12) in the above equation and
take full expectation for the final expression of optimality gap.
E[‖xk+1 − z∗‖22] ≤
(
2L2α
µn
)
d1piE[‖xk −B∞xk‖2pi] +
(
1− αµ
2
)
E[‖xk − z∗‖22]
+
(
2α2L2
n2
)
E[tk] +
(
2L2α
µn
)
d2λ
kE[‖xk‖22]
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By using d1 ≤ ψ and d2 ≤ ψT , we further obtain
E[‖xk+1 − z∗‖22] ≤
(
2αL2ψpi
nµ
)
E[‖xk −B∞xk‖2pi] +
(
1− αµ
2
)
E[‖xk − z∗‖22]
+
(
2α2L2
n2
)
E[tk] +
(
2αL2ψ
nµ
)
TλkE[‖xk‖22],
which is used to obtain the LTI system in (6).
Additionally, the following bound on the optimality gap is used in the final step of the derivation.
E[‖xk+1 − z∗‖22|Fk] ≤ (1− αµ)2‖xk − z∗‖22 + α2‖pk − h
k‖22 + α2E[‖gk − h
k‖22|Fk]
+ 2α(1− αµ)‖xk − z∗‖‖pk − hk‖
≤ (1− αµ)2‖xk − z∗‖22 + α2‖pk − h
k‖22 + α2E[‖gk − h
k‖22|Fk]
+ (1− αµ)
(
‖xk − z∗‖2 + α2‖pk − hk‖2
)
≤ 2‖xk − z∗‖22 +
2α2L2
n
‖(1n ⊗ xk)− zk‖22 + α2E[‖gk − h
k‖22|Fk]
≤ 2‖xk − z∗‖22 +
2α2L2
n
‖(1n ⊗ xk)− zk‖22
+ α2
(
4L2
n2
‖zk − (1n ⊗ xk)‖22 +
4L2
n
‖xk − z∗‖22 +
2L2
n2
tk
)
≤
(
2 +
4α2L2
n
)
‖xk − z∗‖22 +
2α2L2
n2
tk
+
(
6α2L2
n
)(
d1pi‖xk −B∞xk‖2pi + d2λk‖xk‖22
)
.
Multiplying both sides by n and using 0 < α ≤
√
n
2L for the first term leads to
E[n‖xk+1 − z∗‖22|Fk] ≤ 3n‖xk − z∗‖22 + 6α2L2d1pi‖xk −B∞xk‖2pi + 6α2L2d2λk‖xk‖22
+
2α2L2
n
tk. (18)
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Step 4 – Gradient tracking error Finally, we find a bound on the gradient tracking error to
complete the LTI system in (6). We have
E
[‖wk+1 −B∞wk+1‖2pi|Fk] = E [‖Bwk −B∞wk + (Inp −B∞)(gk+1 − gk)‖2pi|Fk]
≤
(
1 +
1− λ2
2λ2
)
λ2E
[‖wk −B∞wk‖2pi|Fk]
+
(
1 +
2λ2
1− λ2
)
E
[‖gk+1 − gk‖2pi|Fk]
≤ 1 + λ
2
2
E
[‖wk −B∞wk‖2pi|Fk]
+
2
1− λ2E
[‖gk+1 − gk‖2pi|Fk] . (19)
where we use the Young’s inequality in the second step. Next we expand the second term above.
E
[‖gk+1 − gk‖2pi|Fk] = E [‖gk+1 − gk −∇f(zk+1) +∇f(zk) +∇f(zk+1)−∇f(zk)‖2pi|Fk]
≤ 2E [‖∇f(zk+1)−∇f(zk)‖2pi|Fk]
+ 2E
[‖gk+1 − gk −∇f(zk+1) +∇f(zk)‖2pi|Fk]
≤ 2L2pi−1E [‖zk+1 − zk‖22|Fk]+ 4pi−1E[‖gk −∇f(zk)‖22|Fk]
+ 4pi−1E
[
E[‖gk+1 −∇f(zk+1)‖22|Fk+1]
∣∣Fk] (20)
For 0 < α ≤ 1
4L
√
6
, we first simplify E
[
E[‖gk+1 −∇f(zk+1)‖22|Fk+1]
∣∣Fk] with the help of (17):
E
[
E[‖gk+1 −∇f(zk+1)‖22|Fk+1]
∣∣Fk] ≤ 4L2‖zk+1 − (1n ⊗ xk+1)‖22
+ 4nL2‖xk+1 − z∗‖22 + 2L2tk+1
≤ 4L2
(
d1pi‖xk+1 −B∞xk+1‖2pi + d2λk‖xk+1‖22
)
+ 4nL2‖xk+1 − z∗‖22 + 2L2tk+1
≤ 4L2d1pi
(
2‖xk −B∞xk‖2pi + 2α2‖wk −B∞wk‖2pi
)
+ 4L2
(
6L2α2d1pi‖xk −B∞xk‖2pi
+ 3n‖xk − z∗‖22 + 6L2α2d2λk‖xk‖22 +
2α2L2
n
tk
)
+ 4L2d2λ
k
(‖Bxk − αwk‖22)
+ 2L2
((
1− 1
M
)
tk +
2
m
d1pi‖xk −B∞xk‖2pi +
2n
m
∥∥xk − z∗∥∥2
2
+
2
m
d2λ
k‖xk‖22
)
≤ 12.25L2d1pi‖xk −B∞xk‖2pi + 16L2n‖xk − z∗‖22 + 8L2α2d1pi‖wk −B∞wk‖2pi + 2.25L2tk
+ 12.25L2d2λ
k‖xk‖22 + 8L2α2d2λk‖wk‖22. (21)
Similarly, we simplify E
[‖gk −∇f(zk)‖22∣∣Fk]:
E
[‖gk −∇f(zk)‖22∣∣Fk] ≤ 4L2‖zk − (1n ⊗ xk)‖22 + 4nL2‖xk − z∗‖22 + 2L2tk
≤ 4L2d1pi‖xk −B∞xk‖2pi + 4L2d2λk‖xk‖22
+ 4nL2‖xk − z∗‖22 + 2L2tk. (22)
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The final term to be expanded in (20) can be written as
‖zk+1 − zk‖22 = ‖Y −1k+1((Bxk − αwk)− xk) + (Y −1k+1 − Y −1k )xk‖22
= ‖Y −1k+1(B − In)xk − αY −1k+1wk + (Y −1k+1 − Y −1k )xk‖22
≤ ‖Y −1k+1(B − In)xk‖22 + ‖αY −1k+1wk‖22 +
∣∣∣∣∣∣Y −1k+1 − Y −1k ∣∣∣∣∣∣22‖xk‖22
+ 2‖Y −1k+1(B − In)xk‖2‖αY −1k+1wk‖2
+ 2‖αY −1k+1wk‖2
∣∣∣∣∣∣Y −1k+1 − Y −1k ∣∣∣∣∣∣2‖xk‖2
+ 2‖Y −1k+1(B − In)xk‖2
∣∣∣∣∣∣Y −1k+1 − Y −1k ∣∣∣∣∣∣2‖xk‖2
≤ 12y2−pi‖xk −B∞xk‖2pi + 3α2y2−‖wk‖22 + 12y4−T 2λ2k‖xk‖22,
which leads to
E
[‖zk+1 − zk‖22∣∣Fk] ≤ 12y2−pi‖xk −B∞xk‖2pi + 3α2y2−E [‖wk‖22∣∣Fk]+ 12y4−T 2λ2k‖xk‖22.
(23)
This leaves us with the following bound left to be established:
E
[‖wk‖22∣∣Fk] = E [‖wk − Y∞(1n ⊗ gk) + Y∞(1n ⊗ gk)
−Y∞(1n ⊗ pk) + Y∞(1n ⊗ pk)‖22|Fk
]
≤ 3E [‖wk −B∞wk‖22∣∣Fk]+ 3y2−y2‖1n ⊗ pk‖22 + 3y2−y2nE [‖gk − pk‖22∣∣Fk]
≤ 3piE [‖wk −B∞wk‖2pi∣∣Fk]+ 3y2−y2L2‖xk − z∗‖22
+ 6y2−y
2nE
[
‖gk − hk‖22
∣∣Fk]+ 6y2−y2L2‖zk − (1n ⊗ xk)‖22
≤ 3piE [‖wk −B∞wk‖2pi∣∣Fk]+ 3y2−y2L2‖xk − z∗‖22
+ 6y2−y
2n
(
4L2
n2
‖zk − (1n ⊗ xk)‖22 +
4L2
n
‖xk − z∗‖22 +
2L2
n2
tk
)
+ 6y2−y
2L2‖zk − (1n ⊗ xk)‖22
≤ 3piE [‖wk −B∞wk‖2pi∣∣Fk]+ 27y2−y2L2‖xk − z∗‖22 + 12y2−y2L2n tk
+
(
6y2−y
2L2 +
24y2−y
2L2
n
)(
d1pi‖xk −B∞xk‖2pi + d2λk‖xk‖22
)
≤ 3piE [‖wk −B∞wk‖2pi∣∣Fk]+ 27y2−y2L2‖xk − z∗‖22 + 12y2−y2L2n tk
+ 30y2−y
2L2d1pi‖xk −B∞xk‖2pi + 30y2−y2L2d2λk‖xk‖22 (24)
We use the above expression of ‖wk‖22 in (21) and (23) followed by plugging the evaluated expres-
sions of (21), (22) and (23) in (20). The final expression of (19) is
E
[‖wk+1 −B∞wk+1‖2pi|Fk]
≤
(
48y2− + 130d1
1− λ2 +
120α2L2y2−y
2d1
(
3y2− + 16d2
)
1− λ2
)
L2h‖xk −B∞xk‖2pi
+
(
160
1− λ2 +
108α2L2y2−y
2
(
3y2− + 16d2
)
n(1− λ2)
)
L2pi−1n‖xk − z∗‖22
+
(
34
1− λ2 +
48α2L2y2−y
2
(
3y2− + 16d2
)
n(1− λ2)
)
L2pi−1tk
+
(
48y4−T
2λ2k + 130d2λ
k
1− λ2 +
120α2L2y2−y
2d2λ
k
(
3y2− + 16d2λ
k
)
1− λ2
)
L2pi−1‖xk‖22
+
(
1 + λ2
2
+
4α2L2hc(16d1 + 9y
2
− + 48d2)
1− λ2
)
E
[‖wk −B∞wk‖2pi|Fk]
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Let 0 < α2 ≤ 1
12L2y2−y2(3y
2
−+16d2)
and 0 < α2 ≤
(
1−λ2
2
)2 (
1
4L2h(16d1+9y2−+48d2)
)
for the first four
terms and for the last term, respectively. Furthermore, we note that
y−h ≤ d1h ≤ ψ and 48y4−T 2pi−1 + 140d2pi−1 ≤ 188ψ2T.
Taking full expectation, we get the final expression for the gradient tracking error as
E
[‖wk+1 −B∞wk+1‖2pi] ≤ (188L2ψ1− λ2
)
E[‖xk −B∞xk‖2pi] +
(
169L2pi−1
1− λ2
)
nE[‖xk − z∗‖22]
+
(
38L2pi−1
1− λ2
)
E[tk] +
(
3 + λ2
4
)
E[‖wk −B∞wk‖2pi]
+
(
188L2ψ2
1− λ2
)
TλkE[‖xk‖22].
Next we chose a step-size that is the smallest among all above α bounds and thus have 0 < α ≤ 1−λ228Lκψ
to complete the LTI system and the lemma follows.
B Proof of Lemma 3: Stability of Gα
Proof. We recall from [37] that for a non-negative matrix Gα, if there exist a positive vector δ and
a positive constant γ such that Gαδ ≤ γδ, then ρ(Gα) ≤ |||Gα |||δ∞ ≤ γ. Setting γ =
(
1− αµ4
)
,
we thus solve for the range of α and a positive vector δ = [δ1, δ2, δ3, δ4]> such that the inequali-
ties Gαδ ≤ (1− αµ4 )δ hold elementwise. With Gα from Lemma 2, we obtain
αµ
4
+
2α2L2
1− λ2
δ4
δ1
≤ 1− λ
2
2
, (25)
2αL2
n
δ3 ≤ µ
4
δ2 − 2L
2ψpi
µ
δ1, (26)
αµ
4
≤ 1
M
− 2ψpi
m
δ1
δ3
− 2
m
δ2
δ3
, (27)
αµ
4
≤ 1− λ
2
4
− 188ψ
1− λ2
δ1
δ4
− 169pi
−1
1− λ2
δ2
δ4
− 38pi
−1
1− λ2
δ3
δ4
. (28)
We note that (26), (27), and (28) are true for some feasible range of α when their right hand sides are
positive. We fix the elements of δ, independent of α, such that δ1 = 1, δ2 = 8.5κ2ψpi, δ3 = 20Mκ
2ψpi
m ,
and δ4 = 19076Mκ
2ψh
m(1−λ2)2 . It can be verified for these δ1, δ2, δ3, and δ4, the right hand side of (26), (27)
and (28) are positive. We next solve to find the range of α. From (26), we have
α ≤ n
2L2δ3
(
µ
4
δ2 − 2L
2ψpi
µ
δ1
)
=
m
M
n
320Lκ
.
For (27), the bound on α follows:
α ≤ 4
µ
(
1
M
− 2ψpi
m
δ1
δ3
− 2
m
δ2
δ3
)
=
4
Mµ
(
1− 1
10κ2
− 8.5
10
)
.
It is straightforward to verify that α ≤ 15Mµ satisfies the above relation. Solving for (28) leads to
α ≤ 4
µ
(
1− λ2
4
− 188ψ
1− λ2
δ1
δ4
− 169pi
−1
1− λ2
δ2
δ4
− 38pi
−1
1− λ2
δ3
δ4
)
=
4(1− λ2)
µ
(
1
4
− 188m
19076Mκ2h
− 1436.5m
19076M
− 760
19076
)
,
which is true for α ≤ 1−λ22µ . Next, we note that (25) has a solution if we choose α ≤ 1−λ
2
µ for the
first term and α ≤ mM (1−λ
2)2
400κLψ for the second term. Finally, we use the minimum across all the bounds
on α and the lemma follows by putting α in γ = 1− αµ4 and noting that (1− λ) < (1− λ2).
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