Artificial societies used to guide and evaluate policies should be built by following "best practices". However, this goal may be challenged by the complexity of artificial societies and the interdependence of their sub-systems (e.g., built environment, social norms). We created a list of seven practices based on simulation methods, specific aspects of quantitative individual models, and data-driven modeling. By evaluating published models for public health with respect to these ideal practices, we noted significant gaps between current and ideal practices on key items such as replicability and uncertainty. We outlined opportunities to address such gaps, such as integrative models and advances in the computational machinery used to build simulations.
INTRODUCTION
Artificial societies provide a 'safe' platform in which what-if questions can be tested, and their effects reversed, instead of directly impacting the population in possibly irreversible ways (Epstein 2008) . While the automated identification of interventions remains a challenge, artificial societies safely assist experts in identifying interventions. They also provide support with evaluation, by highlighting which variables are related to the intervention and should be monitored (Craig et al. 2008) , or finding what may have caused a failure (Hammond 2015) . Therefore, the possibilities offered by artificial societies are not merely to represent data but to guide and evaluate policies, in part by highlighting where to focus the next actions and data collection efforts (Silverman et al. 2015) . Given such important and multi-faceted roles, it is critical to develop high-quality models. While modelers may agree on this abstract goal, viewpoints and practices significantly differ when we aim to precisely characterize what makes a high-quality model.
Many studies have been devoted to quality assessment, from Sargent's research on verification and validation (Sargent 2009 ) to guidance on producing quality analysis (Treasury 2015) and work specific to environmental models (Bennett et al. 2013) . Together, such studies articulate many high-level objectives such as quality assurance throughout model development (e.g., after designing the model, after populating it with data, after testing it, etc.) or proportionality of response (i.e., adapting the quality assessment to the level of risks given the intended use of the model). Despite offering valuable guidance to end-users and modelers, we posit that the multiplicity of high-level objectives results in several practical shortcomings. First, the gap between current practices and the large number of tasks required for producing a high-quality model (i.e., ideal objectives) may lead modelers to seeing ideal practices as unattainable. Second, highlevel tasks can be difficult to translate into practices given the wide variety of models as well as emerging modeling practices. Moreover, since modeling is always purposeful, model quality must be estimated in the context of its goals rather than as if it was an ideal general model. Our goal is to identify the most critical gaps between practices and requirements of high-quality models, while accounting for new solutions and challenges brought through emerging practices. This objective is addressed via the following three aims:
1. Describe a core set of ideal practices for high-quality quantitative individual models. 2. Evaluate the gap between ideal practices and current practices, using a sample of artificial societies built for public health. 3. Establish high-priority areas to bridge the gap given current practices as well as solutions and challenges emerging in the short-and medium-term.
The remainder of this paper is organized as follows. In section 2, we delineate the boundaries for the application of this paper by characterizing quantitative individual-based artificial societies. In section 3, we focus on a set of seven ideal practices for high-quality models, drawn from previous studies complemented by our collective experience as modelers. As a comprehensive review of all current practices across application areas is beyond the scope of this paper, section 4 uses a sample of artificial societies for public health to contrast current practices with our seven ideal practices. Then, section 5 focuses on emerging challenges and opportunities, from integrative models and the cloud to accounting for complexity in artificial societies. Our discussion in section 6 builds on sections 3-5 to identify high-priority areas for improvements that consider both current and emerging practices. We conclude by summarizing the position of this paper on how high-quality artificial societies can be developed using quantitative models.
QUANTITATIVE INDIVIDUAL MODELS USED TO BUILD ARTIFICIAL SOCIETIES
Badham categorized models as qualitative aggregated (e.g., maps delineating the structure of a problem by articulating how factors are connected (Giabbanelli 2018, Giabbanelli and Baniukiewicz 2018) ), quantitative aggregated (i.e., macro-simulation such as System Dynamics (Verigin, Giabbanelli, and Davidsen 2016) ), and quantitative individual (also called micro-simulation). Other typologies may include semi-quantitative models (Voinov et al. 2018) , such as Fuzzy Cognitive Maps (FCMs), which can use qualitative surveys and interviews as inputs (Lavin et al. 2018 ) but produce numerical estimates as outputs (Lavin and Giabbanelli 2017) . We recently discussed how the choice of modeling technique depends on many factors such as characteristics of the problem (e.g., a geospatial policy in a heterogeneous population would suggest a quantitative individual approach), data availability, or familiarity of team members with the technique (Voinov et al. 2018) . Jun et al. also provided a comprehensive comparison of insight provided by different approaches, and their suitability at different stages of a project life cycle (Jun et al. 2011 ). Our focus is on policy problems that require individual oriented modelling techniques to track individual features, behaviors, or preferences (Badham 2010 ).
The key difference with aggregate models is that individual models explicitly represent and and account for specific features of each entity whose heterogeneity in state, space, or decision making may affect the model's outcome. For instance, in a small-scale model of grazing, grazers and patches of grass are heterogeneously distributed in space and may be represented explicitly, whereas the rain supporting the growth of grass may be aggregated instead of being related to individual clouds. The positions in this paper hold for discrete models, in which a simulation progresses through discrete units of time, also known as 'ticks'. Specifically, we include three types of quantitative individual models:
1. Cellular Automata (CA) are composed of a set of cells arranged in a regular lattice (e.g., a twodimensional grid). CA account for spatial heterogeneity and, unless modified in sophisticated versions, generally do not account for heterogeneity in contact patterns (Dabbaghian et al. 2010, Giabbanelli, Babu, and Baniukiewicz 2016) . 2. Network models are composed of a set of nodes or vertices, with connections between two nodes known as edges or links. Such models account for heterogeneity in contact patterns but less often in space or decision-making (Giabbanelli et al. 2012 , Shoham et al. 2015 . 3. Agent Based Models (ABM) are composed of agents, which can interact with the space and with each other. Such models can thus account for spatial heterogeneity, heterogeneity in contact patterns (between agents), and heterogeneity in decision-making Crutzen 2017, Khademi et al. 2018) . While artificial societies are usually presented as agent-based models, some may actually be network models (Giabbanelli and Crutzen 2013) or cellular automata 1 . Being specific on the type of model allows to more precisely identify which aspects of heterogeneity are represented, and for which requirements in terms of data and computations.
IDEAL PRACTICES
We created a list of seven items (numbered i-vii) drawn from general simulation methods (i.e., time frame, sensitivity and uncertainty analyses, replicability), aspects to represent specifically in artificial societies (i.e., social interactions and heterogeneity), and the role of data for high-fidelity artificial societies (i.e., multiple datasets and individual level datasets). Since validation (i.e., ensuring that the model is sufficiently accurate for its purpose) and calibration (i.e., adjusting the model parameters within margins of certainty) are a well scrutinized condition for peer-reviewed modeling studies, we did not include them in our list of ideal practices. We now briefly define each of the items, how they should ideally be done, and why they matter.
Ideal practices for simulation in general
i. The dynamic models included here represent time, not abstract udpate steps. The time frame is the total length of simulated time, and the time granularity or 'temporal resolution' is the length of time simulated by one 'tick' or update in the model. Ideally, authors should state the time frame and granularity, and justify both given the model's context and/or statistical methods. In particular, policy-oriented models should have a time frame in line with the implementation and evaluation of policy performance in the real-world. For example, in British Columbia, general elections are held every 4 years; consequently, a model aiming at informing policymakers may need to provide results within 4 years rather than within decades (Verigin, Giabbanelli, and Davidsen 2016) . Second, statistical methods can identify the appropriate length of time to reach a stable output (i.e., "selecting the run-length") (White Jr, Cobb, and Spratt 2000) . Similarly, we can assess when a change in granularity starts to significantly affect model outputs. Without justifying the time frame and time granularity, erroneous inferences may be made regarding the potential long-term benefits of an intervention, results may incorrectly portray a transient output (useful as meta-stable state) as final result, or the model may not adequately support the decision making activities of its intended users.
ii. Sensitivity and Uncertainty Analyses are necessary to build confidence in conclusions obtained from a model. Sensitivity analysis usually refers to parametric sensitivity, which assesses how sensitive (e.g. in terms of variance) the outputs are to changes in the inputs (Richiardi et al. 2006 , Saltelli et al. 2008 ). Due to the potential for interactions between parameters, an ideal approach for parametric analysis would explore the entire parameter space, for instance using a factorial analysis to account for second-, third-, and higherorder interactions between parameters (Lavin and Giabbanelli 2017). Intuitively, it creates an 'ablation testing' as parts of the model are selectively turned off (e.g., agent behaviors) to evaluate their joint effects on outcomes. Sensitivity analysis can also be broadened to include an "algorithmic sensitivity" that checks how sensitive the results are to algorithmic choices, such as synchronous versus asynchronous updates. Uncertainty analysis should include a comprehensive assessment of the possible sources of uncertainty (including structural, parameter, stochastic, and data uncertainty), their impact on a model, and the means by which uncertainty was addressed in the model , Saltelli et al. 2008 , Caro, Briggs, Siebert, and Kuntz 2012 . As models are often used as authoritative evidence, overconfidence in their results is a real and common problem (Robinson 2014) . It is thus important to convey to possible users such as policymakers what affects a policy's outcome and the extent to which we can trust the simulated outcomes.
While the primary purpose of uncertainty analysis is to help determine the overall level of confidence one can have in the results, it can also be used to determine the importance of collecting additional information when a decision is being made ) and very much helps in model calibration. Uncertainty analysis thus unlocks additional benefits for developing artificial societies, such as guiding data collection efforts. Performing sensitivity analysis has numerous benefits, including ensuring the robustness of the model (or identifying inputs that are not robust), increased understanding of the model structure, and finding potential errors in the relationship between input and output variables (Pannell 1997 , Lee et al. 2015 .
iii. Being able to achieve the same results as claimed in a previous study ranges from repeatability (confirming the methods via the same team and experimental setup) to replicability (confirming the results via a different team and the same experimental setup) and reproducibility (confirming the conclusions via a different team and experimental setup) (Association for Computing Machinery 2018). We focus on replicability, as another team of modelers should be able to build the model from the authors' descriptions, and reach the same conclusion using the same data. Ideally, a model should thus be (i) fully documented so it can be re-created (e.g., using formal definitions, pseudo-code, equations, or publicly accessible source code) and (ii) data necessary to run the model should be publicly accessible (Richiardi et al. 2006) . Researchers have warned of a looming replication crisis in many different fields, with many scientists being unable to reproduce the results of other research, and often even their own (Baker 2016) . In modeling and simulation, efforts should be made to achieve as much technical transparency as possible while still respecting intellectual property rights (West 2016) . For artificial societies specifically, there is a 'continuum' of access to a model. A model's source code may be accessible on a third-party repository (e.g., www.comses.net or www.osf.io) in a commonly used language with supporting documentation. It may also be hosted on one's website, which may not be available in the future. Similarly, there is a continuum in description. We may have ad-hoc/incomplete descriptions or standard protocols, such as the ODD protocol or its extensions (Grimm et al. 2010) . Finally, there is a continuum of data access. We may need to ask the authors, which offers no guarantee and may extensive administrative procedures (e.g., internal review board), or have access to a generator to produce synthetic data deemed sufficiently realistic, or access the dataset.
Ideal practices to represent key aspects of artificial societies
iv. Social interactions are comprised of the connections between entities (i.e., the social relations) and the ways in which entities influence each other through these connections (i.e., the social function). Social influence is an integral component of an artificial society, as exemplified in artificial societies for health studies (Hill 2009, Ball and Crawford 2010) . Ideally, an artificial society should include explicit interactions between pairs of entities, using a social network with sufficiently accurate structure and function, in addition to representing mediating social norms that are expressed system-wide or in specific sub-groups. There are multiple consequences when these conditions are not met. Using a grid as a social network may lead to different simulation outcomes than when using real-world or stylized (e.g., small-world/scale-free) networks. Using the right social network structure but ignoring that social influences are mediated by individual contexts may lead to erroneous estimates of social effects (Giabbanelli and Crutzen 2013) , as individual contexts may act as a barrier against social influences or amplify the effects triggered by social influences.
v. Heterogeneity in states and decision-making is one of the hallmarks of complexity in public health (Finegood 2011, Drasic and Giabbanelli 2015) . Ideally, model parameters should account for relevant sources 2 of heterogeneity (e.g., by drawing from a distribution fitted to data rather than using a single value), but should not exaggerate this heterogeneity by ignoring dependencies between parameters (e.g., correlations between parameters may prevent a model from initializing values independently). Assumptions of homogeneity such as 'one size fits all' interventions have long been met with criticism from practitioners in several fields. For instance, they observed that success only occurs when a person happens to meet the average profile assumed for the intervention (Epstein et al. 1998 , Harkaway 2000 . Consequently, a model must appropriately model heterogeneity in the population, as it pertains to the objective of the model (Weinstein et al. 2003) .
Ideal practices to ground artificial societies in data
vi. A model may integrate several datasets for several aspects, such as geographical data for the environment, social network data for social influences, and census data for population-level features. Ideally, the datasets that most impact a model's outcome should come from different sources. This is different from using one data source with multiple time points (i.e. a longitudinal dataset). While a single comprehensive dataset may meet the needs of a model, there are several reasons to use different sources. First, it is important for consistency, defined by the Bradford Hill criteria as the ability to observe consistent findings with different samples. For example, we should know whether the conclusion of a model holds for different population samples or are highly specific to (possibly unknown) features of the population used in a specific sample. Second, taking data from multiple yet similar data sources can aid in mitigating the bias from any of the individual data sources (Ioannidis 2016 ). Thus making use of different compatible data sources will increase the generalizability of a model as well as lessen the bias that occurs within individual data sources.
vii. Separately from the matter of accessing data or whether the differences between entities are modeled (i.e., treatment of heterogeneity), we also need appropriate individual level data to build artificial societies. Virtual individuals (i.e., agents, cells, or nodes) have attributes that can distinguish them from each other (Nianogo and Onyebuchi 2015, Kavak et al. 2018) . Ideally, entities in a model would be initialized from individual-level datasets, in which one row of the dataset corresponds to the parameter values for one simulated entity. Several problems occur when using individual-level models without individual-level data. First, a distribution would have to be assumed for each attribute, which may be erroneous, for example when assuming normally distributed values while they may not be. Second, even when the right distributions are found for each attribute in isolation, we note that attributes can be highly correlated (Giabbanelli, Jackson, and Finegood 2014) . For example, an agent's food intake level is closely related to the agent's level of exercise. A study by KD Hall et al. suggested that a small average daily difference between the two would be enough to explain the observed average weight gain in the population (Hall et al. 2011) . By ignoring this dependency, a model could create a population whose dynamics at baseline are already erroneous 3 . In sum, a model should be able to initialize its entities from sufficient data to match the level of diversity required in its intended use.
Current studies may not accomplish all seven ideal tasks detailed in the previous section. To estimate the gap between current and ideal practices, we analyzed the best practices in a random sample of 11 journal articles in which artificial societies were developed for public health on obesity between 2013 and 2016. To limit the potential for bias, we selected studies in which none of the authors of this paper were involved.
Justifications for the time frame were provided in all but two studies (Mooney and El-Sayed 2016, Zhang et al. 2015b ). Justifications varied between the studies. Three studies justified their time frame by reaching a steady state (Blok et al. 2015 , Hammond and Ornstein 2014 , Trogdon and Allaire 2014 . Four studies considered that "social influences take time to converge" and settled for 3 years (Li et al. 2016 ), 4 years (Widener et al. 2013) , the lifetime of a cohort (El-Sayed et al. 2013 ), or as long as three generations (Orr et al. 2014) . Two studies used a time frame that matches their data, such that the baseline can be initialized from the data and predictions can be validated against real-world data (Wang et al. 2014 , Zhang et al. 2015a ). The time granularity received much less attention: there was no clear justification in most studies (Hammond and Ornstein 2014 , Mooney and El-Sayed 2016 , Orr et al. 2014 , Trogdon and Allaire 2014 , Zhang et al. 2015a , Zhang et al. 2015b , El-Sayed et al. 2013 , and only an implicit link with policy objectives in other studies, such as the need to simulate days because public nutrition policies typically report servings per day.
The use of sensitivity analysis was almost equally divided between not doing any, for five studies (Blok et al. 2015 , Widener et al. 2013 , Wang et al. 2014 , Zhang et al. 2015a , Zhang et al. 2015b , and performing a sensitivity analysis of only one factor at a time in the other six studies. We note that only one study went beyond single factor sensitivity analysis, by also including a factorial design that accounted for interactions between parameters (Orr et al. 2014) . We found no assessment of uncertainty in the articles.
Replicability was particularly problematic across all studies. Model description consisted of narratives in all studies but one, which also provided a standardized description using the ODD protocol (Wang et al. 2014) .
No study provided algorithmic descriptions either via flowcharts or pseudocode. Studies provided neither the code of their model, nor data on which to run it. While data may often be obtained from national surveys (e.g., AddHealth, ECLS-K, NHANES, BRFSS, NLSY97), results may still not be replicable because no authors provided their scripts for data cleaning, or determined how many times their experiments had to be repeated. Studies either did not appear to run their stochastic models several times to compute average results (Hammond and Ornstein 2014 , Li et al. 2016 , Widener et al. 2013 , Wang et al. 2014 ), or used ad-hoc numbers of repeated runs ranging from 20 (Orr et al. 2014) to 1000 (Mooney and El-Sayed 2016) .
Social interactions between pairs of agents occurred in all but three studies (Blok et al. 2015 , Widener et al. 2013 , Wang et al. 2014 . In several cases, interactions were highly abstract, such as being more likely to be obese simply by connecting with obese agents (El-Sayed et al. 2013) . Heterogeneity of agent attributes was present in all but two studies (Wang et al. 2014, Mooney and El-Sayed 2016) but it was often limited to randomly assigning values from probability distributions (Blok et al. 2015 , El-Sayed et al. 2013 , Hammond and Ornstein 2014 , Trogdon and Allaire 2014 . Most notably, we found that heterogeneity was only addressed by varying the attributes of agents but not their behaviors: all agents followed the same rules.
A single study used different sources by assessing whether parameter estimates for the model depended on the site for data collection (Zhang et al. 2015b) . Only two studies used individual level data to match agents' attributes with respondents' characteristics (Wang et al. 2014 , Zhang et al. 2015a ).
EMERGING PRACTICES
The results reported in the previous section show that some items are often performed (e.g., justification of the time frame) but others are relatively rare (e.g., replicability, use of data). This gap between ideal and current practices may change in the future. On the one hand, efforts are ongoing to improve several items such as replicability. On the other hand, emerging practices can widen the gap if we do not plan guidance and assessment efforts accordingly. To envision future needs in developing artificial societies, this section focuses on two emerging opportunities: the development of integrative models and, related, advances in the computational machinery to build simulations (Gilbert et al. 2018 ).
Complexity and Uncertainty in Artificial Societies
Societies contain ontologically diverse systems. For instance, an infectious disease spreading between individuals in a society is a fundamentally different type of system compared to the institutions and healthcare systems making policy-decisions to respond to this spread -and this implies different approaches and affordances of knowledge-claims. Various categorizations have been suggested to capture these ontological differences. While terminologies differ, these categorizations tend to separate between simple, complicated, and complex systems, the latter category often separated between restricted complex or general complex (Andersson and Törnberg 2018, Morin 2007) . Simple systems, like pendula, tend to be analytically solvable, and possible to predict with high precision. Complicated systems, like the machinery of a car, tend to have sophisticated components, often fulfilling separate functions, that interact in simple and structured way. Such systems respond well to top-down approaches (e.g. taking them apart and studying their components) and can be accurately predicted, generally with numerical solutions. Restricted complex systems, like traffic jam, tend to consist of many components displaying simple behaviors, but the interaction between components is strong and unstructured, often leading to unexpected macro dynamics. These systems require a bottom-up approach, i.e. individual-oriented modelling (Badham 2010) , and are uncertain, in the sense that their future states are highly sensitive to initial conditions, which implies that knowledge-claims are reduced to predicting their dynamics and identifying their control parameters (Cvitanovic et al. 2005) . Finally, general complex systems, like the long-term development of the automobile industry, have both sophisticated components and unstructured interactions between them, and tend to be ontologically uncertain: it is uncertain even what components or interactions they will contain at a future time (Lane and Maxfield 2005) .
These differences in system types means that, as we have already suggested, the appropriate models also differ in important ways. First, the knowledge claims should be a function of the certainty of the systems. For instance, we should not aim for perfect prediction of future states in complex systems, as the model would then have a higher level of certainty than the system it represents. Secondly, a model should belong to the same ontological category as the system under study: a top-down, complicated model of a traffic jam is unlikely to capture its emergent dynamics. However, general complex systems are a special case, as their modeling implies the constant risk that the model will become as unmanageable as the system itself, without affording any type of prediction. This deep uncertainty leads to valuing a qualitative understanding of such systems. This may be achieved for instance by taking an integrative approach in which each model attempts to capture some aspects of the system (Andersson et al. 2014) , and are tied together (e.g., through a narrative approach). All of which takes us to the issue of integrated and integral models.
Integrated and integral models
Numerous legacy models have been developed by specialists in their scientific fields and tested in many applications. It makes sense to reuse these assets as "building blocks" when designing more sophisticated, potentially transdisciplinary models. However, linking pre-existing models together, matching the variables, scales and resolutions, may be challenging. Modelers may use different paradigms, assumptions, spatial and temporal representations, which need to be carefully analyzed and adjusted to avoid creating 'integronsters' -constructs that are valid software products but useless as models (Belete, Voinov, and Laniak 2017) .
Currently there are several efforts to develop the standards and software tools that provide for model coupling, such as the open modelling interface and environment (OpenMI) (Moore and Tindall 2005) . However, no tool has succeeded so far in connecting artificial societies, and hardly any of them have been applied to model social processes and dynamics. Models built for social sciences largely remain integral, that is developed and maintained by the same team as a more-or-less unified integral whole. The modeling systems that are used, even when modular by nature, are not designed to integrate legacy models as is, but rather serve as tools for future model development, offering input, output and project support tools and common library standards, into which different modules are invited to be translated. Again, as usually with integral modeling, new code is tested and reimplemented before it is included into the component libraries, and there is usually the same team of modelers involved in doing this for a particular model development. Even when the same framework is used to develop different models, there are rarely modules from previous models by other teams taken and incorporated into new models.
DISCUSSION
Artificial societies can play an important role to guide and evaluate policies. Several articles offer guidance in quality assessment for artificial societies, but this guidance may be disconnected from current practices.
We described how seven items should be done, and why they matter. This list is not exhaustive: for example, social interactions may be shaped not only by social networks (as we examined) but also by how the (geo)space is represented. Given that standardization efforts are ongoing, our list may be amended through discussions in workshops with simulation experts (Collins et al. 2015) and/or by examining the results when these items are applied on the literature.
Evaluating a sample of studies with respect to our seven items revealed a gap between current and ideal practices. We found that the time granularity was scarcely justified while uncertainty was generally unaddressed and replicability is challenging across all studies. In addition, most studies relied on single sources and their findings do not easily generalize. Ongoing initiatives may address some of these shortcomings, such as the growing focus on replicability in the modelling and simulation community. Nevertheless, several challenges remain. If a society is, by definition, a highly complex system, what is the necessary level of complexity needed to accurately (or at least sufficiently) model a particular topic (Castellani et al. 2016) ? Given that not all complex systems are the same (Byrne and Callaghan 2013 , Andersson et al. 2014 , Morin 2007 , how do these differences translate to practices in building artificial societies? As key societal drivers (e.g., built environment, social norms on eating behavior) are interdependent (thus creating nexus issues in policy analysis), how do we integrate models of complex systems? We investigated these questions by detailing the challenge of uncertainty, complexity, and integration.
There are not only challenges, but also emerging opportunities. A particularly cutting-edge and promising opportunity is the mixed-methods work being done to integrate quantitative individual modeling (which is our focus in this paper) with other forms of computational modeling, statistical analysis, qualitative inquiry and narrative analyses. The map of the complexity sciences (http://www.art-sciencefactory.com/ complexity-map_feb09.html) exemplifies this integration. In public health, examples include integrating agent-based modeling with case-based methods or digital sociological methods such as social/media and textual analysis. Other areas include linking micro-simulation with differential equation modeling, genetic algorithms, and machine learning (Byrne and Callaghan 2013 , Gilbert et al. 2018 , Castellani et al. 2016 ).
We also see promising advances in the computational machinery used to build simulations (Gilbert et al. 2018) . This includes the development of the cloud, big data, web science and increasingly interconnected open-access statistical and computational environments (e.g., the connection between the statistical R project and the widely used NetLogo agent-based modeling toolkit). In turn, the emergence of mixed quantitative and computational modeling has led to an up-tick in the number of conferences devoted to modeling complexity from a mixed-methods perspective (as in the case of the ESRC methods conference) and a new openness on the part of public health journals and book editors to accept, review, publish and promote such highly novel methodological advances -albeit slowly and still with some resistance. Nonetheless, emergent changes, relative to the challenges of complexity, are happening, as we can no longer, as a global society, escape or ignore the complexities of the public health challenges we presently face.
CONCLUSION
Despite many articles on best practices, the development of artificial societies that can be used to guide and evaluate policies is limited by challenges of replicability, integration, complexity and uncertainty. This article has taken a step toward dealing with these challenges, by reviewing and systematizing best practices as well as accounting for emerging opportunities in mixed-methods and novel computational machinery. Such opportunities and systematization of best practices will contribute to increasing efficiency, validity, and accuracy in our modeling efforts.
ACKNOWLEDGMENTS
PJG thanks former students at Northern Illinois University (especially Eric A. Lavin, Andrew T. Stefanik, and Nathan A. Halm) for numerous suggestions on quality assessment of simulation models. The authors thank Kathleen Carley and Samarth Swarup for their feedback on an earlier draft of this paper.
