The paper considers a class of multi-valued backward stochastic differential equations with subdifferential of a lower semi-continuous convex function with regime switching, whose generator is a continuous-time Markov chain with a finite state space. Firstly, we get the existence and uniqueness of the solution by the penalization method. Secondly, we prove that the solution of the original system is weakly convergent. Finally, we give an application to the homogenization of a class of multi-valued PDEs with Markov chain.
Introduction
In recent years, many researchers have done a lot of interesting work on nonlinear backward stochastic differential equations (BSDEs, in short) with different generators.
As an important mathematical tool in probability theory, Markov chain has vast applications in diverse fields. One can see Siu [1] for more details. From the numerical point of view, diffusions are generally approximated by Markov chains. Thus, there is a great motivation to discuss Markov chain systems. Based on these facts, Lu and Ren [2] considered a class of mean-field BSDEs based on finite-state, continuous time Makov chain. Tao et al. [3] proposed a class of BSDEs coupled with a finite state Markov chain, which has two-time scale structure:
Based on Meyer-Zheng topology, they showed that the solution is weakly convergent. In that paper, the corresponding reaction-diffusion equations were explained in the sense of viscosity solution, and the convergence of PDEs was proved.
In recent years, the development of BSDEs has been very rapid. The extension forms of BSDEs are various. Wu and Zhang [4] focused on BDSDEs which are locally monotone assumptions. At the end of that paper, the Sobolev weak solutions for a kind of SPDEs were given. This conclusion greatly broadens the applicability of this kind of equations. Some conclusions obtained in BSDEs are also widely used in other fields. Wei et al. [5] dealt with the Sobolev weak solution of HJB equation, in which the nonlinear Doob-Meyer decomposition theorem obtained from the BSDEs is the main contributor.
In particular, Pardoux and Răşcanu [6] gave some results about multi-valued BSDEs (MBSDEs, in short). In that paper, they presented a probabilistic interpretation for the viscosity solution of some parabolic and elliptic variational inequalities. Recently, there have been many interesting developments about MBSDEs, one can see Yang et al. [7] , Guo [8] , Malinowski [9] , etc. These achievements have enriched the theoretical system of MBSDEs, and some of them also gave relevant applications.
Under the framework, we continue to discuss the class of multi-valued BSDEs as follows:
in which the function f not only relates to the process Y , but also relates to the processes Z and W . What is more, the function f here contains a Markov chain. Firstly, we do some preparation for follow-up certification. Secondly, we give the main results of this paper. Then, we prove the weak convergence result under the Meyer-Zheng topology. Finally, we give the homogenization of a class of multi-valued PDEs with Markov chain.
Basic assumptions, preliminaries, and notations
At the beginning of the paper, we introduce some foundations of the follow-up discussion, such as the definition of multi-valued BSDEs, notations, assumptions, and so on.
Suppose that (Ω, F, P) is a probability space, {B t , t ∈ [0, T]} is a d-dimensional Brownian motion, {α t , t ∈ [0, T]} is a finite state Markov chain, and the state space is I = {1, 2, . . . , m}, in which m is a positive integer. The transition intensities are λ ij (t) for i = j, which is nonnegative and bounded. And λ ii (t) = -j∈I\{i} λ ij (t). Suppose that F = (F t ) t ∈ [0, T] is a filtration which is generated by {B s , α s ; s ∈ [0, T]} and augmented by all P-null sets of F .
In this paper, V t (j) is the number of jumps of {α s }, and φ is a lower semi-continuous convex function defined on R. More details can be found in [3] .
The multi-valued BSDEs with the Markov chain are defined as follows.
Definition 1
The solution is a quadruple of (Y t , Z t , U t , W t ) 0≤t≤T of progressively measurable processes, which takes values in R × R 1×d × R × R m → R and satisfies that:
If the quadruple (Y , Z, U, W ) is the solution of BSDE (2.1), we use the symbol (Y , Z, U, W ) ∈ BSDE(ξ , T; φ, f ).
We propose some assumptions as follows.
and ϕ is an F t -progressively measurable process such that:
A priori estimates and existence and uniqueness result 3.1 The results of existence and uniqueness
Now, we begin by showing Theorem 2, which is the main results of this paper. But the proof of this theorem needs a lot of supporting propositions, so it will be presented later.
where τ ∈ [0, T] is a stopping time,
A priori estimates
Before proving the previous results, we firstly give some a priori estimates on the solution.
where J δ u = (I + δ∂φ) -1 (u). Now we recall some properties of this approximation that appeared in [10] :
Hence, for u ∈ R, it holds that
By the monotonicity of ∂φ and (3.8a), we obtain
Then, for δ, ε > 0, it holds that
Now, we consider the approximating equation 
Proof Using Itô's formula for |Y δ t | 2 yields that
Let us start with some terms in the equation above. On the one hand, according to the previous assumption, we have
On the other hand, from Schwarz's inequality, we get
Hence,
According to the main ideas of Proposition 2.1 in [12] , we take the expectation in the above inequality. So
where C is a positive constant. Then, by Gronwall's lemma, we get
whereC is also a positive constant. Thus, we have
In addition,
Proposition 6
Let assumptions (A1)-(A3) be satisfied. For C > 0, we have
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where Φ 2 (τ , T) is given by (3.2b) , and τ ∈ [0, T] is a stopping time.
Proof Borrowing the ideas in Proposition 2.2 in [6] , we just briefly show the result as follows.
The subdifferential inequality can be written as
for r = t j+1 ∧ T, r = t j ∧ T, where t = t 0 < t 1 < t 2 < · · · , and t j+1t j = 1/n. Summing up over j, and n goes to ∞, we get
From (3.7), (3.8a), we get
According to the previous assumption (A3), we have
The result follows.
Proposition 7
Let assumptions (A1)-(A3) be satisfied. For δ, ε > 0, we have
Proof By Itô's formula,we obtain
By (3.9), it holds that
From (3.12a), we get the following inequality, which shows the desired result, and Φ is given by (3.15 ).
Proof of the results of existence and uniqueness
With the a priori estimates in the previous section, the main purpose of this section is the proof of Theorem 2. Before that, we should start with the proof of Proposition 3.
Proof of Proposition 3 Using Itô's formula, we get
By the method similar to Proposition 5, we obtain
where β, μ, L are replaced byβ,μ,L. Taking the expectation and using Gronwall's lemma, we have (3.3a) and (3.3b ).
Proof of Theorem 2 Uniqueness can be obtained simply by Proposition 3. The existence of the solution (Y , Z, U, W ) can be drawn from the limit of the quadruple
Passing to the limit in (3.11), we can get (3.1a) and (3.1b). From (3.12a) and (3.12c), we have
Because of (3.12b), (3.14b), we get (3.1c) and (iii). For each δ > 0, define
Consider (3.10) and convergence results, there exists a progressively measurable process {Ū t , 0 ≤ t ≤ T} such that
The proof of Theorem 2 has been completed.
Proof of Corollary 4 Let (Y n , Z n , U n , W n ) ∈ BSDE(0, n; φ, f ) for each n ≥ 1. According to (3.1a)-(3.1d) in Theorem 2, we have
and Y n s = Y n n = 0, Z n s = 0, U n s = 0, W n s = 0 for s > n. Let m > n, then we get From (3.1b), we obtain
There exists (Y , Z, U, W ) satisfying (i) for all T > 0, as n → ∞, we obtain 
we get Y = Y , Z = Z , W = W for n → ∞; U is uniquely defined by BSDE (2.1).
Weak convergence of multi-valued BSDEs with Markov switching 4.1 Asymptotic property of SDE with the singularly perturbed Markov chain
Let α ε (t) be a Markov chain governed by Q ε (t) = (λ ε ij (t)) that satisfies
represents the fast part and Q(t) represents the slow part. More details on singularly perturbed Markov chains can be found in Tao et al. [3] . The next lemma can be found in [13] .
Lemma 8 Define the aggregated process
Then, as ε → 0, α ε converges weakly to a continuous-time Markov chain α with the generator
Here, ∀k ∈ {1, . . . , l}, v k is the quasi-stationary distribution of Q k and I m k = {1, . . . , 1} * ∈ R m k . Here, * denotes the transpose. Now, we present a diffusion process X ε t as follows:
In the diffusion process above, we present the conditions of b and σ : for any i ∈ I, b(·, i, ·) and σ (·, i, ·) are measurable,
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Let a = σ σ * . We define
Now, we propose the following asymptotic property for the above generators.
Lemma 9
Assume that α ε (t) is a Markov chain and b(t, i, x), σ (t, i, x) satisfy the above conditions. Then (X ε (·), α ε (·)) converges weakly under the Skorohod topology to a process (X(·), α(·)). Moreover, (X(·), α(·)) is a solution of the martingale problem with operator
Weak convergence of multi-valued BSDEs with Markov switching
Let us consider the following assumptions:
We have already proved that (α ε , X ε , Y ε,n , M ε,n ) converges weakly to (α, X, Y n , M n ). Note that ε 0 (M ε,n s 2 +r -M ε,n s 1 +r ) dr is a continuous function with respect to M ε,n , we can get ε 0 (M ε,n s 2 +r -M ε,n s 1 +r ) dr converges weakly to ε 0 (M n s 2 +r -M n s 1 +r ) dr. This implies that Dividing by ε , letting ε → 0, we get E{ n i=1 ϕ i (α t i , X t i , Y n t i )(M n s 2 -M n s 1 )} = 0, which means that M n t is an F α,X,Y n t -martingale. and the following multi-valued PDE: For ϕ(t, x) ∈ C 1,2 ([0, T] × R n ), we define the following operator:
The viscosity solution of multi-valued PDEs (5.2) is defined as follows, which is similar to Definition 4.1 in [3] .
Definition 16 Let u = (u 1 , . . . , u m ) belong to C([0, T] × R d ; R m ). u is said to be a viscosity subsolution (resp. supersolution) of multi-valued PDEs (5.2), if u i (T, x) ≤ g(x) for all i ∈ I, x ∈ R d (resp. u i (T, x) ≥ g(x)) and for all i ∈ I, (t, x) ∈ (0, T) × R d , ϕ ∈ C 1,2 ((0, T) × R d ; R) such that (t, x) is a local maximum point (resp. local minimum point) of u iϕ, it holds that
u is a viscosity solution of multi-valued PDE (5.2) if it is both a viscosity subsolution and a viscosity supersolution of PDE (5.2).
Consider the following FBSDE: 
