Abstract. We consider a class of quasilinear operators on a bounded domain Ω ⊂ R n and address the question of optimizing the first eigenvalue with respect to the boundary conditions, which are of the Robin-type. We describe the optimizing boundary conditions and establish upper and lower bounds on the respective maximal and minimal eigenvalue.
Introduction
The problem of optimizing first eigenvalues of certain differential operators is well-known from the literature mainly in connection with the so-called shape optimization. The latter means that one looks for a domain which minimizes (or maximizes) the first eigenvalue under some geometrical constraint, typically keeping the volume fixed. The answer in the case of the Laplace operator is that the minimum is achieved by a ball with the prescribed volume. This was proved in [12] and [19] for Dirichlet boundary conditions and in [4] for Robin boundary conditions. Various generalizations and improvements of these results appeared recently, see for example [5] , [6] , [7] , [8] , [9] , [13] , [14] and references therein. Another type of shape optimization, concerning domains with holes, was studied in [15] , [16] , [17] .
In this paper we analyze a different optimization problem; we keep a bounded domain Ω ⊂ R n fixed and vary the boundary conditions. More precisely, we consider the variational problem inf where m is a positive constant. Under certain regularity conditions on Ω the infimum in (1.1) is a minimum and the corresponding minimizer solves an eigenvalue equation for the p−Laplace operator with Robin-type boundary conditions, see Section 2 and equation (2.3) for details.
Our main results can be summarized as follows. We show that for sufficiently regular Ω the maximizing σ always exists and is unique. In fact we provide its explicit construction, see Theorem 3.1. For examle if Ω is a ball then it turns out that the maximizing σ is constant, see Remark 3.1.
As for the minimum, we find that as soon as n > 1 there is no σ which minimizes (1.1) in the class of nonnegative functions satisfying (1.2) . Moreover, if p ≤ n, then the infimum of (1.1) over σ belonging to this class is zero, see Proposition 4.1. However, if p > n, then this infimum is positive, see Theorem 4.1, and is achieved in the class of Dirac measures on ∂Ω of total mass m. In other words, it is achieved if σ in (1.1) is replaced by a Dirac measure concentrated at a point of the boundary, see Theorem 4.2. The position of this point, which might not be unique, depends of course on m, but it is possible to describe its asymptotic behavior as m → ∞. This is done in Proposition 4.2.
Let us briefly outline the structure of the paper. In Section 2 we fix the necessary notation and provide some preliminary results which will be needed later. Section 3 is devoted to the analysis of the σ which maximizes (1.1). The minimum, or more precisely, the infimum is treated in Section 4. It is of course natural to ask how big or small the maximum and the minimum (or infimum) of (1.1) are. Obviously, this depends on m and on Ω. In Section 5 we provide upper and lower bounds on these quantities and study their limits for m → 0 and m → ∞.
Notation and preliminaries
Throughout the paper we will assume that Ω ⊂ R n is a bounded domain with C 1,ε regular boundary, and 1 < p < +∞. We recall that under this assumption, the standard trace embedding theorem, see e.g. [1] , assures that there exists a constant C = C(Ω, p, q) such that
Let us assume that σ ∈ L 1 (∂Ω) is nonnegative, and consider the following Robin eigenvalue problem:
where
is a minimizer of (2.2), then it is a weak solution of the following Robin boundary value problem
where ∆ p v = div |∇v| p−2 ∇v is the p-Laplace operator. By a weak solution to (2.3) we mean a function v ∈ W 1,p (Ω) such that σ|v| p ∈ L 1 (∂Ω) and
The following result holds.
, and σ ≥ 0. Then there exists a positive minimizer u p ∈ W 1,p (Ω) of (2.2), which is a weak solution of (2.3) in Ω. Moreover, if σ is positive on Γ ⊆ ∂Ω such that the (n − 1)-Hausdorff measure H n−1 (Γ) > 0, then ℓ 1 (σ, Ω) > 0. Finally, ℓ 1 (σ, Ω) is simple, that is u p is unique up to a multiplicative constant.
Proof. Let ϕ k ∈ W 1,p (Ω) be a minimizing sequence of (2.2) such that ϕ k L p (Ω) = 1. Then, being ϕ k bounded in W 1,p (Ω) and using the Rellich Theorem, there exists a subsequence, still denoted by ϕ k , which weakly converges to a function
The quoted trace inequality (2.1) gives that, in particular, ϕ k converges almost everywhere on ∂Ω to u p . By Fatou's Lemma,
Then u p is a minimum. To compete the proof of the first part of the Lemma we observe that |u p | is still a minimum, and then by the Harnack inequality |u p | > 0. Finally, suppose by contradiction that there exists
Hence u σ 1 is constant inΩ, and |u σ 1 | p ∂Ω σ 1 dH n−1 = 0. The hypothesis on σ 1 implies that u σ 1 ≡ 0 inΩ, and this is impossible. Hence ℓ 1 (σ, Ω) > 0. The simplicity of ℓ 1 (σ, Ω) follows by standard arguments, see for example [7] or [3, 9] .
To conclude this section, we point out that any nonnegative eigenfunction must be a first eigenfunction.
in Ω, 5) in the weak sense, is a first eigenfunction of (2.5), that is η = ℓ 1 (σ, Ω) and v = u p , where u p is given in Proposition 2.1, up to a multiplicative constant.
Proof. The proof follows line by line the argument given in [9, Theorem 3.3].
2.1. Notation. For a given m > 0, let us consider the set of functions
Note that for every σ ∈ Σ m (∂Ω) we have
denotes the first Dirichlet eigenvalue of −∆ p in Ω. Upper bound (2.7) follows by choosing as a test function in (2.2) the first Dirichlet eigenfuntion of −∆ p respectively a constant function. In view of (2.7)we can thus define the quatities
which are the main objects of our interest.
3. Optimization of ℓ 1 (σ, Ω) with respect to σ: the supremum
The purpose of this section is to analyze the optimization problem (2.8). We start by showing that it is sufficient to study the supremum of ℓ 1 (σ, Ω) among the functions σ ∈ Σ m (∂Ω) such that the corresponding minimiserû of Q[σ, u] is constant on the boundary of Ω.
Proof. Let us suppose thatû is constant on ∂Ω. Then, for any σ ∈ Σ m (∂Ω) we have:
, the above inequality is an equality and the proof is completed.
In order to prove the existence and uniqueness of the maximising σ we consider, for any fixed ξ ∈]0, Λ D 1 (Ω)[, the following problem:
in Ω,
By [10, Thms. 1 & 2], the condition ξ < Λ D 1 (Ω) guarantees that there exists a unique nonnegative solution u ξ of (3.1). The boundary regularity theory, see [22, Thm. 1] , shows that u ξ ∈ C 1,β (Ω) for some β > 0. Moreover, since ∆ p u ξ < 0, by [24, Thm. 5] we then conclude that u ξ is positive in Ω and
Now let us define the function
Lemma 3.1. The function F is strictly increasing, and
To simplify the notation, we write Λ D 1 (Ω) = Λ D 1 . We split the proof in three steps.
We employ a variation of the argument used in [10] , see also [3] . Let us define
and
In view of (3.2) it is easy to see that the functions ϕ 1 and ϕ 2 are in W 1,p 0 (Ω). Hence we may use ϕ i as test function for problem (3.1) when ξ = ξ i , i = 1, 2. By subtracting and integrating by parts we get
We will show that the integrand on the right hand side of (3.3) is nonnegative. To this end consider the mapping t → t p − pt + p − 1 defined on [0, ∞[. By minimising with respect to t we find that t p − pt + p − 1 ≥ 0 for all t ≥ 0. Therefore
which implies that
provided ∇u ξ 1 = 0. In the same way it follows that
whenever ∇u ξ 2 = 0. Since the positivity of (3.3) is trivial on the set where ∇u ξ 1 · ∇u ξ 2 = 0, we conclude with
On the other hand, by (3.1)
This in combination with (3.4) shows that u ξ 1 ≤ u ξ 2 in Ω and consequently
In rest of the proof we show that 
CM . Hence Cψ is a positive supersolution of (3.1) for
Being v = 0 a subsolution, then for such ξ there exists a nonnegative weak solution w ∈ W
. This contradicts the necessary condition for the existence of a solution of (3.1) formlated in [10, Thm.2] , and Claim 2 is proved.
where v is the first positive Dirichlet eigenfunction of ∆ p such that v ∞ = 1. To prove the above claim, we point out that the function 
Hence in view of Claim 2 we have F (ξ) → +∞ as ξ → Λ D 1 (Ω) and the proof of the Lemma is complete.
Lemma 3.1 allows us to define the function
For each m > 0 there exists a unique function u ξ(m) which solves problem (3.1) for ξ = ξ(m).
We are now in position to give an explicit formula for σ which maximises ℓ 1 (σ, Ω). 
and u ξ(m) is the unique solution of (3.1) with ξ = ξ(m). Moreover, the maximiser σ m is unique.
Proof. We first prove that σ m ∈ Σ m (∂Ω). Indeed by the divergence theorem contained in [2] and by the definitions of σ m , F and ξ(m) , we have
We claim that u m = ξ(m)
+1 is a solution to the problem (2.3) with σ = σ m . Indeed
m . As regards the boundary condition, we have
Since u m = 1 on ∂Ω, we have shown that u m is a solution to the problem (2.3) with σ = σ m . Moreover, by Proposition 3.1 it follows that ℓ 1 (σ m , Ω) = Λ(m, Ω). On the other hand, being u m > 0 in Ω, Proposition 2.2 implies that ℓ 1 (σ m , Ω) = ξ(m).
To conclude the proof it remains to show the uniqueness of σ m . Letσ ∈ Σ m (∂Ω) another maximiser. Reasoning as in Proposition 3.1, and recalling that u m = 1 on ∂Ω, then
Then u m satisfies (2.3) with σ =σ. Henceσ = −|∇u m | p−2 ∂um ∂ν = σ m almost everywhere on ∂Ω.
Let us notice that the problem of the maximizing σ in the linear case p = 2 was treated already in [18] .
Remark 3.1. If Ω is a ball, then the unique positive solution of (3.1) is a radial function. Hence in this case Theorem 3.1 implies that the maximizing σ is constant;
4. Optimization of ℓ 1 (σ, Ω) with respect to σ: the infimum
The aim of this section is to describe the behavior of the infimum of ℓ 1 (σ, Ω) when σ ≥ 0 has a fixed L 1 −norm. Our purpose consists in the analysis of the problem (2.9) for a given m > 0. We will prove that λ(m, Ω) is never achieved, unless n = 1. Moreover λ(m, Ω) is positive if and only if p > n.
4.1.
The case p ≤ n. Proof. Let us denote by B r (x) the ball centered at x with radius r > 0. For x 0 ∈ ∂Ω fixed, and for any j ∈ N let
where α j > 0 is a number such that σ j L 1 (∂Ω) = m.
If p < n, let
As before, a direct computation shows that lim j→+∞ Q[σ j , u j ] = 0. Finally, Lemma 2.1 assures that the infimum is not attained.
4.2.
The case p > n.
4.2.1.
Positivity of the infimum. The substantial difference to the case p ≤ n is that now λ(m, Ω) is positive.
Moreover, if n > 1, then λ(m, Ω) is not achieved.
Proof. Let p > n. We first show, arguing by contradiction, that the infimum is positive. Let us suppose that σ k ∈ Σ m (∂Ω) and u k ∈ W 1,p (Ω) are such that
Moreover, we assume that u k ≥ 0 and u k p = 1. Hence, we have that
Together with the Morrey inequality, see e.g. [11, Thm. 5.6.5] , and the condition u k p = 1, we have that, up to a subsequence, u k converges in C 0,α (Ω) to a constant C > 0. Hence, passing to the limit in (4.1), and recalling that ∂Ω σ k = m, we have
that gives that C = 0. This contradicts the condition u k p = 1, and then the infimum λ(m, Ω) is positive. Now we prove that if p > n > 1, the infimum is not achieved. If λ(m, Ω) were a minimum, thenσ ∈ Σ m (∂Ω) exists such that
For example, we can choose
where α j > 0 is a number such that σ j L 1 (∂Ω) = m. The continuity ofū up to the boundary of Ω guarantees that (4.3) holds. Hence, recalling (4.2) there exists k ∈ N which satisfies
This implies that Q[σ k ,ū] < λ(m, Ω) which is a contradiction.
4.2.2.
The relaxed problem and the concentration effect. In view of Theorem 4.1 it is natural, for p > n, to consider the relaxed variational problem
where M(m) := {set of Radon measures on ∂Ω such that µ(∂Ω) = m} . Moreover, we introduce the subset of M(m) consisting of Dirac measures concentrated at a boundary point of Ω.
Armed with this notation we can show that λ(m, Ω) is equal to the minimum of ℓ 1 (µ, Ω) on D(m). 
and therefore
To prove the opposite inequality let σ j ∈ Σ m (∂Ω) be a minimizing sequence for λ(m, Ω). In other words, ℓ 1 (σ j , Ω) → λ(m, Ω). We denote by u j,m ∈ W 1,p (Ω) the nonnegative functions such that u j,m L p = 1 and
Being p > n and ∂Ω of class C 1,ε , equation (4.9) and the Morrey inequality, assure that u j,m is a bounded sequence in C 0,α (Ω). Hence, up to a subsequence, u j,m converges uniformly to some nonnegativeū m ∈ C 0,α (Ω). On the other hand, σ j is uniformly bounded in L 1 (∂Ω).
Hence it contains a subsequence, which we still denote by σ j , converging weakly in the sense of measures to some µ ∈ M(m). Then, µ(∂Ω) = m and
Now, let x m ∈ ∂Ω be such thatū m (x m ) = min ∂Ωūm , and consider µ m = mδ xm , where δ xm is the Dirac measure of unit mass concentrated at x m . Then
This in combination with (4.8) completes the proof.
The point of concentration x m introduced in Theorem 4.2 need not be unique, since the domain Ω might possess some rotational symmetries. Indeed, in case of a ball it is obvious that ℓ 1 (µ, Ω) = ℓ 1 (ν, Ω) for all µ, ν ∈ D(m). In general, the position of x m depends in a complicated way on m and Ω. However, it is possible to characterize the behavior of convergent subsequences of x m in the limit m → ∞. Note that the existence of at least one convergent subsequence is guaranteed by the Bolzano-Weierstrass Theorem. It turns out that the limiting behavior os these sequences is related to the following eigenvalue problem: 
By definition of λ 1 (x; Ω), and equation (4.7) it follows that
(4.14) Now letū ∈ W 1,p (Ω) be a weak limit of (a weakly convergent subsequence of)ū m . Then ū p = 1 by the Rellich-Kondrachov Theorem, see e.g. [21, Thm. 8.9] . Next consider a convergent subsequence of x m . Letx ∈ ∂Ω be its limit. Then by (4.14) we haveū(x) = 0. Henceū is an admissible test function for λ 1 (x; Ω) and from (4.10) and the weak lowersemicontinuity of Ω |∇u| p we infer that
In view of (4.13) it thus follows that λ 1 (x; Ω) = λ 1 (Ω). 
where σ a , σ b ∈ Σ m ({a, b}) are such that σ a (a) = m, σ a (b) = 0, and σ a (b) = 0, σ a (b) = m.
4.3.
Auxiliary results concerning λ 1 (x, Ω).
Lemma 4.1. Let p > n and let x ∈ Ω. Then λ 1 (x; Ω) defined by (4.11) is a minimum.
Proof. Consider a minimising sequence
Clearly u k is bounded in W 1,p (Ω) and therefore contains a subsequence which converges weakly to a function u ∈ W 1,p (Ω). The Morrey inequality then implies that u L p (Ω) = 1 and u(x) = 0. Hence in view of the weak lower semi-continuity of ∇u
This shows that u is a minimiser for the problem (4.11).
Lemma 4.2. Let p > n. Then there exists a constant C(n, p, Ω) such that
(4.15) where c depends only on n, p and Ω. Since In the same way, using v(·) − v(x) as a test function for λ 1 (x, Ω) we get λ 1 (x, Ω) ≤ λ 1 (y, Ω) + 2pc |Ω| 
