Abstract The global asymptotic stability of impulsive stochastic Cohen-Grossberg neural networks with mixed delays and reaction-diffusion terms is investigated. Under some suitable assumptions and using Lyapunov-Krasovskii functional method, we apply the linear matrix inequality technique to propose some new sufficient conditions for the global asymptotic stability of the addressed model in the stochastic sense. The mixed time delays comprise both the time-varying and continuously distributed delays. The effectiveness of the theoretical result is illustrated by a numerical example.
Introduction
Cohen-Grossberg neural network (CGNN) was first introduced by Cohen and Grossberg (1983) . In recent years, CGNN, which includes the famous Hopfield neural networks, cellular neural networks and Lotka-Volterra competition models as its special cases, has received extensive attention because of great range of applications in many areas such as optimization, pattern recognition, associative memory, robotics and computer vision. In such application, it is of prime importance to ensure that the designed neural networks is stable (Zhang and Wang 2008; Yang and Cao 2014; Qi et al. 2014; Zhou et al. 2007; Li and Song 2008, 2013; Li and Shen 2010; .
In implementation of neural networks, time delays are unavoidable due to the finite switching speed of neurons and amplifiers. It has been found that the existence of time delays may lead to instability and oscillation in a neural network (Wang et al. 2006; Li 2010; Zhang et al. 2011; Zhang and Luo 2012; Qiu 2007; Liu et al. 2011; Yang et al. 2010; ). For example, Wang et al. (2006) considered the asymptotic stability of stochastic CGNNs with mixed time delays by using Lyapunov-Krasovskii functional and LMI technology.
In practice, a real system is usually affected by external perturbations which in many cases are of great uncertainty. Hence, it is necessary to consider the stochastic effects to the stability property of the neural networks. On the other hand, as we have known, artificial neural networks often are subject to impulsive perturbations which can affect dynamical behaviors of the systems. Moreover, those perturbations often may make stable systems unstable or unstable systems stable. Therefore, impulsive effects should also be taken into account Fu and Li 2011; Wang and Xu 2009; Hespanha et al. 2008; Wan and Zhou 2008; ). Fu and Li (2011) investigated the asymptotic stability of impulsive stochastic CGNNs with mixed time delays by using Lyapunov-Krasovskii functional and LMI technology.
However, diffusion effects cannot be avoided in the network when electrons are moving in asymmetric electromagnetic fields. Hence, it is essential to consider the state variables are varying with the time and space variables. Some criteria on global exponential stability have been obtained in recent years (Wan and Zhou 2008; Wang and Zhang 2010; Zhu et al. 2011; Zhou et al. 2012) . Wan and Zhou (2008) investigated the exponential stability of stochastic reaction-diffusion CGNNs with delays. and Wang and Zhang (2010) investigated the asymptotic stability of impulsive CGNNs with distributed delays and reaction-diffusion by using M-matrix theory and LMI technology. investigated the mean square exponential stability of impulsive stochastic reaction-diffusion CGNNs with delays. But in their deduction and results the diffusion term does not have any effect.
It is known in the theory of partial differential equations Poincare integral inequality is often used in the deduction of diffusion. , Zhu et al. (2011) and Zhou et al. (2012) studied reaction-diffusion neural networks with Neumann boundary conditions by using Poincare integral inequality.
Motivated by the above discussions, our objective in this paper is to investigated the asymptotic stablity in the mean square of impulsive stochastic CGNNs with mixed delays and Reaction-diffusion terms. By using Lyapunov-Krasovskii functional method, LMI technique (Boyd et al. 1994) and Poincaré inequality, some results are obtained in terms of LMI, which can be easily calculated by MATLAB LMI toolbox.
The rest of the paper is organized as follows. In second section, we introduce the model and some preliminaries. In third section, we give two main results and their proof. And then we give a numerical example to show the effectiveness of the obtained results in forth section. Finally, we conclude our results.
Problem statement and preliminaries
In this paper, we will use the notation A [ 0 or A\0 to denote that the matrix A is a symmetric and positive definite or negative definite matrix. 
r ij ðt;yðt;xÞ;yðt À sðtÞ;xÞÞdw j ðtÞ; t 6 ¼ t k ;
where i 2 N ¼ f1; 2; . . .; ng, corresponds to the number of units in a neural network; x ¼ ðx 1 ; . . .; x m Þ T 2 X, X is a compact set with smooth boundary oX and mesX [ 0 in space R m , where mesX is the measure of the set X; y i ðt; xÞ represents the state of the ith neuron at time t and in space x; a i ðy i ðt; xÞÞ presents an amplification function; f j ; g j ; " g j ;g j denote the activation functions of the jth neuron at time t in space x; c ij ; d ij ; " d ij ;d ij denote the connection strengths of the jth unit on the ith unit, respectively; sðtÞ corresponds to the transmission delay and satisfies 0 sðtÞ s, _ sðtÞ q\1; and 0 lðtÞ l, s; l are some real constants. xðtÞ ¼ ðx 1 ðtÞ; . . .; x n ðtÞÞ is nÀdimensional Brownian motion defined on a complete probability space ðX; F; PÞ with a natural filtration fFg t ! 0 generated by fxðsÞ : 0 s tg, where we associate X with the canonical space generated by xðtÞ, and denote by F the associated r-algebra generated by xðtÞ with the probability measure P. w ik ! 0 is diffusion coefficient that corresponds to the transmission diffusion coefficient along the ith neuron.
The Neumann boundary condition and initial conditions of system (1) are given by oy i ðt; xÞ om :¼ 0; ðt; xÞ 2 ½0; þ1Þ Â oX; y i ðt 0 þ s; xÞ ¼ u i ðs; xÞ; ðs; xÞ 2 ½À1; 0Þ Â oX:
Throughout this paper, we make the following assumptions:
(H1) Each function a i ðuÞ is bounded, positive and continuous, i.e., there exist constants a i ; a i , such that 0\a i a i ðuÞ a i , for u 2 R; i 2 N.
The delay kernel k j ðÁÞ : ½0; þ1Þ ! ½0; þ1Þ; j 2 N are real-valued nonnegative continuous functions that satisfy R þ1 0 k j ðsÞds ¼ 1; (H5) The diffusion coefficient rðÁÞ ¼ ðr ij Þ is local Lipschitz continuous and satisfies the linear growth condition. Moreover, there exist n Â n dimension matrix C j [ 0; j ¼ 0; 1; . . .; n such that trace½r T r y T ðt; xÞC 1 yðt; xÞ þ y T ðt À sðtÞ; xÞ C 2 yðt À sðtÞ; xÞ:
be the space of scalar value Lebesgue measurable function on X and be a Banach space for the L 2 -norm
Then for any u ¼ ðu 1 ; u 2 ; . . .; u n Þ T , the norm kuk is defined
The trivial solution of model (1) 
; 1 i mg and
where k 1 is the smallest positive eigenvalue of the Neumann boundary problem ÀDwðxÞ ¼ kwðxÞ; Lemma 2.5 For any n-dimensional real vectors x; y; e [ 0 and positive definite matrix P 2 R nÂn , the following matrix inequality hold. 
Main results
Theorem 3.1 If assumptions (H1)-(H7) hold, and there exist diagonal matrix P [ 0; H [ 0 and symmetric matrices Q; R [ 0, such that the following matrix inequalities hold:
where k 1 is the smallest positive eigenvalue of the Neumann boundary problem (2),
. . .; a n g; A ¼ diagfa 1 ; a 2 ; . . .; a n g;
; xÞ, and r ik 2 ½0; 2. Then the equilibrium point of system (1) is globally stochastically asymptotically stable in the mean square.
Proof Construct the following Lyapunov-Krasovskii functional: Vðt; yðt; xÞÞ
T ðs; xÞC 2 yðs; xÞdsdx
xÞÞR" gðyðs; xÞÞdsdhdx 
From Lemma 2.4 and the fact that 0 lðtÞ l, we get
By well-known Cauchy-Schwarz inequality, we know 
By the same way, we can obtain
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where 
By Lyapnov-Krasovskii stability theorem, we have lim
Ekyk 2 ¼ 0. Then the equilibrium point of (1) is globally stochastically asymptotically stable in the mean square. The proof is completed. h Remark 3.2 From the conditions of Theorem 3.1, we can know that the diffusion coefficient, the Nemman boundary conditions, the delays, the stochastic perturbations and system parameters have key effect on the stability of system 2.1. 
Numerical example
In order to illustrate the feasibility of the present criteria, we provide a concrete example. ; f 2 ðsÞ ¼ g 2 ðsÞ ¼ " g 2 ðsÞ ¼g 2 ðsÞ ¼ tanhðsÞ, t k À t kÀ1 ¼ 0:3;sðtÞ ¼ 0:6 À 0:5sint; lðtÞ ¼ 0:06 þ 0:04cost;k j ðsÞ ¼ se Then by Matlab software, we get k max ðN H Þ ¼ À2:1396\0. By Theorem 3.1, the equilibrium point of model (21) is globally stochastically asymptotically stable in the mean square, which is shown in Fig. 1 Then by Matlab software, we get k max ðN H Þ ¼ À2:0020\0. By Corollary 3.4, the equilibrium point of model (21) is globally stochastically asymptotically stable in the mean square, which is shown in Fig. 2. 
