We consider magnetic Schrödinger operators on a bounded region Ω with the smooth boundary ∂Ω in Euclidean space R d . In reference to the result from Weyl's asymptotic law and Pólya's conjecture, P. Li and S. -T. Yau(1983) (resp. P. Kröger(1992)) found the lower (resp. upper) bound
Introduction
In this paper, we define the set of all natural numbers as N := {1, 2, 3, . . .} and denote the imaginary unit by i := −1.
We begin with a concise survey of the bounds for eigenavlues of Dirichlet or Neumann Laplacians. Let Ω ⊂ R Here ∇ is the distributional gradient. It is well known(e.g. [30] ) that both the spectrum of −∆ D Ω and the spectrum of −∆ N Ω are discrete. In addition, both eigenvalues of −∆ D Ω and eigenvalues of −∆ N Ω can be increasingly ordered as positive real numbers.
Suppose where f S denotes the function f whose domain is restricted to the region S, and ∂/∂n the normal derivative at ∂Ω: ∂ψ ∂n = ∇ψ · n.
We write S d−1 for the d-dimensional unit spherical surface. P. Li and S.
-T. Yau [21] proved that
for any k ∈ N, and, P. Kröger [15] proved that In other words, it is known that the finite sum of eigenvalues of the Dirichlet Laplacian is larger than the finite sum of eigenvalues of the Neumann Laplacian, i.e.,
for any k ∈ N. However, after that, Kröger found that (1.3) can be improved on the special region Ω L where a bi-Lipschitz function f :
exists. Moreover, he also found that we can improve (1.4) for k which is larger than the special value (see [14] for details).
Initially, these studies started from that H. Weyl [33] proved that Weyl's asymptotic law implies that
as k → ∞. We call the constant
stant. Related to (1.7), G. Pólya [28] and others conjectured that, for any k ∈ N,
in any bounded region Ω with the smooth boundary. We call this the Pólya's conjecture. It is immediately derived that
as k → ∞, from (1.7). So, Li, Yau and Kröger proved (1.6) which is another type of Pólya's conjecture completely. This shows that their bound C d,k (Ω) for the sum of eigenvalues of −∆ D Ω or −∆ N Ω is the best in the sense of Pólya (namely, in the semi-classical limit). (1.9) has been proven affirmatively for the tiling region Ω by Pólya [27] , but M. Kwaśnicki, R. S. Laugesen and B. A. Siudeja [16] recently found that (the analogue of) Pólya's conjecture is not generally true for fractional Laplacians. We also add that A. D. Melas [24] improved (1.3) to
where M d denotes the positive constant depending only on d, and
On the one hand Li and Yau [21] also proved that
for any k ∈ N, on the other hand Kröger [15] also proved
for any k ∈ N, where
(1.13)
We show that (1.3) and (1.12) can be imposed if d ≥ 3, and we expand Li, Yau and Kröger's results to the case for magnetic Schrödinger operators with no or Robin boundary conditions in this paper. By the way, R. L. Frank, A. Laptev and S. Molchanov [8] gave the gaps for eigenvalues {λ n } ∞ n=1 in the sense of quotients and differences of d-dimensional magnetic Schrödinger operators. It should be noted that the bounds for any of the following estimates do not depend on A and V .
• The gaps in the sense of quotients: 15) where H d denotes a constant given by
Here, J s denotes the s-order Bessel function and j s its first positive zero point.
• The gap in the sense of differences:
For any k ∈ N,
On the one hand, (1.15) (resp. (1.14)) is a better estimate than (1.14) (resp. (1.15)) for large (resp. small) k. On the other hand, if A ≡ V ≡ 0, then (1.16) is called the Payne-Pólya-Weinberger inequality. In other words, they found that we can extend the Payne-Pólya-Weinberger inequality to the electromagnetic case. In this paper, we also study the gaps in the sense of differences, which has a bound independent of k j=1 λ j , for eigenvalues of magnetic Schrödinger operators.
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Case without boundary conditions
We beforehand remark that we do not have to consider magnetic fields 
which is defined by closing its quadratic form
where ∇ x := (∂ x j ) 1≤ j≤d is the distributional gradient with respect to x and
V is the electric scalar potential and A the magnetic vector potential obeying the following Assumption 2.1.
Assumption 2.1. We assume the followings:
It is well known( [1] , [23] and Theorem XIII.64 of [30] ) that
• H A,V is self-adjoint under the condition i) and ii) of Assumption 2.1,
• the spectrum σ(H A,V ) of the self-adjoint magnetic Schrödinger operator H A,V becomes a discrete subset of R under the condition iii) of Assumption 2.1 (also, note that then H A,V has no finite accumulation point), and
• there exists the orthonomal system {ϕ n } ⊂ D(H A,V ) such that
where D(T) is the domain of the operator T and each (isolated) eigenvalue λ n is repeated according to multiplicities.
Estimates for a single eigenvalue of H A,V
As mentioned above, we can interpret that Kröger [15] showed an estimate for the single eigenvalue of the free Hamiltonian H 0 := −∆ = −∇ · ∇ under the Neumann boundary condition. We first extend his estimate to the case for H A,V without boundary conditions. There are only a few changes, but we follows his proof basically.
The following result plays an important role.
Proposition 2.1. For any k ∈ N, the k-th excited state energy eigenvalue of H A,V holds that
where according to [21] :
where
(2.6) can be written by the partial Fourier transform Φ x k of Φ k with respect to the x-variable:
We also consider a functionφ k (ξ, y) := h ξ (y) − (P h ξ )(ξ, y) according to [15] . Putting Q y := D y − A(y), we obtain
from the mini-max principle [30] . Then, the numerator of the fraction in the right-hand side of (2.8) is rewritten as
where ℜz is the real part of z ∈ C. The first term in the right-hand side of (2.9) is rewritten as
The second and third terms in the right-hand side of (2.9) vanish, since, for any j = 1, . . . , k,
from integration by parts with respect to the y-variable. Here, it has been used for the last term of (2.10) thatφ k is perpendicular to P h ξ (that is, to every ϕ j ).
The fourth term in the right-hand side of (2.9) is rewritten as
is orthonomal on Ω. We finally consider the denominator of the fraction in the right-hand side of (2.8). But Kröger [15] derived
by using Pythagorean theorem and the orthonomality of {ϕ j } k j=1
.
We denote H(ξ, y) := |ξ − i A(y)| 2 + V (y) for simplicity. From the above, we
for any k ∈ N. Hence, (2.12) implies that 
Proof. Since every λ j , 1 ≤ j ≤ k, is positive,
. By a simple calculation,
We now define
and substitute this r(l) for r in (2.15). Then,
So, the function F(l) :
and has a minimum value at l = 2. Hence, r(2) is the best radius of B r for the desired estimate. We obtain (2.14) immediately by setting r = r(2).
Remark 2.1. Since the first and second terms of (2.14) do not depend on k, it is the constant K d,k (Ω), i.e. (1.13), which decides the approximate size of the gap between two adjacent (excited state energy) eigenvalues of H A,V . That is, it can be expected to obtain the rough approximation
for any k ≥ 2. See also Corollary 2.1 for more precise gaps of eigenvalues of H 0,V . Moreover, (2.14) indicates that, unlike (1.16) and so on, it is not necessary to know all eigenvalues of the previous terms.
We next show that the sum of eigenvalues or the single eigenvalue of H A,V is bounded from below and that the lower bounds are given by bounds like (1.3) and (1.12). The proofs essentially obey Li and Yau [21] . It is important that the proof does not require the argument of Rayleigh quotients.
Theorem 2.2 (Lower Bounds for H A,V with No Boundary Conditions).
We write λ 0 j , j = 1, . . . , k, for eigenvalues of H 0,V . For any k ∈ N, we have
18)
To see this, we use the following lemma. It was originally a half statement for the estimates from above which was pointed out by L. Hörmander and which was proved by Li and Yau [21] . 
ii) There exists certain constants M 2 , N 2 > 0 such that
Then, one has
Proof. We prove only the estimate from below, but its proof can be proved in the same way as [21] . Define
where R is a positive constant obeying
Calculating (2.20), we also have
Hence, solving (2.22) for R and substituting
Then, we obtain the desired inequality, since f (x) > 0 for any x ∈ R d .
Proof of Theorem 2.2. We use the function, (2.7), in the proof of Proposition 2.1 again. Let us apply Lemma 2.1 to
We estimate f and the integration over
On the one hand, since the Schwarz inequality implies that
and the orthonormality of eigenfunctions implies
On the other hand, Li and Yau [21] also derived
by a simple calculation. Since we assume that V (y) ≥ 0 for any y ∈ Ω,
So, we have
in the same way as (2.11).
Thus, choosing that
from (2.24) and (2.26), Lemma 2.1 implies
However, Plancherel's theorem and the orthonormality of {ϕ j } k j=1
tell us that
By virtue of (2.27) and (2.28),
Recall (1.8) and (2.19) , then this completes the proof of (2.17). Now, we can estimate as
by the monotonicity of eigenvalues, so it is easy to see (2.18) from (2.17) . This completes the proof of the theorem.
Remark 2.2.
The above proof is the same as the proof of the Li-Yau inequality (1.12), but our result is improved to the same estimate as (2.18) if d ≥ 3, A ≡ V ≡ 0 and having Dirichlet boundary condition. In fact, we gain that
Corollary 2.1 (Gaps of eigenvalues of H 0,V ). We write
Vol(Ω) (2.29) for the average in the sense of integrals of V over Ω. If A ≡ 0, we have 
Estimates for the sum of eigenvalues of H A,V
We can obtain the following estimate for the sum of eigenvalues of the magnetic Schrödinger operator with no boundary conditions. Theorem 2.3. For any k ∈ N, one has
Proof. We set the suitable radius r of the ball B r , (2.5), to
Hence, this completes the proof.
Remark 2.3. If
This means that the integral mean value of V over Ω, (2.29) , multiplied by the number of eigenvalues is added to C d,k (Ω).
Case with Robin boundary conditions
We hereafter assume the following. Ω ⊂ R d has still the smooth boundary.
Here, recall that n is the outer normal vector on ∂Ω.
Remark 3.1. Notice that Robin boundary conditions become Neumann boundary conditions (resp. Dirichlet boundary conditions) if σ ≡ 0 (resp. if σ(x) → 0 as |x| → ∞).
In this section, we consider the magnetic Schrödinger operator acting on L 2 (Ω) with Robin boundary condition:
defined by closing its quadratic form
), where dS denotes the surface measure and
. Moreover, let us think that H R A,V satisfies Assumption 2.1 and Assumption 3.1. Then, we suppose that H R A,V has eigenvalues
However, we must remark that H A,V with Robin boundary condition may have negative eigenvalues if σ < 0, from (3.3) and the RayleighRitz quotient. The negative eigenvalues will appear under the influence of only σ, and, V works to reduce the number of the negative eigenvalues since V ≥ 0. The biggest difference with Dirichlet boundary conditions and Neumann boundary conditions of Robin boundary conditions is that the negative eigenvalues may appear, so Robin boundary conditions when σ < 0 are sometimes called Steklov boundary conditions (specifically [10] ).
However, we consistently investigate the case that H R
A,V
has positive eigenvalues by assuming that V is large enough.
Estimates for eigenvalues of H R

A,V
Hereafter, we write · S = · L 2 (S) for simplicity. Recall the notation Q := D − A. The mini-max principle implies that
for any k ∈ N. Like Proposition 2.1, let us deform the molecule of the fraction in the right-hand side of (3.4). We have, in view of (3.3), that
, the important equation (2.10) in the proof of Proposition 2.1 corresponds to
where λ R j denotes the j-th eigenvalue of H R A,V .
In case σ is a positive valued function
Let σ| ∂Ω > 0. We write λ
with σ| ∂Ω > 0. We should estimate the third term of the molecule in (3.4) from above. We can in fact estimate it as follows:
since σ| ∂Ω > 0 and σ ∈ L ∞ (∂Ω). Here, Ar(Ω) denotes the surface area of Ω.
Therefore, Proposition 2.1 holds in Robin boundary case too, that is, Proposition 3.1. For any k ∈ N, the k-th excited state energy eigenvalue of H R A,V with σ| ∂Ω > 0 holds that 
Proof. Recall (2.16) and choose r = r(2). We leave this detailed calculation to the reader. 
Proof.
dS ≥ 0, we can estimate as follows:
So, the proof of this theorem is obvious. 
Proof. Choose r in the same way as (2.33). We leave this detailed calculation to the reader.
Remark 3.2.
A constant Ar(Ω)/Vol(Ω) appearing in (3.7), (3.8) and (3.9) is the specific surface area of Ω.
In case σ is a negative valued function and all eigenvalues are positive
Let σ| ∂Ω < 0. We write λ R − j for the j-th eigenvalue of H R A,V with σ| ∂Ω < 0. We suppose 0 < λ with σ| ∂Ω < 0). For any k ∈ N, one has
where K d,k (Ω) denotes (1.13). 
where W d,k (Ω) denotes (1.8). 
for any k ∈ N. Here, K d,k (Ω) and W d,k (Ω) denote (1.13) and (1.8) respectively. Theorem 3.6. For any k ∈ N, one has
where C d,k (Ω) denotes (1.5).
COMMENTS
Our 'homework' is the study of the estimates for negative eigenvalues of magnetic Schrödinger operators with Robin boundary conditions. The author wants to mention that on another occasion.
