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ABSTRACT
Traditional multivariate statistical theory and applications are often based on
specific parametric assumptions. For example it is often assumed that data fol-
low (nearly) normal distribution. In practice such assumption is rarely true and in
fact the underlying data distribution is often unknown. Violations of the normal-
ity assumption can be detrimental in inference. In particular, two areas affected
by violations of assumptions are quadratic discriminant analysis (QDA), used in
classification, and principal component analysis (PCA), commonly employed in di-
mension reduction. Both PCA and QDA involve the computation of empirical co-
variance matrices of the data. In econometric and financial data, non-normality is
often associated with heavy-tailed distributions and such distributions can create
significant problems in computing sample covariance matrix. Furthermore, in PCA
non-normality may lead to erroneous decisions about numbers of components to be
v
retained due to unexpected behavior of empirical covariance matrix eigenvalues.
In the first part of the dissertation, we consider the so called number-of-factors
problem in econometric and financial data, which is related to the number of sources
of variations (latent factors) that are common to a set of variables observed multiple
times (as in time series). The approach that is commonly used in the literature is
the PCA and examination of the pattern of the related eigenvalues. We employ an
existing technique for robust principal component analysis, which produces properly
estimated eigenvalues that are then used in an automatic inferential procedure for the
identification of the number of latent factors. In a series of simulation experiments
we demonstrate the superiority of our approach compared to other well-established
methods.
In the second part of the dissertation, we discuss a method to normalize the
data empirically so that classical QDA for binary classification can be used. In
addition, we successfully overcome the usual issue of large dimension-to-sample-size
ratio through regularized estimation of precision matrices. Extensive simulation
experiments demonstrate the advantages of our approach in terms of accuracy over
other classification techniques.
We illustrate the efficiency of our methods in both situations by applying them
to real datasets from economics and bioinformatics.
vi
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Chapter 1
Introduction
1.1 Background
Multivariate statistical theory and applications often depend on certain assumptions
about data. In parametric statistics it is often assumed that populations from which
data are sampled are characterized by specific theoretical properties. These prop-
erties would allow employment of certain analytical techniques and modeling. One
common belief in many situations in inferential statistics, is that data obey a given
distribution law. In particular, univariate or multivariate normality are often as-
sumed. Normal distribution has many good analytic properties and hence is the
basis of multiple models and procedures.
Exact and approximate normality often occur in nature. Certain physical and
biological phenomena involve quantities that exhibit either the exact or an approx-
imately normal distribution. One example of exact fit was studied by James Clerk
Maxwell. He noticed that the velocities of molecules in ideal gases are normally dis-
tributed [Brush (1958)]. In biology the logarithms of many measures follow a normal
distribution. Examples of this are measures of size such as length, height, weight,
etc. In other situations, normal distributions occur as approximations of other distri-
butions. In fact, it was first defined in 1733 by de Moivre as an approximation to the
2binomial distribution, shortly after Bernoulli proved the weak law of large numbers.
Patel and Read (1996) provide a good reference on the history of the theory of the
normal approximation.
In many cases, normal distributions are assumed to describe the uncertainty sur-
rounding a given phenomenon, without sufficient theoretical grounds. This is often
done, so that techniques based on Gaussianity can be employed. Certain methods
may be somewhat robust to violations of normality. However, when departures are
large, or in situations where normality is strictly required, outcomes can be badly
affected if normality assumptions are not well grounded.
This dissertation discusses two situations where normality has been traditionally
assumed and employed in inference. However, as we will see, there is often evidence
that underlying distributions are not normal. Therefore, existing methods often
fail and new approaches need to be considered. The first part of the dissertation
(Chapters 2 and 3) refers to problems with normality in econometrics and empirical
finance and more specifically, the determination of number of factors in econometric
factor models. The second part (Chapter 4) proposes a solution to a frequently
encountered problem with non-normal data in performance of binary classification
with quadratic discriminant analysis.
1.2 Estimation of the Number of Factors in Approximate
Factor Models
A popular way to model a large number of variables observed multiple times is to
impose a common factor structure, i.e. assume that variates follow a factor model.
Such models are appealing and popular in economics, finance, physical sciences and
3psychology. Their attractiveness is due to the ability to explain the variability of a
large number of variables through a smaller numbers of variables called factors. Let
the price of a security at time t be Pt. The quantity Rt =
Pt−Pt−1
Pt−1
is the return of the
asset at time t. rt ≡ lnPt− lnPt−1 = ln
(
1 + Pt−Pt−1
Pt−1
)
:= ln(1 +Rt) is the log-return
at time t. Within the framework of factor models security returns1 are decomposed,
at each time, into common factor and asset-specific (idiosyncratic) terms [Connor
and Korajczyk (2010)]. Let Xi,t be the return of asset i and time t. Then, according
to the factor model structure we can write
Xi,t = λi,1f1,t + λi,2f2,t + . . .+ λi,kfk,t + i,t, i = 1, . . . , n, t = 1, . . . , T.
Here fk,t is the value of the k-th factor at time t while λi,k is the loading of the
i-th asset on the k-th factor. Factor models are used extensively in factor beta
pricing models[Sharpe (1964); Ross (1976); Fama and French (1993, 1996)]. They
are also employed in many macroeconomic models: construction of economic indi-
cators, forecasting, monetary policy analysis and modeling of international business
cycles[Breitung and Eickmeier (2006)]. If the idiosyncratic terms {i} do not exhibit
cross-sectional dependence, models of the above type are called strict factor models.
However, it has been empirically found out that such an assumption is unreasonable.
This observation prompted the specification of approximate factor models, due to
Chamberlain and Rothschild (1983). In such models cross-sectional dependence is
allowed, but with increasing numbers of variables the proportion of non-zero corre-
lations decreases. Connor and Korajczyk (2010) provide an overview of the different
1Note that for smaller differences Pt−Pt−1 (such as occurring for a short period of time) rt ≈ Rt,
i.e. returns and log-returns have similar values
4types of factor models used in finance and economics. Throughout this dissertation
we assume that factor models are approximate.
Note that the number of factors in the above expression is k. A very important
element of appropriate specification of factor models is to determine the correct num-
ber of factors. Ideally, the choice of k should be data-driven, rather than assumed,
which is a common practice [Bai and Ng (2002)].
Several types of approaches for estimation of the number of factors have been
attempted. Connor and Korajczyk (1993) propose a hypothesis test, based on com-
parison of the cross-sectional variance when the number of factors is k versus k + 1.
They assume that at least the second (and sometimes higher) moments of the data
distribution exist, in order to establish a central limit theorem type of asymptotic
normality. Such assumptions, as we will see, may not be reasonable. Lopes and
West (2004) and Bai and Li (2012) propose two likelihood-based approaches for es-
timation of the number of factors, the first one being a Bayesian approach and the
second, frequentist. However, in both of these papers, strict factor models are as-
sumed. Moreover, finite second moments are required by Bai and Li (2012) and
actual normality is required in the case of Lopes and West (2004).
The most popular methods for determining the number of factors are based on
the eigenvalues of the sample covariance matrix, i.e. through carrying out principal
component analysis (PCA). PCA is used for dimension reduction. The variability in
a dataset is explained through variables whose number is smaller than the original
data dimension. These variables, called principal components, are linear combina-
tions of the original variables. Since factor models attempt to explain the variability
of many variables with few factors, it is somewhat natural that PCA will be used for
a tool for such model specification. The PCA is usually carried out through eigen-
5decomposition of the sample covariance matrix Σˆ. The eigenvalues and eigenvectors
of Σˆ are computed and then ordered decreasingly with respect to eigenvalue mag-
nitudes. Then the first eigenvalue (principal component) corresponds to the largest
eigenvalue and explains the largest proportion of variation of the original dataset,
the second principal component is orthogonal to the first one and captures the sec-
ond largest pat of the data variability, etc. One needs to come up with a number
of principal components (or factors, in our factor model framework) that explain a
sufficiently large proportion of the original variability. There are many rules that
have been commonly used through the years. Most of them rely on the fact that
the proportion of explained variability by a given principal component is the same
as the ratio of the corresponding eigenvalue to the sum of all eigenvalues. Therefore,
according to one popular approach for choosing the number of components to be re-
tained, this number k should be such that the sum of the largest k eigenvalues is the
same percentage of the sum of all eigenvalues as the target percentage of variation
to be explained. Another widespread procedure is the visual inspection of the eigen-
values of Σˆ. They are ordered in descending order and plotted against their indices,
connecting the points with straight lines, forming the so-called scree plot [Cattell
(1966)]. If data are generated from a k-factor model, then one would expect a very
pronounced drop of the rate of decrease of the magnitude of the eigenvalues after
the (k + 1)-st one. Note that the scree plot procedure is not very trustworthy for
the following two reasons. First, it is subjective since one needs to visually inspect
the plot and decide on where the drop occurs. Second, the typical scree plot pattern
may not be present.
Many authors have incorporated employment of principal components into their
work on the number-of-factors problem within the framework of the approximate
6factor models. Most estimators and hypothesis testing procedures are based on the
observations that if the true number of factors is k, then the first k eigenvalues of the
sample covariance matrix grow proportionally to the number of series, while the rest
stay bounded [Onatski (2010)]. Bai and Ng (2002) propose principal component-
based information criteria that are minimized by the optimal number of factors.
Crucial and very strong assumptions for establishing the consistency of their esti-
mator are, among others, the existence of the fourth moment of the factor variables
and the eighth moment in the idiosyncratic terms. Kapetanios (2004) suggests a
procedure that employs a closed-form expression of a quantity that is exceeded by
the eigenvalues whose number corresponds to the number of factors. His estimator is
valid mostly for exact factor models, although he does suggest some relaxation of the
assumptions, in the direction of approximate factor models. However, restrictions
about the finiteness of the first eight moments is imposed, similarly to the work of Bai
and Ng (2002). Kapetanios (2010) proposes a hypothesis testing procedure based on
a test statistic that incorporates differences between eigenvalues. The distribution
of these differences is approximated through subsampling. Finiteness of the fourth
moment of the idiosyncratic terms is required, as well as limiting distribution of the
eigenvalue differences. The idea of separation of the eigenvalues corresponding to the
correct number of factors and the smaller eigenvalues, was used by Onatski (2010).
He imposes a structure on the idiosyncratic terms that is relatively non-restricting.
However, the existence of their fourth moment is yet again required.
All of the above methods require normality or establish limiting normal distri-
bution, or at least have restrictions about fourth or higher-order moments of the
idiosyncratic terms. These assumptions are not justifiable in many situations. Be-
cause of the popularity of the work of Black and Scholes (1973), it has been widely
7believed for a long time, that asset log-returns follow normal distribution. This
assumption was challenged long ago by Mandelbrot (1967). Empirical evidence sug-
gests that normality is largely violated. Distributions of returns exhibit heavy tails,
and are generally left-skewed and leptokurtic [Samorodnitsky and Taqqu (1997)]. In
particular, it has been demonstrated that alpha-stable distributions provide a good
fit [Mittnik et al. (1998)]. However, these distributions lack closed-form expression
of their probability density function and many of the other attractive features of the
normal distribution and are hence rarely used. Heavy-tailed distributions are char-
acterized by high probability of extreme events. Since the objective when computing
the principal components is to maximize the variance, and variance is extremely
sensitive to outliers in the data, such observations may have a detrimental effect on
PCA. The variance explained by the first principal component is likely to be inflated
due to outliers. This subsequently causes the first eigenvalue of the sample covari-
ance matrix to be much larger than the second one and subsequently the scree plot
shape is distorted. In more extreme cases, when the second moments do not exist,
it is not even sensible to discuss computation of the empirical covariance matrix.
New methods are needed to address the above issues in terms of the number-
of-factors problem for factor models. To the best of our knowledge, there is no
work in the literature that considers approximate factor models with heavy-tailed
distributions.
In Chapter 2 we propose a new method for estimation of the number of factors
that successfully deals with heavy-tailedness and subjectivity of the scree plot pro-
cedure. Our approach employs the robust principal component analysis (ROBPCA)
algorithm of Hubert et al. (2005). This technique combines the ideas of projec-
tion pursuit (PP) and of the minimal covariance determinant (MCD) estimator of
8Rousseeuw (1984). First, data dimensionality is reduced through sequential pro-
jections, chosen so that a robust measure for spread is maximized. Then MCD is
applied and the estimate is used to carry out PCA. The ROBPCA method yields
robustly estimated eigenvalues which we employ in a procedure (an automated al-
ternative to the scree plot) that estimates the number of factors. We then design
simulation studies that offer various degrees of deviation from normality and also of
temporal and of cross-sectional dependence. The quality of our estimator is demon-
strated through applying it to the generated data and comparing it to three other
approaches from the literature. Finally we apply our method to real financial data
and also point out the similarities and differences between the inferential results
yielded by our approach versus the other three methods. Some of the data in the
simulation studies were generated so that the distribution of the real financial data
is mimicked. Because of the excellent performance of our estimator in these cases,
we believe that it is appropriate to use it with real data.
Chapter 3 proposes a procedure that approximates the sampling distribution of
the estimator from Chapter 2. We employ a double bootstrap resampling scheme,
where data are resampled sequentially in both dimensions. First, we sample obser-
vations from each of the series. Since temporal dependence is assumed, we carry
out block bootstrap where whole blocks of data are sampled with replacement. The
blocks are aligned across all series. This approach is novel since no work has been
done on block bootstrap in multivariate setting. Then, because common factor struc-
ture is assumed, we draw with replacement from the series. This step follows the
classical i.i.d. bootstrap of Efron (1979), since we view each of the series as a ‘realiza-
tion’ of the factor structure. Having obtained the approximate sampling distribution
of our estimator, we show how to use it for inferential purposes. We then construct
9two types of confidence intervals (percentile as well as bias-corrected and acceler-
ated). The good coverage probabilities of such confidence intervals are demonstrated
through Monte Carlo simulations. Also in Chapter 3, we propose two alternatives to
the robust estimation and point out the comparative advantages and weaknesses of
the three approaches in a simulation study.
1.3 Empirical Normalization for Quadratic Discriminant Anal-
ysis
The second part of this dissertation relates to a problem from machine learning
theory. Binary classification is an important mechanism for identifying patterns
that distinguish one class of objects from another. It is an example of the so-called
supervised learning in which a training set of objects from known classes (correctly
labeled) is used for ‘learning’ the differences between the two classes. Each object
is characterized by a set of measurements (features) that are used by an algorithm
in order to perform classification when presented with a new object of unknown
class. Forming discriminants is one way of building classifiers [Hastie et al. (2001);
McLachlan (1992)]. A discriminant is a function whose arguments are the features
of an object but the output varies depending on the class. Then the discriminant-
based classifier assigns the object to the class for which the value of the discriminant
function is maximized.
Discriminant analysis is a type of discriminant-based method for performing clas-
sification. The data from samples are assumed to come from populations where
features have multivariate normal distributions. If the two laws share a common
covariance matrix, linear discriminant analysis (LDA) is employed. When the de-
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pendence structure is assumed to be class-specific, quadratic discriminant analysis
(QDA) is carried out. The multivariate normal distribution in d dimensions has
probability density function
f(x) = (2pi)−d/2|Σ|−1/2e(x−µ)>Σ−1(x−µ).
Let the the two normal distributions be characterized by mean vectors µ1 and
µ2 and covariance matrices Σ1 and Σ2, respectively. Then the class of a novel test
point X is determined by the higher of the two quantities: f(X|µ = µ1,Σ = Σ1 and
f(X|µ = µ2,Σ = Σ2. In practice, the means {µk} and covariance matrices {Σk} are
unknown and need to be estimated from the data.
One application of QDA that we consider, is carrying out binary classification
with microarray data. This is important since biomarkers based on gene expression
levels can be very useful in medical diagnostics and evaluating success of treatment
[Wang et al. (2005); van’t Veer et al. (2003); Golub et al. (1999)]. However, concerns
have been raised that microarray data are actually non-normally distributed. They
often exhibit positive skewness [Durbin et al. (2002)] and heavy-tailed [Liu et al.
(2003)].
There are two obstacles to carrying out the QDA procedure. The first one is that
the assumption of normality may not necessarily be met. The second one relates
to the problems with the empirical covariance matrix. On one hand, Σˆ may not be
a good estimator of Σ, unless the sample size significantly exceeds the dimension.
On the other hand, the inversion of the sample covariance matrix (needed for the
purposes of computing the likelihood functions), may not be possible when the sam-
ple size is too small. Moreover, when data come from a particularly heavy-tailed
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distribution, the theoretical covariance matrix may not even exist and hence its es-
timation is not even appropriate. One way to attempt to correct for non-normality
of data, is to transform them in some way that yields a better fit of the multivariate
normal distribution. Andrews et al. (1971) proposed a multivariate generalization of
the univariate power transforms of Box and Cox (1964). However, they are not very
computationally attractive and hence are hard to be applied [Velilla (1993)]. Durbin
et al. (2002) proposes a variance-stabilizing transformation for microarray data.
In Chapter 4 we introduce an empirical normalization approach whose goal is to
allow the application of QDA on the already transformed data. We transform data
into normal distribution marginally, in each coordinate. Then, assuming the newly
obtained data are multivariate normal, we apply QDA. This is done through trans-
forming a test sample the same way that the training set was normalized (separately
for each of the two classes) and then comparing the densities of the two derived
normal distributions at the test point. It is important to consider the ratio of the
Jacobians of the two transformations. In addition, we incorporate two algorithms
for regularized estimation of the data precision matrix (inverse of the empirical co-
variance matrix). They not only allow for classification when sample size is small
relative to the dimensionality but also tend to exhibit greater level of stability than
the empirical covariance matrix, even at large sample sizes. We assess the perfor-
mance of our algorithm through extensive simulation study, via varying different
parameters that govern the difficulty of classification. We also apply our method to
real microarray datasets. The classification accuracy that it yields is also compared
to the accuracies of two other classification methods - the classical QDA and support
vector machines (SVM).
The methods that we propose in this dissertation provide reasonable solutions
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to two problems where distributional assumptions are often violated. The quality of
the approaches that we introduce here demonstrated through extensive simulation
studies and through comparison with other methods. Moreover, we show that our
techniques can be applied particularly well to typical data from the areas that they
were designed for. Chapter 5 summarizes the contributions of this dissertation and
suggests directions for future research.
Chapter 2
The Number-of-Factors Problem and
Robust Principal Component Analysis
2.1 Introduction
2.1.1 Factor Models of Security Returns
Factor models are widely used in macroeconomics, finance, psychology and physical
sciences. They allow for expressing the dynamics of a given set of variables through
a linear combination of a smaller number of variables, called factors. Factors are
common to all original variables and hence factor models can be used for dimension
reduction.
Factor models in finance and macroeconomics enable decomposition of random
returns of an asset into a linear combination of k factors (common across assets) and
asset-specific (idiosyncratic) components. Mathematically, this is represented by the
identity
Xn,T = Λn,kFk,T + n,T (2.1)
Here X is an n×T matrix of data on n assets observed over T time periods, Λ is an
n × k matrix whose (i, j)-th element is interpreted as the loading of the j-th factor
on the i-th asset, F is a k× T matrix whose (j, t)-th element is the value of the j-th
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factor at time t, and  is an n×T matrix of the idiosyncratic or random components
of the data.
In case asset-specific returns  are cross-sectionally uncorrelated (and thus have
a diagonal covariance matrix) such models are called strict factor models. However,
there is empirical evidence that for reasonable numbers of common factors there will
be at least some non-zero correlations between some of the asset returns. This leads
to the development of approximate factor models from Chamberlain and Rothschild
(1983) where it is assumed that with increasing numbers of variables the proportion
of non-zero correlations decreases and is asymptotically zero. For a detailed summary
of the different asset return factor models see Connor and Korajczyk (2010).
Classical asset pricing theories, such as the arbitrage pricing theory (APT) of Ross
(1976) and the capital asset pricing theory due to Sharpe (1964) employ approximate
factor models. These are also used in macroeconomics - for forecasting, construction
of economic indicators, and modeling of global economy dynamics [Breitung and
Eickmeier (2006)]. However, for the sake of correct model specification and proper
development of, one needs to know the number of factors that are common to the
set of variables that are considered. Following (2.1), this unknown parameter will be
denoted by k. In finance the number of factors corresponds to the number of sources
of non-diversifiable risk while in macroeconomics it is the number of fundamental
shocks driving the macroeconomic dynamics. Unfortunately, many authors simply
assume the value of k (mostly based on existing literature), instead of inferring
it from data. The essence of this Chapter is to propose a method for estimation
of the number of factors that is not only purely data-driven but also considerably
automated.
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2.1.2 Principal Component Analysis
Prior to introducing the results of our work, we outline briefly the method of prin-
cipal component analysis (PCA) since it plays a key role not only in our approach
but also in methodologies that were developed by other authors. PCA is a dimen-
sion reduction statistical technique which enables explanation of data variability via
a smaller number of variables (components), which are linear combinations of the
original variables and are orthogonal (uncorrelated) to each other. The first prin-
cipal component lies in the direction in which the projected observations have the
largest variance. The second component maximizes the variance projected on it,
conditioned on being orthogonal to the first component. This process continues until
all the components are produced. Therefore one can say that PCA is an orthogonal
linear transformation of the original data.
Mathematically, suppose we are given a data matrixXn,T with each row represent-
ing a variable and with observations in the columns, and assume data are demeaned,
i.e. the mean is subtracted from each row. Then the empirical covariance matrix is
Σˆn,n =
1
T−1XX
> and we compute its eigenvalues {λi}ni=1 and eigenvectors {vi}ni=1.
Eigenvalues are then arranged then in descending order λ1 ≥ λ2 ≥ . . . ≥ λn and the
eigenvectors are also indexed appropriately. The first principal component, corre-
sponding to the largest eigenvalue and direction of largest variance is then PC1 = v1,
the second one, in the direction of the second largest variability, is PC2 = v2, etc.
The obtained principal component are orthogonal to each other. In addition, if the
number of data points is smaller than the number of variables, one can compute
instead Σˆ∗T,T =
1
n−1X
>X and find its eigenvalues and eigenvectors. An alternative
approach for finding the principal components is through singular value decomposi-
tion. Define Y = 1√
T−1X
>. The singular value decomposition of Y is Y = USV >.
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The principal components then are in the columns of the matrix V .
2.1.3 The Number-Of-Factors Problem
Similarly to the aim of finding the number of factors in approximate factor models, a
key question in PCA is how to determine the number of components to be retained.
Since the explained variability increases with increasing of the number of principal
components, one needs a stopping rule, so that data are adequately described but
without adding unnecessary noise. Note that PCA is one of the major tools for per-
forming factor analysis and for estimation of the number of factors in approximate
factor models. In this context, principal components essentially correspond to the
factors associated with the dynamics of the underlying variables. The number of
factors is crucial for the specification of many factor models and there are a number
of rules for determination of the number of factors. Most of these are based on the
eigenvalues of the covariance or correlation matrix of the variables. Some approaches
are described and compared among each other by Zwick and Velicer (1986). Here we
present briefly three popular procedures for choosing the number of principal com-
ponents to be retained, and note some of their characteristics. Some methods, that
were particularly developed for estimation of the number of factors in approximate
factor models for security returns, will be discussed in Section 2.3.
One approach for determination of the number of factors is based on the cumula-
tive percentage of total variation. The rationale of this method is that the sum of the
variances of all principal components equals the sum of the variances of the original
variables. Therefore, one can retain a sufficient number of principal components so
that the ratio of the sum of their variances and the total variance of data, be the
same as (or higher than) a target value of proportion of variability that needs to be
explained. Also, note that the proportion of variance explained by a given number of
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principal components is the same as the ratio of the sum of the corresponding eigen-
values of the sample covariance matrix, and the sum of all eigenvalues. Let the i-th
eigenvalue of the sample covariance matrix be λi. Then we have
∑n
k=1 λk =
∑n
j=1 s
2
jj
where sij are the elements of the sample covariance matrix Σˆ. We can define the
percentage of variation accounted for by the first m PCs as
tm = 100
∑m
k=1 λk∑n
j=1 sjj
= 100
∑m
k=1 λk∑n
k=1 λk
(2.2)
Hence, given the chosen cut-off value t∗ (typically 70% or more) of the percentage
of total variation that one needs to have accounted for by the retained factors, the
number of factors can be selected as the smallest k, such that tk > t
∗. Situations
where this rule does not provide a reasonable estimate of the number of factors occur
when, after substantial portion of the variance is explained by a certain number of
factors, adding additional factors only marginally increases the explained variance.
For example, if we set t∗ = 70% and the first four components account for 65% while
each of the next three components contain 2% of the explained variance, there is no
clear reason to include the fifth and sixth component but not the seventh one.
Another method, called Kaiser’s (or K1) rule of Kaiser (1960) prescribes retaining
the components with associated eigenvalues of the correlation matrix greater than
or equal to 1. The rationale is that only eigenvalues larger than 1 correspond to
components explaining more variance than a single original variable. However, the
procedure is quite arbitrary, since including a component with eigenvalue of 1.01
but not one with 0.99 is not very sensible. As noted by Zwick and Velicer (1986),
the K1 rule tends to overestimate the number of factors and, moreover, estimators
are increasing functions of the number of original variables, which is unacceptable.
Another very popular procedure, which we employ later on after some modifications,
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is the so-called scree test. The eigenvalues of the sample covariance matrix are sorted
in descending order, λ1 ≥ λ2 ≥ . . . ≥ λn, and plotted against their indices 1 through
n. The test is visual and involves observing the ‘elbow’ of the plot, that is the point
for which the lines joining the plotted points are ‘steep’ to the left and ‘not steep’
to the right. Then the number of factors to be retained is equal to the index of the
eigenvalue preceding the elbow. If there are two or more straight lines formed by
the lower eigenvalues, then the cut-off is taken at the upper (left-hand) end of the
left-most straight line. Note that the cumulative percentage of total variation rule is
based on the sum of eigenvalues tm =
∑m
k=1 λk, the Kaiser’s rule looks a individual
eigenvalues λk, and the scree plot procedure uses the subsequent differences λk−1−λk
of eigenvalues. Unfortunately, any judgment of when λk−1 − λk stops being large
(steep) will depend on the relative values of λk−1 − λk and λk − λk+1. Thus the
rule is based subjectively on the second, as well as on the first, differences among
the eigenvalues. Because of this, it is difficult to come up with a formal numerical
rule for finding the ’elbow’ of the scree plot and hence estimating the number of
factors. Furthermore, the shape of the scree plot may be atypical, with no apparent
’elbow’. Note that the distribution of the eigenvalues of the sample covariance matrix
is different for the different underlying distributions of the data. Moreover, the
sample covariance matrix may be different from the population matrix and even
if the estimation is good, there is no guarantee that the eigenvalues of the sample
covariance matrix would behave in the same way as the population covariance matrix
eigenvalues. Another complication arises with heavy-tailed distributions, where the
largest eigenvalue of the sample covariance matrix may be significantly larger than
the second largest one leading to an ’elbow’ at the second point of the scree plot.
Examples of scree plots with ’nice’ and ’bad’ behaviors are illustrated in Figure 2.1.
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Figure 2.1: Scree plots for eigenvalues of the sample covariance matrix of data
generated through the Model Xn,T = Λn,kFk,T + n,T with n = 100, T = 1000 and true
number of factors k = 5. The idiosyncratic terms  follow multivariate normal distri-
bution (top) and multivariate Student distribution with 1 degree of freedom(bottom).
In the multivariate normal case  has zero mean and covariance matrix Σ with el-
ements Σi,j = 0.2
|i−j| while the multivariate Student variable was simulated through
dividing a multivariate normal random variable with zero means and the covariance
matrix Σ from above, by an independent χ2df=1 random variable.
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Note that this behavior is due to the fact that classical variance and covariance
estimates are very sensitive to large observations, which occur frequently in heavy-
tailed data. Since each principal component corresponds to the direction with the
largest variance unaccounted for by previously extracted principal components, the
first principal components are attracted to outlying observations. In extreme cases
where the second moment of the underlying distribution does not exist, variance is
infinite and estimation of the covariance matrix is an ill-posed problem. Therefore,
alternatives to classical PCA need to be used. The majority of them, although not
necessarily directly related to the number-of-factors problem, can be classified into
two groups: robust covariance estimation and projection pursuit (PP) techniques
[Hubert et al. (2005)]. The robust covariance estimation approaches include M-
estimators (such as those by Maronna (1976) and Campbell (1980)) and S-estimators
[Davies (1987); Rousseeuw and Leroy (2003)], as well as the minimum covariance
determinant (MCD) estimator of Rousseeuw (1984). On the other hand, the PP
techniques employ maximizing robust measures of spread to obtain directions where
data are projected, i.e. robust analogues of principal components are found. The
advantage of the PP methods is the lack of restriction on the ratio of the number
of variables to the number of observations. For an overview of PP approaches and
implementations, see Li and Chen (1985), Croux and Ruiz-Gazen (2005) and Boente
et al. (2002).
The method that we employ in the estimation of the number of factors is the Ro-
bust Principal Component Analysis (ROBPCA) developed by Hubert et al. (2005).
It combines the two earlier approaches for robust principal component analysis: ro-
bust estimation of the covariance matrix and projection. The robust covariance
matrix estimation is based on the minimum covariance determinant (MCD) method
of Rousseeuw (1984). It involves the mean and covariance matrix estimation, us-
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ing the h observations for which the estimated covariance matrix has the smallest
determinant. It is restricted by the fact that it works only when n < h where
n is the number of variables in the dataset, otherwise the determinant of any such
h−subset would be zero. Note that the ROBPCA algorithm was originally developed
for performing principal component analysis that is robust to outliers. However, we
successfully adapt it to our needs of dealing with heavy-tailed data.
2.2 Theoretical Framework
2.2.1 Robust Principal Component Analysis
Following Hubert et al. (2005), we provide an overview of the theory behind the
ROBPCA method, as well as its implementation. For more detailed description,
one may refer to the original paper. Unlike the previous and following sections
where the data matrix is of size n× T , for the sake of being consistent with Hubert
et al. (2005), we will assume that the data is arranged in a T × n matrix X, with n
variables observed T number of times.
Projection is used for the initial dimension reduction of the data. This is followed
by application of some ideas of the MCD estimator to the low-dimensional data space.
The three stages of the algorithm include initial dimension reduction, determining
the least outlying observations, followed by robust estimation of scatter matrix and
principal components.
First, the data matrix XT,n is pre-processed such that the transformed data lies
in a subspace whose dimension is at most T − 1. Depending on whether n ≤ T , this
is done through classical singular value decomposition of the demeaned data matrix
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or decomposition using the kernel approach, following Wu et al. (1997).
XT,n − 1T µˆ′0 = UT,r0Dr0,r0V ′r0,n (2.3)
The new data matrix is ZT,r0 = UD, i.e. the subspace spanned by the r0 columns
of V is considered.
The second stage of the data manipulation that Hubert et al. (2005) employ, is
finding the h < T ’least outlying’ data points. Their covariance matrix is used later
to obtain a preliminary subspace of dimension k0. The value of h can be selected
according to the situation but it is important that T − h should exceed the number
of outliers in the data set. Also, h should be larger than [(T + k0 + 1)/2]. Since both
the number of outliers and the value of k0 are unknown, the default implementation
uses
h = max{[αT ], [(T + kmax + 1)/2]} (2.4)
where kmax is the maximum number of principal components to be computed. Note
that when we apply the ROBPCA algorithm to the number-of-factors problem,
the value of kmax from the algorithm that we use is the same as the number of
eigenvalues that we need, i.e. min(n,max(30, kmax + 1)) where kmax is the apriori
maximum number of factors. The parameter α from (2.4) can be chosen as any
real value between 0.5 and 1, the default being 0.75. Lower values of α increase the
robustness of the algorithm at contaminated samples while higher values of α result
in more efficient estimates at uncontaminated data.
Hubert et al. (2005) find the h least outlying points using the following robust
outlyingness measure:
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outlO(xi) = max
v∈B
∣∣x′iv − tMCD(x′jv)∣∣
sMCD(x′jv)
(2.5)
Here B contains all non-zero vectors through two data points (250 randomly
selected if more than 250), tMCD and sMCD are the MCD location and scale measures
introduced by Rousseeuw (1984). Hence, for each direction v ∈ B the T data points
are projected and their robustly standardized absolute residual is computed.
In the case when sMCD is non-zero for all data points the h observations with
smallest outlyingness are considered and their indices are stored in the set H0. Alter-
natively, if there is a direction v in which the projected observations have zero robust
scale, it means that there exists a hyperplane Hv orthogonal to v that contains h
observations (exact fit situation) in which case all observations are projected on Hv
and hence the dimension is reduced by one. Then the outlyingness of each point is
computed, etc. The exact fit situation may occur more than once. Eventually, we
end up with a data set in some dimension r1 ≤ r0 and a set H0 indexing the h data
points with the smallest outlyingness.
Let µˆ1 and S0 be the mean and covariance matrix of the h observations from H0.
The spectral decomposition of S0 is performed:
S0 = P0L0P
′
0 (2.6)
where L = diag(l˜1, ..., l˜r) and r ≤ r1. The covariance matrix S0 can be used to decide
how many (k0) principal components to be retained for further analyses (unless
pre-specified by the user) via different ad-hoc methods for selecting this number.
When dealing with our problem for determining the number of factors, we work with
k0 = k
max = min(n,max(30, kmax + 1)). The data are now projected on the subspace
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spanned by the first k0 eigenvectors of S0, i.e. following new data matrix is obtained:
X∗T,k0 = (XT,r1 − 1T µˆ′1)Pr1,k0
where Pr1,k0 consists of the first k0 columns of P0 from (2.6). In the last stage of
the algorithm Hubert et al. (2005) robustly estimate the scatter matrix of the data
points in X∗T,k0 , using the MCD estimator.
First, the set H0 of the least-outlying observations is sequentially updated. Let
m0 and C0 be the sample mean and covariance matrix of the points in H0. Then
for each data point x∗i the following robust distance with respect to m0 and C0 is
computed:
dm0,C0(i) =
√
(x∗i −m0)′C−10 (x∗i −m0) for i = 1 . . . T (2.7)
Let the set of the h points with smallest robust distances dm0,C0(i) be denoted
by H1. The points in H1 have sample mean and covariance matrix x1 and C1,
respectively, and these are used to compute the distances {dm1,C1(i)} and so on.
The process is continued until the determinant of the covariance matrix converges.
During this process a singular covariance matrix Cm may be encountered, in which
case data are projected on the lower-dimensional subspace spanned by the non-zero
eigenvectors of Cm, and updates of the H1 set are continued inside this space. The
newly obtained data matrix is still denoted as X∗n,k1 with k1 ≤ k0 variables, and the
final h− subset is still called H1. This process is repeated again by a modification of
the FAST-MCD algorithm of Rousseeuw and van Driessen (1999), applied to X∗n,k1
through drawing many (250 by default) subsets of size (k1 + 1) out of X
∗.
Now let the final dataset be denoted by X˜T,k with k ≤ k1. Let µˆ2 and S1 be the
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mean and covariance matrix f the h-subset found in the first step (before applying
the FAST-MCD algorithm), and µˆ3 and S2: the mean and covariance matrix found
by the FAST-MCD algorithm. If det(S1) < det(S2) the computations are continued,
based on µˆ2 and S1, i.e. we denote µˆ4 = µˆ2 and S3 = S1. Otherwise, µˆ4 = µˆ3 and
S3 = S2. Now each observation xi is assigned a weight ωi and reweighted mean and
covariance matrix are computed:
µˆ5 =
Σ>i=1ωix˜i
Σ>i=1ωi
and
S4 =
Σ>i=1ωi(x˜i − µˆ5)(x˜i − µˆ5)′
Σ>i=1ωi − 1
The spectral decomposition of S4 is S4 = P2L2P
′
2 where the columns of P2 contain
the eigenvectors of S4 and L2 is the diagonal k × k matrix with eigenvalues. The
final scores are calculated as
QT,k = (X˜T,k − 1T µˆ′5)P2 (2.8)
The columns of P2 are transformed back to <n yielding the final robust principal
components Pn,k. The final robust center µˆ is obtained by transforming µˆ5 back to
<n, and the final n− dimensional robust scatter matrix S of rank k is given by
S = Pn,kLk,kP
′
n,k. (2.9)
where Lk,k is the diagonal matrix with the eigenvalues l1, . . . , lk. The scores (2.8)
can be equivalently expressed in <n through
QT,k = (XT,n − 1nµˆ′)Pn,k.
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The robust score distances of all observations can be computed in the k-dimensional
PCA space via SDi =
√
(x˜i − µˆ5)′S−14 (x˜i − µˆ5). This computation is more efficient
in higher dimensions than expressing the distances via SDi =
√∑K
j=1
q2ij
lj
where qij
are the elements of QTk.
Based on empirical observations, the ROBPCA procedure results in covariance
matrix eigenvalues of relative magnitude similar to eigenvalues of covariance matrices
of normally distributed data.
2.2.2 Procedures for Finding the Break Point
Recall that one estimates the number of factors as one less the index of the eigenvalue
corresponding to the break point of the scree plot. However, even after having
’nicely behaving’ eigenvalues, forming a typical-looking scree plot, we still need an
automated procedure for finding the ’elbow’. Many ad-hoc methods can be used. In
our simulation experiments we attempted the following procedures:
• Find the scree plot point that is farthest from the line connecting the first and
the last (or selected) points of the scree plot.1Let ai be the vector between the
first and the i-th eigenvalue point and b be the vector from the first to the last
(or selected) points on the scree plot. Then infer that the elbow occurs at the
p-th point where
p = arg max
2≤i≤kmax+1
∣∣∣∣ai − (ai. b|b|) b|b|
∣∣∣∣ , (2.10)
i.e. where the distance between the points and the line is maximized, and
select the number of factors to be kˆ = p − 1. Here kmax is the apriori set
1Matlab implementation used from http://stackoverflow.com/questions/2018178/
finding-the-best-trade-off-point-on-a-curve
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maximum number of factors. The method is illustrated in Figure 2.2. Note
that, based on empirical observations, it is often better if the line to which
distances are computed, be drawn between the first eigenvalue point and an
eigenvalue point with index higher than the kmax but smaller than the index of
the last eigenvalue (which is also the number of variables in the dataset). Not
using all eigenvalues also has the obvious computational advantage. Based on
some ad-hoc observations, we retain the first min(n,max(30, kmax +1)) number
of eigenvalues, draw the line between the first and last eigenvalue points from
this set and find the elbow to be the point farthest from this line.
Figure 2.2: Finding the ’elbow’ point of a scree plot.
• Sequentially fit a log-linear regression of the first i eigenvalues on their indices
and a linear regression of the eigenvalues between the i-th one and the n-th one
on their indices, where 2 ≤ i ≤ kmax + 1 ≤ n − 1 with kmax being the apriori
maximum number of factors. Choose the elbow to be at the point k = i for
which the sum of the two sums of squares is minimized and infer kˆ = i− 1.
• Choose the change point to be where the maximum ratio of two consecutive
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distances between points is observed, i.e. set the number of factors to be
kˆ = arg max
1≤i≤kmax
li−li+1
li+1−li+2 where li is the i-th largest eigenvalue and kmax is the
apriori fixed maximum number of factors. The reasoning behind this formula
is that after the scree plot flattens points (eigenvalues) tend do decrease at
a slower rate than before the break point. Therefore, the ratio of successive
differences of eigenvalues is maximized exactly where the drop occurs (li+1 in
the formula). Hence the estimated number of factors is the index i of the
preceding eigenvalue. Note that the ratio expression is similar to the test
statistic that Onatski (2009) uses for sequentially testing hypotheses about the
number of factors.
All three methods yield similar results with simulations but the first method appears
to work best on average. Because of this and for the sake of brevity we chose to omit
the other two procedures from the results we present here. Note though that when
min(n, T ) is small, the ratio-based procedure may work best. However, it also has a
major drawback: it is often sensitive to the choice of the apriori maximum number
of factors kmax. Note that we assume that there is at least one common factor, hence
s never estimate zero pervasive factors.
2.2.3 Preliminary Simulations
We applied the robust PCA method to simulated data. We construct the data matrix
Xn,T according to the k-factor model (2.1). Both the matrix of factor loadings Λ
and factors F have Gaussian entries. Several distributions for the error term  are
considered. In the first case errors have multivariate normal distribution with zero
mean vector and covariance matrix Σi,j = ρ
|i−j|. The parameter ρ controls the
strength of cross-sectional correlation between the elements and has values between
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0 and 1. Idiosyncratic terms with multivariate Student’s t-distribution (MVT) were
obtained through dividing a multivariate normal random variable with zero mean
and covariance matrix Σi,j = ρ
|i−j| by independent χ2 random variable. The degrees
of freedom considered were one through four. Finally, we also simulated VAR(1)
errors with innovation covariance matrix whose elements were Σi,j = ρ
|i−j|.
Figure 2.3 represents scree plots obtained from the 15 largest eigenvalues of the
sample covariance matrices of some of the simulated datasets. Visually, one can
estimate the correct number of factors in the cases where the distribution of the errors
is multivariate normal, VAR (1) or multivariate Student with four degrees of freedom.
Discerning the elbow is also somewhat clear in the case of multivariate Student
distribution with three degrees of freedom, but impossible in the cases with one and
two degrees of freedom. The reason is that outlying observations that are inherent to
heavy-tailed data, can significantly inflate the sample variance and covariance values.
The largest eigenvalue of the sample covariance matrix has magnitude (relative to
the trace) equal to the proportion of the variability of data, that is explained by the
first principal component. Since the first principal component has the largest possible
variance, it is attracted towards the outlying observations. Note that for particularly
heavy-tailed data (such as our examples where idiosyncratic terms have multivariate
Student distributions with one and two degrees of freedom) the second moments
are infinite. Therefore, the first principal component has very high variance and
consecutively, the largest eigenvalue has a much higher value than the second largest
one. Hence, the expected pattern of the scree plot is not observed and determination
of the number of factors is problematic.
After employing the Robust PCA procedure with parameter α = 0.75 the scree
plots from Figure 2.4 are obtained. It is now evident that the break point occurs
at the sixth eigenvalue and therefore the number of factors is correctly determined
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Figure 2.3: Scree plots for eigenvalues of the sample covariance matrix of data gen-
erated through the Model Xn×T = Λn×kFk×T + n×T with n = 100, T = 1000 and true
number of factors k = 5. The idiosyncratic terms  follow the following distributions
(from left to right and from top to bottom): multivariate normal distribution, multi-
variate Student distribution with 1 through 4 degrees of freedom and VAR(1) process.
The data from the first five cases were simulated similarly to the data used for Figure
2.1 while the VAR(1) process has innovation matrix with elements Σi,j = 0.2
|i−j|.
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to be five. In fact, the procedure described in Subsection 2.2.2 identifies the correct
number of factors in all cases.
2.3 Comparison with Other Methods and Applications to
Simulated and Real Data
2.3.1 Competing Estimators
We compare the proposed method to the procedures proposed by Onatski (2010)
and Bai and Ng (2002).
Onatski (2010) uses the empirical distribution of eigenvalues of the sample co-
variance matrix. Under several assumptions he derives an estimator, based on the
observation that the k largest eigenvalues (with k being the number of factors) can
be separated from the rest. One major assumption that he makes concerns the struc-
ture of the matrix of the idiosyncratic components  from the factor model (2.1). He
assumes that this matrix can be written as
 = AνB, (2.11)
where either A and B are unrestricted matrices but ν is an n × T matrix with
i.i.d. Gaussian entries, or allows for the the Gaussianity assumption to be lifted but
only if A or B is diagonal. In either case though, it is assumed that the entries
of the ν matrix have finite fourth moments. Furthermore, it is required that the
distributions of the eigenvalues of AA′ and BB′ weakly converge, as n and T go to
infinity, to probability distribution functions with bounded support. The main result
of the paper states that if, in addition to the above assumptions, n/T (n)→ c > 0 as
n→∞, the largest k (number of factors) eigenvalues of the sample covariance matrix
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Figure 2.4: Scree plots for the same datasets as in Figure 2.3 but when eigenvalues
are obtained with the ROBPCA technique.
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diverge in probability. The smaller n − k eigenvalues, on the other hand, converge
almost surely to u(F c,A,B) - the upper bound of the support of the a.s. limiting
distribution of the eigenvalues of ee′/T (n). The following algorithm is proposed for
estimation of the number of factors. Let kmax be the apriori maximum number of
factors. Then the algorithm steps are as follows:
1. Compute eigenvalues λ1, ..., λn of the sample covariance matrix XX
′/T , if T >
n or of the XX ′/n matrix otherwise. Set j = kmax + 1.
2. Compute βˆ, the slope coefficient in the OLS regression of λj, ..., λj+4 on the
constant and (j − 1)2/3, ..., (j + 3)2/3. Set δ = 2|βˆ|
3. Compute kˆ(δ) = max{i ≤ kmax : λi − λi+1 ≥ δ}, or if λi − λi+1 < δ for all
i ≤ knmax, set rˆ(δ) = 0..
4. Set j = kˆ(δ) + 1. Repeat steps 2 and 3 until convergence.
Bai and Ng (2002) introduce a method employing the minimization of one of
several information criteria. The idiosyncratic terms are assumed to have bounded
eighth moments. The authors propose several criteria to be minimized: PCp1, PCp2,
PCp3, ICp1, PCp2 and PCp3. The PCp criteria employ the smallest possible sum of
squared errors from fitting a certain number of factors and three different penalty
terms. The ICp criteria are similar to the PCp ones but the minimized sum of squares
is logarithmized. Here, the performance of our robust estimator (RE) is compared
with this of the PCp1 and ICp1 estimators. The two criteria have the following form:
PCp1 = V (k, Fˆ
k) + kσˆ2
(
N + T
NT
)
ln
(
NT
N + T
)
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and
ICp1 = lnV (k, Fˆ
k) + k
(
N + T
NT
)
ln
(
NT
N + T
)
Here V (k, Fˆ k) is (nT )−1 times the minimized sum of residuals, when k factors
are estimated. Also, V does not depend on the choice of the estimate of F , and σˆ2
is the estimated unconditional variance of the error term in the factor model. It is
worth noting that V (k, Fˆ k) is equivalent to the unexplained variability (as measured
by the standardized mean of the eigenvalues of the sample covariance matrix, from
the (k + 1)-st highest to the smallest, the n-th one) when the selected number of
factors is k. On the other hand, σˆ2 corresponds to the variability unaccounted for
when fitting a model with kmax number of factors (as measured by the mean sum of
eigenvalues of the sample covariance matrix, from the (kmax + 1)−st one to the n-th
one.
Next, we present Monte Carlo results for comparison of the different estimators:
the proposed robust estimator (RE), Onatski’s ED, as well as PCp1 and ICp1 of Bai
and Ng.
2.3.2 Model 1
In the first set of simulations we employ again model (2.1) that we will refer to as
Model 1, i.e. we assume that the data matrix can be written as
Xn,T = Λn,kFk,T + n,T . (2.12)
with different distributions of the error term: multivariate normal and multivariate
Student with degrees of freedom from one through four. Similarly to the preliminary
simulation results, Λ and F have Gaussian entries. Several combinations for (n, T ),
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the number of series and number of time points were considered: (20, 100), (50, 100),
(100, 1000), (100, 100), (100, 50) and (1000, 50). For each of these we use ‘true’
number of factors k ∈ {1, 3, 5, 8, 10} and apriori maximum number of factors kmax =
10, as well as (k, kmax) = (5, 20). The ROBPCA robustness parameter value was set
to α = 0.75. Recall from Section 2.2.3 that the parameter ρ controls the strength
of correlation between the series. We use 0.2 and 0.8 as its values. The simulation
settings are illustrated in Table 2.1. For each combination of the error distribution,
values of ρ, data dimension n×T , true number of factors k and apriori fixed maximum
number of factors kmax we generated five hundred datasets. Then the number of
factors were estimated via the four procedures: the robust method RE proposed
here, Onatski’s empirical distribution estimator ED, as well as Bai and Ng’s PCp1
and ICp1.
Table 2.1: Model 1 (2.12) simulation settings. Data were generated 500 times for
each combination of the distribution of the idiosyncratic terms and the values of ρ, n,
T , k and kmax.Model 1 (2.12) simulation settings.Model 1 (2.12) simulation settings.
The parameter ρ governs the strength of cross-sectional dependence, n and T are the
number of variables and number of observations. The ‘true’ number of factors used
for simulations is k, while kmax is the apriori set maximum number of factors whose
value is used by the estimators.
Distribution ρ (n,T) (k, kmax)
MVN 0.2 (20, 100) (1,10)
MVT (df=1) 0.8 (50, 100) (3,10)
MVT (df=2) (100, 1000) (5,10)
MVT (df=3) (100, 100) (5,20)
MVT (df=4) (100, 50) (8,10)
(1000, 50) (10,10)
Table 2.2 contains summary of the results from the four number-of-factor estima-
tion procedures. For each of the five distributions, the average accuracies (measured
as percentage of the 500 runs for each combination of parameter values, for which
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the correct number of factors was found) are computed and then averaged over the
different sizes n× T of the data matrix, as well as over the different combinations of
k and kmax, the true number of factors and the apriori maximum number of factors.
The average accuracies are given separately for the two values, 0.2 and 0.8 of the
parameter ρ, governing the strength of the cross-sectional dependence. Tables A.1
through A.5 from the Appendix, on the other hand, present the detailed results for
the five distributions and each combination of the values of the parameters ρ, n,
T , k and kmax. Percentages of underestimation and overestimation of the number
of factors for the four estimators(based on 500 runs) are displayed, along with the
mean and standard deviation of the estimated number of factors.
The first observation we make is that on average the stronger cross-sectional
dependence (with ρ = 0.8) yields worse results for all estimators. This is most
likely due to the fact that such a high value of ρ is highly inconsistent with the
approximate factor model of Chamberlain and Rothschild (1983) and hence the factor
structure gets much less pronounced. In other words, dependence between variables
is explained to a higher extent by the dependence of the idiosyncratic components and
to smaller extent by the common factors. However, with increasing the dimensions
of the data matrix, high cross-sectional correlations are less of a problem since the
proportion of significant non-zero dependencies becomes low. Note that the RE ED
estimators are the least affected by increasing the values of ρ.
Following table 2.2, we next compare the average performance of the four estima-
tors for each of the five distributions of the idiosyncratic term. For the case with mul-
tivariate normal distribution all methods, except for PCp1 perform very well for the
case ρ = 0.2, with very close and almost perfect accuracies for the RE, ED and ICp1
methods. However, when ρ = 0.8 the PCp1 and ICp1 estimators worsen dramatically
while the change is slight and comparable for the robust estimator and Onatski’s ED.
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Table 2.2: Accuracies (in %) of correct identification of the number of factors,
attained by the robust estimator (RE), Onatskis ED and Bai and Ng’s PCp1 and
ICp1 estimators, for the model Xn×T = Λn×k Fk×T + n×T . The left panel contains
accuracies averaged by different dimensions of the data matrix while the grouping in
the right one is done according to the true number of factors (k) and the apriori set
maximum number of factors kmax, that is used by all four estimators. The top two
tables correspond to idiosyncratic terms with multivariate normal (MVN) distribution
while the next four sets of tables list results when each column of  has multivariate
Student (MVT) distribution with degrees of freedom from 1 to 4. The MVN terms
have covariance matrix Σ with Σi,j = ρ
|i−j| while the cases MVT (df=1) through
MVT (df=4) were generated via division of a MVN random variable with covariance
matrix Σ by an independent χ2 random variable with the corresponding degrees of
freedom, scaled appropriately. Separate results are provided for ρ = 0.2 and ρ = 0.8.
   MVN ρ=0.2 ρ=0.8 
 
   MVN ρ=0.2 ρ=0.8 
n T RE ED PCp1 ICp1 RE ED PCp1 ICp1 
 
k kmax RE ED PCp1 ICp1 RE ED PCp1 ICp1 
20 100 70 78 17 74 21 10 17 17 
 
1 10 100 99 69 100 66 83 17 17 
50 100 100 99 72 100 73 88 17 17 
 
3 10 100 99 81 100 81 84 17 17 
100 50 100 99 78 100 94 96 17 17 
 
5 10 100 100 83 100 87 84 17 17 
100 100 100 99 86 100 97 98 17 17 
 
8 10 88 99 83 91 83 82 17 17 
100 1000 100 100 100 100 100 100 17 17 
 
10 10 83 96 100 100 81 79 100 100 
1000 50 100 100 100 100 100 99 83 100 
 
5 20 99 83 36 83 87 81 0 17 
Total 95 96 76 96 81 82 28 31 
 
Total 95 96 76 96 81 82 28 31 
                                           MVT(df=1) ρ=0.2 ρ=0.8 
 
  MVT(df=1) ρ=0.2 ρ=0.8 
n T RE ED PCp1 ICp1 RE ED PCp1 ICp1 
 
k kmax RE ED PCp1 ICp1 RE ED PCp1 ICp1 
20 100 33 8 17 17 11 6 17 17 
 
1 10 24 11 0 0 12 10 0 0 
50 100 30 10 17 17 10 11 17 17 
 
3 10 35 19 0 0 17 22 0 0 
100 50 13 9 17 17 11 8 17 17 
 
5 10 42 11 0 0 25 11 0 0 
100 100 38 9 17 17 15 9 17 17 
 
8 10 45 2 0 0 32 1 0 0 
100 1000 100 10 17 17 89 11 17 17 
 
10 10 52 1 100 100 40 1 100 100 
1000 50 26 7 17 17 16 8 17 17 
 
5 20 43 9 0 0 25 10 0 0 
Total 40 9 17 17 25 9 17 17 
 
Total 40 9 17 17 25 9 17 17 
                                           MVT(df=2) ρ=0.2 ρ=0.8 
 
  MVT(df=2) ρ=0.2 ρ=0.8 
n T RE ED PCp1 ICp1 RE ED PCp1 ICp1 
 
k kmax RE ED PCp1 ICp1 RE ED PCp1 ICp1 
20 100 63 8 17 17 15 4 17 17 
 
1 10 69 19 0 0 28 23 0 0 
50 100 90 7 17 17 31 5 17 17 
 
3 10 83 11 0 0 41 6 0 0 
100 50 60 8 17 17 26 7 17 17 
 
5 10 89 6 0 0 52 2 0 0 
100 100 93 8 17 17 57 6 17 17 
 
8 10 82 3 0 0 60 1 0 0 
100 1000 100 8 17 17 100 6 17 17 
 
10 10 78 2 100 100 66 1 100 100 
1000 50 85 7 17 17 71 7 17 17 
 
5 20 89 5 0 0 52 2 0 0 
Total 82 8 17 17 50 6 17 17 
 
Total 82 8 17 17 50 6 17 17 
                                           MVT(df=3) ρ=0.2 ρ=0.8 
 
  MVT(df=3) ρ=0.2 ρ=0.8 
n T RE ED PCp1 ICp1 RE ED PCp1 ICp1 
 
k kmax RE ED PCp1 ICp1 RE ED PCp1 ICp1 
20 100 68 21 17 21 18 3 17 17 
 
1 10 88 33 1 9 40 39 0 0 
50 100 98 33 17 22 45 13 17 17 
 
3 10 95 35 1 8 56 33 0 0 
100 50 84 29 17 19 48 24 17 17 
 
5 10 97 34 2 7 68 26 0 0 
100 100 99 36 17 19 76 30 17 17 
 
8 10 87 30 3 5 73 21 0 0 
100 1000 100 48 23 34 100 65 17 17 
 
10 10 82 29 100 100 73 16 100 100 
1000 50 97 24 17 18 92 28 17 17 
 
5 20 97 29 0 6 69 28 0 0 
Total 91 32 18 22 63 27 17 17 
 
Total 91 32 18 22 63 27 17 17 
                                           MVT(df=4) ρ=0.2 ρ=0.8 
 
  MVT(df=4) ρ=0.2 ρ=0.8 
n T RE ED PCp1 ICp1 RE ED PCp1 ICp1 
 
k kmax RE ED PCp1 ICp1 RE ED PCp1 ICp1 
20 100 69 37 17 32 20 5 17 17 
 
1 10 94 46 8 31 48 54 0 1 
50 100 99 59 18 40 54 28 17 17 
 
3 10 98 54 9 29 63 52 0 1 
100 50 93 50 17 27 63 45 17 17 
 
5 10 99 55 9 25 76 50 0 1 
100 100 100 57 18 30 85 62 17 17 
 
8 10 88 53 13 21 79 41 0 0 
100 1000 100 65 57 75 100 94 17 17 
 
10 10 83 58 100 100 76 37 100 100 
1000 50 100 43 17 24 98 47 17 20 
 
5 20 99 46 4 22 77 47 0 1 
Total 93 52 24 38 70 47 17 17 
 
Total 93 52 24 38 70 47 17 17 
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The next observation concerning all methods is that accuracies steadily decrease with
increasing the heavy-tailedness of the distribution of the idiosyncratic components,
that is all four estimators work best in the case of multivariate normal distribution
and yield worst accuracies for the multivariate Student distribution with one degree
of freedom. However, the deterioration of the average accuracy for the four estima-
tors is not uniform. For all multivariate Student distributions the PCp1 and ICp1
estimators perform extremely poorly. Upon closer inspection of Tables A.2 through
A.5 from the Appendix, it is evident that they tend to overestimate the number of
factors, through attaining the kmax value. Hence, the prevailing average accuracy of
17% is due to the case where k = kmax = 10. Onatski’s ED estimator loses almost
half of its accuracy when switching from the multivariate normal distribution to the
multivariate Student distribution with four degrees of freedom and additional 20%
when the distribution changes to multivariate Student with three degrees of freedom.
When the degrees of freedom are 1 or 2, the performance is even worse than random
assignment of the number of factor, uniformly between between 1 and kmax. The
RE estimator appears to be least sensitive to the choice of the distribution. Com-
pared to the benchmark multivariate normal distribution case, significant decrease
in accuracies occurs only for the multivariate Student distribution with one degree
of freedom, while the loss is minor for the other three distributions. For all cases
with multivariate Student - distributed idiosyncratic terms the proposed estimator
performs better than Onatski’s ED estimator. Next, it is interesting to observe how
the change in the number of variables n and number of observations T affects the
performances of the four methods. On average, increasing both n and T results in
higher accuracies but the results are more sensitive to changes in T when ρ = 0.2
while for ρ = 0.8, changes in n lead to larger differences. Note that proposed method
appears to benefit more from increasing of the number of observations T and number
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of variables n, compared to the other three procedures. Even when the idiosyncratic
term has a multivariate Student distribution with one degree of freedom, the case
with n = 100 and T = 1000 yields excellent results, unlike the other three methods.
Now, let us examine the behavior of the estimators with the different values of
the pair (k, kmax). For the cases when the idiosyncratic terms have multivariate
normal distribution the proposed robust estimator, Onatski’s ED, as well as Bai
and Ng’s ICp1 estimators have (nearly) maximum accuracy when the true number of
factors is 1, 3 or 5, with the apriori maximum number of factors set to 10. That is
also true for the ED and ICp1 estimators when the true number of factors is 8 and
10. In addition, the high accuracies hold for our estimator when the distribution
is multivariate Student with four degrees of freedom, and to some extent, when the
degrees of freedom are three and two. However, when comparing the (k, kmax) =
(5, 10) with the case when (k, kmax) = (5, 20), the robust estimator is the only one
that does not lose its accuracy. The other two methods appear to be sensitive to
the values of kmax, which is not desirable. Next, we notice that the robust estimator
has a decreased performance when k = 8 and k = 10. Further inspection of Table
A.5 from the Appendix reveals that this is due to the extremely poor accuracy when
(n, T ) = (20, 100). This occurs because of the choice of the procedure for finding of
the break point of the scree plot of the robustly-estimated eigenvalues. The specific
reason is the different curvature of the scree plot when all eigenvalues (1 through
20 in this case) are used, as opposed to only 30, a fraction of the total number of
eigenvalues. When all eigenvalues are used, the point with index one higher than
the true number of factors is not necessarily furthest from the line drawn between
the first and the last considered (in this case, the very last) of the scree plot points.
Additional experiments with these dimensions, not presented here, reveal that the
RE estimator benefits somewhat from increasing kmax when k = 8 but loses accuracy
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when k = 10. However, using the ratio-based procedure outlined in Subsection 2.2.2
dramatically improves the results. Next, we proceed with studying the extent of
sensitivity of the estimators to changes in the apriori maximum number of factors
kmax, for a fixed ‘true’ number of factors k. Yet again we generate data according
to Model (2.1), using idiosyncratic terms with multivariate normal distribution and
multivariate Student distribution with two degrees of freedom. The true number of
factors is set to k = 5 while we vary kmax from 5 to 20. We employ the following
dimensions: (n, T ) ∈ {(20, 100), (100, 50), (100, 1000), (1000, 50)} and set ρ = 0.2.
Accuracies of the four estimators, i.e. percentage of correct estimation of the number
of factors out of 500 runs, when the errors have multivariate normal and multivariate
tdf=2 distributions, are plotted against kmax in Figures 2.5 and 2.6, respectively.
When  is multivariate normal all four estimators are 100% accurate for all values
of kmax when n = 100 and T = 1000, and when n = 1000 and T = 50. The same
is true for the RE, ED and ICp1 estimators when n = 100 and T = 50 but the
PCp1 method rapidly worsens when kmax > 11. In the most problematic case, when
n = 20 and T = 100, only our method is (nearly) 100% accurate for all values of
kmax while the other three estimators start rapidly and steadily underperforming
after reaching certain kmax values. When the distribution of idiosyncratic term is
multivariate Student with two degrees of freedom the RE method outperforms all
other three methods and, moreover, its high accuracy is nearly constant for different
values of kmax. Note that the the only exception when the proposed procedure
performs equally well or worse than another procedure is when k = kmax = 5. In
this case the ICp1 estimator yields at least as high performance as RE but this,
as explained earlier, is due to the tendency of ICp1 estimator to select the apriori
maximum number of factors.
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Figure 2.5: Estimation accuracies for the four methods: the robust estimator that
we propose (RE), Onatski’s empirical distribution estimator (ED) and Bai and Ng’s
information-based estimators PCp1 and ICp1. Data were simulated 500 times accord-
ing to the model Xn×T = Λn×5F5×T + n×T (true number of factors k = 5). Columns
of the idiosyncratic term  follow multivariate normal distribution with zero means
and covariance matrix Σ with elements Σi,j = 0.2
|i−j|. The number of factors was
estimated using the four methods and the estimation accuracy, i.e. rate of unbi-
ased estimation, for of 500 replications, was computed. The process was repeated for
kmax ∈ (5, 20) where kmax is the apriori maximum number of factors used by the four
methods, and accuracies were plotted against the values of kmax.
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Figure 2.6: Same as Figure 2.5 but here distributions of the columns of  are mul-
tivariate Student with two degrees of freedom. It was simulated through dividing a
random variable with multivariate normal distribution with zero means and covari-
ance matrix Σ with Σi,j = 0.2
|i−j| by an independent χ2df=2 random variable.
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2.3.3 Model 2
The next set of simulations follows the model used by Onatski (2010) and Bai and
Ng (2002):
Xi,t =
k∑
m=1
Λi,mFm,t +
√
θ ei,t where
ei,t = ρei,t−1 + νi,t +
J∑
j 6=0,j=−J
β νi−j,t, i = 1, . . . , n; t = 1, . . . , T. (2.13)
In both papers νi,t ∼ i.i.d. N(0, 1). However, for the purposes of this study, and to
better model heavy-tailed asset returns, we also consider Student’s t−distribution
with degrees of freedom from from one to four. The sample sizes (n, T ) that we use
are the following: (40, 100), (200, 60), (1000, 60), (100, 100), (150, 150), (150, 500),
(1000, 250) and (100, 1000), along with the following (k, kmax) pairs: (1, 10), (3, 10),
(5, 10), (8, 10), (5, 20) and (15, 20). The values of ρ and β are as follows: (ρ, β) ∈
{(0, 0), (0, 0.1), (0.3, 0.1), (0.8, 0), (0.8, 0.8)}. The values of J we work with are 0, 8
and max(10, n/10). Note that higher values of ρ correspond to stronger autocorre-
lation while the values of β and J govern the strength and extent of cross-sectional
dependence. In addition, the situations β = 0 and J = 0 are identical, hence we
consider J 6= 0 only if β 6= 0. Similarly to Onatski (2010), we assign a value of
the parameter θ in a way that half of the variability in the data is explained by the
common factors, i.e. we need
Var(
k∑
m=1
Λi,mFm,t) = Var(
√
θei,t) (2.14)
Since Λi,m and Fm,t are i.i.d. Gaussian, the left-hand side of (2.14) is simply
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Var(
k∑
m=1
Λi,mFm,t) = k. (2.15)
Note that ei,t is an AR(1) process and hence the right - hand side of (2.14) is
Var(
√
θei,t) = θ
Var(νi,t +
∑J
j 6=0,j=−J β νi−j,t)
1− ρ2 = θ
(1 + 2Jβ)Var ν
1− ρ2 (2.16)
Equating (2.15) and (2.16), we obtain the following expression for θ:
θ =
k(1− ρ2)
(1 + 2Jβ)Var ν
(2.17)
For the case when νi,t ∼ N(0, 1) we have Var ν = 1. When the distribution
is Student with degrees of freedom 3 and 4, the variance is 3 and 2, respectively.
However, when the degrees of freedom are 1 and 2, the variance of ν is infinite and
in these cases we use values 10 and 5, respectively.
All values of the parameters of Model 2 (2.13), that are used for simulations, are
listed in Table 2.3. All possible combinations are considered, except for the cases
when β = 0 and J 6= 0 or vice-versa.
For each combination of the values of the parameters of the model and for each of
the five distributions of the idiosyncratic terms, 500 datasets were simulated and the
number of factors determined with the four methods. Table 2.4 contains a summary
of the results where estimation accuracies are first averaged over different values of the
dimensions n and T , then over all possible pairs (k, kmax) and lastly, over the triples
(β, ρ, J). Tables A.6 through A.10 from the Appendix illustrate the performance of
the estimators for each possible combination of the seven parameters, for the five
distributions. The percentages of underestimation and overestimation of the number
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Table 2.3: List of parameter values that are used for generating data with data-
generating process (2.13).
Distribution (n,T ) (k, kmax) (ρ,β) J
Normal (40,100) (1,10) (0,0) 0
t(df=1) (200,60) (3,10) (0,0.1) 8
t(df=2) (1000,60) (5,10) (0.3,0.1) max(10,n/10)
t(df=3) (100,100) (5,20) (0.8,0)
t(df=4) (150,150) (8,10) (0.8, 0.8)
(150,500) (15,20)
(1000,250)
(100,1000)
of factors (out of 500 replications) are presented, as well as the mean and standard
deviation of the estimates.
On average, the accuracy of the robust estimator is slightly better than Onatski’s
ED when the normal distribution is used for generating the dynamics of the er-
ror term. When the distribution is Student with four degrees of freedom, the gap
increases and for two or three degrees of freedom, the RE estimator significantly
outperforms the ED estimator. When ν ∼ Student (df=1) both have equal and very
poor performances. For all five distributions Onatski’s ED has significantly higher
accuracy, on average, than both the PCp1 and ICp1 estimators of Bai and Ng (2002).
The accuracies of all estimators are positively associated with the dimensions n
and T of the data matrix. However, the robust method appears to benefit more
from changes in the number of data points T , compared to Onatski’s ED. This is
evident, for example when comparing the cases (n, T ) = (100, 100) and (n, T ) =
(100, 1000) when errors have normal distribution. Note that the average accuracy
when (n, T ) = (40, 100) appears to be significantly smaller than the accuracies for
other values of n and T , both for the proposed estimator and Onatski’s ED, and the
difference is most pronounced in the normal case. Upon inspection of 2.4 one can
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Table 2.4: Accuracies (in %) of correct identification of the number of factors,
attained by the robust estimator (RE), Onatskis ED and Bai and Ngs PCp1 and
ICp1 estimators, for the model Xi,t =
∑k
m=1 Λi,mFm,t +
√
θ ei,t where ei,t = ρei,t−1 +
νi,t +
∑J
j 6=0,j=−J β νi−j,t, i = 1, . . . , n; t = 1, . . . , T . Five distributions, N(0,1) and
Student’s t with degrees of freedom 1 through 4 are considered for the νi,t term.
The left column contains accuracies averaged over different values of the number of
variables n and number of observations T ; the aggregation in the central one is over
the true number of factors k and the apriori set maximum number of factors kmax;
the average percentages of correctly estimated number of factors for different values
of the parameters ρ, β and J are presented in the rightmost column.
N(0,1) n T RE ED PCp1 ICp1  
k kmax RE ED PCp1 ICp1  
ρ β J RE ED PCp1 ICp1 
 
40 100 23 19 9 19 
 
1 10 81 58 27 36 
 
0 0 0 91 92 84 83 
 
200 60 48 49 20 40 
 
3 10 60 65 28 36 
 
0 0.1 8 68 67 27 39 
 
1000 60 55 58 40 43 
 
5 10 51 59 30 35 
 
0 0.1 max(10,n/10) 24 14 0 1 
 
100 100 43 46 20 22 
 
8 10 52 39 33 33 
 
0.3 0.1 8 66 65 23 36 
 
150 150 55 56 23 30 
 
5 20 51 53 21 35 
 
0.3 0.1 max(10,n/10) 23 15 0 1 
 
150 500 64 59 25 25 
 
15 20 18 22 18 14 
 
0.8 0 0 91 93 76 93 
 
1000 250 68 63 50 50 
 
Total 52 50 26 32 
 
0.8 0.8 8 45 45 48 0 
 
100 1000 64 48 24 23 
        
0.8 0.8 max(10,n/10) 11 2 0 0 
 
Total 52 50 26 32 
        
Total   52 50 26 32 
                t(df=1) n T RE ED PCp1 ICp1  
k kmax RE ED PCp1 ICp1  
ρ β J RE ED PCp1 ICp1 
 
40 100 11 11 0 0 
 
1 10 5 5 0 0 
 
0 0 0 10 8 0 0 
 
200 60 10 9 0 0 
 
3 10 12 13 0 0 
 
0 0.1 8 9 9 0 0 
 
1000 60 10 9 0 0 
 
5 10 13 14 0 0 
 
0 0.1 max(10,n/10) 7 10 0 0 
 
100 100 10 9 0 0 
 
8 10 9 8 0 0 
 
0.3 0.1 8 9 9 0 0 
 
150 150 10 9 0 0 
 
5 20 13 13 0 0 
 
0.3 0.1 max(10,n/10) 8 10 0 0 
 
150 500 3 9 0 0 
 
15 20 0 1 0 0 
 
0.8 0 0 9 9 0 0 
 
1000 250 6 9 0 0 
 
Total 9 9 0 0 
 
0.8 0.8 8 10 10 9 0 
 
100 1000 8 9 0 0 
        
0.8 0.8 max(10,n/10) 7 9 0 0 
 
Total 9 9 0 0 
        
Total   9 9 0 0 
                      t(df=2) n T RE ED PCp1 ICp1  
k kmax RE ED PCp1 ICp1  
ρ β J RE ED PCp1 ICp1 
 
40 100 18 4 0 3 
 
1 10 66 21 0 2 
 
0 0 0 80 7 6 7 
 
200 60 22 8 1 3 
 
3 10 45 11 0 2 
 
0 0.1 8 54 7 1 3 
 
1000 60 33 7 4 5 
 
5 10 37 4 0 2 
 
0 0.1 max(10,n/10) 15 6 0 1 
 
100 100 29 7 1 2 
 
8 10 42 1 3 4 
 
0.3 0.1 8 48 8 1 2 
 
150 150 43 8 1 2 
 
5 20 37 4 0 2 
 
0.3 0.1 max(10,n/10) 14 6 0 1 
 
150 500 58 7 1 1 
 
15 20 16 0 4 3 
 
0.8 0 0 75 11 1 4 
 
1000 250 63 7 0 0 
 
Total 40 7 1 2 
 
0.8 0.8 8 9 28 8 0 
 
100 1000 59 7 1 3 
        
0.8 0.8 max(10,n/10) 7 1 0 0 
 
Total 40 7 1 2 
        
Total   40 7 1 2 
                      t(df=3) n T RE ED PCp1 ICp1  
k kmax RE ED PCp1 ICp1  
ρ β J RE ED PCp1 ICp1 
 
40 100 23 13 2 14 
 
1 10 82 45 15 25 
 
0 0 0 91 42 54 65 
 
200 60 46 35 8 27 
 
3 10 62 50 16 25 
 
0 0.1 8 70 49 17 26 
 
1000 60 55 37 28 36 
 
5 10 53 41 18 25 
 
0 0.1 max(10,n/10) 28 20 0 1 
 
100 100 45 33 7 15 
 
8 10 53 23 22 25 
 
0.3 0.1 8 67 50 16 24 
 
150 150 57 40 12 18 
 
5 20 53 38 10 25 
 
0.3 0.1 max(10,n/10) 26 20 0 1 
 
150 500 68 45 17 19 
 
15 20 20 10 13 13 
 
0.8 0 0 90 51 39 67 
 
1000 250 68 34 33 36 
 
Total 54 35 16 23 
 
0.8 0.8 8 20 46 42 0 
 
100 1000 69 39 19 19 
        
0.8 0.8 max(10,n/10) 12 3 0 0 
 
Total 54 35 16 23 
        
Total   54 35 16 23 
                      t(df=4) n T RE ED PCp1 ICp1  
k kmax RE ED PCp1 ICp1  
ρ β J RE ED PCp1 ICp1 
 
40 100 23 16 5 18 
 
1 10 82 55 24 34 
 
0 0 0 91 72 75 82 
 
200 60 47 45 14 38 
 
3 10 61 61 25 34 
 
0 0.1 8 68 64 25 36 
 
1000 60 55 53 39 42 
 
5 10 52 54 27 34 
 
0 0.1 max(10,n/10) 25 16 0 1 
 
100 100 43 42 13 21 
 
8 10 52 35 31 32 
 
0.3 0.1 8 67 63 22 34 
 
150 150 55 51 20 27 
 
5 20 51 49 17 34 
 
0.3 0.1 max(10,n/10) 23 17 0 1 
 
150 500 65 54 24 24 
 
15 20 19 18 17 14 
 
0.8 0 0 91 81 66 89 
 
1000 250 68 55 49 49 
 
Total 53 45 24 30 
 
0.8 0.8 8 29 45 47 0 
 
100 1000 65 45 24 23 
        
0.8 0.8 max(10,n/10) 11 3 0 0 
 
Total 53 45 24 30 
        
Total   53 45 24 30 
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see that the average accuracy of 23% is the result of many configurations with very
low accuracies and few with very high ones. The very high accuracies occur always
whenever ρ = β = 0 or ρ = 0.8 and β = 0, i.e. when there is no cross-sectional
dependence. This observation does not hold though when (k, kmax) = (15, 20) when,
regardless of the values of ρ and β, the accuracies are very low. It is interesting to
note that the trend also holds for Onatski’s ED estimator.
None of the estimators appears to be very sensitive to the different (k, kmax)
combinations. However, the robust procedure appears to work particularly well
when the true number of factors is 1, much better than the other cases and the
other three methods. Note also that the least variable accuracy, with respect to
the different (k, kmax) pairs, is achieved by Bai and Ng’s ICp1 estimator, but it is
smaller than the RE and ED accuracies. Compared to Onatski’s ED, the proposed
method works somewhat worse for four of the (k, kmax) cases when idiosyncratic
terms have normal distribution but almost exclusively better (or at least similar) for
all other cases and distributions. Note that the case (k, kmax) = (15, 20) appears to be
particularly troublesome for all estimators with the difference being most dramatic
in the normal distribution case. Table 2.4 reveals that for all estimators, whenever
(k, kmax) = (15, 20), there are several configurations for which the accuracies are very
high and many more for which they are extremely low. Except for the PCp1 method,
there are no ’moderately good’ accuracies. The performance of the proposed robust
estimator is very high whenever data dimensions are high and the cross-sectional
dependence is low. Note that the only two occasions when (k, kmax) = (15, 20)
and Onatski’s ED yields much higher accuracy than the robust estimator occur
when (n, T ) = (1000, 60), with either strong autocorrelation (ρ = 0.8) but no cross-
sectional dependence(β = 0) or when (ρ, β, J) = (0, 0.1, 8).
We now turn our attention to the parameters that mostly distinguish Model
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2 (2.13) from Model 1 (2.12), that is ρ, β and J . One can see that the accuracies
yielded by all methods vary greatly for different values of the parameters. The highest
performance for all estimators is yielded in the two configurations with β = 0, i.e.
no cross-sectional dependence of the idiosyncratic term. Our RE method appears to
be least sensitive with respect to changes in the autocorrelation strength, evidenced
by the identical accuracies for the (ρ, β) = (0, 0) and (ρ, β) = (0, 0.8) cases. On
the other hand, Onatski’s RE and especially Bai and Ng’s ICp1 estimators benefit
from higher values of ρ. Increasing the values of β and J has detrimental effect on
the performance of all four estimators. However, the robust method appears to be
slightly less sensitive to such changes, followed by Onatski’s ED, Bai and Ng’s PCp1
and ICp1. Note though that the cases when J = max(10, n/10) yield a great variety
of results since performance is a function of J and hence, on the number of variables
n, so averaging the accuracies is not very informative. Note though (see, for example
A.7 from the Appendix) that even small changes in the values of J , i.e. from 8 to 10
can dramatically decrease the performance of the estimators.
We explore further the sensitivity of estimation with respect to different values of
the autocorrelation parameter ρ as well as β, the strength of cross-sectional depen-
dence. We simulate datasets through Model (2.13) with the following parameters:
true number of factors k = 5, apriori maximum number of factors kmax = 10, J = 8,
0 ≤ β ≤ 0.3(with increments of 0.05, and 0 ≤ ρ ≤ 0.9 (with increments of 0.1).
Thus, we have the following equations:
Xi,t =
5∑
m=1
ΛimFm,t +
√
θ ei,t where
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ei,t = ρei,t−1 + νi,t +
8∑
j 6=0,j=−8
β νi−j,t, i = 1, . . . , n; t = 1, . . . , T. (2.18)
The distributions of ν that we employ are Gaussian and tdf=2, and the data
dimensions are (n, T ) ∈ {(40, 100), (1000, 60), (100, 100), (100, 1000)}. For each of
the two error distributions and each data dimension we construct mesh plots on the
β× ρ grid for the mean number of factors estimated by the four procedures. Figures
2.7, 2.8, 2.9 and 2.10 illustrate the results for the Gaussian case while Figures 2.11,
2.12, 2.14 and 2.14 contain the estimates for the tdf=2 error distribution. Circles on
the surface indicate nodes for which the mean estimated number of factors is within
0.5 of the true number, i.e. 4.5 ≤ ¯ˆk ≤ 5.5. As expected, results for the normal
case are better than for the heavy-tailed data. Estimates appear to be much more
sensitive to changes in β than in ρ and the RE estimator varies least with changes
in the autocorrelation. In most cases, the best combinations for the values of the
two parameters are small β and large ρ. Results are less sensitive to changes in the
values of the parameters when dimensions are large. Also, it is interesting to observe
that, especially for the RE and ED estimators, there is a range of small values of β
for which results do not change much. This is followed by steep change for higher
values of β, while for the highest range the mean estimates level off again. Except
for the normal case with n = 40 and T = 100, where the ICp1 estimator performs
optimally for the largest number of points, the RE and ED methods yield the best
means when error terms have normal distribution, and the performances of the two
procedures are somewhat comparable. However, large values of β result in estimated
zero number of factors for Onatski’s ED when n = 100 with T = 100 and T = 1000,
a behavior which is less desirable than overestimating the number of factors which
is the case with our procedure.
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Figure 2.7: Sensitivity of estimated number of factors, obtained by the RE, ED,
PCp1 and ICp1 estimators, for data following Model (2.18), with respect to changes
in the parameters ρ and β. Here the ν terms are Gaussian, the true number of factors
is k = 5 and the apriori maximum number of factors is set to kmax = 10 while the
dimensions are (n, T ) = (40, 100). The values of ρ are on the x-axis, β values are
the y-axis while the values of the mean estimated number of factors (based on 500
simulations) are on the z-axis. Circles indicate mean estimates within 0.5 of the true
number of factors 5.
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Figure 2.8: Same as Figure 2.7 but for n = 1000 and T = 60.
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Figure 2.9: Same as Figure 2.7 but for n = T = 100.
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Figure 2.10: Same as Figure 2.7 but for n = 100 and T = 1000.
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When ν ∼ tdf=2 and for all dimensions, the proposed estimator yields the mean
of the estimated number of factors in the (4.5, 5.5) interval more frequently than
Onatski’s ED. Also, for all dimensions in the ν ∼ tdf=2 case, the average absolute
difference between the true number of factors 5 and the mean estimated values,
over the different values of ρ and β is smaller for the robust estimator than for ED.
Another advantage of the RE procedure is that, unlike ED, changes in the values
of the two parameters result in more monotone changes in the estimated number
of factors. Such monotone behavior may be used for correcting (at least in terms
of direction) the estimated number of factors for real data. Furthermore, increasing
the cross-sectional dependence parameter β results in higher (than true) estimated
number of factors for RE but not for ED. Onatski’s ED exhibits this behavior only
when n = 40 and T = 100. In all other cases, changes are either non-monotone or
underestimation takes place. Moreover, ED identifies the correct number of factors
only for large values of β when ν ∼ tdf=2 with n = 40 and T = 100, a behavior that
is both unexpected and different from patterns exhibited in other cases and by other
estimators. Both the PCp1 and ICp1 estimators perform very poorly when ν ∼ tdf=2,
with persistent overestimation of the number of factors.
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Figure 2.11: Sensitivity of estimated number of factors, obtained by the RE, ED,
PCp1 and ICp1 estimators, for data following Model (2.18), with respect to changes
in the parameters ρ and β. Here the ν terms have tdf=2 distribution, the true number
of factors is k = 5 and the apriori maximum number of factors is set to kmax = 10
while the dimensions are (n, T ) = (40, 100). The values of ρ are on the x-axis, β
values are the y-axis while the values of the mean estimated number of factors (based
on 500 simulations) are on the z-axis. Circles indicate mean estimates within 0.5 of
the true number of factors 5.
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Figure 2.12: Same as Figure 2.11 but for n = 1000 and T = 60.
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Figure 2.13: Same as Figure 2.11 but for n = T = 100.
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Figure 2.14: Same as Figure 2.11 but for n = 100 and T = 1000.
Our next goal is to explore the performance of the four estimators with respect
to the θ/k ratio. When its value is low, more variability in data is explained by the
factor structure, while increasing the ratio is equivalent to increasing the noise. First
we generate data according to process (2.13) through setting ρ = β = J = 0, i.e. no
cross-sectional and autoregressive dependence. The ‘true’ number of factors is set
to k = 5, with apriori maximum number of factors kmax = 10. The data generating
process now becomes
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Xi,t =
5∑
m=1
ΛimFm,t +
√
θ νi,t, i = 1, . . . , n; t = 1, . . . , T (2.19)
We vary the θ/k ratio from 1 through 25, i.e. θ ∈ (5, 125). We use the following
data dimensions (n, T ): (40, 100), (1000, 60), (100, 100) and (100, 1000), and consider
ν ∼ N(0, 1), as well as ν ∼ tdf=3. For all combinations of the parameter θ, the
dataset dimensions (n, T ) and the distribution of the idiosyncratic term we generate
Xn×T 500 times, estimate the number of factors with the four methods and compute
their mean. These means are plotted against the corresponding values of θ, for the
four different data dimensions in Figures 2.15 and 2.16.
Not surprisingly, the mean estimated number of factors deviates from 5 with
increasing of the noise. The deterioration appears to be quite fast for the PCp1 and
ICp1 estimators and slower for Onatski’s ED, and especially for our RE estimator.
Note that results are least sensitive to the amount of noise for the larger dataset
dimensions. The advantages of the RE method, compared to Onatski’s ED, are
more pronounced in the case where errors have Student(df = 3) distribution. Also,
unlike the other three methods, ours tends to overestimate the number of factors
when the θ/k ratio is larger and, as pointed out by Onatski (2010), overestimation
of the number of factors may be less of a problem than underestimation.
2.3.3.1 Le´vy Alpha-Stable Distributions
Le´vy alpha-stable (or simply alpha-stable) distributions are a class of distributions
that are characterized with heavy (in most cases) tails and can exhibit skewness.
These distributions have four parameters and are often denoted by S(α, β, γ, δ)
[Samorodnitsky and Taqqu (1997)]. The parameter α is the characteristic constant
(also tail index, index of stability) and assumes values in (0, 2]. Lower values indicate
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Figure 2.15: Sensitivity of the estimated number of factors, obtained by the RE, ED,
PCp1 and ICp1 estimators, for data following Model (2.19), with respect to changes
in the θ/k ratio. Here the ν terms have Gaussian distribution, the true number of
factors is k = 5, the apriori maximum number of factors is set to kmax = 10 and
four different data dimensions are considered. The values of the θ/k ratio are on
the x-axis while the values of the mean estimated number of factors (based on 500
simulations) are on the y-axis.
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Figure 2.16: Same as Figure 2.15 but for ν ∼ tdf=3.
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heavier tails and α = 2 when the distribution is normal. Only moments of order
up to α exists. Therefore normal distributions are the only members of the class of
alpha-stable distributions that exhibit finite variance. Distributions with α ∈ (1, 2)
do not have finite second moments and in case α < 1 the mean does not exist. The
skewness parameter β ∈ [−1, 1] assumes positive values and negative values for right-
and left- skewed distributions, respectively. The parameter γ governs the scale of the
alpha-stable distributions (corresponds to re-parametrized variance in distributions
with finite second moments) and is always positive while the δ is the location param-
eter. Except in the case when α < 1 and β = ±1, the support of the alpha-stable
distributions is unbounded.
Paretian distributions (non-normal alpha-stable) are used in modeling financial
data. Empirically, it has been established for a long time that asset return and
other quantities from finance and economics obey such laws [Mandelbrot (1967);
Mittnik et al. (1998)]. The heavy tails of such distributions enable explaining extreme
events on financial markets. However, Paretian distributions are not popular among
practitioners because of some computational restrictions, such as the lack of closed-
form expressions of their probability density functions [Rachev (2003)].
We conclude our simulation study with exploring the behavior of the estima-
tor that we propose when data have Paretian distributions. The next part of this
Chapter, namely Subsection 2.3.4, describes results when our approach and the three
competing methods are applied to real financial data. We estimate the four alpha-
stable distribution parameters from daily log-returns of 2880 stocks traded on the
New York Stock Exchange and the American Stock Exchange. The time series for
each of the assets spans 10 years or approximately 2500 observations. Based on the
distribution parameter estimates we simulate data and apply the four estimators of
the number of factors. The distribution fitting is done following Koutrouvelis (1980)
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and Koutrouvelis (1981) while the generation is implemented according to Chambers
et al. (1976) and Weron and Weron (1995). We use the Matlab package handling
alpha-stable distributions due to Veillette (2012). One limitation of such type of
estimation is that data are considered to be independent and identically distributed
when, in fact, time dependence may exist and parameters may vary in time. The
values of the parameter estimates are briefly illustrated in Table 2.5.
Table 2.5: Minimum, maximum and mean values of the alpha-stable distribution
parameters, estimated from 10-year daily log-returns of 2880 stocks traded on the New
York Stock Exchange and the American Stock Exchange between 1972 and 2011.
Min Max Mean
α 0.95 1.85 1.53
β -0.5 0.51 -0.001
γ 0.0029 0.037 0.0137
δ -0.0473 0.0117 0
We found out empirically that the performance of the proposed estimator does not
depend on the values of the skewness parameter β and of the location δ. However,
we found that it was sensitive to changes in the stability index α and the scale
γ and hence these parameters were varied in our simulations. Table 2.6 lists the
four distributions that we consider in our simulation framework. The values of β
and δ are the average, estimated from our real data. For simplicity, we call these
distributions AS(1), AS(2), AS(3) and AS(4). The case α = 0.95 in AS(1) and
AS(3) corresponds to the smallest value of α (and hence associated with heaviest
tail) that was estimated from our data. The scale has average value (γ = 0.0137) for
distributions AS(1) and AS(2) and extremely high in AS(3) and AS(4). Yet again
we generate data according to Model (2.13). The combinations of parameters are
the same as before, except that we only consider the cases (k, kmax) = (5, 10) and
we also omit the cases with J = max(10, n/10). Recall that, according to (2.17) we
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need to select the value of Var ν, in order to calculate θ. Since the variance does not
exist for these distributions and for the sake of consistency with the previous set of
simulations, we use Var ν = 7.5 when α = 1.53 and Var = 10 when α = 0.95.
Table 2.6: Parameters values of the four alpha-stable distributions used for simu-
lation of data generated according to Model 2 (2.13).
Distribution α β γ δ
AS(1) 0.95 -0.001 0.0137 0
AS(2) 1.53 -0.001 0.0137 0
AS(3) 0.95 -0.001 0.037 0
AS(4) 1.53 -0.001 0.037 0
Table A.11 from the Appendix lists all outcomes from the simulations, i.e. the
means and standard deviations of the estimated numbers of factors, as well as the
percentages of underestimation and overestimation. This is done for all four estima-
tors. We also average the results by distribution, by data matrix dimension and for
all possible (ρ, β, J) combinations. The aggregated results are available in Table 2.7.
We notice that the performance of the robust method is optimal (100 %) for the
distributions AS(2) and AS(4). Recall that the parameters of AS(2) are the average
ones estimated from our real financial data while AS(4) has average α, β and δ but
very high (within our dataset) value of the scale parameter γ. On the other hand,
the AS(1) and in particular AS(3) cases produce smaller accuracies. It means that
heavier tails lead to less accurate classification. Moreover, the bad effect of small
values of α appears to be amplified by larger γ values. On the other hand, if the value
of α is ‘average’, there is no effect of the higher scale. Interestingly and unlike the
previous set of simulations, it appears that the robust procedure does not necessarily
benefit from increasing the number of variables. In fact, one can hypothesize that
for the AS(1) and AS(3) cases where the dimensionality exceeds the sample size, our
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method performs poorly. A probable reason is that the projection pursuit step of the
ROBPCA algorithm (which takes place whenever the dimension is higher than the
sample size) is unable to carry out properly projections when tails are very heavy,
especially when combined with high values of γ. This hypothesis is supported by
the fact that the mean number of factors estimated when (n, T ) = (1000, 60) and
(ρ, β) = (0.3, 0.1) is very close to the true number of factors but the variability is
so high that the accuracy is poor. Upon more detailed inspection of the case it was
found out that kˆ assumes values almost uniformly between 1 and 10. Nevertheless,
the overall performance of our algorithm is very high. Moreover, it yields much better
results than the other three methods. The PCp1 and ICp1 estimators never yield the
correct number of factors and usually attain the highest possible value. Onatski’s
ED estimator also performs very suboptimally. The effects of autocorrelation and
cross-sectional dependence are similar to the ones observed when errors have normal
or Student’s t distributions. With increasing the sample size T the accuracy gets
better which suggests consistency of the proposed robust estimator.
We established that the proposed robust method has very high performance when
idiosyncratic terms have alpha-stable distributions. In particular, we achieve a 100
% accuracy when the distribution has parameters with values that are average of the
estimates from the real data. Therefore, we believe that application of our approach
to real data is justifiable and a natural next step.
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Table 2.7: Average accuracies (in %) of correct identification of the number of fac-
tors, attained by the robust estimator (RE), Onatski’s ED and Bai and Ng’s PCp1
and ICp1 estimators, for data following model (2.13). Four alpha-stable distributions,
AS(1), AS(2), AS(3) and AS(4) are considered for the νi,t term. Their parameters
can be found in Table 2.6. The left column contains accuracies averaged over differ-
ent values of the number of variables (n) and data points (T ). The percentages of
correctly estimated number of factors for different values of the parameters ρ, β and
J are presented in the right column.
AS(1) 
n T RE ED PCp1 IC p1 
 
ρ β J RE ED PCp1 IC p1 
40 100 96 5 0 0 
 
0 0 0 92 5 0 0 
200 60 58 5 0 0 
 
0 0.1 8 90 5 0 0 
1000 60 40 2 0 0 
 
0.3 0.1 8 76 6 0 0 
100 100 87 6 0 0 
 
0.8 0 0 83 4 0 0 
150 150 91 4 0 0 
 
0.8 0.8 8 74 4 0 0 
150 500 100 3 0 0 
 
Total 83 5 0 0 
1000 250 91 10 0 0 
        100 1000 100 4 0 0 
        Total 83 5 0 0 
          
  
         
   
    
AS(2) 
n T RE ED PCp1 IC p1 
 
ρ β J RE ED PCp1 IC p1 
40 100 100 16 0 0 
 
0 0 0 100 14 0 0 
200 60 100 20 0 0 
 
0 0.1 8 100 18 0 0 
1000 60 100 16 0 0 
 
0.3 0.1 8 100 19 0 0 
100 100 100 22 0 0 
 
0.8 0 0 100 16 0 0 
150 150 100 19 0 0 
 
0.8 0.8 8 100 24 0 0 
150 500 100 18 0 0 
 
Total 100 18 0 0 
1000 250 100 14 0 0 
        100 1000 100 20 0 0 
        Total 100 18 0 0 
          
  
         
   
    
AS(3) 
n T RE ED PCp1 IC p1 
 
ρ β J RE ED PCp1 IC p1 
40 100 77 2 0 0 
 
0 0 0 79 9 0 0 
200 60 24 2 0 0 
 
0 0.1 8 69 9 0 0 
1000 60 12 11 0 0 
 
0.3 0.1 8 51 9 0 0 
100 100 52 2 0 0 
 
0.8 0 0 62 8 0 0 
150 150 63 6 0 0 
 
0.8 0.8 8 42 7 0 0 
150 500 97 15 0 0 
 
Total 61 8 0 0 
1000 250 59 13 0 0 
        100 1000 100 16 0 0 
        Total 61 8 0 0 
          
  
         
   
        
AS(4) 
n T RE ED PCp1 IC p1 
 
ρ β J RE ED PCp1 IC p1 
40 100 100 17 0 0 
 
0 0 0 100 16 0 0 
200 60 100 21 0 0 
 
0 0.1 8 100 19 0 0 
1000 60 100 16 0 0 
 
0.3 0.1 8 100 18 0 0 
100 100 100 23 0 0 
 
0.8 0 0 100 15 0 0 
150 150 100 19 0 0 
 
0.8 0.8 8 100 24 0 0 
150 500 100 18 0 0 
 
Total 100 18 0 0 
1000 250 100 14 0 0 
        100 1000 100 20 0 0 
        Total 100 18 0 0 
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2.3.4 Number of Factors in Stock Returns
We apply the proposed method for estimation of the number of factors to security
returns. Data were downloaded from the Center for Research in Security Prices (
CRSP ). Daily log-returns of stocks traded on the New York Stock Exchange and
American Stock Exchange were obtained for the period between January 3, 1972 and
December 30, 2011. Unlike other authors, we hypothesize that the number of factors
changes in time and varies by industry. Therefore we group the data by decade,
i.e. 1972-1981 (T = 2525), 1982-1991 (T = 2528), 1992-2001 (T = 2522), 2002-2011
(T = 2519)) and by major industry group which we will refer to as industry, for
brevity. Major industry groups, on the other hand, are aggregated in five industry
divisions. Note that, for each decade we only use stocks for which there is complete
history of daily returns. Moreover, for a given decade we exclude series for which
there are runs of zeros longer than 22. The number of assets in each industry and in
each division, as well as the total number for each of the four decades, are displayed
in Table B.1 from the Appendix.
For each of the four decades we estimate the number of factors for the comprising
industry groups and divisions, using the four methods: the proposed robust estimator
(RE), Onatski’s ED, as well as Bai an Ng’s PCp1 and ICp1. Note that we perform
the estimation only for industry groups with at least 25 assets for the given decade.
However, we do include all stocks from a division at division - level inference. For
example (see Table B.1 from the Appendix), for the first decade we calculate the
number of factors for industry #13 (Oil and Gas Extraction) which contains 25 assets
but not for #10 (Metal Mining) because it has only 15 stocks. Nevertheless, we use
all 40 stocks for determining the number of factors driving Division B (Mining).
The apriori maximum number of factors kmax was set to 10 while the robustness
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parameter used was α = 0.75.
The distribution of the number of factors, as estimated by the robust method on
industry-level and for all decades combined, is illustrated through four histograms
(one for each competing method) in Figure 2.17. Table B.2 from the Appendix
provides detailed listing of the results. Figure 2.18 compares our estimates, for all
decades and all industries, to the estimates produced by the ED, PCp1 and ICp1
procedures, through a series of scatter plots. Solid lines on scatter plots represent
least-squares fits, while y = x lines (provided for reference) are dashed.
The most frequent values of the number of factors that were found by our es-
timator were 1, 2 and 5. This is somewhat consistent with the previous literature.
Onatski (2010) finds two pervasive factors, and so do Bai and Ng (2002). However,
with our dataset the most frequent estimates of the number of factors as yielded
by the ED, PCp1 and ICp1 methods are different from two. Note that the results
obtained through the robust method agree completely with the observation that
Onatski (2010) points out, i.e. that the preferred number of factors for many other
authors is between 1 and 6, with 1, 2 and 5 being the most preferred estimates.
For all estimators, the inferred number of factors appears to vary greatly for the
different industries and divisions and across time. The scatter plots from Figure 2.18
reveal positive relationships between the values yielded by the proposed procedure
and the other three methods. However, the strength of this relationship is different.
The linear correlation between the RE and ED values is not significant and in fact,
relationship appears to be somewhat quadratic. On the other hand, there are signif-
icant correlations between RE values and the values obtained by the PCp1 and ICp1
estimators. In the majority of cases, our estimates are higher than the ones produced
by the ED method. Note that though it is often often the case that ED finds zero
common factors which does not appear to be very plausible. In general, given ED’s
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Figure 2.17: Histogram of the number of factors estimated through the robust proce-
dure (RE), Onatski’s ED method, and the PCp1 and ICp1 estimators, for all industries
and in all decades.
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tendency to underestimate the number of factors, low values of the estimates are
often questionable. Furthermore, the cases for which RE values are smaller than the
ED ones occur when kˆ = 1 and kˆ = 2 for our method. Recall that, based on sim-
ulation results, when the robust procedure performs badly, it usually overestimates
the number of factors while Onatski’s ED underestimates. Hence, it is likely that for
the points from the bottom left corner of the ED versus RE scatter plot in Figure
2.18 the proposed robust estimator is more accurate. As expected, the PCp1 method
tends to select a large number of factors which, as shown in simulations, is often
wrong. The relationship between the RE and ICp1 is the strongest among the three
associations. Except for the fewer cases where the estimated number of factors is
zero, the behavior or the ICp1 estimator is quite similar to Onatski’s ED and the
notes about comparison between RE and ED apply here as well.
A crucial quality of number-of-factor-estimators is being insensitive to different
values of kmax, the apriori number of factors, provided this number is large enough.
We repeated the above calculations with kmax values ranging between 10 and 25 and
both the RE method and Onatski’s ED appeared to estimate the number of factors
consistently. This was not always the case with the ICp1 estimator and was frequently
violated by the PCp1 method which tends to overfit.
2.4 Discussion
In this chapter we introduced an estimator for determining the number of factors in
approximate factor models. It is based on the robust principal component analysis
of Hubert et al. (2005), followed by an ad-hoc procedure for analyzing the resulting
scree plot. Our method is completely automated and has only three user-input vari-
ables: the apriori maximum number of factors kmax, the robustification parameter α
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Figure 2.18: Scatter plots of the number of factors estimated by the ED, PCp1
and ICp1 methods versus values yielded through the robust approach. Dots represent
industries while circles correspond to industry divisions.
and the number of robust eigenvalues to be computed by the ROBPCA algorithm.
As demonstrated through simulated data arising from two models, our estimator
works well for different degrees of heavy-tailedness of data (including alpha-stable
distributions), different data dimensions and different levels of cross-sectional and
time dependence. Sometimes it has similar but usually better performance, com-
pared to the popular procedures of Onatski (2010) and Bai and Ng (2002). The
main advantage of our robust estimator is that it, unlike the competing estimators
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that we consider, works very well with data arising from heavy-tailed distributions.
Moreover, the proposed method is least sensitive to changes in the values of the
apriori set maximum number of factors, as well as the amount of noise in the factor
model. In addition, we illustrated the proposed robust procedure through a real -
data application and namely, numbers of factors of security returns across different
industries and for different times. While the results we obtain are sometimes close to
the ones yielded by the estimators of Onatski (2010) and Bai and Ng (2002), often
they differ significantly. This occurs mostly in cases where the other three methods
that we test do not seem plausible, because they exhibit extreme magnitudes of their
estimates. Moreover, based on simulations, we know that such extremes are usually
wrong. The major reason to claim that our real data results are more accurate is
that the robust estimator (and unlike the other three methods we compare it against)
handles data with alpha-stable distributions very well. This was demonstrated by
simulations employing data with alpha-stable distributions with parameters whose
values were estimated from the financial time series from our dataset.
A minor drawback of the proposed method is the relatively low computational
speed, compared to the methods that were introduced by Onatski (2010) and Bai
and Ng (2002). Also, note that it is possible to employ other methods of robust
principal component analysis but so far, we have established only the merits of the
approach of Hubert et al. (2005).
To the best of our knowledge, the approach that is introduced in this chapter ap-
pears to provide a more accurate estimation of the number of factors in approximate
factor models than any other published one.
Chapter 3
Sampling Distribution of the Estimator of
the Number of Factors
3.1 Introduction
3.1.1 Background and Motivation
In Chapter 2 we illustrated a method for estimation of the number of factors in
approximate factor models. It employs an algorithm for robust principal compo-
nent analysis and a procedure for estimation of the break point of scree plots. It
is of interest to obtain the distribution of the number of factors, since it can be
used for model selection purposes, as well as for inferential purposes, such as hy-
pothesis testing and construction confidence intervals. As we have demonstrated in
our simulation experiments, point estimators can be sensitive to changes in various
parameters in the models. Interval estimation can alleviate such problems to some
extent if a confidence interval covers the true number of factors.
The key question is how to derive the sampling distribution of the estimator of
the number of factors. A possible analytical derivation would depend on the distri-
bution of the data and the distribution of the eigenvalues of the sample covariance
matrix. This distribution is known only within very limited situations, as shown by
Bai (1999). Moreover, since we use a robust method for estimating the eigenvalues,
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in conjunction with the procedure for finding of the break point of the scree plot,
analytical derivation of the distribution of the number of factors can be extremely
difficult. A possible solution is to use resampling techniques. Bootstrap is the re-
sampling technique of choice for obtaining sampling distributions and therefore we
employ it in our analyses.
3.1.2 Time Series Resampling and Confidence Interval Construction
Bootstrap is a method for generating approximate sampling distribution of an es-
timator through sampling with replacement from available dataset. It was intro-
duced by Efron (1979). The original version involves independent and identically
distributed data. A large number of resamples are drawn with replacement from the
observed data, with sample size generally the same as the size of the original dataset.
The estimator is computed for each resample and thus the sampling distribution is
constructed. It has been shown by Beran and Ducharme (1991), Hall (1992) and oth-
ers that such estimators are asymptotically consistent if certain conditions are met.
However, i.i.d. bootstrap fails in case of dependent data as the sampling scheme
does not take into account the dependence. Lahiri (2003) proves the lack of consis-
tency of estimators due to ignoring the lag-covariance structure in data. In his book
he outlines several solutions, intended to overcome the problems with dependence.
Many approaches are also summarized and compared by Ha¨rdle et al. (2003). One
method, that we also employ, is the block bootstrap. Instead of sampling individual
observations, whole blocks of data are viewed as i.i.d. observations and sampled
following the usual i.i.d. bootstrap scheme. Blocking allows for preserving the de-
pendence structure within the blocks. Another alternative is the sieve bootstrap of
Bu¨hlmann (1997) where special linear structure of the data-generating process is as-
sumed and the series is approximated by a sequence of autoregressive processes. In
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addition, many authors consider the method of bootstrap based on i.i.d. innovations
where a particular autoregressive model is considered and residuals are resampled.
Another related procedure is the subsampling technique of Politis et al. (1999). Data
are divided into blocks (subsamples) and the value of the estimator is computed for
the whole sample and for each block. The sampling distribution of an estimator
is approximated using the empirical distribution constructed by the centered and
properly rescaled values of the block-based estimators. An overview of literature on
bootstrap methods is given by Lahiri (2003) and Ha¨rdle et al. (2003). Our method
of choice is the block bootstrap.
The block bootstrap is performed through diving the data into blocks, sampling
them with replacement, laying them one after another and thus obtaining a resample
from which parameters of interest can be estimated. Overview of the existing block
bootstrap methods and the parameters that need to be considered, as well as our
choice of settings are described in Section 3.2.
Note that virtually no work has been done on bootstrap in multivariate setting,
i.e. where there are multiple series forming so-called panel data, unless a model is
specified parametrically. Our approach is based on non-parametric bootstrap where
resampling is carried out in the time and cross-sectional dimensions simultaneously.
Such method was used by Kapetanios (2008) who estimated the slope vector of a
panel regression model and demonstrated the asymptotic behavior of his estimator.
However, his simulation results showed that the cross-sectional resampling alone is
preferable for the purposes of his model. A similar double bootstrap approach was
also employed by Hounkannounon (2008) who derives the asymptotic behavior of
the bootstrap - sampling distribution of the sample mean in different types of panel
data.
For each resample we estimate the eigenvalues of the scatter matrix through the
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ROBPCA algorithm. Alternatively, we transform the data using one of the alterna-
tives outlined later in this chapter and then compute the eigenvalues of the sample
covariance matrix of the transformed data. Then we apply the ‘elbow’ detection
algorithm using (2.10) and hence compute the number of common factors, which is
the parameter of interest. The process is repeated many times and the sampling
distribution of the estimator is obtained. Then we proceed with building the confi-
dence intervals. Two types are considered: the percentile confidence interval and the
bias-corrected accelerated confidence interval that was introduced by Efron (1987).
The two approaches are reviewed in section 3.2 and the resulting interval estimators
compared in a series of simulation studies.
3.1.3 Alternatives to the Robust Point Estimation
One of the major steps in our method for determining the number of factors is based
on the robust principal component analysis (ROBPCA) of Hubert et al. (2005). It
produces eigenvalue estimates which form screeplots of ‘typical’ shape which allow for
accurate estimation of the number of factors. The robust procedure is used in order
to deal with the negative effects of heavy-tailed distributions on the computation of
the empirical covariance matrix, i.e. the fact that outlying observations influence
heavily the estimators. Here we propose two alternatives to ROBPCA.
In the first approach that we refer to data trimming we transform the data
through setting the extreme observations to some threshold value. We do that for
each series separately. That is equivalent to introducing what is known as floor and
ceiling effect in statistics. Then we estimate the empirical covariance matrix of the
trimmed data, compute its eigenvalues and proceed with estimating the number of
factors through the screeplot elbow identification procedure.
The second method is the empirical normalization that was introduced by Kon
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and Nikolaev (2011) and demonstrated in detail in chapter 4. Data are transformed
into multivariate normal distribution through empirically normalizing each of the
variables.
There are several benefits of using the two alternatives to robust point estimation.
First, similar to the robust procedure, both the trimming and the normalization
techniques eliminate the extreme observations that often have detrimental effect on
the covariance matrix estimation. Second, both alternatives preserve to a great
extend the temporal dependence in each of the series. Extreme observations are still
extreme although they equal the imposed threshold in the trimming approach and a
certain percentile of the normal distribution if empirical normalization is carried out.
Moreover, both techniques are very easy to implement and are not computationally
intense, unlike the ROBPCA algorithm. On the other hand, both alternatives carry
the risk of distorting the cross-sectional dependence, i.e. the covariance structure of
the data more so than the robust estimation. Other advantages and disadvantages
of the three methods for point estimation will be discussed later in this chapter and
their performances will be compared in simulation studies.
3.2 Sampling Distribution of the Number of Factors
3.2.1 Methodology of resampling and estimation
Suppose that our data are arranged in the data matrix XT,n where n is the num-
ber of variables (series) and T is the number of observations. First, we resample
X in the time domain using block bootstrap with blocks aligned cross-sectionally,
thus obtaining resample X∗. Then we bootstrap X∗ cross-sectionally applying i.i.d.
bootstrap, constructing the final resample X∗∗. Note that even though the series
are allowed to exhibit cross-sectional dependence, through the common factors, the
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i.i.d. bootstrap is permissible since variables can be thought of as realizations of the
common factor structure that is assumed and because cross-sectional dependence is
more likely to be global than local (in a ‘neighborhood’ of a series). Nevertheless,
we do explore in one of our models the case of local dependence, when a variable is
correlated with some of the ’neighbor’ variables in the dataset.
We resample our data in the time domain using block bootstrap. What follows
is an overview of the different variations of the block bootstrap and the settings that
we decided to employ.
Suppose that we are given a set of dependent observations (time series) of length
T : Y1, Y2, . . . , YT , a column of our dataset X. We split Y into blocks of length
l. There are two types of blocking: non-overlapping and overlapping (moving). In
the case of the non-overlapping block bootstrap [see Carlstein (1986)] data are di-
vided into non-overlapping blocks. Then the first block contains the observations
{Y1, Y2, . . . , Yl}, the second block is {Yl+1, Yl+2, . . . , Y2l}, and so on. In the setting
of the overlapping (moving) block bootstrap [Kunsch (1989); Liu and Singh (1992);
Lahiri (2003)], the second block is Y2, ..., Yl+1 and so on. A crucial decision is which
of the two methods to choose and also how to determine the optimal block length.
Theoretical considerations when making these decisions, as well as variations of the
block bootstrap, are presented below. Two excellent sources of review and compar-
ison of bootstrap methods for dependent data are Lahiri (2003) and Ha¨rdle et al.
(2003).
A modification of the moving block bootstrap is the so called Circular Block
Bootstrap of Politis and Romano (1992). The method is based on circular wrapping
of the series, so that its possible that blocks with length l start at observations with
index less than T − l + 1. For example, suppose that T = 100 and l = 5. Then a
block starting from index 98 would contain the observations {Y98, Y99, Y100, Y1, Y2}.
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The reason to design such blocking scheme is that in the usual block bootstrap
observations from the beginning and the end of a series have lower probabilities of
being sampled. Moreover, circular blocking allows for natural solution of the choice
of blocks when the series length T is not a multiple of the block length l. Politis and
Romano (1992) give an example of the advantages of the circular block bootstrap,
compared to the usual moving block bootstrap and the non-overlapping bootstrap.
They point out that, unlike these other methods, the conditional expectation of the
bootstrap sample mean equals the sample mean of the original data. Yet another
modification of the circular block bootstrap, due to Politis and Romano (1994), is the
stationary block bootstrap. The procedure employs using blocks of random length,
instead of a fixed value. The lengths have geometric distribution, i.e. P (l = m) =
(1− p)m−1p for m = 1, 2, . . . and some probability p. It was shown that it results in
a stationary bootstrap series from which smooth functions of the sample mean are
consistently estimated.
For brevity we will abbreviate the non-overlapping block bootstrap by NBB,
the moving block bootstrap by MBB, the circular block bootstrap by CB and the
stationary block bootstrap by SB. Lahiri (2003) provides theoretical and empirical
comparison of the four methods described above. We summarize briefly some of his
findings before describing the approach that we propose.
Let θ be the parameter of interest and we denote the estimator of θ, based on a
sample of size n, as θˆn, and let Gn be the sampling distribution of θn − θ, i.e.
Gn(x) = P (θˆn − θ ≤ x), x ∈ R (3.1)
Since the underlying data distribution is unknown, so is Gn. Therefore, the mean
squared error(MSE) of θˆn, as well as its quantiles and other quantities, can be treated
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as unknown population parameters. The distribution parameter θ is a level-1 pa-
rameter, while quantities related to the sampling distribution of θˆn, such as MSE(θˆn)
are referred to as level-2 parameters. Analogously, parameters describing the sam-
pling distribution of the level-2 parameters are called level-3 parameters and so on.
Resampling methods can be generally described as tools for finding estimators of
the level-2 parameters. Two natural level-2 parameters that are also used by Lahiri
(2003) in the theoretical comparison of the different bootstrap methods are the bias
and variance of an estimator:
ϕ1n = Bias(θˆn) = E θˆn − θ ==
∫
xdGn(x) (3.2)
ϕ2n = Var(θˆn) = E (θˆn − E θˆn)2 =
∫
x2dGn(x)−
(∫
xdGn(x)
)2
(3.3)
where τ 2n is the asymptotic variance of
√
n(θˆn − θ).
The performance of the four bootstrap methods is compared by taking into ac-
count the mean square errors of the bootstrap estimators ϕˆ1n and ϕˆ2n of the level-2
parameters. Lahiri (2003) computes the expansions of the MSEs through combining
the separately obtained expansions of the bias and the variance of ϕˆ1n and ϕˆ2n. First,
he notes that longer blocks lead to smaller biases of the block bootstrap estimators
but also larger variances. Therefore, there exists an optimal block length for each of
the four estimators, in terms of minimizing the MSE. Then, he observes that when
each of the four estimators is used with their optimal block lengths, the MSE for
MBB and CBB is (2/3)2/3 smaller than the MSE for NBB, which, in turn, is 2−2/3
smaller than the MSE for SB. Note that block lengths should increase with increase
of a series length. When block lengths are smaller than optimal, for a given series
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length, the main contribution of the MSE of the estimators comes from bias and
the four methods have similar asymptotic efficiencies. If each of the four methods
is used with block length that grows with respect to the series length at a rate no
smaller than the optimal one, the MBB and CBB are most accurate among the four
bootstrap methods. Further, Lahiri (2003) investigates the optimal block length
that minimizes the MSE of ϕˆ1n and ϕˆ2n but also of the one-sided and two-sided
distribution functions of the centered and properly scaled estimator θn:
ϕ3n = ϕ3n(x0) = P
(√
n(θˆn − θ)
τn
≤ x0
)
= Gn
(
x0τn√
n
)
(3.4)
ϕ4n = ϕ4n(x0) = P
(∣∣∣∣∣
√
n(θˆn − θ)
τn
∣∣∣∣∣ ≤ y0
)
=
Gn
(
y0τn√
n
)
−Gn
(−y0τn√
n
)
(3.5)
Then it is shown that the optimal block lengths for the bias and variance function-
als ϕ1n and ϕ2n is of the order n
1/3 while for estimating the distribution functionals
functionals ϕ3n and ϕ4n it is of order n
1/4 and n1/5. We use these results for the pur-
poses of our problem but it should be pointed out that there are other, alternative
approaches to finding the optimal block length. Among these are a subsampling-
based method due to Hall et al. (1995) and the nonparametric plug-in method of
Lahiri et al. (2007).
Following the considerations outlined above, our block bootstrap method of choice
is the circular block bootstrap. Since our goal is to assess the MSE of the estimated
number of factors, we set the block length to
√
T where T is the length of a time series.
The choice of length
√
T was compared empirically to T 1/3 and T 1/4 and appeared
to yield better results. The value 22 is justified by the fact that our observations are
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daily, hence one might expect that month-to-month seasonality might be possible. In
our simulation experiments we also considered a circular version of NBB, but results
were slightly worse than if using the usual overlapping CBB. Lastly, we compared the
performance of the double bootstrap procedure that we propose to the performance
of ‘single’ bootstrap schemes: i.i.d. across series and purely block-based within
series. The best of these methods in terms of accuracy of estimation and quality
of confidence intervals, appeared to be the double bootstrap, followed by the i.i.d.
bootstrap of the series, followed by the block bootstrap.
Recall that our data is arranged in the T × n matrix X. Then the resampling is
done as follows:
1. Divide each of the series of the data matrix X into b blocks, aligned across
series.
2. Sample with replacement from the blocks (across all series) until the desired
dimension is reached and the resample X∗ is obtained.
3. Sample with replacement from the series of X∗(cross-sectionally) n times until
the final resample X∗∗ is yielded.
4. Obtain the robustly estimated eigenvalues l1, l2, ..., ln using the ROBPCA algo-
rithm.
5. Apply the procedure for estimating the number of factors kˆ∗
The above algorithm is repeated a large number of times B, yielding the values
kˆ∗1, kˆ
∗
2, . . . kˆ
∗
B, approximating the sampling distribution of our estimator.
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3.2.2 Two Types of Confidence Intervals
We use the obtained sampling distribution of the number of factors to construct con-
fidence intervals. These can be employed in model selection, for testing hypotheses
about the numbers of factors and to address situations when point estimators might
be biased.
Let the parameter of interest be θ and suppose we wish to construct its interval
estimate. If we know that the sampling distribution of a given a point estimator θˆ is
normal with expected value θ, a standard form of a 100(1− α)% confidence interval
would be
θˆ ± zα/2 σˆ (3.6)
where σˆ is the estimated standard deviation of θˆ and zα/2 is the 100(1 − α)-th
percentile of the standard normal distribution.
There are two main reasons that confidence intervals of the type of (3.6) fail.
The first is that often the asymptotic theory behind their construction does not
hold [DiCiccio and Efron (1996)] and the second is that it may not be feasible to
obtain a sufficiently large number of samples enabling the employment of asymptotic
approximations and estimation of σˆ. Therefore, one can resort to resampling in order
to construct confidence intervals for parameters of interest.
There are several ways to construct bootstrap confidence intervals but we will
discuss only two popular approaches and will compare their outcomes in a series of
simulations.
In the context of our problem, suppose that we have obtained the bootstrap sam-
pling distribution of the estimated number of factors kˆ, i.e. we come up with the
values kˆ∗1, kˆ
∗
2, . . . kˆ
∗
B and we need to construct a 100 (1− α)% confidence interval for
k. One of the earliest methods is the percentile confidence intervals, introduced by
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Efron (1979). We set the lower bound to the 100α/2-th percentile of the sampling
distribution and the upper bound to the 100 (1 − α/2)-th percentile. This yields
the interval estimate (k∗α/2, k
∗
1−α/2). As long as we know the bootstrap distribu-
tion of the quantities of interest, the computation of the confidence interval bounds
is straightforward. In addition, percentile bootstrap confidence intervals have the
transformation-respecting and range-preserving properties, as shown by Efron and
Tibshirani (1993).
Another way for construction of bootstrap confidence intervals is to employ the
so - called bias-corrected and accelerated (BCa) method, due to Efron (1987). BCa
confidence intervals are also based on percentiles of the bootstrap sampling distribu-
tion of the estimator of interest, but not necessarily the same ones as in the percentile
methods. The lower and upper bound are k∗α1 and k
∗
α2
where α1 and α2 are computed
as follows:
α1 = Φ
(
zˆ0 +
zˆ0 + zα/2
1− aˆ(zˆ0 + zα/2)
)
,
α1 = Φ
(
zˆ0 +
zˆ0 + z1−α/2
1− aˆ(zˆ0 + z1−α/2)
)
(3.7)
Here, Φ(·) is the standard normal cumulative distribution function. The quan-
tities zˆ0 and a are called bias-correction and acceleration, respectively. The bias-
correction is estimated directly from the bootstrap sampling distribution of the esti-
mator kˆ and accounts for its deviation from the median. The acceleration accounts
for skewness in the bootstrap sampling distribution and can be computed in several
ways. Following Efron and Tibshirani (1993), we employ jackknife for estimating it.
Note that when both the acceleration and the bias-correction equal zero the BCa
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confidence interval is identical to the percentile confidence interval. The BCa confi-
dence intervals are also transformation-invariant and range-preserving but they are
also more accurate than the percentile confidence interval. The disadvantage of the
BCa intervals is that they are very computationally expensive.
The important qualities of confidence intervals are their coverage probabilities and
widths. BCa confidence intervals are generally narrower that the percentile intervals
but when the point estimator is biased the smaller width may be at the expense of
lower coverage probabilities. In our simulation studies, we explore and compare the
coverage probabilities and widths of the two types of confidence intervals that we
consider.
3.3 Point Estimation Alternatives
We propose two alternatives to the method of robust estimation of the number of fac-
tors, which was explored in chapter 2. There are both advantages and disadvantages
of each of these methods, depending on the situation.
3.3.1 Trimming the Data
The first alternative approach is the data trimming. It is equivalent to introducing
a floor and ceiling effect in each of the series. Suppose that we have the time series
data Y1, Y2, . . . , YT . We define a transformation of the data, so that there are no
values smaller than a threshold value or larger than another threshold value. In
our implementation we set the thresholds Y lo and Y up to the 100 ∗ α/2-th and and
100 ∗ (1 − α/2)-th percentiles of the data, i.e. Y lo = Yα/2 and Y up = Y1−α/2. Let
the newly obtained data be denoted by Y
(1)
1 , Y
(1)
2 , . . . , Y
(1)
T . Then they are defined
as follows:
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Y
(1)
i = min(Y
up,max(Yi, Y
lo)). (3.8)
Following the above data transformation, the number of factors can be estimated
from the eigenvalues of the conventional empirical covariance matrix. Note that
when our goal is to obtain the sampling distribution of the estimator of the num-
ber of factors, trimming precedes the bootstrap step, unlike the robust estimation
where the ROBPCA is applied to a resample. Trimming prevents extreme observa-
tions from unwanted influence on the empirical second moments. The advantages of
trimming are that the autocovariance structure in each of the series may be better
preserved than when using the robust procedure. Trimming is also much cheaper
computationally, when compared to ROBPCA. The disadvantages are that the de-
pendence structure between the series may be distorted as well as the need to select
the threshold values.
3.3.2 Empirical Normalization
The empirical normalization framework was developed in Chapter 4 and used for the
purposes of Quadratic Discriminant Analysis for classification. Here we successfully
apply it to the number-of-factors problem. Each series is empirically normalized,
yielding a transformed dataset with marginal standard normal distributions in each
of the variables. Then we compute the sample covariance matrix and determine the
number of factors through the scree plot of its eigenvalues. The advantages and
disadvantages are similar to the trimming case. Moreover, eigenvalues of sample
covariance matrices of data with multivariate normal distribution are well studied
and have the expected behavior of a ‘typically looking’ scree plot. However, note
that the each series represents permutation of the same values. In most cases the
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order of these variables is different but in some extreme cases there might be two or
more identical columns in the data set which may lead to problems with the rank.
3.4 Simulation Studies
3.4.1 Resampling
We simulate data according to Model 2 (2.13) from Chapter 2 but using only a
subset of all possible combination of parameter values. The dimensions considered
were (n, T ) ∈ {(200, 100), (100, 100), (100, 400), (100, 1000)}. The true number of
factors was set to k = 1 or k = 5, with the apriori maximum number of factors
set to kmax = 10 in both cases. Further, we introduce local dependence between
the series, through setting J = 8. The autocorrelation parameter ρ and the cross-
correlation parameter β were set to 0.3 and 0.1, respectively. Therefore, we can write
the data-generating process in the following way:
Xi,t =
k∑
m=1
Λi,mFm,t +
√
θ ei,t where (3.9)
ei,t = 0.3 ei,t−1 + νi,t + 0.1
8∑
j 6=0,j=−8
νi−j,t, i = 1, . . . , n; t = 1, . . . , T.
The four distributions that we consider for νi,t are the standard normal, as well as
three alpha-stable Sα(β, γ, δ) distributions: AS(1), AS(2) and AS(5). Distributions
AS(1) and AS(2) were introduced in Chapter 2 while AS(5) is a slight modification of
AS(4) from Chapter 2, differing only by the skewness parameter β. The parameters
of the four distributions that we consider are listed in Table 3.1.
For each case (choice of distribution and parameters) we simulate datasets 100
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Table 3.1: Parameters of the four distributions that were considered in the resam-
pling numerical experiments.
Distribution α β γ δ
N(0,1) 2 0 1/
√
2 0
AS(1) 0.95 -0.001 0.0137 0
AS(2) 1.53 -0.001 0.0137 0
AS(5) 0.95 -0.5 0.037 0
times. At each run we carry out the ROBPCA algorithm, retaining 30 of the ro-
bustly estimated eigenvalues. We use these to estimate the number of factors ac-
cording to (2.10). The next step is to apply the resampling algorithm outlined in
the previous section. For each resample we estimate the number of factors again
through the ROBPCA method (with robustness constant α = 0.75) and the crite-
rion (2.10). The number of resamples for each of the originally generated datasets
was 200. For each resample we estimate the bias of our point estimator, its standard
deviation and MSE. These are subsequently averaged over the 100 runs. Lastly, we
construct bootstrap percentile and BCa confidence intervals of the number of fac-
tors. This yields 100 confidence intervals from each of the two types and for each
of the generated datasets. For each confidence interval we observe if the true value
of the parameter is covered. That way we obtain the estimated coverage probabil-
ity, as the percentage of the 100 confidence intervals that cover the true number of
factors k. The average lower and upper bounds (and hence widths) are also com-
puted. For the purposes of constructing BCa intervals, the acceleration constant
was calculated through jackknife. Table 3.3 contains all of these results for each
of the 32 combinations of distributions of the error term, true number of factors
and data dimensions. In addition, these results were averaged over each of the val-
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ues of the three parameters (distribution, true number of factors and dimensions).
Table 3.2: Summary of obtained bootstrap sampling distributions of the estimator
of the number of factors for model (3.9). Results are averaged by the distribution of
the ν term, by the true number of factors k, as well as by data dimensions (n, T ).
The mean bias, standard deviation and MSE for the estimator (over 100 runs) are
aggregated accordingly. Two types of 95% bootstrap confidence intervals (BCa and
percentile methods) are constructed. Their average width and estimated coverage
probability are averaged for different values of the model parameters.
Percentile CI BCa CI
Bias∗ σ∗ MSE∗ width∗ P∗cover width
∗ P∗cover
Distribution
N(0,1) 0.3 0.6 0.8 2.0 100 1.6 93.1
AS(1) 0.1 0.4 0.5 1.3 100 1.1 93.6
AS(2) 0.0 0.0 0.0 0.0 100 0.0 100
AS(5) 0.0 0.7 1.6 2.6 100 1.9 82.9
True k
1 0.1 0.3 0.3 0.9 100 0.7 95.5
5 0.1 0.6 1.1 2.1 100 1.5 89.3
(200,100) 0.1 0.7 1.3 2.4 100 1.8 86.5
Dimension (100,100) 0.1 0.7 1.1 2.3 100 1.8 86.9
(n, T ) (100,400) 0.1 0.3 0.2 0.8 100 0.7 96.8
(100,1000) 0.1 0.1 0.1 0.2 100 0.2 99.5
The best results, in terms of bias, were obtained for the AS(2) distribution.
Recall from Chapter 2 that its parameters were obtained as the average values of
the estimates for our real data. The worst bias occurred for normally distributed
errors. This may be due to the choice of the value of the robustness parameter
α = 0.75. Note that the very small average bias for the AS(5) distribution is due
simply to the presence of both positive and negative values for the separate cases. No
strong variations of the bias with respect to data dimensions was observed. The bias
appears to be slightly smaller when the true number of factors is 1, perhaps because
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smaller values of the estimates are not possible. Note that, with the exception of
two of the 32 cases, the average mean bootstrap estimate is only within 0.5 of the
bootstrap estimator which is desirable. There is almost perfect correlation between
the average standard deviation and the average MSE, i.e. the main contribution to
the MSE magnitude is the variability of the bootstrap estimates around the point
estimator. Just as expected, the largest error occurs for the AS(5) distribution.
This distribution is characterized by extreme values (in terms of our financial data)
of the characteristic constant α and the scale parameter γ, causing the presence of
many outliers that may not be uniformly selected in the bootstrap resamples. Higher
number of variables and observations appear to be beneficial to reducing the variance
and the MSE, allowing us to hypothesize the asymptotic decline of the error with
increase of dimensions, for the given rule for assigning block lengths, i.e. l =
√
T .
The variability is higher for the case k = 5, perhaps for the same reasons that were
pointed out with regard to the higher bias in this situation.
The estimated coverage probabilities of the bootstrap confidence intervals are
quite satisfactory. When the percentile approach is employed, all confidence intervals
yield perfect coverage, even for the cases where the point estimator is known to be
biased. As expected, the BCa confidence intervals are narrower than the percentile
confidence intervals but also with smaller (unless perfect) coverage probabilities. The
average estimated coverage probability for the BCa confidence intervals in all 32 cases
is 0.924 which is very close to the goal of 0.95. However, in cases where the point
estimators are heavily biased, the BCa has low coverage probabilities, even though
the corresponding widths are large (see AS(5) in Table 3.3).
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Table 3.3: Resampling results for model (3.9). For each of the 32 cases data were generated 100
times. At each run the bias, standard deviation and MSE of the estimator of the number of factors
were obtained, based on 200 resamples. Then these quantities were averaged over the 100 runs.
The list of the distributions used for generating the parameter νi,t from (3.9) are given in Table
3.1. The number of series is n and T is the number of observations. Two types of 95% bootstrap
confidence intervals (BCa and percentile methods) were constructed for each resample. Then their
lower bound(lb), upper bound(ub) and hence widths were averaged over the 100 runs. In addition,
estimated coverage probabilities P̂ ∗cover are also reported.
95 % Percentile CI 95 % BCa CI
Distri n T k Bias
∗ σ∗ MSE∗ lb∗ ub∗ width∗ P∗cover lb
∗ ub∗ width∗ P∗cover
bution
N(0,1) 200 100 1 0.1 0.2 0.1 1 1.9 0.9 100 1.0 1.8 0.8 99
N(0,1) 100 100 1 0.4 0.6 0.6 1 2.9 1.9 100 1.0 2.5 1.5 97
N(0,1) 100 400 1 0.1 0.2 0.1 1 1.8 0.8 100 1 1.8 0.8 100
N(0,1) 100 1000 1 0.0 0.1 0.0 1 1.4 0.4 100 1 1.4 0.4 100
N(0,1) 200 100 5 0.5 0.7 0.9 4.8 7.2 2.4 100 4.4 6.7 2.2 93
N(0,1) 100 100 5 0.1 1.0 2.0 4.3 8.2 3.9 100 4.8 7.8 3.1 72
N(0,1) 100 400 5 0.7 0.9 1.5 5.0 7.9 2.9 100 4.9 6.9 2.0 88
N(0,1) 100 1000 5 0.7 0.8 1.3 5 7.7 2.7 100 4.9 6.5 1.6 96
AS(1) 200 100 1 0.2 0.6 0.5 1 2.7 1.7 100 1.1 2.6 1.5 93
AS(1) 100 100 1 0.3 0.5 0.4 1 2.4 1.4 100 1.0 2.4 1.4 96
AS(1) 100 400 1 0.0 0.1 0.0 1 1.1 0.1 100 1.0 1.1 0.1 99
AS(1) 100 1000 1 0.0 0.0 0.0 1 1 0 100 1 1 0 100
AS(1) 200 100 5 0.1 1.1 1.9 3.3 7.4 4.1 100 3.8 7.0 3.2 77
AS(1) 100 100 5 0.1 0.8 1.0 3.9 6.8 2.9 100 4.0 6.5 2.6 87
AS(1) 100 400 5 0.0 0.1 0.0 5 5.3 0.3 100 5.0 5.2 0.2 97
AS(1) 100 1000 5 0.0 0.0 0.0 5 5 0 100 5 5 0 100
AS(2) 200 100 1 0.0 0.0 0.0 1 1 0 100 1 1 0 100
AS(2) 100 100 1 0.0 0.0 0.0 1 1 0 100 1 1 0 100
AS(2) 100 400 1 0.0 0.0 0.0 1 1 0 100 1 1 0 100
AS(2) 100 1000 1 0.0 0.0 0.0 1 1 0 100 1 1 0 100
AS(2) 200 100 5 0.0 0.0 0.0 5 5.0 0.0 100 5 5.0 0.0 100
AS(2) 100 100 5 0.0 0.0 0.0 5 5.0 0.0 100 5 5.0 0.0 100
AS(2) 100 400 5 0.0 0.0 0.0 5 5 0 100 5 5 0 100
AS(2) 100 1000 5 0.0 0.0 0.0 5 5 0 100 5 5 0 100
AS(5) 200 100 1 0.3 1.0 1.9 1 4.3 3.3 100 1.5 3.8 2.4 72
AS(5) 100 100 1 0.3 0.8 1.1 1 3.7 2.7 100 1.3 3.5 2.2 77
AS(5) 100 400 1 0.1 0.3 0.1 1 2.0 1.0 100 1.1 2.0 1.0 95
AS(5) 100 1000 1 0.0 0.0 0.0 1 1 0 100 1 1 0 100
AS(5) 200 100 5 -0.5 1.8 5.4 1.7 8.7 7.0 100 3.7 8.2 4.5 58
AS(5) 100 100 5 -0.3 1.4 3.6 2.1 7.9 5.8 100 3.6 7.5 3.9 66
AS(5) 100 400 5 0.2 0.4 0.3 5.0 6.3 1.3 100 4.9 6.2 1.3 95
AS(5) 100 1000 5 0.0 0.0 0.0 5.0 5.0 0.0 100 5 5.0 0.0 100
92
3.4.2 Point Estimation Alternatives
We explore empirically the two alternatives to the robust estimation of the number
of factors that we propose: the data trimming and the empirical normalization ap-
proaches. We generate data according to Model 1 (2.12) and Model 2 (2.13) from
Chapter 2. For Model 1 (2.12) we assume three distributions for the matrix of id-
iosyncratic terms: multivariate Student with 1, 2 and 3 degrees of freedom, generated
through division of multivariate normal random variable by independent χ2 random
variable with the corresponding degrees of freedom. The multivariate normal random
variable from the denominator is generated from a multivariate normal distribution
with covariance matrix with elements σi,j = ρ
|i−j| = 0.2|i−j|. The true number of
factors is 5 while the apriori set maximum number of factors is kmax = 10. Data
from Model 2 (2.13) are characterized by 5 true common factor, some cross-sectional
dependence and either none or some autocovariance dependence. Table 3.4 displays
values of the parameters of the two models that were used for simulation.
Table 3.4: Simulation settings for testing alternative point estimation techniques.
Model 1 Model 2
 (n,T ) (k, kmax) ρ ν (n,T ) (k, kmax) (ρ,β, J)
MVT(df=1) (40,100) (5,10) 0.2 N(0,1) (40,100) (5,10) (0,0.1,8)
MVT(df=2) (200,60) t(df=1) (200,60) (0.3,0.1,8)
MVT(df=3) (1000,60) AS(5) (1000,60)
(100,100) (100,100)
(100,1000) (100,1000)
(1000,250) (1000,250)
Table 3.5 contains summary of the point estimation results, averaged by the
dataset sizes. Two levels of trimming were explored. At the stricter degree of trim-
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ming, we leave the middle 80% of the data in each series intact while changing values
in the tails to the 10-th and 90-th percentiles of the data in the corresponding series.
At the more relaxed trimming setup the most extreme 10% of the observations (5%
on each side) are transformed into the 5-th and 95-th percentiles of the series. The
empirical normalization does not accept any parameters, it simply normalizes the
data distribution marginally, in each coordinate. The performance of Onatski’s ED
estimator is also provided for reference.
First, we notice in Table 3.5 that the average accuracy yielded by the trimming
estimator is different, depending on the level of trimming. In almost all cases the
80% level of trimming appears to yield better results. The only exception appears to
be case with Model 2 (2.13) with Gaussian idiosyncratic terms where both trimming
estimators yield the same results. For some of the particular cases that were consid-
ered in this simulation study it appears that the trimming procedure yields better
results than the robust approach. For example, it performs almost twice as better
when data are generated according to Model 2 (2.13) and with Student(df=1) and
AS(5) distributions of the idiosyncratic terms. One can see that large dimension-
to-sample-size ratios do not affect the trimming approach as much as the robust
estimator. However, when data follow Model 1 (2.12) with multivariate Student
distribution, the robust estimator performs at least as well as the better of the two
trimming procedures. Also, note that in the extreme case of multivariate Student
distribution with one degree of freedom, while the 80% trimming yields results that
are similar to the robust estimator, there is a big gap between the robust estimator
and the approach with 90% level of trimming. It appears that there is some optimal
level of trimming but coming up with a way to estimate it would be very difficult
because of the lack of clear objective. The relatively better results after applying
trimming (compared to robust estimation) in Model 2 (2.13) with heavy tails may
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be due to the fact that the the ROBPCA may be more likely to distort the time
dependence of the data. Recall that ROBPCA searches for the least outlying ob-
servations but that is done without taking into account the autocorrelation in the
series which is present in cases like ours, where we impose the AR(1) structure. On
the other hand, adjacent observations that are extreme are likely to remain extreme
after the trimming.
The normalization approach performs reasonably well, compared to the robust
estimator, in the case of Model 2. It is likely that that’s for the same reasons
that were previously pointed out, i.e. that for certain types of distributions the
ROBPCA algorithm may not successfully carry out the initial projection pursuit step
for preliminary dimension reduction. Note that the empirical normalization yields
permutations of the same values (percentiles from the standard normal distribution)
in each variable. Therefore, there is at least some risk that with smaller sample
sizes the empirical normalization may cause extreme decrease in the rank of the
covariance matrix of the transformed data. This may happen if columns of the
transformed dataset appear to be linearly dependent, and may pose a problem for
performing PCA.
3.5 Discussion
In this chapter we continued our work on the problem of determining the number
of factors in approximate factor problems. After demonstrating the relatively good
quality of the estimator that was proposed in Chapter 2, a natural next step was to
try to obtain its sampling distribution. We proposed a novel double block bootstrap
resampling technique which enabled us to approximate the sampling distribution of
our robust estimator. In a series of simulations, we noticed that the resampling
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Table 3.5: Comparison of five different estimation approaches for the number of
factors: the robust estimator (RE), the trimming estimator (TE), the normalization
estimator (NE) and Onatski’s ED estimator. Two versions of TE are suggested:
one that preserves the middle 80% of each series and a second one preserving the
middle 90% of the distribution. The left column shows results based on data that were
simulated according to Model 2 (2.13), for three distributions of the ν term. The
right column corresponds to data simulated according to Model 1 (2.12), when each of
the columns of  have multivariate Student t (MVT) distribution, generated through
division of a multivariate normal random variable with covariance matrix Σ by an
independent and properly scaled χ2 random variable. The covariance matrix Σ has
elements σij = 0.2
|i−j|.
n T RE TE TE NE ED n T RE TE TE NE ED
80% 90% 80% 90%
40 100 31 31 32 26 33 40 100 33 23 9 4 11
200 60 88 86 85 75 99 MVT 200 60 10 19 9 2 11
N(0,1) 1000 60 100 100 100 100 100 (df=1) 1000 60 23 16 3 2 12
100 100 61 61 63 48 84 100 100 26 41 10 1 12
1000 250 100 100 100 100 100 1000 250 100 90 2 10 12
100 1000 97 97 97 86 100 100 1000 100 100 99 93 12
Total 79 79 79 72 86 Total 49 48 22 19 12
n T RE TE TE NE ED n T RE TE TE NE ED
80% 90% 80% 90%
40 100 20 27 9 29 13 40 100 95 76 51 13 4
200 60 16 17 14 31 14 MVT 200 60 68 55 23 7 5
t(df=1) 1000 60 15 31 11 43 14 (df=2) 1000 60 87 54 22 7 5
100 100 18 30 16 31 13 100 100 96 83 50 10 5
1000 250 13 70 39 66 12 1000 250 100 100 100 47 9
100 1000 2 34 33 33 14 100 1000 100 100 100 100 6
Total 14 35 20 39 13 Total 91 78 58 31 6
n T RE TE TE NE ED n T RE TE TE NE ED
80% 90% 80% 90%
40 100 80 61 51 40 3 40 100 100 91 82 43 38
200 60 19 93 70 88 2 MVT 200 60 93 73 55 34 39
AS(5) 1000 60 8 99 79 100 12 (df=3) 1000 60 98 71 54 31 28
100 100 49 88 78 68 2 100 100 99 94 80 43 40
1000 250 56 100 100 100 13 1000 250 100 100 100 62 27
100 1000 100 100 100 97 16 100 1000 100 100 100 100 44
Total 52 90 80 82 8 Total 98 88 79 52 36
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worked well and yielded good results. This was established through constructing
two types of bootstrap confidence intervals. They had very high observed coverage
probability and were, for the most part, of reasonable width. Therefore we claim that
the suggested algorithm can be used both for modeling and inferential purposes.
Another aspect of this chapter was demonstration of two alternatives to the robust
estimator of the number of factors. They are attractive because of their simplicity and
the lack of high computational resource demands. Moreover, we demonstrated that
they work reasonably well, compared to the robust procedure, and even outperform
it under certain circumstances. One drawback of applying the trimming approach
is the necessary choice of the tuning parameter and namely, the level of trimming.
Moreover, we impose threshold on the magnitude of data on both sides, although
it may be the case that outlying observations are likely to occur only in one of the
directions.
Chapter 4
Empirical Normalization for Quadratic
Discriminant Analysis and Classifying
Cancer Subtypes
4.1 Introduction
4.1.1 Background
Binary classification is an important area of machine learning theory. It deals with
the problem of assigning objects to two types (classes) after ‘learning’ important
properties distinguishing one class from another. Each data entity that is used in
classification represents a sample containing certain measurements called features. In
order to ’learn’, an algorithm (classifier) uses a training set, that is a set of samples
along with their known classes. Novel, unseen samples (a test set) are then presented
to the classifier and are used for assessing its capabilities. An important measure
of the efficiency of a classifier is its classification accuracy, that is the proportion of
correctly classified test samples.
A number of techniques for classification have been introduced. Many algo-
rithms rely on formation of discriminants for building classifiers (Hastie et al. (2001),
McLachlan (1992)). Let X = (x1, x2, . . . xd) be a feature vector for a given sample.
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Then for each class the value of the discriminant function δk(X) is computed and the
sample is classified to the class with the highest value of δ. In some methods (linear
classifiers) a linear function of the features assigns scores to each possible class. The
linear discriminant function is δk(X) = βk ·X, that is the dot product between the
feature vector and the vector of weights associated with class k. Examples of lin-
ear classifiers (see Hastie et al. (2001)) are logistic regression, probit regression, the
perceptron algorithm, support vector machines(SVM) and linear discriminant anal-
ysis(LDA). Discriminant functions can also be non-linear, for example in quadratic
discriminant analysis (QDA).
4.1.2 Discriminant Analysis
Let the random variable Y stand for the unknown class label of a given sample and
assume values Y = 1, 2, . . . K where K is the number of classes (2 in the case of
binary classification). Then according to the Bayes classifier a sample is assigned a
class whose likelihood is maximized, that is
Yˆ = arg max
k
δk(X) =
arg max
k∈{1,2,··· ,K}
P (Y = k|X = x) = arg max
k∈{1,2,··· ,K}
P (X = x|Y = k). (4.1)
Now and throughout this chapter we will assume that the prior probabilities of ob-
serving any of the classes P (Y = k), k = 1, · · · , K are all equal. The last equality
in (4.1) follows from this assumption and Bayes’ rule. The Bayes classifies is the the-
oretically best one in terms of minimizing the classification error rate. The problem is
that the class-specific distribution P (X = x|Y = k) is rarely if ever known. There-
fore a possible approach is assuming a specific probability law for the conditional
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distribution of X|Y = k. Classical techniques for conducting binary classification
are LDA, named and introduced by Fisher (1936) and its modification, the Quadratic
Discriminant Analysis. In these two methods entities from both classes are assumed
to follow multivariate normal distributions with either the same (LDA) or different
(QDA) covariance matrices. The appeal to using LDA or QDA for classification are
the close-form analytical expression and straightforward implementation.
Suppose the d features from each class k obey multivariate normal distributions
with means µk and covariance matrices Σk, that is, we can express the densities as
follows:
fk(x) = (2pi)
−d/2|Σk|−1/2e(x−µk)>Σ−1k (x−µk), k ∈ {1, 2}. (4.2)
Therefore, if we want to compare the likelihoods of observing each of the two
classes, we can consider the log-likelihood ratio
log
f1(x)
f2(x)
=
− 1
2
log |Σ1| − 1
2
(x− µ1)>Σ−11 (1− µ1)−
− [−1
2
log |Σ2| − 1
2
(x− µ2)>Σ−12 (x− µ2)] :=
= δ1(x)− δ2(x). (4.3)
Positive values of the expression in (4.3) would indicate the sample belongs to
class 1 and negative ones - to class 2. In practice the means µk, as well as the
covariance matrices Σk are unknown and hence need to be estimated from the training
data:
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µˆk =
1
nk
∑
xi∈ class k
xi , (4.4)
Σˆk =
1
nk
∑
xi∈ class k
(xi − µˆk)>(xi − µˆk) (4.5)
where nk is the number of training samples that to the k−th class.
Note that the discriminant functions from (4.3) are quadratic with respect to x,
and hence the name quadratic discriminant analysis. If the data are assumed to have
a common, non-class specific covariance matrix, the quadratic terms are canceled in
the difference of the discriminant functions and therefore only linear terms remain.
There are some problems with QDA in terms of assumptions or computational
implementation. They are outlined in the upcoming text and call for modifications of
the standard procedure. Nevertheless, QDA is still a popular method used in many
areas among which pattern recognition, medical prognosis and diagnosis, seismology
and by credit risk assessment [McLachlan (1992))].
4.1.3 Problems with classification and parameter space of possible issues.
There are several obstacles when carrying out classification, some of these are inher-
ent to QDA while others are encountered by most methods.
A common issue for most classifiers is high dimensionality paired with small
sample size. For example, typical microarray datasets have thousands of genes while
the sample size is usually in the tens [West et al. (2001)]. Certain feature selection
methods can alleviate the situation but in many cases and for a number of classifiers,
including QDA, even the reduced number of dimensions prove to be too many for
the sample size available.
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One complication arising from the high dimensionality is the estimation of co-
variance matrices. Small sample size often leads to unstable estimates where not all
parameters are identifiable [McLachlan (1992)]. Also, note that the inverses of the
class-specific empirical covariance matrices are essential to using the QDA. However,
due to insufficient number of samples from each class, the empirical covariance matrix
is often singular and hence, impossible to invert in the conventional manner. Even
when singularity is not an issue, the empirical covariance matrix may not necessarily
be a good estimator of the true, theoretical covariance matrix and this leads to errors
in classification. Other ways of estimation of covariance matrices and their inverses
(precision matrices) are sometimes used, often through the means of regularization or
the pseudoinverse method [Hastie et al. (2001), Zhang et al. (2010)]. Furthermore,
notice that for distributions with particularly heavy tails second moments do not
exist and it is not even sensible to discuss theoretical covariance matrices.
One potential source of problems is the critical assumption in QDA that fea-
tures follow multivariate normal distribution. This is rarely if ever true and even
though some deviations from normality are tolerated well, more extreme ones lead
to erroneous classification. Note that the usual normalization (centering and stan-
dardizing) fails for data that are not multivariate normal. Power transforms are
sometimes used for univariate data [Box and Cox (1964)] and Andrews et al. (1971)
extend them to situations where multivariate normality is desired. However, cer-
tain inferential considerations can make them very difficult to use in practice [Velilla
(1993)]. Two frequent characteristics of data with non-normal distributions are skew-
ness and heavy tails. For example, microarray intensities are known to be positively
skewed and heavy-tailed, and generalized Laplace distribution was shown to fit such
data well [Purdom et al. (2005)].
Another parameter on which classification complexity depends is the proximity
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of the distributions of the two classes. If too close, even the theoretically best, Bayes
classifier would not yield good results.
Finally, different datasets and types of data exhibit different relative amount of
noise. In particular, for microarray data it is well known that only certain genes
have significant down- or up- regulation upon a health condition. Hence, the ability
of a classifier (or feature selection procedure) to identify important genes is critical
to achieving high accuracy and avoiding overfitting.
To summarize, data characteristics listed above form a parameter space of com-
plexity of classification with the following dimensions: distance between centers of
the two distributions, deviations from normality, covariance / precision matrix esti-
mation, dimensionality-to-sample-size ratio and amount of noise. Upon presenting
the properties of the method that we propose we will explore thoroughly this param-
eter space through considering datasets that were simulated in a way that thoroughly
explores this parameter space.
4.1.4 Data Normalization for Microarray Data
Developing gene expression-based biomarkers for prediction of tissue types (e.g.,
various cancer phenotypes such as metastatic versus non-metastatic [Wang et al.
(2005); van’t Veer et al. (2003)]) or response to therapy has been important since
the start of gene expression technology development [Golub et al. (1999); Jurisica
et al. (2007)]. Conventional LDA and QDA for binary classification often assume that
features have approximately multivariate normal distributions [Hastie et al. (2001);
Bishop and Nasrabadi (2006)]. Such methods are therefore often suboptimal when
dealing with non-normal and in particular heavy-tailed distributions [Ledl (2004)].
The distributions of gene expression data are often significantly non-normal, and
there is a large array of data normalization methods in use [Parmigiani (2003)]. One
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normalization practice involves applying power transformations to data in the hope
of achieving normality, though these are not always effective [Parrish et al. (2009)].
4.1.5 Empirical Normalization
In this chapter we propose a novel approach for binary classification that we call
empirical normalization for QDA. It is a modification of the classical QDA. We
transform data in each coordinate to standard normal distribution, then estimate
the covariance matrix of the transformed data, for each class, and apply QDA to
transformed data that we assume are multivariate normal. The algorithm is ap-
pealing because of the simplicity of its theoretical foundations and implementation
easiness. Unlike the conventional normalization (centering and standardization or
power transformations) it can be applied to very non-normal data, exhibiting heavy
tails and asymmetry. To some extent, our approach is a rank – based where the
relative order of features across samples is what is used for inference, not the actual
numbers.
4.1.6 Outline of the remaining sections
We evaluate the performance of our procedure through a series of simulation stud-
ies exploring different levels of classification difficulty as outlined above. We con-
sider various degrees of deviations from normality, different distances between the
two distributions’ centers, different sample sizes for a given dimension and different
signal-to-noise ratio values. Classification accuracy is compared against other popu-
lar approaches, such as QDA and SVM. Real data examples are also employed: we
use some cancer classification microarray datasets.
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4.2 Empirical Normalization
4.2.1 Overview
In theoretical probability, mathematical finance and statistics there are methods for
the formation of standardized uniform and Gaussian distributions from arbitrary
joint distributions, known as the method of copulas [Fabien et al. (2003); Genest
et al. (2006)]. Given a random vector X = (X1, . . . , Xd), the formation of uniform
variables from the components of X is done by composing them with their own dis-
tribution functions FXi(x) (assuming these are fully known). The further formation
of Gaussian components is accomplished by composing each of these uniform com-
ponents with the inverse univariate Gaussian distribution function Φ−1( · ). We will
denote such a normalization map which maps a non-normal X into Z with exactly
normal components as Z = Ψ(X), and call Ψ a normalizing map. We study such
maps Ψ as feature maps on datasets D for purposes of classification. For any con-
tinuous random vector X, the above normalizing map Ψ exists and is unique. For a
given dataset D = {xi}ni=1 (viewed as a random sample from a single random variable
X) we construct an empirical approximation to Ψ. Given such an approximating Ψ
(which we denote as an empirical normalizing map), it follows that using this as a
feature map yields a dataset Ψ(D) = {zi = Ψ(xi)}ni=1 of feature vectors with normal
components. Given two such datasets D and D′ (representing two classes to be dis-
criminated), the two corresponding empirical normalizing feature maps will be called
Ψ and Ψ′ (note that primes will not represent derivatives here). These maps can be
used to normalize the two datasets as above in order to derive the (now normal) joint
densities of the transformed feature vectors. Using these densities, likelihood ratios
can be applied to novel test vectors x in order to determine which class they belong
to.
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Thus our copula-based empirical feature maps Ψ and Ψ′ will respectively map
the case and control training datasets D = {xi}ni=1 and D′ = {xi′}ni=1 of feature vec-
tors into datasets Ψ(D) and Ψ′(D′) with manifestly normal (empirical) components.
These empirical feature maps are then fixed and applied in the same way to a test
data point x in order to obtain likelihoods L(x) and L′(x) based respectively on the
normal empirical distributions of the transformed case and control data. There is fi-
nally a likelihood ratio discriminant function h(x) = L(x)
L′(x) to perform the case/control
classification on x.
We will show here that an algorithm implementing the empirical feature maps Ψ
and Ψ′ from case and control datasets D and D′ is simple, and based on the rankings
of a component xi of a novel test feature vector x within the list of the i
th components
of the two training sets, first D and then D′. To this extent, this algorithm allows
the transformation of ranking scores into likelihood scores.
The empirical normalization feature map Ψ transforms non-normally distributed
feature vectors x = (x1, . . . , xn) into feature vectors Ψ(x) = z = (z1, . . . , zn) with
manifestly normal marginal distributions of the zi, which are then further assumed
to have jointly normal multivariate distributions. As mentioned, the key for binary
classification is to perform empirical normalization separately on case and on control
training data, using separate normalization feature maps Ψ′ and Ψ. For a test vector
x, the values of the two multivariate normal density functions are divided to form a
discriminant in the form of a likelihood ratio, which determines the assigned class.
Though such normalizations have been done on genomic data [Peng and Siegmund
(2006); Wang and Huang (2002)], they have not (to our knowledge) been used as
feature maps for classification.
As is shown in the simulation experiments, the performance of this method is
comparable to standard QDA on data that initially have jointly normal distributions.
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However, it is significantly better for non-normal feature distributions, as will be
shown for joint densities given by the multivariate t-distribution and the generalized
Laplace distribution. Experiments with some benchmark bioinformatics datasets
have resulted in overall better performance of the empirical discriminant method
when compared with QDA.
4.2.2 Methodology
Consider training data containing two sets: cases D = {xi}ni=1 and controls D′ =
{xi′}n′i=1, assumed to be selected independently from two underlying probability dis-
tributions µ (for cases) and µ′ (for controls) in a d-dimensional feature space X .
4.2.2.1 Construction of the Feature Map
We first construct the feature map Ψ used to map the case dataset D. The feature
map Ψ : X → Z will map into a new feature space Z of the same dimensionality
d as X , and be defined by the following property. We require that the empiri-
cal distribution µˆ =
∑n
i=1 δxi of the dataset D be mapped by composition with Ψ
into an approximate multivariate normal empirical distribution µˆ ◦ Ψ−1 (defining
µˆ ◦Ψ−1(A) = µˆ(Ψ−1(A)). This requirement is enforced only on the marginal distri-
butions, making this method valid only to the extent that the mapped multivariate
empirical distribution µˆ ◦ Ψ−1 is approximately jointly normal.
Writing sample vectors x ∈ D as x = (x1, . . . , xd) (and similarly for vectors
x′ ∈ D′), we will define Ψ as follows. Let X = (X1, . . . , Xd) be a random vector with
the empirical distribution µˆ of D, i.e., X is a random element xi ∈ D. We define the
first component of our feature map on D as the function
F (X) = FX(X) = FX(X1, . . . , Xd) = (FX1(X1), . . . , FXd(Xd)).
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Here for a random variable X, we define FX(x) = P(X ≤ x) to be its distribution
function. For the discrete empirical random variable Xi with n values, the vari-
able FX(X) is a discrete approximation to the uniform distribution, being a sum
1
n
∑n
i=1 δi/n of equally spaced point masses δi/n at points {i/n : i = 1, . . . , n}. Thus
each component of
F (X) = (Y1, . . . , Yd)
has exactly the above discretized uniform distribution. The further formation of
normal random variables is done by applying the inverse distribution function Φ−1
of the standard multivariate normal. That is,
Φ−1(Y ) = Φ−1(Y1, . . . , Yd) = (φ−1(Y1), . . . , φ−1(Yd))
= (Z1, . . . , Zd) = Z, (4.6)
Where φ(x) denotes the cumulative distribution function of the standard Gaussian
with density
g(x) =
dφ
dx
(x) =
1√
2pi
e−x
2/2. (4.7)
The result is a variable Z = Φ−1(FX(X)) whose marginal densities are standard
normal distributions, discretized into n point masses with equal normal proba-
bilities between them. We define empirical covariance matrix Σˆ = Cov(Z) by
Σˆij = cov(Zi, Zj), which is the sample covariance of Zi and Zj .
As an example, if X represents a biological gene expression array, with Xj the
measured expression of gene j, then Z will represent the normalization of X, with
discretized normal components Zi (in the above sense). To this extent the resulting
Z is jointly normal, i.e., the components have a joint density which is a discretization
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of the density function
ρZ(z1, . . . , zd) = (2pi)
−d/2e−
1
2
zTΣ−1z ≡ G(z). (4.8)
Then the density (4.8) will also be an exact probabilistic representation of the joint
dependences of the components Zj of the mapped feature vector Z = Ψ(X) =
Φ−1(FX(X)). Thus Ψ defines our normalization feature map.
We note that Ψ acts component-wise on coordinates, being a composition of
the functions Φ−1 and FX which also act componentwise. Thus we can write Ψ =
(ψ1, . . . , ψd) for the case dataset D with an analogous function Ψ
′ defined for the
control data. From above, we have ψi(xi) = φ
−1(FXi(xi)).
4.2.2.2 Balancing the Empirical Distributions
For the purpose of balancing the empirical distribution of the feature-mapped dataset
Ψ(D), we modify the above definition to be
ψi(x) = φ
−1 (FXi(x)− 1/(2n)) .
Effectively this moves each point mass in the uniform distribution to the left by an
amount 1/(2n). This balances the resulting empirical uniform distribution about
x = 1/2, and the final normal distribution about z = 0. More specifically, (defining
xij as the j
th component of data point xi), the additional term 1/(2n) still leaves
(for fixed j) the uniformized points {FXi(xij)}ni=1 separated from each other by 1/n,
while the extreme points (for i = 1 and i = n) are separated by 1/(2n) from 0 and
1, respectively. Note also that ψi(xij) = φ
−1(FXi(xij)) are division points of the
same quantiles of the standard normal distribution as the points FXi(xij) are of the
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uniform distribution. Thus the standard normal area between two successive points
in the sequence {ψi(xij)}ni=1 is 1/n, and the areas to the left and right of the extreme
points (i = 1 and n, respectively) are 1/(2n).
4.2.2.3 Forming the Discriminant
Following the above definitions for dataset D, corresponding primed quantities are
similarly defined for dataset D′, in particular with the analogous feature map Ψ′
normalizing D′.
After feature maps Ψ (for case data D) and Ψ′ (for control data D′) are defined,
the marginal distributions of the random variables Z = Ψ(X) and Z ′ = Ψ′(X ′) are
manifestly (discretized) normals, and the feature-mapped datasets Ψ(D) = {zi}ni=1
and Ψ′(D′) = {zi′}n′i=1 have (discretized) standard normal empirical marginal distri-
butions.
The empirical covariance matrices Σ = Cov(Z) and Σ′ = Cov(Z ′) of the z-
data from D and D′, respectively, are then approximations to covariances of the
true multivariate normal distributions of the case and control data (similarly feature
mapped to have normal marginals).
Now we form the discriminant for classifying a test sample x = (x1, . . . , xd) as case
or control. If we knew the true underlying densities L(x) and L′(x) of the case and the
control random variables X and X ′, discrimination would be straightforward. The
assigned class of the test point x would be determined by the discriminant likelihood
ratio h(x) = L(x)
L′(x) with a classification as a case point if h > 1 and a control if h < 1.
Here we form an estimate of the same discriminant h based on the normalized data
Ψ(x) and Ψ′(x).
For a test feature vector x, the likelihood (true density) L(x) (under the assump-
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tion that x is in the case group) takes the form
L(x) =
∣∣∣∣∂z∂x
∣∣∣∣G(z(x)), (4.9)
which is the backward mapping of the normalized density
G(z) = (2pi)−d/2(det Σ)−1/2e−
1
2
zTΣ−1z
in z into the original variable x, using the feature map z = Ψ(x). Here
∣∣ ∂z
∂x
∣∣ is the
Jacobian of Ψ(x), which (since Ψ acts only component-wise) can be written as the
product
∣∣ ∂z
∂x
∣∣ = ∂z1
∂x1
· · · ∂zd
∂xd
= T1(x1) · · ·Td(xd). Since the Jacobian requires existence
of a derivative of Ψ, we use the underlying (non-empirical) Ψ in this formula (defined
as above in terms of the underlying non-empirical random variables Xi, assumed to
be continuous), and then discuss the empirical estimation of these derivatives.
It can be shown that Ti(xi) is an (inverted) ratio of the single variable (non-
empirical) densities, i.e., Ti(xi) =
∂zi
∂xi
=
ρXi (xi)
g(zi)
. Here again we are defining as ρXi(x)
the density of the underlying (non-empirical) Xi, and g(z) is the (standard normal)
density of z given in (4.7).
Thus we can estimate the underlying density function of the case data at the test
point x to be:
L(x) =
∣∣∣∣∂z∂x
∣∣∣∣G(z(x)) = (4.10)
=
∣∣∣∣∂z1∂x1 · · · ∂zd∂xd
∣∣∣∣ (2pi)−d/2(det Σ)−1/2e−zTΣ−1z/2 =
=
ρX1(x1) . . . ρXd(xd)
g(z1) . . . g(zd)
(2pi)−d/2(det Σ)−1/2e−z
TΣ−1z/2 =
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= ρX1(x1) . . . ρXd(xd)(det Σ)
−1/2e−z
T (Σ−1−1)z/2.
This gives the likelihood ratio as (all primed quantities refer to the control dataset
D′):
h(x) =
L′(x)
L(x)
=
ρ′X1′(x1) . . . ρ
′
Xd′(xd) (det Σ
′)−1/2 e−z
′T (Σ′−1−1)z′/2
ρX1(x1) . . . ρXd(xd) (det Σ)
−1/2 e−zT (Σ−1−1)z/2
=
=
ρ′X1′(x1)
ρX1(x1)
· · · ρ
′
Xd′(xd)
ρXd(xd)
ez
T (Σ−1−1)z/2−z′T (Σ′−1−1)z′/2
(
det Σ
det Σ′
)1/2
=
= J1(x1) . . . Jd(xd)e
zT (Σ−1−1)z/2−z′T (Σ′−1−1)z′/2
(
det Σ
det Σ′
)1/2
(4.11)
with Jj(xj) =
ρ′Xj ′ (xj)
ρXj (xj)
representing the direct Jacobian ratio for the jth coordinate
between the case and the control data. That is, Jj(xj) is ratio of the marginal
densities of the control and case data restricted to the jth coordinate only, at the
current value xj in the test feature vector.
Alternatively, we can construct the likelihood ratio by using likelihood expressions
according to the second line of (4.10), i.e. we can write
L(x) =
∣∣∣∣∂z1∂x1 · · · ∂zd∂xd
∣∣∣∣ (2pi)−d/2(det Σ)−1/2e−zTΣ−1z/2 =
= T1(x1) . . . Td(xd)(2pi)
−d/2(det Σ)−1/2e−z
TΣ−1z/2. (4.12)
The likelihood ratio h(x) can be written then as
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h(x) =
L′(x)
L(x)
=
T ′1(x1) . . . T
′
d(xd)(det Σ
′)−1/2e−z
′TΣ′−1z′/2
T1(x1) . . . Td(xd)(det Σ)−1/2e−z
TΣ−1z/2 =
=
T ′1(x1) . . . T
′
d(xd)
T1(x1) . . . Td(xd)
e−(z
′TΣ′−1z′+zTΣ−1z)/2
(
det Σ
det Σ′
)1/2
. (4.13)
In order to avoid computational overhead, we prefer to take the logarithm of h(x)
and compare it to zero, which is equivalent to comparing h(x) to one. Hence, we
obtain the log-likelihood ratio
log h(x) =
d∑
j=1
(
log T ′j(xj)− log Tj(xj)
)−
− 1
2
(
z′TΣ′−1z′ + zTΣ−1z + log (det Σ)− log (det Σ′)) . (4.14)
4.2.2.4 Estimating the Jacobians
We can estimate the value of the Jacobian ratio Jj(xj) empirically as follows. We
first rank the values {xij}ni=1 of the jth coordinates in D into list which we denote as
{xi,j}ni=1, with the (ranked) elements now increasing in i. For the given component
xj in test vector x = (x1, . . . , xd) we compute the empirical estimator
Jj(xj) ≈ xi+k−1,j − xi−k,j
x′i+k−1,j − x′i−k,j , (4.15)
where xi,j denotes the smallest element of (the j
th coordinate of) the control data
set which is larger than xj, with the analogous definition for x
′
i,j relative to xj for
the case dataset. The numerator of (4.15) above represents the distance between
the kth point to the right and the kth point to the left of xj among the (ranked)
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empirical values {xi;j}ni=1 of only the marginal coordinate Xj of the case dataset D.
The denominator is defined similarly for D′ with respect to the same starting value
xj.
However, we have established that in practice (4.15) provides a poor approxima-
tion to the true density ratio when a test point has a coordinate xj that falls in the
tail of either of the two marginal distributions ρXj and ρ
′
X′j
. Such a configuration is
more likely than not to occur if the two distributions are more than minimally sepa-
rated. Therefore since there is no other obvious and accurate way to estimate Jj(xj),
we avoid using (4.11) (or the corresponding log-ratio) for discrimination. Instead, in
the current implementation we base our classification decision on the log-likelihood
ratio (4.14). In order to do this we need to estimate the Jacobian ratios Tj(xj)
empirically and do this analogously to the estimation of Jj(xj), as described above:
Tj(xj) ≈ zi+k−1,j − zi−k,j
xi+k−1,j − xi−k,j . (4.16)
Similarly to (4.15), the numerator of (4.16) represents a neighborhood of 2k points
around the point zj (the j
th coordinate of the image z of the test point x, under the
transformation that empirically normalizes the case data), while the denominator
is the corresponding neighborhood around xj within the training set of cases. The
T ′j(xj) terms are estimated in the same fashion, employing a neighborhood around
the test point within the training set of controls (denominator) and a neighborhood
of the same cardinality around the normalized test point (numerator). When it is
impossible to find a 2k−neighborhood of training data points that is centered at
the test point, we select less than k points ‘to the left’ of xj and balance with more
than k points ‘to the right’, or vice-versa. Estimation of the Jacobian ratios Tj in
this manner is more accurate than the estimation of Jj outlined above, since the
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‘tail effect’ of sparsely spaced points cancels out: if a point is in the tail of a given
distribution, it will also be in the tail of the normal distribution yielded by the
normalization procedure.
We note that the empirical normalization method can be sensitive to the width of
the neighborhood within which the Jacobian is estimated. Optimal values of k can be
found through cross-validation. We observe that the more heavy-tailed the original
distribution is, the smaller the neighborhood is needed to estimate the Jacobians
well.
4.2.3 Covariance Matrix Estimation
Note that the sample covariance matrix Σˆ of the normalized data is needed, so that
it’s determinant and inverse are used in the analytical expression (4.20) for the mul-
tivariate normal densities of the two multivariate normal(ized) distributions. In such
situations (dealing with standard multivariate normal distribution), the conventional
estimator of the population covariance matrix is the carried out through maximum
likelihood estimation:
Σˆ =
1
n
n∑
i=1
XiX
T
i . (4.17)
where X¯ is the sample mean. Note that the difference between (4.17) and the
expression for the unbiased estimator is the factor in front of the sum. In the unbiased
estimator the denominator of this factor is replaced by n−1, however for large sample
sizes the two values are very close to each other.
Aside from the very rare circumstances where the sample size is significantly
larger than the number of features, the empirical covariance matrix (4.17) may be
a poor approximation of the true covariance structures. Moreover, for sample size
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comparable or smaller than the number of variables, inversion of the sample covari-
ance matrix is impossible due to singularity. In both cases we offer a solution that
dramatically improves performance.
Instead of estimating the sample covariance matrix in the conventional way, we
employ estimates of the inverse of the covariance matrix or the so-called precision
matrix Ω = Σ−1. In terms of Ω the density of the standard multivariate normal
distribution can be written as
G(z) = (2pi)−d/2(det Σ)−1/2e−z
TΣ−1z/2 =
= (2pi)−d/2(det Ω)1/2e−z
TΣ z/2 (4.18)
and we can incorporate (4.18) into the computation of likelihoods in (4.11).
The two algorithms for estimation of Ω that we consider are the the method of
constrained l1−minimization for inverse matrix estimation (CLIME) due to Cai et al.
(2011), as well as the tuning-insensitive approach for optimally estimating Gaussian
graphical models (TIGER) of Liu and Wang (2012). Both of these methods compute
the precision matrix through imposing special sparse structure on the estimates.
The optimization problem solved by CLIME is
min‖Ω‖1, s.t. ‖SΩ− I‖∞ ≤ λ (4.19)
where ‖·‖1 and ‖·‖∞ are the element-wise 1−norm and ∞−norm respectively and λ
is a tuning parameter. The preliminary result Ωˆ1 = (ωˆ
1
ij) is generally not a symmet-
ric matrix, so the symmetrization is done subsequently through choosing Ωˆ in the
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following way:
ωij = ωji = ωˆ
1
ij1{|ωˆ1ij| ≤ |ωˆ1ji|}+ ωˆ1ji1{|ωˆ1ij| > |ωˆ1ji|},
i.e. the value assigned to ωˆij and ωˆji is the one among ωˆ
1
ij or ωˆ
1
ji, which has smaller
magnitude. Cai et al. (2011) show that their precision matrix estimator is generally
more sparse and superior to other methods in terms of consistency of estimation
and accuracy when used for QDA. It is also shown that the performance is not very
sensitive to the choice of the tuning parameter λ.
The TIGER algorithm employs the SQRT-Lasso method of Belloni et al. (2011)
and estimates sequentially each column of the precision matrix Ω. A tuning param-
eter is used but Liu and Wang (2012) establish its optimal value and thus call their
procedure tuning-insensitive. They also show that their algorithm achieves optimal
rates of convergence under different norms.
4.2.4 Equivalence with Density Estimation
This classification procedure can be considered equivalent to a density estimation-
based method done separately for the control and for the case data, in sense of
equation (4.9). That is, the inverse feature map Ψ−1(z) composed with the empirical
Gaussian density G(z) of the normalized feature vector z = Ψ(x) yields the inferred
density function L(x) with marginal distributions ρXi(xi). We recall again that under
a map Ψ−1(z) : Z → X of a variable z in a base space Z, a probability density G(z)
on Z is transformed into the density L(x) on X defined by L(x) in (4.9). Thus (4.9)
is an imputed joint density of the case data vector X in the variable x, based on the
normalization feature map Ψ(x). Thus the likelihood ratio (4.11) is simply the ratio
of the imputed densities for the case and control distributions.
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4.2.4.1 This is a Ranking-Based Approach
As suggested above, this approach can be viewed as a ranking-based method. This
holds to the extent that for any given test data point x = (x1, . . . , xd), we need
only know the ranking of each test component xj among the j
th features {xi,j}ni=1
in the case data D = {xi, yi}nj=1 and also in the control data D′ = {x′i, y′i}n′i=1.
The jth component zj = ψj(xj) of the feature mapping Ψ can then be computed
directly by converting (for each fixed j) this ranking into a standard Gaussian density
percentile via the mapping r(x) → φ−1(r(x)), where r(x) = R(x)
n
, is the normalized
ranking of x, and φ is the cumulative distribution function of the standard univariate
Gaussian distribution. Here R(x) is the ranking (with 1 representing smallest and n
representing largest) of the number xj in the set Dj (of all j
th components of vectors
in D) which is closest to x from above. Applied individually to all components of a
feature vector x, we denote the ranking transformation by z = Φ−1(r(x)) (Φ as in
(4.6) is the standard Gaussian distribution function in d dimensions). Note that the
empirical distribution of z is a (discretized) normal, with each component having a
standard normal empirical distribution.
If we ignore the Jacobian factors (4.16) between the feature values xj and their
normalized values zj, then (for both the control dataset D
′ and the case dataset
D) this mapping for each component xj allows purely ranking-based classification
of any new data point through the comparison of the values and G(Φ−1(r(x)))
G′(Φ−1(r′(x))), which are the Gaussian empirical density functions of the rank-
normalized case data sets, Φ−1(r(D)) with D replaced by D′ for the control data.
Here again
G(z) = (2pi)−d/2(det Σ)−1/2e−z
TΣ−1z/2, (4.20)
where Σij = cov(Zi, Zj), with Zi the empirical random variable normalized from the
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empirical random variable Xi, here for the case dataset. Replacing G and Σ by their
primed counterparts gives the formula for the case dataset D′.
This purely rank-based discriminant, defined as h¯(x) = G
′(Φ−1(r′(x)))
G(Φ−1(r(x))) is equivalent
to (4.11), with omission of the ratio of Jacobian factors. It nevertheless provides
a novel way to impute probabilities (likelihoods) to ranking-based comparisons for
classification purposes, in particular when there is reason to believe that the case and
control populations have approximately normal marginals with similar variances for
the same features. The discriminant h¯(x) not only takes relative values of ranking
vectors r(x) into account, but also incorporates the correlations of rankings through
the Gaussian model (4.20). The formation of such rank-based discriminants will be
discussed in more detail in future work.
4.3 Performance Characteristics of the Algorithm
4.3.1 Simulated Data
Generally a new algorithm is developed in order to perform well in certain subtypes
of problems rather than in all problems of a given class. In our case the universe of
classification problems has become so large that it is incumbent on us to examine
the performance of the algorithm in the parameter space of possible problems in a
methodical way. We will consider the problem characteristics that we outlined earlier
and vary them in order to organize this information.
Scenario 1: Varying Distances between Centers and Deviations from Nor-
mality. The first set of tests which we denote as Scenario 1, involves investigating
the algorithm’s performance as a function of: deviation from normality, distance be-
tween centers of the distributions and variations in sample size and dimension. We
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will study here for both the case and control distributions, the multivariate normal
(MVN) and the multivariate t (MVT), with one through three degrees of freedom.
In the Gaussian (normal) case we will use the zero vector as the mean of the case
data and vary the center of the control data by the parameter ∆µ ∈ {0.25, 0.5, 0.75},
in all coordinates. The covariance matrices of both of the MVN distributions will be
identity matrices. The variables with multivariate t distribution will be generated by
dividing MVN variates by scaled independent χ2 random variables, with the desired
degrees of freedom. Then we will shift the distribution of the controls by ∆µ. In this
experiment we consider feature spaces of 2, 5, 10, 50, 100 and 250 dimensions. For
each dimension d the sample sizes that we employ are d/2, d, 2d and 5d (with the
exception of the 2-dimensional case, where we omit the d/2 sample size. Here and
throughout this section, we denote by sample size the number of data points from
each class used for training. The number of test points, for each simulation setup in
all scenarios, is set to 100. Another input parameter is the neighborhood of points
from a training set and around a test point used for estimation of transformation
Jacobians. Here and throughout this section we use neighborhoods comprising 20%
of all training samples from a given class for estimating this Jacobian.
We will compare the performance of the empirical normalization approach to
that of classical QDA and quadratic kernel SVM, with a least squares optimizer.
Note that both our algorithm and QDA are feasible only for sufficiently large sample
sizes. That is required so that the inversion of the sample covariance matrix (of the
original data in the case of QDA and of the transformed data under normalization
method) is feasible. At each run three performance values yielded by our method
are produced: one is obtained from direct use of the sample covariance matrix of the
transformed data, while the other two use the precision matrix estimates yielded by
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the CLIME and TIGER algorithms1. Model parameters are summarized in Table
4.1. We generate data according to each abovementioned combination of model
parameters, perform test classification, and average the accuracy over 100 runs. The
training and test sets are balanced, i.e. contain equal numbers in both classes. Test
samples are of size 200 (with 100 elements from each class). Later in this chapter we
will elaborate on the sensitivity of the inference with respect to the type of Jacobian
estimation done.
Table 4.1: Simulation settings for Scenario 1.
The results from the Scenario 1 experiments are given in Table C.1 from the
Appendix. Missing values occur for situations where sample sizes are not large
enough to produce positive-definite covariance matrices and thus do not allow for
classical QDA, so that our normalization procedure cannot be used. However, the
two regularization approaches perform well under such circumstances.
Not surprisingly, all of the four methods tested benefited from increasing the
distance between centers of the two (case and control) distributions. Classification
accuracies also increased with the sample size. Note that both the TIGER and
CLIME methods work under all combinations of dimensionality and sample size.
Their performance, in terms of accuracy of the empirical normalization classifier,
1Both techniques are implemented in the R package flare available at http://cran.r-project.
org/web/packages/flare/
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was similar. However, we observed that CLIME works as many as 5 times more
slowly than TIGER in higher dimensions; hence we will prefer to report results
from TIGER in our simulation studies. It is interesting to note that our empirical
normalization procedure benefits from using CLIME and TIGER even when sample
sizes are large enough for direct estimation of sample covariance matrices. This is
due to the special structure of the precision matrix estimates and, in particular their
constructed sparseness.
Through almost all cases, the accuracy yielded by our method is higher that
that of classical QDA, which might be expected in particular with the cases of non-
normal distributions. The largest differences in performance occurred when features
followed the MVT(df=1) distribution. Thus the empirical normalization method can
successfully overcome problems with lack of normality, even with distributions that
have heavy tails. It should be pointed out that in many cases, SVM performance
dominates that of the the empirical normalization procedure, which is not surprising
in cases where optimal discriminant surfaces are close to linear or quadratic. But
even in these cases the differences are not large even where they are consistent.
However, when data are normal, accuracies yielded by our method are higher, and
in cases where discriminant surfaces cannot be well approximated by quadratic ones
our methods dominate as well.
Scenario 2: Unusual Separating Surfaces. Under this scenario we consider dis-
tributions of pairs of classes that are not easily separable by quadratic surfaces. We
compare again performances of the empirical normalization classifier (with TIGER
estimation of precision matrices), against QDA and SVM. For this purpose we gener-
ate data from three distributions: MVN, MVT(df=3) and MVT(df=1), with special
values of the distribution parameters. For data dimensionality d, the means µi and
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covariance matrices Σi of the two MVN distributions as well as of the MVN compo-
nents used for generation of the MVT variates are as follows:
• µ1 = (0, 0.25 d, 0, 0.25 d, . . .) and µ2 = (0.25 d, 0, 0.25 d, 0, . . .).
• Σ1 = diag(c d2, c d2, . . .) and Σ2 = diag(0.3 d2, 0.3 d2, . . .). Here c = 0.8 for
MVN data, c = 2 for MVT(df=3) and c = 5 for MVT(df=1).
The purpose of this directed choice of parameters is two-fold. On one hand, we
wish to use parameter values that yield reasonable Bayes classification accuracies
that are not too low or high. This is the reason that the means and covariance
matrices must depend on d. On the other hand, we have tried to construct distribu-
tions not easily separable by quadratic surfaces, which are the native discrimination
surfaces for QDA and SVM. This is accomplished by the alternation of the succes-
sive coordinates of the means of the control distributions. For each combination of
distributions, dimensionalities and sample sizes, a hundred pairs of datasets (cases
and controls) were simulated. Results are presented in Table 4.2.
Here again larger sample sizes are associated with higher accuracies of the em-
pirical normalization classifier. This however is not always true with QDA and SVM
when data are generated from MVT distributions. Larger samples, in combination
with distributions that are not easily separable by quadratic hyperplanes, appear
to affect adversely the capabilities of QDA and SVM in such cases. In the lower-
dimensional multivariate normal cases the best accuracies are yielded by QDA. This is
natural given QDA assumes normality. However, for larger dimensions our technique
performs significantly better than QDA, perhaps due to the quality of covariance ma-
trix estimation. Compared with SVM, the empirical normalization method usually
yields results that are better for larger sample sizes, whether or not this holds for
smaller numbers of training samples, for a given dimension. Note that in cases where
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Table 4.2: Classification accuracies for Scenario 2 simulations.
d = 250 and d = 500, when data are generated from the MVT (df=1) distribution,
SVM outperforms the empirical normalization classifier. This is due to the high sen-
sitivity of our method to the choice of neighborhood sizes for estimating Jacobians
when data are heavy-tailed. This sensitivity can be overcome either by larger sam-
ple sizes (larger than 1000 when d = 250 and d = 500) or through coming up with
optimal widths of neighborhoods used for the numerical estimations of Jacobians.
Upon attempting various widths of such neighborhoods we noticed that differences
in accuracies between the two methods (SVM and empirical normalization) can get
very small or even vanish. Choosing optimal neighborhoods for Jacobian estimation
will be explored in future research.
Scneario 3: Same Centers, Different Scatter. This set of examples studies
situations where both distributions have the same centers. We would like to explore
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the capabilities of the empirical normalization classifier in such situations, through
fixing the covariance matrix of one of the distributions and gradually increasing the
feature variances in the other distribution. For sufficient differences in variances one
of the distributions effectively has multidimensional support that is contained in the
support of the other distribution.
We consider again data following the MVN, MVT(df=1) and MVT(df=3) distri-
butions, in 10, 50 and 200 dimensions, with varying sample sizes. Both distributions
are centered at the origin (µ1 = µ2 = 0) and one (case data) has an identity covari-
ance matrix Σ, while the covariance matrix of the second (controls) is cΣ for the
MVT distributions and 0.2 cΣ for the MVN distribution. The values c of variances
of the control features are 2, 5, 10, 25 and 50. For each of these values and for the
various distributions, dimensionality and sample size values, we simulated fifty pairs
of datasets from both classes and computed classification accuracies via the empirical
normalization method (with TIGER precision matrix estimation), QDA and SVM.
Results can be found in Table 4.3. Higher values of c enhance the classification
accuracy yielded by all three techniques. However, the rate of improvement is dif-
ferent across methods. The empirical normalization approach and QDA appear to
benefit equally well from differences in variances, much more than SVM. This is most
likely due to the fact that in such situations (when one distribution is ‘inside’ an-
other) SVM cannot build appropriate discrimination surfaces. Moreover, for a given
dimensionality d and fixed value of the constant c, SVM fails to perform better (and
sometimes even does worse) when larger training sets are used.
Scneario 4: Inreasing Feature Dependence. In this last set of simulations
we gradually increase pairwise dependences in features and observe how this reflects
on the performance of the empirical normalization approach and the two competing
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Table 4.3: Classification accuracies for Scenario 3 simulations. Both distributions
have zero means µ1 = µ2 = 0. The distribution of the class of cases has identity
covariance matrix Σ while the covariance matrix of the controls is cΣ for the MVT
distributions and 0.2 cΣ for the MVN distribution.
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methods, QDA and SVM. The three distributions that we consider are, as in the
previous two scenarios, MVN, MVT(df=1) and MVT(df=3). Means µ1 and µ2 have
the same values as in Scenario 2, namely µ1 = (0, 0.25 d, 0, 0.25 d, . . .) and
µ2 = (0.25 d, 0, 0.25 d, 0, . . .). The covariance matrices Σ1 and Σ2 have the same
diagonal elements as in Scenario 2: σi,i = c d
2 for cases and σi,i = 0.3 d
2 for controls,
where c = 0.8 for MVN data, c = 2 for MVT(df=3) and c = 5 for MVT(df=1). In
fact, we keep Σ1 diagonal (as before) while we gradually increase the off-diagonal
elements of Σ2. Their general form is σi,j = 0.3 d
2 ρ|i−j| and we sequentially use the
following values of ρ: 0, 0.3, 0.6, and 0.9.
Results from this set of simulations are presented in Table 4.4. All three methods
benefit from increased pairwise dependencies. This is due to the fact that in all
2-dimensional projections, for a given distribution, points are more closely clustered
along a curve (line in MVN distributions) which, when generalized in d dimensions,
makes classes more easily separable. Another intuitive explanation is that with
higher correlations the number of effective variables is smaller, and prediction may
become easier. Rates of accuracy improvements are different for the different meth-
ods, but there does not appear to be any pattern of relative performance of the
classifiers with respect to distributions or dimensions and sample sizes. Additional
work is needed to address how increasing pairwise dependence between features af-
fects dependence between their empirically normalized counterparts, and how this is
reflected in classification accuracy.
4.3.2 Experimental Data
There are a number of current works on classification of cancer phenotypes featur-
ing robust dimensionally reduced feature sets. One recent example is due to Bi-
enkowska et al. (2009) using so-called convergent random forests (CRF) for feature
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Table 4.4: Classification accuracies for Scenario 4 simulations.
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selection and classification. Another method is due to Geman et al. (2004); Tan
et al. (2005); Geman et al. (2008). Bienkowska et al. (2009) identified a set of eight
genes which differentiated breast cancers that later metastasized from ones that did
not metastasize [Jurisica et al. (2007)]. We used a well-defined subset of seven of
these gene expressions to predict metastasis in the same breast cancer dataset. In
addition, the Singh et al. (2002) prostate dataset (cancer versus normal) was studied
by Bienkowska et al. (2009), using 5 significant genes, again using convergent ran-
dom forest. The percentage accuracies for these dimensionally reduced benchmark
datasets (d = 7, 5 respectively) in Bienkowska et al. (2009), including our empirical
normalization method (E) along with QDA and SVM are in Table 4.5. Mimicking
the reference paper, training and test data are randomly selected in the prostate
cancer dataset but are predefined for the breast cancer dataset. For the prostate
cancer dataset all methods have similar performances. However, with the breast
cancer dataset the accuracy of the empirical normalization method dominates that
of the CRF and even more so the SVM and QDA accuracies.
Finally, we also tested the performance of the empirical normalization classifier
on a colon cancer data (cancer versus normal tissue discrimination) also studied in
Alon et al. (1999). This contains expression levels of 2000 genes, arranged into 62
samples (40 cases and 22 controls). Because of the high dimensionality of the data,
we performed feature selection by choosing the 100 genes with best Fisher scores. We
applied the empirical normalization classifier and the SVM on the resulting dataset
through leave-one-out cross-validation (LOOCV). For each fixed sample the classifier
was trained on the other 61 samples, and accuracy was assessed as the average of the
binary 0-1 classification outcomes. The accuracy yielded by empirical normalization
was 82%, much higher than the 69% obtained by SVM on the same dataset with the
same features. Accuracies are likely to increase with improved feature selection, as
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shown by Tan et al. (2005). There, the SVM performance was measured on the same
dataset with a higher number of features, resulting in the better SVM performance.
The primary algorithm studied in this work, the k-TSP algorithm, had an accuracy
of 91%, demonstrating that the feature selection method associated with it can have
high performance when it is implemented. A later direction might be to combine
the k-TSP feature selection method with the empirical normalization approach, in
order to determine what if any improvements in performance exist over the standard
k-TSP method.
Table 4.5: Classification accuracies yielded by QDA, CRF, SVM and the empirical
normalization approach for two microarray datasets.
QDA(Q) CRF SVM(S) EMP(E)
Prostate 94 95 93 94
Breast 79 84 68 89
Colon - - 69 82
4.4 Discussion
An advantage of empirical normalization discriminant analysis is that it is invari-
ant under monotonic transformations of features xi (and to that extent is again a
rank-based method). It works well with non-normally distributed data, is easy to
implement, and forms a straightforward rank-based algorithm for computing likeli-
hood ratios. However, a drawback is the current necessity of prior feature selection to
reduce dimensionality, since estimation is troublesome when the number of features
is too high compared to the sample size. However, as demonstrated in the simulation
studies, this problem is partially alleviated through using regularization procedures
for estimation of precision matrices.
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Classification based on empirical density estimation can be problematic when
the number of features exceeds the number of samples. This can be addressed by
reducing numbers of parameters in density estimates, which is effectively what is
done here using empirical normalization marginals. In d dimensions, once marginal
empirical normalizations are fixed, if the normalized data are jointly normal, then
only empirical covariance parameters in the (case and control) covariance matrices
Σ and Σ′ must be determined from case and control data D and D′.
In theory an empirical likelihood ratio of this type should be valid in arbitrary
dimension d. Nevertheless, a ratio based on such effective density estimates can
involve very small denominators and suffer instabilities for large d. Thus values of d
should ideally be kept small via feature selection. One alternative to be investigated
for stabilizing such results involves use of fixed additive constants (‘pseudocounts’)
to increase small denominators.
A more serious limitation is related to the fact that the constructed univari-
ate normal distributions may not necessarily join together as multivariate normals.
There are goodness-of-fit statistical tests for multivariate normality of the feature
mapped vectors z = Ψ(x), but such tests may be insufficiently sensitive and diffi-
cult to interpret. After empirically guaranteeing normal marginals, determining how
a potential lack of joint normality in data vectors z can affect classification is an
important topic for further investigation.
Chapter 5
Conclusion
This dissertation introduces techniques devised to overcome problematic situations
when data deviate from distributional assumptions, pertinent to two areas of multi-
variate statistics.
The first focus of this dissertation has been an analysis of approximate factor
models, often used for modeling dynamics of multiple financial assets through time.
In Chapters 2 and 3 we have considered the crucial issue of determining the number
of factors in such models. Popular estimators of numbers of factors usually assume
normal distributions of data and resort to principal component analysis, where final
variance and lack of outlying observations are crucial. Such restrictions are usually
unreasonable when modeling asset returns, which are known to be heavy-tailed. As
shown in Chapter 2, we overcame the potential consequences of violations of distri-
butional assumptions by developing an estimator through the following two steps.
First, we employ the robust principal component method of Hubert et al. (2005)
that allows us to successfully deal with outlying observations in data. This algo-
rithm yields eigenvalues of the robust analogue of the sample covariance matrix.
These have convenient relative magnitudes, consistent with the pattern observed in
eigenvalues of sample covariance matrices for data with multivariate normal distri-
butions. The eigenvalues are then used in a procedure whose output is the estimated
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number of factors. This second step is an analogue of the scree plot method of
Cattell (1966). However, unlike the usual technique, it is analytical (as opposed to
visual) and hence automatic and not subjective. The capabilities of the approach
are demonstrated in a series of simulations devised in a way that mimics dynamics
of real financial data. In almost all cases from the model parameter space, the per-
formance of the robust estimator is at least as good and often significantly better
than that of the competing estimators of Onatski (2010) and Bai and Ng (2002),
which appeared to be the most accurate and popular published results as of the time
of completion of this dissertation. The most important significance of our work on
the estimation of the number of factors is that the approach works well with data
arising from heavy-tailed distributions. These have been often ignored in statistical
inference on approximate factor models. Moreover, we achieved particularly good
results (much better than results of the competing estimators) in cases where data
follow alpha-stable distributions which are known to fit asset returns well.
There are several unanswered questions in the present work that can be explored
in the future. One direction of work is to explore the capacity of the robust estimator
when applying it to other type of data, perhaps even to data that do not necessarily
follow approximate factor models. It would also be beneficial to provide a theoretical
framework for conditions that would guarantee good performance of the estimator.
Another next step would be to test the accuracy of the proposed approach for real
data with known number of factors. In addition, it would be interesting to assess
the usability of the proposed estimator in real-data applications that employ some of
the implications of approximate factor models, and hence require estimation of the
number of factors.
Following establishment of the qualities of the point robust estimator of the num-
ber of factors, Chapter 3 introduced means for studying its sampling properties. Since
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deriving the theoretical sampling distribution of the estimator is very difficult, we
established a non-parametric resampling approach for approximating it. This was
achieved through an innovative double bootstrap method that resamples sequen-
tially in the time domain (using block bootstrap) and cross-sectionally. For each
resample the number of factors is estimated, hence the approximate sampling distri-
bution of the point estimator is yielded. Having obtained the approximate sampling
distribution of the estimator allows construction of bootstrap confidence intervals
and testing of hypotheses about the number of factors. The appropriateness of the
proposed sampling approach was demonstrated via simulation study of bootstrap
confidence intervals for different data distributions and model parameters. Boot-
strap confidence intervals were shown to be of reasonable width and, in most cases,
with very high coverage probabilities. The significance of these results is two-fold.
First, there has been no published work on such double bootstrap scheme or even
block bootstrap for many series, with blocks aligned across series. Second, no au-
thor who has worked on determination of the number of factors, has also considered
obtaining sampling distribution of their estimator. A natural next step would be
to study the theoretical properties of the approximate sampling distribution that is
obtained through the proposed method, along with conditions prescribing situations
when it would be appropriate. In addition, one can explore ways to obtain optimal
block lengths, as well as modified procedures for construction of bootstrap confidence
intervals under this special double bootstrap approach.
Another aspect of Chapter 3 was introduction of two alternatives to the ROBPCA
component of the proposed method for determining the number of factors. The first
alternative method involves trimming of data in a way that transforms extreme ob-
servations to values that are less outlying. The second approach is to normalize
data empirically using the approach that was described in Chapter 4. After trans-
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forming data through either of these techniques, the empirical covariance matrix is
computed and its eigenvalues are used for estimation of the number of factors. It was
shown that in some situations the trimming and normalizing procedures (which are
simpler and less resource-consuming than ROBPCA) might be the preferred step in
the estimation. Further research is needed for establishing data-driven criteria that
prescribe which of the three methodologies would yield better results.
The second part of this dissertation (Chapter 4) introduced a new method for
binary classification that is related to classical quadratic discriminant analysis. How-
ever, unlike conventional QDA, our approach can handle situations where data dis-
tributions significantly deviate from normality. Feature spaces where data lie are
empirically transformed to other spaces where transformed data follow multivari-
ate normal distributions. This map allows for application of classical QDA to the
transformed data, which is how discrimination between the two classes is achieved.
Jacobians of both transformations are also employed in the discrimination function.
Similar empirical normalization methods have been used in other areas in the past,
but we are the first to employ such transformations in binary classification. The
merits of the approach were evaluated in a series of simulations in different regimes,
and compared to the capabilities of two other popular methods, classical QDA and
support vector machines. The empirical normalization method yields results that are
similar in accuracy to the output from QDA and SVM, when data follow multivari-
ate normal distributions or when the two classes are easily separable by quadratic
hyperplane. However, if either of these conditions is violated, there are many regimes
where the empirical normalization method yields higher classification accuracies, es-
pecially when data follow heavy-tailed distributions. A very important characteristic
of the empirical normalization approach to classification is that, in cases when dis-
tributions of the two classes differ only by their center locations, Jacobians of the
135
transformations can be ignored. That way, the method becomes purely rank-based,
where ranks of observations of each feature across coordinates are important and the
actual values are irrelevant. Another significant feature of the proposed approach
is its consistency-for sufficiently large sample sizes it attains the optimal Bayes ac-
curacy. The proof of this last claim will serve as the subject of future research.
Another possibility for enhancement of the empirical normalization method is im-
proving the estimation of transformation Jacobians. This can be achieved through
optimal selection of widths of the neighborhoods that are used for this numerical
estimation.
In this dissertation, we have tried to address one of the most vexing questions in
statistical modeling, which is how to build models for data that do not necessarily
follow the traditional Gaussian framework. We provided some solutions to this ques-
tion in two important contexts; but as is usually the case, new questions were also
opened up for exploration. That said, it is our hope that the present work makes
important contributions in advancing the scientific inquiry.
Appendix A
Robust Estimation of the Number of
Factors: Simulation Results
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Table A.1: Percentages of underestimation and overestimation of the number of
factors, as well as mean and standard deviation of the estimated number of factors,
yielded by the robust estimator (RE), Onatski’s ED and Bai and Ng’s PCp1 and
ICp1 estimators, for the model Xn×T = Λn×k Fk×T + n×T . Here each column of  has
multivariate normal distribution with covariance matrix Σ where Σi,j = ρ
|i−j|. Results
are based on 500 simulations for each combination of the values of the parameters.
 
 
    % Underestimation / % Overestimation Mean (Standard Deviation) 
ρ      N     T k kmax RE ED PCp1 ICp1 RE ED PCp1 ICp1 
0.2 20 100 1 10 0 / 2 0 / 3 0 / 100 0 / 0 1(0.2) 1(0.2) 9.2(0.6) 1(0) 
0.2 50 100 1 10 0 / 0 0 / 2 0 / 56 0 / 0 1(0) 1(0.2) 1.6(0.6) 1(0) 
0.2 100 50 1 10 0 / 0 0 / 2 0 / 27 0 / 0 1(0) 1(0.2) 1.3(0.5) 1(0) 
0.2 100 100 1 10 0 / 0 0 / 2 0 / 0 0 / 0 1(0) 1(0.4) 1(0) 1(0) 
0.2 100 1000 1 10 0 / 0 0 / 0 0 / 0 0 / 0 1(0) 1(0) 1(0) 1(0) 
0.2 1000 50 1 10 0 / 0 0 / 0 0 / 0 0 / 0 1(0) 1(0.1) 1(0) 1(0) 
0.2 20 100 3 10 0 / 0 0 / 1 0 / 100 0 / 0 3(0) 3(0.1) 9.4(0.6) 3(0) 
0.2 50 100 3 10 0 / 0 0 / 0 0 / 11 0 / 0 3(0) 3(0.1) 3.1(0.3) 3(0) 
0.2 100 50 3 10 0 / 0 0 / 1 0 / 4 0 / 0 3(0) 3(0.1) 3(0.2) 3(0) 
0.2 100 100 3 10 0 / 0 0 / 1 0 / 0 0 / 0 3(0) 3(0.2) 3(0) 3(0) 
0.2 100 1000 3 10 0 / 0 0 / 0 0 / 0 0 / 0 3(0) 3(0) 3(0) 3(0) 
0.2 1000 50 3 10 0 / 0 0 / 1 0 / 0 0 / 0 3(0) 3(0.1) 3(0) 3(0) 
0.2 20 100 5 10 2 / 0 0 / 1 0 / 100 0 / 1 5(0.2) 5(0.1) 9.6(0.5) 5(0.1) 
0.2 50 100 5 10 0 / 0 0 / 0 0 / 1 0 / 0 5(0) 5(0.1) 5(0.1) 5(0) 
0.2 100 50 5 10 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
0.2 100 100 5 10 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
0.2 100 1000 5 10 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0.1) 5(0) 5(0) 
0.2 1000 50 5 10 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
0.2 20 100 5 20 4 / 0 100 / 0 0 / 100 0 / 100 5(0.2) 0(0) 20(0) 20(0) 
0.2 50 100 5 20 0 / 0 0 / 1 0 / 100 0 / 0 5(0) 5(0.1) 13.4(0.8) 5(0) 
0.2 100 50 5 20 0 / 0 0 / 1 0 / 100 0 / 0 5(0) 5(0.2) 13.1(0.8) 5(0) 
0.2 100 100 5 20 0 / 0 0 / 1 0 / 83 0 / 0 5(0) 5(0.1) 6(0.6) 5(0) 
0.2 100 1000 5 20 0 / 0 0 / 1 0 / 0 0 / 0 5(0) 5(0.1) 5(0) 5(0) 
0.2 1000 50 5 20 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0.1) 5(0) 5(0) 
0.2 20 100 8 10 73 / 0 5 / 1 0 / 100 0 / 55 6.3(1.4) 7.9(0.7) 9.9(0.3) 8.9(0.9) 
0.2 50 100 8 10 0 / 0 0 / 0 0 / 0 0 / 0 8(0) 8(0) 8(0) 8(0) 
0.2 100 50 8 10 0 / 0 0 / 0 0 / 0 0 / 0 8(0) 8(0) 8(0) 8(0) 
0.2 100 100 8 10 0 / 0 0 / 0 0 / 0 0 / 0 8(0) 8(0.1) 8(0) 8(0) 
0.2 100 1000 8 10 0 / 0 0 / 0 0 / 0 0 / 0 8(0) 8(0.1) 8(0) 8(0) 
0.2 1000 50 8 10 0 / 0 0 / 0 0 / 0 0 / 0 8(0) 8(0) 8(0) 8(0) 
0.2 20 100 10 10 99 / 0 24 / 0 0 / 0 0 / 0 6.1(1.5) 9(2.7) 10(0) 10(0) 
0.2 50 100 10 10 0 / 0 0 / 0 0 / 0 0 / 0 10(0) 10(0) 10(0) 10(0) 
0.2 100 50 10 10 3 / 0 0 / 0 0 / 0 0 / 0 9.9(0.7) 10(0) 10(0) 10(0) 
0.2 100 100 10 10 0 / 0 0 / 0 0 / 0 0 / 0 10(0) 10(0) 10(0) 10(0) 
0.2 100 1000 10 10 0 / 0 0 / 0 0 / 0 0 / 0 10(0) 10(0) 10(0) 10(0) 
0.2 1000 50 10 10 0 / 0 0 / 0 0 / 0 0 / 0 10(0) 10(0) 10(0) 10(0) 
0.8 20 100 1 10 0 / 97 0 / 79 0 / 100 0 / 100 3.1(0.8) 3.3(2) 10(0.1) 10(0.3) 
0.8 50 100 1 10 0 / 71 0 / 10 0 / 100 0 / 100 2.3(1.1) 1.4(1.5) 10(0) 10(0.1) 
0.8 100 50 1 10 0 / 21 0 / 8 0 / 100 0 / 100 1.2(0.5) 1.1(0.6) 10(0.2) 9.7(0.7) 
0.8 100 100 1 10 0 / 13 0 / 5 0 / 100 0 / 100 1.1(0.4) 1.1(0.6) 10(0) 10(0) 
0.8 100 1000 1 10 0 / 0 0 / 0 0 / 100 0 / 100 1(0) 1(0) 10(0) 10(0) 
0.8 1000 50 1 10 0 / 0 0 / 2 0 / 0 0 / 0 1(0) 1(0.2) 1(0) 1(0) 
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    % Underestimation / % Overestimation Mean (Standard Deviation) 
ρ      N     T k kmax RE ED PCp1 ICp1 RE ED PCp1 ICp1 
0.8 20 100 3 10 1 / 74 15 / 65 0 / 100 0 / 100 4(0.8) 4.7(2.2) 10(0) 10(0) 
0.8 50 100 3 10 0 / 34 0 / 6 0 / 100 0 / 100 3.4(0.6) 3.2(0.9) 10(0) 10(0) 
0.8 100 50 3 10 0 / 3 0 / 4 0 / 100 0 / 100 3(0.2) 3.1(0.6) 10(0.1) 10(0.2) 
0.8 100 100 3 10 0 / 3 0 / 3 0 / 100 0 / 100 3(0.2) 3(0.3) 10(0) 10(0) 
0.8 100 1000 3 10 0 / 0 0 / 0 0 / 100 0 / 100 3(0) 3(0) 10(0) 10(0) 
0.8 1000 50 3 10 0 / 0 0 / 1 0 / 0 0 / 0 3(0) 3(0.1) 3(0) 3(0) 
0.8 20 100 5 10 24 / 32 37 / 52 0 / 100 0 / 100 5.1(0.9) 5.2(3.1) 10(0) 10(0) 
0.8 50 100 5 10 0 / 22 2 / 2 0 / 100 0 / 100 5.2(0.5) 5(0.7) 10(0) 10(0) 
0.8 100 50 5 10 0 / 0 0 / 3 0 / 100 0 / 100 5(0.1) 5.1(0.4) 10(0) 10(0) 
0.8 100 100 5 10 0 / 0 0 / 0 0 / 100 0 / 100 5(0) 5(0) 10(0) 10(0) 
0.8 100 1000 5 10 0 / 0 0 / 0 0 / 100 0 / 100 5(0) 5(0) 10(0) 10(0) 
0.8 1000 50 5 10 0 / 0 0 / 1 0 / 0 0 / 0 5(0) 5(0.2) 5(0) 5(0) 
0.8 20 100 5 20 25 / 30 100 / 0 0 / 100 0 / 100 5(0.9) 0(0) 20(0) 20(0) 
0.8 50 100 5 20 0 / 20 0 / 6 0 / 100 0 / 100 5.2(0.4) 5.3(1.2) 19.6(0.5) 18.2(1.4) 
0.8 100 50 5 20 0 / 1 0 / 3 0 / 100 0 / 100 5(0.1) 5(0.3) 19.7(0.5) 18(1.9) 
0.8 100 100 5 20 0 / 0 0 / 1 0 / 100 0 / 100 5(0) 5(0.5) 19.7(0.5) 19.1(1) 
0.8 100 1000 5 20 0 / 0 0 / 0 0 / 100 0 / 100 5(0) 5(0) 20(0) 20(0) 
0.8 1000 50 5 20 0 / 0 0 / 1 0 / 100 0 / 0 5(0) 5(0.1) 9.3(0.7) 5(0) 
0.8 20 100 8 10 89 / 1 72 / 22 0 / 100 0 / 100 6(1.3) 3.2(4.1) 10(0) 10(0) 
0.8 50 100 8 10 0 / 7 14 / 0 0 / 100 0 / 100 8.1(0.3) 7(2.6) 10(0) 10(0) 
0.8 100 50 8 10 1 / 0 0 / 2 0 / 100 0 / 100 8(0.1) 8(0.4) 10(0) 10(0) 
0.8 100 100 8 10 0 / 0 0 / 0 0 / 100 0 / 100 8(0) 8(0) 10(0) 10(0) 
0.8 100 1000 8 10 0 / 0 0 / 0 0 / 100 0 / 100 8(0) 8(0) 10(0) 10(0) 
0.8 1000 50 8 10 0 / 0 0 / 1 0 / 0 0 / 0 8(0) 8(0.1) 8(0) 8(0) 
0.8 20 100 10 10 100 / 0 96 / 0 0 / 0 0 / 0 6(1.4) 1.2(2.7) 10(0) 10(0) 
0.8 50 100 10 10 6 / 0 30 / 0 0 / 0 0 / 0 9.9(0.6) 7.1(4.5) 10(0) 10(0) 
0.8 100 50 10 10 11 / 0 1 / 0 0 / 0 0 / 0 9.7(0.9) 9.9(0.8) 10(0) 10(0) 
0.8 100 100 10 10 0 / 0 0 / 0 0 / 0 0 / 0 10(0) 10(0) 10(0) 10(0) 
0.8 100 1000 10 10 0 / 0 0 / 0 0 / 0 0 / 0 10(0) 10(0) 10(0) 10(0) 
0.8 1000 50 10 10 0 / 0 0 / 0 0 / 0 0 / 0 10(0) 10(0) 10(0) 10(0) 
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Table A.2: Percentages of underestimation and overestimation of the number of
factors, as well as mean and standard deviation of the estimated number of factors,
yielded by the robust estimator (RE), Onatski’s ED and Bai and Ng’s PCp1 and ICp1
estimators, for the model Xn×T = Λn×k Fk×T + n×T . Here  has columns with mul-
tivariate Student distribution with one degree of freedom, generated through the ratio
of a random variable with multivariate normal distribution with covariance matrix Σ
where Σi,j = ρ
|i−j|, and an independent χ2 random variable with one degree of free-
dom, scaled appropriately. Results are based on 500 simulations for each combination
of the values of the parameters.
     % Underestimation / 
             % Overestimation 
Mean (Standard Deviation) 
          N    T   k  kmax   RE   ED   PCp1   ICp1   RE   ED PCp1   ICp1 
0.2 20 100 1 10 0 / 77 3 / 83 0 / 100 0 / 100 2.7(1.4) 3.5(2.1) 10(0) 10(0.1) 
0.2 50 100 1 10 0 / 95 4 / 84 0 / 100 0 / 100 4.1(1.8) 3.6(2.1) 10(0) 10(0.2) 
0.2 100 50 1 10 0 / 99 5 / 82 0 / 100 0 / 100 4.5(1.5) 3.8(2.4) 10(0) 10(0.3) 
0.2 100 100 1 10 0 / 93 4 / 87 0 / 100 0 / 100 3.6(1.6) 3.9(2.2) 10(0.1) 10(0.2) 
0.2 100 1000 1 10 0 / 0 3 / 88 0 / 100 0 / 100 1(0) 4.3(2.3) 10(0) 10(0) 
0.2 1000 50 1 10 0 / 94 2 / 90 0 / 100 0 / 100 3.7(1.6) 4.7(2.7) 10(0.1) 10(0.2) 
0.2 20 100 3 10 2 / 43 36 / 43 0 / 100 0 / 100 3.6(0.8) 3.4(2) 10(0) 10(0) 
0.2 50 100 3 10 0 / 85 36 / 43 0 / 100 0 / 100 5(1.4) 3.4(1.9) 10(0) 10(0.2) 
0.2 100 50 3 10 3 / 90 41 / 38 0 / 100 0 / 100 5.4(1.5) 3.3(2.2) 10(0) 10(0) 
0.2 100 100 3 10 0 / 81 33 / 48 0 / 100 0 / 100 4.7(1.3) 3.7(2.1) 10(0) 10(0.1) 
0.2 100 1000 3 10 0 / 0 27 / 56 0 / 100 0 / 100 3(0) 4.2(2.3) 10(0) 10(0) 
0.2 1000 50 3 10 2 / 83 41 / 43 0 / 100 0 / 100 4.8(1.3) 3.7(2.6) 10(0) 10(0) 
0.2 20 100 5 10 27 / 17 80 / 9 0 / 100 0 / 100 4.9(0.8) 3.1(1.9) 10(0) 10(0) 
0.2 50 100 5 10 0 / 71 76 / 14 0 / 100 0 / 100 6.3(1.2) 3.3(2) 10(0) 10(0) 
0.2 100 50 5 10 13 / 71 82 / 10 0 / 100 0 / 100 6.2(1.6) 3(1.9) 10(0) 10(0) 
0.2 100 100 5 10 0 / 69 70 / 18 0 / 100 0 / 100 6.2(1.1) 3.7(2) 10(0) 10(0) 
0.2 100 1000 5 10 0 / 0 59 / 27 0 / 100 0 / 100 5(0) 4.2(2.3) 10(0) 10(0) 
0.2 1000 50 5 10 5 / 74 76 / 13 0 / 100 0 / 100 6.3(1.4) 3.4(2) 10(0) 10(0) 
0.2 20 100 5 20 26 / 16 100 / 0 0 / 100 0 / 100 4.9(0.8) 0(0) 20(0) 20(0) 
0.2 50 100 5 20 1 / 68 73 / 12 0 / 100 0 / 100 6.2(1.2) 3.5(2.2) 20(0.1) 19.8(0.9) 
0.2 100 50 5 20 12 / 72 74 / 17 0 / 100 0 / 100 6.2(1.6) 3.8(3.2) 20(0.2) 19.9(0.7) 
0.2 100 100 5 20 0 / 69 72 / 17 0 / 100 0 / 100 6.2(1.1) 3.8(3) 20(0.2) 19.9(0.7) 
0.2 100 1000 5 20 0 / 0 53 / 34 0 / 100 0 / 100 5(0) 4.8(3.2) 20(0) 20(0.1) 
0.2 1000 50 5 20 3 / 74 64 / 29 0 / 100 0 / 100 6.3(1.3) 5.2(4.8) 20(0.1) 19.9(0.5) 
0.2 20 100 8 10 91 / 0 99 / 1 0 / 100 0 / 100 5.8(1.3) 3(1.7) 10(0) 10(0) 
0.2 50 100 8 10 13 / 43 98 / 1 0 / 100 0 / 100 8.4(1) 3.1(1.9) 10(0) 10(0) 
0.2 100 50 8 10 49 / 25 99 / 0 0 / 100 0 / 100 7.1(1.9) 2.7(1.7) 10(0) 10(0) 
0.2 100 100 8 10 2 / 50 98 / 1 0 / 100 0 / 100 8.6(0.8) 3.4(1.8) 10(0) 10(0) 
0.2 100 1000 8 10 0 / 0 87 / 7 0 / 100 0 / 100 8(0) 4.5(2.4) 10(0) 10(0) 
0.2 1000 50 8 10 17 / 42 99 / 0 0 / 100 0 / 100 8.1(1.6) 2.9(1.6) 10(0) 10(0) 
0.2 20 100 10 10 100 / 0 100 / 0 0 / 0 0 / 0 6.1(1.4) 2.8(1.7) 10(0) 10(0) 
0.2 50 100 10 10 45 / 0 100 / 0 0 / 0 0 / 0 9.2(1.1) 3.3(1.9) 10(0) 10(0) 
0.2 100 50 10 10 85 / 0 100 / 0 0 / 0 0 / 0 7.3(2.1) 2.5(1.6) 10(0) 10(0) 
0.2 100 100 10 10 10 / 0 99 / 0 0 / 0 0 / 0 9.8(0.6) 3.5(2) 10(0) 10(0) 
0.2 100 1000 10 10 0 / 0 97 / 0 0 / 0 0 / 0 10(0) 4.3(2.4) 10(0) 10(0) 
0.2 1000 50 10 10 49 / 0 100 / 0 0 / 0 0 / 0 8.6(2.1) 2.8(1.7) 10(0) 10(0) 
0.8 20 100 1 10 0 / 100 1 / 96 0 / 100 0 / 100 4.2(0.9) 4.6(2.2) 10(0) 10(0) 
0.8 50 100 1 10 0 / 100 2 / 87 0 / 100 0 / 100 5.9(1.3) 3.8(2.1) 10(0) 10(0) 
0.8 100 50 1 10 0 / 99 5 / 84 0 / 100 0 / 100 4.7(1.4) 3.5(2.1) 10(0) 10(0) 
0.8 100 100 1 10 0 / 100 4 / 86 0 / 100 0 / 100 5.5(1.6) 3.5(2) 10(0) 10(0) 
0.8 100 1000 1 10 0 / 29 4 / 84 0 / 100 0 / 100 1.4(0.7) 3.7(2.1) 10(0) 10(0) 
0.8 1000 50 1 10 0 / 97 4 / 87 0 / 100 0 / 100 4.2(1.6) 4.2(2.5) 10(0) 10(0) 
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     % Underestimation / 
             % Overestimation 
Mean (Standard Deviation) 
          N    T   k  kmax   RE   ED   PCp1   ICp1   RE   ED PCp1   ICp1 
0.8 20 100 3 10 1 / 94 26 / 52 0 / 100 0 / 100 5.1(1) 3.9(2.1) 10(0) 10(0) 
0.8 50 100 3 10 0 / 99 33 / 43 0 / 100 0 / 100 6.9(1.4) 3.3(1.7) 10(0) 10(0) 
0.8 100 50 3 10 3 / 90 44 / 33 0 / 100 0 / 100 5.7(1.6) 3(1.9) 10(0) 10(0) 
0.8 100 100 3 10 0 / 99 35 / 45 0 / 100 0 / 100 6.7(1.5) 3.5(1.9) 10(0) 10(0) 
0.8 100 1000 3 10 0 / 15 29 / 52 0 / 100 0 / 100 3.1(0.4) 3.9(2.2) 10(0) 10(0) 
0.8 1000 50 3 10 3 / 90 34 / 44 0 / 100 0 / 100 5.3(1.5) 3.7(2.4) 10(0) 10(0) 
0.8 20 100 5 10 16 / 58 76 / 13 0 / 100 0 / 100 5.7(1.2) 3.6(1.8) 10(0) 10(0) 
0.8 50 100 5 10 1 / 95 74 / 11 0 / 100 0 / 100 7.8(1.4) 3.4(1.7) 10(0) 10(0) 
0.8 100 50 5 10 18 / 72 88 / 6 0 / 100 0 / 100 6.4(1.9) 2.7(1.7) 10(0) 10(0) 
0.8 100 100 5 10 1 / 96 71 / 17 0 / 100 0 / 100 7.7(1.4) 3.5(1.9) 10(0) 10(0) 
0.8 100 1000 5 10 0 / 8 67 / 19 0 / 100 0 / 100 5.1(0.3) 3.8(2.2) 10(0) 10(0) 
0.8 1000 50 5 10 8 / 79 81 / 10 0 / 100 0 / 100 6.5(1.6) 3.1(1.9) 10(0) 10(0) 
0.8 20 100 5 20 18 / 60 100 / 0 0 / 100 0 / 100 5.7(1.2) 0(0) 20(0) 20(0) 
0.8 50 100 5 20 1 / 96 73 / 11 0 / 100 0 / 100 7.9(1.4) 3.6(2.3) 20(0) 20(0) 
0.8 100 50 5 20 21 / 63 80 / 12 0 / 100 0 / 100 6.1(1.9) 3.4(2.5) 20(0) 20(0) 
0.8 100 100 5 20 0 / 95 75 / 14 0 / 100 0 / 100 7.8(1.4) 3.6(2) 20(0) 20(0) 
0.8 100 1000 5 20 0 / 10 65 / 21 0 / 100 0 / 100 5.1(0.3) 4.1(2.6) 20(0) 20(0) 
0.8 1000 50 5 20 9 / 80 70 / 21 0 / 100 0 / 100 6.5(1.6) 4.2(3.8) 20(0) 20(0.2) 
0.8 20 100 8 10 87 / 3 98 / 1 0 / 100 0 / 100 5.9(1.4) 3.3(1.5) 10(0) 10(0) 
0.8 50 100 8 10 18 / 61 98 / 0 0 / 100 0 / 100 8.7(1.3) 3.4(1.7) 10(0) 10(0) 
0.8 100 50 8 10 56 / 24 99 / 0 0 / 100 0 / 100 6.8(2.2) 2.7(1.6) 10(0) 10(0) 
0.8 100 100 8 10 7 / 72 98 / 1 0 / 100 0 / 100 9(1.1) 3.4(1.9) 10(0) 10(0) 
0.8 100 1000 8 10 0 / 4 94 / 3 0 / 100 0 / 100 8(0.2) 3.8(2.2) 10(0) 10(0) 
0.8 1000 50 8 10 24 / 51 98 / 1 0 / 100 0 / 100 8(1.9) 2.9(1.8) 10(0) 10(0) 
0.8 20 100 10 10 99 / 0 99 / 0 0 / 0 0 / 0 6(1.5) 3.1(1.6) 10(0) 10(0) 
0.8 50 100 10 10 66 / 0 100 / 0 0 / 0 0 / 0 8.7(1.3) 3.2(1.7) 10(0) 10(0) 
0.8 100 50 10 10 89 / 0 100 / 0 0 / 0 0 / 0 6.7(2.2) 2.6(1.5) 10(0) 10(0) 
0.8 100 100 10 10 42 / 0 100 / 0 0 / 0 0 / 0 9.3(1) 3.3(1.9) 10(0) 10(0) 
0.8 100 1000 10 10 0 / 0 97 / 0 0 / 0 0 / 0 10(0) 3.8(2.2) 10(0) 10(0) 
0.8 1000 50 10 10 64 / 0 100 / 0 0 / 0 0 / 0 8.3(1.9) 2.9(1.7) 10(0) 10(0) 
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Table A.3: Same as Table A.2 but when the  terms have multivariate Student
distribution with two degrees of freedom.
     % Underestimation / % 
Overestimation 
Mean (Standard Deviation) 
      N    T   k  kmax   RE   ED   PCp1   ICp1    RE    ED   PCp1   ICp1 
0.2 20 100 1 10 0 / 22 19 / 55 0 / 100 0 / 98 1.3(0.6) 1.9(1.5) 10(0.1) 8.1(2.9) 
0.2 50 100 1 10 0 / 33 11 / 67 0 / 100 0 / 100 1.4(0.6) 2.5(1.8) 8.9(1) 6.9(2.3) 
0.2 100 50 1 10 0 / 74 9 / 70 0 / 100 0 / 100 2.3(1.1) 2.8(2) 9.4(0.8) 7.9(2.1) 
0.2 100 100 1 10 0 / 24 11 / 70 0 / 100 0 / 100 1.3(0.5) 2.7(1.9) 9.2(1) 8.1(2.1) 
0.2 100 1000 1 10 0 / 0 11 / 70 0 / 100 0 / 100 1(0) 2.6(1.8) 8(1.5) 6.9(2.2) 
0.2 1000 50 1 10 0 / 33 3 / 87 0 / 100 0 / 100 1.4(0.7) 4.3(2.6) 9.5(0.9) 8.7(1.9) 
0.2 20 100 3 10 1 / 7 62 / 24 0 / 100 0 / 99 3.1(0.3) 2.1(2) 10(0) 9.6(1.3) 
0.2 50 100 3 10 0 / 12 52 / 39 0 / 100 0 / 100 3.1(0.3) 2.7(2.5) 9.5(0.7) 8.5(1.6) 
0.2 100 50 3 10 0 / 51 38 / 50 0 / 100 0 / 100 3.7(0.8) 3.3(2.6) 9.8(0.5) 9.2(1.4) 
0.2 100 100 3 10 0 / 10 36 / 53 0 / 100 0 / 100 3.1(0.3) 3.5(2.7) 9.7(0.6) 9.3(1.2) 
0.2 100 1000 3 10 0 / 0 42 / 49 0 / 100 0 / 100 3(0) 3.1(2.6) 9(1.2) 8.5(1.6) 
0.2 1000 50 3 10 0 / 20 24 / 67 0 / 100 0 / 100 3.2(0.5) 4.4(2.8) 9.8(0.5) 9.5(1.2) 
0.2 20 100 5 10 8 / 1 83 / 10 0 / 100 0 / 100 4.9(0.3) 1.7(2.3) 10(0) 9.9(0.4) 
0.2 50 100 5 10 0 / 4 71 / 24 0 / 100 0 / 100 5(0.2) 2.4(3) 9.8(0.4) 9.6(0.9) 
0.2 100 50 5 10 0 / 33 61 / 32 0 / 100 0 / 100 5.4(0.6) 3(3.3) 9.9(0.4) 9.7(0.7) 
0.2 100 100 5 10 0 / 4 62 / 34 0 / 100 0 / 100 5(0.2) 3.1(3.4) 9.9(0.3) 9.8(0.6) 
0.2 100 1000 5 10 0 / 0 55 / 39 0 / 100 0 / 100 5(0) 3.5(3.4) 9.7(0.6) 9.6(0.9) 
0.2 1000 50 5 10 0 / 15 42 / 51 0 / 100 0 / 100 5.1(0.4) 4.5(3.7) 9.9(0.3) 9.9(0.5) 
0.2 20 100 5 20 8 / 0 100 / 0 0 / 100 0 / 100 4.9(0.3) 0(0) 20(0) 20(0) 
0.2 50 100 5 20 0 / 6 67 / 29 0 / 100 0 / 100 5.1(0.2) 2.8(3.4) 18.7(0.9) 11.8(3.2) 
0.2 100 50 5 20 0 / 36 59 / 34 0 / 100 0 / 100 5.4(0.6) 3.3(3.6) 19.3(0.8) 14.3(4.1) 
0.2 100 100 5 20 0 / 3 58 / 34 0 / 100 0 / 100 5(0.2) 3.4(3.6) 17.7(1.3) 13.3(3.1) 
0.2 100 1000 5 20 0 / 0 51 / 43 0 / 100 0 / 100 5(0) 4(3.7) 14.7(1.8) 11.3(2.5) 
0.2 1000 50 5 20 0 / 13 39 / 55 0 / 100 0 / 100 5.2(0.4) 5.3(4.3) 19.2(1.1) 16.1(3.9) 
0.2 20 100 8 10 78 / 0 97 / 2 0 / 100 0 / 100 6.3(1.3) 1.1(1.9) 10(0) 10(0) 
0.2 50 100 8 10 0 / 2 89 / 9 0 / 100 0 / 100 8(0.1) 1.4(2.8) 10(0.1) 10(0.1) 
0.2 100 50 8 10 5 / 15 87 / 10 0 / 100 0 / 100 8.1(0.6) 1.7(3.1) 10(0) 10(0.1) 
0.2 100 100 8 10 0 / 1 84 / 12 0 / 100 0 / 100 8(0.1) 1.9(3.2) 10(0) 10(0.1) 
0.2 100 1000 8 10 0 / 0 80 / 17 0 / 100 0 / 100 8(0) 2.3(3.5) 10(0.1) 10(0.1) 
0.2 1000 50 8 10 0 / 6 76 / 18 0 / 100 0 / 100 8.1(0.3) 2.6(3.8) 10(0.1) 10(0.1) 
0.2 20 100 10 10 100 / 0 99 / 0 0 / 0 0 / 0 6(1.5) 0.8(1.7) 10(0) 10(0) 
0.2 50 100 10 10 1 / 0 99 / 0 0 / 0 0 / 0 10(0.4) 0.7(1.3) 10(0) 10(0) 
0.2 100 50 10 10 29 / 0 99 / 0 0 / 0 0 / 0 9.3(1.3) 0.7(1.5) 10(0) 10(0) 
0.2 100 100 10 10 0 / 0 97 / 0 0 / 0 0 / 0 10(0) 0.8(1.7) 10(0) 10(0) 
0.2 100 1000 10 10 0 / 0 95 / 0 0 / 0 0 / 0 10(0) 0.9(2.2) 10(0) 10(0) 
0.2 1000 50 10 10 1 / 0 97 / 0 0 / 0 0 / 0 10(0.2) 0.8(1.9) 10(0) 10(0) 
0.8 20 100 1 10 0 / 99 5 / 80 0 / 100 0 / 100 3.5(0.8) 3.7(2.2) 10(0) 10(0) 
0.8 50 100 1 10 0 / 98 27 / 46 0 / 100 0 / 100 4.3(1.4) 2(2.1) 10(0) 10(0) 
0.8 100 50 1 10 0 / 95 13 / 63 0 / 100 0 / 100 3.6(1.3) 2.4(1.9) 10(0) 10(0) 
0.8 100 100 1 10 0 / 82 19 / 57 0 / 100 0 / 100 2.6(1.2) 2.1(1.9) 10(0) 10(0) 
0.8 100 1000 1 10 0 / 1 29 / 40 0 / 100 0 / 100 1(0.1) 1.4(1.4) 10(0) 10(0) 
0.8 1000 50 1 10 0 / 57 7 / 79 0 / 100 0 / 100 1.8(0.9) 3.4(2.3) 9.8(0.6) 9.3(1.5) 
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     % Underestimation / % 
Overestimation 
Mean (Standard Deviation) 
      N    T   k  kmax   RE   ED   PCp1   ICp1    RE    ED   PCp1   ICp1 
0.8 20 100 3 10 1 / 88 47 / 48 0 / 100 0 / 100 4.5(0.9) 3.8(3.2) 10(0) 10(0) 
0.8 50 100 3 10 0 / 88 78 / 18 0 / 100 0 / 100 4.9(1.2) 1.8(2.5) 10(0) 10(0) 
0.8 100 50 3 10 0 / 86 62 / 30 0 / 100 0 / 100 4.7(1.1) 2.2(2.4) 10(0) 10(0) 
0.8 100 100 3 10 0 / 56 69 / 26 0 / 100 0 / 100 3.8(0.9) 1.9(2.3) 10(0) 10(0) 
0.8 100 1000 3 10 0 / 0 84 / 12 0 / 100 0 / 100 3(0) 1.2(1.7) 10(0) 10(0) 
0.8 1000 50 3 10 0 / 38 29 / 62 0 / 100 0 / 100 3.5(0.7) 4(2.7) 9.9(0.4) 9.7(0.9) 
0.8 20 100 5 10 21 / 46 78 / 20 0 / 100 0 / 100 5.3(1) 2.4(3.1) 10(0) 10(0) 
0.8 50 100 5 10 0 / 74 94 / 6 0 / 100 0 / 100 6.2(1) 1.1(2.1) 10(0) 10(0) 
0.8 100 50 5 10 1 / 68 79 / 17 0 / 100 0 / 100 6.1(1) 1.9(2.7) 10(0) 10(0) 
0.8 100 100 5 10 0 / 48 85 / 13 0 / 100 0 / 100 5.6(0.7) 1.5(2.5) 10(0) 10(0) 
0.8 100 1000 5 10 0 / 0 94 / 5 0 / 100 0 / 100 5(0) 1(1.6) 10(0) 10(0) 
0.8 1000 50 5 10 0 / 30 56 / 39 0 / 100 0 / 100 5.4(0.6) 3.5(3.5) 10(0.1) 10(0.2) 
0.8 20 100 5 20 16 / 49 100 / 0 0 / 100 0 / 100 5.4(1) 0(0) 20(0) 20(0) 
0.8 50 100 5 20 1 / 70 91 / 9 0 / 100 0 / 100 6.1(1) 1.5(2.8) 20(0) 20(0.1) 
0.8 100 50 5 20 0 / 73 78 / 19 0 / 100 0 / 100 6.2(0.9) 2(3.2) 20(0) 20(0) 
0.8 100 100 5 20 0 / 45 83 / 15 0 / 100 0 / 100 5.6(0.7) 1.8(3) 20(0) 20(0) 
0.8 100 1000 5 20 0 / 0 93 / 6 0 / 100 0 / 100 5(0) 1.1(2) 20(0) 20(0) 
0.8 1000 50 5 20 0 / 31 45 / 48 0 / 100 0 / 100 5.3(0.5) 4.6(4) 19.8(0.5) 18.1(3.2) 
0.8 20 100 8 10 88 / 1 96 / 4 0 / 100 0 / 100 6(1.3) 1.2(2.2) 10(0) 10(0) 
0.8 50 100 8 10 8 / 41 100 / 0 0 / 100 0 / 100 8.4(0.8) 0.6(1) 10(0) 10(0) 
0.8 100 50 8 10 23 / 37 95 / 4 0 / 100 0 / 100 8.1(1.2) 1(2.1) 10(0) 10(0) 
0.8 100 100 8 10 0 / 25 98 / 2 0 / 100 0 / 100 8.3(0.5) 0.7(1.5) 10(0) 10(0) 
0.8 100 1000 8 10 0 / 0 100 / 0 0 / 100 0 / 100 8(0) 0.6(0.9) 10(0) 10(0) 
0.8 1000 50 8 10 0 / 16 81 / 15 0 / 100 0 / 100 8.2(0.4) 2.1(3.5) 10(0) 10(0) 
0.8 20 100 10 10 100 / 0 99 / 0 0 / 0 0 / 0 6(1.6) 0.9(1.6) 10(0) 10(0) 
0.8 50 100 10 10 37 / 0 100 / 0 0 / 0 0 / 0 9.4(1) 0.6(0.9) 10(0) 10(0) 
0.8 100 50 10 10 64 / 0 100 / 0 0 / 0 0 / 0 8.5(1.6) 0.5(0.9) 10(0) 10(0) 
0.8 100 100 10 10 2 / 0 100 / 0 0 / 0 0 / 0 10(0.2) 0.6(0.7) 10(0) 10(0) 
0.8 100 1000 10 10 0 / 0 100 / 0 0 / 0 0 / 0 10(0) 0.5(0.7) 10(0) 10(0) 
0.8 1000 50 10 10 3 / 0 97 / 0 0 / 0 0 / 0 9.9(0.4) 0.7(1.7) 10(0) 10(0) 
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Table A.4: Same as Table A.2 but when the  terms have multivariate Student
distribution with three degrees of freedom.
     % Underestimation / % 
Overestimation 
Mean (Standard Deviation) 
  ρ     n     T   k  kmax   RE   ED   PCp1  ICp1 RE    ED   PCp1   ICp1 
0.2 20 100 1 10 0 / 10 4 / 50 0 / 100 0 / 85 1.1(0.3) 1.8(1.1) 10(0.2) 4(2.8) 
0.2 50 100 1 10 0 / 7 2 / 65 0 / 100 0 / 94 1.1(0.3) 2.1(1.1) 7.2(1) 3.6(1.6) 
0.2 100 50 1 10 0 / 40 2 / 66 0 / 100 0 / 96 1.5(0.6) 2.4(1.5) 8(1.1) 4.6(2.2) 
0.2 100 100 1 10 0 / 4 0 / 67 0 / 100 0 / 96 1(0.2) 2.3(1.3) 7(1.3) 4.4(1.9) 
0.2 100 1000 1 10 0 / 0 0 / 66 0 / 96 0 / 80 1(0) 2.3(1.3) 3.5(1.2) 2.5(1.1) 
0.2 1000 50 1 10 0 / 9 1 / 79 0 / 100 0 / 97 1.1(0.3) 3.2(2.1) 7.8(1.5) 5.5(2.4) 
0.2 20 100 3 10 0 / 0 30 / 30 0 / 100 0 / 90 3(0.1) 2.8(1.5) 10(0.2) 7.3(2.7) 
0.2 50 100 3 10 0 / 2 11 / 48 0 / 100 0 / 94 3(0.1) 3.4(1.5) 8.2(1) 5.8(1.8) 
0.2 100 50 3 10 0 / 21 13 / 56 0 / 100 0 / 95 3.2(0.5) 3.8(1.8) 8.7(1) 6.7(2) 
0.2 100 100 3 10 0 / 1 4 / 59 0 / 100 0 / 98 3(0.1) 4(1.5) 8.1(1.1) 6.5(1.8) 
0.2 100 1000 3 10 0 / 0 0 / 60 0 / 93 0 / 78 3(0) 4(1.2) 5.2(1.2) 4.4(1.1) 
0.2 1000 50 3 10 0 / 4 5 / 70 0 / 100 0 / 98 3(0.2) 4.6(2) 8.7(1.2) 7.5(2) 
0.2 20 100 5 10 6 / 0 55 / 18 0 / 100 0 / 96 4.9(0.3) 3(2.6) 10(0) 9.4(1.3) 
0.2 50 100 5 10 0 / 1 24 / 42 0 / 100 0 / 95 5(0.1) 4.6(2.6) 8.9(0.9) 7.7(1.4) 
0.2 100 50 5 10 0 / 11 25 / 41 0 / 100 0 / 98 5.1(0.3) 4.5(2.6) 9.4(0.8) 8.6(1.4) 
0.2 100 100 5 10 0 / 1 12 / 49 0 / 100 0 / 96 5(0.1) 5.2(2.2) 9(1) 8.2(1.5) 
0.2 100 1000 5 10 0 / 0 1 / 54 0 / 90 0 / 78 5(0) 5.9(1.3) 6.9(1.2) 6.5(1.2) 
0.2 1000 50 5 10 0 / 3 14 / 60 0 / 100 0 / 98 5(0.2) 5.6(2.6) 9.5(0.8) 9(1.4) 
0.2 20 100 5 20 5 / 0 100 / 0 0 / 100 0 / 100 4.9(0.3) 0(0) 20(0) 20(0) 
0.2 50 100 5 20 0 / 1 24 / 41 0 / 100 0 / 94 5(0.1) 4.6(2.6) 17.4(0.9) 7.8(1.6) 
0.2 100 50 5 20 0 / 12 23 / 46 0 / 100 0 / 97 5.1(0.3) 4.8(2.6) 18.3(0.9) 9.3(2.7) 
0.2 100 100 5 20 0 / 0 14 / 48 0 / 100 0 / 97 5(0.1) 5.2(2.2) 15.2(1.2) 8.6(2) 
0.2 100 1000 5 20 0 / 0 0 / 54 0 / 99 0 / 78 5(0) 6(1.3) 8.9(1.5) 6.5(1.2) 
0.2 1000 50 5 20 0 / 2 11 / 63 0 / 100 0 / 98 5(0.1) 6.2(2.7) 17.4(1.6) 10.4(3.1) 
0.2 20 100 8 10 74 / 0 87 / 5 0 / 100 0 / 100 6.3(1.4) 1.9(3.1) 10(0) 10(0.1) 
0.2 50 100 8 10 0 / 0 47 / 23 0 / 99 0 / 95 8(0) 4.7(4.2) 9.9(0.4) 9.7(0.5) 
0.2 100 50 8 10 1 / 2 53 / 22 0 / 100 0 / 99 8(0.2) 4.2(4.2) 10(0.2) 9.9(0.3) 
0.2 100 100 8 10 0 / 0 26 / 38 0 / 99 0 / 98 8(0) 6.5(3.8) 9.9(0.3) 9.9(0.4) 
0.2 100 1000 8 10 0 / 0 4 / 41 0 / 84 0 / 80 8(0) 8.2(1.9) 9.4(0.7) 9.3(0.8) 
0.2 1000 50 8 10 0 / 1 39 / 36 0 / 100 0 / 99 8(0.1) 5.5(4.2) 10(0.2) 9.9(0.3) 
0.2 20 100 10 10 99 / 0 95 / 0 0 / 0 1 / 0 6.1(1.5) 1.3(2.9) 10(0) 10(0.1) 
0.2 50 100 10 10 0 / 0 75 / 0 0 / 0 0 / 0 10(0) 2.7(4.3) 10(0) 10(0) 
0.2 100 50 10 10 8 / 0 82 / 0 0 / 0 0 / 0 9.8(0.9) 2.1(3.9) 10(0) 10(0) 
0.2 100 100 10 10 0 / 0 69 / 0 0 / 0 0 / 0 10(0) 3.3(4.6) 10(0) 10(0) 
0.2 100 1000 10 10 0 / 0 27 / 0 0 / 0 0 / 0 10(0) 7.3(4.4) 10(0) 10(0) 
0.2 1000 50 10 10 0 / 0 77 / 0 0 / 0 0 / 0 10(0) 2.5(4.2) 10(0) 10(0) 
0.8 20 100 1 10 0 / 98 5 / 84 0 / 100 0 / 100 3.3(0.8) 3.6(2.1) 10(0) 10(0) 
0.8 50 100 1 10 0 / 94 15 / 48 0 / 100 0 / 100 3.5(1.3) 2(2) 10(0) 10(0) 
0.8 100 50 1 10 0 / 83 6 / 49 0 / 100 0 / 100 2.8(1.3) 1.9(1.4) 10(0) 10(0) 
0.8 100 100 1 10 0 / 61 7 / 50 0 / 100 0 / 100 1.9(0.9) 1.8(1.3) 10(0) 10(0) 
0.8 100 1000 1 10 0 / 0 0 / 30 0 / 100 0 / 100 1(0) 1.4(0.6) 10(0) 10(0) 
0.8 1000 50 1 10 0 / 24 2 / 71 0 / 100 0 / 99 1.3(0.5) 2.5(1.6) 8.7(1.2) 6.6(2.6) 
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     % Underestimation / % 
Overestimation 
Mean (Standard Deviation) 
  ρ     n     T   k  kmax   RE   ED   PCp1  ICp1 RE    ED   PCp1   ICp1 
0.8 20 100 3 10 1 / 81 35 / 62 0 / 100 0 / 100 4.2(0.8) 4.2(3) 10(0) 10(0) 
0.8 50 100 3 10 0 / 74 52 / 27 0 / 100 0 / 100 4.2(0.9) 2.2(2.3) 10(0) 10(0) 
0.8 100 50 3 10 0 / 64 23 / 41 0 / 100 0 / 100 3.9(0.8) 3.1(1.9) 10(0) 10(0) 
0.8 100 100 3 10 0 / 30 22 / 42 0 / 100 0 / 100 3.3(0.6) 3(1.8) 10(0) 10(0) 
0.8 100 1000 3 10 0 / 0 6 / 24 0 / 100 0 / 100 3(0) 3.1(0.9) 10(0) 10(0) 
0.8 1000 50 3 10 0 / 12 8 / 60 0 / 100 0 / 99 3.1(0.4) 4(1.7) 9.3(0.9) 8.3(1.8) 
0.8 20 100 5 10 20 / 42 63 / 34 0 / 100 0 / 100 5.3(0.9) 3.2(3.7) 10(0) 10(0) 
0.8 50 100 5 10 0 / 56 80 / 11 0 / 100 0 / 100 5.7(0.7) 1.5(2.5) 10(0) 10(0) 
0.8 100 50 5 10 0 / 45 51 / 27 0 / 100 0 / 100 5.6(0.7) 3(3) 10(0) 10(0) 
0.8 100 100 5 10 0 / 23 44 / 24 0 / 100 0 / 100 5.2(0.5) 3.2(2.8) 10(0) 10(0) 
0.8 100 1000 5 10 0 / 0 11 / 24 0 / 100 0 / 100 5(0) 4.7(1.7) 10(0) 10(0) 
0.8 1000 50 5 10 0 / 6 16 / 56 0 / 100 0 / 100 5.1(0.2) 5.3(2.5) 9.8(0.5) 9.5(0.9) 
0.8 20 100 5 20 22 / 38 100 / 0 0 / 100 0 / 100 5.2(1) 0(0) 20(0) 20(0) 
0.8 50 100 5 20 0 / 54 76 / 16 0 / 100 0 / 100 5.7(0.8) 2.1(3.2) 20(0.1) 19.9(0.4) 
0.8 100 50 5 20 0 / 46 48 / 27 0 / 100 0 / 100 5.6(0.7) 3.4(3) 20(0) 20(0.2) 
0.8 100 100 5 20 0 / 21 40 / 24 0 / 100 0 / 100 5.2(0.4) 3.5(2.8) 20(0) 20(0.2) 
0.8 100 1000 5 20 0 / 0 10 / 19 0 / 100 0 / 100 5(0) 4.7(1.7) 20(0) 20(0) 
0.8 1000 50 5 20 0 / 6 15 / 58 0 / 100 0 / 100 5.1(0.2) 5.6(2.7) 18.8(1) 12.5(4) 
0.8 20 100 8 10 87 / 1 92 / 6 0 / 100 0 / 100 6(1.3) 1.3(2.7) 10(0) 10(0) 
0.8 50 100 8 10 2 / 29 95 / 2 0 / 100 0 / 100 8.3(0.6) 0.8(2.1) 10(0) 10(0) 
0.8 100 50 8 10 9 / 24 78 / 11 0 / 100 0 / 100 8.1(0.7) 2.1(3.6) 10(0) 10(0) 
0.8 100 100 8 10 0 / 6 71 / 12 0 / 100 0 / 100 8.1(0.2) 2.6(3.8) 10(0) 10(0) 
0.8 100 1000 8 10 0 / 0 24 / 15 0 / 100 0 / 100 8(0) 6.3(3.5) 10(0) 10(0) 
0.8 1000 50 8 10 0 / 3 39 / 32 0 / 100 0 / 100 8(0.2) 5.4(4.2) 10(0.2) 10(0.2) 
0.8 20 100 10 10 100 / 0 99 / 0 0 / 0 0 / 0 6(1.4) 0.6(1.6) 10(0) 10(0) 
0.8 50 100 10 10 20 / 0 100 / 0 0 / 0 0 / 0 9.7(0.8) 0.4(1.1) 10(0) 10(0) 
0.8 100 50 10 10 40 / 0 94 / 0 0 / 0 0 / 0 9.2(1.3) 0.9(2.5) 10(0) 10(0) 
0.8 100 100 10 10 0 / 0 86 / 0 0 / 0 0 / 0 10(0) 1.5(3.5) 10(0) 10(0) 
0.8 100 1000 10 10 0 / 0 46 / 0 0 / 0 0 / 0 10(0) 5.4(5) 10(0) 10(0) 
0.8 1000 50 10 10 0 / 0 78 / 0 0 / 0 0 / 0 10(0) 2.3(4.1) 10(0) 10(0) 
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Table A.5: Same as Table A.2 but when the  terms have multivariate Student
distribution with four degrees of freedom.
     % Underestimation / % 
Overestimation 
Mean (Standard Deviation) 
  ρ      n     T   k  kmax  RE   ED  PCp1   ICp1   RE    ED   PCp1    ICp1 
0.2 20 100 1 10 0 / 5 1 / 38 0 / 100 0 / 57 1.1(0.2) 1.5(0.8) 9.8(0.4) 2(1.5) 
0.2 50 100 1 10 0 / 5 0 / 50 0 / 100 0 / 72 1(0.2) 1.8(1) 6.2(1) 2.3(1.2) 
0.2 100 50 1 10 0 / 22 0 / 55 0 / 100 0 / 88 1.2(0.5) 2(1.2) 7(1.1) 3.2(1.6) 
0.2 100 100 1 10 0 / 1 0 / 55 0 / 100 0 / 83 1(0.1) 1.9(1.1) 5.5(1.2) 2.8(1.4) 
0.2 100 1000 1 10 0 / 0 0 / 52 0 / 51 0 / 26 1(0) 1.8(1) 1.7(0.8) 1.3(0.6) 
0.2 1000 50 1 10 0 / 2 0 / 71 0 / 100 0 / 88 1(0.1) 2.7(1.8) 6.4(1.6) 3.6(1.9) 
0.2 20 100 3 10 0 / 0 8 / 22 0 / 100 0 / 69 3(0.1) 3.1(0.8) 9.9(0.3) 5.1(2.4) 
0.2 50 100 3 10 0 / 0 1 / 42 0 / 100 0 / 71 3(0) 3.6(0.9) 7(0.9) 4.2(1.1) 
0.2 100 50 3 10 0 / 9 2 / 48 0 / 100 0 / 89 3.1(0.3) 3.8(1.2) 7.9(1) 5.3(1.6) 
0.2 100 100 3 10 0 / 0 0 / 47 0 / 100 0 / 83 3(0) 3.7(1.1) 6.6(1.1) 4.8(1.3) 
0.2 100 1000 3 10 0 / 0 0 / 43 0 / 49 0 / 27 3(0) 3.6(0.9) 3.6(0.7) 3.3(0.6) 
0.2 1000 50 3 10 0 / 0 1 / 62 0 / 100 0 / 88 3(0) 4.3(1.6) 7.4(1.5) 5.7(1.9) 
0.2 20 100 5 10 5 / 0 30 / 14 0 / 100 0 / 85 4.9(0.3) 4.2(1.9) 10(0.2) 8.3(2) 
0.2 50 100 5 10 0 / 0 4 / 31 0 / 100 0 / 69 5(0) 5.2(1.2) 7.9(0.9) 6.2(1.2) 
0.2 100 50 5 10 0 / 3 8 / 37 0 / 100 0 / 87 5(0.2) 5.2(1.7) 8.7(0.9) 7.4(1.6) 
0.2 100 100 5 10 0 / 0 2 / 45 0 / 99 0 / 84 5(0) 5.6(1.3) 7.8(1.1) 6.8(1.3) 
0.2 100 1000 5 10 0 / 0 0 / 42 0 / 47 0 / 32 5(0) 5.6(0.9) 5.6(0.8) 5.4(0.7) 
0.2 1000 50 5 10 0 / 0 3 / 58 0 / 99 0 / 94 5(0) 6(1.6) 8.7(1.1) 7.8(1.5) 
0.2 20 100 5 20 4 / 0 100 / 0 0 / 100 0 / 100 5(0.3) 0(0) 20(0) 20(0) 
0.2 50 100 5 20 0 / 0 4 / 34 0 / 100 0 / 75 5(0) 5.3(1.2) 16.6(0.8) 6.3(1.1) 
0.2 100 50 5 20 0 / 3 6 / 43 0 / 100 0 / 87 5(0.2) 5.4(1.6) 17.4(0.9) 7.2(1.7) 
0.2 100 100 5 20 0 / 0 1 / 38 0 / 100 0 / 84 5(0) 5.6(1.2) 13.6(1.2) 6.9(1.5) 
0.2 100 1000 5 20 0 / 0 0 / 40 0 / 76 0 / 33 5(0) 5.6(1) 6.3(1) 5.4(0.6) 
0.2 1000 50 5 20 0 / 0 4 / 55 0 / 100 0 / 92 5(0) 6.1(2.1) 15.8(1.9) 8.2(2.3) 
0.2 20 100 8 10 74 / 0 68 / 7 0 / 100 0 / 99 6.4(1.4) 3.8(3.8) 10(0) 9.9(0.3) 
0.2 50 100 8 10 0 / 0 15 / 26 0 / 94 0 / 76 8(0) 7.1(3) 9.4(0.6) 9.1(0.8) 
0.2 100 50 8 10 1 / 0 24 / 25 0 / 97 0 / 88 8(0.1) 6.6(3.4) 9.8(0.5) 9.6(0.7) 
0.2 100 100 8 10 0 / 0 5 / 34 0 / 94 0 / 87 8(0) 8(1.9) 9.6(0.6) 9.4(0.7) 
0.2 100 1000 8 10 0 / 0 0 / 33 0 / 36 0 / 32 8(0) 8.4(0.6) 8.4(0.6) 8.4(0.6) 
0.2 1000 50 8 10 0 / 0 12 / 37 0 / 98 0 / 95 8(0) 7.6(2.8) 9.8(0.4) 9.7(0.5) 
0.2 20 100 10 10 100 / 0 88 / 0 0 / 0 0 / 0 6.3(1.5) 2.5(3.9) 10(0) 10(0) 
0.2 50 100 10 10 0 / 0 39 / 0 0 / 0 0 / 0 10(0.2) 6.2(4.8) 10(0) 10(0) 
0.2 100 50 10 10 4 / 0 52 / 0 0 / 0 0 / 0 9.9(0.6) 4.9(4.9) 10(0) 10(0) 
0.2 100 100 10 10 0 / 0 29 / 0 0 / 0 0 / 0 10(0) 7.2(4.5) 10(0) 10(0) 
0.2 100 1000 10 10 0 / 0 4 / 0 0 / 0 0 / 0 10(0) 9.6(1.9) 10(0) 10(0) 
0.2 1000 50 10 10 0 / 0 41 / 0 0 / 0 0 / 0 10(0) 5.9(4.9) 10(0) 10(0) 
0.8 20 100 1 10 0 / 98 6 / 82 0 / 100 0 / 100 3.3(0.8) 3.5(2.1) 10(0) 10(0) 
0.8 50 100 1 10 0 / 90 6 / 37 0 / 100 0 / 100 3.2(1.3) 1.9(1.8) 10(0) 10(0) 
0.8 100 50 1 10 0 / 73 1 / 42 0 / 100 0 / 100 2.3(1.1) 1.8(1.3) 10(0) 10(0.1) 
0.8 100 100 1 10 0 / 43 0 / 33 0 / 100 0 / 100 1.6(0.8) 1.5(1) 10(0) 10(0) 
0.8 100 1000 1 10 0 / 0 0 / 8 0 / 100 0 / 100 1(0) 1.1(0.3) 10(0) 10(0) 
0.8 1000 50 1 10 0 / 8 0 / 64 0 / 100 0 / 95 1.1(0.3) 2.3(1.4) 7.6(1.3) 4.4(2.2) 
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     % Underestimation / % 
Overestimation 
Mean (Standard Deviation) 
  ρ      n     T   k  kmax  RE   ED  PCp1   ICp1   RE    ED   PCp1    ICp1 
0.8 20 100 3 10 2 / 78 30 / 63 0 / 100 0 / 100 4.2(0.9) 4.4(2.8) 10(0) 10(0) 
0.8 50 100 3 10 0 / 68 35 / 22 0 / 100 0 / 100 4.1(0.9) 2.6(2) 10(0) 10(0) 
0.8 100 50 3 10 0 / 48 10 / 35 0 / 100 0 / 100 3.6(0.7) 3.3(1.4) 10(0) 10(0) 
0.8 100 100 3 10 0 / 22 5 / 23 0 / 100 0 / 100 3.2(0.5) 3.2(1) 10(0) 10(0) 
0.8 100 1000 3 10 0 / 0 0 / 8 0 / 100 0 / 100 3(0) 3.1(0.3) 10(0) 10(0) 
0.8 1000 50 3 10 0 / 4 2 / 56 0 / 100 0 / 95 3(0.2) 3.9(1.3) 8.5(1.2) 6.5(2.1) 
0.8 20 100 5 10 20 / 36 53 / 43 0 / 100 0 / 100 5.2(0.9) 3.9(3.7) 10(0) 10(0) 
0.8 50 100 5 10 0 / 44 61 / 11 0 / 100 0 / 100 5.5(0.7) 2.4(2.7) 10(0) 10(0) 
0.8 100 50 5 10 0 / 30 24 / 24 0 / 100 0 / 100 5.3(0.5) 4.2(2.4) 10(0) 10(0) 
0.8 100 100 5 10 0 / 11 12 / 19 0 / 100 0 / 100 5.1(0.3) 4.7(1.8) 10(0) 10(0) 
0.8 100 1000 5 10 0 / 0 0 / 5 0 / 100 0 / 100 5(0) 5(0.2) 10(0) 10(0) 
0.8 1000 50 5 10 0 / 1 4 / 45 0 / 100 0 / 94 5(0.1) 5.6(1.5) 9.2(0.9) 8.3(1.6) 
0.8 20 100 5 20 19 / 34 100 / 0 0 / 100 0 / 100 5.2(0.9) 0(0) 20(0) 20(0) 
0.8 50 100 5 20 0 / 42 61 / 14 0 / 100 0 / 100 5.5(0.6) 2.8(2.9) 20(0.2) 19.8(0.6) 
0.8 100 50 5 20 0 / 28 22 / 24 0 / 100 0 / 100 5.3(0.5) 4.4(2.2) 20(0.1) 19.9(0.3) 
0.8 100 100 5 20 0 / 12 15 / 20 0 / 100 0 / 100 5.1(0.3) 4.6(2.1) 20(0.1) 20(0.2) 
0.8 100 1000 5 20 0 / 0 0 / 6 0 / 100 0 / 100 5(0) 5.1(0.2) 20(0) 20(0) 
0.8 1000 50 5 20 0 / 1 5 / 50 0 / 100 0 / 96 5(0.1) 5.7(1.6) 18(1.2) 9.1(2.7) 
0.8 20 100 8 10 89 / 1 86 / 12 0 / 100 0 / 100 5.9(1.4) 1.8(3.3) 10(0) 10(0) 
0.8 50 100 8 10 3 / 15 86 / 3 0 / 100 0 / 100 8.1(0.4) 1.4(2.9) 10(0) 10(0) 
0.8 100 50 8 10 6 / 10 52 / 17 0 / 100 0 / 100 8(0.5) 4.2(4.1) 10(0) 10(0) 
0.8 100 100 8 10 0 / 3 31 / 14 0 / 100 0 / 100 8(0.2) 5.7(3.8) 10(0) 10(0) 
0.8 100 1000 8 10 0 / 0 1 / 4 0 / 100 0 / 100 8(0) 8(0.7) 10(0) 10(0) 
0.8 1000 50 8 10 0 / 0 12 / 36 0 / 100 0 / 98 8(0.1) 7.5(2.8) 9.9(0.3) 9.9(0.4) 
0.8 20 100 10 10 100 / 0 96 / 0 0 / 0 0 / 0 5.9(1.5) 1(2.5) 10(0) 10(0) 
0.8 50 100 10 10 16 / 0 95 / 0 0 / 0 0 / 0 9.8(0.7) 0.7(2.2) 10(0) 10(0) 
0.8 100 50 10 10 26 / 0 77 / 0 0 / 0 0 / 0 9.4(1.3) 2.5(4.2) 10(0) 10(0) 
0.8 100 100 10 10 0 / 0 59 / 0 0 / 0 0 / 0 10(0) 4.2(4.9) 10(0) 10(0) 
0.8 100 1000 10 10 0 / 0 5 / 0 0 / 0 0 / 0 10(0) 9.5(2.2) 10(0) 10(0) 
0.8 1000 50 10 10 0 / 0 43 / 0 0 / 0 0 / 0 10(0) 5.7(4.9) 10(0) 10(0) 
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Table A.6: Percentages of underestimation and overestimation of the number of
factors, as well as mean and standard deviation of the estimated number of factors,
yielded by the robust estimator (RE), Onatski’s ED and Bai and Ng’s PCp1 and ICp1
estimators, for the model Xi,t =
∑k
m=1 Λi,mFm,t +
√
θ ei,t where ei,t = ρei,t−1 + νi,t +∑J
j 6=0,j=−J β νi−j,t, i = 1, . . . , n; t = 1, . . . , T , with νi,t ∼ N(0,1). Results are based
on 500 simulations for each combination of the values of the parameters.
Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
40 100 1 10 0 0.8 0 0 / 0 0 / 2 0 / 50 0 / 0 1(0) 1(0.2) 1.5(0.6) 1(0) 
40 100 1 10 0 0 8 0 / 84 0 / 99 0 / 100 0 / 100 2.7(1) 3.8(0.5) 4.4(0.5) 3.3(0.5) 
40 100 1 10 0 0.1 10 0 / 99 0 / 100 0 / 100 0 / 100 2.9(0.3) 3.4(0.6) 4.1(0.4) 3(0) 
40 100 1 10 0.3 0 8 0 / 84 0 / 98 0 / 100 0 / 100 2.7(0.9) 3.6(0.6) 4.9(0.6) 3.4(0.5) 
40 100 1 10 0.3 0.1 10 0 / 99 0 / 100 0 / 100 0 / 100 3(0.3) 3.3(0.5) 4.6(0.6) 3(0.1) 
40 100 1 10 0.8 0.8 0 0 / 0 0 / 2 0 / 100 0 / 0 1(0) 1(0.1) 4.5(0.7) 1(0) 
40 100 1 10 0.8 0.1 8 0 / 100 0 / 100 0 / 100 0 / 100 3.8(0.4) 5.2(1.8) 10(0) 10(0) 
40 100 1 10 0.8 0.1 10 0 / 100 0 / 100 0 / 100 0 / 100 3.1(0.2) 5.4(1.4) 10(0) 10(0) 
100 100 1 10 0 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 1(0) 1(0.1) 1(0) 1(0) 
100 100 1 10 0 0.8 8 0 / 2 0 / 13 0 / 100 0 / 92 1(0.1) 1.8(2.3) 5.9(0.6) 2.9(1) 
100 100 1 10 0 0 10 0 / 11 0 / 36 0 / 100 0 / 100 1.1(0.3) 3.1(2.8) 6(0.4) 4.8(0.7) 
100 100 1 10 0.3 0.8 8 0 / 4 0 / 8 0 / 100 0 / 96 1(0.2) 1.3(1.3) 6.2(0.6) 3.4(1.1) 
100 100 1 10 0.3 0 10 0 / 12 0 / 32 0 / 100 0 / 100 1.1(0.4) 2.7(2.6) 6.2(0.5) 4.9(0.7) 
100 100 1 10 0.8 0.8 0 0 / 0 0 / 2 0 / 37 0 / 0 1(0) 1(0.2) 1.4(0.5) 1(0) 
100 100 1 10 0.8 0 8 0 / 36 0 / 67 0 / 100 0 / 100 1.5(0.7) 6.5(4) 10(0) 10(0) 
100 100 1 10 0.8 0.1 10 0 / 59 0 / 91 0 / 100 0 / 100 2(1.1) 7(2) 10(0) 10(0) 
100 1000 1 10 0 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 1(0) 1(0.1) 1(0) 1(0) 
100 1000 1 10 0 0.1 8 0 / 0 0 / 51 0 / 100 0 / 100 1(0) 5.6(4.5) 7.1(0.2) 6.7(0.5) 
100 1000 1 10 0 0.1 10 0 / 0 0 / 88 0 / 100 0 / 100 1(0) 7.4(2.4) 6.9(0.3) 6.2(0.4) 
100 1000 1 10 0.3 0 8 0 / 0 0 / 49 0 / 100 0 / 100 1(0) 5.3(4.4) 7.1(0.2) 6.7(0.5) 
100 1000 1 10 0.3 0.1 10 0 / 0 0 / 83 0 / 100 0 / 100 1(0) 7(2.7) 6.9(0.3) 6.2(0.4) 
100 1000 1 10 0.8 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 1(0) 1(0.1) 1(0) 1(0) 
100 1000 1 10 0.8 0.1 8 0 / 0 0 / 92 0 / 100 0 / 100 1(0) 9.2(2.5) 10(0) 10(0) 
100 1000 1 10 0.8 0.1 10 0 / 2 0 / 100 0 / 100 0 / 100 1(0.4) 8(0) 10(0) 10(0) 
150 150 1 10 0 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 1(0) 1(0.1) 1(0) 1(0) 
150 150 1 10 0 0.1 8 0 / 0 0 / 2 0 / 100 0 / 52 1(0) 1(0.4) 5.8(0.7) 1.7(0.8) 
150 150 1 10 0 0.1 15 0 / 7 0 / 76 0 / 100 0 / 100 1.1(0.3) 6.2(2.9) 6.8(0.4) 6.4(0.5) 
150 150 1 10 0.3 0.1 8 0 / 0 0 / 2 0 / 100 0 / 75 1(0) 1(0.6) 6.1(0.7) 2.2(1) 
150 150 1 10 0.3 0.1 15 0 / 8 0 / 64 0 / 100 0 / 100 1.1(0.3) 5.2(3.2) 6.9(0.3) 6.5(0.5) 
150 150 1 10 0.8 0.8 0 0 / 0 0 / 2 0 / 0 0 / 0 1(0) 1(0.2) 1(0) 1(0) 
150 150 1 10 0.8 0.1 8 0 / 3 0 / 1 0 / 100 0 / 100 1(0.2) 1(0.1) 10(0) 10(0) 
150 150 1 10 0.8 0.1 15 0 / 43 0 / 92 0 / 100 0 / 100 1.7(1) 7.2(1.9) 10(0) 10(0) 
150 500 1 10 0 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 1(0) 1(0.2) 1(0) 1(0) 
150 500 1 10 0 0.1 8 0 / 0 0 / 0 0 / 100 0 / 100 1(0) 1(0) 8(0.5) 6.7(0.9) 
150 500 1 10 0 0 15 0 / 0 0 / 90 0 / 100 0 / 100 1(0) 7.7(2.3) 7(0.2) 7(0.1) 
150 500 1 10 0.3 0.1 8 0 / 0 0 / 0 0 / 100 0 / 100 1(0) 1(0) 8.1(0.5) 6.8(0.9) 
150 500 1 10 0.3 0 15 0 / 0 0 / 88 0 / 100 0 / 100 1(0) 7.5(2.5) 7.1(0.3) 7(0.1) 
150 500 1 10 0.8 0.8 0 0 / 0 0 / 2 0 / 0 0 / 0 1(0) 1(0.2) 1(0) 1(0) 
150 500 1 10 0.8 0.1 8 0 / 0 0 / 0 0 / 100 0 / 100 1(0) 1(0) 10(0) 10(0) 
150 500 1 10 0.8 0 15 0 / 7 0 / 98 0 / 100 0 / 100 1.1(0.3) 7.8(0.9) 10(0) 10(0) 
200 60 1 10 0 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 1(0) 1(0.4) 1(0) 1(0) 
200 60 1 10 0 0.1 8 0 / 0 0 / 6 0 / 100 0 / 0 1(0) 1.1(0.4) 3.5(0.7) 1(0) 
200 60 1 10 0 0.1 20 0 / 35 0 / 68 0 / 100 0 / 100 1.4(0.7) 4.5(2.6) 6.5(0.5) 5.7(0.6) 
200 60 1 10 0.3 0.1 8 0 / 0 0 / 7 0 / 100 0 / 3 1(0.1) 1.1(0.4) 4.6(0.7) 1(0.2) 
200 60 1 10 0.3 0.1 20 0 / 35 0 / 58 0 / 100 0 / 100 1.4(0.6) 3.7(2.4) 6.7(0.5) 5.9(0.7) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
200 60 1 10 0.8 0.8 0 0 / 0 0 / 1 0 / 99 0 / 0 1(0) 1(0.1) 3(0.6) 1(0) 
200 60 1 10 0.8 0.1 8 0 / 10 0 / 8 0 / 100 0 / 100 1.1(0.3) 1.2(0.7) 10(0) 10(0) 
200 60 1 10 0.8 0.1 20 0 / 71 0 / 92 0 / 100 0 / 100 2.3(1.2) 6(1.9) 10(0) 10(0) 
1000 60 1 10 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 1(0) 1(0.1) 1(0) 1(0) 
1000 60 1 10 0 0 8 0 / 0 0 / 3 0 / 0 0 / 0 1(0) 1(0.2) 1(0) 1(0) 
1000 60 1 10 0 0.8 100 0 / 73 0 / 98 0 / 100 0 / 100 2.5(1.4) 7.3(1.3) 8.1(0.3) 8(0.3) 
1000 60 1 10 0.3 0.1 8 0 / 0 0 / 3 0 / 0 0 / 0 1(0) 1(0.2) 1(0) 1(0) 
1000 60 1 10 0.3 0.8 100 0 / 78 0 / 96 0 / 100 0 / 100 2.7(1.4) 6.9(1.7) 8.2(0.4) 8(0.4) 
1000 60 1 10 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 1(0) 1(0) 1(0) 1(0) 
1000 60 1 10 0.8 0 8 0 / 0 0 / 3 0 / 100 0 / 92 1(0) 1(0.2) 9.9(0.3) 5.9(3.3) 
1000 60 1 10 0.8 0.8 100 0 / 67 0 / 89 0 / 100 0 / 100 2.1(1.1) 6(2) 10(0) 10(0) 
1000 250 1 10 0 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 1(0) 1(0.1) 1(0) 1(0) 
1000 250 1 10 0 0.8 8 0 / 0 0 / 2 0 / 0 0 / 0 1(0) 1(0.2) 1(0) 1(0) 
1000 250 1 10 0 0.8 100 0 / 19 0 / 100 0 / 100 0 / 100 1.3(0.6) 8.1(0.4) 9(0.1) 9(0.1) 
1000 250 1 10 0.3 0.8 8 0 / 0 0 / 2 0 / 0 0 / 0 1(0) 1(0.1) 1(0) 1(0) 
1000 250 1 10 0.3 0.8 100 0 / 27 0 / 100 0 / 100 0 / 100 1.4(0.8) 8(0.5) 9.1(0.2) 9(0.2) 
1000 250 1 10 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 1(0) 1(0) 1(0) 1(0) 
1000 250 1 10 0.8 0.8 8 0 / 0 0 / 2 0 / 100 0 / 100 1(0) 1(0.2) 10(0) 10(0) 
1000 250 1 10 0.8 0 100 0 / 22 0 / 96 0 / 100 0 / 100 1.3(0.5) 6.7(1.2) 10(0) 10(0) 
40 100 3 10 0 0.8 0 0 / 1 0 / 1 0 / 8 0 / 0 3(0.1) 3(0.1) 3.1(0.3) 3(0) 
40 100 3 10 0 0.1 8 0 / 100 5 / 91 0 / 100 0 / 100 5.6(0.5) 5.4(1.4) 6(0.2) 5.3(0.5) 
40 100 3 10 0 0.1 10 0 / 100 0 / 100 0 / 100 0 / 100 5.1(0.3) 5.2(0.6) 5.8(0.4) 5(0.1) 
40 100 3 10 0.3 0.1 8 0 / 100 9 / 87 0 / 100 0 / 100 5.5(0.6) 5.1(1.6) 6.3(0.5) 5.4(0.5) 
40 100 3 10 0.3 0.1 10 0 / 100 1 / 99 0 / 100 0 / 100 5.1(0.4) 5.2(0.6) 6(0.4) 5(0.2) 
40 100 3 10 0.8 0.8 0 0 / 0 0 / 1 0 / 100 0 / 0 3(0) 3(0.1) 5.2(0.7) 3(0) 
40 100 3 10 0.8 0.1 8 0 / 100 0 / 100 0 / 100 0 / 100 6(0.1) 6.6(1) 10(0) 10(0) 
40 100 3 10 0.8 0.1 10 0 / 100 0 / 100 0 / 100 0 / 100 5.4(0.5) 7.1(1.3) 10(0) 10(0) 
100 100 3 10 0 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 3(0) 3(0.1) 3(0) 3(0) 
100 100 3 10 0 0.1 8 0 / 37 0 / 6 0 / 100 0 / 94 3.4(0.6) 3.4(1.5) 7.4(0.6) 5(1) 
100 100 3 10 0 0.1 10 0 / 65 1 / 28 0 / 100 0 / 100 4.1(1.1) 4.6(2.7) 7.7(0.5) 6.7(0.7) 
100 100 3 10 0.3 0.1 8 0 / 40 0 / 4 0 / 100 0 / 96 3.5(0.7) 3.2(1.2) 7.6(0.6) 5.4(1.1) 
100 100 3 10 0.3 0.1 10 0 / 65 0 / 23 0 / 100 0 / 100 4.1(1.1) 4.2(2.4) 7.8(0.5) 6.9(0.7) 
100 100 3 10 0.8 0.8 0 0 / 0 0 / 1 0 / 5 0 / 0 3(0) 3(0.1) 3(0.2) 3(0) 
100 100 3 10 0.8 0.1 8 0 / 93 17 / 9 0 / 100 0 / 100 5.8(1.6) 3.2(2.3) 10(0) 10(0) 
100 100 3 10 0.8 0.1 10 0 / 99 11 / 83 0 / 100 0 / 100 7.1(1.3) 8.2(3.2) 10(0) 10(0) 
100 1000 3 10 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 3(0) 3(0.1) 3(0) 3(0) 
100 1000 3 10 0 0.1 8 0 / 0 0 / 0 0 / 100 0 / 100 3(0) 3(0) 9(0.2) 8.7(0.5) 
100 1000 3 10 0 0.1 10 0 / 3 0 / 74 0 / 100 0 / 100 3(0.2) 8.2(3) 8.7(0.5) 8.2(0.4) 
100 1000 3 10 0.3 0.1 8 0 / 1 0 / 0 0 / 100 0 / 100 3(0.1) 3(0) 9(0.2) 8.7(0.5) 
100 1000 3 10 0.3 0.1 10 0 / 5 0 / 71 0 / 100 0 / 100 3.1(0.4) 7.9(3.2) 8.7(0.5) 8.3(0.4) 
100 1000 3 10 0.8 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 3(0) 3(0.1) 3(0) 3(0) 
100 1000 3 10 0.8 0.1 8 0 / 39 0 / 0 0 / 100 0 / 100 4.6(2.4) 3(0.3) 10(0) 10(0) 
100 1000 3 10 0.8 0 10 0 / 99 0 / 100 0 / 100 0 / 100 8.5(0.7) 10(0.3) 10(0) 10(0) 
150 150 3 10 0 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 3(0) 3(0.1) 3(0) 3(0) 
150 150 3 10 0 0.1 8 0 / 6 0 / 0 0 / 100 0 / 57 3.1(0.2) 3(0.1) 6.9(0.6) 3.8(0.8) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
150 150 3 10 0 0 15 0 / 65 0 / 60 0 / 100 0 / 100 4.4(1.4) 7(3.3) 8.7(0.5) 8.3(0.5) 
150 150 3 10 0.3 0.1 8 0 / 5 0 / 1 0 / 100 0 / 77 3(0.2) 3(0.1) 7.2(0.7) 4.2(0.9) 
150 150 3 10 0.3 0 15 0 / 67 0 / 55 0 / 100 0 / 100 4.4(1.4) 6.6(3.3) 8.7(0.5) 8.4(0.5) 
150 150 3 10 0.8 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 3(0) 3(0.1) 3(0) 3(0) 
150 150 3 10 0.8 0 8 0 / 51 0 / 0 0 / 100 0 / 100 3.7(0.8) 3(0.1) 10(0) 10(0) 
150 150 3 10 0.8 0.8 15 0 / 99 6 / 84 0 / 100 0 / 100 7.6(1.1) 8.5(3) 10(0) 10(0) 
150 500 3 10 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 3(0) 3(0) 3(0) 3(0) 
150 500 3 10 0 0.8 8 0 / 0 0 / 0 0 / 100 0 / 100 3(0) 3(0) 9.3(0.5) 8.7(0.9) 
150 500 3 10 0 0 15 0 / 27 0 / 63 0 / 100 0 / 100 3.6(1.3) 7.4(3.4) 9(0.1) 9(0) 
150 500 3 10 0.3 0.8 8 0 / 0 0 / 0 0 / 100 0 / 100 3(0) 3(0) 9.4(0.6) 8.8(0.9) 
150 500 3 10 0.3 0.8 15 0 / 28 0 / 65 0 / 100 0 / 100 3.6(1.3) 7.5(3.3) 9(0.1) 9(0.1) 
150 500 3 10 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 3(0) 3(0) 3(0) 3(0) 
150 500 3 10 0.8 0.8 8 0 / 8 0 / 0 0 / 100 0 / 100 3.1(0.3) 3(0) 10(0) 10(0) 
150 500 3 10 0.8 0 15 0 / 100 1 / 96 0 / 100 0 / 100 8.5(0.7) 9.6(1.6) 10(0) 10(0) 
200 60 3 10 0 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 3(0) 3(0.3) 3(0) 3(0) 
200 60 3 10 0 0 8 0 / 4 0 / 1 0 / 98 0 / 0 3(0.2) 3(0.1) 4.7(0.7) 3(0) 
200 60 3 10 0 0.8 20 0 / 87 4 / 54 0 / 100 0 / 100 5.2(1.4) 5.7(2.8) 8.2(0.5) 7.7(0.6) 
200 60 3 10 0.3 0 8 0 / 10 0 / 3 0 / 100 0 / 3 3.1(0.3) 3.1(0.4) 5.7(0.7) 3(0.2) 
200 60 3 10 0.3 0.8 20 0 / 84 6 / 41 0 / 100 0 / 100 5(1.3) 4.8(2.6) 8.5(0.5) 7.8(0.6) 
200 60 3 10 0.8 0.8 0 0 / 0 0 / 0 0 / 68 0 / 0 3(0) 3(0.1) 3.8(0.6) 3(0) 
200 60 3 10 0.8 0.8 8 0 / 57 0 / 4 0 / 100 0 / 100 3.8(0.8) 3.1(0.3) 10(0) 10(0) 
200 60 3 10 0.8 0.8 20 0 / 99 9 / 81 0 / 100 0 / 100 6.8(1.3) 7.2(2.8) 10(0) 10(0) 
1000 60 3 10 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 3(0) 3(0) 3(0) 3(0) 
1000 60 3 10 0 0 8 0 / 0 0 / 1 0 / 0 0 / 0 3(0) 3(0.2) 3(0) 3(0) 
1000 60 3 10 0 0.1 100 0 / 99 5 / 94 0 / 100 0 / 100 7.8(1.2) 8.9(2.1) 10(0.2) 10(0.2) 
1000 60 3 10 0.3 0.8 8 0 / 0 0 / 1 0 / 0 0 / 0 3(0) 3(0.1) 3(0) 3(0) 
1000 60 3 10 0.3 0 100 0 / 100 8 / 90 0 / 100 0 / 100 7.7(1.2) 8.4(2.6) 10(0.2) 10(0.2) 
1000 60 3 10 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 3(0) 3(0) 3(0) 3(0) 
1000 60 3 10 0.8 0 8 0 / 0 0 / 1 0 / 100 0 / 96 3(0) 3(0.1) 9.9(0.3) 8(2.3) 
1000 60 3 10 0.8 0.1 100 0 / 100 11 / 79 0 / 100 0 / 100 6.9(1.2) 7.1(3) 10(0) 10(0) 
1000 250 3 10 0 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 3(0) 3(0.1) 3(0) 3(0) 
1000 250 3 10 0 0.1 8 0 / 0 0 / 0 0 / 0 0 / 0 3(0) 3(0.1) 3(0) 3(0) 
1000 250 3 10 0 0.1 100 0 / 100 0 / 99 0 / 100 0 / 100 9(0.6) 9.9(0.8) 10(0) 10(0) 
1000 250 3 10 0.3 0 8 0 / 0 0 / 0 0 / 0 0 / 0 3(0) 3(0) 3(0) 3(0) 
1000 250 3 10 0.3 0.1 100 0 / 100 1 / 99 0 / 100 0 / 100 9(0.6) 9.8(1) 10(0) 10(0) 
1000 250 3 10 0.8 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 3(0) 3(0.3) 3(0) 3(0) 
1000 250 3 10 0.8 0.1 8 0 / 0 0 / 0 0 / 100 0 / 100 3(0) 3(0.1) 10(0) 10(0) 
1000 250 3 10 0.8 0.1 100 0 / 100 1 / 89 0 / 100 0 / 100 8.5(0.7) 8.3(2) 10(0) 10(0) 
40 100 5 10 0 0.8 0 0 / 6 0 / 0 0 / 0 11 / 0 5.1(0.2) 5(0.1) 5(0) 4.9(0.3) 
40 100 5 10 0 0.8 8 0 / 99 31 / 69 0 / 100 0 / 100 7.5(0.7) 5.4(3.5) 7.9(0.3) 7.2(0.6) 
40 100 5 10 0 0.8 10 0 / 100 9 / 91 0 / 100 0 / 100 7.1(0.4) 6.5(2.1) 7.3(0.5) 7(0.2) 
40 100 5 10 0.3 0 8 0 / 98 42 / 58 0 / 100 0 / 100 7.4(0.8) 4.5(3.7) 7.9(0.3) 7.3(0.6) 
40 100 5 10 0.3 0.8 10 0 / 99 17 / 83 0 / 100 0 / 100 7.1(0.5) 5.9(2.7) 7.5(0.5) 7(0.3) 
40 100 5 10 0.8 0.8 0 0 / 2 0 / 1 0 / 79 0 / 0 5(0.1) 5(0.2) 6(0.6) 5(0) 
40 100 5 10 0.8 0.8 8 0 / 100 0 / 100 0 / 100 0 / 100 8(0.1) 8.2(0.6) 10(0) 10(0) 
150
Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
40 100 5 10 0.8 0.8 10 0 / 100 0 / 100 0 / 100 0 / 100 7.4(0.5) 8.3(0.7) 10(0) 10(0) 
100 100 5 10 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
100 100 5 10 0 0 8 0 / 58 23 / 1 0 / 100 0 / 91 5.9(0.9) 3.9(2.1) 8.5(0.6) 6.9(1.1) 
100 100 5 10 0 0.8 10 0 / 81 63 / 5 0 / 100 0 / 100 6.9(1.4) 2.2(2.9) 9.1(0.5) 8.7(0.7) 
100 100 5 10 0.3 0.1 8 0 / 60 29 / 1 0 / 100 0 / 97 5.9(1) 3.6(2.2) 8.7(0.6) 7.4(1) 
100 100 5 10 0.3 0 10 0 / 87 68 / 8 0 / 100 0 / 100 7(1.3) 2.1(3.1) 9.3(0.5) 8.8(0.7) 
100 100 5 10 0.8 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 5(0) 5(0.1) 5(0) 5(0) 
100 100 5 10 0.8 0 8 0 / 98 98 / 0 0 / 100 0 / 100 8.5(1.4) 0.3(0.9) 10(0) 10(0) 
100 100 5 10 0.8 0.8 10 0 / 100 95 / 5 0 / 100 0 / 100 9.4(0.9) 0.6(2.1) 10(0) 10(0) 
100 1000 5 10 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
100 1000 5 10 0 0.8 8 0 / 3 0 / 0 0 / 100 0 / 100 5(0.2) 5(0) 10(0) 10(0.1) 
100 1000 5 10 0 0.8 10 0 / 52 11 / 0 0 / 100 0 / 100 6.9(2.2) 4.5(1.5) 10(0) 10(0) 
100 1000 5 10 0.3 0 8 0 / 6 0 / 0 0 / 100 0 / 100 5.1(0.2) 5(0) 10(0) 10(0) 
100 1000 5 10 0.3 0.8 10 0 / 52 10 / 0 0 / 100 0 / 100 6.8(2.1) 4.5(1.5) 10(0) 10(0) 
100 1000 5 10 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
100 1000 5 10 0.8 0.8 8 0 / 95 88 / 0 0 / 100 0 / 100 9.4(1.3) 0.7(1.7) 10(0) 10(0) 
100 1000 5 10 0.8 0.8 10 0 / 100 99 / 0 0 / 100 0 / 100 10(0.1) 0.1(0.5) 10(0) 10(0) 
150 150 5 10 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0.1) 5(0) 5(0) 
150 150 5 10 0 0.8 8 0 / 17 0 / 0 0 / 100 0 / 60 5.2(0.4) 5(0.1) 7.9(0.7) 5.8(0.8) 
150 150 5 10 0 0 15 0 / 94 69 / 1 0 / 100 0 / 100 8.4(1.6) 1.6(2.4) 10(0.1) 10(0.1) 
150 150 5 10 0.3 0.8 8 0 / 22 0 / 0 0 / 100 0 / 78 5.2(0.5) 5(0.1) 8.3(0.7) 6.3(1) 
150 150 5 10 0.3 0 15 0 / 94 72 / 2 0 / 100 0 / 100 8.2(1.5) 1.6(2.6) 10(0.1) 10(0.1) 
150 150 5 10 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
150 150 5 10 0.8 0.8 8 0 / 76 40 / 0 0 / 100 0 / 100 6.4(1.2) 3.1(2.4) 10(0) 10(0) 
150 150 5 10 0.8 0 15 0 / 100 96 / 3 0 / 100 0 / 100 9.7(0.6) 0.4(1.8) 10(0) 10(0) 
150 500 5 10 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
150 500 5 10 0 0.1 8 0 / 2 0 / 0 0 / 100 0 / 100 5(0.1) 5(0) 10(0.2) 9.9(0.4) 
150 500 5 10 0 0.1 15 0 / 92 36 / 0 0 / 100 0 / 100 9.2(1.5) 3.2(2.4) 10(0) 10(0) 
150 500 5 10 0.3 0.1 8 0 / 2 0 / 0 0 / 100 0 / 100 5(0.1) 5(0) 10(0.1) 9.9(0.3) 
150 500 5 10 0.3 0.1 15 0 / 93 32 / 0 0 / 100 0 / 100 9.1(1.5) 3.4(2.3) 10(0) 10(0) 
150 500 5 10 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
150 500 5 10 0.8 0.1 8 0 / 36 1 / 0 0 / 100 0 / 100 5.4(0.7) 4.9(0.6) 10(0) 10(0) 
150 500 5 10 0.8 0.1 15 0 / 100 98 / 0 0 / 100 0 / 100 10(0.1) 0.1(0.7) 10(0) 10(0) 
200 60 5 10 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
200 60 5 10 0 0 8 0 / 16 0 / 1 0 / 75 0 / 0 5.2(0.4) 5(0.1) 5.9(0.6) 5(0) 
200 60 5 10 0 0.1 20 0 / 96 63 / 31 0 / 100 0 / 100 8(1.4) 3.3(4.4) 9.8(0.4) 9.6(0.6) 
200 60 5 10 0.3 0.8 8 0 / 25 2 / 2 0 / 99 0 / 3 5.3(0.5) 5(0.6) 6.7(0.6) 5(0.2) 
200 60 5 10 0.3 0.1 20 0 / 96 68 / 28 0 / 100 0 / 100 7.9(1.3) 2.9(4.2) 9.8(0.4) 9.7(0.5) 
200 60 5 10 0.8 0.8 0 0 / 0 0 / 0 0 / 8 0 / 0 5(0) 5(0.1) 5.1(0.3) 5(0) 
200 60 5 10 0.8 0 8 0 / 77 52 / 2 0 / 100 0 / 100 6.3(1) 2.6(2.5) 10(0) 10(0) 
200 60 5 10 0.8 0.1 20 0 / 99 62 / 38 0 / 100 0 / 100 9.1(1.1) 3.8(4.7) 10(0) 10(0) 
1000 60 5 10 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
1000 60 5 10 0 0.1 8 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
1000 60 5 10 0 0.1 100 0 / 100 82 / 18 0 / 100 0 / 100 9.6(0.7) 1.9(3.8) 10(0) 10(0) 
1000 60 5 10 0.3 0.1 8 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0.1) 5(0) 5(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
1000 60 5 10 0.3 0.1 100 0 / 100 79 / 21 0 / 100 0 / 100 9.6(0.8) 2.1(4) 10(0) 10(0) 
1000 60 5 10 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
1000 60 5 10 0.8 0.1 8 0 / 4 0 / 0 0 / 100 0 / 98 5(0.2) 5(0.1) 9.9(0.3) 9(1.4) 
1000 60 5 10 0.8 0.1 100 0 / 100 70 / 30 0 / 100 0 / 100 9.3(0.9) 3(4.5) 10(0) 10(0) 
1000 250 5 10 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
1000 250 5 10 0 0.1 8 0 / 0 0 / 1 0 / 0 0 / 0 5(0) 5(0.1) 5(0) 5(0) 
1000 250 5 10 0 0 100 0 / 100 96 / 3 0 / 100 0 / 100 10(0.1) 0.3(1.6) 10(0) 10(0) 
1000 250 5 10 0.3 0.1 8 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0.1) 5(0) 5(0) 
1000 250 5 10 0.3 0.1 100 0 / 100 94 / 4 0 / 100 0 / 100 10(0.2) 0.5(2) 10(0) 10(0) 
1000 250 5 10 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
1000 250 5 10 0.8 0.1 8 0 / 0 0 / 1 0 / 100 0 / 100 5(0) 5(0.1) 10(0) 10(0) 
1000 250 5 10 0.8 0 100 0 / 100 77 / 19 0 / 100 0 / 100 10(0.2) 2.1(3.9) 10(0) 10(0) 
40 100 5 20 0 0.8 0 0 / 6 0 / 1 0 / 100 11 / 0 5.1(0.2) 5(0.1) 15.8(0.8) 4.9(0.3) 
40 100 5 20 0 0 8 0 / 99 33 / 66 0 / 100 0 / 99 7.5(0.7) 5.2(3.6) 16.7(0.8) 7.1(0.6) 
40 100 5 20 0 0.1 10 0 / 100 11 / 89 0 / 100 0 / 100 7.2(0.5) 6.4(2.2) 16.6(0.8) 7(0.3) 
40 100 5 20 0.3 0 8 0 / 98 34 / 66 0 / 100 0 / 100 7.5(0.7) 5.1(3.5) 17.3(0.7) 7.3(0.6) 
40 100 5 20 0.3 0.1 10 0 / 99 16 / 84 0 / 100 0 / 100 7.1(0.5) 6(2.6) 17.2(0.7) 7(0.3) 
40 100 5 20 0.8 0.8 0 0 / 3 0 / 1 0 / 100 0 / 0 5(0.2) 5(0.3) 18.2(0.7) 5(0) 
40 100 5 20 0.8 0.1 8 0 / 100 0 / 100 0 / 100 0 / 100 8(0.1) 8.7(1.3) 20(0) 20(0) 
40 100 5 20 0.8 0.1 10 0 / 100 0 / 100 0 / 100 0 / 100 7.5(0.5) 8.8(1.3) 20(0) 20(0) 
100 100 5 20 0 0.8 0 0 / 0 0 / 0 0 / 9 0 / 0 5(0) 5(0.1) 5.1(0.3) 5(0) 
100 100 5 20 0 0.8 8 0 / 59 19 / 7 0 / 100 0 / 92 5.9(0.9) 4.6(2.6) 11.8(0.6) 6.9(1) 
100 100 5 20 0 0 10 0 / 79 50 / 24 0 / 100 0 / 100 6.8(1.4) 4(4.4) 11.2(0.5) 8.7(0.8) 
100 100 5 20 0.3 0.8 8 0 / 59 25 / 6 0 / 100 0 / 94 5.8(0.9) 4.2(2.7) 12.3(0.6) 7.2(1.1) 
100 100 5 20 0.3 0 10 0 / 84 62 / 14 0 / 100 0 / 100 6.9(1.4) 2.8(3.8) 11.8(0.5) 8.7(0.8) 
100 100 5 20 0.8 0.8 0 0 / 0 0 / 0 0 / 100 0 / 0 5(0) 5(0.2) 11.1(0.8) 5(0) 
100 100 5 20 0.8 0 8 0 / 98 40 / 55 0 / 100 0 / 100 8.9(1.7) 7.8(6) 20(0) 20(0) 
100 100 5 20 0.8 0.1 10 0 / 100 15 / 80 0 / 100 0 / 100 9.9(1.1) 9.7(4) 20(0) 20(0) 
100 1000 5 20 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0.1) 5(0) 5(0) 
100 1000 5 20 0 0.1 8 0 / 4 0 / 40 0 / 100 0 / 100 5(0.2) 8.5(4.4) 11.9(0.3) 10.6(0.5) 
100 1000 5 20 0 0.1 10 0 / 54 3 / 71 0 / 100 0 / 100 7.2(2.4) 10(3.5) 11(0) 10.2(0.4) 
100 1000 5 20 0.3 0 8 0 / 6 0 / 35 0 / 100 0 / 100 5.1(0.2) 8.1(4.3) 11.9(0.3) 10.6(0.5) 
100 1000 5 20 0.3 0.1 10 0 / 53 2 / 70 0 / 100 0 / 100 7(2.3) 9.9(3.5) 11(0) 10.3(0.4) 
100 1000 5 20 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0.1) 5(0) 5(0) 
100 1000 5 20 0.8 0.1 8 0 / 99 18 / 74 0 / 100 0 / 100 11.5(1.2) 10.8(5.3) 20(0) 20(0) 
100 1000 5 20 0.8 0.1 10 0 / 100 2 / 98 0 / 100 0 / 100 11(0.3) 11.8(1.3) 20(0) 20(0) 
150 150 5 20 0 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 5(0) 5(0.2) 5(0) 5(0) 
150 150 5 20 0 0.1 8 0 / 18 0 / 1 0 / 100 0 / 53 5.2(0.4) 5.1(0.8) 12(0.6) 5.7(0.8) 
150 150 5 20 0 0.1 15 0 / 92 28 / 59 0 / 100 0 / 100 8.4(1.8) 7.7(5.1) 11.2(0.4) 10.3(0.5) 
150 150 5 20 0.3 0.1 8 0 / 21 0 / 1 0 / 100 0 / 81 5.2(0.4) 5(0.2) 12.4(0.6) 6.4(1) 
150 150 5 20 0.3 0.1 15 0 / 94 41 / 47 0 / 100 0 / 100 8.4(1.6) 6.1(5.4) 11.4(0.5) 10.4(0.5) 
150 150 5 20 0.8 0.8 0 0 / 0 0 / 1 0 / 24 0 / 0 5(0) 5(0.2) 5.2(0.4) 5(0) 
150 150 5 20 0.8 0.1 8 0 / 78 29 / 13 0 / 100 0 / 100 6.5(1.2) 5.4(5.3) 20(0) 20(0) 
150 150 5 20 0.8 0.1 15 0 / 100 13 / 84 0 / 100 0 / 100 10.5(0.8) 10(3.6) 20(0) 20(0) 
150 500 5 20 0 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 5(0) 5(0.1) 5(0) 5(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
150 500 5 20 0 0.1 8 0 / 1 0 / 4 0 / 100 0 / 100 5(0.1) 5.5(2.5) 13.4(0.5) 10.6(0.9) 
150 500 5 20 0 0 15 0 / 95 3 / 80 0 / 100 0 / 100 10.1(1.5) 10.8(3.3) 11.7(0.5) 11(0.1) 
150 500 5 20 0.3 0.1 8 0 / 1 0 / 4 0 / 100 0 / 100 5(0.1) 5.5(2.5) 13.5(0.5) 10.8(0.9) 
150 500 5 20 0.3 0 15 0 / 93 6 / 77 0 / 100 0 / 100 9.9(1.6) 10.3(3.8) 11.7(0.4) 11(0.1) 
150 500 5 20 0.8 0.8 0 0 / 0 0 / 1 0 / 0 0 / 0 5(0) 5(0.1) 5(0) 5(0) 
150 500 5 20 0.8 0.1 8 0 / 35 1 / 30 0 / 100 0 / 100 5.4(0.7) 9(6.3) 20(0) 20(0) 
150 500 5 20 0.8 0 15 0 / 100 5 / 94 0 / 100 0 / 100 11.2(0.4) 11.4(2.7) 20(0) 20(0) 
200 60 5 20 0 0.8 0 0 / 0 0 / 0 0 / 10 0 / 0 5(0) 5(0) 5.1(0.3) 5(0) 
200 60 5 20 0 0.1 8 0 / 17 1 / 2 0 / 100 0 / 1 5.2(0.4) 5(0.4) 11.8(0.6) 5(0.1) 
200 60 5 20 0 0.1 20 1 / 94 54 / 42 0 / 100 0 / 100 8.1(1.4) 4.6(4.8) 11.7(0.5) 9.6(0.7) 
200 60 5 20 0.3 0.1 8 0 / 26 1 / 2 0 / 100 0 / 5 5.3(0.5) 5(0.6) 13.7(0.7) 5.1(0.2) 
200 60 5 20 0.3 0.1 20 0 / 95 62 / 33 0 / 100 0 / 100 7.9(1.4) 3.6(4.6) 13(0.6) 9.9(0.6) 
200 60 5 20 0.8 0.8 0 0 / 0 0 / 1 0 / 100 0 / 0 5(0) 5(0.1) 16.1(0.7) 5(0) 
200 60 5 20 0.8 0.1 8 0 / 76 54 / 4 0 / 100 0 / 100 6.4(1.1) 2.7(3.3) 20(0) 20(0) 
200 60 5 20 0.8 0.1 20 0 / 100 15 / 82 0 / 100 0 / 100 9.5(1.2) 8.9(3.5) 20(0) 20(0) 
1000 60 5 20 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
1000 60 5 20 0 0 8 0 / 0 0 / 1 0 / 0 0 / 0 5(0) 5(0.1) 5(0) 5(0) 
1000 60 5 20 0 0.8 100 0 / 100 11 / 88 0 / 100 0 / 100 10.6(0.9) 10.1(3.4) 12.7(0.4) 12(0.3) 
1000 60 5 20 0.3 0.1 8 0 / 0 0 / 0 0 / 98 0 / 0 5(0) 5(0.1) 6.7(0.6) 5(0) 
1000 60 5 20 0.3 0.8 100 0 / 100 14 / 85 0 / 100 0 / 100 10.4(1) 9.6(3.8) 13.1(0.3) 12(0.4) 
1000 60 5 20 0.8 0.8 0 0 / 0 0 / 0 0 / 100 0 / 0 5(0) 5(0) 14.7(0.8) 5(0) 
1000 60 5 20 0.8 0 8 0 / 4 0 / 2 0 / 100 0 / 100 5(0.2) 5(0.2) 20(0) 19.9(1) 
1000 60 5 20 0.8 0.8 100 0 / 100 18 / 79 0 / 100 0 / 100 9.8(1.1) 8.4(3.8) 20(0) 20(0) 
1000 250 5 20 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
1000 250 5 20 0 0.8 8 0 / 0 0 / 1 0 / 0 0 / 0 5(0) 5(0.7) 5(0) 5(0) 
1000 250 5 20 0 0.8 100 0 / 100 0 / 100 0 / 100 0 / 100 11.8(0.4) 11.9(0.8) 13.2(0.4) 13(0.1) 
1000 250 5 20 0.3 0.8 8 0 / 0 0 / 1 0 / 0 0 / 0 5(0) 5(0.1) 5(0) 5(0) 
1000 250 5 20 0.3 0.8 100 0 / 100 0 / 100 0 / 100 0 / 100 11.8(0.4) 11.9(0.8) 13.4(0.5) 13(0.2) 
1000 250 5 20 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 5(0) 5(0) 5(0) 5(0) 
1000 250 5 20 0.8 0.8 8 0 / 0 0 / 1 0 / 100 0 / 100 5(0) 5(0.1) 20(0) 20(0) 
1000 250 5 20 0.8 0 100 0 / 100 8 / 90 0 / 100 0 / 100 11.3(0.6) 9.9(3.2) 20(0) 20(0) 
40 100 8 10 0 0.8 0 31 / 5 65 / 0 51 / 0 98 / 0 7.7(0.7) 3.3(3.8) 7.5(0.6) 5.4(1.3) 
40 100 8 10 0 0.1 8 17 / 64 93 / 7 0 / 98 9 / 71 8.7(1.3) 0.9(2.5) 9.6(0.5) 9(1) 
40 100 8 10 0 0.1 10 15 / 70 80 / 20 0 / 99 6 / 78 8.9(1.2) 2.2(3.9) 9.6(0.5) 9(0.9) 
40 100 8 10 0.3 0.1 8 16 / 61 94 / 5 0 / 99 6 / 75 8.7(1.2) 0.8(2.3) 9.6(0.5) 9.1(1) 
40 100 8 10 0.3 0.1 10 15 / 68 84 / 16 0 / 99 5 / 81 8.8(1.2) 1.8(3.6) 9.6(0.5) 9.2(0.9) 
40 100 8 10 0.8 0.8 0 15 / 4 32 / 0 1 / 4 21 / 0 7.9(0.6) 5.8(3.5) 8(0.2) 7.8(0.5) 
40 100 8 10 0.8 0.1 8 30 / 47 100 / 0 0 / 100 0 / 100 8.2(1.5) 0.4(1) 10(0) 10(0) 
40 100 8 10 0.8 0.1 10 31 / 53 79 / 21 0 / 100 0 / 100 8.3(1.8) 2.6(3.9) 10(0) 10(0) 
100 100 8 10 0 0.8 0 0 / 0 0 / 0 4 / 0 20 / 0 8(0) 8(0) 8(0.2) 7.8(0.5) 
100 100 8 10 0 0.1 8 13 / 51 99 / 0 0 / 99 1 / 80 8.5(1) 0.3(1.1) 9.7(0.5) 9.2(0.8) 
100 100 8 10 0 0.1 10 13 / 65 100 / 0 0 / 100 0 / 100 8.9(1.1) 0.1(0.4) 10(0.1) 10(0.2) 
100 100 8 10 0.3 0.1 8 15 / 53 98 / 0 0 / 100 1 / 87 8.5(1) 0.3(1.2) 9.8(0.4) 9.4(0.7) 
100 100 8 10 0.3 0.1 10 15 / 65 100 / 0 0 / 100 0 / 100 8.8(1.2) 0.2(0.8) 10(0.1) 10(0.2) 
100 100 8 10 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 8(0.1) 8(0) 8(0) 8(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
100 100 8 10 0.8 0.1 8 15 / 69 100 / 0 0 / 100 0 / 100 8.9(1.3) 0.1(0.4) 10(0) 10(0) 
100 100 8 10 0.8 0.1 10 13 / 72 100 / 0 0 / 100 0 / 100 9(1.2) 0.1(0.3) 10(0) 10(0) 
100 1000 8 10 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 8(0) 8(0.1) 8(0) 8(0) 
100 1000 8 10 0 0.1 8 0 / 27 88 / 0 0 / 100 0 / 100 8.3(0.6) 1(2.6) 10(0) 10(0) 
100 1000 8 10 0 0.1 10 3 / 68 100 / 0 0 / 100 0 / 100 9(0.9) 0(0.1) 10(0) 10(0) 
100 1000 8 10 0.3 0.1 8 1 / 27 89 / 0 0 / 100 0 / 100 8.3(0.6) 1(2.5) 10(0) 10(0) 
100 1000 8 10 0.3 0.1 10 4 / 66 100 / 0 0 / 100 0 / 100 9(0.9) 0(0.2) 10(0) 10(0) 
100 1000 8 10 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 8(0) 8(0) 8(0) 8(0) 
100 1000 8 10 0.8 0.1 8 15 / 71 100 / 0 0 / 100 0 / 100 9(1.3) 0(0.1) 10(0) 10(0) 
100 1000 8 10 0.8 0 10 6 / 83 100 / 0 0 / 100 0 / 100 9.3(1.1) 0(0) 10(0) 10(0) 
150 150 8 10 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 8(0) 8(0) 8(0) 8(0) 
150 150 8 10 0 0.1 8 0 / 29 29 / 0 0 / 92 0 / 51 8.3(0.6) 5.7(3.6) 9.2(0.6) 8.6(0.7) 
150 150 8 10 0 0 15 5 / 80 100 / 0 0 / 100 0 / 100 9.2(0.9) 0(0.2) 10(0) 10(0) 
150 150 8 10 0.3 0.1 8 0 / 39 42 / 1 0 / 98 0 / 75 8.5(0.6) 4.7(3.9) 9.5(0.5) 9.1(0.8) 
150 150 8 10 0.3 0 15 8 / 79 100 / 0 0 / 100 0 / 100 9.2(1) 0(0.2) 10(0) 10(0) 
150 150 8 10 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 8(0) 8(0) 8(0) 8(0) 
150 150 8 10 0.8 0 8 12 / 64 99 / 0 0 / 100 0 / 100 8.8(1.1) 0.2(0.7) 10(0) 10(0) 
150 150 8 10 0.8 0.8 15 11 / 79 100 / 0 0 / 100 0 / 100 9.1(1.2) 0(0.1) 10(0) 10(0) 
150 500 8 10 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 8(0) 8(0.1) 8(0) 8(0) 
150 500 8 10 0 0.8 8 0 / 11 0 / 0 0 / 100 0 / 100 8.1(0.3) 8(0) 10(0) 10(0) 
150 500 8 10 0 0 15 3 / 77 100 / 0 0 / 100 0 / 100 9.2(0.9) 0(0) 10(0) 10(0) 
150 500 8 10 0.3 0.8 8 0 / 10 0 / 0 0 / 100 0 / 100 8.1(0.3) 8(0.5) 10(0) 10(0) 
150 500 8 10 0.3 0.8 15 3 / 79 100 / 0 0 / 100 0 / 100 9.3(0.9) 0(0.1) 10(0) 10(0) 
150 500 8 10 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 8(0) 8(0) 8(0) 8(0) 
150 500 8 10 0.8 0.8 8 4 / 57 99 / 0 0 / 100 0 / 100 8.7(0.8) 0.1(0.9) 10(0) 10(0) 
150 500 8 10 0.8 0 15 8 / 81 100 / 0 0 / 100 0 / 100 9.3(1.1) 0(0) 10(0) 10(0) 
200 60 8 10 0 0.8 0 0 / 0 0 / 0 7 / 0 36 / 0 8(0.1) 8(0) 7.9(0.2) 7.6(0.6) 
200 60 8 10 0 0 8 9 / 26 58 / 0 1 / 7 27 / 0 8.2(0.7) 3.5(3.9) 8.1(0.3) 7.7(0.5) 
200 60 8 10 0 0.8 20 14 / 68 100 / 0 0 / 100 0 / 100 8.9(1.2) 0.2(0.6) 10(0) 10(0) 
200 60 8 10 0.3 0 8 13 / 31 72 / 1 0 / 36 19 / 3 8.2(0.8) 2.4(3.6) 8.4(0.5) 7.8(0.5) 
200 60 8 10 0.3 0.8 20 16 / 68 100 / 0 0 / 100 0 / 100 8.9(1.3) 0.2(0.6) 10(0) 10(0) 
200 60 8 10 0.8 0.8 0 0 / 1 0 / 1 0 / 0 0 / 0 8(0.1) 8(0.1) 8(0) 8(0) 
200 60 8 10 0.8 0.8 8 19 / 59 99 / 0 0 / 100 0 / 100 8.6(1.2) 0.3(1.1) 10(0) 10(0) 
200 60 8 10 0.8 0.8 20 9 / 74 100 / 0 0 / 100 0 / 100 9.1(1.1) 0.1(0.4) 10(0) 10(0) 
1000 60 8 10 0 0.8 0 0 / 0 0 / 0 1 / 0 6 / 0 8(0) 8(0) 8(0.1) 7.9(0.3) 
1000 60 8 10 0 0 8 0 / 0 0 / 0 1 / 0 8 / 0 8(0) 8(0) 8(0.1) 7.9(0.3) 
1000 60 8 10 0 0.1 100 8 / 77 100 / 0 0 / 100 0 / 100 9.2(1.1) 0(0.2) 10(0) 10(0) 
1000 60 8 10 0.3 0.8 8 0 / 0 0 / 0 0 / 0 3 / 0 8(0) 8(0.1) 8(0) 8(0.2) 
1000 60 8 10 0.3 0 100 10 / 74 100 / 0 0 / 100 0 / 100 9.1(1.1) 0(0.2) 10(0) 10(0) 
1000 60 8 10 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 8(0) 8(0) 8(0) 8(0) 
1000 60 8 10 0.8 0 8 0 / 10 6 / 0 0 / 100 0 / 97 8.1(0.3) 7.5(1.9) 10(0.1) 9.9(0.4) 
1000 60 8 10 0.8 0.1 100 8 / 81 100 / 0 0 / 100 0 / 100 9.3(1.1) 0(0.2) 10(0) 10(0) 
1000 250 8 10 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 8(0) 8(0) 8(0) 8(0) 
1000 250 8 10 0 0.1 8 0 / 0 0 / 0 0 / 0 0 / 0 8(0) 8(0) 8(0) 8(0) 
1000 250 8 10 0 0.1 100 12 / 76 100 / 0 0 / 100 0 / 100 9(1.3) 0(0) 10(0) 10(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
1000 250 8 10 0.3 0 8 0 / 0 0 / 0 0 / 0 0 / 0 8(0) 8(0) 8(0) 8(0) 
1000 250 8 10 0.3 0.1 100 14 / 75 100 / 0 0 / 100 0 / 100 9.1(1.3) 0(0) 10(0) 10(0) 
1000 250 8 10 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 8(0) 8(0.1) 8(0) 8(0) 
1000 250 8 10 0.8 0.1 8 0 / 0 0 / 0 0 / 100 0 / 100 8(0) 8(0.1) 10(0) 10(0) 
1000 250 8 10 0.8 0.1 100 7 / 84 100 / 0 0 / 100 0 / 100 9.3(1.1) 0(0) 10(0) 10(0) 
40 100 15 20 0 0.8 0 100 / 0 100 / 0 0 / 98 100 / 0 8.3(1.8) 0.2(0.9) 16.9(0.7) 0.9(0.9) 
40 100 15 20 0 0.8 8 100 / 0 100 / 0 0 / 100 100 / 0 8.6(1.8) 0.3(1.1) 18.2(0.7) 3.6(2.2) 
40 100 15 20 0 0.8 10 100 / 0 100 / 0 0 / 100 100 / 0 8(1.8) 0.5(1.2) 18.2(0.7) 4.9(2.3) 
40 100 15 20 0.3 0 8 100 / 0 100 / 0 0 / 100 100 / 0 8.6(1.8) 0.2(0.9) 18.6(0.7) 4(2.5) 
40 100 15 20 0.3 0.8 10 100 / 0 100 / 0 0 / 100 100 / 0 8(1.7) 0.4(1) 18.5(0.7) 5.3(2.4) 
40 100 15 20 0.8 0.8 0 100 / 0 100 / 0 0 / 100 100 / 0 8.7(1.8) 0.4(1.6) 18.8(0.7) 6.3(2.8) 
40 100 15 20 0.8 0.8 8 100 / 0 90 / 10 0 / 100 0 / 100 6.8(1.7) 2.7(5.3) 20(0) 20(0) 
40 100 15 20 0.8 0.8 10 100 / 0 74 / 26 0 / 100 0 / 100 5.6(1.7) 5.9(7.7) 20(0) 20(0) 
100 100 15 20 0 0.8 0 99 / 0 93 / 0 99 / 0 100 / 0 9.9(2.1) 1.3(4) 13.1(0.7) 3.6(1.6) 
100 100 15 20 0 0 8 99 / 0 100 / 0 0 / 98 100 / 0 9.3(2) 0.2(1.1) 16.7(0.7) 6(2.4) 
100 100 15 20 0 0.8 10 100 / 0 100 / 0 0 / 100 99 / 0 9.5(2.1) 0.3(1.3) 17.2(0.7) 8.7(2.8) 
100 100 15 20 0.3 0.1 8 100 / 0 100 / 0 0 / 98 100 / 0 9.3(2) 0.2(1.1) 17.1(0.7) 7(2.6) 
100 100 15 20 0.3 0 10 100 / 0 100 / 0 0 / 100 98 / 0 9.4(2) 0.2(0.7) 17.5(0.7) 9.5(2.8) 
100 100 15 20 0.8 0.8 0 96 / 0 80 / 0 1 / 10 92 / 0 10.3(2.3) 3.2(6) 15.1(0.3) 13(1.3) 
100 100 15 20 0.8 0 8 99 / 0 100 / 0 0 / 100 0 / 100 9.4(2.2) 0.2(0.7) 20(0) 20(0) 
100 100 15 20 0.8 0.8 10 100 / 0 100 / 0 0 / 100 0 / 100 9.1(2) 0.1(0.5) 20(0) 20(0) 
100 1000 15 20 0 0.8 0 0 / 0 0 / 0 52 / 0 95 / 0 15(0) 15(0) 14.5(0.5) 13(1) 
100 1000 15 20 0 0.8 8 96 / 1 100 / 0 0 / 100 0 / 100 10.1(2.5) 0(0.3) 19.5(0.5) 19.1(0.9) 
100 1000 15 20 0 0.8 10 88 / 8 100 / 0 0 / 100 0 / 100 10.6(3.4) 0.1(0.3) 19.8(0.4) 19.6(0.6) 
100 1000 15 20 0.3 0 8 96 / 2 100 / 0 0 / 100 0 / 100 10(2.4) 0(0.3) 19.6(0.5) 19.2(0.8) 
100 1000 15 20 0.3 0.8 10 89 / 8 100 / 0 0 / 100 0 / 100 10.6(3.3) 0.1(0.3) 19.8(0.4) 19.6(0.6) 
100 1000 15 20 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 15(0) 15(0) 15(0) 15(0.1) 
100 1000 15 20 0.8 0.8 8 96 / 2 100 / 0 0 / 100 0 / 100 9.9(2.7) 0(0.3) 20(0) 20(0) 
100 1000 15 20 0.8 0.8 10 98 / 0 100 / 0 0 / 100 0 / 100 8.9(2.3) 0.1(0.3) 20(0) 20(0) 
150 150 15 20 0 0.8 0 22 / 0 2 / 0 84 / 0 100 / 0 14(2.3) 14.7(2) 14(0.6) 9.9(1.5) 
150 150 15 20 0 0.8 8 98 / 0 100 / 0 0 / 100 93 / 1 10(2.3) 0.1(0.6) 17(0.7) 12.5(1.5) 
150 150 15 20 0 0 15 95 / 2 100 / 0 0 / 100 0 / 100 10.1(2.5) 0.2(1) 19.3(0.6) 18.8(0.9) 
150 150 15 20 0.3 0.8 8 98 / 0 100 / 0 0 / 100 85 / 3 10(2.3) 0.1(0.5) 17.3(0.7) 12.9(1.6) 
150 150 15 20 0.3 0 15 96 / 2 100 / 0 0 / 100 0 / 100 10.1(2.5) 0.1(0.4) 19.6(0.5) 19.2(0.9) 
150 150 15 20 0.8 0.8 0 8 / 0 0 / 0 0 / 0 6 / 0 14.6(1.5) 14.9(0.9) 15(0) 14.9(0.2) 
150 150 15 20 0.8 0.8 8 98 / 1 100 / 0 0 / 100 0 / 100 9.2(2.5) 0.1(0.4) 20(0) 20(0) 
150 150 15 20 0.8 0 15 99 / 0 100 / 0 0 / 100 0 / 100 8.9(2.2) 0.2(0.5) 20(0) 20(0) 
150 500 15 20 0 0.8 0 0 / 0 0 / 0 2 / 0 22 / 0 15(0) 15(0) 15(0.1) 14.8(0.4) 
150 500 15 20 0 0.1 8 76 / 7 100 / 0 0 / 100 0 / 100 12(2.9) 0.1(0.4) 19.6(0.5) 18.9(1) 
150 500 15 20 0 0.1 15 92 / 7 100 / 0 0 / 100 0 / 100 9.8(3.5) 0(0.1) 20(0) 20(0) 
150 500 15 20 0.3 0.1 8 78 / 7 100 / 0 0 / 100 0 / 100 11.8(2.9) 0.1(0.4) 19.6(0.5) 19.1(1) 
150 500 15 20 0.3 0.1 15 89 / 9 100 / 0 0 / 100 0 / 100 10.3(3.6) 0(0.1) 20(0) 20(0) 
150 500 15 20 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 15(0) 15(0) 15(0) 15(0) 
150 500 15 20 0.8 0.1 8 100 / 0 100 / 0 0 / 100 0 / 100 8.1(2.3) 0(0.2) 20(0) 20(0) 
150 500 15 20 0.8 0.1 15 100 / 0 100 / 0 0 / 100 0 / 100 7.8(2.1) 0(0.2) 20(0) 20(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
200 60 15 20 0 0.8 0 100 / 0 93 / 0 99 / 0 100 / 0 9.7(2) 1.5(4.2) 13.2(0.7) 2.7(1.6) 
200 60 15 20 0 0 8 100 / 0 100 / 0 4 / 53 100 / 0 9.1(1.8) 0.2(0.7) 15.5(0.7) 3.4(1.8) 
200 60 15 20 0 0.1 20 99 / 0 98 / 2 0 / 100 67 / 19 9.5(2.2) 0.5(2.5) 18.2(0.7) 13.3(2.6) 
200 60 15 20 0.3 0.8 8 100 / 0 100 / 0 0 / 96 100 / 0 9.1(1.9) 0.2(0.9) 16.5(0.7) 4(2.1) 
200 60 15 20 0.3 0.1 20 100 / 0 100 / 0 0 / 100 41 / 43 9.4(2) 0.2(1.1) 18.6(0.6) 14.8(2.4) 
200 60 15 20 0.8 0.8 0 100 / 0 93 / 0 0 / 97 89 / 0 9.9(2.1) 1.3(4) 16.6(0.7) 12.9(1.3) 
200 60 15 20 0.8 0 8 100 / 0 100 / 0 0 / 100 0 / 100 9.3(2.1) 0.2(0.5) 20(0) 20(0) 
200 60 15 20 0.8 0.1 20 99 / 0 98 / 2 0 / 100 0 / 100 9(2.1) 0.7(3) 20(0) 20(0) 
1000 60 15 20 0 0.8 0 81 / 0 0 / 0 99 / 0 100 / 0 11.6(2.6) 15(0) 13.2(0.6) 5.4(2) 
1000 60 15 20 0 0.1 8 97 / 0 42 / 0 96 / 0 100 / 0 10.7(2.3) 8.9(7.3) 13.5(0.6) 5.5(2) 
1000 60 15 20 0 0.1 100 100 / 0 100 / 0 0 / 100 0 / 100 8.6(2.1) 0.4(1.4) 20(0) 20(0) 
1000 60 15 20 0.3 0.1 8 99 / 0 88 / 0 68 / 0 100 / 0 10.2(2.1) 2(4.9) 14.2(0.6) 6.4(2.1) 
1000 60 15 20 0.3 0.1 100 100 / 0 100 / 0 0 / 100 0 / 100 8.3(2.3) 0.4(1.5) 20(0) 20(0) 
1000 60 15 20 0.8 0.8 0 88 / 0 11 / 0 0 / 3 47 / 0 11.1(2.5) 13.5(4.5) 15(0.2) 14.4(0.7) 
1000 60 15 20 0.8 0.1 8 99 / 0 100 / 0 0 / 100 0 / 100 10.3(2.1) 0.1(0.7) 20(0) 20(0.1) 
1000 60 15 20 0.8 0.1 100 99 / 0 99 / 1 0 / 100 0 / 100 9.2(2.4) 0.6(2.4) 20(0) 20(0) 
1000 250 15 20 0 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 15(0) 15(0) 15(0) 15(0) 
1000 250 15 20 0 0.1 8 0 / 0 0 / 0 0 / 0 0 / 0 15(0) 15(0) 15(0) 15(0) 
1000 250 15 20 0 0 100 100 / 0 100 / 0 0 / 100 0 / 100 5.7(1.5) 0.3(0.7) 20(0) 20(0) 
1000 250 15 20 0.3 0.1 8 0 / 0 0 / 0 0 / 0 0 / 0 15(0) 15(0) 15(0) 15(0) 
1000 250 15 20 0.3 0.1 100 100 / 0 100 / 0 0 / 100 0 / 100 5.8(1.5) 0.4(0.7) 20(0) 20(0) 
1000 250 15 20 0.8 0.8 0 0 / 0 0 / 0 0 / 0 0 / 0 15(0) 15(0) 15(0) 15(0) 
1000 250 15 20 0.8 0.1 8 0 / 2 0 / 0 0 / 100 0 / 100 15(0.1) 15(0) 20(0) 20(0) 
1000 250 15 20 0.8 0 100 100 / 0 99 / 1 0 / 100 0 / 100 6.4(1.9) 0.6(2.4) 20(0) 20(0) 
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Table A.7: Percentages of underestimation and overestimation of the number of
factors, as well as mean and standard deviation of the estimated number of factors,
yielded by the robust estimator (RE), Onatski’s ED and Bai and Ng’s PCp1 and ICp1
estimators, for the model Xi,t =
∑k
m=1 Λi,mFm,t +
√
θ ei,t where ei,t = ρei,t−1 + νi,t +∑J
j 6=0,j=−J β νi−j,t, i = 1, . . . , n; t = 1, . . . , T , with νi,t ∼ t(df=1). Results are based
on 500 simulations for each combination of the values of the parameters.
Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
   n   T  k kmax   ρ β    J RE   ED  PCp1   ICp1   RE   ED   PCp1   ICp1 
40 100 1 10 0 0.8 0 0 / 97 1 / 92 0 / 100 0 / 100 5.1(2.1) 5.1(2.5) 10(0.2) 9.8(0.7) 
40 100 1 10 0 0 8 0 / 97 2 / 91 0 / 100 0 / 100 4.9(1.6) 4.3(2.3) 10(0) 10(0.3) 
40 100 1 10 0 0.1 10 0 / 99 1 / 91 0 / 100 0 / 100 4.6(1.4) 4.3(2.2) 10(0) 10(0.2) 
40 100 1 10 0.3 0 8 0 / 94 1 / 91 0 / 100 0 / 100 4.4(1.8) 4.4(2.3) 10(0) 10(0.2) 
40 100 1 10 0.3 0.1 10 0 / 96 1 / 91 0 / 100 0 / 100 4.2(1.5) 4.3(2.3) 10(0) 10(0.2) 
40 100 1 10 0.8 0.8 0 0 / 94 2 / 93 0 / 100 0 / 100 4.8(2.2) 4.6(2.3) 10(0.1) 10(0.4) 
40 100 1 10 0.8 0.1 8 0 / 98 0 / 100 0 / 100 0 / 100 3.6(0.9) 6(2.2) 10(0) 10(0) 
40 100 1 10 0.8 0.1 10 0 / 98 0 / 100 0 / 100 0 / 100 3(0.9) 6.4(2.2) 10(0) 10(0) 
100 100 1 10 0 0.8 0 0 / 97 1 / 95 0 / 100 0 / 100 5.1(2.1) 5.3(2.6) 10(0.2) 9.9(0.4) 
100 100 1 10 0 0.8 8 0 / 98 2 / 90 0 / 100 0 / 100 5.1(1.9) 4.8(2.6) 10(0) 10(0) 
100 100 1 10 0 0 10 0 / 99 1 / 90 0 / 100 0 / 100 5.1(1.7) 4.5(2.4) 10(0) 10(0) 
100 100 1 10 0.3 0.8 8 0 / 93 2 / 90 0 / 100 0 / 100 4.4(1.9) 4.4(2.4) 10(0) 10(0) 
100 100 1 10 0.3 0 10 0 / 94 2 / 92 0 / 100 0 / 100 4.2(1.8) 4.6(2.4) 10(0) 10(0) 
100 100 1 10 0.8 0.8 0 0 / 91 2 / 93 0 / 100 0 / 100 4.5(2.2) 5.2(2.5) 10(0) 10(0) 
100 100 1 10 0.8 0 8 0 / 95 0 / 96 0 / 100 0 / 100 4.7(1.9) 5.4(2.3) 10(0) 10(0) 
100 100 1 10 0.8 0.1 10 0 / 95 0 / 99 0 / 100 0 / 100 4.4(1.6) 5.7(2) 10(0) 10(0) 
100 1000 1 10 0 0.8 0 0 / 66 1 / 95 0 / 100 0 / 100 2(0.9) 5.4(2.6) 10(0) 10(0) 
100 1000 1 10 0 0.1 8 0 / 100 1 / 93 0 / 100 0 / 100 9.4(0.6) 4.9(2.5) 10(0) 10(0) 
100 1000 1 10 0 0.1 10 0 / 100 2 / 92 0 / 100 0 / 100 8.1(0.4) 5(2.6) 10(0) 10(0) 
100 1000 1 10 0.3 0 8 0 / 100 2 / 92 0 / 100 0 / 100 9.5(0.6) 4.8(2.5) 10(0) 10(0) 
100 1000 1 10 0.3 0.1 10 0 / 100 1 / 92 0 / 100 0 / 100 8.1(0.4) 4.8(2.5) 10(0) 10(0) 
100 1000 1 10 0.8 0.8 0 0 / 81 1 / 95 0 / 100 0 / 100 2.8(1.4) 5.6(2.7) 10(0) 10(0) 
100 1000 1 10 0.8 0.1 8 0 / 100 0 / 96 0 / 100 0 / 100 9.1(0.8) 6(2.5) 10(0) 10(0) 
100 1000 1 10 0.8 0.1 10 0 / 100 0 / 99 0 / 100 0 / 100 7.8(0.5) 6.5(2.2) 10(0) 10(0) 
150 150 1 10 0 0.8 0 0 / 99 1 / 94 0 / 100 0 / 100 5.4(2.2) 5.2(2.6) 10(0) 10(0) 
150 150 1 10 0 0.1 8 0 / 99 1 / 93 0 / 100 0 / 100 6.2(2.2) 5.1(2.5) 10(0) 10(0) 
150 150 1 10 0 0.1 15 0 / 99 1 / 94 0 / 100 0 / 100 5.6(1.6) 4.8(2.3) 10(0) 10(0) 
150 150 1 10 0.3 0.1 8 0 / 96 2 / 92 0 / 100 0 / 100 5.2(2.1) 4.8(2.4) 10(0) 10(0) 
150 150 1 10 0.3 0.1 15 0 / 97 3 / 91 0 / 100 0 / 100 4.9(1.6) 4.6(2.4) 10(0) 10(0) 
150 150 1 10 0.8 0.8 0 0 / 94 1 / 92 0 / 100 0 / 100 5(2.1) 5.3(2.7) 10(0) 10(0) 
150 150 1 10 0.8 0.1 8 0 / 97 2 / 91 0 / 100 0 / 100 5.2(2) 4.9(2.5) 10(0) 10(0) 
150 150 1 10 0.8 0.1 15 0 / 99 0 / 98 0 / 100 0 / 100 5(1.4) 6.1(2.1) 10(0) 10(0) 
150 500 1 10 0 0.8 0 0 / 89 1 / 93 0 / 100 0 / 100 3.3(1.5) 5.6(2.7) 10(0) 10(0) 
150 500 1 10 0 0.1 8 0 / 100 2 / 93 0 / 100 0 / 100 8.9(1.6) 5(2.5) 10(0) 10(0) 
150 500 1 10 0 0 15 0 / 100 1 / 92 0 / 100 0 / 100 7.9(0.6) 4.9(2.5) 10(0) 10(0) 
150 500 1 10 0.3 0.1 8 0 / 99 1 / 94 0 / 100 0 / 100 8.6(1.8) 5.1(2.5) 10(0) 10(0) 
150 500 1 10 0.3 0 15 0 / 100 1 / 92 0 / 100 0 / 100 7.6(0.9) 4.7(2.5) 10(0) 10(0) 
150 500 1 10 0.8 0.8 0 0 / 98 2 / 95 0 / 100 0 / 100 5.1(2.1) 5.4(2.6) 10(0) 10(0) 
150 500 1 10 0.8 0.1 8 0 / 100 2 / 94 0 / 100 0 / 100 8(1.9) 5.1(2.5) 10(0) 10(0) 
150 500 1 10 0.8 0 15 0 / 100 0 / 98 0 / 100 0 / 100 6.8(1.2) 6.3(2.3) 10(0) 10(0) 
200 60 1 10 0 0.8 0 0 / 93 2 / 94 0 / 100 0 / 100 4.4(2.2) 5.3(2.6) 10(0.1) 9.9(0.4) 
200 60 1 10 0 0.1 8 0 / 97 2 / 91 0 / 100 0 / 100 4.7(2) 4.9(2.6) 10(0) 10(0) 
200 60 1 10 0 0.1 20 0 / 97 3 / 88 0 / 100 0 / 100 4(1.5) 4.4(2.5) 10(0) 10(0) 
200 60 1 10 0.3 0.1 8 0 / 89 2 / 91 0 / 100 0 / 100 3.9(1.9) 4.7(2.5) 10(0) 10(0.1) 
200 60 1 10 0.3 0.1 20 0 / 87 2 / 89 0 / 100 0 / 100 3.4(1.7) 4.2(2.3) 10(0) 10(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
   n   T  k kmax   ρ β    J RE   ED  PCp1   ICp1   RE   ED   PCp1   ICp1 
200 60 1 10 0.8 0.8 0 0 / 88 2 / 94 0 / 100 0 / 100 4(2.1) 5.1(2.5) 10(0) 10(0.1) 
200 60 1 10 0.8 0.1 8 0 / 90 3 / 89 0 / 100 0 / 100 3.6(1.8) 4.2(2.3) 10(0) 10(0) 
200 60 1 10 0.8 0.1 20 0 / 90 0 / 98 0 / 100 0 / 100 3.5(1.4) 5.3(1.9) 10(0) 10(0) 
1000 60 1 10 0 0.8 0 0 / 89 3 / 92 0 / 100 0 / 100 4.3(2.4) 5.3(2.7) 10(0.2) 10(0.2) 
1000 60 1 10 0 0 8 0 / 91 1 / 94 0 / 100 0 / 100 4.2(2.2) 5.2(2.6) 10(0) 10(0.1) 
1000 60 1 10 0 0.8 100 0 / 94 2 / 93 0 / 100 0 / 100 3.7(1.4) 4.6(2.3) 10(0) 10(0) 
1000 60 1 10 0.3 0.1 8 0 / 89 1 / 93 0 / 100 0 / 100 4.2(2.1) 5.4(2.7) 10(0) 10(0) 
1000 60 1 10 0.3 0.8 100 0 / 83 1 / 93 0 / 100 0 / 100 3.1(1.6) 4.6(2.3) 10(0) 10(0) 
1000 60 1 10 0.8 0.8 0 0 / 92 1 / 94 0 / 100 0 / 100 4.5(2.3) 5.4(2.5) 10(0) 10(0) 
1000 60 1 10 0.8 0 8 0 / 90 2 / 93 0 / 100 0 / 100 3.9(2.1) 4.9(2.4) 10(0) 10(0) 
1000 60 1 10 0.8 0.8 100 0 / 92 0 / 100 0 / 100 0 / 100 3.6(1.5) 6(2) 10(0) 10(0) 
1000 250 1 10 0 0.8 0 0 / 97 1 / 95 0 / 100 0 / 100 4(1.6) 5.7(2.6) 10(0) 10(0) 
1000 250 1 10 0 0.8 8 0 / 99 2 / 95 0 / 100 0 / 100 6.9(2) 5.6(2.7) 10(0) 10(0) 
1000 250 1 10 0 0.8 100 0 / 100 2 / 95 0 / 100 0 / 100 6.5(0.8) 4.7(2.3) 10(0) 10(0) 
1000 250 1 10 0.3 0.8 8 0 / 99 1 / 95 0 / 100 0 / 100 6.5(2.5) 5.4(2.6) 10(0) 10(0) 
1000 250 1 10 0.3 0.8 100 0 / 99 2 / 94 0 / 100 0 / 100 6.1(1.2) 4.7(2.4) 10(0) 10(0) 
1000 250 1 10 0.8 0.8 0 0 / 97 1 / 94 0 / 100 0 / 100 7.1(2.7) 5.5(2.6) 10(0) 10(0) 
1000 250 1 10 0.8 0.8 8 0 / 97 1 / 94 0 / 100 0 / 100 5.4(2.3) 5.2(2.6) 10(0) 10(0) 
1000 250 1 10 0.8 0 100 0 / 100 0 / 98 0 / 100 0 / 100 6.1(1.1) 5.9(2) 10(0) 10(0) 
40 100 3 10 0 0.8 0 17 / 70 14 / 74 0 / 100 0 / 100 5(2.4) 5.2(2.4) 10(0.2) 9.8(0.9) 
40 100 3 10 0 0.1 8 8 / 76 24 / 60 0 / 100 0 / 100 4.7(1.6) 4.4(2.4) 10(0.1) 10(0.3) 
40 100 3 10 0 0.1 10 11 / 68 22 / 62 0 / 100 0 / 100 4.3(1.5) 4.5(2.4) 10(0) 10(0.2) 
40 100 3 10 0.3 0.1 8 15 / 65 22 / 59 0 / 100 0 / 100 4.2(1.6) 4.2(2.2) 10(0) 10(0.3) 
40 100 3 10 0.3 0.1 10 17 / 61 26 / 54 0 / 100 0 / 100 3.9(1.5) 4.2(2.3) 10(0.1) 10(0.3) 
40 100 3 10 0.8 0.8 0 17 / 70 17 / 67 0 / 100 0 / 100 4.9(2.3) 4.8(2.4) 10(0.1) 9.9(0.5) 
40 100 3 10 0.8 0.1 8 12 / 21 1 / 76 0 / 100 0 / 100 3.2(0.8) 4.6(1.6) 10(0) 10(0) 
40 100 3 10 0.8 0.1 10 60 / 6 5 / 69 0 / 100 0 / 100 2.5(0.7) 4.6(2) 10(0) 10(0) 
100 100 3 10 0 0.8 0 14 / 74 13 / 76 0 / 100 0 / 100 5.2(2.3) 5.5(2.5) 10(0.1) 10(0.2) 
100 100 3 10 0 0.1 8 10 / 79 19 / 67 0 / 100 0 / 100 5.1(1.9) 4.8(2.4) 10(0) 10(0) 
100 100 3 10 0 0.1 10 7 / 82 21 / 65 0 / 100 0 / 100 4.9(1.6) 4.8(2.6) 10(0) 10(0) 
100 100 3 10 0.3 0.1 8 21 / 63 21 / 61 0 / 100 0 / 100 4.2(1.9) 4.6(2.4) 10(0) 10(0) 
100 100 3 10 0.3 0.1 10 21 / 62 20 / 62 0 / 100 0 / 100 4.2(1.9) 4.6(2.4) 10(0) 10(0) 
100 100 3 10 0.8 0.8 0 18 / 67 19 / 68 0 / 100 0 / 100 4.6(2.1) 4.9(2.6) 10(0) 10(0.2) 
100 100 3 10 0.8 0.1 8 11 / 77 12 / 77 0 / 100 0 / 100 4.7(1.7) 5.9(2.6) 10(0) 10(0) 
100 100 3 10 0.8 0.1 10 10 / 78 5 / 90 0 / 100 0 / 100 4.5(1.4) 6.3(2) 10(0) 10(0) 
100 1000 3 10 0 0.8 0 0 / 90 15 / 73 0 / 100 0 / 100 5.2(1.4) 5.6(2.7) 10(0) 10(0) 
100 1000 3 10 0 0.1 8 0 / 100 18 / 68 0 / 100 0 / 100 8.4(1.4) 4.9(2.5) 10(0) 10(0) 
100 1000 3 10 0 0.1 10 0 / 100 19 / 69 0 / 100 0 / 100 8.1(1.7) 5(2.5) 10(0) 10(0) 
100 1000 3 10 0.3 0.1 8 0 / 100 17 / 68 0 / 100 0 / 100 8.1(1.1) 5.1(2.6) 10(0) 10(0) 
100 1000 3 10 0.3 0.1 10 0 / 100 18 / 68 0 / 100 0 / 100 6.9(0.9) 4.9(2.5) 10(0) 10(0) 
100 1000 3 10 0.8 0.8 0 0 / 96 12 / 77 0 / 100 0 / 100 6.3(1.8) 5.6(2.7) 10(0) 10(0) 
100 1000 3 10 0.8 0.1 8 0 / 100 9 / 84 0 / 100 0 / 100 7.5(0.5) 6.2(2.5) 10(0) 10(0) 
100 1000 3 10 0.8 0 10 0 / 100 5 / 88 0 / 100 0 / 100 6.1(0.3) 6.3(2.2) 10(0) 10(0) 
150 150 3 10 0 0.8 0 7 / 82 17 / 71 0 / 100 0 / 100 5.8(2.3) 5.4(2.7) 10(0) 10(0.1) 
150 150 3 10 0 0.1 8 4 / 88 16 / 70 0 / 100 0 / 100 6(1.9) 5(2.5) 10(0) 10(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
   n   T  k kmax   ρ β    J RE   ED  PCp1   ICp1   RE   ED   PCp1   ICp1 
150 150 3 10 0 0 15 2 / 93 22 / 63 0 / 100 0 / 100 5.5(1.2) 4.7(2.6) 10(0) 10(0) 
150 150 3 10 0.3 0.1 8 10 / 79 17 / 68 0 / 100 0 / 100 5.2(2.1) 4.9(2.4) 10(0) 10(0) 
150 150 3 10 0.3 0 15 10 / 80 24 / 63 0 / 100 0 / 100 5(1.7) 4.5(2.4) 10(0) 10(0) 
150 150 3 10 0.8 0.8 0 12 / 71 14 / 73 0 / 100 0 / 100 4.9(2.1) 5.4(2.6) 10(0) 10(0) 
150 150 3 10 0.8 0 8 8 / 79 18 / 68 0 / 100 0 / 100 5.5(2.3) 4.8(2.4) 10(0) 10(0) 
150 150 3 10 0.8 0.8 15 6 / 87 4 / 88 0 / 100 0 / 100 5.1(1.4) 6.4(2.1) 10(0) 10(0) 
150 500 3 10 0 0.8 0 0 / 98 14 / 77 0 / 100 0 / 100 6.7(1.7) 5.6(2.6) 10(0) 10(0) 
150 500 3 10 0 0.8 8 1 / 99 16 / 72 0 / 100 0 / 100 8(1.8) 5.2(2.5) 10(0) 10(0) 
150 500 3 10 0 0 15 0 / 100 21 / 62 0 / 100 0 / 100 6.4(0.7) 4.6(2.4) 10(0) 10(0) 
150 500 3 10 0.3 0.8 8 1 / 98 16 / 69 0 / 100 0 / 100 8.5(1.8) 5(2.5) 10(0) 10(0) 
150 500 3 10 0.3 0.8 15 0 / 100 19 / 66 0 / 100 0 / 100 6.7(0.5) 4.9(2.5) 10(0) 10(0) 
150 500 3 10 0.8 0.8 0 1 / 97 17 / 72 0 / 100 0 / 100 7.5(2.1) 5.3(2.7) 10(0) 10(0) 
150 500 3 10 0.8 0.8 8 2 / 95 17 / 72 0 / 100 0 / 100 8.5(1.9) 5(2.5) 10(0) 10(0) 
150 500 3 10 0.8 0 15 0 / 100 4 / 90 0 / 100 0 / 100 6.4(0.5) 6.4(2.1) 10(0) 10(0) 
200 60 3 10 0 0.8 0 25 / 58 14 / 73 0 / 100 0 / 100 4.2(2.2) 5.3(2.5) 10(0.2) 10(0.4) 
200 60 3 10 0 0 8 16 / 68 20 / 65 0 / 100 0 / 100 4.5(2) 4.8(2.5) 10(0.1) 10(0.2) 
200 60 3 10 0 0.8 20 16 / 65 29 / 55 0 / 100 0 / 100 4.1(1.5) 4.1(2.4) 10(0) 10(0) 
200 60 3 10 0.3 0 8 27 / 51 23 / 64 0 / 100 0 / 100 3.8(1.9) 4.7(2.5) 10(0) 10(0) 
200 60 3 10 0.3 0.8 20 31 / 43 27 / 56 0 / 100 0 / 100 3.5(1.7) 4.2(2.4) 10(0) 10(0) 
200 60 3 10 0.8 0.8 0 28 / 55 17 / 72 0 / 100 0 / 100 4.1(2.2) 5.3(2.7) 10(0) 10(0.2) 
200 60 3 10 0.8 0.8 8 30 / 49 26 / 59 0 / 100 0 / 100 3.6(1.8) 4.1(2.2) 10(0) 10(0) 
200 60 3 10 0.8 0.8 20 24 / 52 4 / 89 0 / 100 0 / 100 3.7(1.5) 5.9(1.9) 10(0) 10(0) 
1000 60 3 10 0 0.8 0 24 / 59 18 / 70 0 / 100 0 / 100 4.4(2.4) 5.4(2.8) 10(0.1) 10(0.2) 
1000 60 3 10 0 0 8 27 / 58 13 / 75 0 / 100 0 / 100 4.1(2.1) 5.6(2.6) 10(0) 10(0) 
1000 60 3 10 0 0.1 100 23 / 53 19 / 62 0 / 100 0 / 100 3.6(1.4) 4.6(2.3) 10(0) 10(0) 
1000 60 3 10 0.3 0.8 8 27 / 55 15 / 74 0 / 100 0 / 100 4(2.1) 5.4(2.6) 10(0) 10(0) 
1000 60 3 10 0.3 0 100 41 / 37 20 / 62 0 / 100 0 / 100 3.1(1.5) 4.5(2.3) 10(0) 10(0) 
1000 60 3 10 0.8 0.8 0 23 / 59 14 / 76 0 / 100 0 / 100 4.4(2.3) 5.6(2.6) 10(0) 10(0) 
1000 60 3 10 0.8 0 8 31 / 50 17 / 70 0 / 100 0 / 100 3.8(2) 5(2.5) 10(0) 10(0) 
1000 60 3 10 0.8 0.1 100 28 / 48 6 / 87 0 / 100 0 / 100 3.5(1.5) 5.9(2) 10(0) 10(0) 
1000 250 3 10 0 0.8 0 20 / 63 14 / 76 0 / 100 0 / 100 4.7(2.3) 5.7(2.7) 10(0) 10(0) 
1000 250 3 10 0 0.1 8 3 / 94 16 / 71 0 / 100 0 / 100 6.7(2) 5.4(2.7) 10(0) 10(0) 
1000 250 3 10 0 0.1 100 0 / 98 17 / 66 0 / 100 0 / 100 6.4(0.9) 4.7(2.3) 10(0) 10(0) 
1000 250 3 10 0.3 0 8 8 / 83 14 / 75 0 / 100 0 / 100 6.4(2.6) 5.4(2.6) 10(0) 10(0) 
1000 250 3 10 0.3 0.1 100 2 / 94 21 / 66 0 / 100 0 / 100 6.1(1.3) 4.6(2.4) 10(0) 10(0) 
1000 250 3 10 0.8 0.8 0 11 / 85 14 / 74 0 / 100 0 / 100 7.1(2.7) 5.5(2.7) 10(0) 10(0) 
1000 250 3 10 0.8 0.1 8 10 / 81 15 / 72 0 / 100 0 / 100 5.6(2.2) 5.3(2.6) 10(0) 10(0) 
1000 250 3 10 0.8 0.1 100 1 / 97 6 / 88 0 / 100 0 / 100 6(1) 5.9(2.1) 10(0) 10(0) 
40 100 5 10 0 0.8 0 43 / 42 42 / 44 0 / 100 0 / 99 5.2(2.4) 5.2(2.4) 9.9(0.3) 9.8(0.8) 
40 100 5 10 0 0.8 8 51 / 21 54 / 33 0 / 100 0 / 100 4.5(1.5) 4.6(2.5) 10(0.1) 10(0.3) 
40 100 5 10 0 0.8 10 66 / 15 54 / 31 0 / 100 0 / 100 4.1(1.3) 4.5(2.3) 10(0.1) 9.9(0.4) 
40 100 5 10 0.3 0 8 59 / 19 56 / 32 0 / 100 0 / 100 4.2(1.5) 4.5(2.4) 10(0.1) 10(0.3) 
40 100 5 10 0.3 0.8 10 68 / 10 59 / 29 0 / 100 0 / 100 3.8(1.4) 4.4(2.3) 10(0.1) 10(0.3) 
40 100 5 10 0.8 0.8 0 48 / 36 46 / 39 0 / 100 0 / 100 4.8(2.3) 4.9(2.5) 10(0.1) 9.9(0.4) 
40 100 5 10 0.8 0.8 8 100 / 0 47 / 29 0 / 100 0 / 100 3(0.5) 4.8(1.3) 10(0) 10(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
   n   T  k kmax   ρ β    J RE   ED  PCp1   ICp1   RE   ED   PCp1   ICp1 
40 100 5 10 0.8 0.8 10 100 / 0 60 / 16 0 / 100 0 / 100 2.5(0.6) 4.4(1.2) 10(0) 10(0) 
100 100 5 10 0 0.8 0 45 / 41 41 / 46 0 / 100 0 / 99 5(2.3) 5.4(2.6) 10(0.1) 9.9(0.4) 
100 100 5 10 0 0 8 35 / 45 50 / 38 0 / 100 0 / 100 5.2(1.7) 4.8(2.5) 10(0) 10(0) 
100 100 5 10 0 0.8 10 35 / 40 52 / 34 0 / 100 0 / 100 5(1.5) 4.6(2.5) 10(0) 10(0) 
100 100 5 10 0.3 0.1 8 59 / 25 48 / 37 0 / 100 0 / 100 4.2(1.9) 4.7(2.4) 10(0) 10(0) 
100 100 5 10 0.3 0 10 60 / 22 51 / 34 0 / 100 0 / 100 4.1(1.8) 4.7(2.5) 10(0) 10(0) 
100 100 5 10 0.8 0.8 0 54 / 28 41 / 45 0 / 100 0 / 100 4.4(2.2) 5.3(2.5) 10(0) 10(0) 
100 100 5 10 0.8 0 8 42 / 37 32 / 57 0 / 100 0 / 100 4.8(1.7) 6(2.5) 10(0) 10(0) 
100 100 5 10 0.8 0.8 10 42 / 30 21 / 67 0 / 100 0 / 100 4.5(1.5) 6.3(2.1) 10(0) 10(0) 
100 1000 5 10 0 0.8 0 1 / 90 35 / 50 0 / 100 0 / 100 7.2(1.4) 5.6(2.6) 10(0) 10(0) 
100 1000 5 10 0 0.8 8 0 / 100 48 / 37 0 / 100 0 / 100 7.8(0.9) 4.8(2.5) 10(0) 10(0) 
100 1000 5 10 0 0.8 10 0 / 100 48 / 38 0 / 100 0 / 100 6.5(0.7) 4.9(2.6) 10(0) 10(0) 
100 1000 5 10 0.3 0 8 0 / 100 44 / 42 0 / 100 0 / 100 8.1(0.7) 5(2.4) 10(0) 10(0) 
100 1000 5 10 0.3 0.8 10 0 / 100 47 / 37 0 / 100 0 / 100 6.8(0.5) 4.9(2.4) 10(0) 10(0) 
100 1000 5 10 0.8 0.8 0 3 / 90 41 / 46 0 / 100 0 / 100 7.8(1.7) 5.4(2.7) 10(0) 10(0) 
100 1000 5 10 0.8 0.8 8 0 / 100 30 / 60 0 / 100 0 / 100 7.9(0.3) 6.1(2.6) 10(0) 10(0) 
100 1000 5 10 0.8 0.8 10 0 / 100 20 / 68 0 / 100 0 / 100 6.6(0.5) 6.3(2.2) 10(0) 10(0) 
150 150 5 10 0 0.8 0 34 / 48 42 / 47 0 / 100 0 / 100 5.6(2.2) 5.3(2.5) 10(0) 10(0) 
150 150 5 10 0 0.8 8 21 / 61 47 / 39 0 / 100 0 / 100 5.9(1.9) 5.1(2.5) 10(0) 10(0) 
150 150 5 10 0 0 15 21 / 56 52 / 35 0 / 100 0 / 100 5.5(1.4) 4.6(2.4) 10(0) 10(0) 
150 150 5 10 0.3 0.8 8 42 / 42 50 / 37 0 / 100 0 / 100 5.2(2.1) 4.9(2.6) 10(0) 10(0) 
150 150 5 10 0.3 0 15 32 / 45 57 / 30 0 / 100 0 / 100 5.2(1.6) 4.5(2.4) 10(0) 10(0) 
150 150 5 10 0.8 0.8 0 51 / 31 44 / 41 0 / 100 0 / 100 4.7(2.2) 5.1(2.6) 10(0) 10(0) 
150 150 5 10 0.8 0.8 8 33 / 50 51 / 35 0 / 100 0 / 100 5.5(2.2) 4.8(2.6) 10(0) 10(0) 
150 150 5 10 0.8 0 15 26 / 50 21 / 67 0 / 100 0 / 100 5.2(1.4) 6.4(2.3) 10(0) 10(0) 
150 500 5 10 0 0.8 0 3 / 92 36 / 49 0 / 100 0 / 100 7.8(1.6) 5.6(2.5) 10(0) 10(0) 
150 500 5 10 0 0.1 8 3 / 93 42 / 45 0 / 100 0 / 100 8.5(1.6) 5.2(2.6) 10(0) 10(0) 
150 500 5 10 0 0.1 15 0 / 100 49 / 38 0 / 100 0 / 100 6.7(0.5) 4.9(2.4) 10(0) 10(0) 
150 500 5 10 0.3 0.1 8 4 / 93 45 / 40 0 / 100 0 / 100 8.6(1.7) 4.9(2.5) 10(0) 10(0) 
150 500 5 10 0.3 0.1 15 0 / 99 49 / 37 0 / 100 0 / 100 6.8(0.5) 4.8(2.4) 10(0) 10(0) 
150 500 5 10 0.8 0.8 0 12 / 82 37 / 50 0 / 100 0 / 100 7.6(2.2) 5.6(2.7) 10(0) 10(0) 
150 500 5 10 0.8 0.1 8 5 / 92 45 / 40 0 / 100 0 / 100 8.6(1.8) 5(2.4) 10(0) 10(0) 
150 500 5 10 0.8 0.1 15 0 / 98 19 / 68 0 / 100 0 / 100 6.6(0.5) 6.4(2.1) 10(0) 10(0) 
200 60 5 10 0 0.8 0 57 / 29 37 / 49 0 / 100 0 / 100 4.4(2.1) 5.6(2.6) 10(0.1) 9.9(0.3) 
200 60 5 10 0 0 8 56 / 28 44 / 41 0 / 100 0 / 100 4.4(2.1) 5(2.4) 10(0) 10(0.1) 
200 60 5 10 0 0.1 20 66 / 15 61 / 22 0 / 100 0 / 100 4(1.5) 4(2.2) 10(0) 10(0) 
200 60 5 10 0.3 0.8 8 67 / 19 49 / 39 0 / 100 0 / 100 3.8(1.8) 4.9(2.5) 10(0) 10(0) 
200 60 5 10 0.3 0.1 20 75 / 11 57 / 31 0 / 100 0 / 100 3.3(1.7) 4.4(2.5) 10(0) 10(0) 
200 60 5 10 0.8 0.8 0 66 / 21 45 / 42 0 / 100 0 / 100 3.9(2.2) 5.2(2.5) 10(0) 10(0) 
200 60 5 10 0.8 0 8 71 / 17 56 / 28 0 / 100 0 / 100 3.7(1.8) 4.4(2.3) 10(0) 10(0) 
200 60 5 10 0.8 0.1 20 74 / 11 21 / 62 0 / 100 0 / 100 3.6(1.4) 6.2(2) 10(0) 10(0) 
1000 60 5 10 0 0.8 0 56 / 31 43 / 46 0 / 100 0 / 100 4.3(2.4) 5.3(2.7) 10(0.1) 10(0.1) 
1000 60 5 10 0 0.1 8 59 / 26 41 / 46 0 / 100 0 / 100 4.3(2.1) 5.2(2.5) 10(0) 10(0) 
1000 60 5 10 0 0.1 100 71 / 10 54 / 32 0 / 100 0 / 100 3.7(1.4) 4.5(2.3) 10(0) 10(0) 
1000 60 5 10 0.3 0.1 8 63 / 22 42 / 45 0 / 100 0 / 100 4(2.2) 5.2(2.6) 10(0) 10(0.1) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
   n   T  k kmax   ρ β    J RE   ED  PCp1   ICp1   RE   ED   PCp1   ICp1 
1000 60 5 10 0.3 0.1 100 81 / 6 54 / 32 0 / 100 0 / 100 3.1(1.5) 4.6(2.4) 10(0) 10(0) 
1000 60 5 10 0.8 0.8 0 53 / 34 36 / 50 0 / 100 0 / 100 4.6(2.3) 5.5(2.6) 10(0) 10(0) 
1000 60 5 10 0.8 0.1 8 67 / 21 44 / 38 0 / 100 0 / 100 3.8(2.1) 5(2.5) 10(0) 10(0) 
1000 60 5 10 0.8 0.1 100 75 / 9 24 / 60 0 / 100 0 / 100 3.5(1.4) 5.9(2) 10(0) 10(0) 
1000 250 5 10 0 0.8 0 56 / 30 37 / 50 0 / 100 0 / 100 4.5(2.4) 5.5(2.6) 10(0) 10(0) 
1000 250 5 10 0 0.1 8 13 / 75 39 / 48 0 / 100 0 / 100 6.9(2) 5.4(2.5) 10(0) 10(0) 
1000 250 5 10 0 0 100 5 / 88 50 / 35 0 / 100 0 / 100 6.4(0.9) 4.6(2.4) 10(0) 10(0) 
1000 250 5 10 0.3 0.1 8 21 / 65 39 / 50 0 / 100 0 / 100 6.7(2.4) 5.5(2.6) 10(0) 10(0) 
1000 250 5 10 0.3 0.1 100 8 / 81 55 / 33 0 / 100 0 / 100 6.2(1.2) 4.5(2.3) 10(0) 10(0) 
1000 250 5 10 0.8 0.8 0 16 / 80 37 / 48 0 / 100 0 / 100 7.4(2.5) 5.6(2.6) 10(0) 10(0) 
1000 250 5 10 0.8 0.1 8 31 / 51 41 / 44 0 / 100 0 / 100 5.6(2.2) 5.3(2.6) 10(0) 10(0) 
1000 250 5 10 0.8 0 100 7 / 79 23 / 57 0 / 100 0 / 100 6.1(1.1) 5.8(2) 10(0) 10(0) 
40 100 5 20 0 0.8 0 41 / 44 35 / 54 0 / 100 0 / 100 5.3(2.5) 6.4(3.6) 20(0.1) 19(2.8) 
40 100 5 20 0 0 8 43 / 30 48 / 33 0 / 100 0 / 100 4.8(1.6) 5.1(2.8) 20(0.1) 19.5(2) 
40 100 5 20 0 0.1 10 60 / 12 53 / 33 0 / 100 0 / 100 4.1(1.3) 4.9(2.9) 20(0) 19.6(2) 
40 100 5 20 0.3 0 8 58 / 19 52 / 32 0 / 100 0 / 100 4.2(1.6) 4.7(2.7) 20(0) 19.9(1) 
40 100 5 20 0.3 0.1 10 68 / 10 51 / 33 0 / 100 0 / 100 3.9(1.4) 5(2.6) 20(0.1) 19.7(1.5) 
40 100 5 20 0.8 0.8 0 50 / 34 42 / 46 0 / 100 0 / 100 4.6(2.2) 5.5(3.1) 20(0) 19.8(1.5) 
40 100 5 20 0.8 0.1 8 99 / 0 42 / 31 0 / 100 0 / 100 3(0.5) 5.4(2.7) 20(0) 20(0) 
40 100 5 20 0.8 0.1 10 100 / 0 52 / 24 0 / 100 0 / 100 2.5(0.6) 5.5(3.3) 20(0) 20(0) 
100 100 5 20 0 0.8 0 40 / 42 24 / 67 0 / 100 0 / 100 5.1(2.3) 7.8(4.2) 19.7(0.7) 18.6(2.7) 
100 100 5 20 0 0.8 8 38 / 45 42 / 47 0 / 100 0 / 100 5.2(1.8) 5.7(3.2) 19.9(0.3) 19.5(1.4) 
100 100 5 20 0 0 10 40 / 38 47 / 40 0 / 100 0 / 100 4.9(1.7) 5.4(3.3) 19.9(0.3) 19.4(1.5) 
100 100 5 20 0.3 0.8 8 55 / 28 47 / 42 0 / 100 0 / 100 4.3(2) 5.4(3.2) 20(0.2) 19.7(1.1) 
100 100 5 20 0.3 0 10 53 / 25 46 / 43 0 / 100 0 / 100 4.3(1.8) 5.5(3.5) 20(0.2) 19.7(1.1) 
100 100 5 20 0.8 0.8 0 53 / 30 35 / 55 0 / 100 0 / 100 4.5(2.3) 6.8(3.9) 19.9(0.3) 19.7(1.3) 
100 100 5 20 0.8 0 8 48 / 35 20 / 69 0 / 100 0 / 100 4.6(1.8) 7.1(2.7) 20(0) 20(0) 
100 100 5 20 0.8 0.1 10 42 / 31 12 / 74 0 / 100 0 / 100 4.5(1.5) 6.9(2.1) 20(0) 20(0) 
100 1000 5 20 0 0.8 0 0 / 89 21 / 70 0 / 100 0 / 100 7.4(1.7) 8.4(4.7) 20(0.3) 19.9(0.7) 
100 1000 5 20 0 0.1 8 0 / 100 38 / 50 0 / 100 0 / 100 7.8(1) 6.3(3.9) 20(0) 20(0.2) 
100 1000 5 20 0 0.1 10 0 / 99 38 / 49 0 / 100 0 / 100 6.5(0.7) 6.3(3.8) 20(0) 20(0) 
100 1000 5 20 0.3 0 8 0 / 100 33 / 56 0 / 100 0 / 100 8.1(0.7) 6.8(4) 20(0) 20(0) 
100 1000 5 20 0.3 0.1 10 0 / 100 39 / 47 0 / 100 0 / 100 6.8(0.5) 6.3(4) 20(0) 20(0) 
100 1000 5 20 0.8 0.8 0 2 / 89 27 / 64 0 / 100 0 / 100 8.1(2.1) 8.2(4.8) 20(0.3) 19.9(0.8) 
100 1000 5 20 0.8 0.1 8 0 / 100 12 / 77 0 / 100 0 / 100 7.9(0.3) 7.9(3.1) 20(0) 20(0) 
100 1000 5 20 0.8 0.1 10 0 / 100 8 / 80 0 / 100 0 / 100 6.5(0.5) 7.5(2.6) 20(0) 20(0) 
150 150 5 20 0 0.8 0 31 / 53 27 / 65 0 / 100 0 / 100 6.3(3.5) 7.7(4.6) 19.9(0.4) 19.6(1.2) 
150 150 5 20 0 0.1 8 22 / 59 37 / 52 0 / 100 0 / 100 6(2) 6.5(3.9) 20(0.2) 19.9(0.4) 
150 150 5 20 0 0.1 15 19 / 55 45 / 42 0 / 100 0 / 100 5.5(1.3) 5.5(3.2) 20(0.1) 20(0.3) 
150 150 5 20 0.3 0.1 8 38 / 43 39 / 50 0 / 100 0 / 100 5.1(2.1) 6(3.5) 20(0) 20(0.2) 
150 150 5 20 0.3 0.1 15 37 / 40 45 / 42 0 / 100 0 / 100 4.9(1.6) 5.7(3.4) 20(0) 20(0.1) 
150 150 5 20 0.8 0.8 0 48 / 37 26 / 65 0 / 100 0 / 100 4.9(2.3) 7.8(4.2) 20(0.2) 19.9(0.5) 
150 150 5 20 0.8 0.1 8 35 / 48 37 / 49 0 / 100 0 / 100 5.4(2.2) 6.5(3.8) 20(0) 20(0) 
150 150 5 20 0.8 0.1 15 21 / 51 12 / 73 0 / 100 0 / 100 5.3(1.4) 7.3(2.6) 20(0) 20(0) 
150 500 5 20 0 0.8 0 2 / 94 24 / 66 0 / 100 0 / 100 8.3(1.9) 8.4(4.9) 20(0.1) 20(0.3) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
   n   T  k kmax   ρ β    J RE   ED  PCp1   ICp1   RE   ED   PCp1   ICp1 
150 500 5 20 0 0.1 8 1 / 96 31 / 57 0 / 100 0 / 100 9.1(1.8) 7.1(4.1) 20(0) 20(0) 
150 500 5 20 0 0 15 0 / 100 39 / 45 0 / 100 0 / 100 6.7(0.5) 5.9(3.5) 20(0) 20(0) 
150 500 5 20 0.3 0.1 8 3 / 94 35 / 54 0 / 100 0 / 100 9.2(2.1) 6.6(4) 20(0) 20(0) 
150 500 5 20 0.3 0 15 0 / 99 41 / 47 0 / 100 0 / 100 6.9(0.5) 6(3.7) 20(0) 20(0) 
150 500 5 20 0.8 0.8 0 8 / 85 25 / 68 0 / 100 0 / 100 8.5(2.8) 8.5(4.9) 20(0.3) 20(0.4) 
150 500 5 20 0.8 0.1 8 5 / 93 32 / 56 0 / 100 0 / 100 9.3(2.1) 7.1(4.2) 20(0) 20(0) 
150 500 5 20 0.8 0 15 0 / 99 10 / 75 0 / 100 0 / 100 6.7(0.5) 7.4(2.6) 20(0) 20(0) 
200 60 5 20 0 0.8 0 60 / 26 26 / 63 0 / 100 0 / 100 4.3(2.3) 7.5(4.1) 19.8(0.5) 19(2.5) 
200 60 5 20 0 0.1 8 49 / 31 46 / 44 0 / 100 0 / 100 4.6(2) 5.7(3.7) 19.9(0.3) 19.6(1.4) 
200 60 5 20 0 0.1 20 65 / 16 52 / 38 0 / 100 0 / 100 3.9(1.5) 4.9(2.9) 20(0.2) 19.8(1) 
200 60 5 20 0.3 0.1 8 62 / 21 44 / 43 0 / 100 0 / 100 4.1(1.9) 5.6(3.3) 20(0.2) 19.7(1.1) 
200 60 5 20 0.3 0.1 20 76 / 10 53 / 33 0 / 100 0 / 100 3.2(1.6) 4.9(3) 20(0.1) 19.9(0.8) 
200 60 5 20 0.8 0.8 0 61 / 26 34 / 56 0 / 100 0 / 100 4.1(2.2) 6.9(4) 20(0) 20(0.1) 
200 60 5 20 0.8 0.1 8 68 / 16 51 / 34 0 / 100 0 / 100 3.7(1.8) 5.1(3) 20(0) 20(0) 
200 60 5 20 0.8 0.1 20 70 / 12 17 / 63 0 / 100 0 / 100 3.7(1.5) 6.5(2.3) 20(0) 20(0) 
1000 60 5 20 0 0.8 0 57 / 31 23 / 71 0 / 100 0 / 100 4.5(2.5) 8.5(4.7) 19.9(0.5) 19.4(1.8) 
1000 60 5 20 0 0 8 59 / 28 24 / 67 0 / 100 0 / 100 4.3(2.1) 7.9(4.4) 19.9(0.4) 19.7(1.4) 
1000 60 5 20 0 0.8 100 72 / 9 48 / 40 0 / 100 0 / 100 3.6(1.4) 5.2(2.7) 20(0) 20(0) 
1000 60 5 20 0.3 0.1 8 59 / 25 30 / 58 0 / 100 0 / 100 4.2(2.2) 7.1(4.1) 20(0.2) 19.9(0.7) 
1000 60 5 20 0.3 0.8 100 81 / 9 47 / 38 0 / 100 0 / 100 3.2(1.5) 5.2(2.8) 20(0) 20(0.2) 
1000 60 5 20 0.8 0.8 0 57 / 29 26 / 66 0 / 100 0 / 100 4.3(2.3) 8.1(4.7) 20(0) 20(0) 
1000 60 5 20 0.8 0 8 65 / 21 36 / 53 0 / 100 0 / 100 3.9(2) 6.4(3.6) 20(0) 20(0) 
1000 60 5 20 0.8 0.8 100 72 / 9 14 / 68 0 / 100 0 / 100 3.5(1.5) 6.8(2.5) 20(0) 20(0) 
1000 250 5 20 0 0.8 0 53 / 34 24 / 66 0 / 100 0 / 100 4.7(2.5) 8.6(4.8) 20(0) 20(0) 
1000 250 5 20 0 0.8 8 13 / 75 24 / 66 0 / 100 0 / 100 6.9(2.1) 8.4(4.8) 20(0) 20(0) 
1000 250 5 20 0 0.8 100 3 / 87 43 / 40 0 / 100 0 / 100 6.4(0.9) 5.6(3) 20(0) 20(0) 
1000 250 5 20 0.3 0.8 8 27 / 61 28 / 61 0 / 100 0 / 100 6.6(2.8) 7.9(4.8) 20(0) 20(0) 
1000 250 5 20 0.3 0.8 100 11 / 78 46 / 41 0 / 100 0 / 100 6.1(1.3) 5.5(3) 20(0) 20(0) 
1000 250 5 20 0.8 0.8 0 18 / 76 23 / 68 0 / 100 0 / 100 7.5(2.9) 8.3(4.6) 20(0) 20(0) 
1000 250 5 20 0.8 0.8 8 32 / 52 26 / 65 0 / 100 0 / 100 5.7(2.4) 7.8(4.4) 20(0) 20(0) 
1000 250 5 20 0.8 0 100 10 / 78 12 / 66 0 / 100 0 / 100 6(1.1) 6.9(2.7) 20(0) 20(0) 
40 100 8 10 0 0.8 0 79 / 11 79 / 12 0 / 99 4 / 94 5.3(2.4) 5.2(2.5) 9.9(0.3) 9.7(0.9) 
40 100 8 10 0 0.1 8 98 / 0 88 / 7 0 / 100 1 / 98 4.5(1.4) 4.5(2.3) 10(0.1) 9.9(0.5) 
40 100 8 10 0 0.1 10 100 / 0 86 / 8 0 / 100 1 / 98 4(1.3) 4.5(2.3) 10(0.1) 9.9(0.4) 
40 100 8 10 0.3 0.1 8 98 / 0 90 / 5 0 / 100 1 / 99 4.3(1.6) 4.2(2.4) 10(0.1) 10(0.3) 
40 100 8 10 0.3 0.1 10 100 / 0 86 / 7 0 / 100 0 / 99 4(1.3) 4.5(2.4) 10(0.1) 9.9(0.3) 
40 100 8 10 0.8 0.8 0 88 / 6 82 / 10 0 / 100 1 / 97 4.9(2.2) 4.9(2.5) 10(0.2) 9.9(0.5) 
40 100 8 10 0.8 0.1 8 100 / 0 96 / 1 0 / 100 0 / 100 3(0.4) 5.1(1.3) 10(0) 10(0) 
40 100 8 10 0.8 0.1 10 100 / 0 98 / 1 0 / 100 0 / 100 2.5(0.5) 4.6(1.2) 10(0) 10(0) 
100 100 8 10 0 0.8 0 88 / 5 75 / 16 0 / 99 0 / 99 4.9(2.1) 5.4(2.7) 10(0.2) 9.9(0.4) 
100 100 8 10 0 0.1 8 94 / 1 83 / 11 0 / 100 0 / 100 5(1.8) 5(2.5) 10(0) 10(0) 
100 100 8 10 0 0.1 10 94 / 1 85 / 8 0 / 100 0 / 100 5.1(1.6) 4.6(2.5) 10(0) 10(0) 
100 100 8 10 0.3 0.1 8 94 / 1 84 / 10 0 / 100 0 / 100 4.5(1.9) 4.7(2.5) 10(0) 10(0) 
100 100 8 10 0.3 0.1 10 95 / 2 86 / 9 0 / 100 0 / 100 4.4(1.9) 4.5(2.4) 10(0) 10(0) 
100 100 8 10 0.8 0.8 0 87 / 6 78 / 14 0 / 100 0 / 100 4.6(2.3) 5.4(2.5) 10(0.1) 10(0.1) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
   n   T  k kmax   ρ β    J RE   ED  PCp1   ICp1   RE   ED   PCp1   ICp1 
100 100 8 10 0.8 0.1 8 97 / 0 69 / 20 0 / 100 0 / 100 4.7(1.7) 5.9(2.6) 10(0) 10(0) 
100 100 8 10 0.8 0.1 10 100 / 0 68 / 19 0 / 100 0 / 100 4.6(1.5) 6.4(2.2) 10(0) 10(0) 
100 1000 8 10 0 0.8 0 27 / 48 74 / 19 0 / 100 0 / 100 8.3(1.4) 5.6(2.7) 10(0) 10(0) 
100 1000 8 10 0 0.1 8 20 / 18 85 / 9 0 / 100 0 / 100 8(0.7) 4.8(2.4) 10(0) 10(0) 
100 1000 8 10 0 0.1 10 95 / 0 80 / 11 0 / 100 0 / 100 6.7(0.5) 5.1(2.4) 10(0) 10(0) 
100 1000 8 10 0.3 0.1 8 7 / 37 81 / 11 0 / 100 0 / 100 8.3(0.7) 4.8(2.6) 10(0) 10(0) 
100 1000 8 10 0.3 0.1 10 93 / 0 84 / 10 0 / 100 0 / 100 7(0.4) 4.9(2.5) 10(0) 10(0) 
100 1000 8 10 0.8 0.8 0 38 / 44 73 / 18 0 / 100 0 / 100 7.8(1.8) 5.4(2.8) 10(0) 10(0) 
100 1000 8 10 0.8 0.1 8 4 / 6 66 / 20 0 / 100 0 / 100 8(0.3) 6(2.6) 10(0) 10(0) 
100 1000 8 10 0.8 0 10 100 / 0 66 / 21 0 / 100 0 / 100 6.9(0.4) 6.5(2.2) 10(0) 10(0) 
150 150 8 10 0 0.8 0 81 / 10 77 / 15 0 / 100 0 / 100 5.6(2.1) 5.5(2.5) 10(0) 10(0) 
150 150 8 10 0 0.1 8 76 / 10 80 / 13 0 / 100 0 / 100 6(2) 4.9(2.6) 10(0) 10(0) 
150 150 8 10 0 0 15 98 / 0 86 / 8 0 / 100 0 / 100 5.5(1.3) 4.7(2.4) 10(0) 10(0) 
150 150 8 10 0.3 0.1 8 83 / 10 81 / 11 0 / 100 0 / 100 5.3(2.2) 4.9(2.5) 10(0) 10(0) 
150 150 8 10 0.3 0 15 95 / 1 84 / 7 0 / 100 0 / 100 5(1.7) 4.7(2.4) 10(0) 10(0) 
150 150 8 10 0.8 0.8 0 91 / 5 76 / 15 0 / 100 0 / 100 4.7(2) 5.5(2.6) 10(0) 10(0) 
150 150 8 10 0.8 0 8 78 / 14 84 / 9 0 / 100 0 / 100 5.7(2.3) 4.8(2.4) 10(0) 10(0) 
150 150 8 10 0.8 0.8 15 100 / 0 69 / 16 0 / 100 0 / 100 5.3(1.3) 6.2(2.1) 10(0) 10(0) 
150 500 8 10 0 0.8 0 40 / 41 75 / 16 0 / 100 0 / 100 7.8(1.8) 5.4(2.6) 10(0) 10(0) 
150 500 8 10 0 0.8 8 16 / 69 79 / 13 0 / 100 0 / 100 8.8(1.5) 5.1(2.6) 10(0) 10(0) 
150 500 8 10 0 0 15 97 / 0 86 / 8 0 / 100 0 / 100 6.9(0.4) 4.7(2.4) 10(0) 10(0) 
150 500 8 10 0.3 0.8 8 18 / 66 78 / 12 0 / 100 0 / 100 8.7(1.6) 5.1(2.6) 10(0) 10(0) 
150 500 8 10 0.3 0.8 15 90 / 0 83 / 8 0 / 100 0 / 100 7(0.5) 4.9(2.4) 10(0) 10(0) 
150 500 8 10 0.8 0.8 0 47 / 38 75 / 15 0 / 100 0 / 100 7.3(2.4) 5.5(2.6) 10(0) 10(0) 
150 500 8 10 0.8 0.8 8 16 / 74 87 / 8 0 / 100 0 / 100 8.8(1.8) 4.9(2.3) 10(0) 10(0) 
150 500 8 10 0.8 0 15 100 / 0 68 / 19 0 / 100 0 / 100 6.7(0.5) 6.4(2.2) 10(0) 10(0) 
200 60 8 10 0 0.8 0 92 / 4 71 / 18 0 / 100 1 / 99 4.2(2.2) 5.6(2.7) 10(0.2) 10(0.3) 
200 60 8 10 0 0 8 93 / 2 82 / 11 0 / 100 0 / 100 4.5(1.9) 5(2.4) 10(0) 10(0.1) 
200 60 8 10 0 0.8 20 99 / 0 91 / 4 0 / 100 0 / 100 4(1.4) 4.2(2.2) 10(0) 10(0) 
200 60 8 10 0.3 0 8 95 / 2 84 / 10 0 / 100 0 / 100 3.8(2) 4.7(2.6) 10(0) 10(0.2) 
200 60 8 10 0.3 0.8 20 99 / 1 86 / 8 0 / 100 0 / 100 3.4(1.6) 4.5(2.5) 10(0) 10(0) 
200 60 8 10 0.8 0.8 0 93 / 4 81 / 12 0 / 100 0 / 100 4(2.2) 5.1(2.5) 10(0) 10(0) 
200 60 8 10 0.8 0.8 8 97 / 1 88 / 7 0 / 100 0 / 100 3.7(1.8) 4.4(2.4) 10(0) 10(0) 
200 60 8 10 0.8 0.8 20 100 / 0 74 / 13 0 / 100 0 / 100 3.6(1.5) 6.1(2) 10(0) 10(0) 
1000 60 8 10 0 0.8 0 88 / 6 76 / 15 0 / 100 0 / 99 4.4(2.4) 5.4(2.6) 10(0.1) 10(0.3) 
1000 60 8 10 0 0 8 92 / 4 72 / 19 0 / 100 0 / 100 4.3(2.2) 5.6(2.7) 10(0) 10(0.1) 
1000 60 8 10 0 0.1 100 100 / 0 89 / 5 0 / 100 0 / 100 3.7(1.3) 4.7(2.1) 10(0) 10(0) 
1000 60 8 10 0.3 0.8 8 94 / 3 79 / 13 0 / 100 0 / 100 4(2.1) 5.2(2.6) 10(0) 10(0) 
1000 60 8 10 0.3 0 100 100 / 0 90 / 5 0 / 100 0 / 100 3(1.4) 4.4(2.3) 10(0) 10(0) 
1000 60 8 10 0.8 0.8 0 89 / 6 73 / 18 0 / 100 0 / 100 4.5(2.3) 5.5(2.7) 10(0) 10(0) 
1000 60 8 10 0.8 0 8 97 / 2 81 / 10 0 / 100 0 / 100 3.7(1.9) 5(2.5) 10(0) 10(0) 
1000 60 8 10 0.8 0.1 100 100 / 0 79 / 11 0 / 100 0 / 100 3.5(1.6) 5.9(2) 10(0) 10(0) 
1000 250 8 10 0 0.8 0 88 / 7 74 / 19 0 / 100 0 / 100 4.5(2.3) 5.6(2.7) 10(0) 10(0) 
1000 250 8 10 0 0.1 8 60 / 24 78 / 17 0 / 100 0 / 100 6.9(2) 5.4(2.6) 10(0) 10(0) 
1000 250 8 10 0 0.1 100 97 / 0 84 / 8 0 / 100 0 / 100 6.5(0.9) 4.9(2.4) 10(0) 10(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
   n   T  k kmax   ρ β    J RE   ED  PCp1   ICp1   RE   ED   PCp1   ICp1 
1000 250 8 10 0.3 0 8 60 / 29 75 / 17 0 / 100 0 / 100 6.5(2.6) 5.4(2.7) 10(0) 10(0) 
1000 250 8 10 0.3 0.1 100 97 / 0 86 / 7 0 / 100 0 / 100 6.1(1.2) 4.7(2.3) 10(0) 10(0) 
1000 250 8 10 0.8 0.8 0 44 / 39 74 / 18 0 / 100 0 / 100 7.1(2.7) 5.6(2.7) 10(0) 10(0) 
1000 250 8 10 0.8 0.1 8 82 / 9 78 / 14 0 / 100 0 / 100 5.5(2.1) 5.3(2.5) 10(0) 10(0) 
1000 250 8 10 0.8 0.1 100 100 / 0 80 / 11 0 / 100 0 / 100 6.1(1) 5.9(2.1) 10(0) 10(0) 
40 100 15 20 0 0.8 0 100 / 0 96 / 2 0 / 100 13 / 85 5.4(2.6) 6.5(3.8) 20(0.1) 18.5(3.5) 
40 100 15 20 0 0.8 8 100 / 0 99 / 1 0 / 100 6 / 93 4.5(1.5) 5.2(3) 20(0.1) 19.3(2.4) 
40 100 15 20 0 0.8 10 100 / 0 99 / 1 0 / 100 9 / 89 3.9(1.3) 5.1(2.9) 20(0.1) 19(2.8) 
40 100 15 20 0.3 0 8 100 / 0 99 / 1 0 / 100 4 / 95 4.2(1.6) 5.1(3.1) 20(0.1) 19.5(2) 
40 100 15 20 0.3 0.8 10 100 / 0 98 / 1 0 / 100 6 / 93 3.8(1.3) 5.3(3.2) 20(0.1) 19.4(2) 
40 100 15 20 0.8 0.8 0 100 / 0 98 / 1 0 / 100 8 / 92 4.9(2.3) 5.9(3.4) 20(0.1) 19.2(2.8) 
40 100 15 20 0.8 0.8 8 100 / 0 100 / 0 0 / 100 0 / 100 3(0.4) 5.4(1.6) 20(0) 20(0) 
40 100 15 20 0.8 0.8 10 100 / 0 100 / 0 0 / 100 0 / 100 2.6(0.5) 5.2(1.5) 20(0) 20(0) 
100 100 15 20 0 0.8 0 100 / 0 93 / 5 0 / 100 7 / 90 4.9(2.3) 7.5(4.3) 19.7(0.8) 18.7(2.2) 
100 100 15 20 0 0 8 100 / 0 98 / 1 0 / 100 2 / 97 5.1(1.8) 5.6(3.3) 19.9(0.4) 19.5(1.3) 
100 100 15 20 0 0.8 10 100 / 0 98 / 1 0 / 100 3 / 96 5(1.5) 5.6(3.2) 19.9(0.4) 19.4(1.6) 
100 100 15 20 0.3 0.1 8 100 / 0 98 / 1 0 / 100 2 / 96 4.3(1.9) 5.5(3.2) 19.9(0.3) 19.6(1.4) 
100 100 15 20 0.3 0 10 100 / 0 99 / 1 0 / 100 2 / 98 4.4(1.8) 5.3(3.3) 19.9(0.3) 19.7(1.1) 
100 100 15 20 0.8 0.8 0 100 / 0 95 / 2 0 / 100 3 / 96 4.7(2.2) 6.7(3.7) 19.9(0.4) 19.5(1.7) 
100 100 15 20 0.8 0 8 100 / 0 99 / 0 0 / 100 0 / 100 4.8(1.8) 7.2(2.9) 20(0) 20(0) 
100 100 15 20 0.8 0.8 10 100 / 0 98 / 0 0 / 100 0 / 100 4.8(1.4) 7.4(2.6) 20(0) 20(0) 
100 1000 15 20 0 0.8 0 99 / 0 88 / 10 0 / 100 1 / 99 8.7(2.3) 8.5(4.6) 20(0.2) 19.9(0.8) 
100 1000 15 20 0 0.8 8 100 / 0 95 / 4 0 / 100 0 / 100 8.3(0.6) 6.6(4.1) 20(0) 20(0.1) 
100 1000 15 20 0 0.8 10 100 / 0 97 / 2 0 / 100 0 / 100 7(0.4) 6(3.7) 20(0) 20(0) 
100 1000 15 20 0.3 0 8 100 / 0 94 / 5 0 / 100 0 / 100 8.5(0.6) 6.7(4.2) 20(0) 20(0) 
100 1000 15 20 0.3 0.8 10 100 / 0 98 / 2 0 / 100 0 / 100 7.1(0.4) 6.4(3.7) 20(0.1) 20(0.3) 
100 1000 15 20 0.8 0.8 0 99 / 1 88 / 10 0 / 100 1 / 98 8.5(2.7) 8(4.6) 20(0.2) 19.9(0.9) 
100 1000 15 20 0.8 0.8 8 100 / 0 96 / 3 0 / 100 0 / 100 8.2(0.5) 7.7(3.2) 20(0) 20(0) 
100 1000 15 20 0.8 0.8 10 100 / 0 98 / 1 0 / 100 0 / 100 6.9(0.3) 7.6(2.6) 20(0) 20(0) 
150 150 15 20 0 0.8 0 94 / 4 90 / 8 0 / 100 2 / 97 6.3(3.7) 8(4.2) 19.9(0.5) 19.6(1.4) 
150 150 15 20 0 0.8 8 100 / 0 96 / 3 0 / 100 0 / 100 6(2) 6.5(3.8) 20(0.1) 19.9(0.4) 
150 150 15 20 0 0 15 100 / 0 98 / 0 0 / 100 0 / 100 5.5(1.3) 5.4(3.2) 20(0.1) 20(0.3) 
150 150 15 20 0.3 0.8 8 100 / 0 97 / 2 0 / 100 0 / 100 5.2(2.2) 6.2(3.7) 20(0) 20(0.2) 
150 150 15 20 0.3 0 15 100 / 0 97 / 2 0 / 100 0 / 100 5(1.7) 5.5(3.6) 20(0.1) 20(0.2) 
150 150 15 20 0.8 0.8 0 100 / 0 93 / 4 0 / 100 0 / 100 5(2.3) 7.4(4.3) 20(0.2) 19.9(0.6) 
150 150 15 20 0.8 0.8 8 100 / 0 95 / 3 0 / 100 0 / 100 5.8(2.3) 6.4(3.7) 20(0) 20(0) 
150 150 15 20 0.8 0 15 100 / 0 97 / 2 0 / 100 0 / 100 5.4(1.3) 7.7(2.6) 20(0) 20(0) 
150 500 15 20 0 0.8 0 100 / 0 89 / 8 0 / 100 0 / 100 8.2(2.4) 8.1(4.6) 20(0.1) 20(0.3) 
150 500 15 20 0 0.1 8 100 / 0 95 / 3 0 / 100 0 / 100 9.7(2) 6.8(4) 20(0) 20(0) 
150 500 15 20 0 0.1 15 100 / 0 97 / 2 0 / 100 0 / 100 6.9(0.5) 6.1(3.7) 20(0) 20(0) 
150 500 15 20 0.3 0.1 8 100 / 0 95 / 3 0 / 100 0 / 100 9.5(2.1) 6.8(4) 20(0) 20(0) 
150 500 15 20 0.3 0.1 15 100 / 0 97 / 2 0 / 100 0 / 100 7(0.5) 6(3.6) 20(0) 20(0) 
150 500 15 20 0.8 0.8 0 98 / 1 88 / 8 0 / 100 0 / 100 7.9(3.2) 8.2(4.5) 20(0) 20(0) 
150 500 15 20 0.8 0.1 8 100 / 0 95 / 3 0 / 100 0 / 100 9.6(2.3) 6.7(3.9) 20(0) 20(0) 
150 500 15 20 0.8 0.1 15 100 / 0 98 / 1 0 / 100 0 / 100 6.8(0.4) 7.8(2.6) 20(0) 20(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
   n   T  k kmax   ρ β    J RE   ED  PCp1   ICp1   RE   ED   PCp1   ICp1 
200 60 15 20 0 0.8 0 100 / 0 92 / 6 0 / 100 10 / 87 4.3(2.1) 7.7(4.4) 19.8(0.6) 18.7(2.8) 
200 60 15 20 0 0 8 100 / 0 96 / 3 0 / 100 4 / 95 4.3(1.9) 6.2(3.8) 19.9(0.3) 19.5(1.6) 
200 60 15 20 0 0.1 20 100 / 0 99 / 1 0 / 100 2 / 97 3.9(1.4) 4.9(3.2) 19.9(0.3) 19.6(1.3) 
200 60 15 20 0.3 0.8 8 100 / 0 97 / 2 0 / 100 1 / 98 3.7(1.8) 6(3.7) 20(0.1) 19.8(1) 
200 60 15 20 0.3 0.1 20 100 / 0 99 / 1 0 / 100 1 / 99 3.3(1.6) 4.8(2.8) 20(0.2) 19.8(0.9) 
200 60 15 20 0.8 0.8 0 100 / 0 93 / 4 0 / 100 0 / 100 4(2.1) 7(4.2) 20(0) 20(0.4) 
200 60 15 20 0.8 0 8 100 / 0 98 / 1 0 / 100 0 / 100 4(2) 5.2(3.1) 20(0) 20(0) 
200 60 15 20 0.8 0.1 20 100 / 0 99 / 1 0 / 100 0 / 100 3.7(1.4) 6.7(2.5) 20(0) 20(0) 
1000 60 15 20 0 0.8 0 100 / 0 87 / 9 0 / 100 4 / 95 4.5(2.6) 8.5(4.7) 19.9(0.5) 19.4(1.8) 
1000 60 15 20 0 0.1 8 100 / 0 91 / 7 0 / 100 3 / 96 4.5(2.3) 7.8(4.5) 19.9(0.4) 19.6(1.4) 
1000 60 15 20 0 0.1 100 100 / 0 99 / 1 0 / 100 0 / 100 3.7(1.3) 5.4(2.9) 20(0.1) 20(0.3) 
1000 60 15 20 0.3 0.1 8 100 / 0 93 / 5 0 / 100 1 / 99 4.1(2.2) 7.2(4.2) 20(0.2) 19.9(0.9) 
1000 60 15 20 0.3 0.1 100 100 / 0 99 / 1 0 / 100 0 / 100 3.1(1.5) 5.3(3) 20(0) 20(0.2) 
1000 60 15 20 0.8 0.8 0 100 / 0 90 / 8 0 / 100 0 / 100 4.3(2.3) 7.9(4.5) 20(0) 20(0) 
1000 60 15 20 0.8 0.1 8 100 / 0 99 / 1 0 / 100 0 / 100 4(2.1) 6(3.3) 20(0) 20(0) 
1000 60 15 20 0.8 0.1 100 100 / 0 98 / 1 0 / 100 0 / 100 3.6(1.5) 6.6(2.3) 20(0) 20(0) 
1000 250 15 20 0 0.8 0 100 / 0 84 / 13 0 / 100 0 / 100 4.5(2.5) 8.4(5.2) 20(0) 20(0) 
1000 250 15 20 0 0.1 8 100 / 0 89 / 9 0 / 100 0 / 100 7(2.1) 8.1(4.8) 20(0) 20(0) 
1000 250 15 20 0 0 100 100 / 0 99 / 1 0 / 100 0 / 100 6.5(0.9) 5.3(3.1) 20(0) 20(0) 
1000 250 15 20 0.3 0.1 8 100 / 0 88 / 8 0 / 100 0 / 100 6.6(2.8) 8.1(4.6) 20(0) 20(0) 
1000 250 15 20 0.3 0.1 100 100 / 0 98 / 1 0 / 100 0 / 100 6.1(1.3) 5.6(2.9) 20(0) 20(0) 
1000 250 15 20 0.8 0.8 0 100 / 0 89 / 8 0 / 100 0 / 100 7.4(2.9) 8.2(4.6) 20(0) 20(0) 
1000 250 15 20 0.8 0.1 8 100 / 0 94 / 5 0 / 100 0 / 100 5.6(2.5) 7.2(4.1) 20(0) 20(0) 
1000 250 15 20 0.8 0 100 100 / 0 98 / 1 0 / 100 0 / 100 6.1(1) 7(2.6) 20(0) 20(0) 
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Table A.8: Percentages of underestimation and overestimation of the number of
factors, as well as mean and standard deviation of the estimated number of factors,
yielded by the robust estimator (RE), Onatski’s ED and Bai and Ng’s PCp1 and ICp1
estimators, for the model Xi,t =
∑k
m=1 Λi,mFm,t +
√
θ ei,t where ei,t = ρei,t−1 + νi,t +∑J
j 6=0,j=−J β νi−j,t, i = 1, . . . , n; t = 1, . . . , T , with νi,t ∼ t(df=2). Results are based
on 500 simulations for each combination of the values of the parameters.
Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
40 100 1 10 0 0.8 0 0 / 10 0 / 76 0 / 100 0 / 86 1.1(0.4) 2.5(1.4) 6.8(1.2) 3.2(1.7) 
40 100 1 10 0 0 8 0 / 75 1 / 83 0 / 100 0 / 100 2.5(1) 3.1(1.6) 8(1) 5.7(1.6) 
40 100 1 10 0 0.1 10 0 / 96 1 / 93 0 / 100 0 / 100 2.9(0.5) 3.4(1.4) 7.8(1.1) 5.2(1.5) 
40 100 1 10 0.3 0 8 0 / 81 1 / 80 0 / 100 0 / 100 2.5(0.9) 2.9(1.5) 8.2(0.9) 5.7(1.6) 
40 100 1 10 0.3 0.1 10 0 / 98 1 / 92 0 / 100 0 / 100 2.9(0.4) 3.3(1.4) 8.1(1) 5.4(1.6) 
40 100 1 10 0.8 0.8 0 0 / 13 0 / 74 0 / 100 0 / 93 1.1(0.4) 2.5(1.4) 7.9(1) 3.9(1.9) 
40 100 1 10 0.8 0.1 8 0 / 100 0 / 100 0 / 100 0 / 100 3.8(0.4) 5.3(1.6) 10(0) 10(0) 
40 100 1 10 0.8 0.1 10 0 / 100 0 / 100 0 / 100 0 / 100 3.1(0.3) 5.5(1.4) 10(0) 10(0) 
100 100 1 10 0 0.8 0 0 / 5 0 / 84 0 / 99 0 / 92 1(0.2) 3.2(1.7) 5.5(1.6) 3.9(1.8) 
100 100 1 10 0 0.8 8 0 / 20 0 / 69 0 / 100 0 / 100 1.2(0.4) 2.3(1.4) 8.3(0.9) 6.8(1.5) 
100 100 1 10 0 0 10 0 / 33 1 / 63 0 / 100 0 / 100 1.4(0.7) 2.3(1.5) 8.3(0.9) 7.1(1.3) 
100 100 1 10 0.3 0.8 8 0 / 25 0 / 72 0 / 100 0 / 100 1.3(0.5) 2.4(1.4) 8.6(0.9) 7(1.6) 
100 100 1 10 0.3 0 10 0 / 37 0 / 65 0 / 100 0 / 100 1.5(0.7) 2.4(1.6) 8.7(0.9) 7.6(1.4) 
100 100 1 10 0.8 0.8 0 0 / 7 0 / 78 0 / 100 0 / 94 1.1(0.3) 2.8(1.6) 6.9(1.3) 4.3(2.1) 
100 100 1 10 0.8 0 8 0 / 69 1 / 76 0 / 100 0 / 100 2.2(1.1) 5.5(3.8) 10(0) 10(0) 
100 100 1 10 0.8 0.1 10 0 / 88 0 / 95 0 / 100 0 / 100 3.1(1.4) 6.5(2.4) 10(0) 10(0) 
100 1000 1 10 0 0.8 0 0 / 0 0 / 88 0 / 98 0 / 93 1(0) 3.9(2.2) 4.8(1.8) 3.9(1.9) 
100 1000 1 10 0 0.1 8 0 / 0 0 / 68 0 / 100 0 / 100 1(0) 2.4(1.5) 9.2(0.8) 8.8(1) 
100 1000 1 10 0 0.1 10 0 / 0 0 / 60 0 / 100 0 / 100 1(0) 2.3(1.8) 8.9(0.9) 8.6(1.1) 
100 1000 1 10 0.3 0 8 0 / 0 1 / 69 0 / 100 0 / 100 1(0) 2.4(1.6) 9.2(0.8) 8.7(1) 
100 1000 1 10 0.3 0.1 10 0 / 0 1 / 60 0 / 100 0 / 100 1(0) 2.5(2.1) 8.9(0.9) 8.6(1.1) 
100 1000 1 10 0.8 0.8 0 0 / 0 0 / 91 0 / 99 0 / 96 1(0) 3.9(2.1) 5(1.7) 4(1.7) 
100 1000 1 10 0.8 0.1 8 0 / 1 1 / 76 0 / 100 0 / 100 1(0.1) 6.1(4.1) 10(0) 10(0) 
100 1000 1 10 0.8 0.1 10 0 / 10 0 / 95 0 / 100 0 / 100 1.2(0.6) 7.1(2.1) 10(0) 10(0) 
150 150 1 10 0 0.8 0 0 / 0 0 / 84 0 / 99 0 / 96 1(0.1) 3.5(2.1) 5.5(1.7) 4.2(1.9) 
150 150 1 10 0 0.1 8 0 / 2 0 / 78 0 / 100 0 / 100 1(0.1) 2.7(1.6) 8.6(0.9) 7.1(1.7) 
150 150 1 10 0 0.1 15 0 / 28 1 / 63 0 / 100 0 / 100 1.3(0.5) 2.5(1.9) 9.1(0.9) 8.8(1.1) 
150 150 1 10 0.3 0.1 8 0 / 3 0 / 75 0 / 100 0 / 100 1(0.2) 2.5(1.4) 8.8(0.9) 7.6(1.6) 
150 150 1 10 0.3 0.1 15 0 / 31 0 / 62 0 / 100 0 / 100 1.4(0.7) 2.5(2) 9.2(0.8) 8.8(1.1) 
150 150 1 10 0.8 0.8 0 0 / 1 0 / 86 0 / 100 0 / 97 1(0.1) 3.3(1.8) 6.4(1.6) 4.8(2) 
150 150 1 10 0.8 0.1 8 0 / 23 0 / 54 0 / 100 0 / 100 1.3(0.5) 1.8(0.9) 10(0) 10(0) 
150 150 1 10 0.8 0.1 15 0 / 73 0 / 94 0 / 100 0 / 100 2.6(1.5) 6.7(2.3) 10(0) 10(0) 
150 500 1 10 0 0.8 0 0 / 0 0 / 90 0 / 100 0 / 98 1(0) 4(2.2) 5.6(1.8) 4.8(2) 
150 500 1 10 0 0.1 8 0 / 0 0 / 80 0 / 100 0 / 100 1(0) 2.6(1.4) 9.7(0.5) 9.5(0.8) 
150 500 1 10 0 0 15 0 / 1 0 / 60 0 / 100 0 / 100 1(0.1) 2.5(2) 9.6(0.7) 9.5(0.8) 
150 500 1 10 0.3 0.1 8 0 / 0 0 / 77 0 / 100 0 / 100 1(0) 2.6(1.4) 9.8(0.5) 9.6(0.7) 
150 500 1 10 0.3 0 15 0 / 2 1 / 59 0 / 100 0 / 100 1(0.1) 2.6(2.3) 9.6(0.6) 9.5(0.8) 
150 500 1 10 0.8 0.8 0 0 / 0 0 / 89 0 / 100 0 / 99 1(0) 3.8(2.1) 5.9(1.8) 5(2) 
150 500 1 10 0.8 0.1 8 0 / 1 0 / 57 0 / 100 0 / 100 1(0.1) 1.8(0.9) 10(0) 10(0) 
150 500 1 10 0.8 0 15 0 / 27 0 / 92 0 / 100 0 / 100 1.5(1.1) 6.8(2.4) 10(0) 10(0) 
200 60 1 10 0 0.8 0 0 / 17 0 / 80 0 / 100 0 / 89 1.2(0.5) 3(1.6) 5.4(1.6) 3.4(1.7) 
200 60 1 10 0 0.1 8 0 / 34 0 / 71 0 / 100 0 / 96 1.4(0.6) 2.4(1.4) 7.2(1.1) 4.5(1.9) 
200 60 1 10 0 0.1 20 0 / 81 1 / 69 0 / 100 0 / 100 2.7(1.3) 2.7(1.9) 8.7(0.9) 7.8(1.2) 
200 60 1 10 0.3 0.1 8 0 / 52 0 / 74 0 / 100 0 / 99 1.7(0.8) 2.5(1.3) 8(1) 5.1(1.9) 
200 60 1 10 0.3 0.1 20 0 / 90 0 / 64 0 / 100 0 / 100 2.9(1.2) 2.6(1.8) 9(0.8) 8.1(1.3) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
200 60 1 10 0.8 0.8 0 0 / 26 0 / 76 0 / 100 0 / 97 1.3(0.5) 2.8(1.6) 7.9(1) 4.6(2) 
200 60 1 10 0.8 0.1 8 0 / 71 0 / 59 0 / 100 0 / 100 2.2(1) 1.9(1.1) 10(0) 10(0) 
200 60 1 10 0.8 0.1 20 0 / 98 0 / 95 0 / 100 0 / 100 3.9(1.3) 5.8(2.1) 10(0) 10(0) 
1000 60 1 10 0 0.8 0 0 / 12 0 / 85 0 / 99 0 / 87 1.1(0.3) 3.6(2.1) 4.5(1.7) 3.2(1.6) 
1000 60 1 10 0 0 8 0 / 10 0 / 84 0 / 99 0 / 89 1.1(0.3) 3.2(1.9) 4.7(1.6) 3.3(1.6) 
1000 60 1 10 0 0.8 100 0 / 99 4 / 75 0 / 100 0 / 100 5.4(1.4) 4.4(2.8) 9.5(0.6) 9.3(0.8) 
1000 60 1 10 0.3 0.1 8 0 / 34 0 / 82 0 / 100 0 / 92 1.4(0.6) 3(1.6) 5.5(1.5) 3.6(1.7) 
1000 60 1 10 0.3 0.8 100 0 / 100 2 / 77 0 / 100 0 / 100 5.3(1.3) 4.3(2.8) 9.7(0.5) 9.5(0.7) 
1000 60 1 10 0.8 0.8 0 0 / 15 0 / 82 0 / 100 0 / 94 1.2(0.4) 3.1(1.8) 6.8(1.5) 4.2(2) 
1000 60 1 10 0.8 0 8 0 / 37 0 / 73 0 / 100 0 / 100 1.4(0.6) 2.4(1.3) 10(0) 10(0.3) 
1000 60 1 10 0.8 0.8 100 0 / 99 0 / 93 0 / 100 0 / 100 4.6(1.4) 5.8(2.1) 10(0) 10(0) 
1000 250 1 10 0 0.8 0 0 / 0 0 / 90 0 / 100 0 / 99 1(0) 4.4(2.4) 6.6(2) 6(2.2) 
1000 250 1 10 0 0.8 8 0 / 0 0 / 89 0 / 100 0 / 99 1(0) 3.9(2.2) 7.1(1.9) 6.4(2.1) 
1000 250 1 10 0 0.8 100 0 / 93 6 / 67 0 / 100 0 / 100 5.3(1.7) 4.2(3.2) 10(0.1) 10(0.1) 
1000 250 1 10 0.3 0.8 8 0 / 0 0 / 86 0 / 100 0 / 100 1(0) 3.9(2.3) 7.5(1.9) 6.9(2.2) 
1000 250 1 10 0.3 0.8 100 0 / 98 7 / 67 0 / 100 0 / 100 5.5(1.4) 4.2(3.2) 10(0) 10(0) 
1000 250 1 10 0.8 0.8 0 0 / 0 0 / 91 0 / 100 0 / 99 1(0) 4(2.2) 7.2(2) 6.6(2.2) 
1000 250 1 10 0.8 0.8 8 0 / 0 0 / 83 0 / 100 0 / 100 1(0) 2.9(1.6) 10(0) 10(0) 
1000 250 1 10 0.8 0 100 0 / 77 0 / 90 0 / 100 0 / 100 3.3(1.8) 5.9(2.1) 10(0) 10(0) 
40 100 3 10 0 0.8 0 0 / 28 29 / 54 0 / 100 0 / 87 3.3(0.6) 3.4(2.2) 7.5(1.2) 5.3(1.7) 
40 100 3 10 0 0.1 8 0 / 99 65 / 33 0 / 100 0 / 100 5.4(0.7) 2.2(2.7) 8.9(0.8) 7.6(1.4) 
40 100 3 10 0 0.1 10 0 / 100 50 / 48 0 / 100 0 / 100 5.1(0.4) 3(2.7) 8.7(0.9) 7.4(1.4) 
40 100 3 10 0.3 0.1 8 0 / 99 61 / 35 0 / 100 0 / 100 5.4(0.6) 2.5(2.7) 9(0.8) 7.8(1.4) 
40 100 3 10 0.3 0.1 10 0 / 100 49 / 50 0 / 100 0 / 100 5.2(0.5) 3(2.7) 8.9(0.9) 7.5(1.5) 
40 100 3 10 0.8 0.8 0 0 / 27 14 / 58 0 / 100 0 / 91 3.3(0.6) 3.8(1.7) 8.5(1) 5.9(1.9) 
40 100 3 10 0.8 0.1 8 0 / 100 0 / 100 0 / 100 0 / 100 6(0.1) 6.8(1.2) 10(0) 10(0) 
40 100 3 10 0.8 0.1 10 0 / 100 0 / 100 0 / 100 0 / 100 5.4(0.5) 7(1.3) 10(0) 10(0) 
100 100 3 10 0 0.8 0 0 / 12 14 / 68 0 / 99 0 / 89 3.1(0.4) 4.3(2.3) 6.8(1.5) 5.6(1.7) 
100 100 3 10 0 0.1 8 0 / 63 47 / 38 0 / 100 0 / 100 4(1) 2.6(2.3) 9.3(0.7) 8.5(1.3) 
100 100 3 10 0 0.1 10 0 / 84 58 / 30 0 / 100 0 / 100 4.9(1.3) 2.2(2.4) 9.4(0.7) 8.9(1) 
100 100 3 10 0.3 0.1 8 0 / 72 47 / 39 0 / 100 0 / 100 4.2(1) 2.6(2.3) 9.4(0.7) 8.7(1.2) 
100 100 3 10 0.3 0.1 10 0 / 90 60 / 26 0 / 100 0 / 100 5.2(1.3) 2.1(2.5) 9.6(0.6) 9.2(1) 
100 100 3 10 0.8 0.8 0 0 / 30 6 / 67 0 / 100 0 / 98 3.4(0.6) 4.3(1.7) 7.9(1.2) 6.3(1.7) 
100 100 3 10 0.8 0.1 8 0 / 99 78 / 16 0 / 100 0 / 100 6.9(1.6) 1.6(2.9) 10(0) 10(0) 
100 100 3 10 0.8 0.1 10 0 / 100 33 / 67 0 / 100 0 / 100 7.8(1.1) 6.4(4.3) 10(0) 10(0) 
100 1000 3 10 0 0.8 0 0 / 0 11 / 77 0 / 98 0 / 96 3(0) 5(2.5) 6.7(1.7) 6.1(1.8) 
100 1000 3 10 0 0.1 8 0 / 1 47 / 39 0 / 100 0 / 100 3(0.1) 2.5(2.3) 9.9(0.3) 9.9(0.3) 
100 1000 3 10 0 0.1 10 0 / 10 69 / 21 0 / 100 0 / 100 3.1(0.5) 1.7(2.3) 9.9(0.4) 9.8(0.4) 
100 1000 3 10 0.3 0.1 8 0 / 3 38 / 44 0 / 100 0 / 100 3(0.2) 2.8(2.2) 9.9(0.3) 9.9(0.3) 
100 1000 3 10 0.3 0.1 10 0 / 12 65 / 26 0 / 100 0 / 100 3.2(0.6) 1.9(2.6) 9.9(0.4) 9.8(0.5) 
100 1000 3 10 0.8 0.8 0 0 / 0 3 / 80 0 / 98 0 / 93 3(0) 5.2(2.1) 6.6(1.6) 6(1.7) 
100 1000 3 10 0.8 0.1 8 0 / 81 96 / 3 0 / 100 0 / 100 7(2.6) 0.5(1.4) 10(0) 10(0) 
100 1000 3 10 0.8 0 10 0 / 100 22 / 78 0 / 100 0 / 100 8.8(0.4) 7.7(3.8) 10(0) 10(0) 
150 150 3 10 0 0.8 0 0 / 1 17 / 71 0 / 99 0 / 96 3(0.1) 4.5(2.4) 7(1.6) 6.3(1.8) 
150 150 3 10 0 0.1 8 0 / 21 29 / 51 0 / 100 0 / 100 3.2(0.4) 3.2(2.2) 9.4(0.7) 8.8(1.3) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
150 150 3 10 0 0 15 0 / 91 70 / 23 0 / 100 0 / 100 6.1(1.7) 1.9(2.6) 9.9(0.3) 9.8(0.4) 
150 150 3 10 0.3 0.1 8 0 / 28 26 / 56 0 / 100 0 / 100 3.3(0.6) 3.4(2.2) 9.6(0.6) 9.1(1.1) 
150 150 3 10 0.3 0 15 0 / 91 70 / 22 0 / 100 0 / 100 6(1.7) 1.8(2.7) 9.9(0.3) 9.8(0.4) 
150 150 3 10 0.8 0.8 0 0 / 4 5 / 75 0 / 100 0 / 97 3(0.2) 4.7(1.8) 7.7(1.4) 6.6(1.8) 
150 150 3 10 0.8 0 8 0 / 81 61 / 24 0 / 100 0 / 100 4.6(1.2) 1.7(1.9) 10(0) 10(0) 
150 150 3 10 0.8 0.8 15 0 / 100 32 / 68 0 / 100 0 / 100 8.4(0.8) 6.6(4.3) 10(0) 10(0) 
150 500 3 10 0 0.8 0 0 / 0 9 / 79 0 / 100 0 / 98 3(0) 5.2(2.4) 7.3(1.6) 6.8(1.8) 
150 500 3 10 0 0.8 8 0 / 1 20 / 64 0 / 100 0 / 100 3(0.1) 3.9(2.2) 10(0.1) 10(0.2) 
150 500 3 10 0 0 15 0 / 64 76 / 17 0 / 100 0 / 100 5.2(2.2) 1.4(2.3) 10(0.1) 10(0.2) 
150 500 3 10 0.3 0.8 8 0 / 1 20 / 63 0 / 100 0 / 100 3(0.1) 3.8(2.1) 10(0.1) 10(0.2) 
150 500 3 10 0.3 0.8 15 0 / 72 74 / 21 0 / 100 0 / 100 5.7(2.2) 1.5(2.4) 10(0.1) 10(0.1) 
150 500 3 10 0.8 0.8 0 0 / 0 2 / 83 0 / 99 0 / 98 3(0) 5.4(2) 7.4(1.6) 6.8(1.8) 
150 500 3 10 0.8 0.8 8 0 / 33 52 / 29 0 / 100 0 / 100 3.4(0.6) 1.9(1.9) 10(0) 10(0) 
150 500 3 10 0.8 0 15 0 / 100 26 / 74 0 / 100 0 / 100 8.8(0.4) 7.3(4.1) 10(0) 10(0) 
200 60 3 10 0 0.8 0 0 / 37 20 / 64 0 / 99 0 / 91 3.5(0.7) 4(2.3) 6.8(1.5) 5.5(1.6) 
200 60 3 10 0 0 8 0 / 63 31 / 46 0 / 100 0 / 96 4(1) 3.1(2.1) 8.2(1) 6.4(1.8) 
200 60 3 10 0 0.8 20 0 / 99 70 / 25 0 / 100 0 / 100 6.8(1.3) 1.9(2.6) 9.6(0.6) 9.3(0.8) 
200 60 3 10 0.3 0 8 0 / 81 32 / 50 0 / 100 0 / 98 4.5(1.1) 3.1(2.2) 8.7(1) 7.1(1.9) 
200 60 3 10 0.3 0.8 20 0 / 100 67 / 26 0 / 100 0 / 100 6.7(1.3) 2(2.6) 9.8(0.4) 9.6(0.7) 
200 60 3 10 0.8 0.8 0 0 / 45 9 / 67 0 / 100 0 / 97 3.6(0.8) 4.1(1.8) 8.6(1) 6.7(1.9) 
200 60 3 10 0.8 0.8 8 0 / 96 50 / 30 0 / 100 0 / 100 5.6(1.3) 2.2(2.1) 10(0) 10(0) 
200 60 3 10 0.8 0.8 20 0 / 100 28 / 71 0 / 100 0 / 100 7.7(1.1) 6.1(3.7) 10(0) 10(0) 
1000 60 3 10 0 0.8 0 0 / 16 16 / 70 0 / 97 0 / 87 3.2(0.4) 4.5(2.4) 6.1(1.5) 5.2(1.6) 
1000 60 3 10 0 0 8 0 / 23 17 / 67 0 / 98 0 / 89 3.3(0.5) 4.2(2.3) 6.3(1.4) 5.3(1.5) 
1000 60 3 10 0 0.1 100 0 / 99 63 / 36 0 / 100 0 / 100 8.8(1.2) 3.3(3.9) 10(0) 10(0.1) 
1000 60 3 10 0.3 0.8 8 0 / 53 20 / 64 0 / 100 0 / 91 3.7(0.8) 4(2.3) 6.9(1.4) 5.6(1.7) 
1000 60 3 10 0.3 0 100 2 / 98 62 / 38 0 / 100 0 / 100 8.5(1.5) 3.4(3.9) 10(0) 10(0) 
1000 60 3 10 0.8 0.8 0 0 / 34 4 / 78 0 / 100 0 / 96 3.4(0.6) 4.8(1.9) 7.9(1.3) 6.3(1.9) 
1000 60 3 10 0.8 0 8 0 / 66 17 / 56 0 / 100 0 / 100 4(0.9) 3.5(1.8) 10(0) 10(0) 
1000 60 3 10 0.8 0.1 100 0 / 100 30 / 70 0 / 100 0 / 100 8.3(1.1) 6(3.9) 10(0) 10(0) 
1000 250 3 10 0 0.8 0 0 / 0 9 / 80 0 / 100 0 / 100 3(0) 5.3(2.5) 8.1(1.6) 7.9(1.8) 
1000 250 3 10 0 0.1 8 0 / 0 7 / 82 0 / 100 0 / 100 3(0) 5.1(2.1) 8.4(1.5) 8.1(1.7) 
1000 250 3 10 0 0.1 100 0 / 100 65 / 35 0 / 100 0 / 100 9.8(0.4) 3.4(4) 10(0) 10(0) 
1000 250 3 10 0.3 0 8 0 / 0 7 / 85 0 / 100 0 / 99 3(0) 5.3(2.2) 8.7(1.4) 8.3(1.7) 
1000 250 3 10 0.3 0.1 100 0 / 100 71 / 29 0 / 100 0 / 100 9.8(0.4) 2.9(3.8) 10(0) 10(0) 
1000 250 3 10 0.8 0.8 0 0 / 0 2 / 85 0 / 100 0 / 100 3(0) 5.5(2) 8.6(1.5) 8.3(1.7) 
1000 250 3 10 0.8 0.1 8 0 / 0 4 / 75 0 / 100 0 / 100 3(0.1) 4.5(1.7) 10(0) 10(0) 
1000 250 3 10 0.8 0.1 100 0 / 100 25 / 75 0 / 100 0 / 100 9.4(0.6) 6.7(3.8) 10(0) 10(0) 
40 100 5 10 0 0.8 0 0 / 32 79 / 16 0 / 100 7 / 77 5.4(0.6) 1.9(2.6) 8.4(1) 6.7(1.6) 
40 100 5 10 0 0.8 8 1 / 98 91 / 8 0 / 100 0 / 100 7.4(0.8) 1.2(2.2) 9.6(0.6) 9(1) 
40 100 5 10 0 0.8 10 0 / 100 87 / 12 0 / 100 0 / 100 7.2(0.5) 1.6(2.5) 9.5(0.6) 8.9(1) 
40 100 5 10 0.3 0 8 0 / 98 92 / 8 0 / 100 0 / 100 7.4(0.8) 1.2(2.1) 9.6(0.6) 9.1(1) 
40 100 5 10 0.3 0.8 10 0 / 99 86 / 14 0 / 100 0 / 100 7.2(0.5) 1.6(2.6) 9.5(0.6) 9(1) 
40 100 5 10 0.8 0.8 0 0 / 39 61 / 28 0 / 100 0 / 94 5.5(0.7) 2.9(3.1) 9.1(0.8) 7.9(1.6) 
40 100 5 10 0.8 0.8 8 0 / 100 4 / 96 0 / 100 0 / 100 8(0.2) 8.1(1.6) 10(0) 10(0) 
168
Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
40 100 5 10 0.8 0.8 10 0 / 99 2 / 98 0 / 100 0 / 100 7.4(0.6) 8.3(1.3) 10(0) 10(0) 
100 100 5 10 0 0.8 0 0 / 24 60 / 34 0 / 98 0 / 92 5.3(0.5) 3.1(3.3) 8.1(1.2) 7.5(1.5) 
100 100 5 10 0 0 8 0 / 82 94 / 5 0 / 100 0 / 100 6.7(1.2) 1(1.7) 9.8(0.4) 9.5(0.8) 
100 100 5 10 0 0.8 10 0 / 94 98 / 2 0 / 100 0 / 100 7.8(1.4) 0.7(1.3) 9.9(0.2) 9.9(0.4) 
100 100 5 10 0.3 0.1 8 0 / 87 95 / 4 0 / 100 0 / 100 6.9(1.3) 0.9(1.6) 9.9(0.3) 9.7(0.6) 
100 100 5 10 0.3 0 10 0 / 97 95 / 4 0 / 100 0 / 100 7.9(1.3) 1(1.7) 10(0.2) 9.9(0.3) 
100 100 5 10 0.8 0.8 0 0 / 36 36 / 49 0 / 100 0 / 96 5.4(0.6) 4.3(3.2) 8.9(1.1) 8.2(1.5) 
100 100 5 10 0.8 0 8 0 / 100 100 / 0 0 / 100 0 / 100 9(1.2) 0.5(0.7) 10(0) 10(0) 
100 100 5 10 0.8 0.8 10 0 / 100 96 / 4 0 / 100 0 / 100 9.6(0.7) 0.8(1.9) 10(0) 10(0) 
100 1000 5 10 0 0.8 0 0 / 0 38 / 56 0 / 97 0 / 95 5(0) 4.8(3.5) 8(1.3) 7.7(1.4) 
100 1000 5 10 0 0.8 8 0 / 12 98 / 2 0 / 100 0 / 100 5.1(0.4) 0.8(1.3) 10(0) 10(0) 
100 1000 5 10 0 0.8 10 0 / 72 99 / 1 0 / 100 0 / 100 7.8(2.1) 0.6(1) 10(0) 10(0) 
100 1000 5 10 0.3 0 8 0 / 16 96 / 3 0 / 100 0 / 100 5.2(0.5) 0.8(1.5) 10(0) 10(0) 
100 1000 5 10 0.3 0.8 10 0 / 82 98 / 1 0 / 100 0 / 100 8.4(2) 0.7(1.3) 10(0) 10(0) 
100 1000 5 10 0.8 0.8 0 0 / 0 19 / 67 0 / 98 0 / 95 5(0) 5.8(2.9) 8.2(1.3) 7.8(1.5) 
100 1000 5 10 0.8 0.8 8 0 / 99 100 / 0 0 / 100 0 / 100 9.7(0.7) 0.4(0.6) 10(0) 10(0) 
100 1000 5 10 0.8 0.8 10 0 / 100 99 / 1 0 / 100 0 / 100 10(0.1) 0.6(1) 10(0) 10(0) 
150 150 5 10 0 0.8 0 0 / 5 48 / 46 0 / 98 0 / 96 5(0.2) 4.1(3.6) 8.4(1.3) 8(1.5) 
150 150 5 10 0 0.8 8 0 / 48 81 / 15 0 / 100 0 / 100 5.6(0.7) 1.7(2.5) 9.9(0.4) 9.7(0.7) 
150 150 5 10 0 0 15 0 / 99 99 / 1 0 / 100 0 / 100 9.3(1.1) 0.7(1.3) 10(0) 10(0) 
150 150 5 10 0.3 0.8 8 0 / 51 82 / 13 0 / 100 0 / 100 5.7(0.7) 1.6(2.4) 10(0.2) 9.8(0.5) 
150 150 5 10 0.3 0 15 0 / 100 98 / 2 0 / 100 0 / 100 9.2(1) 0.8(1.4) 10(0) 10(0) 
150 150 5 10 0.8 0.8 0 0 / 9 30 / 57 0 / 100 0 / 98 5.1(0.3) 5(3.2) 8.9(1.1) 8.5(1.4) 
150 150 5 10 0.8 0.8 8 0 / 92 99 / 0 0 / 100 0 / 100 7.6(1.5) 0.5(0.9) 10(0) 10(0) 
150 150 5 10 0.8 0 15 0 / 100 97 / 3 0 / 100 0 / 100 9.9(0.4) 0.8(1.7) 10(0) 10(0) 
150 500 5 10 0 0.8 0 0 / 0 41 / 52 0 / 99 0 / 97 5(0) 4.6(3.6) 8.7(1.3) 8.5(1.4) 
150 500 5 10 0 0.1 8 0 / 6 73 / 23 0 / 100 0 / 100 5.1(0.2) 2.4(3) 10(0) 10(0) 
150 500 5 10 0 0.1 15 0 / 99 99 / 1 0 / 100 0 / 100 9.7(0.7) 0.8(1.3) 10(0) 10(0) 
150 500 5 10 0.3 0.1 8 0 / 10 71 / 25 0 / 100 0 / 100 5.1(0.3) 2.3(3) 10(0) 10(0) 
150 500 5 10 0.3 0.1 15 0 / 99 99 / 1 0 / 100 0 / 100 9.8(0.6) 0.6(1.2) 10(0) 10(0) 
150 500 5 10 0.8 0.8 0 0 / 0 20 / 67 0 / 100 0 / 99 5(0) 5.7(3) 8.8(1.2) 8.5(1.4) 
150 500 5 10 0.8 0.1 8 0 / 66 100 / 0 0 / 100 0 / 100 6.3(1.2) 0.5(0.7) 10(0) 10(0) 
150 500 5 10 0.8 0.1 15 0 / 100 100 / 0 0 / 100 0 / 100 10(0.1) 0.7(1) 10(0) 10(0) 
200 60 5 10 0 0.8 0 0 / 42 65 / 25 0 / 98 1 / 84 5.5(0.7) 2.7(3.1) 8(1.3) 7.1(1.6) 
200 60 5 10 0 0 8 1 / 73 82 / 14 0 / 100 0 / 97 6.2(1) 1.6(2.5) 9(0.8) 8(1.4) 
200 60 5 10 0 0.1 20 0 / 99 96 / 4 0 / 100 0 / 100 8.9(1.1) 0.9(1.8) 10(0.1) 10(0.2) 
200 60 5 10 0.3 0.8 8 1 / 82 84 / 12 0 / 100 0 / 98 6.6(1.2) 1.5(2.3) 9.4(0.7) 8.6(1.4) 
200 60 5 10 0.3 0.1 20 2 / 97 96 / 3 0 / 100 0 / 100 8.5(1.5) 0.8(1.7) 10(0.1) 10(0.1) 
200 60 5 10 0.8 0.8 0 0 / 55 44 / 42 0 / 100 0 / 98 5.8(0.8) 3.9(3.2) 9.3(0.8) 8.4(1.5) 
200 60 5 10 0.8 0 8 1 / 96 97 / 2 0 / 100 0 / 100 7.7(1.3) 0.6(1.2) 10(0) 10(0) 
200 60 5 10 0.8 0.1 20 2 / 97 69 / 30 0 / 100 0 / 100 9.2(1.4) 3.4(4.3) 10(0) 10(0) 
1000 60 5 10 0 0.8 0 0 / 18 51 / 40 0 / 94 0 / 82 5.2(0.5) 3.8(3.5) 7.5(1.3) 6.9(1.4) 
1000 60 5 10 0 0.1 8 0 / 27 59 / 34 0 / 97 1 / 83 5.3(0.6) 3.2(3.3) 7.8(1.3) 7.1(1.6) 
1000 60 5 10 0 0.1 100 7 / 91 93 / 7 0 / 100 0 / 100 8.8(2) 1.3(2.4) 10(0) 10(0) 
1000 60 5 10 0.3 0.1 8 1 / 61 61 / 33 0 / 99 0 / 93 6(1.1) 3(3.3) 8.1(1.2) 7.4(1.4) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
1000 60 5 10 0.3 0.1 100 8 / 89 94 / 6 0 / 100 0 / 100 8.6(2.1) 1.3(2.4) 10(0) 10(0) 
1000 60 5 10 0.8 0.8 0 0 / 38 34 / 51 0 / 100 0 / 95 5.5(0.7) 4.6(3.3) 8.8(1.1) 8(1.6) 
1000 60 5 10 0.8 0.1 8 0 / 77 66 / 22 0 / 100 0 / 100 6.4(1.1) 2.3(2.9) 10(0) 10(0) 
1000 60 5 10 0.8 0.1 100 1 / 99 76 / 24 0 / 100 0 / 100 9.4(1) 2.8(4.1) 10(0) 10(0) 
1000 250 5 10 0 0.8 0 0 / 0 31 / 61 0 / 100 0 / 99 5(0) 5.3(3.4) 9.2(1.1) 9.1(1.3) 
1000 250 5 10 0 0.1 8 0 / 0 36 / 54 0 / 100 0 / 100 5(0) 4.8(3.4) 9.5(0.9) 9.4(1.1) 
1000 250 5 10 0 0 100 0 / 100 95 / 5 0 / 100 0 / 100 10(0.1) 1.5(2.2) 10(0) 10(0) 
1000 250 5 10 0.3 0.1 8 0 / 0 36 / 56 0 / 100 0 / 100 5(0) 5(3.5) 9.6(0.8) 9.5(0.9) 
1000 250 5 10 0.3 0.1 100 0 / 100 94 / 6 0 / 100 0 / 100 10(0.1) 1.6(2.3) 10(0) 10(0) 
1000 250 5 10 0.8 0.8 0 0 / 0 13 / 72 0 / 100 0 / 99 5(0) 6.2(2.7) 9.5(0.9) 9.4(1) 
1000 250 5 10 0.8 0.1 8 0 / 3 26 / 57 0 / 100 0 / 100 5(0.2) 5.1(2.9) 10(0) 10(0) 
1000 250 5 10 0.8 0 100 0 / 100 81 / 19 0 / 100 0 / 100 10(0.2) 2.4(3.7) 10(0) 10(0) 
40 100 5 20 0 0.8 0 0 / 33 78 / 16 0 / 100 9 / 74 5.4(0.6) 2.1(2.7) 18.1(0.8) 6.7(1.9) 
40 100 5 20 0 0 8 0 / 98 89 / 10 0 / 100 0 / 100 7.4(0.8) 1.5(2.6) 18.7(0.8) 9.6(1.8) 
40 100 5 20 0 0.1 10 0 / 99 84 / 15 0 / 100 0 / 100 7.1(0.5) 1.8(2.8) 18.8(0.8) 9.5(2) 
40 100 5 20 0.3 0 8 0 / 98 86 / 13 0 / 100 0 / 100 7.4(0.8) 1.7(2.8) 19.1(0.7) 9.9(2) 
40 100 5 20 0.3 0.1 10 0 / 99 86 / 13 0 / 100 0 / 100 7.2(0.6) 1.7(2.8) 19.1(0.7) 9.9(2.3) 
40 100 5 20 0.8 0.8 0 0 / 35 55 / 31 0 / 100 0 / 92 5.4(0.6) 3.2(3.1) 19.5(0.6) 8.5(2.8) 
40 100 5 20 0.8 0.1 8 0 / 100 0 / 99 0 / 100 0 / 100 8(0.2) 8.9(1.6) 20(0) 20(0) 
40 100 5 20 0.8 0.1 10 0 / 100 0 / 100 0 / 100 0 / 100 7.4(0.5) 9.1(1.4) 20(0) 20(0) 
100 100 5 20 0 0.8 0 0 / 21 57 / 37 0 / 100 0 / 92 5.2(0.5) 3.4(3.5) 12.6(1.6) 7.5(1.7) 
100 100 5 20 0 0.8 8 0 / 80 94 / 5 0 / 100 0 / 100 6.7(1.2) 1(1.9) 15.6(1) 10.6(1.6) 
100 100 5 20 0 0 10 0 / 93 95 / 5 0 / 100 0 / 100 7.7(1.5) 1(2.2) 15.5(1.2) 11.1(1.5) 
100 100 5 20 0.3 0.8 8 0 / 87 93 / 5 0 / 100 0 / 100 6.9(1.3) 1(2) 16.2(1.1) 11(1.8) 
100 100 5 20 0.3 0 10 0 / 96 96 / 3 0 / 100 0 / 100 8(1.4) 0.8(1.8) 16.1(1) 11.6(1.6) 
100 100 5 20 0.8 0.8 0 0 / 36 35 / 48 0 / 100 0 / 96 5.4(0.7) 4.4(3.2) 15.7(1.1) 8.5(2.1) 
100 100 5 20 0.8 0 8 0 / 99 63 / 36 0 / 100 0 / 100 9.8(1.5) 5.3(6) 20(0) 20(0) 
100 100 5 20 0.8 0.1 10 0 / 100 30 / 68 0 / 100 0 / 100 10.3(1) 8.2(4.9) 20(0) 20(0) 
100 1000 5 20 0 0.8 0 0 / 0 33 / 59 0 / 100 0 / 92 5(0) 5.7(4.2) 9.9(2) 7.9(1.9) 
100 1000 5 20 0 0.1 8 0 / 12 94 / 5 0 / 100 0 / 100 5.1(0.4) 1.1(2.3) 15(1.2) 12.9(1.4) 
100 1000 5 20 0 0.1 10 0 / 72 96 / 4 0 / 100 0 / 100 8.2(2.4) 1(2.4) 14.5(1.3) 12.8(1.4) 
100 1000 5 20 0.3 0 8 0 / 13 92 / 7 0 / 100 0 / 100 5.2(0.4) 1.2(2.5) 15(1.2) 12.9(1.4) 
100 1000 5 20 0.3 0.1 10 0 / 81 96 / 3 0 / 100 0 / 100 8.8(2.2) 1(2.2) 14.8(1.3) 12.9(1.4) 
100 1000 5 20 0.8 0.8 0 0 / 0 12 / 76 0 / 100 0 / 95 5(0) 6.8(3.1) 10.1(1.9) 8(1.7) 
100 1000 5 20 0.8 0.1 8 0 / 100 61 / 38 0 / 100 0 / 100 11.9(0.8) 5.7(6.4) 20(0) 20(0) 
100 1000 5 20 0.8 0.1 10 0 / 100 28 / 72 0 / 100 0 / 100 11.2(0.4) 8.8(4.9) 20(0) 20(0) 
150 150 5 20 0 0.8 0 0 / 4 42 / 52 0 / 100 0 / 94 5(0.2) 4.6(3.8) 11.1(2) 8.1(1.9) 
150 150 5 20 0 0.1 8 0 / 44 79 / 18 0 / 100 0 / 100 5.5(0.7) 1.9(2.8) 15.5(1.1) 11.2(1.9) 
150 150 5 20 0 0.1 15 0 / 100 94 / 5 0 / 100 0 / 100 9.7(1.2) 1.2(2.6) 15.3(1.2) 12.9(1.4) 
150 150 5 20 0.3 0.1 8 0 / 51 81 / 15 0 / 100 0 / 100 5.7(0.8) 1.8(2.7) 15.9(1.1) 11.8(2) 
150 150 5 20 0.3 0.1 15 0 / 99 92 / 7 0 / 100 0 / 100 9.7(1.3) 1.4(3.1) 15.7(1.3) 13.2(1.5) 
150 150 5 20 0.8 0.8 0 0 / 12 23 / 64 0 / 100 0 / 98 5.1(0.3) 5.7(3.4) 13.4(1.5) 8.9(1.9) 
150 150 5 20 0.8 0.1 8 0 / 93 90 / 10 0 / 100 0 / 100 7.8(1.7) 2(4.9) 20(0) 20(0) 
150 150 5 20 0.8 0.1 15 0 / 100 36 / 63 0 / 100 0 / 100 10.9(0.6) 7.7(5.3) 20(0) 20(0) 
150 500 5 20 0 0.8 0 0 / 0 31 / 62 0 / 100 0 / 96 5(0) 5.7(4) 10.5(2.2) 8.7(2) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
150 500 5 20 0 0.1 8 0 / 5 70 / 26 0 / 100 0 / 100 5.1(0.2) 2.5(3.2) 16.4(1.1) 14.2(1.6) 
150 500 5 20 0 0 15 0 / 99 94 / 5 0 / 100 0 / 100 10.7(1) 1.3(2.8) 15.6(1.4) 14.2(1.6) 
150 500 5 20 0.3 0.1 8 0 / 9 73 / 24 0 / 100 0 / 100 5.1(0.3) 2.4(3.2) 16.7(1.1) 14.5(1.7) 
150 500 5 20 0.3 0 15 0 / 100 94 / 6 0 / 100 0 / 100 10.9(0.7) 1.3(2.8) 15.7(1.4) 14.3(1.6) 
150 500 5 20 0.8 0.8 0 0 / 0 14 / 75 0 / 100 0 / 98 5(0) 6.7(3.1) 11.1(2) 8.9(2) 
150 500 5 20 0.8 0.1 8 0 / 69 91 / 9 0 / 100 0 / 100 6.4(1.4) 1.9(5) 20(0) 20(0) 
150 500 5 20 0.8 0 15 0 / 100 33 / 67 0 / 100 0 / 100 11.5(0.5) 8.2(5.3) 20(0) 20(0) 
200 60 5 20 0 0.8 0 0 / 42 58 / 36 0 / 100 0 / 88 5.5(0.7) 3.4(3.5) 12.8(1.5) 7.3(1.6) 
200 60 5 20 0 0.1 8 0 / 78 81 / 14 0 / 100 0 / 96 6.3(1) 1.7(2.6) 15.7(1.1) 8.5(1.9) 
200 60 5 20 0 0.1 20 0 / 98 94 / 6 0 / 100 0 / 100 9.1(1.4) 1.2(2.4) 16.1(1.1) 11.8(1.4) 
200 60 5 20 0.3 0.1 8 1 / 86 87 / 9 0 / 100 0 / 98 6.8(1.2) 1.3(2.1) 16.8(0.9) 9.2(2.1) 
200 60 5 20 0.3 0.1 20 2 / 97 94 / 6 0 / 100 0 / 100 8.9(1.5) 1.1(2.2) 17(1) 12.4(1.6) 
200 60 5 20 0.8 0.8 0 0 / 53 40 / 45 0 / 100 0 / 97 5.7(0.8) 4.1(3.3) 18.5(0.8) 9.1(2.6) 
200 60 5 20 0.8 0.1 8 1 / 96 95 / 4 0 / 100 0 / 100 7.9(1.5) 0.8(1.8) 20(0) 20(0) 
200 60 5 20 0.8 0.1 20 1 / 99 31 / 67 0 / 100 0 / 100 9.8(1.4) 7.5(4.5) 20(0) 20(0) 
1000 60 5 20 0 0.8 0 0 / 23 51 / 43 0 / 100 1 / 85 5.3(0.5) 4(4) 10.6(1.9) 7(1.6) 
1000 60 5 20 0 0 8 0 / 30 58 / 36 0 / 100 1 / 88 5.3(0.6) 3.4(3.6) 11.2(1.8) 7.2(1.6) 
1000 60 5 20 0 0.8 100 4 / 93 78 / 22 0 / 100 0 / 100 10.1(2.2) 3.2(4.6) 16(1.1) 13.8(1.2) 
1000 60 5 20 0.3 0.1 8 0 / 65 58 / 34 0 / 100 0 / 91 6(1) 3.3(3.5) 13.4(1.3) 7.4(1.6) 
1000 60 5 20 0.3 0.8 100 8 / 90 76 / 24 0 / 100 0 / 100 9.7(2.6) 3.3(4.7) 17(1.1) 14.4(1.5) 
1000 60 5 20 0.8 0.8 0 0 / 36 31 / 57 0 / 100 0 / 95 5.4(0.6) 4.8(3.2) 17.9(0.9) 8.3(2.1) 
1000 60 5 20 0.8 0 8 0 / 77 63 / 27 0 / 100 0 / 100 6.3(1) 2.6(3.1) 20(0) 20(0) 
1000 60 5 20 0.8 0.8 100 2 / 98 41 / 58 0 / 100 0 / 100 10.2(1.6) 6.8(5) 20(0) 20(0) 
1000 250 5 20 0 0.8 0 0 / 0 20 / 74 0 / 100 0 / 99 5(0) 7.1(4.1) 11.4(2.3) 10.2(2.3) 
1000 250 5 20 0 0.8 8 0 / 0 23 / 69 0 / 100 0 / 100 5(0) 6.4(3.8) 12.3(2.1) 10.6(2.3) 
1000 250 5 20 0 0.8 100 0 / 100 70 / 30 0 / 100 0 / 100 12.1(0.3) 4.4(5.1) 18.4(1.4) 17.9(1.7) 
1000 250 5 20 0.3 0.8 8 0 / 0 29 / 63 0 / 100 0 / 100 5(0) 5.9(3.9) 12.9(2.2) 11(2.5) 
1000 250 5 20 0.3 0.8 100 0 / 100 75 / 25 0 / 100 0 / 100 12.1(0.4) 3.7(4.7) 18.7(1.2) 18.3(1.5) 
1000 250 5 20 0.8 0.8 0 0 / 0 7 / 81 0 / 100 0 / 99 5(0) 7.5(3.2) 12.8(2.3) 11(2.5) 
1000 250 5 20 0.8 0.8 8 0 / 3 25 / 59 0 / 100 0 / 100 5(0.2) 5.2(3.1) 20(0) 20(0) 
1000 250 5 20 0.8 0 100 0 / 100 31 / 69 0 / 100 0 / 100 11.8(0.4) 7.9(4.8) 20(0) 20(0) 
40 100 8 10 0 0.8 0 29 / 21 99 / 1 3 / 75 68 / 20 7.8(1) 0.9(1.4) 9(0.8) 6.3(2.2) 
40 100 8 10 0 0.1 8 19 / 65 99 / 1 0 / 100 6 / 82 8.7(1.3) 1(1.2) 9.9(0.4) 9.4(1.1) 
40 100 8 10 0 0.1 10 14 / 70 99 / 1 0 / 100 4 / 89 8.9(1.2) 1.1(1.4) 9.9(0.3) 9.6(0.9) 
40 100 8 10 0.3 0.1 8 18 / 61 100 / 0 0 / 100 4 / 89 8.7(1.3) 0.8(1.1) 9.9(0.3) 9.6(0.9) 
40 100 8 10 0.3 0.1 10 17 / 64 99 / 1 0 / 100 3 / 92 8.8(1.3) 1(1.3) 9.9(0.2) 9.7(0.8) 
40 100 8 10 0.8 0.8 0 21 / 25 96 / 3 0 / 99 5 / 84 8(0.9) 1(1.9) 9.8(0.4) 9.4(1) 
40 100 8 10 0.8 0.1 8 28 / 52 99 / 1 0 / 100 0 / 100 8.3(1.5) 1.3(1.4) 10(0) 10(0) 
40 100 8 10 0.8 0.1 10 36 / 49 95 / 5 0 / 100 0 / 100 8.1(1.9) 1.8(2.1) 10(0) 10(0) 
100 100 8 10 0 0.8 0 1 / 27 97 / 2 2 / 85 27 / 54 8.3(0.6) 1(1.7) 9.3(0.8) 8.4(1.5) 
100 100 8 10 0 0.1 8 15 / 65 100 / 0 0 / 100 1 / 98 8.8(1.2) 0.7(1) 10(0.2) 9.9(0.4) 
100 100 8 10 0 0.1 10 17 / 68 100 / 0 0 / 100 0 / 100 8.8(1.3) 0.7(0.8) 10(0) 10(0.2) 
100 100 8 10 0.3 0.1 8 18 / 60 100 / 0 0 / 100 0 / 99 8.6(1.3) 0.8(0.9) 10(0.1) 10(0.2) 
100 100 8 10 0.3 0.1 10 14 / 69 100 / 0 0 / 100 0 / 100 8.9(1.2) 0.8(0.9) 10(0) 10(0.1) 
100 100 8 10 0.8 0.8 0 2 / 35 88 / 9 0 / 98 0 / 96 8.4(0.6) 1.5(2.9) 9.8(0.4) 9.8(0.5) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
100 100 8 10 0.8 0.1 8 16 / 68 100 / 0 0 / 100 0 / 100 8.9(1.3) 0.7(0.9) 10(0) 10(0) 
100 100 8 10 0.8 0.1 10 14 / 69 100 / 0 0 / 100 0 / 100 8.9(1.3) 0.7(0.8) 10(0) 10(0) 
100 1000 8 10 0 0.8 0 0 / 0 88 / 9 0 / 92 2 / 86 8(0) 1.9(2.8) 9.6(0.6) 9.5(0.8) 
100 1000 8 10 0 0.1 8 0 / 39 100 / 0 0 / 100 0 / 100 8.5(0.7) 0.8(0.9) 10(0) 10(0) 
100 1000 8 10 0 0.1 10 4 / 71 100 / 0 0 / 100 0 / 100 9.1(0.9) 0.9(0.9) 10(0) 10(0) 
100 1000 8 10 0.3 0.1 8 1 / 43 100 / 0 0 / 100 0 / 100 8.6(0.8) 0.8(0.8) 10(0) 10(0) 
100 1000 8 10 0.3 0.1 10 5 / 73 100 / 0 0 / 100 0 / 100 9.1(0.9) 0.9(0.9) 10(0) 10(0) 
100 1000 8 10 0.8 0.8 0 0 / 0 77 / 18 0 / 96 0 / 94 8(0) 2.6(3.7) 9.8(0.5) 9.8(0.5) 
100 1000 8 10 0.8 0.1 8 12 / 76 100 / 0 0 / 100 0 / 100 9.1(1.2) 0.7(0.8) 10(0) 10(0) 
100 1000 8 10 0.8 0 10 7 / 82 100 / 0 0 / 100 0 / 100 9.3(1) 0.6(0.8) 10(0) 10(0) 
150 150 8 10 0 0.8 0 0 / 4 93 / 6 0 / 97 2 / 92 8(0.2) 1.4(2.4) 9.7(0.5) 9.6(0.7) 
150 150 8 10 0 0.1 8 2 / 55 100 / 0 0 / 100 0 / 100 8.7(0.8) 0.9(1) 10(0) 10(0.1) 
150 150 8 10 0 0 15 8 / 78 100 / 0 0 / 100 0 / 100 9.2(1.1) 0.8(0.9) 10(0) 10(0) 
150 150 8 10 0.3 0.1 8 3 / 64 100 / 0 0 / 100 0 / 100 8.8(0.8) 0.7(0.9) 10(0) 10(0.1) 
150 150 8 10 0.3 0 15 11 / 76 100 / 0 0 / 100 0 / 100 9.1(1.2) 0.9(0.9) 10(0) 10(0) 
150 150 8 10 0.8 0.8 0 0 / 15 74 / 20 0 / 98 0 / 96 8.2(0.4) 2.8(3.8) 9.8(0.4) 9.8(0.5) 
150 150 8 10 0.8 0 8 14 / 68 100 / 0 0 / 100 0 / 100 8.9(1.2) 0.6(0.9) 10(0) 10(0) 
150 150 8 10 0.8 0.8 15 10 / 75 100 / 0 0 / 100 0 / 100 9.1(1.1) 0.7(0.8) 10(0) 10(0) 
150 500 8 10 0 0.8 0 0 / 0 88 / 11 0 / 99 0 / 98 8(0) 1.8(2.9) 9.9(0.4) 9.9(0.4) 
150 500 8 10 0 0.8 8 0 / 20 100 / 0 0 / 100 0 / 100 8.2(0.5) 0.9(0.9) 10(0) 10(0) 
150 500 8 10 0 0 15 7 / 77 100 / 0 0 / 100 0 / 100 9.2(1) 0.9(0.9) 10(0) 10(0) 
150 500 8 10 0.3 0.8 8 0 / 27 99 / 0 0 / 100 0 / 100 8.3(0.5) 0.9(1.1) 10(0) 10(0) 
150 500 8 10 0.3 0.8 15 8 / 78 100 / 0 0 / 100 0 / 100 9.2(1.1) 1(1) 10(0) 10(0) 
150 500 8 10 0.8 0.8 0 0 / 0 70 / 23 0 / 99 0 / 98 8(0) 3.1(4) 9.9(0.3) 9.9(0.4) 
150 500 8 10 0.8 0.8 8 13 / 64 100 / 0 0 / 100 0 / 100 8.8(1.1) 0.7(0.8) 10(0) 10(0) 
150 500 8 10 0.8 0 15 12 / 75 100 / 0 0 / 100 0 / 100 9.1(1.2) 0.7(0.9) 10(0) 10(0) 
200 60 8 10 0 0.8 0 6 / 33 96 / 3 3 / 78 42 / 38 8.3(0.8) 1(1.9) 9.1(0.8) 7.8(1.8) 
200 60 8 10 0 0 8 17 / 53 100 / 0 0 / 95 20 / 67 8.5(1.2) 0.8(1) 9.6(0.6) 8.8(1.5) 
200 60 8 10 0 0.8 20 22 / 59 100 / 0 0 / 100 0 / 100 8.5(1.6) 0.8(0.8) 10(0) 10(0) 
200 60 8 10 0.3 0 8 23 / 49 100 / 0 0 / 98 10 / 78 8.3(1.4) 0.7(0.9) 9.8(0.5) 9.3(1.2) 
200 60 8 10 0.3 0.8 20 28 / 52 100 / 0 0 / 100 0 / 100 8.2(1.9) 0.8(0.9) 10(0) 10(0) 
200 60 8 10 0.8 0.8 0 8 / 44 93 / 5 0 / 100 0 / 96 8.4(0.9) 1.1(2.3) 9.9(0.3) 9.8(0.5) 
200 60 8 10 0.8 0.8 8 21 / 58 100 / 0 0 / 100 0 / 100 8.5(1.6) 0.6(1) 10(0) 10(0) 
200 60 8 10 0.8 0.8 20 30 / 52 100 / 0 0 / 100 0 / 100 8.1(1.9) 0.7(0.7) 10(0) 10(0) 
1000 60 8 10 0 0.8 0 1 / 21 96 / 4 8 / 59 50 / 29 8.2(0.5) 1.1(2) 8.7(0.9) 7.4(1.8) 
1000 60 8 10 0 0 8 2 / 32 96 / 3 7 / 68 47 / 30 8.4(0.6) 1.1(1.8) 8.9(0.9) 7.5(1.7) 
1000 60 8 10 0 0.1 100 53 / 30 100 / 0 0 / 100 0 / 100 7(2.2) 1(1) 10(0) 10(0) 
1000 60 8 10 0.3 0.8 8 11 / 50 98 / 1 1 / 84 33 / 49 8.4(1.1) 0.9(1.4) 9.3(0.8) 8.2(1.7) 
1000 60 8 10 0.3 0 100 58 / 27 100 / 0 0 / 100 0 / 100 6.8(2.2) 1(1) 10(0) 10(0) 
1000 60 8 10 0.8 0.8 0 4 / 36 88 / 10 0 / 99 0 / 95 8.4(0.8) 1.6(3) 9.8(0.4) 9.7(0.5) 
1000 60 8 10 0.8 0 8 18 / 55 99 / 1 0 / 100 0 / 100 8.5(1.2) 0.6(1.1) 10(0) 10(0) 
1000 60 8 10 0.8 0.1 100 43 / 39 100 / 0 0 / 100 0 / 100 7.6(2) 0.7(0.8) 10(0) 10(0) 
1000 250 8 10 0 0.8 0 0 / 0 82 / 15 0 / 100 0 / 99 8(0) 2.4(3.4) 10(0.2) 9.9(0.3) 
1000 250 8 10 0 0.1 8 0 / 0 83 / 14 0 / 100 0 / 100 8(0) 2.3(3.3) 10(0.2) 10(0.2) 
1000 250 8 10 0 0.1 100 59 / 25 100 / 0 0 / 100 0 / 100 7(1.9) 1.2(1.3) 10(0) 10(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
1000 250 8 10 0.3 0 8 0 / 0 85 / 13 0 / 100 0 / 100 8(0.1) 2.1(3.2) 10(0.1) 10(0.2) 
1000 250 8 10 0.3 0.1 100 62 / 22 100 / 0 0 / 100 0 / 100 6.8(1.9) 1.1(1.3) 10(0) 10(0) 
1000 250 8 10 0.8 0.8 0 0 / 0 65 / 27 0 / 100 0 / 100 8(0) 3.6(4.2) 10(0.1) 10(0.1) 
1000 250 8 10 0.8 0.1 8 0 / 15 80 / 16 0 / 100 0 / 100 8.2(0.4) 2.4(3.5) 10(0) 10(0) 
1000 250 8 10 0.8 0.1 100 35 / 47 100 / 0 0 / 100 0 / 100 8.1(1.8) 0.6(0.7) 10(0) 10(0) 
40 100 15 20 0 0.8 0 100 / 0 100 / 0 0 / 100 100 / 0 8.6(1.8) 0.9(1.1) 18.8(0.7) 2(1.6) 
40 100 15 20 0 0.8 8 100 / 0 100 / 0 0 / 100 98 / 2 8.7(1.9) 1.2(1.3) 19.5(0.6) 5(3.2) 
40 100 15 20 0 0.8 10 100 / 0 100 / 0 0 / 100 96 / 3 8.1(1.8) 1.3(1.1) 19.5(0.6) 5.8(3.7) 
40 100 15 20 0.3 0 8 100 / 0 100 / 0 0 / 100 94 / 6 8.6(1.8) 1.2(1.4) 19.7(0.5) 6.1(4.4) 
40 100 15 20 0.3 0.8 10 100 / 0 100 / 0 0 / 100 95 / 5 8(1.8) 1.3(1.2) 19.7(0.5) 6.1(4) 
40 100 15 20 0.8 0.8 0 100 / 0 100 / 0 0 / 100 79 / 19 8.9(1.8) 0.7(1.1) 19.8(0.4) 8.3(6.3) 
40 100 15 20 0.8 0.8 8 100 / 0 97 / 3 0 / 100 0 / 100 6.4(1.8) 2.4(3.3) 20(0) 20(0) 
40 100 15 20 0.8 0.8 10 100 / 0 86 / 14 0 / 100 0 / 100 5.6(1.7) 4.4(6.1) 20(0) 20(0) 
100 100 15 20 0 0.8 0 99 / 0 100 / 0 21 / 39 100 / 0 9.8(2.1) 1.1(1.1) 15.3(1) 3(1.8) 
100 100 15 20 0 0 8 100 / 0 100 / 0 0 / 100 100 / 0 9.4(2.2) 1.1(1.2) 17.5(0.8) 5.8(2.8) 
100 100 15 20 0 0.8 10 99 / 0 100 / 0 0 / 100 98 / 1 9.4(2.2) 1(1.1) 17.9(0.8) 7.4(3) 
100 100 15 20 0.3 0.1 8 99 / 0 100 / 0 0 / 100 99 / 0 9.4(2.2) 1.1(1.2) 17.9(0.8) 6.2(2.8) 
100 100 15 20 0.3 0 10 99 / 0 100 / 0 0 / 100 96 / 3 9.1(2.1) 1(1) 18.2(0.8) 8.4(3.2) 
100 100 15 20 0.8 0.8 0 99 / 0 100 / 0 0 / 100 74 / 18 10(2.1) 0.8(1.1) 18.2(0.9) 12(3.7) 
100 100 15 20 0.8 0 8 100 / 0 100 / 0 0 / 100 0 / 100 8.5(2.2) 1.1(1.1) 20(0) 20(0) 
100 100 15 20 0.8 0.8 10 100 / 0 100 / 0 0 / 100 0 / 100 7.9(2.1) 1.2(1.2) 20(0) 20(0) 
100 1000 15 20 0 0.8 0 0 / 0 100 / 0 62 / 12 100 / 0 15(0) 1.2(1.4) 14.1(1.2) 4.2(2.2) 
100 1000 15 20 0 0.8 8 98 / 0 100 / 0 0 / 100 56 / 31 9.5(2.5) 1.3(1.2) 18.5(0.8) 14(2.8) 
100 1000 15 20 0 0.8 10 88 / 6 100 / 0 0 / 100 31 / 57 10.5(3.2) 1.3(1.2) 18.8(0.8) 15.8(2.5) 
100 1000 15 20 0.3 0 8 97 / 1 100 / 0 0 / 100 50 / 36 9.9(2.5) 1.4(1.2) 18.6(0.8) 14.4(3) 
100 1000 15 20 0.3 0.8 10 92 / 5 100 / 0 0 / 100 25 / 64 10.2(3.1) 1.3(1.2) 18.9(0.8) 16.1(2.4) 
100 1000 15 20 0.8 0.8 0 0 / 0 96 / 4 1 / 96 39 / 42 15(0) 1.6(3.7) 17.4(1.2) 15.1(2.1) 
100 1000 15 20 0.8 0.8 8 98 / 1 100 / 0 0 / 100 0 / 100 9.2(2.4) 1(1.4) 20(0) 20(0) 
100 1000 15 20 0.8 0.8 10 100 / 0 100 / 0 0 / 100 0 / 100 7.8(2.1) 1.6(1.8) 20(0) 20(0) 
150 150 15 20 0 0.8 0 35 / 4 100 / 0 31 / 34 100 / 0 13.5(2.6) 1.3(1.4) 15(1.1) 5.1(2.2) 
150 150 15 20 0 0.8 8 99 / 0 100 / 0 0 / 100 94 / 3 9.4(2.3) 1.1(1) 17.7(0.8) 9.3(3.2) 
150 150 15 20 0 0 15 98 / 1 100 / 0 0 / 100 19 / 71 9.7(2.5) 1.3(1.2) 19.2(0.7) 16.8(2.6) 
150 150 15 20 0.3 0.8 8 99 / 0 100 / 0 0 / 100 87 / 7 9.5(2.2) 1.2(1.1) 18.1(0.8) 10.5(3.4) 
150 150 15 20 0.3 0 15 99 / 0 100 / 0 0 / 100 9 / 84 9.4(2.3) 1.3(1.2) 19.4(0.7) 17.6(2.2) 
150 150 15 20 0.8 0.8 0 37 / 5 99 / 1 0 / 100 26 / 60 13.4(2.6) 0.8(1.6) 18.2(1.1) 16.1(2.2) 
150 150 15 20 0.8 0.8 8 100 / 0 100 / 0 0 / 100 0 / 100 9.1(2.2) 1(1) 20(0) 20(0) 
150 150 15 20 0.8 0 15 100 / 0 100 / 0 0 / 100 0 / 100 7.5(2.1) 1.4(1.5) 20(0) 20(0) 
150 500 15 20 0 0.8 0 0 / 0 99 / 1 12 / 65 96 / 2 15(0) 1.4(1.7) 16(1.2) 10.1(2.7) 
150 500 15 20 0 0.1 8 93 / 2 100 / 0 0 / 100 4 / 95 10.3(2.9) 1.3(1.2) 19.6(0.6) 18.5(1.7) 
150 500 15 20 0 0.1 15 97 / 2 100 / 0 0 / 100 0 / 100 8.9(2.8) 1.5(1.4) 20(0.1) 20(0.1) 
150 500 15 20 0.3 0.1 8 97 / 1 100 / 0 0 / 100 1 / 96 9.8(2.7) 1.2(1.1) 19.7(0.5) 18.8(1.5) 
150 500 15 20 0.3 0.1 15 98 / 1 100 / 0 0 / 100 0 / 100 9(2.5) 1.3(1.3) 20(0.1) 20(0.1) 
150 500 15 20 0.8 0.8 0 0 / 0 92 / 8 0 / 99 0 / 95 15(0) 2.3(4.8) 18.5(1.2) 18(1.5) 
150 500 15 20 0.8 0.1 8 99 / 0 100 / 0 0 / 100 0 / 100 8.4(2.5) 1.1(1.1) 20(0) 20(0) 
150 500 15 20 0.8 0.1 15 100 / 0 100 / 0 0 / 100 0 / 100 6.8(1.8) 1.5(1.7) 20(0) 20(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
200 60 15 20 0 0.8 0 100 / 0 100 / 0 14 / 53 100 / 0 8.9(2.1) 1.1(1.2) 15.5(1) 2.3(1.6) 
200 60 15 20 0 0 8 100 / 0 100 / 0 0 / 99 100 / 0 8.6(2.1) 1(1.2) 17.2(0.8) 3.2(2) 
200 60 15 20 0 0.1 20 100 / 0 100 / 0 0 / 100 90 / 7 7.6(2.4) 1.1(1.2) 18.7(0.8) 9.8(3.6) 
200 60 15 20 0.3 0.8 8 100 / 0 100 / 0 0 / 100 100 / 0 8.1(2.4) 1.1(1) 18(0.8) 3.7(2.3) 
200 60 15 20 0.3 0.1 20 100 / 0 100 / 0 0 / 100 67 / 27 7.1(2.4) 1.2(1.5) 19.2(0.7) 12.3(4.4) 
200 60 15 20 0.8 0.8 0 100 / 0 100 / 0 0 / 100 61 / 32 8.8(2.2) 0.7(0.9) 19.2(0.7) 13.1(4.4) 
200 60 15 20 0.8 0 8 100 / 0 100 / 0 0 / 100 0 / 100 8.4(2.4) 0.8(1) 20(0) 20(0) 
200 60 15 20 0.8 0.1 20 100 / 0 100 / 0 0 / 100 0 / 100 6.5(2) 1.2(1.6) 20(0) 20(0) 
1000 60 15 20 0 0.8 0 99 / 0 100 / 0 74 / 6 100 / 0 9.6(2.4) 1(1) 13.8(1.1) 1.7(1.3) 
1000 60 15 20 0 0.1 8 100 / 0 100 / 0 55 / 14 100 / 0 9.1(2.1) 1.1(1.1) 14.3(1.1) 1.9(1.5) 
1000 60 15 20 0 0.1 100 100 / 0 100 / 0 0 / 100 0 / 100 5.8(1.6) 1.8(1.5) 20(0.1) 20(0.2) 
1000 60 15 20 0.3 0.1 8 100 / 0 100 / 0 13 / 54 100 / 0 8.3(2.2) 1(1.1) 15.6(1) 2(1.6) 
1000 60 15 20 0.3 0.1 100 100 / 0 100 / 0 0 / 100 0 / 100 5.6(1.5) 1.8(1.4) 20(0) 20(0.1) 
1000 60 15 20 0.8 0.8 0 100 / 0 100 / 0 0 / 100 71 / 23 9.3(2.3) 0.8(0.9) 18.9(0.8) 11.9(4.6) 
1000 60 15 20 0.8 0.1 8 100 / 0 100 / 0 0 / 100 0 / 100 8.4(2.3) 0.8(1) 20(0) 20(0) 
1000 60 15 20 0.8 0.1 100 100 / 0 100 / 0 0 / 100 0 / 100 5.9(1.8) 1.4(1.2) 20(0) 20(0) 
1000 250 15 20 0 0.8 0 0 / 0 97 / 3 0 / 99 1 / 95 15(0) 2(3.2) 18.9(1.2) 18.5(1.6) 
1000 250 15 20 0 0.1 8 0 / 4 98 / 2 0 / 100 0 / 98 15(0.2) 1.7(2.4) 19.1(1.1) 18.8(1.4) 
1000 250 15 20 0 0 100 100 / 0 100 / 0 0 / 100 0 / 100 5.4(1) 2.7(1.8) 20(0) 20(0) 
1000 250 15 20 0.3 0.1 8 0 / 7 99 / 1 0 / 100 0 / 99 15.1(0.3) 1.5(2) 19.4(0.9) 19.2(1.2) 
1000 250 15 20 0.3 0.1 100 100 / 0 100 / 0 0 / 100 0 / 100 5.4(0.9) 2.8(1.7) 20(0) 20(0) 
1000 250 15 20 0.8 0.8 0 0 / 2 84 / 15 0 / 100 0 / 100 15(0.1) 3.6(6.3) 19.5(0.9) 19.4(1.1) 
1000 250 15 20 0.8 0.1 8 6 / 29 100 / 0 0 / 100 0 / 100 15.2(1.1) 1.1(1.4) 20(0) 20(0) 
1000 250 15 20 0.8 0 100 100 / 0 100 / 0 0 / 100 0 / 100 5.3(1.1) 2.4(1.4) 20(0) 20(0) 
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Table A.9: Percentages of underestimation and overestimation of the number of
factors, as well as mean and standard deviation of the estimated number of factors,
yielded by the robust estimator (RE), Onatski’s ED and Bai and Ng’s PCp1 and ICp1
estimators, for the model Xi,t =
∑k
m=1 Λi,mFm,t +
√
θ ei,t where ei,t = ρei,t−1 + νi,t +∑J
j 6=0,j=−J β νi−j,t, i = 1, . . . , n; t = 1, . . . , T , with νi,t ∼ t(df=3). Results are based
on 500 simulations for each combination of the values of the parameters.
Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
     n    T k kmax ρ β     J  RE  ED PCp1  ICp1   RE    ED   PCp1   ICp1 
40 100 1 10 0 0.8 0 0 / 1 0 / 41 0 / 100 0 / 29 1(0.1) 1.6(0.9) 3.9(0.9) 1.4(0.6) 
40 100 1 10 0 0 8 0 / 62 0 / 86 0 / 100 0 / 100 2.1(0.9) 3.3(1.3) 5.8(0.8) 3.7(0.6) 
40 100 1 10 0 0.1 10 0 / 96 0 / 98 0 / 100 0 / 100 2.8(0.5) 3.3(0.7) 5.6(0.8) 3.3(0.6) 
40 100 1 10 0.3 0 8 0 / 68 0 / 87 0 / 100 0 / 100 2.2(0.9) 3.3(1.2) 6.3(0.8) 3.8(0.7) 
40 100 1 10 0.3 0.1 10 0 / 93 0 / 99 0 / 100 0 / 100 2.8(0.6) 3.3(0.7) 6.1(0.8) 3.4(0.6) 
40 100 1 10 0.8 0.8 0 0 / 0 0 / 37 0 / 100 0 / 35 1(0) 1.4(0.6) 5.9(0.7) 1.4(0.6) 
40 100 1 10 0.8 0.1 8 0 / 100 0 / 100 0 / 100 0 / 100 3.6(0.5) 5.1(1.6) 10(0) 10(0) 
40 100 1 10 0.8 0.1 10 0 / 100 0 / 100 0 / 100 0 / 100 3(0.1) 5.3(1.4) 10(0) 10(0) 
100 100 1 10 0 0.8 0 0 / 0 0 / 49 0 / 60 0 / 25 1(0) 1.7(0.9) 1.9(0.8) 1.3(0.6) 
100 100 1 10 0 0.8 8 0 / 1 0 / 24 0 / 100 0 / 98 1(0.1) 1.5(1.4) 6.5(0.7) 3.8(1.1) 
100 100 1 10 0 0 10 0 / 8 0 / 32 0 / 100 0 / 100 1.1(0.3) 2.3(2.3) 6.5(0.6) 5.2(0.7) 
100 100 1 10 0.3 0.8 8 0 / 3 0 / 22 0 / 100 0 / 100 1(0.2) 1.4(1) 6.8(0.6) 4.4(1.1) 
100 100 1 10 0.3 0 10 0 / 8 0 / 30 0 / 100 0 / 100 1.1(0.3) 2.1(2) 6.8(0.7) 5.4(0.8) 
100 100 1 10 0.8 0.8 0 0 / 0 0 / 44 0 / 99 0 / 36 1(0) 1.6(0.8) 3.4(0.9) 1.5(0.7) 
100 100 1 10 0.8 0 8 0 / 30 0 / 63 0 / 100 0 / 100 1.4(0.6) 6(4.1) 10(0) 10(0) 
100 100 1 10 0.8 0.1 10 0 / 50 0 / 93 0 / 100 0 / 100 1.8(1) 7.1(2) 10(0) 10(0) 
100 1000 1 10 0 0.8 0 0 / 0 0 / 67 0 / 23 0 / 16 1(0) 2.2(1.2) 1.3(0.5) 1.2(0.4) 
100 1000 1 10 0 0.1 8 0 / 0 0 / 19 0 / 100 0 / 100 1(0) 2(2.7) 7.3(0.5) 6.8(0.5) 
100 1000 1 10 0 0.1 10 0 / 0 0 / 43 0 / 100 0 / 100 1(0) 3.9(3.5) 7(0.3) 6.4(0.5) 
100 1000 1 10 0.3 0 8 0 / 0 0 / 21 0 / 100 0 / 100 1(0) 2(2.7) 7.4(0.5) 6.9(0.5) 
100 1000 1 10 0.3 0.1 10 0 / 0 0 / 42 0 / 100 0 / 100 1(0) 3.8(3.5) 7(0.3) 6.5(0.5) 
100 1000 1 10 0.8 0.8 0 0 / 0 0 / 64 0 / 29 0 / 20 1(0) 2.1(1.1) 1.3(0.6) 1.2(0.5) 
100 1000 1 10 0.8 0.1 8 0 / 0 0 / 88 0 / 100 0 / 100 1(0) 8.8(3) 10(0) 10(0) 
100 1000 1 10 0.8 0.1 10 0 / 1 0 / 100 0 / 100 0 / 100 1(0.1) 7.9(0.5) 10(0) 10(0) 
150 150 1 10 0 0.8 0 0 / 0 0 / 57 0 / 44 0 / 26 1(0) 2(1.1) 1.6(0.8) 1.3(0.6) 
150 150 1 10 0 0.1 8 0 / 0 0 / 25 0 / 100 0 / 92 1(0) 1.3(0.6) 6.4(0.7) 2.9(1.1) 
150 150 1 10 0 0.1 15 0 / 5 0 / 48 0 / 100 0 / 100 1.1(0.2) 3.6(3.2) 7.2(0.5) 6.7(0.6) 
150 150 1 10 0.3 0.1 8 0 / 0 0 / 26 0 / 100 0 / 97 1(0) 1.3(0.7) 6.7(0.8) 3.5(1.1) 
150 150 1 10 0.3 0.1 15 0 / 7 0 / 38 0 / 100 0 / 100 1.1(0.3) 3.1(3) 7.3(0.6) 6.8(0.6) 
150 150 1 10 0.8 0.8 0 0 / 0 0 / 52 0 / 68 0 / 34 1(0) 1.7(0.9) 2(0.9) 1.4(0.6) 
150 150 1 10 0.8 0.1 8 0 / 4 0 / 9 0 / 100 0 / 100 1(0.2) 1.1(0.3) 10(0) 10(0) 
150 150 1 10 0.8 0.1 15 0 / 33 0 / 89 0 / 100 0 / 100 1.5(0.8) 7(2.2) 10(0) 10(0) 
150 500 1 10 0 0.8 0 0 / 0 0 / 66 0 / 34 0 / 26 1(0) 2.2(1.3) 1.4(0.6) 1.3(0.5) 
150 500 1 10 0 0.1 8 0 / 0 0 / 19 0 / 100 0 / 100 1(0) 1.2(0.5) 8.3(0.6) 7.1(0.9) 
150 500 1 10 0 0 15 0 / 0 0 / 54 0 / 100 0 / 100 1(0) 4.7(3.7) 7.4(0.6) 7.2(0.5) 
150 500 1 10 0.3 0.1 8 0 / 0 0 / 20 0 / 100 0 / 100 1(0) 1.2(0.4) 8.4(0.5) 7.3(0.9) 
150 500 1 10 0.3 0 15 0 / 0 0 / 48 0 / 100 0 / 100 1(0) 4.3(3.6) 7.5(0.6) 7.2(0.5) 
150 500 1 10 0.8 0.8 0 0 / 0 0 / 61 0 / 37 0 / 26 1(0) 2(1) 1.5(0.7) 1.3(0.6) 
150 500 1 10 0.8 0.1 8 0 / 0 0 / 7 0 / 100 0 / 100 1(0) 1.1(0.3) 10(0) 10(0) 
150 500 1 10 0.8 0 15 0 / 4 0 / 97 0 / 100 0 / 100 1(0.2) 7.8(1.2) 10(0) 10(0) 
200 60 1 10 0 0.8 0 0 / 1 0 / 51 0 / 58 0 / 27 1(0.1) 1.8(1) 1.8(0.9) 1.3(0.6) 
200 60 1 10 0 0.1 8 0 / 1 0 / 30 0 / 100 0 / 33 1(0.1) 1.4(0.7) 4.6(0.8) 1.4(0.6) 
200 60 1 10 0 0.1 20 0 / 32 0 / 42 0 / 100 0 / 100 1.4(0.6) 2.7(2.3) 7(0.6) 6(0.7) 
200 60 1 10 0.3 0.1 8 0 / 3 0 / 31 0 / 100 0 / 48 1(0.2) 1.4(0.7) 5.7(0.8) 1.6(0.8) 
200 60 1 10 0.3 0.1 20 0 / 39 0 / 47 0 / 100 0 / 100 1.5(0.8) 2.7(2.2) 7.3(0.6) 6.2(0.7) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
     n    T k kmax ρ β     J  RE  ED PCp1  ICp1   RE    ED   PCp1   ICp1 
200 60 1 10 0.8 0.8 0 0 / 1 0 / 38 0 / 100 0 / 32 1(0.1) 1.5(0.8) 4.7(0.8) 1.4(0.7) 
200 60 1 10 0.8 0.1 8 0 / 19 0 / 20 0 / 100 0 / 100 1.2(0.4) 1.3(0.8) 10(0) 10(0) 
200 60 1 10 0.8 0.1 20 0 / 70 0 / 90 0 / 100 0 / 100 2.3(1.1) 5.9(2) 10(0) 10(0) 
1000 60 1 10 0 0.8 0 0 / 0 0 / 64 0 / 26 0 / 15 1(0) 2(1) 1.3(0.5) 1.2(0.4) 
1000 60 1 10 0 0 8 0 / 0 0 / 45 0 / 27 0 / 15 1(0) 1.6(0.9) 1.3(0.6) 1.2(0.4) 
1000 60 1 10 0 0.8 100 0 / 75 0 / 90 0 / 100 0 / 100 2.6(1.3) 6.5(2.2) 8.2(0.4) 8(0.4) 
1000 60 1 10 0.3 0.1 8 0 / 1 0 / 41 0 / 41 0 / 17 1(0.1) 1.5(0.7) 1.5(0.7) 1.2(0.5) 
1000 60 1 10 0.3 0.8 100 0 / 79 0 / 89 0 / 100 0 / 100 2.6(1.3) 6.3(2.3) 8.4(0.5) 8.2(0.5) 
1000 60 1 10 0.8 0.8 0 0 / 1 0 / 43 0 / 67 0 / 19 1(0.1) 1.6(0.8) 2(0.9) 1.2(0.5) 
1000 60 1 10 0.8 0 8 0 / 1 0 / 18 0 / 100 0 / 98 1(0.1) 1.2(0.5) 9.9(0.3) 8.1(2.6) 
1000 60 1 10 0.8 0.8 100 0 / 65 0 / 87 0 / 100 0 / 100 2.1(1.1) 5.7(2.2) 10(0) 10(0) 
1000 250 1 10 0 0.8 0 0 / 0 0 / 74 0 / 29 0 / 25 1(0) 2.6(1.4) 1.3(0.6) 1.3(0.5) 
1000 250 1 10 0 0.8 8 0 / 0 0 / 52 0 / 34 0 / 27 1(0) 1.8(0.9) 1.4(0.7) 1.3(0.5) 
1000 250 1 10 0 0.8 100 0 / 19 0 / 97 0 / 100 0 / 100 1.2(0.6) 7.7(1.5) 9.3(0.4) 9.3(0.4) 
1000 250 1 10 0.3 0.8 8 0 / 0 0 / 50 0 / 37 0 / 27 1(0) 1.7(0.8) 1.5(0.7) 1.3(0.6) 
1000 250 1 10 0.3 0.8 100 0 / 27 0 / 95 0 / 100 0 / 100 1.3(0.6) 7.6(1.8) 9.4(0.5) 9.3(0.5) 
1000 250 1 10 0.8 0.8 0 0 / 0 0 / 70 0 / 36 0 / 28 1(0) 2.2(1.1) 1.4(0.7) 1.3(0.6) 
1000 250 1 10 0.8 0.8 8 0 / 0 0 / 24 0 / 100 0 / 100 1(0) 1.3(0.5) 10(0) 10(0) 
1000 250 1 10 0.8 0 100 0 / 18 0 / 94 0 / 100 0 / 100 1.2(0.5) 6.6(1.5) 10(0) 10(0) 
40 100 3 10 0 0.8 0 0 / 2 1 / 39 0 / 96 0 / 33 3(0.2) 3.5(0.9) 5(0.9) 3.4(0.7) 
40 100 3 10 0 0.1 8 0 / 97 24 / 67 0 / 100 0 / 100 5.3(0.7) 4.2(2.3) 7.1(0.8) 5.8(0.7) 
40 100 3 10 0 0.1 10 0 / 100 8 / 91 0 / 100 0 / 100 5(0.3) 4.9(1.5) 6.8(0.7) 5.4(0.6) 
40 100 3 10 0.3 0.1 8 0 / 99 24 / 66 0 / 100 0 / 100 5.3(0.7) 4(2.3) 7.4(0.7) 5.9(0.8) 
40 100 3 10 0.3 0.1 10 0 / 100 8 / 90 0 / 100 0 / 100 5.1(0.3) 4.7(1.5) 7.1(0.7) 5.5(0.6) 
40 100 3 10 0.8 0.8 0 0 / 3 0 / 26 0 / 100 0 / 31 3(0.2) 3.3(0.6) 6.6(0.8) 3.4(0.6) 
40 100 3 10 0.8 0.1 8 0 / 100 0 / 100 0 / 100 0 / 100 6(0.2) 6.6(1) 10(0) 10(0) 
40 100 3 10 0.8 0.1 10 0 / 100 0 / 100 0 / 100 0 / 100 5.2(0.4) 7.2(1.3) 10(0) 10(0) 
100 100 3 10 0 0.8 0 0 / 0 0 / 44 0 / 55 0 / 30 3(0) 3.6(0.8) 3.8(0.8) 3.4(0.6) 
100 100 3 10 0 0.1 8 0 / 29 1 / 20 0 / 100 0 / 99 3.3(0.5) 3.4(1.1) 7.8(0.6) 5.8(1.1) 
100 100 3 10 0 0.1 10 0 / 52 3 / 22 0 / 100 0 / 100 3.8(0.9) 3.8(2) 8.1(0.6) 7.2(0.8) 
100 100 3 10 0.3 0.1 8 0 / 33 2 / 18 0 / 100 0 / 99 3.4(0.6) 3.3(1.1) 8.1(0.6) 6.4(1.1) 
100 100 3 10 0.3 0.1 10 0 / 59 4 / 22 0 / 100 0 / 100 3.9(1) 3.6(1.8) 8.3(0.6) 7.3(0.8) 
100 100 3 10 0.8 0.8 0 0 / 2 0 / 38 0 / 94 0 / 39 3(0.1) 3.5(0.7) 4.7(0.9) 3.5(0.7) 
100 100 3 10 0.8 0.1 8 0 / 88 22 / 14 0 / 100 0 / 100 5.2(1.5) 3(2.4) 10(0) 10(0) 
100 100 3 10 0.8 0.1 10 0 / 98 11 / 82 0 / 100 0 / 100 6.6(1.4) 8(3.2) 10(0) 10(0) 
100 1000 3 10 0 0.8 0 0 / 0 0 / 65 0 / 22 0 / 16 3(0) 4.2(1.2) 3.3(0.6) 3.2(0.5) 
100 1000 3 10 0 0.1 8 0 / 0 0 / 8 0 / 100 0 / 100 3(0) 3.1(0.3) 9.1(0.3) 8.8(0.5) 
100 1000 3 10 0 0.1 10 0 / 1 0 / 34 0 / 100 0 / 100 3(0.1) 5(3.1) 8.8(0.5) 8.5(0.6) 
100 1000 3 10 0.3 0.1 8 0 / 0 0 / 9 0 / 100 0 / 100 3(0) 3.1(0.6) 9.1(0.3) 8.8(0.5) 
100 1000 3 10 0.3 0.1 10 0 / 2 0 / 29 0 / 100 0 / 100 3(0.1) 4.7(3) 8.8(0.4) 8.5(0.5) 
100 1000 3 10 0.8 0.8 0 0 / 0 0 / 57 0 / 25 0 / 18 3(0) 3.9(1) 3.3(0.5) 3.2(0.5) 
100 1000 3 10 0.8 0.1 8 0 / 20 2 / 2 0 / 100 0 / 100 3.4(1.2) 3(0.4) 10(0) 10(0) 
100 1000 3 10 0.8 0 10 0 / 95 1 / 97 0 / 100 0 / 100 7.8(1.4) 9.7(1.3) 10(0) 10(0) 
150 150 3 10 0 0.8 0 0 / 0 0 / 53 0 / 44 0 / 28 3(0) 3.8(1) 3.6(0.7) 3.3(0.6) 
150 150 3 10 0 0.1 8 0 / 3 0 / 22 0 / 100 0 / 91 3(0.2) 3.2(0.5) 7.5(0.7) 5(1.2) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
     n    T k kmax ρ β     J  RE  ED PCp1  ICp1   RE    ED   PCp1   ICp1 
150 150 3 10 0 0 15 0 / 55 4 / 30 0 / 100 0 / 100 4(1.2) 4.5(2.8) 9(0.5) 8.7(0.6) 
150 150 3 10 0.3 0.1 8 0 / 4 0 / 18 0 / 100 0 / 97 3(0.2) 3.2(0.6) 7.8(0.7) 5.6(1.2) 
150 150 3 10 0.3 0 15 0 / 56 4 / 28 0 / 100 0 / 100 4(1.1) 4.3(2.7) 9(0.5) 8.7(0.6) 
150 150 3 10 0.8 0.8 0 0 / 0 0 / 42 0 / 59 0 / 32 3(0) 3.6(0.8) 3.8(0.8) 3.4(0.7) 
150 150 3 10 0.8 0 8 0 / 43 1 / 6 0 / 100 0 / 100 3.5(0.7) 3(0.4) 10(0) 10(0) 
150 150 3 10 0.8 0.8 15 0 / 98 5 / 82 0 / 100 0 / 100 7.1(1.3) 8.3(3) 10(0) 10(0) 
150 500 3 10 0 0.8 0 0 / 0 0 / 63 0 / 31 0 / 24 3(0) 4.1(1.2) 3.4(0.6) 3.3(0.5) 
150 500 3 10 0 0.8 8 0 / 0 0 / 16 0 / 100 0 / 100 3(0) 3.2(0.5) 9.5(0.5) 9.1(0.8) 
150 500 3 10 0 0 15 0 / 15 0 / 30 0 / 100 0 / 100 3.2(0.6) 4.8(3) 9.2(0.4) 9.2(0.4) 
150 500 3 10 0.3 0.8 8 0 / 0 0 / 13 0 / 100 0 / 100 3(0) 3.1(0.4) 9.6(0.5) 9.2(0.7) 
150 500 3 10 0.3 0.8 15 0 / 16 0 / 33 0 / 100 0 / 100 3.2(0.6) 5(3.1) 9.3(0.4) 9.2(0.4) 
150 500 3 10 0.8 0.8 0 0 / 0 0 / 54 0 / 35 0 / 27 3(0) 3.8(1) 3.4(0.6) 3.3(0.5) 
150 500 3 10 0.8 0.8 8 0 / 7 0 / 5 0 / 100 0 / 100 3.1(0.2) 3(0.3) 10(0) 10(0) 
150 500 3 10 0.8 0 15 0 / 98 1 / 94 0 / 100 0 / 100 8(1.2) 9.5(1.9) 10(0) 10(0) 
200 60 3 10 0 0.8 0 0 / 2 0 / 45 0 / 50 0 / 27 3(0.2) 3.6(0.8) 3.7(0.8) 3.3(0.6) 
200 60 3 10 0 0 8 0 / 7 1 / 22 0 / 100 0 / 39 3.1(0.3) 3.2(0.6) 5.7(0.8) 3.5(0.7) 
200 60 3 10 0 0.8 20 0 / 85 13 / 37 0 / 100 0 / 100 4.9(1.3) 4.3(2.7) 8.6(0.6) 8(0.7) 
200 60 3 10 0.3 0 8 0 / 22 0 / 29 0 / 100 0 / 53 3.2(0.5) 3.4(0.8) 6.6(0.7) 3.7(0.8) 
200 60 3 10 0.3 0.8 20 0 / 86 11 / 33 0 / 100 0 / 100 4.9(1.3) 4(2.4) 8.8(0.6) 8.3(0.7) 
200 60 3 10 0.8 0.8 0 0 / 3 0 / 40 0 / 100 0 / 40 3(0.2) 3.5(0.7) 5.5(0.9) 3.5(0.7) 
200 60 3 10 0.8 0.8 8 0 / 64 3 / 12 0 / 100 0 / 100 3.9(0.9) 3.1(0.7) 10(0) 10(0) 
200 60 3 10 0.8 0.8 20 0 / 99 9 / 79 0 / 100 0 / 100 6.5(1.3) 7(2.8) 10(0) 10(0) 
1000 60 3 10 0 0.8 0 0 / 0 0 / 51 0 / 21 0 / 13 3(0) 3.8(1) 3.2(0.5) 3.1(0.4) 
1000 60 3 10 0 0 8 0 / 1 0 / 37 0 / 25 0 / 15 3(0.1) 3.5(0.8) 3.3(0.5) 3.2(0.4) 
1000 60 3 10 0 0.1 100 0 / 100 18 / 77 0 / 100 0 / 100 7.7(1.3) 7.2(3.6) 10(0.2) 10(0.2) 
1000 60 3 10 0.3 0.8 8 0 / 2 0 / 29 0 / 31 0 / 14 3(0.2) 3.3(0.6) 3.3(0.6) 3.2(0.4) 
1000 60 3 10 0.3 0 100 0 / 100 14 / 82 0 / 100 0 / 100 7.6(1.2) 7.6(3.3) 10(0.1) 10(0.2) 
1000 60 3 10 0.8 0.8 0 0 / 1 0 / 35 0 / 49 0 / 17 3(0.1) 3.4(0.6) 3.6(0.8) 3.2(0.4) 
1000 60 3 10 0.8 0 8 0 / 4 0 / 15 0 / 100 0 / 100 3(0.2) 3.2(0.4) 9.9(0.2) 9(1.7) 
1000 60 3 10 0.8 0.1 100 0 / 99 12 / 77 0 / 100 0 / 100 6.7(1.3) 6.9(3.1) 10(0) 10(0) 
1000 250 3 10 0 0.8 0 0 / 0 0 / 73 0 / 31 0 / 27 3(0) 4.5(1.4) 3.4(0.6) 3.3(0.6) 
1000 250 3 10 0 0.1 8 0 / 0 0 / 51 0 / 33 0 / 27 3(0) 3.8(1) 3.4(0.6) 3.3(0.6) 
1000 250 3 10 0 0.1 100 0 / 100 11 / 83 0 / 100 0 / 100 8.9(0.6) 8.2(3.4) 10(0) 10(0) 
1000 250 3 10 0.3 0 8 0 / 0 0 / 48 0 / 38 0 / 29 3(0) 3.7(0.8) 3.4(0.6) 3.3(0.6) 
1000 250 3 10 0.3 0.1 100 0 / 100 8 / 85 0 / 100 0 / 100 8.8(0.6) 8.5(3.1) 10(0) 10(0) 
1000 250 3 10 0.8 0.8 0 0 / 0 0 / 63 0 / 34 0 / 29 3(0) 4(1.1) 3.4(0.7) 3.4(0.6) 
1000 250 3 10 0.8 0.1 8 0 / 0 0 / 22 0 / 100 0 / 100 3(0) 3.2(0.5) 10(0) 10(0) 
1000 250 3 10 0.8 0.1 100 0 / 100 1 / 88 0 / 100 0 / 100 8.2(0.9) 8.2(2) 10(0) 10(0) 
40 100 5 10 0 0.8 0 0 / 8 21 / 24 0 / 82 4 / 25 5.1(0.3) 4.4(2.1) 6.3(0.9) 5.3(0.6) 
40 100 5 10 0 0.8 8 0 / 98 63 / 37 0 / 100 0 / 100 7.4(0.7) 3(3.6) 8.4(0.6) 7.7(0.7) 
40 100 5 10 0 0.8 10 0 / 100 34 / 65 0 / 100 0 / 100 7.1(0.4) 4.8(3.4) 8.1(0.6) 7.3(0.6) 
40 100 5 10 0.3 0 8 0 / 97 63 / 37 0 / 100 0 / 100 7.3(0.8) 3(3.6) 8.6(0.6) 7.7(0.8) 
40 100 5 10 0.3 0.8 10 0 / 100 39 / 60 0 / 100 0 / 100 7.1(0.4) 4.4(3.4) 8.3(0.7) 7.4(0.7) 
40 100 5 10 0.8 0.8 0 0 / 8 6 / 21 0 / 99 0 / 35 5.1(0.3) 5(1.2) 7.3(0.8) 5.4(0.6) 
40 100 5 10 0.8 0.8 8 0 / 100 0 / 100 0 / 100 0 / 100 8(0.2) 8.3(0.7) 10(0) 10(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
     n    T k kmax ρ β     J  RE  ED PCp1  ICp1   RE    ED   PCp1   ICp1 
40 100 5 10 0.8 0.8 10 0 / 100 0 / 100 0 / 100 0 / 100 7.4(0.5) 8.4(0.7) 10(0) 10(0) 
100 100 5 10 0 0.8 0 0 / 1 2 / 40 0 / 48 0 / 28 5(0.1) 5.5(1) 5.6(0.7) 5.3(0.6) 
100 100 5 10 0 0 8 0 / 54 41 / 10 0 / 100 0 / 100 5.7(0.8) 3.2(2.6) 9(0.7) 7.9(1.1) 
100 100 5 10 0 0.8 10 0 / 76 70 / 8 0 / 100 0 / 100 6.6(1.3) 1.9(2.8) 9.5(0.5) 9.1(0.7) 
100 100 5 10 0.3 0.1 8 0 / 54 42 / 8 0 / 100 0 / 100 5.8(0.9) 3.2(2.5) 9.1(0.6) 8.2(1.1) 
100 100 5 10 0.3 0 10 0 / 78 71 / 9 0 / 100 0 / 100 6.7(1.3) 1.8(2.8) 9.5(0.5) 9.3(0.7) 
100 100 5 10 0.8 0.8 0 0 / 3 0 / 31 0 / 74 0 / 37 5(0.2) 5.4(0.7) 6.1(0.9) 5.5(0.7) 
100 100 5 10 0.8 0 8 0 / 97 96 / 0 0 / 100 0 / 100 8.1(1.4) 0.3(1.1) 10(0) 10(0) 
100 100 5 10 0.8 0.8 10 0 / 99 94 / 6 0 / 100 0 / 100 9.2(1) 0.7(2.3) 10(0) 10(0) 
100 1000 5 10 0 0.8 0 0 / 0 0 / 57 0 / 21 0 / 16 5(0) 6(1.1) 5.3(0.5) 5.2(0.5) 
100 1000 5 10 0 0.8 8 0 / 1 3 / 6 0 / 100 0 / 100 5(0.1) 4.9(0.8) 10(0) 10(0) 
100 1000 5 10 0 0.8 10 0 / 22 23 / 2 0 / 100 0 / 100 5.5(1.1) 3.9(2.1) 10(0) 10(0) 
100 1000 5 10 0.3 0 8 0 / 2 2 / 6 0 / 100 0 / 100 5(0.2) 5(0.7) 10(0) 10(0) 
100 1000 5 10 0.3 0.8 10 0 / 26 21 / 4 0 / 100 0 / 100 5.6(1.3) 4(2.1) 10(0) 10(0) 
100 1000 5 10 0.8 0.8 0 0 / 0 0 / 55 0 / 24 0 / 19 5(0) 5.9(1) 5.3(0.5) 5.2(0.5) 
100 1000 5 10 0.8 0.8 8 0 / 87 88 / 0 0 / 100 0 / 100 8.7(1.8) 0.7(1.7) 10(0) 10(0) 
100 1000 5 10 0.8 0.8 10 0 / 100 99 / 0 0 / 100 0 / 100 10(0.1) 0.1(0.7) 10(0) 10(0) 
150 150 5 10 0 0.8 0 0 / 0 0 / 48 0 / 38 0 / 30 5(0) 5.7(0.9) 5.5(0.6) 5.4(0.6) 
150 150 5 10 0 0.8 8 0 / 12 4 / 18 0 / 100 0 / 93 5.1(0.3) 5(1.1) 8.5(0.7) 7(1.1) 
150 150 5 10 0 0 15 0 / 87 74 / 5 0 / 100 0 / 100 7.8(1.6) 1.5(2.6) 10(0) 10(0.1) 
150 150 5 10 0.3 0.8 8 0 / 13 4 / 17 0 / 100 0 / 95 5.1(0.4) 5(1.1) 8.8(0.6) 7.6(1.2) 
150 150 5 10 0.3 0 15 0 / 89 76 / 5 0 / 100 0 / 100 7.7(1.6) 1.4(2.5) 10(0.1) 10(0.1) 
150 150 5 10 0.8 0.8 0 0 / 0 0 / 42 0 / 53 0 / 36 5(0) 5.5(0.8) 5.7(0.7) 5.4(0.6) 
150 150 5 10 0.8 0.8 8 0 / 72 47 / 2 0 / 100 0 / 100 6.2(1.1) 2.7(2.5) 10(0) 10(0) 
150 150 5 10 0.8 0 15 0 / 100 95 / 3 0 / 100 0 / 100 9.6(0.7) 0.5(1.9) 10(0) 10(0) 
150 500 5 10 0 0.8 0 0 / 0 0 / 60 0 / 30 0 / 25 5(0) 6(1.1) 5.4(0.6) 5.3(0.5) 
150 500 5 10 0 0.1 8 0 / 0 0 / 14 0 / 100 0 / 100 5(0) 5.1(0.5) 10(0.1) 9.9(0.2) 
150 500 5 10 0 0.1 15 0 / 76 41 / 2 0 / 100 0 / 100 7.9(2.1) 3(2.5) 10(0) 10(0) 
150 500 5 10 0.3 0.1 8 0 / 1 0 / 13 0 / 100 0 / 100 5(0.1) 5.1(0.5) 10(0.1) 10(0.2) 
150 500 5 10 0.3 0.1 15 0 / 77 43 / 3 0 / 100 0 / 100 8(2) 2.9(2.5) 10(0) 10(0) 
150 500 5 10 0.8 0.8 0 0 / 0 0 / 52 0 / 33 0 / 28 5(0) 5.8(0.9) 5.4(0.6) 5.3(0.5) 
150 500 5 10 0.8 0.1 8 0 / 29 10 / 3 0 / 100 0 / 100 5.4(0.6) 4.6(1.5) 10(0) 10(0) 
150 500 5 10 0.8 0.1 15 0 / 100 99 / 0 0 / 100 0 / 100 10(0.1) 0.1(0.5) 10(0) 10(0) 
200 60 5 10 0 0.8 0 0 / 2 2 / 37 0 / 40 0 / 21 5(0.2) 5.4(1) 5.5(0.7) 5.2(0.5) 
200 60 5 10 0 0 8 0 / 22 9 / 21 0 / 99 0 / 40 5.2(0.5) 4.8(1.5) 6.9(0.8) 5.5(0.7) 
200 60 5 10 0 0.1 20 0 / 95 75 / 20 0 / 100 0 / 100 7.9(1.3) 2.1(3.6) 9.9(0.3) 9.8(0.5) 
200 60 5 10 0.3 0.8 8 0 / 32 13 / 19 0 / 100 0 / 57 5.4(0.6) 4.6(1.8) 7.6(0.7) 5.8(0.9) 
200 60 5 10 0.3 0.1 20 0 / 95 75 / 18 0 / 100 0 / 100 7.8(1.4) 2(3.4) 9.9(0.3) 9.9(0.4) 
200 60 5 10 0.8 0.8 0 0 / 5 0 / 32 0 / 90 0 / 37 5.1(0.2) 5.4(0.7) 6.5(0.9) 5.5(0.7) 
200 60 5 10 0.8 0 8 1 / 79 59 / 4 0 / 100 0 / 100 6.4(1) 2.2(2.5) 10(0) 10(0) 
200 60 5 10 0.8 0.1 20 0 / 100 63 / 37 0 / 100 0 / 100 9.1(1) 3.6(4.6) 10(0) 10(0) 
1000 60 5 10 0 0.8 0 0 / 0 0 / 46 0 / 20 0 / 14 5(0) 5.7(0.9) 5.2(0.5) 5.1(0.4) 
1000 60 5 10 0 0.1 8 0 / 0 0 / 33 0 / 21 0 / 13 5(0.1) 5.4(0.7) 5.2(0.5) 5.1(0.4) 
1000 60 5 10 0 0.1 100 0 / 100 83 / 17 0 / 100 0 / 100 9.6(0.7) 1.7(3.6) 10(0) 10(0) 
1000 60 5 10 0.3 0.1 8 0 / 4 0 / 26 0 / 26 0 / 16 5(0.2) 5.3(0.7) 5.3(0.5) 5.2(0.4) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
     n    T k kmax ρ β     J  RE  ED PCp1  ICp1   RE    ED   PCp1   ICp1 
1000 60 5 10 0.3 0.1 100 0 / 100 76 / 24 0 / 100 0 / 100 9.6(0.7) 2.4(4.2) 10(0) 10(0) 
1000 60 5 10 0.8 0.8 0 0 / 2 0 / 34 0 / 42 0 / 19 5(0.2) 5.4(0.6) 5.5(0.7) 5.2(0.5) 
1000 60 5 10 0.8 0.1 8 0 / 9 0 / 12 0 / 100 0 / 100 5.1(0.3) 5.1(0.4) 10(0.1) 9.7(0.8) 
1000 60 5 10 0.8 0.1 100 0 / 100 66 / 33 0 / 100 0 / 100 9.3(0.9) 3.3(4.6) 10(0) 10(0) 
1000 250 5 10 0 0.8 0 0 / 0 0 / 67 0 / 28 0 / 26 5(0) 6.3(1.3) 5.3(0.6) 5.3(0.6) 
1000 250 5 10 0 0.1 8 0 / 0 0 / 45 0 / 31 0 / 28 5(0) 5.7(0.9) 5.4(0.6) 5.3(0.5) 
1000 250 5 10 0 0 100 0 / 100 96 / 3 0 / 100 0 / 100 10(0.1) 0.4(1.7) 10(0) 10(0) 
1000 250 5 10 0.3 0.1 8 0 / 0 0 / 42 0 / 33 0 / 27 5(0) 5.6(0.8) 5.4(0.6) 5.3(0.6) 
1000 250 5 10 0.3 0.1 100 0 / 100 95 / 4 0 / 100 0 / 100 10(0.2) 0.4(1.9) 10(0) 10(0) 
1000 250 5 10 0.8 0.8 0 0 / 0 0 / 59 0 / 33 0 / 29 5(0) 6(1.1) 5.4(0.6) 5.3(0.6) 
1000 250 5 10 0.8 0.1 8 0 / 0 0 / 15 0 / 100 0 / 100 5(0) 5.2(0.4) 10(0) 10(0) 
1000 250 5 10 0.8 0 100 0 / 100 77 / 19 0 / 100 0 / 100 9.9(0.3) 2(3.9) 10(0) 10(0) 
40 100 5 20 0 0.8 0 0 / 9 21 / 25 0 / 100 5 / 27 5.1(0.3) 4.4(2.1) 16.7(0.8) 5.2(0.6) 
40 100 5 20 0 0 8 0 / 99 57 / 43 0 / 100 0 / 100 7.3(0.7) 3.4(3.8) 17.6(0.8) 7.7(0.7) 
40 100 5 20 0 0.1 10 0 / 100 34 / 65 0 / 100 0 / 100 7.1(0.4) 4.8(3.4) 17.5(0.8) 7.4(0.6) 
40 100 5 20 0.3 0 8 0 / 99 61 / 38 0 / 100 0 / 100 7.3(0.7) 3.1(3.6) 18.1(0.7) 7.8(0.7) 
40 100 5 20 0.3 0.1 10 0 / 99 39 / 60 0 / 100 0 / 100 7.1(0.4) 4.4(3.4) 18(0.7) 7.5(0.7) 
40 100 5 20 0.8 0.8 0 0 / 7 6 / 24 0 / 100 0 / 38 5.1(0.3) 5(1.2) 18.8(0.7) 5.5(0.7) 
40 100 5 20 0.8 0.1 8 0 / 100 0 / 100 0 / 100 0 / 100 8(0.1) 8.8(1.4) 20(0) 20(0) 
40 100 5 20 0.8 0.1 10 0 / 100 0 / 100 0 / 100 0 / 100 7.4(0.5) 9(1.5) 20(0) 20(0) 
100 100 5 20 0 0.8 0 0 / 1 3 / 43 0 / 99 0 / 31 5(0.1) 5.5(1.3) 7.9(1.1) 5.4(0.6) 
100 100 5 20 0 0.8 8 0 / 53 41 / 11 0 / 100 0 / 99 5.7(0.8) 3.3(2.8) 12.8(0.7) 7.8(1.1) 
100 100 5 20 0 0 10 0 / 74 69 / 10 0 / 100 0 / 100 6.5(1.3) 2.2(3.3) 12.5(0.8) 9.2(0.8) 
100 100 5 20 0.3 0.8 8 0 / 60 43 / 13 0 / 100 0 / 100 5.8(0.8) 3.1(2.7) 13.6(0.8) 8.3(1.1) 
100 100 5 20 0.3 0 10 0 / 80 74 / 9 0 / 100 0 / 100 6.7(1.2) 1.8(3.2) 13.3(0.8) 9.3(0.8) 
100 100 5 20 0.8 0.8 0 0 / 3 0 / 35 0 / 100 0 / 37 5(0.2) 5.5(0.9) 12.8(0.9) 5.5(0.8) 
100 100 5 20 0.8 0 8 0 / 95 46 / 47 0 / 100 0 / 100 8.3(1.7) 7(6) 20(0) 20(0) 
100 100 5 20 0.8 0.1 10 0 / 99 14 / 82 0 / 100 0 / 100 9.5(1.3) 9.6(3.7) 20(0) 20(0) 
100 1000 5 20 0 0.8 0 0 / 0 0 / 54 0 / 27 0 / 15 5(0) 5.9(1.1) 5.3(0.6) 5.2(0.4) 
100 1000 5 20 0 0.1 8 0 / 2 3 / 17 0 / 100 0 / 100 5(0.1) 5.9(2.9) 12.2(0.4) 10.8(0.5) 
100 1000 5 20 0 0.1 10 0 / 19 15 / 32 0 / 100 0 / 100 5.5(1.2) 6.6(4.2) 11.3(0.5) 10.5(0.5) 
100 1000 5 20 0.3 0 8 0 / 4 2 / 16 0 / 100 0 / 100 5(0.2) 5.9(2.8) 12.2(0.4) 10.8(0.5) 
100 1000 5 20 0.3 0.1 10 0 / 24 17 / 30 0 / 100 0 / 100 5.5(1.2) 6.2(4.1) 11.4(0.5) 10.5(0.5) 
100 1000 5 20 0.8 0.8 0 0 / 0 0 / 55 0 / 33 0 / 19 5(0) 5.8(1) 5.4(0.6) 5.2(0.4) 
100 1000 5 20 0.8 0.1 8 0 / 88 22 / 73 0 / 100 0 / 100 10.2(2.3) 10.3(5.6) 20(0) 20(0) 
100 1000 5 20 0.8 0.1 10 0 / 100 2 / 97 0 / 100 0 / 100 10.9(0.3) 11.6(1.7) 20(0) 20(0) 
150 150 5 20 0 0.8 0 0 / 0 0 / 49 0 / 67 0 / 27 5(0) 5.7(0.9) 6(0.9) 5.3(0.5) 
150 150 5 20 0 0.1 8 0 / 14 3 / 20 0 / 100 0 / 94 5.1(0.4) 5.1(1.2) 12.7(0.7) 7(1.1) 
150 150 5 20 0 0.1 15 0 / 86 58 / 23 0 / 100 0 / 100 7.6(1.7) 3.6(4.7) 12(0.7) 10.7(0.6) 
150 150 5 20 0.3 0.1 8 0 / 16 2 / 16 0 / 100 0 / 97 5.2(0.4) 5.1(1) 13.2(0.7) 7.5(1.2) 
150 150 5 20 0.3 0.1 15 0 / 90 57 / 26 0 / 100 0 / 100 7.7(1.7) 3.8(4.7) 12.3(0.7) 10.8(0.6) 
150 150 5 20 0.8 0.8 0 0 / 0 0 / 40 0 / 99 0 / 35 5(0) 5.6(0.9) 7.9(1.1) 5.4(0.7) 
150 150 5 20 0.8 0.1 8 0 / 65 38 / 15 0 / 100 0 / 100 6.1(1) 4.6(5.1) 20(0) 20(0) 
150 150 5 20 0.8 0.1 15 0 / 100 15 / 82 0 / 100 0 / 100 10.3(0.9) 9.8(3.9) 20(0) 20(0) 
150 500 5 20 0 0.8 0 0 / 0 0 / 57 0 / 38 0 / 24 5(0) 5.9(1) 5.5(0.7) 5.3(0.5) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
     n    T k kmax ρ β     J  RE  ED PCp1  ICp1   RE    ED   PCp1   ICp1 
150 500 5 20 0 0.1 8 0 / 1 0 / 15 0 / 100 0 / 100 5(0.1) 5.3(1.6) 13.8(0.6) 11.1(0.9) 
150 500 5 20 0 0 15 0 / 74 31 / 38 0 / 100 0 / 100 8.1(2.3) 6.2(5.2) 12.1(0.5) 11.2(0.5) 
150 500 5 20 0.3 0.1 8 0 / 1 0 / 18 0 / 100 0 / 100 5(0.1) 5.4(1.5) 13.9(0.5) 11.3(0.9) 
150 500 5 20 0.3 0 15 0 / 79 28 / 35 0 / 100 0 / 100 8.3(2.2) 6.2(4.9) 12.2(0.5) 11.3(0.5) 
150 500 5 20 0.8 0.8 0 0 / 0 0 / 52 0 / 48 0 / 24 5(0) 5.8(0.9) 5.6(0.7) 5.3(0.5) 
150 500 5 20 0.8 0.1 8 0 / 30 7 / 26 0 / 100 0 / 100 5.3(0.6) 7.7(6) 20(0) 20(0) 
150 500 5 20 0.8 0 15 0 / 100 9 / 90 0 / 100 0 / 100 11(0.4) 10.9(3.2) 20(0) 20(0) 
200 60 5 20 0 0.8 0 0 / 3 1 / 38 0 / 100 0 / 24 5(0.2) 5.5(1) 8(1.1) 5.3(0.6) 
200 60 5 20 0 0.1 8 0 / 19 6 / 23 0 / 100 0 / 37 5.2(0.4) 5(1.3) 13(0.8) 5.4(0.6) 
200 60 5 20 0 0.1 20 0 / 94 72 / 22 0 / 100 0 / 100 7.8(1.4) 2.6(4) 12.9(0.8) 10(0.7) 
200 60 5 20 0.3 0.1 8 0 / 36 11 / 20 0 / 100 0 / 53 5.4(0.6) 4.8(1.7) 14.7(0.7) 5.7(0.8) 
200 60 5 20 0.3 0.1 20 0 / 95 74 / 21 0 / 100 0 / 100 7.7(1.3) 2.4(3.9) 14.4(0.8) 10.3(0.7) 
200 60 5 20 0.8 0.8 0 0 / 7 0 / 31 0 / 100 0 / 37 5.1(0.2) 5.4(0.7) 16.9(0.8) 5.5(0.7) 
200 60 5 20 0.8 0.1 8 0 / 78 57 / 6 0 / 100 0 / 100 6.4(1.1) 2.5(2.8) 20(0) 20(0) 
200 60 5 20 0.8 0.1 20 0 / 100 16 / 81 0 / 100 0 / 100 9.3(1.2) 8.6(3.6) 20(0) 20(0) 
1000 60 5 20 0 0.8 0 0 / 0 0 / 47 0 / 42 0 / 12 5(0) 5.7(0.9) 5.5(0.7) 5.1(0.3) 
1000 60 5 20 0 0 8 0 / 0 0 / 37 0 / 59 0 / 16 5(0) 5.5(0.8) 5.8(0.8) 5.2(0.4) 
1000 60 5 20 0 0.8 100 0 / 100 22 / 78 0 / 100 0 / 100 10.4(1) 8.8(4.4) 13.1(0.5) 12(0.4) 
1000 60 5 20 0.3 0.1 8 0 / 3 0 / 28 0 / 100 0 / 15 5(0.2) 5.3(0.7) 8.4(0.9) 5.2(0.4) 
1000 60 5 20 0.3 0.8 100 0 / 100 27 / 72 0 / 100 0 / 100 10.2(1.1) 8.1(4.7) 13.8(0.7) 12.2(0.5) 
1000 60 5 20 0.8 0.8 0 0 / 1 0 / 36 0 / 100 0 / 22 5(0.1) 5.4(0.6) 15.5(0.8) 5.2(0.5) 
1000 60 5 20 0.8 0 8 0 / 8 0 / 11 0 / 100 0 / 100 5.1(0.3) 5.1(0.5) 20(0) 20(0) 
1000 60 5 20 0.8 0.8 100 0 / 100 20 / 75 0 / 100 0 / 100 9.7(1.1) 8.3(3.9) 20(0) 20(0) 
1000 250 5 20 0 0.8 0 0 / 0 0 / 70 0 / 34 0 / 27 5(0) 6.4(1.3) 5.4(0.6) 5.3(0.5) 
1000 250 5 20 0 0.8 8 0 / 0 0 / 46 0 / 43 0 / 29 5(0) 5.7(0.9) 5.5(0.7) 5.3(0.6) 
1000 250 5 20 0 0.8 100 0 / 100 6 / 93 0 / 100 0 / 100 11.7(0.5) 10.9(3.1) 13.7(0.7) 13.3(0.5) 
1000 250 5 20 0.3 0.8 8 0 / 0 0 / 43 0 / 44 0 / 27 5(0) 5.6(0.8) 5.6(0.7) 5.3(0.5) 
1000 250 5 20 0.3 0.8 100 0 / 100 8 / 91 0 / 100 0 / 100 11.7(0.5) 10.7(3.3) 14(0.7) 13.4(0.6) 
1000 250 5 20 0.8 0.8 0 0 / 0 0 / 59 0 / 41 0 / 26 5(0) 6(1.1) 5.5(0.7) 5.3(0.5) 
1000 250 5 20 0.8 0.8 8 0 / 0 0 / 19 0 / 100 0 / 100 5(0) 5.2(0.5) 20(0) 20(0) 
1000 250 5 20 0.8 0 100 0 / 100 6 / 91 0 / 100 0 / 100 11.2(0.6) 10(2.9) 20(0) 20(0) 
40 100 8 10 0 0.8 0 19 / 6 86 / 4 11 / 30 77 / 4 7.8(0.7) 1.6(3) 8.2(0.7) 6.5(1.3) 
40 100 8 10 0 0.1 8 17 / 65 97 / 3 0 / 100 2 / 90 8.7(1.3) 0.6(1.8) 9.8(0.4) 9.5(0.7) 
40 100 8 10 0 0.1 10 9 / 76 90 / 10 0 / 100 1 / 92 9.1(1.1) 1.3(3) 9.8(0.4) 9.5(0.7) 
40 100 8 10 0.3 0.1 8 18 / 61 96 / 3 0 / 100 2 / 89 8.7(1.3) 0.6(1.9) 9.9(0.4) 9.5(0.7) 
40 100 8 10 0.3 0.1 10 9 / 78 90 / 9 0 / 100 1 / 94 9.2(1.1) 1.2(2.9) 9.9(0.3) 9.6(0.6) 
40 100 8 10 0.8 0.8 0 12 / 9 66 / 6 0 / 73 8 / 35 7.9(0.6) 3.1(3.8) 8.9(0.6) 8.3(0.7) 
40 100 8 10 0.8 0.1 8 15 / 67 98 / 2 0 / 100 0 / 100 8.9(1.2) 0.7(1.7) 10(0) 10(0) 
40 100 8 10 0.8 0.1 10 13 / 77 75 / 25 0 / 100 0 / 100 9.2(1.3) 2.9(4.1) 10(0) 10(0) 
100 100 8 10 0 0.8 0 0 / 1 27 / 27 1 / 30 9 / 18 8(0.1) 6.2(3.8) 8.3(0.6) 8.1(0.6) 
100 100 8 10 0 0.1 8 11 / 52 98 / 1 0 / 100 0 / 96 8.6(1) 0.4(1.5) 9.9(0.3) 9.7(0.5) 
100 100 8 10 0 0.1 10 12 / 66 100 / 0 0 / 100 0 / 100 8.9(1.1) 0.2(0.5) 10(0.1) 10(0.1) 
100 100 8 10 0.3 0.1 8 11 / 53 98 / 1 0 / 100 0 / 98 8.6(1) 0.4(1.4) 9.9(0.2) 9.8(0.4) 
100 100 8 10 0.3 0.1 10 11 / 64 100 / 0 0 / 100 0 / 100 8.8(1.1) 0.2(0.6) 10(0) 10(0) 
100 100 8 10 0.8 0.8 0 0 / 5 11 / 25 0 / 51 0 / 40 8(0.2) 7.5(2.6) 8.6(0.7) 8.5(0.6) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
     n    T k kmax ρ β     J  RE  ED PCp1  ICp1   RE    ED   PCp1   ICp1 
100 100 8 10 0.8 0.1 8 14 / 70 100 / 0 0 / 100 0 / 100 8.9(1.2) 0.1(0.4) 10(0) 10(0) 
100 100 8 10 0.8 0.1 10 10 / 76 100 / 0 0 / 100 0 / 100 9.1(1.1) 0.1(0.3) 10(0) 10(0) 
100 1000 8 10 0 0.8 0 0 / 0 2 / 48 0 / 17 0 / 16 8(0) 8.5(1.3) 8.2(0.4) 8.2(0.4) 
100 1000 8 10 0 0.1 8 0 / 18 89 / 1 0 / 100 0 / 100 8.2(0.5) 1(2.5) 10(0) 10(0) 
100 1000 8 10 0 0.1 10 1 / 54 100 / 0 0 / 100 0 / 100 8.8(0.8) 0(0.2) 10(0) 10(0) 
100 1000 8 10 0.3 0.1 8 0 / 18 87 / 1 0 / 100 0 / 100 8.2(0.4) 1.1(2.7) 10(0) 10(0) 
100 1000 8 10 0.3 0.1 10 1 / 57 100 / 0 0 / 100 0 / 100 8.9(0.8) 0(0.2) 10(0) 10(0) 
100 1000 8 10 0.8 0.8 0 0 / 0 0 / 45 0 / 18 0 / 17 8(0) 8.6(0.7) 8.2(0.5) 8.2(0.5) 
100 1000 8 10 0.8 0.1 8 12 / 71 100 / 0 0 / 100 0 / 100 9(1.1) 0(0.1) 10(0) 10(0) 
100 1000 8 10 0.8 0 10 8 / 82 100 / 0 0 / 100 0 / 100 9.3(1) 0(0.1) 10(0) 10(0) 
150 150 8 10 0 0.8 0 0 / 0 7 / 39 0 / 30 0 / 27 8(0) 7.9(2.3) 8.3(0.5) 8.3(0.5) 
150 150 8 10 0 0.1 8 0 / 29 56 / 7 0 / 99 0 / 88 8.3(0.6) 3.7(4) 9.7(0.5) 9.5(0.7) 
150 150 8 10 0 0 15 4 / 81 100 / 0 0 / 100 0 / 100 9.3(0.9) 0.1(0.4) 10(0) 10(0) 
150 150 8 10 0.3 0.1 8 0 / 34 62 / 7 0 / 100 0 / 96 8.4(0.6) 3.2(4) 9.9(0.3) 9.7(0.5) 
150 150 8 10 0.3 0 15 6 / 78 100 / 0 0 / 100 0 / 100 9.2(1) 0.1(0.3) 10(0) 10(0) 
150 150 8 10 0.8 0.8 0 0 / 0 1 / 33 0 / 35 0 / 31 8(0) 8.4(0.9) 8.4(0.6) 8.4(0.6) 
150 150 8 10 0.8 0 8 8 / 65 100 / 0 0 / 100 0 / 100 8.9(1) 0.2(0.7) 10(0) 10(0) 
150 150 8 10 0.8 0.8 15 8 / 79 100 / 0 0 / 100 0 / 100 9.2(1.1) 0(0.2) 10(0) 10(0) 
150 500 8 10 0 0.8 0 0 / 0 1 / 46 0 / 27 0 / 25 8(0) 8.6(1.1) 8.3(0.5) 8.3(0.5) 
150 500 8 10 0 0.8 8 0 / 4 12 / 10 0 / 100 0 / 100 8(0.2) 7.1(2.7) 10(0) 10(0) 
150 500 8 10 0 0 15 3 / 74 100 / 0 0 / 100 0 / 100 9.2(0.9) 0(0.2) 10(0) 10(0) 
150 500 8 10 0.3 0.8 8 0 / 7 13 / 12 0 / 100 0 / 100 8.1(0.3) 7.1(2.8) 10(0) 10(0) 
150 500 8 10 0.3 0.8 15 1 / 77 100 / 0 0 / 100 0 / 100 9.2(0.8) 0(0.1) 10(0) 10(0) 
150 500 8 10 0.8 0.8 0 0 / 0 0 / 48 0 / 31 0 / 28 8(0) 8.6(0.9) 8.4(0.6) 8.3(0.6) 
150 500 8 10 0.8 0.8 8 1 / 54 99 / 0 0 / 100 0 / 100 8.7(0.8) 0.2(1) 10(0) 10(0) 
150 500 8 10 0.8 0 15 8 / 81 100 / 0 0 / 100 0 / 100 9.2(1.1) 0(0.1) 10(0) 10(0) 
200 60 8 10 0 0.8 0 0 / 2 27 / 28 3 / 26 21 / 16 8(0.2) 6.3(3.7) 8.3(0.6) 8(0.7) 
200 60 8 10 0 0 8 6 / 30 78 / 4 0 / 61 9 / 28 8.3(0.6) 2.1(3.4) 8.7(0.6) 8.2(0.7) 
200 60 8 10 0 0.8 20 11 / 72 100 / 0 0 / 100 0 / 100 9(1.1) 0.1(0.4) 10(0) 10(0) 
200 60 8 10 0.3 0 8 9 / 39 83 / 4 0 / 83 4 / 45 8.4(0.8) 1.6(3.1) 9.1(0.6) 8.5(0.8) 
200 60 8 10 0.3 0.8 20 12 / 71 100 / 0 0 / 100 0 / 100 9(1.2) 0.2(0.6) 10(0) 10(0) 
200 60 8 10 0.8 0.8 0 0 / 6 11 / 21 0 / 53 0 / 33 8.1(0.3) 7.4(2.6) 8.6(0.7) 8.4(0.6) 
200 60 8 10 0.8 0.8 8 16 / 57 100 / 0 0 / 100 0 / 100 8.6(1.2) 0.2(0.7) 10(0) 10(0) 
200 60 8 10 0.8 0.8 20 10 / 78 100 / 0 0 / 100 0 / 100 9.1(1) 0.1(0.4) 10(0) 10(0) 
1000 60 8 10 0 0.8 0 0 / 0 5 / 42 0 / 13 5 / 10 8(0) 8.1(2) 8.1(0.4) 8.1(0.4) 
1000 60 8 10 0 0 8 0 / 1 5 / 28 0 / 15 3 / 10 8(0.1) 8(1.8) 8.2(0.4) 8.1(0.4) 
1000 60 8 10 0 0.1 100 7 / 78 100 / 0 0 / 100 0 / 100 9.2(1) 0(0.2) 10(0) 10(0) 
1000 60 8 10 0.3 0.8 8 0 / 3 8 / 22 0 / 20 3 / 14 8(0.2) 7.6(2.3) 8.2(0.4) 8.1(0.4) 
1000 60 8 10 0.3 0 100 5 / 81 100 / 0 0 / 100 0 / 100 9.3(1) 0.1(0.3) 10(0) 10(0) 
1000 60 8 10 0.8 0.8 0 0 / 2 1 / 32 0 / 29 0 / 23 8(0.1) 8.3(1.1) 8.3(0.5) 8.3(0.5) 
1000 60 8 10 0.8 0 8 1 / 16 18 / 4 0 / 100 0 / 100 8.2(0.4) 6.7(3) 10(0) 10(0.2) 
1000 60 8 10 0.8 0.1 100 7 / 83 100 / 0 0 / 100 0 / 100 9.3(1) 0.1(0.3) 10(0) 10(0) 
1000 250 8 10 0 0.8 0 0 / 0 0 / 56 0 / 28 0 / 27 8(0) 8.7(0.9) 8.3(0.5) 8.3(0.5) 
1000 250 8 10 0 0.1 8 0 / 0 0 / 41 0 / 29 0 / 27 8(0) 8.5(0.7) 8.3(0.6) 8.3(0.6) 
1000 250 8 10 0 0.1 100 12 / 79 100 / 0 0 / 100 0 / 100 9.1(1.3) 0(0.1) 10(0) 10(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
     n    T k kmax ρ β     J  RE  ED PCp1  ICp1   RE    ED   PCp1   ICp1 
1000 250 8 10 0.3 0 8 0 / 0 0 / 38 0 / 28 0 / 26 8(0) 8.4(0.8) 8.3(0.6) 8.3(0.6) 
1000 250 8 10 0.3 0.1 100 13 / 76 100 / 0 0 / 100 0 / 100 9(1.4) 0(0.1) 10(0) 10(0) 
1000 250 8 10 0.8 0.8 0 0 / 0 0 / 52 0 / 32 0 / 30 8(0) 8.7(0.7) 8.4(0.6) 8.3(0.6) 
1000 250 8 10 0.8 0.1 8 0 / 0 0 / 15 0 / 100 0 / 100 8(0) 8.2(0.4) 10(0) 10(0) 
1000 250 8 10 0.8 0.1 100 6 / 85 100 / 0 0 / 100 0 / 100 9.4(1) 0(0) 10(0) 10(0) 
40 100 15 20 0 0.8 0 100 / 0 100 / 0 0 / 100 100 / 0 8.8(1.7) 0.5(1.4) 17.9(0.7) 1.3(1.3) 
40 100 15 20 0 0.8 8 100 / 0 100 / 0 0 / 100 99 / 0 8.8(1.9) 0.3(1) 19(0.7) 5.5(3.1) 
40 100 15 20 0 0.8 10 100 / 0 100 / 0 0 / 100 98 / 1 8.6(1.9) 0.5(1.2) 19(0.7) 7.1(3.4) 
40 100 15 20 0.3 0 8 100 / 0 100 / 0 0 / 100 97 / 3 8.7(1.8) 0.4(1) 19.3(0.6) 6.5(3.8) 
40 100 15 20 0.3 0.8 10 100 / 0 100 / 0 0 / 100 96 / 3 8.3(1.8) 0.5(1) 19.2(0.7) 7.6(3.8) 
40 100 15 20 0.8 0.8 0 100 / 0 100 / 0 0 / 100 94 / 4 8.8(1.8) 0.4(1.2) 19.3(0.6) 9.2(3.7) 
40 100 15 20 0.8 0.8 8 100 / 0 87 / 13 0 / 100 0 / 100 7.3(1.7) 3.3(6) 20(0) 20(0) 
40 100 15 20 0.8 0.8 10 100 / 0 71 / 29 0 / 100 0 / 100 6.4(1.8) 6.4(8) 20(0) 20(0) 
100 100 15 20 0 0.8 0 94 / 0 99 / 0 67 / 4 100 / 0 10.6(2.4) 0.4(1.7) 14.2(0.7) 4.7(2) 
100 100 15 20 0 0 8 100 / 0 100 / 0 0 / 100 99 / 0 9.4(2.1) 0.2(0.8) 17.5(0.7) 8.5(2.9) 
100 100 15 20 0 0.8 10 100 / 0 100 / 0 0 / 100 89 / 4 9.7(2.2) 0.2(0.7) 17.8(0.7) 11.3(2.8) 
100 100 15 20 0.3 0.1 8 100 / 0 100 / 0 0 / 100 95 / 2 9.3(2.1) 0.2(0.6) 17.7(0.7) 9.4(3.1) 
100 100 15 20 0.3 0 10 99 / 0 100 / 0 0 / 100 73 / 15 9.6(2.3) 0.2(0.6) 18.2(0.7) 12.7(2.7) 
100 100 15 20 0.8 0.8 0 95 / 0 96 / 1 0 / 90 66 / 8 10.4(2.5) 0.9(3.3) 16.4(0.8) 13.9(1.3) 
100 100 15 20 0.8 0 8 99 / 0 100 / 0 0 / 100 0 / 100 9.3(2.1) 0.2(0.6) 20(0) 20(0) 
100 100 15 20 0.8 0.8 10 99 / 0 100 / 0 0 / 100 0 / 100 9.3(2.1) 0.3(0.8) 20(0) 20(0) 
100 1000 15 20 0 0.8 0 0 / 0 18 / 41 20 / 12 83 / 2 15(0) 12.9(6) 14.9(0.6) 13.5(1.1) 
100 1000 15 20 0 0.8 8 94 / 1 100 / 0 0 / 100 0 / 100 10.6(2.7) 0.1(0.3) 19.7(0.5) 19.4(0.8) 
100 1000 15 20 0 0.8 10 91 / 7 100 / 0 0 / 100 0 / 100 10.5(3) 0.1(0.3) 19.9(0.4) 19.8(0.5) 
100 1000 15 20 0.3 0 8 94 / 2 100 / 0 0 / 100 0 / 100 10.4(2.5) 0.1(0.4) 19.8(0.4) 19.4(0.7) 
100 1000 15 20 0.3 0.8 10 91 / 7 100 / 0 0 / 100 0 / 100 10.4(3.1) 0.1(0.4) 19.9(0.3) 19.8(0.5) 
100 1000 15 20 0.8 0.8 0 0 / 0 5 / 38 0 / 22 0 / 15 15(0) 14.8(3.5) 15.2(0.5) 15.2(0.4) 
100 1000 15 20 0.8 0.8 8 94 / 2 100 / 0 0 / 100 0 / 100 10(2.8) 0(0.2) 20(0) 20(0) 
100 1000 15 20 0.8 0.8 10 96 / 2 100 / 0 0 / 100 0 / 100 9.6(2.6) 0.1(0.4) 20(0) 20(0) 
150 150 15 20 0 0.8 0 7 / 0 68 / 12 38 / 9 99 / 0 14.7(1.4) 5.1(7.2) 14.7(0.7) 11.2(1.7) 
150 150 15 20 0 0.8 8 97 / 0 100 / 0 0 / 100 62 / 17 10.4(2.4) 0.2(0.7) 17.6(0.7) 13.9(1.7) 
150 150 15 20 0 0 15 95 / 2 100 / 0 0 / 100 0 / 100 10(2.5) 0.2(0.6) 19.7(0.5) 19.4(0.7) 
150 150 15 20 0.3 0.8 8 97 / 0 100 / 0 0 / 100 44 / 28 10.3(2.4) 0.2(0.6) 18(0.7) 14.6(1.5) 
150 150 15 20 0.3 0 15 97 / 1 100 / 0 0 / 100 0 / 100 9.8(2.5) 0.2(0.6) 19.8(0.4) 19.5(0.7) 
150 150 15 20 0.8 0.8 0 3 / 1 38 / 18 0 / 50 1 / 26 14.8(1.1) 9.6(7.4) 15.7(0.8) 15.3(0.6) 
150 150 15 20 0.8 0.8 8 99 / 0 100 / 0 0 / 100 0 / 100 9.2(2.3) 0.1(0.3) 20(0) 20(0) 
150 150 15 20 0.8 0 15 99 / 0 100 / 0 0 / 100 0 / 100 9(2.3) 0.2(0.6) 20(0) 20(0) 
150 500 15 20 0 0.8 0 0 / 0 15 / 39 1 / 27 10 / 17 15(0) 13.4(5.6) 15.3(0.5) 15.1(0.6) 
150 500 15 20 0 0.1 8 52 / 10 100 / 0 0 / 100 0 / 100 12.8(3.1) 0.1(0.6) 19.8(0.4) 19.5(0.7) 
150 500 15 20 0 0.1 15 90 / 8 100 / 0 0 / 100 0 / 100 9.9(3.7) 0.1(0.2) 20(0) 20(0) 
150 500 15 20 0.3 0.1 8 58 / 7 100 / 0 0 / 100 0 / 100 12.7(3) 0.2(0.5) 19.8(0.4) 19.6(0.6) 
150 500 15 20 0.3 0.1 15 88 / 10 100 / 0 0 / 100 0 / 100 10.2(3.9) 0.1(0.3) 20(0) 20(0) 
150 500 15 20 0.8 0.8 0 0 / 0 4 / 36 0 / 30 0 / 22 15(0) 15(3.1) 15.4(0.6) 15.3(0.5) 
150 500 15 20 0.8 0.1 8 100 / 0 100 / 0 0 / 100 0 / 100 8.4(2.4) 0(0.2) 20(0) 20(0) 
150 500 15 20 0.8 0.1 15 100 / 0 100 / 0 0 / 100 0 / 100 8.4(2.4) 0.1(0.3) 20(0) 20(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
     n    T k kmax ρ β     J  RE  ED PCp1  ICp1   RE    ED   PCp1   ICp1 
200 60 15 20 0 0.8 0 99 / 0 97 / 1 60 / 6 100 / 0 9.8(2.3) 0.7(2.8) 14.3(0.8) 3.8(1.9) 
200 60 15 20 0 0 8 100 / 0 100 / 0 1 / 93 100 / 0 9.2(2) 0.2(0.5) 16.5(0.7) 4.7(2.3) 
200 60 15 20 0 0.1 20 99 / 0 100 / 0 0 / 100 32 / 51 9.6(2.1) 0.3(1.2) 18.7(0.6) 15.2(2.4) 
200 60 15 20 0.3 0.8 8 100 / 0 100 / 0 0 / 100 100 / 0 9.2(2) 0.2(0.9) 17.3(0.7) 5.7(2.6) 
200 60 15 20 0.3 0.1 20 99 / 0 100 / 0 0 / 100 18 / 70 9.4(2.2) 0.3(1.3) 19.1(0.6) 16.4(2.1) 
200 60 15 20 0.8 0.8 0 99 / 0 96 / 1 0 / 100 57 / 12 10(2.2) 0.8(3) 17.8(0.7) 14.1(1.3) 
200 60 15 20 0.8 0 8 100 / 0 100 / 0 0 / 100 0 / 100 9.3(2.2) 0.3(0.9) 20(0) 20(0) 
200 60 15 20 0.8 0.1 20 100 / 0 98 / 2 0 / 100 0 / 100 9.1(2.1) 0.6(2.6) 20(0) 20(0) 
1000 60 15 20 0 0.8 0 69 / 0 55 / 16 88 / 0 100 / 0 11.8(3) 7(7.6) 13.7(0.7) 6.1(2.1) 
1000 60 15 20 0 0.1 8 90 / 0 81 / 3 77 / 1 100 / 0 11(2.5) 3(6) 14(0.7) 6.5(2.1) 
1000 60 15 20 0 0.1 100 100 / 0 99 / 1 0 / 100 0 / 100 8.4(2.3) 0.5(1.7) 20(0) 20(0) 
1000 60 15 20 0.3 0.1 8 99 / 0 96 / 1 34 / 12 100 / 0 10.3(2.2) 0.8(3.1) 14.8(0.7) 7.2(2.2) 
1000 60 15 20 0.3 0.1 100 100 / 0 99 / 1 0 / 100 0 / 100 8.4(2.2) 0.6(2.1) 20(0) 20(0) 
1000 60 15 20 0.8 0.8 0 87 / 0 56 / 9 0 / 79 33 / 11 11.3(2.5) 7(7.5) 16.1(0.8) 14.7(0.8) 
1000 60 15 20 0.8 0.1 8 99 / 0 100 / 0 0 / 100 0 / 100 10.3(2) 0.1(0.5) 20(0) 20(0) 
1000 60 15 20 0.8 0.1 100 98 / 1 97 / 3 0 / 100 0 / 100 9.3(2.4) 0.8(3.2) 20(0) 20(0) 
1000 250 15 20 0 0.8 0 0 / 0 3 / 56 0 / 27 0 / 24 15(0) 15.5(2.9) 15.3(0.6) 15.3(0.5) 
1000 250 15 20 0 0.1 8 0 / 0 1 / 42 0 / 35 0 / 31 15(0) 15.3(2) 15.4(0.6) 15.4(0.6) 
1000 250 15 20 0 0 100 100 / 0 100 / 0 0 / 100 0 / 100 5.9(1.6) 0.4(0.7) 20(0) 20(0) 
1000 250 15 20 0.3 0.1 8 0 / 0 2 / 34 0 / 29 0 / 22 15(0) 15.1(2.2) 15.3(0.6) 15.3(0.5) 
1000 250 15 20 0.3 0.1 100 100 / 0 100 / 0 0 / 100 0 / 100 6(1.6) 0.4(0.8) 20(0) 20(0) 
1000 250 15 20 0.8 0.8 0 0 / 0 0 / 49 0 / 34 0 / 28 15(0) 15.7(0.9) 15.4(0.6) 15.3(0.6) 
1000 250 15 20 0.8 0.1 8 0 / 1 6 / 12 0 / 100 0 / 100 15(0.1) 14.2(3.7) 20(0) 20(0) 
1000 250 15 20 0.8 0 100 100 / 0 97 / 3 0 / 100 0 / 100 6.5(2.1) 0.9(3.2) 20(0) 20(0) 
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Table A.10: Percentages of underestimation and overestimation of the number of
factors, as well as mean and standard deviation of the estimated number of factors,
yielded by the robust estimator (RE), Onatski’s ED and Bai and Ng’s PCp1 and ICp1
estimators, for the model Xi,t =
∑k
m=1 Λi,mFm,t +
√
θ ei,t where ei,t = ρei,t−1 + νi,t +∑J
j 6=0,j=−J β νi−j,t, i = 1, . . . , n; t = 1, . . . , T , with νi,t ∼ t(df=4). Results are based
on 500 simulations for each combination of the values of the parameters.
Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
40 100 1 10 0 0.8 0 0 / 0 0 / 19 0 / 96 0 / 6 1(0) 1.2(0.4) 2.7(0.8) 1.1(0.2) 
40 100 1 10 0 0 8 0 / 76 0 / 91 0 / 100 0 / 100 2.5(1) 3.5(1) 5.1(0.6) 3.4(0.5) 
40 100 1 10 0 0.1 10 0 / 97 0 / 100 0 / 100 0 / 100 2.9(0.4) 3.3(0.5) 4.8(0.7) 3.1(0.3) 
40 100 1 10 0.3 0 8 0 / 75 0 / 92 0 / 100 0 / 100 2.4(1) 3.4(0.9) 5.6(0.7) 3.5(0.5) 
40 100 1 10 0.3 0.1 10 0 / 99 0 / 100 0 / 100 0 / 100 2.9(0.4) 3.3(0.6) 5.3(0.7) 3.1(0.3) 
40 100 1 10 0.8 0.8 0 0 / 0 0 / 18 0 / 100 0 / 9 1(0) 1.2(0.5) 5.3(0.7) 1.1(0.4) 
40 100 1 10 0.8 0.1 8 0 / 100 0 / 100 0 / 100 0 / 100 3.8(0.4) 5.2(1.6) 10(0) 10(0) 
40 100 1 10 0.8 0.1 10 0 / 100 0 / 100 0 / 100 0 / 100 3(0.2) 5.4(1.4) 10(0) 10(0) 
100 100 1 10 0 0.8 0 0 / 0 0 / 24 0 / 18 0 / 6 1(0) 1.3(0.6) 1.2(0.4) 1.1(0.2) 
100 100 1 10 0 0.8 8 0 / 2 0 / 12 0 / 100 0 / 96 1(0.1) 1.5(1.6) 6.2(0.6) 3.2(1) 
100 100 1 10 0 0 10 0 / 8 0 / 23 0 / 100 0 / 100 1.1(0.3) 2.2(2.4) 6.2(0.5) 4.9(0.7) 
100 100 1 10 0.3 0.8 8 0 / 4 0 / 10 0 / 100 0 / 98 1(0.2) 1.3(1.2) 6.5(0.6) 3.6(1) 
100 100 1 10 0.3 0 10 0 / 11 0 / 28 0 / 100 0 / 100 1.1(0.4) 2.4(2.4) 6.4(0.5) 5(0.7) 
100 100 1 10 0.8 0.8 0 0 / 0 0 / 16 0 / 89 0 / 7 1(0) 1.2(0.5) 2.3(0.7) 1.1(0.2) 
100 100 1 10 0.8 0 8 0 / 36 0 / 64 0 / 100 0 / 100 1.5(0.7) 6.2(4.1) 10(0) 10(0) 
100 100 1 10 0.8 0.1 10 0 / 59 0 / 91 0 / 100 0 / 100 2(1) 7(2.1) 10(0) 10(0) 
100 1000 1 10 0 0.8 0 0 / 0 0 / 31 0 / 2 0 / 2 1(0) 1.4(0.6) 1(0.1) 1(0.1) 
100 1000 1 10 0 0.1 8 0 / 0 0 / 40 0 / 100 0 / 100 1(0) 4.6(4.4) 7.1(0.3) 6.7(0.5) 
100 1000 1 10 0 0.1 10 0 / 0 0 / 76 0 / 100 0 / 100 1(0) 6.4(3.1) 6.9(0.2) 6.2(0.4) 
100 1000 1 10 0.3 0 8 0 / 0 0 / 36 0 / 100 0 / 100 1(0) 4.2(4.3) 7.1(0.3) 6.7(0.5) 
100 1000 1 10 0.3 0.1 10 0 / 0 0 / 72 0 / 100 0 / 100 1(0) 6.2(3.2) 6.9(0.3) 6.3(0.4) 
100 1000 1 10 0.8 0.8 0 0 / 0 0 / 23 0 / 2 0 / 1 1(0) 1.3(0.5) 1(0.1) 1(0.1) 
100 1000 1 10 0.8 0.1 8 0 / 0 0 / 90 0 / 100 0 / 100 1(0) 9.1(2.6) 10(0) 10(0) 
100 1000 1 10 0.8 0.1 10 0 / 1 0 / 100 0 / 100 0 / 100 1(0.1) 8(0.1) 10(0) 10(0) 
150 150 1 10 0 0.8 0 0 / 0 0 / 23 0 / 6 0 / 3 1(0) 1.3(0.5) 1.1(0.3) 1(0.2) 
150 150 1 10 0 0.1 8 0 / 0 0 / 6 0 / 100 0 / 71 1(0) 1.1(0.5) 6(0.6) 2.1(0.9) 
150 150 1 10 0 0.1 15 0 / 4 0 / 60 0 / 100 0 / 100 1(0.2) 4.9(3.3) 6.9(0.4) 6.4(0.5) 
150 150 1 10 0.3 0.1 8 0 / 0 0 / 9 0 / 100 0 / 85 1(0) 1.2(0.8) 6.3(0.6) 2.7(1.1) 
150 150 1 10 0.3 0.1 15 0 / 6 0 / 52 0 / 100 0 / 100 1.1(0.3) 4.4(3.3) 7(0.3) 6.5(0.5) 
150 150 1 10 0.8 0.8 0 0 / 0 0 / 20 0 / 14 0 / 4 1(0) 1.2(0.5) 1.2(0.4) 1(0.2) 
150 150 1 10 0.8 0.1 8 0 / 3 0 / 3 0 / 100 0 / 100 1(0.2) 1(0.2) 10(0) 10(0) 
150 150 1 10 0.8 0.1 15 0 / 43 0 / 91 0 / 100 0 / 100 1.7(1) 7.1(2.1) 10(0) 10(0) 
150 500 1 10 0 0.8 0 0 / 0 0 / 30 0 / 3 0 / 1 1(0) 1.4(0.6) 1(0.2) 1(0.1) 
150 500 1 10 0 0.1 8 0 / 0 0 / 2 0 / 100 0 / 100 1(0) 1(0.1) 8.1(0.5) 6.8(0.9) 
150 500 1 10 0 0 15 0 / 0 0 / 81 0 / 100 0 / 100 1(0) 7(3) 7.1(0.3) 7(0.1) 
150 500 1 10 0.3 0.1 8 0 / 0 0 / 2 0 / 100 0 / 100 1(0) 1(0.1) 8.1(0.5) 6.9(0.9) 
150 500 1 10 0.3 0 15 0 / 0 0 / 80 0 / 100 0 / 100 1(0) 6.9(3) 7.1(0.4) 7(0.2) 
150 500 1 10 0.8 0.8 0 0 / 0 0 / 22 0 / 4 0 / 3 1(0) 1.3(0.5) 1(0.2) 1(0.2) 
150 500 1 10 0.8 0.1 8 0 / 0 0 / 0 0 / 100 0 / 100 1(0) 1(0) 10(0) 10(0) 
150 500 1 10 0.8 0 15 0 / 5 0 / 98 0 / 100 0 / 100 1.1(0.3) 7.8(1) 10(0) 10(0) 
200 60 1 10 0 0.8 0 0 / 0 0 / 21 0 / 12 0 / 4 1(0) 1.2(0.5) 1.1(0.3) 1(0.2) 
200 60 1 10 0 0.1 8 0 / 0 0 / 9 0 / 100 0 / 5 1(0) 1.1(0.4) 3.9(0.6) 1.1(0.2) 
200 60 1 10 0 0.1 20 0 / 29 0 / 55 0 / 100 0 / 100 1.4(0.7) 3.6(2.6) 6.7(0.5) 5.8(0.6) 
200 60 1 10 0.3 0.1 8 0 / 0 0 / 11 0 / 100 0 / 13 1(0) 1.1(0.4) 5(0.7) 1.1(0.4) 
200 60 1 10 0.3 0.1 20 0 / 42 0 / 48 0 / 100 0 / 100 1.5(0.7) 3.1(2.3) 6.9(0.5) 5.9(0.7) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
200 60 1 10 0.8 0.8 0 0 / 0 0 / 14 0 / 100 0 / 6 1(0) 1.2(0.6) 3.7(0.8) 1.1(0.2) 
200 60 1 10 0.8 0.1 8 0 / 12 0 / 9 0 / 100 0 / 100 1.1(0.4) 1.1(0.4) 10(0) 10(0) 
200 60 1 10 0.8 0.1 20 0 / 69 0 / 91 0 / 100 0 / 100 2.2(1) 5.9(2) 10(0) 10(0) 
1000 60 1 10 0 0.8 0 0 / 0 0 / 26 0 / 0 0 / 0 1(0) 1.3(0.5) 1(0) 1(0) 
1000 60 1 10 0 0 8 0 / 0 0 / 10 0 / 3 0 / 1 1(0) 1.1(0.4) 1(0.2) 1(0.1) 
1000 60 1 10 0 0.8 100 0 / 72 0 / 96 0 / 100 0 / 100 2.5(1.3) 7.2(1.6) 8.1(0.3) 8(0.3) 
1000 60 1 10 0.3 0.1 8 0 / 0 0 / 10 0 / 3 0 / 1 1(0) 1.1(0.3) 1(0.2) 1(0.1) 
1000 60 1 10 0.3 0.8 100 0 / 76 0 / 96 0 / 100 0 / 100 2.6(1.3) 6.9(1.6) 8.2(0.4) 8(0.3) 
1000 60 1 10 0.8 0.8 0 0 / 0 0 / 8 0 / 9 0 / 3 1(0) 1.1(0.3) 1.1(0.3) 1(0.2) 
1000 60 1 10 0.8 0 8 0 / 0 0 / 4 0 / 100 0 / 94 1(0) 1(0.2) 9.9(0.3) 6.4(3.3) 
1000 60 1 10 0.8 0.8 100 0 / 71 0 / 88 0 / 100 0 / 100 2.2(1.1) 5.8(2.1) 10(0) 10(0) 
1000 250 1 10 0 0.8 0 0 / 0 0 / 34 0 / 1 0 / 1 1(0) 1.4(0.7) 1(0.1) 1(0.1) 
1000 250 1 10 0 0.8 8 0 / 0 0 / 12 0 / 3 0 / 3 1(0) 1.1(0.4) 1(0.2) 1(0.2) 
1000 250 1 10 0 0.8 100 0 / 24 0 / 100 0 / 100 0 / 100 1.3(0.6) 8(0.4) 9(0.2) 9(0.2) 
1000 250 1 10 0.3 0.8 8 0 / 0 0 / 11 0 / 3 0 / 2 1(0) 1.1(0.3) 1(0.2) 1(0.1) 
1000 250 1 10 0.3 0.8 100 0 / 29 0 / 100 0 / 100 0 / 100 1.4(0.8) 8(0.7) 9.1(0.3) 9.1(0.2) 
1000 250 1 10 0.8 0.8 0 0 / 0 0 / 19 0 / 2 0 / 2 1(0) 1.2(0.5) 1(0.2) 1(0.1) 
1000 250 1 10 0.8 0.8 8 0 / 0 0 / 4 0 / 100 0 / 100 1(0) 1(0.2) 10(0) 10(0) 
1000 250 1 10 0.8 0 100 0 / 20 0 / 95 0 / 100 0 / 100 1.3(0.6) 6.6(1.5) 10(0) 10(0) 
40 100 3 10 0 0.8 0 0 / 4 0 / 15 0 / 74 0 / 5 3(0.2) 3.2(0.4) 3.9(0.7) 3(0.2) 
40 100 3 10 0 0.1 8 0 / 98 14 / 80 0 / 100 0 / 100 5.4(0.7) 4.8(2) 6.4(0.6) 5.5(0.5) 
40 100 3 10 0 0.1 10 0 / 100 1 / 99 0 / 100 0 / 100 5.1(0.4) 5.2(0.7) 6.2(0.5) 5.1(0.3) 
40 100 3 10 0.3 0.1 8 0 / 98 14 / 78 0 / 100 0 / 100 5.4(0.6) 4.7(2) 6.7(0.6) 5.5(0.5) 
40 100 3 10 0.3 0.1 10 0 / 100 4 / 96 0 / 100 0 / 100 5.1(0.3) 4.9(1) 6.4(0.6) 5.1(0.3) 
40 100 3 10 0.8 0.8 0 0 / 1 0 / 11 0 / 100 0 / 10 3(0.1) 3.1(0.4) 5.8(0.7) 3.1(0.3) 
40 100 3 10 0.8 0.1 8 0 / 100 0 / 100 0 / 100 0 / 100 6(0.1) 6.6(1.1) 10(0) 10(0) 
40 100 3 10 0.8 0.1 10 0 / 100 0 / 100 0 / 100 0 / 100 5.4(0.5) 7.2(1.3) 10(0) 10(0) 
100 100 3 10 0 0.8 0 0 / 0 0 / 19 0 / 13 0 / 5 3(0) 3.2(0.5) 3.1(0.4) 3(0.2) 
100 100 3 10 0 0.1 8 0 / 33 1 / 9 0 / 100 0 / 94 3.4(0.6) 3.3(1.3) 7.5(0.6) 5.2(1.1) 
100 100 3 10 0 0.1 10 0 / 59 1 / 21 0 / 100 0 / 100 4(1) 4.1(2.3) 7.8(0.5) 6.9(0.7) 
100 100 3 10 0.3 0.1 8 0 / 38 0 / 6 0 / 100 0 / 99 3.5(0.7) 3.2(1) 7.7(0.6) 5.7(1.1) 
100 100 3 10 0.3 0.1 10 0 / 60 2 / 17 0 / 100 0 / 100 4(1) 3.7(1.9) 8(0.5) 7.1(0.7) 
100 100 3 10 0.8 0.8 0 0 / 0 0 / 11 0 / 50 0 / 5 3(0) 3.1(0.3) 3.6(0.6) 3.1(0.2) 
100 100 3 10 0.8 0.1 8 0 / 91 18 / 9 0 / 100 0 / 100 5.5(1.5) 3.1(2.2) 10(0) 10(0) 
100 100 3 10 0.8 0.1 10 0 / 98 9 / 84 0 / 100 0 / 100 6.9(1.4) 8.3(3.1) 10(0) 10(0) 
100 1000 3 10 0 0.8 0 0 / 0 0 / 26 0 / 1 0 / 1 3(0) 3.3(0.6) 3(0.1) 3(0.1) 
100 1000 3 10 0 0.8 8 0 / 0 0 / 0 0 / 100 0 / 100 3(0) 3(0.1) 9(0.2) 8.7(0.5) 
100 1000 3 10 0 0.8 10 0 / 3 0 / 63 0 / 100 0 / 100 3(0.2) 7.4(3.4) 8.8(0.4) 8.3(0.4) 
100 1000 3 10 0.3 0.8 8 0 / 0 0 / 0 0 / 100 0 / 100 3(0) 3(0.3) 9(0.2) 8.7(0.5) 
100 1000 3 10 0.3 0.8 10 0 / 5 0 / 58 0 / 100 0 / 100 3(0.2) 7(3.4) 8.8(0.4) 8.3(0.5) 
100 1000 3 10 0.8 0.8 0 0 / 0 0 / 18 0 / 2 0 / 2 3(0) 3.2(0.4) 3(0.1) 3(0.1) 
100 1000 3 10 0.8 0.8 8 0 / 34 0 / 0 0 / 100 0 / 100 4.1(2) 3(0.2) 10(0) 10(0) 
100 1000 3 10 0.8 0.8 10 0 / 99 0 / 99 0 / 100 0 / 100 8.4(0.9) 9.9(0.7) 10(0) 10(0) 
150 150 3 10 0 0.8 0 0 / 0 0 / 21 0 / 8 0 / 4 3(0) 3.2(0.5) 3.1(0.3) 3(0.2) 
150 150 3 10 0 0.1 8 0 / 3 0 / 4 0 / 100 0 / 73 3(0.2) 3(0.2) 7.1(0.6) 4.1(0.9) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
150 150 3 10 0 0 15 0 / 65 0 / 48 0 / 100 0 / 100 4.3(1.3) 6.1(3.3) 8.7(0.5) 8.4(0.5) 
150 150 3 10 0.3 0.1 8 0 / 5 0 / 4 0 / 100 0 / 88 3.1(0.2) 3(0.2) 7.5(0.6) 4.7(1) 
150 150 3 10 0.3 0 15 0 / 66 1 / 44 0 / 100 0 / 100 4.3(1.3) 5.8(3.3) 8.8(0.4) 8.5(0.5) 
150 150 3 10 0.8 0.8 0 0 / 0 0 / 13 0 / 10 0 / 5 3(0) 3.1(0.4) 3.1(0.3) 3(0.2) 
150 150 3 10 0.8 0 8 0 / 47 0 / 2 0 / 100 0 / 100 3.6(0.8) 3(0.1) 10(0) 10(0) 
150 150 3 10 0.8 0.8 15 0 / 100 6 / 83 0 / 100 0 / 100 7.5(1.2) 8.5(3) 10(0) 10(0) 
150 500 3 10 0 0.8 0 0 / 0 0 / 25 0 / 3 0 / 2 3(0) 3.3(0.6) 3(0.2) 3(0.1) 
150 500 3 10 0 0.8 8 0 / 0 0 / 1 0 / 100 0 / 100 3(0) 3(0.1) 9.3(0.5) 8.7(0.9) 
150 500 3 10 0 0.8 15 0 / 23 0 / 54 0 / 100 0 / 100 3.4(1) 6.7(3.5) 9(0.2) 9(0.2) 
150 500 3 10 0.3 0.8 8 0 / 0 0 / 2 0 / 100 0 / 100 3(0) 3(0.1) 9.4(0.5) 8.9(0.9) 
150 500 3 10 0.3 0.8 15 0 / 24 0 / 62 0 / 100 0 / 100 3.4(0.9) 7.3(3.4) 9.1(0.2) 9(0.2) 
150 500 3 10 0.8 0.8 0 0 / 0 0 / 22 0 / 5 0 / 4 3(0) 3.3(0.5) 3.1(0.2) 3(0.2) 
150 500 3 10 0.8 0.8 8 0 / 9 0 / 0 0 / 100 0 / 100 3.1(0.3) 3(0) 10(0) 10(0) 
150 500 3 10 0.8 0.8 15 0 / 100 1 / 97 0 / 100 0 / 100 8.5(0.7) 9.7(1.3) 10(0) 10(0) 
200 60 3 10 0 0.8 0 0 / 0 0 / 19 0 / 9 0 / 3 3(0) 3.2(0.5) 3.1(0.3) 3(0.2) 
200 60 3 10 0 0 8 0 / 7 0 / 8 0 / 100 0 / 6 3.1(0.3) 3.1(0.5) 5.1(0.6) 3.1(0.3) 
200 60 3 10 0 0.8 20 0 / 88 5 / 44 0 / 100 0 / 100 5.1(1.3) 5.1(2.7) 8.3(0.5) 7.8(0.6) 
200 60 3 10 0.3 0 8 0 / 13 0 / 6 0 / 100 0 / 13 3.1(0.3) 3.1(0.3) 6.1(0.7) 3.1(0.4) 
200 60 3 10 0.3 0.8 20 0 / 88 10 / 37 0 / 100 0 / 100 5.2(1.3) 4.4(2.5) 8.5(0.5) 7.9(0.6) 
200 60 3 10 0.8 0.8 0 0 / 1 0 / 9 0 / 95 0 / 6 3(0.1) 3.1(0.3) 4.5(0.7) 3.1(0.2) 
200 60 3 10 0.8 0.8 8 0 / 58 0 / 5 0 / 100 0 / 100 3.8(0.9) 3.1(0.5) 10(0) 10(0) 
200 60 3 10 0.8 0.8 20 0 / 99 10 / 80 0 / 100 0 / 100 6.8(1.3) 7.2(2.8) 10(0) 10(0) 
1000 60 3 10 0 0.8 0 0 / 0 0 / 21 0 / 1 0 / 1 3(0) 3.2(0.5) 3(0.1) 3(0.1) 
1000 60 3 10 0 0 8 0 / 0 0 / 9 0 / 2 0 / 1 3(0) 3.1(0.3) 3(0.1) 3(0.1) 
1000 60 3 10 0 0.1 100 0 / 100 10 / 87 0 / 100 0 / 100 7.9(1.1) 8.3(2.9) 10(0.2) 9.9(0.2) 
1000 60 3 10 0.3 0.8 8 0 / 0 0 / 8 0 / 5 0 / 2 3(0) 3.1(0.3) 3(0.2) 3(0.1) 
1000 60 3 10 0.3 0 100 0 / 100 11 / 84 0 / 100 0 / 100 7.7(1.1) 7.9(3.1) 10(0.2) 10(0.2) 
1000 60 3 10 0.8 0.8 0 0 / 1 0 / 6 0 / 5 0 / 2 3(0.1) 3.1(0.4) 3(0.2) 3(0.1) 
1000 60 3 10 0.8 0 8 0 / 1 0 / 2 0 / 100 0 / 97 3(0.1) 3(0.2) 9.9(0.3) 8.4(2.2) 
1000 60 3 10 0.8 0.1 100 0 / 100 11 / 78 0 / 100 0 / 100 6.9(1.2) 7.1(3) 10(0) 10(0) 
1000 250 3 10 0 0.8 0 0 / 0 0 / 31 0 / 2 0 / 2 3(0) 3.4(0.6) 3(0.2) 3(0.1) 
1000 250 3 10 0 0.8 8 0 / 0 0 / 9 0 / 2 0 / 1 3(0) 3.1(0.3) 3(0.1) 3(0.1) 
1000 250 3 10 0 0.8 100 0 / 100 2 / 96 0 / 100 0 / 100 9(0.6) 9.6(1.6) 10(0) 10(0) 
1000 250 3 10 0.3 0.8 8 0 / 0 0 / 6 0 / 2 0 / 2 3(0) 3.1(0.4) 3(0.2) 3(0.1) 
1000 250 3 10 0.3 0.8 100 0 / 100 1 / 98 0 / 100 0 / 100 8.9(0.6) 9.7(1.2) 10(0) 10(0) 
1000 250 3 10 0.8 0.8 0 0 / 0 0 / 19 0 / 2 0 / 2 3(0) 3.2(0.4) 3(0.2) 3(0.1) 
1000 250 3 10 0.8 0.8 8 0 / 0 0 / 2 0 / 100 0 / 100 3(0) 3(0.2) 10(0) 10(0) 
1000 250 3 10 0.8 0.8 100 0 / 100 1 / 88 0 / 100 0 / 100 8.4(0.8) 8.2(2.1) 10(0) 10(0) 
40 100 5 10 0 0.8 0 0 / 6 9 / 10 0 / 39 10 / 5 5.1(0.2) 4.8(1.3) 5.4(0.6) 4.9(0.4) 
40 100 5 10 0 0.8 8 0 / 100 49 / 51 0 / 100 0 / 100 7.5(0.6) 4(3.7) 8(0.4) 7.4(0.5) 
40 100 5 10 0 0.8 10 0 / 100 21 / 79 0 / 100 0 / 100 7.2(0.4) 5.6(2.8) 7.7(0.6) 7(0.3) 
40 100 5 10 0.3 0.8 8 0 / 98 53 / 47 0 / 100 0 / 100 7.4(0.7) 3.6(3.7) 8.1(0.4) 7.4(0.6) 
40 100 5 10 0.3 0.8 10 0 / 100 24 / 75 0 / 100 0 / 100 7.1(0.4) 5.4(3) 7.8(0.6) 7.1(0.4) 
40 100 5 10 0.8 0.8 0 0 / 5 2 / 9 0 / 96 0 / 9 5(0.2) 5(0.7) 6.7(0.7) 5.1(0.3) 
40 100 5 10 0.8 0.8 8 0 / 100 1 / 99 0 / 100 0 / 100 8(0.1) 8.2(0.7) 10(0) 10(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
40 100 5 10 0.8 0.8 10 0 / 100 0 / 100 0 / 100 0 / 100 7.4(0.5) 8.4(0.7) 10(0) 10(0) 
100 100 5 10 0 0.8 0 0 / 0 0 / 17 0 / 11 0 / 5 5(0) 5.2(0.4) 5.1(0.3) 5(0.2) 
100 100 5 10 0 0.8 8 0 / 55 31 / 3 0 / 100 0 / 96 5.8(0.9) 3.6(2.3) 8.6(0.6) 7.2(1) 
100 100 5 10 0 0.8 10 0 / 79 66 / 6 0 / 100 0 / 100 6.9(1.4) 2(2.9) 9.3(0.5) 8.8(0.8) 
100 100 5 10 0.3 0.8 8 0 / 63 33 / 4 0 / 100 0 / 98 5.9(0.9) 3.5(2.4) 8.9(0.6) 7.6(1.1) 
100 100 5 10 0.3 0.8 10 0 / 83 68 / 5 0 / 100 0 / 100 6.9(1.4) 1.9(2.8) 9.4(0.5) 9(0.7) 
100 100 5 10 0.8 0.8 0 0 / 0 0 / 11 0 / 26 0 / 6 5(0) 5.1(0.4) 5.3(0.5) 5.1(0.3) 
100 100 5 10 0.8 0.8 8 0 / 96 97 / 1 0 / 100 0 / 100 8.3(1.4) 0.3(1.1) 10(0) 10(0) 
100 100 5 10 0.8 0.8 10 0 / 100 94 / 5 0 / 100 0 / 100 9.3(0.9) 0.7(2.3) 10(0) 10(0) 
100 1000 5 10 0 0.8 0 0 / 0 0 / 22 0 / 1 0 / 1 5(0) 5.2(0.5) 5(0.1) 5(0.1) 
100 1000 5 10 0 0.8 8 0 / 4 0 / 0 0 / 100 0 / 100 5(0.2) 5(0.2) 10(0) 10(0) 
100 1000 5 10 0 0.8 10 0 / 38 11 / 0 0 / 100 0 / 100 6.2(1.8) 4.5(1.5) 10(0) 10(0) 
100 1000 5 10 0.3 0.8 8 0 / 5 0 / 0 0 / 100 0 / 100 5.1(0.3) 5(0) 10(0) 10(0) 
100 1000 5 10 0.3 0.8 10 0 / 42 11 / 0 0 / 100 0 / 100 6.3(1.8) 4.5(1.5) 10(0) 10(0) 
100 1000 5 10 0.8 0.8 0 0 / 0 0 / 19 0 / 2 0 / 1 5(0) 5.2(0.4) 5(0.1) 5(0.1) 
100 1000 5 10 0.8 0.8 8 0 / 95 91 / 0 0 / 100 0 / 100 9.3(1.3) 0.5(1.5) 10(0) 10(0) 
100 1000 5 10 0.8 0.8 10 0 / 100 99 / 0 0 / 100 0 / 100 10(0.1) 0.1(0.6) 10(0) 10(0) 
150 150 5 10 0 0.8 0 0 / 0 0 / 23 0 / 9 0 / 6 5(0) 5.3(0.5) 5.1(0.3) 5.1(0.2) 
150 150 5 10 0 0.8 8 0 / 17 0 / 2 0 / 100 0 / 73 5.2(0.4) 5(0.3) 8.1(0.6) 6.1(0.9) 
150 150 5 10 0 0.8 15 0 / 91 70 / 2 0 / 100 0 / 100 8.1(1.6) 1.6(2.5) 10(0) 10(0.1) 
150 150 5 10 0.3 0.8 8 0 / 18 0 / 3 0 / 100 0 / 89 5.2(0.4) 5(0.3) 8.4(0.6) 6.7(1) 
150 150 5 10 0.3 0.8 15 0 / 92 72 / 1 0 / 100 0 / 100 8(1.6) 1.5(2.4) 10(0) 10(0.1) 
150 150 5 10 0.8 0.8 0 0 / 0 0 / 10 0 / 8 0 / 4 5(0) 5.1(0.3) 5.1(0.3) 5(0.2) 
150 150 5 10 0.8 0.8 8 0 / 73 44 / 0 0 / 100 0 / 100 6.3(1.1) 2.8(2.5) 10(0) 10(0) 
150 150 5 10 0.8 0.8 15 0 / 100 97 / 3 0 / 100 0 / 100 9.8(0.5) 0.3(1.6) 10(0) 10(0) 
150 500 5 10 0 0.8 0 0 / 0 0 / 25 0 / 2 0 / 2 5(0) 5.3(0.6) 5(0.1) 5(0.1) 
150 500 5 10 0 0.8 8 0 / 1 0 / 2 0 / 100 0 / 100 5(0.1) 5(0.1) 10(0.1) 9.9(0.3) 
150 500 5 10 0 0.8 15 0 / 87 36 / 0 0 / 100 0 / 100 8.8(1.8) 3.2(2.4) 10(0) 10(0) 
150 500 5 10 0.3 0.8 8 0 / 1 0 / 2 0 / 100 0 / 100 5(0.1) 5(0.1) 10(0.1) 9.9(0.2) 
150 500 5 10 0.3 0.8 15 0 / 89 34 / 0 0 / 100 0 / 100 8.9(1.7) 3.3(2.4) 10(0) 10(0) 
150 500 5 10 0.8 0.8 0 0 / 0 0 / 15 0 / 3 0 / 3 5(0) 5.2(0.4) 5(0.2) 5(0.2) 
150 500 5 10 0.8 0.8 8 0 / 34 3 / 0 0 / 100 0 / 100 5.4(0.6) 4.9(0.8) 10(0) 10(0) 
150 500 5 10 0.8 0.8 15 0 / 100 99 / 0 0 / 100 0 / 100 10(0.1) 0.1(0.7) 10(0) 10(0) 
200 60 5 10 0 0.8 0 0 / 0 0 / 13 0 / 6 0 / 2 5(0) 5.2(0.5) 5.1(0.2) 5(0.1) 
200 60 5 10 0 0.8 8 0 / 18 1 / 5 0 / 90 0 / 6 5.2(0.4) 5(0.6) 6.2(0.6) 5.1(0.2) 
200 60 5 10 0 0.8 20 0 / 96 72 / 25 0 / 100 0 / 100 8(1.4) 2.5(4.1) 9.8(0.4) 9.6(0.6) 
200 60 5 10 0.3 0.8 8 0 / 28 4 / 3 0 / 100 0 / 13 5.3(0.5) 4.9(0.9) 7(0.7) 5.1(0.4) 
200 60 5 10 0.3 0.8 20 0 / 95 74 / 22 0 / 100 0 / 100 7.9(1.4) 2.3(3.9) 9.9(0.3) 9.7(0.5) 
200 60 5 10 0.8 0.8 0 0 / 1 0 / 8 0 / 53 0 / 6 5(0.1) 5.1(0.3) 5.6(0.6) 5.1(0.2) 
200 60 5 10 0.8 0.8 8 1 / 74 56 / 2 0 / 100 0 / 100 6.3(1.1) 2.4(2.5) 10(0) 10(0) 
200 60 5 10 0.8 0.8 20 0 / 99 65 / 35 0 / 100 0 / 100 9.1(1.1) 3.5(4.6) 10(0) 10(0) 
1000 60 5 10 0 0.8 0 0 / 0 0 / 17 0 / 1 0 / 1 5(0) 5.2(0.4) 5(0.1) 5(0.1) 
1000 60 5 10 0 0.8 8 0 / 0 0 / 9 0 / 2 0 / 1 5(0) 5.1(0.4) 5(0.1) 5(0.1) 
1000 60 5 10 0 0.8 100 0 / 100 83 / 17 0 / 100 0 / 100 9.6(0.8) 1.8(3.7) 10(0) 10(0) 
1000 60 5 10 0.3 0.8 8 0 / 0 0 / 5 0 / 3 0 / 2 5(0.1) 5(0.2) 5(0.2) 5(0.1) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
1000 60 5 10 0.3 0.8 100 0 / 100 81 / 19 0 / 100 0 / 100 9.6(0.7) 1.9(3.8) 10(0) 10(0) 
1000 60 5 10 0.8 0.8 0 0 / 0 0 / 6 0 / 4 0 / 2 5(0) 5.1(0.2) 5(0.2) 5(0.1) 
1000 60 5 10 0.8 0.8 8 0 / 4 0 / 1 0 / 100 0 / 98 5(0.2) 5(0.1) 9.9(0.2) 9.3(1.3) 
1000 60 5 10 0.8 0.8 100 0 / 100 69 / 30 0 / 100 0 / 100 9.3(0.9) 3(4.4) 10(0) 10(0) 
1000 250 5 10 0 0.8 0 0 / 0 0 / 32 0 / 1 0 / 1 5(0) 5.4(0.6) 5(0.1) 5(0.1) 
1000 250 5 10 0 0.8 8 0 / 0 0 / 8 0 / 1 0 / 1 5(0) 5.1(0.3) 5(0.1) 5(0.1) 
1000 250 5 10 0 0.8 100 0 / 100 94 / 4 0 / 100 0 / 100 10(0.2) 0.5(2) 10(0) 10(0) 
1000 250 5 10 0.3 0.8 8 0 / 0 0 / 6 0 / 2 0 / 2 5(0) 5.1(0.3) 5(0.1) 5(0.1) 
1000 250 5 10 0.3 0.8 100 0 / 100 95 / 4 0 / 100 0 / 100 10(0.2) 0.4(1.8) 10(0) 10(0) 
1000 250 5 10 0.8 0.8 0 0 / 0 0 / 13 0 / 2 0 / 1 5(0) 5.1(0.4) 5(0.1) 5(0.1) 
1000 250 5 10 0.8 0.8 8 0 / 0 0 / 1 0 / 100 0 / 100 5(0) 5(0.1) 10(0) 10(0) 
1000 250 5 10 0.8 0.8 100 0 / 100 76 / 20 0 / 100 0 / 100 9.9(0.3) 2.2(4) 10(0) 10(0) 
40 100 5 20 0 0.8 0 0 / 6 9 / 10 0 / 100 10 / 4 5.1(0.2) 4.8(1.2) 16.3(0.8) 4.9(0.4) 
40 100 5 20 0 0.8 8 0 / 98 48 / 52 0 / 100 0 / 100 7.4(0.8) 4.1(3.8) 17.1(0.7) 7.3(0.6) 
40 100 5 20 0 0.8 10 0 / 100 21 / 79 0 / 100 0 / 100 7.1(0.4) 5.7(2.8) 17.1(0.8) 7.1(0.4) 
40 100 5 20 0.3 0.8 8 0 / 98 49 / 50 0 / 100 0 / 100 7.4(0.7) 3.9(3.7) 17.7(0.7) 7.4(0.6) 
40 100 5 20 0.3 0.8 10 0 / 100 28 / 71 0 / 100 0 / 100 7.1(0.5) 5.2(3.1) 17.7(0.7) 7.1(0.4) 
40 100 5 20 0.8 0.8 0 0 / 4 2 / 8 0 / 100 0 / 8 5(0.2) 5(0.7) 18.5(0.7) 5.1(0.3) 
40 100 5 20 0.8 0.8 8 0 / 100 0 / 100 0 / 100 0 / 100 8(0.2) 8.7(1.2) 20(0) 20(0) 
40 100 5 20 0.8 0.8 10 0 / 100 0 / 100 0 / 100 0 / 100 7.4(0.5) 9(1.5) 20(0) 20(0) 
100 100 5 20 0 0.8 0 0 / 0 0 / 15 0 / 86 0 / 3 5(0) 5.2(0.4) 6.2(0.8) 5(0.2) 
100 100 5 20 0 0.8 8 0 / 57 25 / 6 0 / 100 0 / 96 5.8(0.9) 4.1(2.5) 12.1(0.6) 7.2(1) 
100 100 5 20 0 0.8 10 0 / 82 63 / 16 0 / 100 0 / 100 6.8(1.3) 2.9(3.9) 11.6(0.6) 8.8(0.8) 
100 100 5 20 0.3 0.8 8 0 / 60 32 / 6 0 / 100 0 / 98 5.9(1) 3.7(2.6) 12.8(0.6) 7.6(1) 
100 100 5 20 0.3 0.8 10 0 / 84 62 / 13 0 / 100 0 / 100 6.9(1.3) 2.7(3.7) 12.3(0.6) 8.9(0.8) 
100 100 5 20 0.8 0.8 0 0 / 1 0 / 12 0 / 100 0 / 6 5(0.1) 5.1(0.4) 11.9(0.8) 5.1(0.2) 
100 100 5 20 0.8 0.8 8 0 / 96 41 / 56 0 / 100 0 / 100 8.8(1.7) 7.8(6.1) 20(0) 20(0) 
100 100 5 20 0.8 0.8 10 0 / 100 16 / 82 0 / 100 0 / 100 9.8(1.1) 9.7(4) 20(0) 20(0) 
100 1000 5 20 0 0.8 0 0 / 0 0 / 22 0 / 2 0 / 0 5(0) 5.3(0.5) 5(0.1) 5(0.1) 
100 1000 5 20 0 0.8 8 0 / 4 0 / 31 0 / 100 0 / 100 5(0.2) 7.7(4.1) 11.9(0.3) 10.7(0.5) 
100 1000 5 20 0 0.8 10 0 / 41 3 / 61 0 / 100 0 / 100 6.3(2) 9.2(3.7) 11(0.1) 10.3(0.5) 
100 1000 5 20 0.3 0.8 8 0 / 5 0 / 30 0 / 100 0 / 100 5.1(0.2) 7.6(4) 12(0.2) 10.7(0.5) 
100 1000 5 20 0.3 0.8 10 0 / 46 4 / 63 0 / 100 0 / 100 6.7(2.2) 9.3(3.8) 11(0.2) 10.3(0.5) 
100 1000 5 20 0.8 0.8 0 0 / 0 0 / 17 0 / 2 0 / 1 5(0) 5.2(0.4) 5(0.2) 5(0.1) 
100 1000 5 20 0.8 0.8 8 0 / 98 16 / 76 0 / 100 0 / 100 11.2(1.4) 11(5.2) 20(0) 20(0) 
100 1000 5 20 0.8 0.8 10 0 / 100 2 / 98 0 / 100 0 / 100 11(0.3) 11.8(1.7) 20(0) 20(0) 
150 150 5 20 0 0.8 0 0 / 0 0 / 19 0 / 12 0 / 3 5(0) 5.2(0.4) 5.1(0.3) 5(0.2) 
150 150 5 20 0 0.8 8 0 / 16 0 / 3 0 / 100 0 / 71 5.2(0.4) 5(0.6) 12.2(0.6) 6.1(1) 
150 150 5 20 0 0.8 15 0 / 92 43 / 40 0 / 100 0 / 100 8.3(1.7) 5.7(5.3) 11.4(0.5) 10.4(0.5) 
150 150 5 20 0.3 0.8 8 0 / 17 0 / 6 0 / 100 0 / 88 5.2(0.4) 5.1(0.8) 12.6(0.6) 6.6(1) 
150 150 5 20 0.3 0.8 15 0 / 92 43 / 41 0 / 100 0 / 100 8.1(1.7) 5.6(5.2) 11.6(0.5) 10.4(0.5) 
150 150 5 20 0.8 0.8 0 0 / 0 0 / 16 0 / 82 0 / 6 5(0) 5.2(0.5) 6.1(0.8) 5.1(0.2) 
150 150 5 20 0.8 0.8 8 0 / 74 33 / 16 0 / 100 0 / 100 6.4(1.2) 5.6(5.8) 20(0) 20(0) 
150 150 5 20 0.8 0.8 15 0 / 100 13 / 84 0 / 100 0 / 100 10.5(0.7) 10.1(3.7) 20(0) 20(0) 
150 500 5 20 0 0.8 0 0 / 0 0 / 25 0 / 4 0 / 2 5(0) 5.3(0.5) 5(0.2) 5(0.1) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
150 500 5 20 0 0.8 8 0 / 1 0 / 4 0 / 100 0 / 100 5(0.1) 5.4(2.3) 13.4(0.5) 10.8(0.9) 
150 500 5 20 0 0.8 15 0 / 91 10 / 70 0 / 100 0 / 100 9.6(1.9) 9.8(4.2) 11.7(0.4) 11(0.2) 
150 500 5 20 0.3 0.8 8 0 / 1 0 / 4 0 / 100 0 / 100 5(0.1) 5.4(2.1) 13.6(0.5) 10.9(0.9) 
150 500 5 20 0.3 0.8 15 0 / 93 11 / 67 0 / 100 0 / 100 9.7(1.8) 9.3(4.4) 11.8(0.4) 11(0.2) 
150 500 5 20 0.8 0.8 0 0 / 0 0 / 18 0 / 6 0 / 2 5(0) 5.2(0.4) 5.1(0.2) 5(0.1) 
150 500 5 20 0.8 0.8 8 0 / 35 0 / 26 0 / 100 0 / 100 5.4(0.6) 8.5(6) 20(0) 20(0) 
150 500 5 20 0.8 0.8 15 0 / 100 6 / 92 0 / 100 0 / 100 11.1(0.4) 11.1(2.8) 20(0) 20(0) 
200 60 5 20 0 0.8 0 0 / 0 0 / 17 0 / 85 0 / 3 5(0) 5.2(0.4) 6.2(0.7) 5(0.2) 
200 60 5 20 0 0.8 8 0 / 18 2 / 7 0 / 100 0 / 7 5.2(0.4) 5(0.7) 12.3(0.7) 5.1(0.3) 
200 60 5 20 0 0.8 20 0 / 96 64 / 33 0 / 100 0 / 100 8.1(1.4) 3.6(4.6) 12.1(0.5) 9.7(0.7) 
200 60 5 20 0.3 0.8 8 0 / 25 2 / 3 0 / 100 0 / 12 5.3(0.5) 5(0.7) 14(0.8) 5.1(0.4) 
200 60 5 20 0.3 0.8 20 0 / 97 69 / 29 0 / 100 0 / 100 8(1.4) 3(4.4) 13.6(0.7) 10(0.7) 
200 60 5 20 0.8 0.8 0 0 / 1 0 / 8 0 / 100 0 / 6 5(0.1) 5.1(0.3) 16.4(0.7) 5.1(0.2) 
200 60 5 20 0.8 0.8 8 0 / 75 57 / 3 0 / 100 0 / 100 6.4(1.1) 2.7(3.4) 20(0) 20(0) 
200 60 5 20 0.8 0.8 20 0 / 100 16 / 81 0 / 100 0 / 100 9.5(1.2) 8.6(3.5) 20(0) 20(0) 
1000 60 5 20 0 0.8 0 0 / 0 0 / 16 0 / 4 0 / 0 5(0) 5.2(0.4) 5(0.2) 5(0.1) 
1000 60 5 20 0 0.8 8 0 / 0 0 / 7 0 / 7 0 / 1 5(0) 5.1(0.3) 5.1(0.3) 5(0.1) 
1000 60 5 20 0 0.8 100 0 / 100 11 / 88 0 / 100 0 / 100 10.5(1) 10.2(3.3) 12.8(0.4) 12(0.3) 
1000 60 5 20 0.3 0.8 8 0 / 0 0 / 5 0 / 100 0 / 1 5(0.1) 5.1(0.3) 7.2(0.7) 5(0.1) 
1000 60 5 20 0.3 0.8 100 0 / 100 17 / 82 0 / 100 0 / 100 10.4(1) 9.3(4) 13.3(0.5) 12.1(0.4) 
1000 60 5 20 0.8 0.8 0 0 / 0 0 / 6 0 / 100 0 / 1 5(0) 5.1(0.3) 14.9(0.8) 5(0.1) 
1000 60 5 20 0.8 0.8 8 0 / 3 0 / 2 0 / 100 0 / 100 5(0.2) 5(0.4) 20(0) 20(0.6) 
1000 60 5 20 0.8 0.8 100 0 / 100 20 / 77 0 / 100 0 / 100 9.8(1.1) 8.3(3.9) 20(0) 20(0) 
1000 250 5 20 0 0.8 0 0 / 0 0 / 28 0 / 2 0 / 2 5(0) 5.4(0.6) 5(0.1) 5(0.1) 
1000 250 5 20 0 0.8 8 0 / 0 0 / 10 0 / 4 0 / 3 5(0) 5.1(0.3) 5(0.2) 5(0.2) 
1000 250 5 20 0 0.8 100 0 / 100 1 / 99 0 / 100 0 / 100 11.8(0.4) 11.9(1.1) 13.2(0.4) 13(0.2) 
1000 250 5 20 0.3 0.8 8 0 / 0 0 / 9 0 / 5 0 / 3 5(0) 5.1(0.3) 5.1(0.2) 5(0.2) 
1000 250 5 20 0.3 0.8 100 0 / 100 1 / 99 0 / 100 0 / 100 11.7(0.5) 11.8(1.2) 13.4(0.5) 13(0.2) 
1000 250 5 20 0.8 0.8 0 0 / 0 0 / 18 0 / 4 0 / 3 5(0) 5.2(0.5) 5(0.2) 5(0.2) 
1000 250 5 20 0.8 0.8 8 0 / 0 0 / 2 0 / 100 0 / 100 5(0) 5(0.1) 20(0) 20(0) 
1000 250 5 20 0.8 0.8 100 0 / 100 7 / 90 0 / 100 0 / 100 11.3(0.6) 10(3.2) 20(0) 20(0) 
40 100 8 10 0 0.8 0 25 / 8 81 / 1 35 / 3 95 / 0 7.8(0.7) 2.1(3.3) 7.7(0.6) 5.6(1.3) 
40 100 8 10 0 0.8 8 19 / 63 96 / 4 0 / 99 7 / 77 8.7(1.3) 0.6(2) 9.7(0.5) 9.2(1) 
40 100 8 10 0 0.8 10 12 / 74 86 / 14 0 / 98 4 / 83 9(1.1) 1.6(3.5) 9.6(0.5) 9.2(0.8) 
40 100 8 10 0.3 0.8 8 17 / 65 96 / 4 0 / 99 4 / 80 8.7(1.3) 0.7(2) 9.7(0.5) 9.3(0.9) 
40 100 8 10 0.3 0.8 10 14 / 72 88 / 12 0 / 99 3 / 86 8.9(1.3) 1.4(3.2) 9.7(0.5) 9.3(0.8) 
40 100 8 10 0.8 0.8 0 15 / 7 50 / 3 0 / 29 17 / 7 7.9(0.6) 4.6(3.9) 8.3(0.5) 7.9(0.6) 
40 100 8 10 0.8 0.8 8 20 / 60 98 / 2 0 / 100 0 / 100 8.6(1.4) 0.5(1.6) 10(0) 10(0) 
40 100 8 10 0.8 0.8 10 24 / 63 82 / 18 0 / 100 0 / 100 8.6(1.6) 2.3(3.7) 10(0) 10(0) 
100 100 8 10 0 0.8 0 0 / 1 5 / 13 3 / 5 19 / 3 8(0.1) 7.8(1.7) 8(0.3) 7.8(0.5) 
100 100 8 10 0 0.8 8 13 / 56 98 / 0 0 / 100 0 / 88 8.6(1) 0.3(1.1) 9.8(0.4) 9.4(0.7) 
100 100 8 10 0 0.8 10 15 / 66 100 / 0 0 / 100 0 / 100 8.8(1.2) 0.1(0.6) 10(0.1) 10(0.2) 
100 100 8 10 0.3 0.8 8 14 / 55 99 / 1 0 / 100 0 / 94 8.6(1.1) 0.2(1.1) 9.9(0.3) 9.7(0.6) 
100 100 8 10 0.3 0.8 10 12 / 69 100 / 0 0 / 100 0 / 100 8.9(1.1) 0.2(0.7) 10(0) 10(0.1) 
100 100 8 10 0.8 0.8 0 0 / 2 0 / 8 0 / 8 0 / 5 8(0.1) 8.1(0.5) 8.1(0.3) 8.1(0.2) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
100 100 8 10 0.8 0.8 8 14 / 68 100 / 0 0 / 100 0 / 100 8.9(1.3) 0.1(0.5) 10(0) 10(0) 
100 100 8 10 0.8 0.8 10 10 / 74 100 / 0 0 / 100 0 / 100 9.1(1.1) 0.1(0.3) 10(0) 10(0) 
100 1000 8 10 0 0.8 0 0 / 0 0 / 18 0 / 1 0 / 1 8(0) 8.2(0.5) 8(0.1) 8(0.1) 
100 1000 8 10 0 0.8 8 0 / 23 88 / 0 0 / 100 0 / 100 8.3(0.5) 1(2.6) 10(0) 10(0) 
100 1000 8 10 0 0.8 10 2 / 63 100 / 0 0 / 100 0 / 100 8.9(0.9) 0(0.1) 10(0) 10(0) 
100 1000 8 10 0.3 0.8 8 0 / 27 87 / 0 0 / 100 0 / 100 8.3(0.6) 1.1(2.7) 10(0) 10(0) 
100 1000 8 10 0.3 0.8 10 1 / 72 100 / 0 0 / 100 0 / 100 9.1(0.8) 0(0.3) 10(0) 10(0) 
100 1000 8 10 0.8 0.8 0 0 / 0 0 / 13 0 / 1 0 / 1 8(0) 8.1(0.4) 8(0.1) 8(0.1) 
100 1000 8 10 0.8 0.8 8 12 / 76 100 / 0 0 / 100 0 / 100 9.1(1.2) 0(0.1) 10(0) 10(0) 
100 1000 8 10 0.8 0.8 10 8 / 81 100 / 0 0 / 100 0 / 100 9.3(1.1) 0(0) 10(0) 10(0) 
150 150 8 10 0 0.8 0 0 / 0 0 / 17 0 / 6 0 / 5 8(0) 8.2(0.4) 8.1(0.2) 8(0.2) 
150 150 8 10 0 0.8 8 0 / 32 38 / 1 0 / 96 0 / 65 8.3(0.5) 5(3.9) 9.4(0.6) 8.9(0.8) 
150 150 8 10 0 0.8 15 8 / 77 100 / 0 0 / 100 0 / 100 9.2(1) 0.1(0.3) 10(0) 10(0) 
150 150 8 10 0.3 0.8 8 0 / 36 51 / 1 0 / 99 0 / 83 8.4(0.6) 4(4) 9.7(0.5) 9.3(0.7) 
150 150 8 10 0.3 0.8 15 6 / 79 100 / 0 0 / 100 0 / 100 9.2(1) 0(0.2) 10(0) 10(0) 
150 150 8 10 0.8 0.8 0 0 / 0 0 / 9 0 / 5 0 / 3 8(0) 8.1(0.3) 8(0.2) 8(0.2) 
150 150 8 10 0.8 0.8 8 10 / 67 100 / 0 0 / 100 0 / 100 8.9(1.1) 0.1(0.5) 10(0) 10(0) 
150 150 8 10 0.8 0.8 15 10 / 80 100 / 0 0 / 100 0 / 100 9.2(1.1) 0(0.1) 10(0) 10(0) 
150 500 8 10 0 0.8 0 0 / 0 0 / 23 0 / 2 0 / 2 8(0) 8.2(0.5) 8(0.1) 8(0.1) 
150 500 8 10 0 0.8 8 0 / 9 2 / 1 0 / 100 0 / 100 8.1(0.3) 7.9(1.1) 10(0) 10(0) 
150 500 8 10 0 0.8 15 4 / 81 100 / 0 0 / 100 0 / 100 9.3(0.9) 0(0) 10(0) 10(0) 
150 500 8 10 0.3 0.8 8 0 / 9 1 / 0 0 / 100 0 / 100 8.1(0.3) 7.9(0.9) 10(0) 10(0) 
150 500 8 10 0.3 0.8 15 3 / 82 100 / 0 0 / 100 0 / 100 9.3(0.9) 0(0.1) 10(0) 10(0) 
150 500 8 10 0.8 0.8 0 0 / 0 0 / 14 0 / 1 0 / 1 8(0) 8.2(0.4) 8(0.1) 8(0.1) 
150 500 8 10 0.8 0.8 8 3 / 55 99 / 0 0 / 100 0 / 100 8.7(0.8) 0.2(1) 10(0) 10(0) 
150 500 8 10 0.8 0.8 15 10 / 81 100 / 0 0 / 100 0 / 100 9.3(1.2) 0(0.1) 10(0) 10(0) 
200 60 8 10 0 0.8 0 0 / 1 3 / 10 7 / 3 33 / 1 8(0.1) 7.8(1.5) 8(0.3) 7.6(0.6) 
200 60 8 10 0 0.8 8 8 / 28 70 / 2 1 / 21 24 / 6 8.2(0.7) 2.6(3.7) 8.2(0.4) 7.8(0.6) 
200 60 8 10 0 0.8 20 14 / 70 100 / 0 0 / 100 0 / 100 8.9(1.2) 0.1(0.4) 10(0) 10(0) 
200 60 8 10 0.3 0.8 8 10 / 32 80 / 1 0 / 54 13 / 9 8.2(0.7) 1.8(3.3) 8.6(0.6) 8(0.5) 
200 60 8 10 0.3 0.8 20 13 / 69 100 / 0 0 / 100 0 / 100 8.9(1.2) 0.1(0.4) 10(0) 10(0) 
200 60 8 10 0.8 0.8 0 0 / 3 2 / 7 0 / 13 0 / 7 8(0.2) 8(1) 8.1(0.4) 8.1(0.3) 
200 60 8 10 0.8 0.8 8 19 / 56 99 / 1 0 / 100 0 / 100 8.6(1.2) 0.3(1.1) 10(0) 10(0) 
200 60 8 10 0.8 0.8 20 8 / 76 100 / 0 0 / 100 0 / 100 9.1(1.1) 0.1(0.4) 10(0) 10(0) 
1000 60 8 10 0 0.8 0 0 / 0 0 / 13 1 / 1 6 / 0 8(0) 8.1(0.4) 8(0.1) 7.9(0.2) 
1000 60 8 10 0 0.8 8 0 / 0 0 / 4 1 / 0 6 / 0 8(0) 8(0.2) 8(0.1) 7.9(0.3) 
1000 60 8 10 0 0.8 100 7 / 82 100 / 0 0 / 100 0 / 100 9.2(1.1) 0(0.2) 10(0) 10(0) 
1000 60 8 10 0.3 0.8 8 0 / 1 0 / 3 0 / 2 3 / 2 8(0.1) 8(0.4) 8(0.1) 8(0.2) 
1000 60 8 10 0.3 0.8 100 8 / 79 100 / 0 0 / 100 0 / 100 9.2(1.1) 0(0.2) 10(0) 10(0) 
1000 60 8 10 0.8 0.8 0 0 / 0 0 / 5 0 / 3 0 / 2 8(0) 8.1(0.2) 8(0.2) 8(0.1) 
1000 60 8 10 0.8 0.8 8 1 / 12 10 / 1 0 / 100 0 / 99 8.1(0.4) 7.3(2.3) 10(0.1) 10(0.2) 
1000 60 8 10 0.8 0.8 100 5 / 83 100 / 0 0 / 100 0 / 100 9.3(0.9) 0(0.3) 10(0) 10(0) 
1000 250 8 10 0 0.8 0 0 / 0 0 / 24 0 / 2 0 / 2 8(0) 8.3(0.5) 8(0.1) 8(0.1) 
1000 250 8 10 0 0.8 8 0 / 0 0 / 7 0 / 1 0 / 1 8(0) 8.1(0.3) 8(0.1) 8(0.1) 
1000 250 8 10 0 0.8 100 14 / 76 100 / 0 0 / 100 0 / 100 9(1.3) 0(0) 10(0) 10(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
1000 250 8 10 0.3 0.8 8 0 / 0 0 / 6 0 / 3 0 / 3 8(0) 8.1(0.3) 8(0.2) 8(0.2) 
1000 250 8 10 0.3 0.8 100 13 / 73 100 / 0 0 / 100 0 / 100 9(1.3) 0(0) 10(0) 10(0) 
1000 250 8 10 0.8 0.8 0 0 / 0 0 / 12 0 / 3 0 / 3 8(0) 8.1(0.4) 8(0.2) 8(0.2) 
1000 250 8 10 0.8 0.8 8 0 / 0 0 / 1 0 / 100 0 / 100 8(0) 8(0.1) 10(0) 10(0) 
1000 250 8 10 0.8 0.8 100 8 / 82 100 / 0 0 / 100 0 / 100 9.3(1.1) 0(0) 10(0) 10(0) 
40 100 15 20 0 0.8 0 100 / 0 100 / 0 0 / 100 100 / 0 8.4(1.7) 0.3(1.1) 17.4(0.7) 0.9(1) 
40 100 15 20 0 0.8 8 100 / 0 100 / 0 0 / 100 100 / 0 8.9(1.8) 0.4(1.1) 18.5(0.7) 3.9(2.4) 
40 100 15 20 0 0.8 10 100 / 0 100 / 0 0 / 100 100 / 0 8.2(1.8) 0.6(1.1) 18.5(0.7) 5.3(2.6) 
40 100 15 20 0.3 0.8 8 100 / 0 100 / 0 0 / 100 100 / 0 8.8(1.9) 0.3(1) 18.9(0.6) 4.3(2.6) 
40 100 15 20 0.3 0.8 10 100 / 0 100 / 0 0 / 100 100 / 0 8.2(1.8) 0.5(1.1) 18.8(0.6) 5.8(2.8) 
40 100 15 20 0.8 0.8 0 100 / 0 100 / 0 0 / 100 99 / 0 9(1.8) 0.3(1.2) 19.1(0.7) 7.3(3.1) 
40 100 15 20 0.8 0.8 8 100 / 0 88 / 12 0 / 100 0 / 100 6.9(1.7) 3.1(5.8) 20(0) 20(0) 
40 100 15 20 0.8 0.8 10 100 / 0 74 / 26 0 / 100 0 / 100 6(1.8) 6(7.7) 20(0) 20(0) 
100 100 15 20 0 0.8 0 98 / 0 98 / 0 96 / 0 100 / 0 10.2(2.3) 0.5(2.5) 13.4(0.7) 3.8(1.7) 
100 100 15 20 0 0.8 8 100 / 0 100 / 0 0 / 99 100 / 0 9.3(2.1) 0.1(0.5) 17(0.7) 6.7(2.6) 
100 100 15 20 0 0.8 10 99 / 0 100 / 0 0 / 100 99 / 0 9.3(2.3) 0.2(1.1) 17.4(0.7) 9.5(2.8) 
100 100 15 20 0.3 0.8 8 99 / 0 100 / 0 0 / 100 100 / 0 9.3(2.1) 0.2(1.1) 17.3(0.7) 7.2(2.7) 
100 100 15 20 0.3 0.8 10 100 / 0 100 / 0 0 / 100 93 / 3 9.4(2.1) 0.2(1.2) 17.7(0.7) 10.4(2.9) 
100 100 15 20 0.8 0.8 0 95 / 0 90 / 0 1 / 49 85 / 0 10.4(2.4) 1.7(4.6) 15.5(0.6) 13.2(1.3) 
100 100 15 20 0.8 0.8 8 99 / 0 100 / 0 0 / 100 0 / 100 9.3(2.1) 0.2(0.6) 20(0) 20(0) 
100 100 15 20 0.8 0.8 10 100 / 0 100 / 0 0 / 100 0 / 100 9(1.9) 0.2(0.7) 20(0) 20(0) 
100 1000 15 20 0 0.8 0 0 / 0 0 / 14 43 / 0 93 / 0 15(0) 15.2(0.4) 14.6(0.6) 13.1(1) 
100 1000 15 20 0 0.8 8 96 / 2 100 / 0 0 / 100 0 / 100 10.1(2.5) 0(0.2) 19.6(0.5) 19.2(0.9) 
100 1000 15 20 0 0.8 10 90 / 7 100 / 0 0 / 100 0 / 100 10.4(3.2) 0.1(0.2) 19.8(0.4) 19.6(0.5) 
100 1000 15 20 0.3 0.8 8 93 / 3 100 / 0 0 / 100 0 / 100 10.2(2.6) 0.1(0.3) 19.6(0.5) 19.2(0.8) 
100 1000 15 20 0.3 0.8 10 90 / 5 100 / 0 0 / 100 0 / 100 10.3(3.2) 0.1(0.3) 19.8(0.4) 19.6(0.6) 
100 1000 15 20 0.8 0.8 0 0 / 0 0 / 13 0 / 2 0 / 1 15(0) 15.1(0.4) 15(0.1) 15(0.1) 
100 1000 15 20 0.8 0.8 8 95 / 2 100 / 0 0 / 100 0 / 100 10.1(2.6) 0(0.1) 20(0) 20(0) 
100 1000 15 20 0.8 0.8 10 99 / 1 100 / 0 0 / 100 0 / 100 9.3(2.2) 0(0.4) 20(0) 20(0) 
150 150 15 20 0 0.8 0 16 / 0 26 / 7 76 / 1 100 / 0 14.3(2) 11.2(6.6) 14.1(0.6) 10.2(1.6) 
150 150 15 20 0 0.8 8 99 / 0 100 / 0 0 / 100 89 / 2 10.2(2.4) 0.1(0.6) 17.1(0.7) 12.6(1.7) 
150 150 15 20 0 0.8 15 96 / 1 100 / 0 0 / 100 0 / 100 10(2.4) 0.1(0.4) 19.5(0.6) 19(0.9) 
150 150 15 20 0.3 0.8 8 96 / 0 100 / 0 0 / 100 77 / 6 10.2(2.3) 0.2(0.6) 17.4(0.7) 13.4(1.5) 
150 150 15 20 0.3 0.8 15 96 / 1 100 / 0 0 / 100 0 / 100 9.9(2.5) 0.1(0.4) 19.6(0.5) 19.2(0.8) 
150 150 15 20 0.8 0.8 0 5 / 0 8 / 5 0 / 7 6 / 3 14.8(1.2) 13.8(4.1) 15.1(0.3) 15(0.3) 
150 150 15 20 0.8 0.8 8 99 / 0 100 / 0 0 / 100 0 / 100 9.2(2.3) 0.1(0.5) 20(0) 20(0) 
150 150 15 20 0.8 0.8 15 100 / 0 100 / 0 0 / 100 0 / 100 8.7(2.2) 0.2(0.7) 20(0) 20(0) 
150 500 15 20 0 0.8 0 0 / 0 1 / 16 1 / 1 15 / 1 15(0) 15(1.6) 15(0.1) 14.9(0.4) 
150 500 15 20 0 0.8 8 71 / 7 100 / 0 0 / 100 0 / 100 12(3) 0.1(0.5) 19.6(0.5) 19.1(0.9) 
150 500 15 20 0 0.8 15 90 / 9 100 / 0 0 / 100 0 / 100 10(3.7) 0(0.1) 20(0) 20(0) 
150 500 15 20 0.3 0.8 8 70 / 7 100 / 0 0 / 100 0 / 100 12.2(3) 0.1(0.4) 19.7(0.5) 19.3(0.9) 
150 500 15 20 0.3 0.8 15 89 / 9 100 / 0 0 / 100 0 / 100 10.2(3.8) 0(0.3) 20(0) 20(0) 
150 500 15 20 0.8 0.8 0 0 / 0 0 / 11 0 / 3 0 / 2 15(0) 15.1(0.3) 15(0.2) 15(0.2) 
150 500 15 20 0.8 0.8 8 99 / 1 100 / 0 0 / 100 0 / 100 8.1(2.4) 0(0.2) 20(0) 20(0) 
150 500 15 20 0.8 0.8 15 99 / 0 100 / 0 0 / 100 0 / 100 8.1(2.2) 0(0.2) 20(0) 20(0) 
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Model Parameters 
% Underestimation  /   % 
Overestimation 
Mean  (Standard Deviation) 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
200 60 15 20 0 0.8 0 99 / 0 98 / 0 94 / 0 100 / 0 9.9(2.1) 0.6(2.4) 13.5(0.7) 2.9(1.7) 
200 60 15 20 0 0.8 8 100 / 0 100 / 0 1 / 73 100 / 0 9.2(1.9) 0.2(0.8) 15.9(0.7) 3.6(2) 
200 60 15 20 0 0.8 20 99 / 0 99 / 1 0 / 100 60 / 24 9.4(2.2) 0.3(1.6) 18.3(0.7) 13.6(2.6) 
200 60 15 20 0.3 0.8 8 100 / 0 100 / 0 0 / 97 100 / 0 9.1(1.9) 0.2(0.7) 16.7(0.7) 4.2(2.3) 
200 60 15 20 0.3 0.8 20 99 / 0 100 / 0 0 / 100 36 / 46 9.3(2.1) 0.2(1.4) 18.7(0.7) 15.1(2.5) 
200 60 15 20 0.8 0.8 0 100 / 0 97 / 0 0 / 100 84 / 0 9.9(2) 0.7(2.9) 17.1(0.7) 13.2(1.3) 
200 60 15 20 0.8 0.8 8 99 / 0 100 / 0 0 / 100 0 / 100 9.5(2.2) 0.2(0.7) 20(0) 20(0) 
200 60 15 20 0.8 0.8 20 100 / 0 97 / 3 0 / 100 0 / 100 9(2.1) 0.9(3.4) 20(0) 20(0) 
1000 60 15 20 0 0.8 0 77 / 0 10 / 7 98 / 0 100 / 0 11.5(2.8) 13.6(4.5) 13.3(0.7) 5.4(2.1) 
1000 60 15 20 0 0.8 8 95 / 0 56 / 2 93 / 0 100 / 0 10.8(2.5) 6.7(7.4) 13.7(0.6) 5.8(2.1) 
1000 60 15 20 0 0.8 100 100 / 0 100 / 0 0 / 100 0 / 100 8.4(2.1) 0.3(1.2) 20(0) 20(0) 
1000 60 15 20 0.3 0.8 8 99 / 0 92 / 0 63 / 0 100 / 0 10.1(2.1) 1.5(4.3) 14.3(0.6) 6.5(2.1) 
1000 60 15 20 0.3 0.8 100 100 / 0 100 / 0 0 / 100 0 / 100 8.4(2.1) 0.4(1.2) 20(0) 20(0) 
1000 60 15 20 0.8 0.8 0 89 / 0 22 / 2 0 / 24 45 / 1 11.1(2.5) 11.9(6.1) 15.2(0.5) 14.4(0.7) 
1000 60 15 20 0.8 0.8 8 99 / 0 100 / 0 0 / 100 0 / 100 10.2(2) 0.2(1.1) 20(0) 20(0.1) 
1000 60 15 20 0.8 0.8 100 98 / 1 98 / 2 0 / 100 0 / 100 9.2(2.4) 0.6(2.7) 20(0) 20(0) 
1000 250 15 20 0 0.8 0 0 / 0 0 / 24 0 / 2 0 / 2 15(0) 15.3(0.5) 15(0.1) 15(0.1) 
1000 250 15 20 0 0.8 8 0 / 0 0 / 4 0 / 1 0 / 1 15(0) 15(0.2) 15(0.1) 15(0.1) 
1000 250 15 20 0 0.8 100 100 / 0 100 / 0 0 / 100 0 / 100 5.8(1.5) 0.4(0.7) 20(0) 20(0) 
1000 250 15 20 0.3 0.8 8 0 / 0 0 / 5 0 / 3 0 / 2 15(0) 15(0.2) 15(0.2) 15(0.2) 
1000 250 15 20 0.3 0.8 100 100 / 0 100 / 0 0 / 100 0 / 100 5.8(1.5) 0.4(0.7) 20(0) 20(0) 
1000 250 15 20 0.8 0.8 0 0 / 0 0 / 12 0 / 2 0 / 1 15(0) 15.1(0.3) 15(0.1) 15(0.1) 
1000 250 15 20 0.8 0.8 8 0 / 2 0 / 1 0 / 100 0 / 100 15(0.1) 15(0.7) 20(0) 20(0) 
1000 250 15 20 0.8 0.8 100 100 / 0 98 / 2 0 / 100 0 / 100 6.3(2.1) 0.7(2.7) 20(0) 20(0) 
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Table A.11: Percentages of underestimation and overestimation of the number of
factors, as well as mean and standard deviation of the estimated number of factors,
yielded by the robust estimator (RE), Onatski’s ED and Bai and Ng’s PCp1 and ICp1
estimators, for the model Xi,t =
∑k
m=1 Λi,mFm,t +
√
θ ei,t where ei,t = ρei,t−1 + νi,t +∑J
j 6=0,j=−J β νi−j,t, i = 1, . . . , n; t = 1, . . . , T , with νi,t having one of the alpha-stable
distributions AS(1), AS(2), AS(3) and AS(4). Values of the parameters of the four
distributions can be found in table 2.6. Results are based on 500 simulations for each
combination of the values of the parameters.
 
Distribution 
Model Parameters 
%Underestimation  /                                         
% Overestimation 
Mean                                                                             
(Standard Deviation) 
 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
AS(1) 40 100 5 10 0 0.1 8 0 / 1 2 / 91 0 / 100 0 / 100 5(0.1) 7.6(1.8) 10(0) 10(0) 
AS(1) 40 100 5 10 0.3 0.1 8 0 / 7 1 / 93 0 / 100 0 / 100 5.1(0.3) 7.7(1.7) 10(0) 10(0) 
AS(1) 40 100 5 10 0.8 0.8 8 0 / 7 0 / 100 0 / 100 0 / 100 5.1(0.3) 8.9(0.9) 10(0) 10(0) 
AS(1) 40 100 5 10 0 0 0 0 / 2 2 / 93 0 / 100 0 / 100 5(0.1) 7.8(1.8) 10(0) 10(0.2) 
AS(1) 40 100 5 10 0.8 0 0 0 / 5 2 / 92 0 / 100 0 / 100 5.1(0.3) 7.7(1.7) 10(0) 10(0) 
AS(1) 200 60 5 10 0 0.1 8 0 / 25 11 / 85 0 / 100 0 / 100 5.3(0.5) 7.1(2.6) 10(0) 10(0) 
AS(1) 200 60 5 10 0.3 0.1 8 3 / 63 13 / 82 0 / 100 0 / 100 5.9(1.2) 6.9(2.7) 10(0) 10(0) 
AS(1) 200 60 5 10 0.8 0.8 8 1 / 56 5 / 88 0 / 100 0 / 100 5.7(0.8) 7.4(2) 10(0) 10(0) 
AS(1) 200 60 5 10 0 0 0 0 / 26 11 / 85 0 / 100 0 / 100 5.3(0.5) 7.3(2.5) 10(0) 10(0) 
AS(1) 200 60 5 10 0.8 0 0 1 / 35 5 / 92 0 / 100 0 / 100 5.4(0.8) 7.7(2.1) 10(0) 10(0) 
AS(1) 1000 60 5 10 0 0.1 8 1 / 47 53 / 44 0 / 100 0 / 100 5.6(0.9) 4.8(3.4) 10(0) 10(0) 
AS(1) 1000 60 5 10 0.3 0.1 8 14 / 67 51 / 47 0 / 100 0 / 100 6(2.1) 4.9(3.5) 10(0) 10(0) 
AS(1) 1000 60 5 10 0.8 0.8 8 6 / 76 39 / 58 0 / 100 0 / 100 6.3(1.6) 5.7(3.6) 10(0) 10(0) 
AS(1) 1000 60 5 10 0 0 0 1 / 30 52 / 46 0 / 100 0 / 100 5.3(0.6) 5(3.5) 10(0) 10(0) 
AS(1) 1000 60 5 10 0.8 0 0 5 / 52 37 / 61 0 / 100 0 / 100 5.6(1.3) 5.7(3.5) 10(0) 10(0) 
AS(1) 100 100 5 10 0 0.1 8 0 / 2 7 / 86 0 / 100 0 / 100 5(0.1) 7.5(2.3) 10(0) 10(0) 
AS(1) 100 100 5 10 0.3 0.1 8 0 / 20 8 / 87 0 / 100 0 / 100 5.2(0.5) 7.3(2.3) 10(0) 10(0) 
AS(1) 100 100 5 10 0.8 0.8 8 0 / 20 1 / 92 0 / 100 0 / 100 5.2(0.5) 7.9(1.7) 10(0) 10(0) 
AS(1) 100 100 5 10 0 0 0 0 / 3 9 / 88 0 / 100 0 / 100 5(0.2) 7.6(2.5) 10(0) 10(0) 
AS(1) 100 100 5 10 0.8 0 0 0 / 17 3 / 92 0 / 100 0 / 100 5.2(0.4) 7.8(1.8) 10(0) 10(0) 
AS(1) 150 150 5 10 0 0.1 8 0 / 2 23 / 73 0 / 100 0 / 100 5(0.1) 6.4(3.1) 10(0) 10(0) 
AS(1) 150 150 5 10 0.3 0.1 8 0 / 11 21 / 74 0 / 100 0 / 100 5.1(0.4) 6.6(3) 10(0) 10(0) 
AS(1) 150 150 5 10 0.8 0.8 8 0 / 17 11 / 85 0 / 100 0 / 100 5.2(0.4) 7.3(2.5) 10(0) 10(0) 
AS(1) 150 150 5 10 0 0 0 0 / 2 19 / 78 0 / 100 0 / 100 5(0.1) 7(2.9) 10(0) 10(0) 
AS(1) 150 150 5 10 0.8 0 0 0 / 15 11 / 86 0 / 100 0 / 100 5.2(0.4) 7.3(2.5) 10(0) 10(0) 
AS(1) 150 500 5 10 0 0.1 8 0 / 0 61 / 36 0 / 100 0 / 100 5(0) 4.4(3.3) 10(0) 10(0) 
AS(1) 150 500 5 10 0.3 0.1 8 0 / 0 55 / 40 0 / 100 0 / 100 5(0) 4.7(3.3) 10(0) 10(0) 
AS(1) 150 500 5 10 0.8 0.8 8 0 / 0 40 / 57 0 / 100 0 / 100 5(0) 5.7(3.5) 10(0) 10(0) 
AS(1) 150 500 5 10 0 0 0 0 / 0 52 / 44 0 / 100 0 / 100 5(0) 5(3.4) 10(0) 10(0) 
AS(1) 150 500 5 10 0.8 0 0 0 / 0 38 / 59 0 / 100 0 / 100 5(0) 5.8(3.4) 10(0) 10(0) 
AS(1) 1000 250 5 10 0 0.1 8 0 / 1 68 / 21 0 / 100 0 / 100 5(0.1) 4(2.3) 10(0) 10(0) 
AS(1) 1000 250 5 10 0.3 0.1 8 0 / 10 64 / 21 0 / 100 0 / 100 5.1(0.3) 4(2.2) 10(0) 10(0) 
AS(1) 1000 250 5 10 0.8 0.8 8 0 / 27 67 / 26 0 / 100 0 / 100 5.3(0.5) 4.3(3) 10(0) 10(0) 
AS(1) 1000 250 5 10 0 0 0 0 / 0 65 / 24 0 / 100 0 / 100 5(0) 4.1(2.5) 10(0) 10(0) 
AS(1) 1000 250 5 10 0.8 0 0 0 / 7 65 / 28 0 / 100 0 / 100 5.1(0.3) 4.4(2.9) 10(0) 10(0) 
AS(1) 100 1000 5 10 0 0.1 8 0 / 0 72 / 25 0 / 100 0 / 100 5(0) 3.9(3) 10(0) 10(0) 
AS(1) 100 1000 5 10 0.3 0.1 8 0 / 0 66 / 30 0 / 100 0 / 100 5(0) 4.1(3.2) 10(0) 10(0) 
AS(1) 100 1000 5 10 0.8 0.8 8 0 / 0 55 / 43 0 / 100 0 / 100 5(0) 4.8(3.5) 10(0) 10(0) 
AS(1) 100 1000 5 10 0 0 0 0 / 0 65 / 31 0 / 100 0 / 100 5(0) 4.3(3.2) 10(0) 10(0) 
AS(1) 100 1000 5 10 0.8 0 0 0 / 0 49 / 46 0 / 100 0 / 100 5(0) 5.1(3.4) 10(0) 10(0) 
AS(2) 40 100 5 10 0 0.1 8 0 / 0 0 / 79 0 / 100 0 / 100 5(0) 6.8(1.4) 9.9(0.3) 9.8(0.5) 
AS(2) 40 100 5 10 0.3 0.1 8 0 / 0 0 / 79 0 / 100 0 / 100 5(0) 6.8(1.4) 10(0.2) 9.9(0.4) 
AS(2) 40 100 5 10 0.8 0.8 8 0 / 0 0 / 100 0 / 100 0 / 100 5(0) 8.5(0.8) 10(0) 10(0) 
AS(2) 40 100 5 10 0 0 0 0 / 0 0 / 84 0 / 100 0 / 99 5(0) 6.7(1.3) 9.6(0.7) 9.1(1.3) 
AS(2) 40 100 5 10 0.8 0 0 0 / 0 0 / 78 0 / 100 0 / 100 5(0) 6.7(1.4) 9.8(0.5) 9.4(1.1) 
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Distribution 
Model Parameters 
%Underestimation  /                                         
% Overestimation 
Mean                                                                             
(Standard Deviation) 
 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
AS(2) 200 60 5 10 0 0.1 8 0 / 0 0 / 81 0 / 100 0 / 100 5(0) 6.8(1.4) 9.9(0.3) 9.8(0.6) 
AS(2) 200 60 5 10 0.3 0.1 8 0 / 0 0 / 79 0 / 100 0 / 100 5(0) 6.7(1.4) 10(0.1) 10(0.3) 
AS(2) 200 60 5 10 0.8 0.8 8 0 / 0 0 / 70 0 / 100 0 / 100 5(0) 6.3(1.3) 10(0) 10(0) 
AS(2) 200 60 5 10 0 0 0 0 / 0 0 / 85 0 / 100 0 / 100 5(0) 7.1(1.5) 9.6(0.7) 9.4(1.1) 
AS(2) 200 60 5 10 0.8 0 0 0 / 0 0 / 84 0 / 100 0 / 100 5(0) 7.1(1.5) 9.9(0.3) 9.9(0.6) 
AS(2) 1000 60 5 10 0 0.1 8 0 / 0 0 / 86 0 / 100 0 / 100 5(0) 7.2(1.5) 9.8(0.5) 9.7(0.9) 
AS(2) 1000 60 5 10 0.3 0.1 8 0 / 0 0 / 83 0 / 100 0 / 100 5(0) 7(1.5) 9.9(0.4) 9.8(0.6) 
AS(2) 1000 60 5 10 0.8 0.8 8 0 / 0 0 / 80 0 / 100 0 / 100 5(0) 6.9(1.5) 10(0) 10(0) 
AS(2) 1000 60 5 10 0 0 0 0 / 0 0 / 84 0 / 100 0 / 100 5(0) 7.2(1.5) 9.8(0.6) 9.6(0.9) 
AS(2) 1000 60 5 10 0.8 0 0 0 / 0 0 / 84 0 / 100 0 / 100 5(0) 7.1(1.5) 10(0.2) 9.9(0.4) 
AS(2) 100 100 5 10 0 0.1 8 0 / 0 0 / 79 0 / 100 0 / 100 5(0) 6.7(1.3) 10(0.1) 10(0.1) 
AS(2) 100 100 5 10 0.3 0.1 8 0 / 0 0 / 78 0 / 100 0 / 100 5(0) 6.7(1.4) 10(0.1) 10(0.1) 
AS(2) 100 100 5 10 0.8 0.8 8 0 / 0 0 / 69 0 / 100 0 / 100 5(0) 6.3(1.3) 10(0) 10(0) 
AS(2) 100 100 5 10 0 0 0 0 / 0 0 / 83 0 / 100 0 / 100 5(0) 7.1(1.6) 9.7(0.6) 9.5(0.9) 
AS(2) 100 100 5 10 0.8 0 0 0 / 0 0 / 84 0 / 100 0 / 100 5(0) 7(1.5) 9.9(0.4) 9.7(0.7) 
AS(2) 150 150 5 10 0 0.1 8 0 / 0 0 / 83 0 / 100 0 / 100 5(0) 6.9(1.5) 10(0) 10(0) 
AS(2) 150 150 5 10 0.3 0.1 8 0 / 0 0 / 78 0 / 100 0 / 100 5(0) 6.8(1.5) 10(0) 10(0) 
AS(2) 150 150 5 10 0.8 0.8 8 0 / 0 0 / 68 0 / 100 0 / 100 5(0) 6.3(1.3) 10(0) 10(0) 
AS(2) 150 150 5 10 0 0 0 0 / 0 0 / 88 0 / 100 0 / 100 5(0) 7.2(1.5) 9.9(0.5) 9.8(0.7) 
AS(2) 150 150 5 10 0.8 0 0 0 / 0 0 / 87 0 / 100 0 / 100 5(0) 7.2(1.5) 9.9(0.3) 9.9(0.4) 
AS(2) 150 500 5 10 0 0.1 8 0 / 0 0 / 82 0 / 100 0 / 100 5(0) 7(1.5) 10(0) 10(0) 
AS(2) 150 500 5 10 0.3 0.1 8 0 / 0 0 / 81 0 / 100 0 / 100 5(0) 7.1(1.6) 10(0) 10(0) 
AS(2) 150 500 5 10 0.8 0.8 8 0 / 0 0 / 75 0 / 100 0 / 100 5(0) 6.5(1.3) 10(0) 10(0) 
AS(2) 150 500 5 10 0 0 0 0 / 0 0 / 88 0 / 100 0 / 100 5(0) 7.3(1.5) 10(0.2) 10(0.3) 
AS(2) 150 500 5 10 0.8 0 0 0 / 0 0 / 86 0 / 100 0 / 100 5(0) 7.3(1.6) 10(0.2) 10(0.3) 
AS(2) 1000 250 5 10 0 0.1 8 0 / 0 0 / 88 0 / 100 0 / 100 5(0) 7.3(1.5) 10(0) 10(0) 
AS(2) 1000 250 5 10 0.3 0.1 8 0 / 0 0 / 88 0 / 100 0 / 100 5(0) 7.2(1.5) 10(0) 10(0) 
AS(2) 1000 250 5 10 0.8 0.8 8 0 / 0 0 / 80 0 / 100 0 / 100 5(0) 7.1(1.6) 10(0) 10(0) 
AS(2) 1000 250 5 10 0 0 0 0 / 0 0 / 87 0 / 100 0 / 100 5(0) 7.3(1.6) 10(0.1) 10(0.1) 
AS(2) 1000 250 5 10 0.8 0 0 0 / 0 0 / 85 0 / 100 0 / 100 5(0) 7.3(1.6) 10(0) 10(0) 
AS(2) 100 1000 5 10 0 0.1 8 0 / 0 0 / 81 0 / 100 0 / 100 5(0) 6.9(1.5) 10(0) 10(0) 
AS(2) 100 1000 5 10 0.3 0.1 8 0 / 0 0 / 80 0 / 100 0 / 100 5(0) 6.9(1.5) 10(0) 10(0) 
AS(2) 100 1000 5 10 0.8 0.8 8 0 / 0 0 / 66 0 / 100 0 / 100 5(0) 6.2(1.2) 10(0) 10(0) 
AS(2) 100 1000 5 10 0 0 0 0 / 0 0 / 87 0 / 100 0 / 100 5(0) 7.2(1.5) 9.9(0.4) 9.9(0.6) 
AS(2) 100 1000 5 10 0.8 0 0 0 / 0 0 / 87 0 / 100 0 / 100 5(0) 7.4(1.6) 9.9(0.4) 9.9(0.5) 
AS(3) 40 100 5 10 0 0.1 8 0 / 11 37 / 61 0 / 100 0 / 100 5.1(0.3) 5.6(3.4) 10(0) 10(0) 
AS(3) 40 100 5 10 0.3 0.1 8 0 / 27 33 / 64 0 / 100 0 / 100 5.3(0.6) 5.7(3.4) 10(0) 10(0) 
AS(3) 40 100 5 10 0.8 0.8 8 0 / 39 1 / 99 0 / 100 0 / 100 5.5(0.7) 8.8(1.1) 10(0) 10(0) 
AS(3) 40 100 5 10 0 0 0 0 / 8 30 / 67 0 / 100 0 / 100 5.1(0.3) 6(3.3) 10(0) 10(0.1) 
AS(3) 40 100 5 10 0.8 0 0 0 / 30 17 / 80 0 / 100 0 / 100 5.4(0.6) 6.8(2.9) 10(0) 10(0) 
AS(3) 200 60 5 10 0 0.1 8 2 / 71 64 / 33 0 / 100 0 / 100 6.2(1.2) 4.1(3.4) 10(0) 10(0) 
AS(3) 200 60 5 10 0.3 0.1 8 18 / 72 64 / 35 0 / 100 0 / 100 6.2(2.2) 4.1(3.3) 10(0) 10(0) 
AS(3) 200 60 5 10 0.8 0.8 8 11 / 80 50 / 49 0 / 100 0 / 100 6.4(1.8) 5(3.6) 10(0) 10(0) 
AS(3) 200 60 5 10 0 0 0 1 / 56 61 / 36 0 / 100 0 / 100 5.8(0.9) 4.3(3.4) 10(0) 10(0) 
AS(3) 200 60 5 10 0.8 0 0 6 / 63 46 / 52 0 / 100 0 / 100 5.8(1.4) 5.2(3.6) 10(0) 10(0) 
AS(3) 1000 60 5 10 0 0.1 8 11 / 80 71 / 16 0 / 100 0 / 100 6.6(2) 3.6(2) 10(0) 10(0) 
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Distribution 
Model Parameters 
%Underestimation  /                                         
% Overestimation 
Mean                                                                             
(Standard Deviation) 
 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
AS(3) 1000 60 5 10 0.3 0.1 8 42 / 49 75 / 14 0 / 100 0 / 100 5.3(2.9) 3.4(2) 10(0) 10(0) 
AS(3) 1000 60 5 10 0.8 0.8 8 40 / 54 79 / 12 0 / 100 0 / 100 5.6(2.9) 3.2(2.1) 10(0) 10(0) 
AS(3) 1000 60 5 10 0 0 0 8 / 67 71 / 15 0 / 100 0 / 100 6.1(1.7) 3.6(2) 10(0) 10(0) 
AS(3) 1000 60 5 10 0.8 0 0 19 / 69 77 / 12 0 / 100 0 / 100 6.1(2.5) 3.4(2.2) 10(0) 10(0) 
AS(3) 100 100 5 10 0 0.1 8 0 / 33 61 / 38 0 / 100 0 / 100 5.4(0.6) 4.3(3.5) 10(0) 10(0) 
AS(3) 100 100 5 10 0.3 0.1 8 1 / 67 59 / 38 0 / 100 0 / 100 6.1(1.1) 4.3(3.5) 10(0) 10(0) 
AS(3) 100 100 5 10 0.8 0.8 8 1 / 72 43 / 56 0 / 100 0 / 100 6.1(1.1) 5.4(3.6) 10(0) 10(0) 
AS(3) 100 100 5 10 0 0 0 0 / 20 52 / 44 0 / 100 0 / 100 5.2(0.5) 4.8(3.4) 10(0) 10(0) 
AS(3) 100 100 5 10 0.8 0 0 0 / 43 39 / 59 0 / 100 0 / 100 5.6(0.8) 5.7(3.5) 10(0) 10(0) 
AS(3) 150 150 5 10 0 0.1 8 0 / 19 72 / 21 0 / 100 0 / 100 5.2(0.5) 3.7(2.8) 10(0) 10(0) 
AS(3) 150 150 5 10 0.3 0.1 8 0 / 49 74 / 20 0 / 100 0 / 100 5.7(0.9) 3.5(2.8) 10(0) 10(0) 
AS(3) 150 150 5 10 0.8 0.8 8 0 / 71 63 / 33 0 / 100 0 / 100 6.1(1) 4.4(3.4) 10(0) 10(0) 
AS(3) 150 150 5 10 0 0 0 0 / 9 68 / 23 0 / 100 0 / 100 5.1(0.3) 4(2.9) 10(0) 10(0) 
AS(3) 150 150 5 10 0.8 0 0 0 / 37 58 / 38 0 / 100 0 / 100 5.4(0.6) 4.7(3.4) 10(0) 10(0) 
AS(3) 150 500 5 10 0 0.1 8 0 / 0 55 / 29 0 / 100 0 / 100 5(0) 4.4(2.1) 10(0) 10(0) 
AS(3) 150 500 5 10 0.3 0.1 8 0 / 2 60 / 23 0 / 100 0 / 100 5(0.1) 4.2(2) 10(0) 10(0) 
AS(3) 150 500 5 10 0.8 0.8 8 0 / 14 71 / 14 0 / 100 0 / 100 5.1(0.3) 3.7(1.9) 10(0) 10(0) 
AS(3) 150 500 5 10 0 0 0 0 / 0 59 / 27 0 / 100 0 / 100 5(0) 4.3(2.1) 10(0) 10(0) 
AS(3) 150 500 5 10 0.8 0 0 0 / 1 66 / 20 0 / 100 0 / 100 5(0.1) 4(2.3) 10(0) 10(0) 
AS(3) 1000 250 5 10 0 0.1 8 0 / 22 34 / 53 0 / 100 0 / 100 5.2(0.5) 5.7(2.5) 10(0) 10(0) 
AS(3) 1000 250 5 10 0.3 0.1 8 0 / 65 35 / 54 0 / 100 0 / 100 6.1(1.1) 5.7(2.5) 10(0) 10(0) 
AS(3) 1000 250 5 10 0.8 0.8 8 0 / 85 40 / 44 0 / 100 0 / 100 6.9(1.4) 5.2(2.4) 10(0) 10(0) 
AS(3) 1000 250 5 10 0 0 0 0 / 0 35 / 54 0 / 100 0 / 100 5(0) 5.7(2.6) 10(0) 10(0) 
AS(3) 1000 250 5 10 0.8 0 0 0 / 33 37 / 49 0 / 100 0 / 100 5.4(0.6) 5.5(2.5) 10(0) 10(0) 
AS(3) 100 1000 5 10 0 0.1 8 0 / 0 56 / 28 0 / 100 0 / 100 5(0) 4.3(2.1) 10(0) 10(0) 
AS(3) 100 1000 5 10 0.3 0.1 8 0 / 0 56 / 29 0 / 100 0 / 100 5(0) 4.5(2.1) 10(0) 10(0) 
AS(3) 100 1000 5 10 0.8 0.8 8 0 / 1 71 / 13 0 / 100 0 / 100 5(0.1) 3.8(1.7) 10(0) 10(0) 
AS(3) 100 1000 5 10 0 0 0 0 / 0 48 / 34 0 / 100 0 / 100 5(0) 4.6(2.2) 10(0) 10(0) 
AS(3) 100 1000 5 10 0.8 0 0 0 / 0 65 / 21 0 / 100 0 / 100 5(0) 3.9(2) 10(0) 10(0) 
AS(4) 40 100 5 10 0 0.1 8 0 / 0 0 / 79 0 / 100 0 / 100 5(0) 6.8(1.4) 9.9(0.3) 9.8(0.5) 
AS(4) 40 100 5 10 0.3 0.1 8 0 / 0 0 / 78 0 / 100 0 / 100 5(0) 6.7(1.3) 10(0.2) 9.9(0.4) 
AS(4) 40 100 5 10 0.8 0.8 8 0 / 0 0 / 100 0 / 100 0 / 100 5(0) 8.5(0.7) 10(0) 10(0) 
AS(4) 40 100 5 10 0 0 0 0 / 0 0 / 79 0 / 100 0 / 98 5(0) 6.9(1.5) 9.5(0.8) 9(1.3) 
AS(4) 40 100 5 10 0.8 0 0 0 / 0 0 / 78 0 / 100 0 / 99 5(0) 6.6(1.4) 9.8(0.5) 9.4(1.1) 
AS(4) 200 60 5 10 0 0.1 8 0 / 0 0 / 80 0 / 100 0 / 100 5(0) 6.8(1.4) 9.9(0.3) 9.8(0.6) 
AS(4) 200 60 5 10 0.3 0.1 8 0 / 0 0 / 81 0 / 100 0 / 100 5(0) 6.7(1.4) 10(0.2) 9.9(0.5) 
AS(4) 200 60 5 10 0.8 0.8 8 0 / 0 0 / 69 0 / 100 0 / 100 5(0) 6.3(1.2) 10(0) 10(0) 
AS(4) 200 60 5 10 0 0 0 0 / 0 0 / 83 0 / 100 0 / 100 5(0) 7.1(1.5) 9.6(0.7) 9.4(1.1) 
AS(4) 200 60 5 10 0.8 0 0 0 / 0 0 / 83 0 / 100 0 / 100 5(0) 6.9(1.4) 9.9(0.3) 9.9(0.5) 
AS(4) 1000 60 5 10 0 0.1 8 0 / 0 0 / 84 0 / 100 0 / 100 5(0) 7.2(1.6) 9.8(0.6) 9.7(0.8) 
AS(4) 1000 60 5 10 0.3 0.1 8 0 / 0 0 / 85 0 / 100 0 / 100 5(0) 7.1(1.5) 9.9(0.4) 9.8(0.5) 
AS(4) 1000 60 5 10 0.8 0.8 8 0 / 0 0 / 80 0 / 100 0 / 100 5(0.1) 6.7(1.4) 10(0) 10(0) 
AS(4) 1000 60 5 10 0 0 0 0 / 0 0 / 85 0 / 100 0 / 100 5(0) 7.2(1.6) 9.8(0.6) 9.6(0.9) 
AS(4) 1000 60 5 10 0.8 0 0 0 / 0 0 / 85 0 / 100 0 / 100 5(0) 7(1.4) 10(0.3) 9.9(0.4) 
AS(4) 100 100 5 10 0 0.1 8 0 / 0 0 / 73 0 / 100 0 / 100 5(0) 6.6(1.4) 10(0.1) 10(0.1) 
AS(4) 100 100 5 10 0.3 0.1 8 0 / 0 0 / 78 0 / 100 0 / 100 5(0) 6.7(1.4) 10(0) 10(0.1) 
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Distribution 
Model Parameters 
%Underestimation  /                                         
% Overestimation 
Mean                                                                             
(Standard Deviation) 
 
n T k kmax ρ β J RE ED PCp1 ICp1 RE ED PCp1 ICp1 
AS(4) 100 100 5 10 0.8 0.8 8 0 / 0 0 / 64 0 / 100 0 / 100 5(0) 6.2(1.2) 10(0) 10(0) 
AS(4) 100 100 5 10 0 0 0 0 / 0 0 / 86 0 / 100 0 / 100 5(0) 7.2(1.5) 9.6(0.7) 9.4(1) 
AS(4) 100 100 5 10 0.8 0 0 0 / 0 0 / 86 0 / 100 0 / 100 5(0) 7(1.4) 9.9(0.4) 9.7(0.7) 
AS(4) 150 150 5 10 0 0.1 8 0 / 0 0 / 80 0 / 100 0 / 100 5(0) 6.9(1.5) 10(0.1) 10(0.2) 
AS(4) 150 150 5 10 0.3 0.1 8 0 / 0 0 / 83 0 / 100 0 / 100 5(0) 6.8(1.4) 10(0) 10(0) 
AS(4) 150 150 5 10 0.8 0.8 8 0 / 0 0 / 74 0 / 100 0 / 100 5(0) 6.5(1.3) 10(0) 10(0) 
AS(4) 150 150 5 10 0 0 0 0 / 0 0 / 84 0 / 100 0 / 100 5(0) 7.2(1.5) 9.9(0.5) 9.8(0.7) 
AS(4) 150 150 5 10 0.8 0 0 0 / 0 0 / 86 0 / 100 0 / 100 5(0) 7.2(1.5) 9.9(0.3) 9.9(0.5) 
AS(4) 150 500 5 10 0 0.1 8 0 / 0 0 / 86 0 / 100 0 / 100 5(0) 7.2(1.5) 10(0) 10(0) 
AS(4) 150 500 5 10 0.3 0.1 8 0 / 0 0 / 83 0 / 100 0 / 100 5(0) 7(1.5) 10(0) 10(0) 
AS(4) 150 500 5 10 0.8 0.8 8 0 / 0 0 / 71 0 / 100 0 / 100 5(0) 6.4(1.3) 10(0) 10(0) 
AS(4) 150 500 5 10 0 0 0 0 / 0 0 / 84 0 / 100 0 / 100 5(0) 7.3(1.6) 10(0.3) 9.9(0.3) 
AS(4) 150 500 5 10 0.8 0 0 0 / 0 0 / 86 0 / 100 0 / 100 5(0) 7.3(1.5) 10(0.2) 10(0.3) 
AS(4) 1000 250 5 10 0 0.1 8 0 / 0 0 / 86 0 / 100 0 / 100 5(0) 7.4(1.6) 10(0) 10(0) 
AS(4) 1000 250 5 10 0.3 0.1 8 0 / 0 0 / 89 0 / 100 0 / 100 5(0) 7.4(1.6) 10(0) 10(0) 
AS(4) 1000 250 5 10 0.8 0.8 8 0 / 0 0 / 82 0 / 100 0 / 100 5(0) 7(1.5) 10(0) 10(0) 
AS(4) 1000 250 5 10 0 0 0 0 / 0 0 / 86 0 / 100 0 / 100 5(0) 7.3(1.6) 10(0) 10(0) 
AS(4) 1000 250 5 10 0.8 0 0 0 / 0 0 / 88 0 / 100 0 / 100 5(0) 7.3(1.6) 10(0) 10(0) 
AS(4) 100 1000 5 10 0 0.1 8 0 / 0 0 / 80 0 / 100 0 / 100 5(0) 7(1.5) 10(0) 10(0) 
AS(4) 100 1000 5 10 0.3 0.1 8 0 / 0 0 / 80 0 / 100 0 / 100 5(0) 6.9(1.5) 10(0) 10(0) 
AS(4) 100 1000 5 10 0.8 0.8 8 0 / 0 0 / 66 0 / 100 0 / 100 5(0) 6.2(1.2) 10(0) 10(0) 
AS(4) 100 1000 5 10 0 0 0 0 / 0 0 / 85 0 / 100 0 / 100 5(0) 7.1(1.5) 9.9(0.4) 9.9(0.5) 
AS(4) 100 1000 5 10 0.8 0 0 0 / 0 0 / 87 0 / 100 0 / 100 5(0) 7.3(1.5) 9.9(0.3) 9.9(0.5) 
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Table B.1: Number of assets comprising each industry group and each industry
division.
Industry Division and Major Industry Group 
1972-1981 
T=2525 
1982-1991 
T=2528 
1992-2001 
T=2522 
2002-2011 
T=2519 
All Divisions and Industry Groups 817 1371 2274 2879 
Division B: Mining 40 77 98 114 
10.Metal Mining 15 25 22 24 
13.Oil And Gas Extraction 25 52 76 90 
Division D: Manufacturing 615 847 1147 1213 
20.Food And Kindred Products 35 40 59 65 
22.Textile Mill Products 14 9 
 
  
23. Apparel And Other Finished Products Made From Fabrics And Similar 
Materials 
20 12 17   
26.Paper And Allied Products 18 22 25 21 
27.Printing, Publishing, And Allied Industries 18 25 38 34 
28.Chemicals And Allied Products 66 82 167 180 
29.Petrolium Refining And Related Industries 18 22 19   
30.Rubber And Miscellaneous Plastic Products 14 19 29 19 
32.Stone, Clay, Glass, And Concrete Products 17       
33.Primary Metal Industries 35 27 37 32 
34.Fabricated metal Products, Except Machinery And Transportation 
Equipment 
22 33 39 29 
35.Industrial And Commercial Machinery And Computer Equipment 62 112 138 152 
36.Electronic And Other Electrical Equipment And Components, except 
Computer Equipment 
51 109 186 227 
37.Transportation Equipment 33 40 58 55 
38.Measuring, Analyzing, And Controlling Instruments; Photographic, Medical 
And Optical Goods; Watches And Clocks 
32 89 134 157 
39.Miscellaneous Manufacturing Industries 9 11 20 24 
42.Motor Freight Transportation And Warehousing       19 
45.Transportation By Air 15 15 20   
48.Communications 18 34 48 81 
49.Electric, Gas, And Sanitary Services  118 146 113 118 
Division F: Wholesale Trade 22 52 96 92 
50.Wholesale Trade-durable Goods 10 30 56 54 
51.Wholesale Trade-non-durable Goods 12 22 40 38 
Division G: Retail Trade 45 64 116 114 
53.General Merchandise Stores 17 18 21 20 
54.Food Stores 13 9 16   
56.Apparel And Accessory Stores     24 31 
58.Eating And Drinking Places 
 
19 32 30 
59.Miscellaneous Retail 15 18 23 33 
Division H: Finance, Insurance, And Real Estate 95 331 817 1346 
60.Depository Institutions 19 57 191 262 
61.Non-depository Credit Institutions 
  
17 23 
62.Security And Commodity Brokers, Dealers, Exchanges, And Services     24 37 
63.Insurance Carriers  
 
49 86 93 
65.Real Estate 5 8 19 19 
67.Hodling And Other Investment Offices 48 140 287 561 
73.Business Services 23 53 132 232 
79.Amusement And Recreational Services  
   
17 
80.Health Services    11 37 36 
87.Engineering, Accounting, Research, Management, And Related Services   13 24 66 
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Table B.2: Number of factors of asset returns estimated with the four competing
procedures: the robust estimator (RE), Onatski’s ED and Bai and Ng’s PCp1 and ICp1
estimators. Assets are grouped in major industry groups which, on the other hand,
comprise industry divisions. Estimates were computed for each decade separately
and for each major industry groups with at least 25 members for the given decade.
The division-level calculations encompass all assets from the corresponding division,
including from industry groups for which the number of factors was not estimated.
The apriori maximum number of factors kmax was set to 10.
Industries and Time Periods RE ED PCp1 ICp1 
Division B: Mining 
1972-1981 4 4 5 4 
1982-1991 6 1 9 8 
1992-2001 10 0 10 10 
2002-2011 2 2 6 4 
10. Metal Mining 1982-1991 5 0 9 9 
13.Oil and Gas Extraction 
1972-1981 1 1 9 1 
1982-1991 10 1 8 3 
1992-2001 7 6 7 6 
2002-2011 1 1 8 3 
      
Division D: Manufacturing 
1972-1981 1 1 8 8 
1982-1991 2 1 10 10 
1992-2001 2 3 4 3 
2002-2011 1 1 5 5 
20.Food and Kindred Products 
1972-1981 2 1 7 1 
1982-1991 3 3 4 3 
1992-2001 9 1 10 10 
2002-2011 2 3 5 2 
22. Textile Mill Products - 
23. Apparel And Other Finished Products Made From Fabrics And Similar 
Materials 
- 
26. Paper and Allied Products 1992-2001       6 6 9 6 
27.Printing, Publishing, and Allied Industries 
1982-1991       4 2 5 2 
1992-2001       9 0 10 9 
2002-2011       5 2 10 9 
28.Chemicals and Allied Products 
1972-1981  2 2 4 2 
1982-1991 3 3 10 10 
1992-2001 1 1 1 1 
2002-2011 1 1 3 1 
29. Petroleum Refining and Related Industries  - 
30.Rubber and Miscellaneous Plastic Products 1992-2001 4 2 10 2 
32. Stone, Clay, Glass, and Concrete Products - 
33.Primary Metal Industries 
1972-1981 5 2 5 2 
1982-1991 8 0 8 7 
1992-2001 2 2 5 2 
2002-2011 2 2 7 2 
34.Fabricated metal Products, Except Machinery and Transportation 
Equipment 
1982-1991 1 1 8 4 
1992-2001 6 0 9 4 
2002-2011 2 1 10 10 
35.Industrial and Commercial Machinery and Computer Equipment 
1972-1981 5 5 5 2 
1982-1991 6 1 7 4 
1992-2001 5 0 6 5 
2002-2011 1 1 3 2 
 
36.Electronic and Other Electrical Equipment and Components, except 
 
1972-1981 
5 5 5 3 
8 9 2 3 3 2 
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Computer Equipment 1992-2001 2 1 3 1 
2002-2011 1 5 4 3 
37.Transportation Equipment 
1972-1981 3 2 6 2 
1982-1991 6 0 6 5 
1992-2001 6 0 6 6 
2002-2011 2 2 8 4 
38.Measuring, Analyzing, And Controlling Instruments; Photographic, 
Medical And Optical Goods; Watches and Clocks 
1972-1981 4 1 6 3 
1982-1991 4 0 9 6 
1992-2001 6 4 4 2 
2002-2011 1 1 3 1 
39.Miscellaneous Manufacturing Industries - 
42.Motor Freight Transportation And Warehousing - 
45.Transportation By Air - 
48.Communications 
1982-1991 6 6 8 6 
1992-2001 7 8 9 8 
2002-2011 1 2 6 2 
49.Electric, Gas, And Sanitary Services  
1972-1981 4 4 3 2 
1982-1991 5 5 5 4 
1992-2001 7 5 9 7 
2002-2011 2 3 10 10 
 
     
Division F: Wholesale Trade 
1972-1981 2 1 10 10 
1982-1991 5 5 5 4 
1992-2001 8 0 6 3 
2002-2011 1 1 7 4 
50.Wholesale Trade-durable Goods 
1982-1991 5 4 7 4 
1992-2001 7 0 6 2 
2002-2011 4 1 7 4 
51.Wholesale Trade-non-durable Goods 1992-2001 8 7 7 4 
2002-2011 5 1 8 6 
 
Division G: Retail Trade 
1972-1981 
 
8 2 7 2 
1982-1991 
 
9 5 9 5 
1992-2001 
 
3 2 5 2 
2002-2011 2 2 6 2 
53.General Merchandise Stores - 
54.Food Stores - 
56.Apparel and Accessory Stores 2002-2011 1 1 8 2 
58.Eating and Drinking Places 
1992-2001 2 1 9 1 
2002-2011 5 3 10 3 
59.Miscellaneous Retail 2002-2011 3 3 8 3 
    
Division H: Finance, Insurance, And Real Estate 
1972-1981 3 1 4 2 
1982-1991 1 2 9 9 
1992-2001 2 1 10 10 
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2002-2011 1 3 10 10 
60.Depository Institutions 
1982-1991 4 2 5 2 
1992-2001 4 4 5 4 
2002-2011 1 4 4 4 
61.Non-depository Credit Institutions - 
62.Security and Commodity Brokers, Dealers, Exchanges, And Services 2002-2011 2 2 9 9 
 
63.Insurance Carriers  
1982-1991 8 2 8 2 
1992-2001 6 6 6 6 
2002-2011 2 3 8 4 
65.Real Estate - 
67.Hodling and Other Investment Offices 
1972-1981 4 1 5 2 
1982-1991 10 2 10 10 
   1992-2001       9 1 10 10 
   2002-2011       2 4 10 10 
73.Business Services 
1982-1991       4 0 5 2 
1992-2001       6 1 4 1 
2002-2011       1 1 3 1 
79.Amusement And Recreational Services  - 
80.Health Services  
1992-2001 5 0 8 0 
2002-2011 3 2 6 1 
87.Engineering, Accounting, Research, Management, And Related Services 2002-2011 2 3 4 3 
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Table C.1: Classification accuracy of five techniques under Scenario 1 from Chapter
4 and estimated from 100 runs. Methods are empirical normalization (E), empirical
normalization+TIGER (ET), empirical normalization+CLIME (EC), QDA (Q) and
quadratic SVM(S).
Law    d n E ET EC Q S 
MVN 0.25 2 2 - 50 50 - 51 
MVN 0.25 2 2 - 50 51 - 51 
MVN 0.25 2 4 - 52 52 51 52 
MVN 0.25 2 10 51 51 51 52 52 
MVN 0.25 5 3 - 50 51 - 51 
MVN 0.25 5 5 - 51 52 - 51 
MVN 0.25 5 10 53 53 53 52 51 
MVN 0.25 5 25 54 54 54 54 53 
MVN 0.25 10 5 - 50 53 - 51 
MVN 0.25 10 10 - 53 54 - 52 
MVN 0.25 10 20 54 55 55 54 53 
MVN 0.25 10 50 55 56 56 56 54 
MVN 0.25 50 25 - 61 62 - 53 
MVN 0.25 50 50 - 62 62 - 55 
MVN 0.25 50 100 61 64 64 59 56 
MVN 0.25 50 250 64 68 67 65 60 
MVN 0.25 100 50 - 67 67 - 54 
MVN 0.25 100 100 - 68 68 - 57 
MVN 0.25 100 200 64 70 70 61 59 
MVN 0.25 100 500 69 75 75 71 63 
MVN 0.25 250 125 - 77 77 - 57 
MVN 0.25 250 250 - 79 79 - 60 
MVN 0.25 250 500 71 83 83 68 64 
MVN 0.25 250 2500 79 88 88 81 71 
MVN 0.5 2 2 - 51 53 - 55 
MVN 0.5 2 2 - 50 52 - 53 
MVN 0.5 2 4 - 55 56 54 54 
MVN 0.5 2 10 57 57 57 58 57 
MVN 0.5 5 3 - 50 56 - 53 
MVN 0.5 5 5 - 54 60 - 54 
MVN 0.5 5 10 60 60 61 58 56 
MVN 0.5 5 25 63 63 62 64 62 
MVN 0.5 10 5 - 50 61 - 54 
MVN 0.5 10 10 - 63 65 - 57 
MVN 0.5 10 20 65 67 67 62 60 
MVN 0.5 10 50 68 70 69 69 63 
MVN 0.5 50 25 - 82 84 - 62 
MVN 0.5 50 50 - 84 84 - 67 
MVN 0.5 50 100 80 85 84 76 73 
MVN 0.5 50 250 84 87 87 88 79 
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Law    d n E ET EC Q S 
MVN 0.5 100 50 - 92 92 - 67 
MVN 0.5 100 100 - 92 92 - 73 
MVN 0.5 100 200 87 93 93 85 81 
MVN 0.5 100 500 93 96 96 96 89 
MVN 0.5 250 125 - 98 98 - 75 
MVN 0.5 250 250 - 99 99 - 84 
MVN 0.5 250 500 96 100 100 95 91 
MVN 0.5 250 2500 99 100 100 100 98 
MVN 0.75 2 2 - 51 55 - 57 
MVN 0.75 2 2 - 51 54 - 56 
MVN 0.75 2 4 - 60 61 58 59 
MVN 0.75 2 10 62 62 62 64 63 
MVN 0.75 5 3 - 50 64 - 58 
MVN 0.75 5 5 - 56 68 - 60 
MVN 0.75 5 10 68 69 69 65 63 
MVN 0.75 5 25 72 72 71 73 71 
MVN 0.75 10 5 - 50 74 - 60 
MVN 0.75 10 10 - 74 77 - 66 
MVN 0.75 10 20 76 79 79 72 68 
MVN 0.75 10 50 80 81 81 83 73 
MVN 0.75 50 25 - 95 96 - 76 
MVN 0.75 50 50 - 96 96 - 83 
MVN 0.75 50 100 93 96 96 91 90 
MVN 0.75 50 250 96 97 97 98 94 
MVN 0.75 100 50 - 99 99 - 83 
MVN 0.75 100 100 - 99 99 - 92 
MVN 0.75 100 200 98 100 100 97 97 
MVN 0.75 100 500 99 100 100 100 99 
MVN 0.75 250 125 - 100 100 - 94 
MVN 0.75 250 250 - 100 100 - 98 
MVN 0.75 250 500 100 100 100 100 100 
MVN 0.75 250 2500 100 100 100 100 100 
MVT-1 0.25 2 2 - 50 50 - 50 
MVT-1 0.25 2 2 - 50 50 - 50 
MVT-1 0.25 2 4 - 51 51 51 51 
MVT-1 0.25 2 10 51 51 51 51 51 
MVT-1 0.25 5 3 - 50 51 - 50 
MVT-1 0.25 5 5 - 50 51 - 51 
MVT-1 0.25 5 10 51 51 51 51 52 
MVT-1 0.25 5 25 51 51 51 50 52 
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Law    d n E ET EC Q S 
MVT-1 0.25 10 5 - 50 52 - 52 
MVT-1 0.25 10 10 - 52 52 - 53 
MVT-1 0.25 10 20 52 52 52 51 53 
MVT-1 0.25 10 50 53 52 52 50 55 
MVT-1 0.25 50 25 - 55 53 - 61 
MVT-1 0.25 50 50 - 57 55 - 63 
MVT-1 0.25 50 100 57 58 57 53 67 
MVT-1 0.25 50 250 61 61 60 51 67 
MVT-1 0.25 100 50 - 59 55 - 70 
MVT-1 0.25 100 100 - 60 57 - 70 
MVT-1 0.25 100 200 59 62 60 53 73 
MVT-1 0.25 100 500 64 65 64 51 75 
MVT-1 0.25 250 125 - 63 58 - 80 
MVT-1 0.25 250 250 - 66 62 - 80 
MVT-1 0.25 250 500 64 68 66 55 81 
MVT-1 0.25 250 2500 69 71 70 52 82 
MVT-1 0.5 2 2 - 50 51 - 51 
MVT-1 0.5 2 2 - 50 51 - 51 
MVT-1 0.5 2 4 - 53 53 52 53 
MVT-1 0.5 2 10 53 53 53 51 54 
MVT-1 0.5 5 3 - 50 53 - 53 
MVT-1 0.5 5 5 - 51 53 - 54 
MVT-1 0.5 5 10 54 54 54 54 56 
MVT-1 0.5 5 25 56 57 56 51 58 
MVT-1 0.5 10 5 - 50 54 - 55 
MVT-1 0.5 10 10 - 55 55 - 59 
MVT-1 0.5 10 20 58 58 57 54 62 
MVT-1 0.5 10 50 61 61 61 53 64 
MVT-1 0.5 50 25 - 64 61 - 76 
MVT-1 0.5 50 50 - 68 65 - 77 
MVT-1 0.5 50 100 67 71 69 58 79 
MVT-1 0.5 50 250 72 73 73 53 80 
MVT-1 0.5 100 50 - 72 67 - 82 
MVT-1 0.5 100 100 - 74 71 - 84 
MVT-1 0.5 100 200 71 75 74 63 85 
MVT-1 0.5 100 500 76 77 77 55 85 
MVT-1 0.5 250 125 - 75 73 - 89 
MVT-1 0.5 250 250 - 77 77 - 90 
MVT-1 0.5 250 500 76 79 79 69 90 
MVT-1 0.5 250 2500 79 79 79 56 90 
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Law    d n E ET EC Q S 
MVT-1 0.75 2 2 - 50 50 - 54 
MVT-1 0.75 2 2 - 50 51 - 53 
MVT-1 0.75 2 4 - 54 55 53 55 
MVT-1 0.75 2 10 56 56 56 52 56 
MVT-1 0.75 5 3 - 50 56 - 57 
MVT-1 0.75 5 5 - 52 57 - 60 
MVT-1 0.75 5 10 58 58 58 56 62 
MVT-1 0.75 5 25 62 62 61 53 63 
MVT-1 0.75 10 5 - 50 61 - 63 
MVT-1 0.75 10 10 - 60 61 - 67 
MVT-1 0.75 10 20 62 64 64 59 70 
MVT-1 0.75 10 50 67 67 67 54 71 
MVT-1 0.75 50 25 - 72 71 - 82 
MVT-1 0.75 50 50 - 75 74 - 84 
MVT-1 0.75 50 100 75 78 78 69 85 
MVT-1 0.75 50 250 79 80 79 59 87 
MVT-1 0.75 100 50 - 78 77 - 88 
MVT-1 0.75 100 100 - 79 79 - 88 
MVT-1 0.75 100 200 78 80 80 73 89 
MVT-1 0.75 100 500 81 81 81 60 90 
MVT-1 0.75 250 125 - 80 79 - 93 
MVT-1 0.75 250 250 - 80 80 - 92 
MVT-1 0.75 250 500 81 82 81 79 93 
MVT-1 0.75 250 2500 83 83 83 65 93 
MVT-2 0.25 2 2 - 50 50 - 51 
MVT-2 0.25 2 2 - 50 50 - 50 
MVT-2 0.25 2 4 - 51 51 50 51 
MVT-2 0.25 2 10 52 52 52 51 52 
MVT-2 0.25 5 3 - 50 51 - 51 
MVT-2 0.25 5 5 - 50 52 - 52 
MVT-2 0.25 5 10 51 51 51 52 53 
MVT-2 0.25 5 25 52 52 52 52 54 
MVT-2 0.25 10 5 - 50 53 - 53 
MVT-2 0.25 10 10 - 51 52 - 53 
MVT-2 0.25 10 20 52 53 52 52 55 
MVT-2 0.25 10 50 53 54 53 52 55 
MVT-2 0.25 50 25 - 56 55 - 61 
MVT-2 0.25 50 50 - 58 56 - 65 
MVT-2 0.25 50 100 57 60 59 55 67 
MVT-2 0.25 50 250 61 63 62 55 67 
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Law    d n E ET EC Q S 
MVT-2 0.25 100 50 - 61 58 - 68 
MVT-2 0.25 100 100 - 62 59 - 73 
MVT-2 0.25 100 200 60 65 63 57 74 
MVT-2 0.25 100 500 66 68 67 57 75 
MVT-2 0.25 250 125 - 68 63 - 82 
MVT-2 0.25 250 250 - 70 66 - 83 
MVT-2 0.25 250 500 65 71 70 61 84 
MVT-2 0.25 250 2500 71 73 72 60 86 
MVT-2 0.5 2 2 - 50 52 - 51 
MVT-2 0.5 2 2 - 51 51 - 52 
MVT-2 0.5 2 4 - 52 53 52 55 
MVT-2 0.5 2 10 54 55 55 54 55 
MVT-2 0.5 5 3 - 50 53 - 54 
MVT-2 0.5 5 5 - 51 55 - 55 
MVT-2 0.5 5 10 56 57 56 55 58 
MVT-2 0.5 5 25 58 58 58 57 62 
MVT-2 0.5 10 5 - 50 57 - 57 
MVT-2 0.5 10 10 - 58 58 - 60 
MVT-2 0.5 10 20 58 60 59 57 63 
MVT-2 0.5 10 50 63 64 63 59 66 
MVT-2 0.5 50 25 - 68 68 - 78 
MVT-2 0.5 50 50 - 73 71 - 81 
MVT-2 0.5 50 100 70 76 74 67 82 
MVT-2 0.5 50 250 76 78 77 66 82 
MVT-2 0.5 100 50 - 76 74 - 86 
MVT-2 0.5 100 100 - 80 77 - 87 
MVT-2 0.5 100 200 75 81 80 73 89 
MVT-2 0.5 100 500 81 82 82 72 89 
MVT-2 0.5 250 125 - 83 81 - 93 
MVT-2 0.5 250 250 - 83 81 - 93 
MVT-2 0.5 250 500 80 83 83 80 94 
MVT-2 0.5 250 2500 83 84 83 82 95 
MVT-2 0.75 2 2 - 51 53 - 56 
MVT-2 0.75 2 2 - 51 52 - 55 
MVT-2 0.75 2 4 - 55 56 55 56 
MVT-2 0.75 2 10 58 57 57 57 59 
MVT-2 0.75 5 3 - 50 58 - 58 
MVT-2 0.75 5 5 - 54 61 - 61 
MVT-2 0.75 5 10 62 62 62 60 64 
MVT-2 0.75 5 25 64 65 64 62 69 
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Law    d n E ET EC Q S 
MVT-2 0.75 10 5 - 50 65 - 64 
MVT-2 0.75 10 10 - 65 66 - 69 
MVT-2 0.75 10 20 66 68 67 65 71 
MVT-2 0.75 10 50 71 72 71 66 74 
MVT-2 0.75 50 25 - 76 80 - 86 
MVT-2 0.75 50 50 - 81 82 - 88 
MVT-2 0.75 50 100 79 85 84 79 89 
MVT-2 0.75 50 250 84 85 85 81 87 
MVT-2 0.75 100 50 - 84 86 - 92 
MVT-2 0.75 100 100 - 88 87 - 93 
MVT-2 0.75 100 200 83 88 87 84 94 
MVT-2 0.75 100 500 87 88 88 87 93 
MVT-2 0.75 250 125 - 89 88 - 95 
MVT-2 0.75 250 250 - 89 88 - 96 
MVT-2 0.75 250 500 87 89 88 89 97 
MVT-2 0.75 250 2500 89 89 89 92 97 
MVT-3 0.25 2 2 - 50 50 - 51 
MVT-3 0.25 2 2 - 50 50 - 51 
MVT-3 0.25 2 4 - 51 50 51 51 
MVT-3 0.25 2 10 51 51 51 52 52 
MVT-3 0.25 5 3 - 50 51 - 51 
MVT-3 0.25 5 5 - 50 51 - 51 
MVT-3 0.25 5 10 52 52 52 52 52 
MVT-3 0.25 5 25 53 53 52 53 54 
MVT-3 0.25 10 5 - 50 52 - 52 
MVT-3 0.25 10 10 - 53 53 - 53 
MVT-3 0.25 10 20 53 53 53 53 54 
MVT-3 0.25 10 50 54 54 54 54 55 
MVT-3 0.25 50 25 - 57 56 - 58 
MVT-3 0.25 50 50 - 59 57 - 61 
MVT-3 0.25 50 100 57 61 60 57 63 
MVT-3 0.25 50 250 62 64 63 59 65 
MVT-3 0.25 100 50 - 61 58 - 64 
MVT-3 0.25 100 100 - 65 62 - 67 
MVT-3 0.25 100 200 60 67 65 59 71 
MVT-3 0.25 100 500 66 69 68 61 74 
MVT-3 0.25 250 125 - 71 66 - 73 
MVT-3 0.25 250 250 - 73 70 - 77 
MVT-3 0.25 250 500 65 75 73 64 79 
MVT-3 0.25 250 2500 73 75 74 68 84 
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Law    d n E ET EC Q S 
MVT-3 0.5 2 2 - 50 51 - 52 
MVT-3 0.5 2 2 - 50 52 - 53 
MVT-3 0.5 2 4 - 52 54 53 54 
MVT-3 0.5 2 10 54 54 54 55 55 
MVT-3 0.5 5 3 - 50 55 - 52 
MVT-3 0.5 5 5 - 52 57 - 56 
MVT-3 0.5 5 10 57 57 57 57 58 
MVT-3 0.5 5 25 58 58 58 58 61 
MVT-3 0.5 10 5 - 50 58 - 56 
MVT-3 0.5 10 10 - 58 60 - 60 
MVT-3 0.5 10 20 59 61 60 59 62 
MVT-3 0.5 10 50 63 64 63 62 64 
MVT-3 0.5 50 25 - 69 70 - 73 
MVT-3 0.5 50 50 - 74 73 - 78 
MVT-3 0.5 50 100 71 78 77 70 81 
MVT-3 0.5 50 250 79 82 81 76 81 
MVT-3 0.5 100 50 - 78 78 - 82 
MVT-3 0.5 100 100 - 83 82 - 85 
MVT-3 0.5 100 200 76 85 84 75 88 
MVT-3 0.5 100 500 84 87 86 83 90 
MVT-3 0.5 250 125 - 87 87 - 89 
MVT-3 0.5 250 250 - 89 88 - 91 
MVT-3 0.5 250 500 83 89 88 84 93 
MVT-3 0.5 250 2500 88 89 88 90 95 
MVT-3 0.75 2 2 - 50 52 - 55 
MVT-3 0.75 2 2 - 51 53 - 55 
MVT-3 0.75 2 4 - 56 57 57 57 
MVT-3 0.75 2 10 59 60 59 59 62 
MVT-3 0.75 5 3 - 50 60 - 57 
MVT-3 0.75 5 5 - 53 64 - 62 
MVT-3 0.75 5 10 64 65 65 62 63 
MVT-3 0.75 5 25 66 66 65 65 69 
MVT-3 0.75 10 5 - 50 67 - 65 
MVT-3 0.75 10 10 - 66 68 - 68 
MVT-3 0.75 10 20 68 71 70 67 70 
MVT-3 0.75 10 50 73 74 73 72 73 
MVT-3 0.75 50 25 - 80 84 - 85 
MVT-3 0.75 50 50 - 85 86 - 88 
MVT-3 0.75 50 100 82 88 88 82 90 
MVT-3 0.75 50 250 87 90 89 88 90 
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Law    d n E ET EC Q S 
MVT-3 0.75 100 50 - 88 91 - 91 
MVT-3 0.75 100 100 - 92 92 - 92 
MVT-3 0.75 100 200 87 93 93 87 94 
MVT-3 0.75 100 500 91 93 92 92 95 
MVT-3 0.75 250 125 - 93 94 - 93 
MVT-3 0.75 250 250 - 95 95 - 95 
MVT-3 0.75 250 500 90 95 94 93 97 
MVT-3 0.75 250 2500 94 95 95 96 98 
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