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Abstract
In recent years, studies aiming at the coexistence between robots and humans
have been conducted actively. In the eld of robot technology, various robots have
been developed. However, most are designed to perform particular tasks in lim-
ited environments. Furthermore, the actions and responses to inputted patterns
required to perform a given task are programmed in advanced by human. To in-
teract naturally with humans, a robot needs to understand human words and act
based on the meaning behind those words. Moreover, it is desirable for robots to
express their intentions through language generation in communication with hu-
mans. To realize these abilities, work has been performed on the symbol grounding
problem in the eld of intelligent robotics. However, and to the best of our knowl-
edge, a satisfactory solution has still not been found. The goal of this study is
to make a breakthrough by considering the understanding and/or generation of
language through various concepts formed based on the multimodal information
obtained by robots in daily life. Here, \concept" is dened as a \category," such
as an object or motion formed using multimodal categorization, whereas various
inferences, including the recognition of unseen information, are dened as \under-
standing." This can be achieved using various formed concepts.
In addition, language can be considered as phoneme labels that connect such
concepts. Language acquisition can be achieved through interactions with humans.
To this end, a stochastic model is proposed to allow the formation of various
concepts through hierarchical multimodal categorization. The proposed method is
based on the graphical model, and categorization can be achieved by estimating the
model parameters. The connections between words and concepts are learned using
mutual information, whereas grammar can be acquired by considering the order
of concepts in human words. Finally, language understanding and/or generation
by robots can be realized by incorporating various concepts, connections between
concepts and words, and grammar.
Object categorization using multimodal information was proposed by Nakamura
et al. In fact, the possibility was shown for human-like object concept formation
based on information obtained from robot experiences. Robot understanding of an
object is possible within the scope of the denition aforementioned based on the
prediction of unseen information made through concepts formed by categorizing
those experiences. However, category recognition and/or object inference are not
sucient for a robot to act in a human-like intelligent manner. This is because
most of the objects are related to the person who uses them, the movement of
the objects, and the location where the objects are used. In other words, it is
dicult to consider object understanding without regarding prediction on such
information. Thus, dierent types of concepts, such as motion (i.e., movement
while using objects), must be captured, as well as the relationship between them.
Here, various concept acquisitions can be realized by extending to the hierarchical
categorization of multimodal information. Finally, \a computational model of
real-world understanding" by the robot can be claried through this fact. This is
the goal of this study.
In chapter 2 of this study, a cleaning task performed by humanoid robots is used
as an example, considering that robots are expected to work in domestic environ-
ments. To perform the cleaning task, \cleaning" has to be dened. Then, a visual
recognition system and planning are implemented to realize the task according to
its denition. It is possible to perform the task, including object recognition and
grasping actions, within the denition scope. However, cleaning tasks in an un-
known environment cannot be realized. This result brings the author to reconsider
the essential meaning of \cleaning." For example \vacuuming," can be thought
as of an action to move the vacuum cleaner on small garbage, which is a concept
formed from the mutual relationship of \vacuum cleaner" (object concept) and
\move something on" (motion concept). Therefore, \cleaning" can be considered
as a concept formed from the hierarchical interdependence of various concepts.
The formation of these various concepts and the construction of their hierarchical
structure are important as the knowledge of robots.
Based on the discussion in chapter 2, we propose, in chapter 3, a probabilistic
knowledge representation for robots based on a hierarchical categorization method
of multimodal information. The proposed multilayered multimodal latent Dirich-
let allocation (mMLDA) is a hierarchy model of multimodal Dirichlet allocation
(MLDA). mMLDA consists of bottom layers that include object, motion, place,
and person concepts, and a top layer that contains integrated concepts. The fol-
lowing are some examples that use this model at low-level concepts: beverage is an
object concept, putting something in the mouth is a motion concept, and dining
is a place concept. At the top level, an example of the relationship among these
concepts is to learn to form \drinks" as the action concept. From this, an example
of inference of unseen information is the inference of \drinks" as an action to be
made when observing beverages. Another example is the inference of dining room,
which is a place where \drinks" should be performed.
In chapter 4, a method for representing a scene from a sentence is considered us-
ing the words and grammar acquired while utilizing various formed concepts. This
involves the grounding of word meanings in various concepts with a hierarchical
structure, as well as grammar learning. Because this information is not explic-
itly included in the teaching utterance, a criterion to determine the connection
is necessary in the learning algorithm. To this end, the automatic estimation of
the connection that uses mutual information between words and concepts is pro-
posed. From this, the connection between words and concepts can be learned to
allow inference of the correspondence object, motion, person, and place concepts
of each word. Thus, the order of concepts in teaching utterances can be learned
using a simple Markov model that corresponds to grammar. Therefore, language
understanding and language generation by robots can be realized.
Furthermore, actual communication is dicult to achieve without considering
context, such as background knowledge and surrounding circumstances. In other
words, it is necessary to use the various concepts learned and consider the context
for more exible understanding. In chapter 5, a method to determine appropriate
actions by integrating various concepts and contexts is proposed. For example,
assume that a robot knows that when a person is watching TV on a sofa, he/she
usually eats snacks and drinks tea. An appropriate action can be made by the
robot using the context \A person is watching TV and drinking tea on the sofa,"
even if speech recognition errors occur when the person orders \Bring me a snack"
to the robot. In chapter 6, the summary and future work of this study is described.
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概要
近年，ロボットと人の共存を目指すための研究が盛んに行われている．現状の
ロボット技術において，様々なロボットが開発されているが，限られた環境で特
定のタスクを実行するものが殆どであり，タスクに必要な行動や入力パターンに
対する応答などを人が全て事前に与えなければならない．ロボットが人と自然に
暮らすためには，人の言葉を理解する必要があり，その言葉の背後にある潜在的
な意味を解釈して行動しなければならない．また，コミュニケーションのために，
ロボット自身の意図を言語として創出することが望まれる．旧来の人工知能の研
究では，単語を単なる記号として扱い，その記号で閉じた世界の中で言語を理解
する努力を続けてきた．自然言語処理・理解は，この流れを強く受けている．こ
れに対して近年のロボティクス・人工知能研究では，いわゆる記号接地問題を基
本として，言語の本質的な意味を扱い始めているが，未だに言語の理解や生成の
本質的な解決には遠く及ばない．本論文では，ロボットが経験によって得るマル
チモーダル情報に基づいて多様な概念を形成し，この概念を基盤とした言語理解・
生成を考えることでこの問題を解決する新たな方向性を示す．ここで，概念とは
マルチモーダルな情報を分類して形成される「カテゴリ」であり，この概念を通
して様々な予測をすることが「理解」であると定義する．さらに言語は，こうし
た概念と結び付いた音韻ラベルであり，人との自然なインタラクションの中で獲
得することが可能である．つまり本論文で提案するモデルは，ロボットが日常の
活動によって得ることのできる情報を基盤に概念を形成し，音韻ラベルとの結び
付きや語の順番を意味する文法をボトムアップに獲得することで，言語の意味理
解や生成を実現するものである．
これまで，マルチモーダル情報を用いた物体のカテゴリ分類手法は中村らによっ
て提案されており，実際に，ロボットが経験することによって得た情報をカテゴ
リ分類することで，人間の感覚に近い物体概念の形成が可能であることを示して
いる．また，形成された概念を利用して未観測情報を予測することができ，ロボッ
トによる物体の理解が前述の定義の範囲で可能であると言える．しかし，より人
間のように柔軟な理解をロボットで実現するためには，物体概念の獲得だけでは
不十分であることは明らかである．なぜなら，ほとんどの物体はそれを使う人や
使う人の動き，使われる場所などが関連しており，これらの情報を予測できない
限りその物体を理解したとは言えないためである．つまり，物体概念のみならず
人の動き概念や場所概念など多様な概念を学習すると同時に，それらの関係性を
獲得する必要がある．このような多様な概念の獲得は，マルチモーダル情報の階
層的カテゴリ分類へと発展させることで実現することで可能であり，最終的には
これがロボットによる「事物の真の理解の計算モデル」となることを明らかにす
る．これが本論文のゴールである．
本論文ではまず，第 2章でロボットが家庭環境で作業することを考慮し，これま
で著者が開発したヒューマノイドによる掃除タスクを一例として取り上げる．掃
除タスクを行うために，「掃除」を定義する必要があり，その定義に従ったタスク
の実現に必要な視覚認識システムやタスクの制御などを実装する．これによって
定義範囲内の物体認識や把持行動などを実現することができるが，未知な環境に
対して柔軟にタスクを行うことができない．この結果を踏まえて，「掃除」の本質
的な意味を考察する．例えば，「掃除機をかける」という行動は掃除機を持って細
かいごみの上で動かすことであると考え，「掃除機」という物体概念，「何かの上で
動かす」という動き概念の相互関係から形成される概念であると考えることがで
きる．すなわち，「掃除」とは多様な概念の階層的な相互依存関係から構成される
概念であると考える．こうした多様な概念の形成とそれらの階層的な構造の構築
がロボットの知識として重要である．
第 2章での議論に基づき第 3章では，ロボットの確率的知識表現のためのマル
チモーダル情報の階層的カテゴリ分類手法を提案する．提案手法は，マルチモー
ダル潜在的ディリクレ配分法（Multimodal Latent Dirichlet Allocation：MLDA）
を階層化した多層マルチモーダル潜在的ディリクレ配分法（multilayered MLDA：
mMLDA）である．下層のMLDAでは下位概念である，物体，動き，場所，人物
の概念がそれぞれ形成され，上層のMLDAではこれらの概念を統合する上位概念
が形成される．このモデルを用いることで例えば，下位概念としてジュースとい
う物体概念や物を口に運ぶという動き概念，ダイニングという場所概念などが形
成される．上位層ではこれらの関係性が学習され，「飲む」という行動概念が形成
される．これにより，ジュースを見ることでそれを口に運ぶ「飲む」という行動
や，その「飲む」という行動が「ダイニング」という場所で行なわれやすいといっ
た未観測情報の予測を行うことが可能となる．
第 4章では，形成された多様な概念を利用し，同時に語意や文法を獲得するこ
とで，観測したシーンを文章で表現する手法を検討する．ここで扱う問題は，階
層的な概念における語意の獲得であり，どの階層のどの概念にどの単語が結び付
くかという問題を解く必要がある．本論文では，単語と概念間の相互情報量を用
いることで，どの単語が本来どの概念に結び付いているのかを自動的に推定する
手法を提案する．これにより単語と概念の結び付きを学習することが可能であり，
各単語に対応する，物体，場所や人などといった概念クラスの推定が可能である．
従って，教示発話における概念クラスの生起順を学習することで，概念クラスの
遷移確率という形で表現される確率文法を学習することができる．これによって，
ロボットによる言語の意味理解や生成を実現することが可能となる．
一方，実際のコミュニケーションは，背景知識や周辺の状況などといった文脈
を考慮しなければ成立しない．つまり，事物に対する理解をより柔軟に行うため
には，学んできた多様な概念を活用した上で，様々な文脈を考慮する必要がある．
第 5章では，ロボットが人と生活する上で，様々な文脈においてどのように行動決
定するかを議論する．つまり，獲得した多様な概念と文脈と統合することで，適
切な行動を決定する手法を提案する．これにより例えば，人が普段ソファーでテ
レビを見ているときに，お菓子を食べながらお茶を飲んでいるということを知っ
ていれば，人が「お菓子を持ってきて」と命令した際の音声認識に誤りが生じた
としても，そのときに「ソファーでテレビを見ていてお茶を飲んでいる」という
文脈を用いることで，ロボットが適切に判断をして正しい行動をとることができ
る可能性がある．第 6章では，本論文のまとめと今後の課題について述べる．
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第1章 序論
1.1 はじめに
本来ロボットの役割は，人間の代わりに何らかの作業を行うことである．この役
割が追及された究極の形が産業用ロボットであろう．こうしたロボットは，ティー
チングプレイバック方式で動作するのが通常であり，全ての動作や入力パターン
に対する応答が全て事前に準備される必要がある．近年ではロボットが我々の身
の回りに進出しており，その代表格が掃除用ロボットである．掃除用ロボットは，
業務用のものもあれば，Roomba [1]に代表される家庭用も存在する．しかし依然
としてこれらのロボットは，制限された環境において決められた掃除タスクを上
手にこなすことができるものの，それ以外の環境やタスクなどに対応することは
困難である．
一方で，人や動物に近い形や機能を持つロボットも盛んに研究開発されている．
例えば，SONYのAIBO（Articial Intelligence Robot）[2]が代表的なペットロボッ
トであり，今でも一部には根強い人気があると言われている．しかし当時，発売後の
数週間で多くのユーザが飽きてしまったという報告もある．これは，犬のような賢
い振る舞いが実は決められた行動であって，多くのユーザがこれに気付いてしまっ
たためであると考えられる．またパロ [3]のようなセラピーロボットも注目されてい
るが，基本的には決められた振る舞いしか行うことができない．ヒューマノイドロ
ボットとしては，HONDAのASIMO（Advanced Step in Innovative Mobility）[4]
やTOYOTAのTPR（Toyota Partner Robots）[5]が有名である．ASIMOは，走っ
たり，階段を登ったり，踊ったりすることができる．またTPRは，トランペット
を吹いたり，ドラムを叩いたりすることができる．さらにここ数年は，災害現場で
活躍するヒューマノイドロボットが注目されており，DARPA（Defense Advanced
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Research Projects Agency）ロボティクスチャレンジ [6]での，ボストンダイナミ
クス社 Atlasの活躍は記憶に新しい．しかしながら，現状 DARPAロボティクス
チャレンジで活躍しているロボットは遠隔操作されており，そうした未知の環境
で自律的にタスクをこなすことは困難である．このような非常に高度で複雑な身
体をもったロボットでさえ，人間のように柔軟に物事に対処することは非常に難
しいのが現状である．
1.1.1 RoboCup@Homeにおけるタスク
「ロボットが未知の環境で，どれだけ柔軟に我々の身近なタスクをこなせるか？」と
いう視点での取り組みとしては，RoboCup@Home [7]が存在する．Robocup@Home
は特に家庭内タスクをテーマとし，会場に設営された未知の家庭環境でロボット
が家庭内タスクを実行し，その成功度を点数として競うプロジェクトである．そ
こでは，人から飲み物の注文を受けてその人に届けるというタスクや，部屋内に
雑多に置かれた物を片付けるタスクなどがある．RoboCup@Homeにおける現状の
マイルストーン的課題は，GPSR（General Purpose Service Robot）と呼ばれるタ
スクである．これは，コンピュータがランダムに生成した命令文を人がロボット
に命令し，その命令がどれだけロボットによって実行されるかを競う．このタス
クには言語理解が必要であり，当然のことながらこれを完璧にこなすことのでき
るロボットは今のところ存在しない．
実際著者は，Robocup@Homeに参加し競技のためのタスクの開発に携わった．
開発したタスクの一例として，ヒューマノイドロボットによる掃除タスクがある．
掃除タスクを行うためにまず，「掃除」を定義する必要があった．そこで著者は掃
除タスクとは，「掃除の対象となる卓上を，ロボットが初めて記憶した状態に戻す
こと」と定義することとした．この定義に従ってタスクを達成するため，物体認
識システムを開発しプランニングに必要な行動を予め用意する必要があった．こ
のタスクでは，卓上という限定された環境において定義範囲内の行動を実行する
ことで掃除タスクを行うことができる．しかし，明らかにこれは作り込みであり，
「柔軟にタスクをこなせるか？」という問いに答えてはいない．
以上のように，これまで開発されてきたロボットはある決められた環境で事前
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にプログラムされたタスクを実行することには長けている．こうした決められた
ことを正確に行うための仕組みは，データベースに記述されたルールとのマッチ
ングに基づく認識である．しかしこれは，人間が日々行っている柔軟な認識（知
能）からは程遠いと感じる．人間のような柔軟に考え行動するロボットを実現す
るために，このような認識システムは不十分であり，人間のように柔軟に物事を
理解するシステムが必要であると考える．そこで本論文では，事物を真の意味で
理解することのできるロボットの実現について議論する．そのためにロボットは
概念を獲得し，その概念に基づいて様々なことを認識・理解する仕組みが必要な
のではないかと考える．本章ではまず，人間における理解から始め，その議論に
基づきロボットの知能の構成を試みる．
1.1.2 人間における理解
「人間がどのように物事を理解しているのか？」という問いに対して，人間の知
性という文脈で古くから研究がなされている．例えば，1689年に出版された「人
間悟性論」[8]において Lockeは，人間の知性がどのような対象を扱うのに適して
いるのか，またはいないのかを明らかにしようとした．Lockeの主張の一つは，観
念が発生する以前の心の状態は白紙であり，これをタブラ・ラサと呼ぶ．タブラ・
ラサの考え方は，生得的な能力を否定するものであり，観念自体が複雑であって
も全て経験に由来するものとして考えることになる．つまり，外界より入力され
た知覚情報とそれへの心理的作用により観念が発生しており，それが知性に貢献
することになる．現代の認知・発達心理学の知見は，タブラ・ラサの考え方に否定
的であるが，生後の経験によってボトムアップに知性が発達していくという様相
は，本論文の基本的な姿勢に通ずるものである．また Lockeは，観念には単純観
念とそれらを組合せた複合観念があるとしている．さらには観念の記憶として言
語があり，言語を観念の典型的または抽象的な形態として使用させる手段と考え
る．本論文では，概念とその複雑な関係性を表現する概念構造が知性にとって重
要であるという基本的な理念に基づいて議論を進めて行くが，これはまさにLocke
の思想に関連している．「人間が思考するとき、知性の対象となるもの」を Locke
は「観念（idea）」と呼び，これが本論文で定義する概念と全く等価であるわけで
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はないが，これらが類似していることは明らかであろう．また，単純観念とそれ
らを組み合わせた複合観念の重要性は，本論文のこれからの議論に重要な示唆を
与えている．
文献 [9]によると，概念は人の精神生活やコミュニケーションの基本となる．多
くの認知科学者は概念がメンタルな表現であり，全体から選択されるカテゴリと
なっていることを認めている．また文献 [10]では，日常生活において人間のカテ
ゴリ分類が重要な役割を果たすことが報告されている．人間はカテゴリを形成す
ることで，経験した物事を全て参照することなく，必要最小限の認知的処理によっ
てより多くの情報を得ることができる [11]．このカテゴリには，単純なカテゴリ
やそれらを組合せた複雑なカテゴリが存在し，それらは階層的な構造を持つ．階
層的に分類されたカテゴリを利用することで，未知な事物に対する推論が可能と
なり，行動決定や問題解決に大きく貢献する [12,13]．さらに，人間の言語獲得を
説明する理論として，「制約論」[14]がMarkmanによって提案される．この理論の
重要な点は，概念化された事物に言語（単語）を結び付けることで，言語獲得の
仕組みが説明できることである．また，獲得した言語と多様な概念を利用するこ
とで，人はある事物を言葉として表現することができる．
1.1.3 人工知能における理解
人工知能の分野においては長い間，人間の知能を計算機が扱うことのできる記
号の操作としてモデル化してきた．このモデルでは，入力する信号やそれを処理
する能力は全て記号で表現され，数学的・論理的に記述される．このような人工
知能は，Symbolic AI（Articial Intelligent）とも呼ばれ，成功した一例として有
名なのは，IBMのDeep Blueである．Deep Blueは，チェスの世界チャンピオン
Kasparovに勝つことができた．チェスのようなゲームの世界は記号表現が可能で
あるため，計算機の能力が人間を凌駕する一方で，実世界の人間の活動の場は必
ずしも記号で表現できる訳ではなく，こうした人工知能が人間以上に機能するの
は現状では難しい．これは人工知能における基本問題であり，記号接地問題と呼
ばれる．
記号接地問題はHarnardが取り上げた問題であり，「記号がどのように実世界と
4
5 第 1 章 序論
1.1. はじめに
結び付いているか？」を問う問題である．Harnardは，ある系が操作する記号が単
に形式的なものではなく意味のある記号であるためには，記号の対象が存在して
いる実世界に，記号が接地されている必要があると主張した [15]．しかしこの問
題に対して，Harnardは具体的な解決方法を提案したわけではない．一方，記号
を意味付けするアプローチとしては，オントロジーや意味ネットワークなどがあ
る [16,17]．これらのモデルは，記号（単語）と別の記号の関係を表現するモデル
となっている．つまり言い換えればこれらのモデルは，言葉（単語）を別の言葉
で説明するものとなる．そのため本質的にはこれらの手法も，記号接地問題の解
決になっていない．また，オントロジーや意味ネットワークは人が設計する必要
があるという点において大きな問題を抱えることになる．
この問題をどのようにすれば解決できるかについて，上述の人間における理解
という観点から考えてみたい．例えば，「りんご」という言葉の意味を理解するた
めに，人は実世界に存在する対象としての「りんご」を自分の目で見たり手で触っ
たり，時には嗅覚や味覚を使って得ることのできる知覚情報から「りんご」とい
う概念を形成する．そしてこの概念と音韻列である「りんご」とを結び付けるこ
とで初めて，「りんご」という言葉の意味を理解することができる．このように本
論文では，実世界に存在する対象を感覚情報を通して概念化し，形成された概念
と音韻列を結び付けることで記号接地問題を解決することを考える．これはつま
り，ロボットが自身の身体性によって得る経験を通して概念を形成し，その概念
と言語を結び付けることで言語の意味を理解する仕組みである．また，こうした
概念構造はあくまでもボトムアップに教師なしで形成されるものであり，設計者
が設計するのではないことが重要である．
1.1.4 マルチモーダル情報の階層的カテゴリ分類による事物の理解
これまでの先行研究で，上述のような議論に基づき，マルチモーダル情報を用
いた物体のカテゴリ分類手法が提案されている [18]．マルチモーダル情報は，ロ
ボットが自身の身体を用いて実際に物体を見て，掴んで振ることで得られる視覚，
触覚及び聴覚情報である．これらの情報をロボットが自律的にカテゴリ分類する
ことで，人間の感覚に近い物体カテゴリを生成できることが示されている．ここ
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start
end
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図 1.1: 多様な概念の獲得と言語理解
での重要なポイントは，学習された物体カテゴリをベースとした未観測情報の予
測であり，これがロボットによる理解につながることである．本論文では，ロボッ
トが教師なしでマルチモーダル情報をカテゴリ分類することによって形成される
カテゴリを概念と呼ぶ．また，先行研究で形成される物体に関するカテゴリを「物
体概念」と呼ぶ．
しかし，より人間の様な理解をロボットで実現するためには，物体概念の獲得
だけでは不十分であることは明らかである．なぜなら，ほとんどの物体は，それ
6
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を使う人や使う人の動き，使われる場所などが関連しており，これらの情報を予
測できない限り，その物体を理解したとは言えないためである．つまり，物体概
念のみならず人の動き概念や場所概念など多様な概念を学習すると同時に，それ
らの関係性を獲得する必要がある．このような多様な概念の獲得は，先行研究の
知見である単一概念の形成を基盤として，マルチモーダル情報の階層的カテゴリ
分類へと発展させることで実現する．最終的には，これがロボットによる事物の
真の理解の計算モデルとなることを明らかにしたい．
本論文では，多様な概念をそれぞれ獲得すると同時に，それらの関係性を表す
より高いレベルの概念を形成することを考える．本論文で中心となるアイディア
を模式図にしたものが，図 1.1である．この図では，日常生活を経験してきたロ
ボットが，「40代の男性（人物概念）」，「何かを動かす（動き概念）」，「聴診器（物
体概念）」，「病院（場所概念）」という 4つの下位概念を使って発話を理解する様
子を示している．さらにこれらの概念が統合されることで，より高いレベルの概
念である「医者」（統合概念で，この場合「仕事」を意味する）という概念が形成
される．この図において重要なのは，様々なレベルでの推論（予測）が可能であ
るということである．上記の例においてロボットは，与えられた「聴診器」の視
覚的な情報から，「何かを動かす」という動きや「病院」という場所などを想起す
ることができる．勿論，動きや場所など別の情報からの推論も可能である．また，
上位概念の形成過程が下位概念の形成，つまりは物体や動きのカテゴリ分類に影
響を及ぼすことは注目に値するであろう．例えば，テクスチャが似たような「聴
診器」の形をしている物体（ロープなど）は，「聴診器」と同じカテゴリに分類さ
れる可能性があるが，この物体が「病院」という場所で使用される場合，統合概
念である「医者」が下位層の分類に影響することで，「聴診器」（物体概念）といっ
た単一の物体概念を形成することに寄与する．一方で，物体が異なる場所や動き
などに関係する場合，見た目の異なる物体であっても同じカテゴリに分類される
可能性がある．
さらに本論文では，マルチモーダル情報の分類により形成された階層的概念を
用いて語意の獲得手法を提案する．先行研究において，入力されたマルチモーダ
ル情報に対応する単語や，単語が指す概念の推論の可能性が示されている．しか
7
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(a) (b)
Speech recognition errors in noisy environments Prediction from human’s habit
Bring me c䞉䞉䞉ps
Which one ?
chips drinks
She usually drinks tea 
after eating chips.
I should bring this !
図 1.2: 文脈を考慮したロボットの行動決定
しここで扱っている問題は，階層的な概念における語意の獲得であり，どの階層の
どの概念にどの単語が結び付くかという問題を解く必要があり，この問題は，先
行研究では実現されていない．本論文では，単語と概念間の相互情報量を用いる
ことで，どの単語が本来どの概念に結び付いているのかを自動的に推定する手法
を提案する．これによって，図 1.1に示すように，「医者は病院で聴診器をあてる」
という教示発話より，「医者」（統合概念），「聴診器」（物体概念），「病院」（場所概
念），「あてる」（動き概念），といった対応関係が学習される．さらには，教示発
話における概念の生起順を学習することで，概念の遷移確率という形で表現され
る確率文法を学習することができる．本論文では，このように獲得した文法と概
念に結び付いた単語を用いて，ロボットが観測したマルチモーダル情報から文章
を生成することを考える．
1.1.5 文脈の統合によるロボットの行動決定手法
一方，実際のコミュニケーションでは，背景知識や周辺の状況などといった文脈
を考慮しなければ成立しない．つまり，事物に対する理解をより柔軟に行うため
には，学んできた多様な概念を活用した上で，様々な文脈を考慮する必要がある．
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そこで本論文ではさらに，様々な文脈を統合することで，適切な行動を決定する
手法を提案する．一般に，ロボットは人間の命令に応じて行動する．人間の命令
は一つの行動に対して様々であり，適切な行動を行うためには，適切に命令を解
釈しなければならない．また音声命令では，音声認識誤りが生じる可能性を考慮
する必要がある（図 1.2（a））．ロボットが命令を正しく解釈するための手がかり
として，命令を受けた際の文脈が考えられる．例えば，人が普段ソファーでテレ
ビを見ているときに，お菓子を食べながらお茶を飲んでいるということを知って
いれば，人が「お菓子を持ってきて」と命令した際の音声認識に誤りが生じたと
しても，そのときに「ソファーでテレビを見ていてお茶を飲んでいる」という文
脈を用いることで，ロボットが適切に判断をして正しい行動をとることができる
可能性がある．また，人が日々行っている行動をロボットが学習できれば，人か
らの命令がなくても，人の次の行動を予測し，適切なサービスの提供が実現でき
ると考えられる（図 1.2（b））．
1.1.6 関連研究
関連研究としては，センサ情報に基づいた物体のカテゴリ分類に関する研究が
挙げられる [19{24]．また，人間の動きのモデル化についても多くの研究がなされ
ている [25{27]．本論文では，知覚情報の分類が主眼であり，その点においては上
記の研究とは同様の方向性であると言える．しかし，本論文で提案するモデルで
は複数の概念（特に動き概念と物体概念）とそれらの関係性を同時に学習するこ
とを目的としているという点で，上記の研究とは大きく異なる．従って提案モデ
ルでは，概念間の推論が可能であるのに対し，これらの研究ではそうした点につ
いては考慮されていない．
一方で尾形らは，Parametric Biasを用いたRecurrent Neural Network（RNNPB）
を用いることで，異なるモダリティ間の情報をマッピングすることのできる手法
を提案している [28]．このシステムは，物体の動きによって生成される音を表現
する運動をロボットが生成できるように学習することが可能である．従って論文
の目的は，ロボットが異なる種類のセンサからの信号間のマッピングを学習する
モデルを，RNNPBによって構築することである．このモデルを用いることで，ロ
9
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ボットは音から関連する動作を生成することができるようになり，これは本論文
の目的と非常に関連している．しかしながら，[28] ではカテゴリ（概念）と，そ
れらの相互依存関係を明示的に扱っているわけではなく，複数の概念を統合する
ことにより獲得される上位の概念といったことも考慮していない点で，本論文の
提案するモデルとは大きく異なると言える．また RNNPBは，スケーラビリティ
に問題がある可能性がある．実際，文献 [28] では，5つの物体で実験を行ってい
るのみであり，物体数などが大幅に増えた際にモデルが実際に機能するかどうか
は必ずしも明らかではない．
さらに文献 [29,30] では，感覚運動マッピングとしてのアフォーダンス学習を提
案している．この論文では，ベイジアンネットワークを用いて物体・動作・効果
の関係性をモデル化している．しかし，提案されているモデルの構造は非常にシ
ンプルであるため，本論文で扱う複雑な概念構造を表現するのは困難である．ま
た，扱う動作は固定されており，ロボットが新規な動きの概念を学ぶことができ
ないという問題もある．これは，与えられた概念間の関係性のみを学習している
ことに相当していると言える．これに対して本論文では，センサ入力から動きや
物体の概念を獲得すると同時に，それら概念間の関係性も同時に学習する枠組み
となっている．
コンピュータビジョンの分野では，human-object interaction（HOI）なる考え
方が提案されている [31,32]．これは，人間の動作の認識には使用されている物体
が何かということが手掛かりとなると同時に，物体を認識する際に人間の動作や
姿勢が重要になるという考え方である．つまり，HOIをモデルに組み込むことで，
物体検出および人の姿勢推定の性能を大幅に向上させることができる．しかしこ
れらの研究は，教師あり学習であり，本論文で扱う教師なしの学習問題とは大き
く方向性が異なる．
また，シーンからの文生成は，文献 [26,33]で提案されている．人の運動のモデ
ル化と，運動からの文生成が文献 [26]で提案されているが，物体と動きなどの関
係性は考えられていない．文献 [33]では，コーパスを用いた視覚情報からの文生
成の枠組みが提案されているが，文の構造が単純である．また，動画中の人の動
作を説明する文を生成する研究 [34]や，動画に映る調理の動作を説明する文を生
10
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成する研究 [35]なども存在する．しかしこれらの研究では，視覚情報のみから文
生成を行っており，マルチモーダル情報を扱っていない．これらの研究に対して
本論文では，多様な概念の形成と統合，言語の学習及び構造が単純でない文生成
を扱い，こうしたことがロボットによって教師なしで学習されるという点で大き
く異なると言える．
1.1.7 本論文の構成
本論文の構成は以下の通りである．
2章： ロボットが人と共存するにあたって，人の言葉を理解しその言葉の背後に
ある潜在的な意味を解釈して行動する必要がある．ロボットの行動（タス
ク）は単純なものから複雑なものまで様々であり，これらをこなすための知
能（知識）が必要であると考える．2章ではロボットが家庭環境で活動する
ことを前提として，掃除タスクを例に取り上げて概念や言語理解の必要性に
について議論する．実際著者は，RoboCup@Homeに参加し競技におけるタ
スクを実現するために，ヒューマノイドロボットによる掃除タスクを実装し
た．タスク実装のためにまず掃除タスクを定義し，その定義に従った掃除タ
スクを実現するためのハードウェア，視覚認識システムやプランニングなど
について述べる．さらに掃除タスクの実装によって，実現できたことや実現
できなかったことを通して，ロボットのタスクと概念及び言語理解との関係
性について議論する．
3章： 2章においてロボットがタスクを行うためには，知識が必要でありその知識
を自律的に獲得することが重要であることを議論した．3章ではまず，ロボッ
トのタスクに最も必要とされる知識である動作概念の獲得手法について述べ
る．提案手法は，先行研究より提案されたマルチモーダル潜在的ディリクレ
配分法（Multimodal Latent Dirichlet Allocation：MLDA）を多層化した多
層MLDA（multilayered Multimodal Latent Dirichlet Allocation：mMLDA）
である．mMLDAによって，ロボットのタスクに必要な知識である物体や動
き概念と，それらの関係を表現する動作概念の獲得を同時に行うことが可能
11
12 第 1 章 序論
1.1. はじめに
であることを示す．さらに，獲得した概念を利用することで，未観測情報や
概念間など様々な予測が可能であることを実験通して示す．
4章： 3章において提案したモデルでは，物体と動きに対する理解を実現するこ
とができるが，より柔軟に理解を行うためには物体や動きの概念だけでは不
十分であり，例えば場所や人物など多様な概念を獲得する必要がある．また，
獲得した多様な概念の意味をどのように言葉として表現するのかを考える必
要がある．4章では，このような問題を解決するために，mMLDAを物体，
動き，場所，人物概念とそれらの関係性を表現する統合概念へ拡張し，獲得
した階層的な概念に単語の結び付けを自動的に行う手法を提案する．さらに
獲得した語意と教示発話を用いることで，教示文に含まれる概念クラスの生
起順を計算し，文法の学習を行う．最終的には多様な概念，語意及び文法を
用いて，観測したシーンを文章として表現する手法を提案し，実験を通して
提案手法の有効性を示す．
5章： 4章において，多様な概念を獲得可能なモデルについて議論し，これが事
物の理解において重要な役割を果たすことを明らかにした．しかし，ロボッ
トが人を相手にしてタスク（サービス）を行うために，背景知識や周辺の状
況などといった文脈を考慮しなければ，これを適切に行うことができない．
5章では，ロボットが人と生活する上で，様々な文脈においてどのように行
動決定するかを議論する．これはmMLDAのさらなる応用として，人の言語
命令のみならず，人の習慣（現在の動作と次の動作と動作する際に関係する
物体や場所など）を手がかりにサービスするロボットの実現を目指したもの
である．5章では，シミュレーション実験を通して提案手法の有効性を示す．
6章： 本論文のまとめと今後の課題について述べる．
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語理解
2.1 はじめに
ロボットが人と自然に暮らすためには，人の言葉を理解する必要があり，その
言葉の意味を解釈して行動しなければならない．前章において述べた，人のよう
に理解をするロボットは，人と活動する際に得た経験をもとに多様な概念を獲得
し，獲得した概念を利用することで，事物に対する様々な予測を行う．また，概
念と言葉を結び付けることで，言語の理解が可能となる．
一方で，近年ロボット技術が進歩しており，ロボットが様々な場面・用途に利
用されるようになってきた．中でも我々の身近に存在するロボットとして，掃除
ロボットの普及が目覚ましい．特に iRobot社の Roomba [1]が，最も成功してい
ると言える．こうしたロボットの知能とはどのようなものであろうか？明らかに
Roombaは，概念や言語理解の仕組みを持っていない．そのようなロボットが大き
な成功を収めているということは，概念や言語理解がロボットには求められてい
ないことを意味しているのであろうか？
実際Roombaは，Brooksの Subsumption Architecture（SA）[36]をベースに作
られている．SA理論では，複雑な知的振る舞い（システム）を多数の単純なシス
テムに分割し，それらの階層構造を構築する．各層（システム）は，それぞれ独自
の入出力が存在し，他の層とは独立に環境と相互作用ができるように作られてい
る．また，システムを構成する各層において，低次の層は高次の層に依存せずに並
列的に作動できる．これにより，環境の状況に応じた行動が実現される．Brooks
の考え方では，最初にあるのは行動であって，この行動と外界との相互作用から
知性が生まれる．単純なタスクにおいて，SA理論で構築されたロボットは環境の
13
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変化に対してロバストにタスクを行うことができるが，人間が日々行っているよ
うな複雑なタスクにおいては，このような知能だけでは不十分であろう．特に，人
の言葉（命令）を解釈し動作するようなタスクにおいては，人間の言葉を理解し
なければ実現不可能である．逆にRoombaは，非常に単純なタスクをロバストに
実行することを目的に設計されており，そのロバストさこそが一般に受け入れら
れている理由であると言える．
しかし，ロボットに求められるのは単純なタスクをこなすことだけではない．例え
ば，家庭において求められるタスクに競技形式で取り組む RoboCup@Home [7] で
は，GPSR（General Purpose Service Robot）と呼ばれるタスクが存在する．GPSR
はランダムに生成された言語命令に対して，ロボットがどれだけ適切に行動でき
るかを競う．このタスクでは，ロボットによる命令の解釈（言語理解）が必要で
あり，未だこれを完璧にこなすロボットは存在しない．また掃除タスクだけを考
えてみても，実際には難しい問題が多く存在する．
そこで本章では，ロボットが家庭環境で動作することを前提として，掃除タスク
を例として概念や言語理解の必要性に関する議論を進める．実際著者は，RoboCup
@Homeにおけるタスクを実現するために，ヒューマノイドロボットによる掃除タ
スクを実装した．ここではまず実装のために掃除タスクを定義し，その定義に従っ
た掃除タスク実現のためのハードウェア，画像認識技術，タスク制御について述
べる．そして，その実装によって実現できたことや実現できなかったことを通し
て，タスクと概念・言語理解との関係性について考察する．
2.2 掃除タスクの概要
ここでは，著者が RoboCup@Homeのタスクとして掃除ロボットを実装した例
について述べる．タスクを実装するためには，その定義が必要であり，著者は次
のように「掃除」を定義することから始めた．本章における「掃除」とは，「対象
となる机の上を，きれいな状態（ロボットが最初に見た状態）に戻すことである」
と定義する．ここでは対象となる卓上に存在する物体に対して，ロボットが知ら
なければ（未知物体）「ごみ」と定義する．一方，既知物体はごみでないとし，こ
14
15 第 2 章 ロボットのタスクと概念・言語理解
2.2. 掃除タスクの概要
Learning Phase
cup
PositionLabel
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table
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( )x y z2, 2, 2
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Image
Cleaning Phase
Task Finish TaskExecution
known object
ungraspable object
unknown
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- PET
- unburnable
material :
図 2.1: 掃除タスクの概要図．上部は学習フェーズを示しており，掃除タスクの対
象である卓上のきれいな状態を記憶する．下部は掃除タスクのメインであり，卓
上の認識と物体操作（物体把持及び掃除機による細かい物体の掃除）を含む
こではこれを「商品」と呼び，掃除する際に元の位置に戻す必要があるとする．タ
スク完了時に，ごみとなる物体はごみ箱に捨てられ，商品となる物体は卓上のも
との位置に置かれていることになる．
卓上の物体は，ロボットの把持能力に応じて，把持可能な物体と把持不可能な
物体に区別することができる．把持不可能な物体はさらに，細かい物体と大きい
物体に分けることができる．細かい物体とは，高さの低い物体であり，平面検出
に基づく手法だけでは検出が困難である．通常この物体は，砂糖や粉などのよう
15
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に軽くて細かいため，机の上の細かい物体のほとんどはごみとして考えることが
できる．また，細かい物体は軽いため掃除機で吸い取ることが可能である．一方
で，電気ポットやコーヒーメーカーなど大きい物体は，平面検出で位置特定が可
能であるが，重いため把持できない．通常，大きい物体は商品として分類される．
把持可能な物体に対して，把持可能なごみはごみ箱に捨て，把持可能な商品は適
切な位置に置く．
掃除タスクの概要を，図 2.1に示す．図 2.1中の掃除タスクには，学習フェーズ
とタスク実行フェーズが含まれる．学習フェーズでは，机の上のきれいな状態を
学習する．まず卓上の色と材質を学習し，机の上にあるべき商品を認識し，その
位置を記憶する．タスク実行フェーズには，卓上の物体検出と物体認識が含まれ
ている．把持可能な物体は適切な位置に運び，把持不可能な物体を掃除機で吸う．
掃除タスクを行うための要素技術として，ロボットの移動，物体操作と認識が
必要である．ロボットの移動は，レーザーレンジファインダ（LRF：Laser Range
Finder）を用いた自己位置推定と地図作成（SLAM：Simultaneous Localization and
Mapping）により行う．視覚センサ [37]より取得した3次元情報を用いて，Rapidly-
exploring Random Tree（RRT）[38]に基づいたパスプランニングで物体を操作す
る．ロボットによる認識は，視覚センサより取得できる色，テクスチャ，3次元情
報と近赤外線反射強度を利用した視覚認識システムを構築することで実現する．視
覚認識システムは物体検出，物体認識，材質認識からなり，詳細は次節で述べる．
2.3 ロボットプラットフォームと視覚処理システム
本節では，タスク実現に用いたロボットプラットフォームと視覚処理システム
について述べる．これは，後の節でも用いられるシステムであり今後の議論の前
提となるためである．特に視覚情報としてどのようなものが得られるかは，タス
クを実現する上でも非常に重要である．
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図 2.2: ロボット，視覚センサ及びハンディ掃除機
2.3.1 ロボットプラットフォーム
ここでは，図 2.2に示すロボットプラットフォームを利用する．このロボットは
全方位台車をベースとしており，LRFを用いた自己位置推定と地図作成を行うこ
とができる．自律移動には，RRT [38]に基づいたパスプランニングが用いられる．
ロボットの左右にそれぞれ 6自由度アーム，6自由度のハンドが含まれる．把持の
際のプランニングに関しては，移動のパスプランニングと同様な手法を用いてお
り，これによってロボットが衝突を避け，物体を把持することが可能となる．さら
にハンディ掃除機が設置され，そのホースを手に持たせることで卓上のごみを掃
除する．この際，片方の手は物を掴むことができるため，缶などのごみは把持し
てごみ箱に捨てることができる．また，掃除機にはXBee無線モジュールが取り付
けられており，ロボットが自ら電源をオン/オフすることができる．頭部には，2
自由度のパンチルト台の上に視覚センサ（詳細は 2.3.3を参照されたい）が搭載さ
れている．
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2.3.2 視覚認識システム
掃除タスクを実現するに当たって必要となる視覚処理は，（1）物体検出，（2）物
体認識，（3）材質認識，である．一般に，複雑な環境における（1）は簡単なタスク
ではない．本論文では（1）において，（a）動きアテンションによる物体検出，（b）
平面検出による物体検出，（c）アクティブ探索による物体検出 [39]，（d）把持でき
ないごみの検出，を用いる．（a）は複雑なシーンにおける新規物体の学習に用いる
ことが可能であるが，机の上の物体に対しては（b）と（c）が望ましい．また，（b）
と（c）を相補的に利用することでよりロバストな物体検出システムが実現できる．
2.3.3 視覚センサ
本章では，文献 [37]で提案された 3次元センサを用いる．3次元センサは図 2.2
に示すように，赤外線TOF（Time Of Flight）カメラと 2台のCCDカメラから構
成される．TOFカメラと CCDカメラのキャリブレーションを行うことで，高速
かつ高精度に色情報と 3次元情報を取得することができる．さらに，TOFカメラ
より距離情報の信頼度を測定するために使用される近赤外線反射強度を取得する
ことも可能である．従って，3次元センサより色，テクスチャ，3次元情報，近赤
外線反射強度が得られる．これらの情報を用いて，物体認識，材質認識，物体検
出システムを構築する．
2.3.4 複数特徴量を用いた3次元物体認識
本節で用いる物体認識手法の概要図を図 2.3に示す．物体認識において，物体学
習フェーズと物体認識フェーズに分けることができる．学習フェーズでは，対象
物体を複数の視点から観測し，各観測データに対してそれぞれの特徴量を計算し
それらをデータベースとして保持する．認識フェーズでは，同様に物体を抽出し，
その領域内の特徴量とデータベースを比較することで物体を認識する．この際重
要なのは，複数の特徴量をどのように統合するかという問題である．本節では，環
境の変化やデータベース内で類似した特徴を持つ物体の有無に応じて，自動的に
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Active 
search
図 2.3: 複数の特徴量を用いた 3次元物体認識の概要図
重みを調整することで統合する手法を用いる．以下，物体認識手法における各処
理を説明する．
まず，動きアテンションによる物体検出手法について述べる．ビジュアルアテ
ンションは人間の選択的注視過程の概念を画像に適用したもので，入力画像中の
注目すべき領域を検出するものである．動きアテンションは特に画像中の動きに
着目したものであり，画像中の動きに反応して注視点を検出する．本節ではロボッ
トの視野内を動く塊は物体であると仮定することで，シーンからの物体の検出を
可能とする．図 2.4に動きアテンションによる物体検出の概要図を示し，以下にそ
れぞれの処理について説明する．
処理の第一段階として，キャリブレーションされたRGB画像を用いて動きの検
出を行う．動きの検出手法として計算コストの低いフレーム間差分を用いる．フ
レーム間差分は前後のフレームにおいて画素値の差分をとることで，第 nフレー
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図 2.4: 動きアテンションによる物体検出の概要図
ムでの入力画像を Fn(u; v)とすると，差分画像 F din (u; v)は
F din (u; v) = jFn(u; v)  Fn 1(u; v)j (2.1)
と表わされる．ただし，式（2.1）によって得られる値は入力画像の輝度値による
影響が強く，絶対的な数値として評価することはできないため 2値化処理を施す．
ここで，フレーム間差分画像を  の領域に区切り，各領域における動画素の密
度を求める．この密度を表す画像を顕著性マップと呼ぶ．顕著性マップ P Sn (u; v)
は以下の式で計算される．
P Sn (u; v) = LPF
24(u+1) 1X
i=u
(v+1) 1X
j=v
F din (i; j)
35 (2.2)
ただし，は整数とし，LPFはローパスフィルタによるフィルタリングを表す．得
られた顕著性マップの最大値をとる点が注視点となる．さらに，顕著性マップに
クロージング処理（膨張・収縮処理）を行い，注視点からの連結成分を求めるこ
とで初期物体領域を抽出する．
この処理によって得られる初期領域は動きのみの領域となっており，CCDカメ
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ラより取得した色画像に比べ解像度が低いため，物体の輪郭としては正確さに欠
ける．一方，この初期領域には注目する物体が含まれる可能性は高く，領域内の情
報を注目物体の情報として利用することは可能であると考えられる．そこで，初
期領域中の距離と色相のヒストグラムを利用する．距離のヒストグラムはTOFカ
メラで取得した距離画像から計算し，色相のヒストグラムは入力画像をHSV表色
系に変換した画像から計算する．これらのヒストグラムを確率密度関数として扱
い，距離画像G(u; v)と色相画像H(u; v)のそれぞれについて画像中の物体である
確率を示す確率マップを作成する．距離の値を d，色相の値を hとしたとき，それ
ぞれのヒストグラムが g(d)，h(h)と表されるとすると，距離画像に基づく物体確
率マップ PG(u; v)，色相画像に基づく物体確率マップ PH(u; v)は，
PG(u; v) = g(G(u; v)) (2.3)
PH(u; v) = h(H(u; v)) (2.4)
となる．さらに，この二つの確率マップの重み和をとることにより，最終的な物
体確率マップ PO(u; v)を計算する．
PO(u; v) = LPF [!d  PG(u; v) + !h  PH(u; v)] (2.5)
ただし，!d，!hはそれぞれ距離と色相の重みである．初期物体領域の抽出と同様
に，この物体確率マップに対して 2値化処理，クロージング処理を行い，注視点
からの連結成分を求めることで物体を抽出する．
また，入力画像であるキャリブレーション画像は解像度が低いため，キャリブ
レーション時の対応関係を用いて，元の色画像に戻すことで解像度の高い画像を
得ることができる．動きアテンションを利用した物体検出システムにより対象物
体を抽出した例を，図 2.5に示す．学習フェーズでは，ユーザが物体をロボットに
提示して学習させるシナリオを考えているため，基本的に物体抽出部は動きアテ
ンションを用いることとする．
次に，平面検出による物体検出手法について説明する．ここで物体は，平面に
支えられて存在しているという仮定を基に，物体を検出する．視覚センサによっ
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(a) (c)(b)
図 2.5: 動きアテンションによる物体検出の例：（a）入力画像，（b）物体確率マッ
プ，（c）抽出された物体
(a) (b)
図 2.6: 平面検出による物体検出の例：（a）検出された平面，（b）検出された物体
て得られる 3次元点群にランダマイズドハフ変換 [40]を適用することで，高速に
平面を検出することができる．平面抽出後に，全ての距離情報をその平面上に射
影し，ラベリングを行うことで物体を検出する．平面検出を用いて物体の検出を
行った例を，図 2.6に示す．机や床といった平面はテクスチャが少ないことが多い
ため，ステレオカメラを用いた場合，視差が計算できず平面検出に失敗するケー
スが少なくない．一方，視覚センサを用いることで平面検出の精度が向上し，結
果としてロバストな物体の検出が可能となる．平面に基づく物体検出は，基本的
には物体を認識する際に用いる．
続いて，3次元物体認識における学習について述べる．物体を認識するために，
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図 2.7: SDの概要図
ロボットは事前に物体を学習する必要がある．この際，人がロボットに物体を様々
な方向から見せることで物体学習を行う．また，ロボットが机の上に置いてある
物体を把持して様々な方向から観測することも可能である．各物体において，様々
な方向からの複数フレーム分に対して検出を行い，物体領域中の特徴量をデータ
ベースに登録する．
ここで，特徴量に対する要件は，スケールと回転，シフト，視点変化に対する不
変性である．回転・シフト不変性に関しては，ヒストグラムをベースとした特徴
量を用いることで実現可能である．また，スケール不変性に関して，3次元情報に
よる正規化を行うことで実現できる．視点変化に対する不変性は，特徴量のレベ
ルで実現することが困難であるため，学習時に複数の視点から物体を観測し，そ
れら全ての情報との照合によって解決する．
次に，本節で用いる特徴量  2 fcolor，texture，depthgを説明する．距離情報を
用いた特徴量（depth）として，Shape Distribution（SD）[41]を用いる．SDは頂
点の組み合わせによって様々な特徴を記述できるが，本節では，図 2.7に示す物体
領域中の二つの 3次元点間の距離に関するヒストグラムを特徴量とする．従来の
SDは，3次元モデル同士の類似度を計るために提案されたものであり，視点に依
存しない特徴量であるが，ここでの情報は 2.5次元であるため視点依存となる．ま
た，従来の SDでは 3次元メッシュからランダムに点群を生成する必要があったが，
本節に用いるシステムにおいて 3次元情報は点群として取得されるため，その必
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要はない．SDはスケール，回転，シフトに関して不変性を有するが，全ての点の
組み合わせで距離を計算するために計算量が多いという問題がある．この問題は，
3次元点群を間引くことで解決することができる．また，SDでは頂点間の距離を
計算するため，物体の大きさに関する情報を保持している．従って，形状が同じ
でも大きさが異なる物体を区別することが可能である．
距離情報を用いた特徴量は，照明条件にロバストであるが，形状が全く同じ物
体を識別することができない．そこで，物体表面の色やテクスチャの情報を利用
する．照明条件が良い場合には，これらの情報を用いることで認識精度が大幅に
向上する．ここでは色情報として，HSV表色系のH（色相）と S（彩度）のヒス
トグラムを用いる．具体的には，対象物内の各画素におけるHと Sの値をそれぞ
れビン数 32（H），10（S）で量子化し，ヒストグラムを計算する．このヒストグ
ラムが色の特徴量（color）となる．
本節では，Bag of Keypoints（BoK）[42]をテクスチャ情報として用いる．一般
に BoKでは，キーポイント数が多い方が認識性能が高くなることが知られてい
る [43]．そこで本節では，キーポイントを密にサンプリングする DSIFT（Dense
Scale Invariant Feature Transform）[44]を用いる．これによって得られる特徴量
は，回転やスケール変化，照明変化に対してロバストであり，物体を様々な視点か
ら観測する際の特徴量として優れている．ここでは最終的に，DSIFT記述子をベ
クトル量子化し，ヒストグラムとして扱う．このヒストグラムはテクスチャの特徴
量（texture）となり，次のように計算する．学習画像とは異なる画像（室内のラ
ンダムなシーン）を複数撮影し，全ての画像からDSIFT記述子を取得する．これ
らの特徴量をK平均法でクラスタリングすることで，500の代表ベクトル（コー
ドブック）を得る．学習時には，物体領域から計算されたDSIFT記述子を，この
コードブックに従ってベクトル量子化する．特徴量は各代表ベクトルの発生回数
であり，500次元のベクトルとなる．
次に，複数の特徴量を用いた物体認識手法について説明する．学習フェーズで
作成されたデータベースと，新たに入力された物体の特徴量を比較することで認
識を行う．まず最初に，各特徴量  2 fcolor，texture，depthgにおけるバタチャリ
ヤ距離を計算する．データベース中の参照物体 oにおける特徴量  のヒストグラ
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ムをho，認識対象のヒストグラムをhin，次元数をN とすると，バタチャリヤ距
離D (ho ;hin)は以下の式によって求めることができる．
D (h

o ;h

in) =
vuut1  NX
i=1
p
ho(i) hin(i) (2.6)
ここで，特徴量  における参照物体 oに対する尤度を以下に定義する．
P (hinjo) / exp
 D (ho ;hin)2
2

(2.7)
ただし，2 は特徴量間の距離のばらつきを調整する係数であり，後で述べるデー
タベース内の交差検定により事前に求めることとする．全ての特徴量を統合する
統合尤度 P (hinjo)は，各特徴量における尤度がそれぞれ独立であると仮定し，以
下のように計算する．
P (hinjo) =
Y

fP (hinjo)g!

in / exp
(
 
X

!inD (h

o ;h

in)
2
2
)
(2.8)
ただし，!inは各特徴量における重みであり，認識する環境によって適応的に決定
する．また，P !in = 1である．従って最終的な認識は，統合距離
d(o) =
X

!inD (h

o ;h

in)
2
2
(2.9)
に基づく k最近傍法によって行う．
本節において，式（2.7）におけるパラメータである 2 は，各特徴量における距
離のばらつきを表している．このパラメータは，学習フェーズで構築された物体
データベース内の交差検定によって決定される．データベースには，物体毎に F
フレーム分の色・テクスチャ・距離情報が含まれている．ここで，物体 oのフレー
ム f の特徴量  のヒストグラムを ho;f とし，集合Do 内での最小距離をmin(Do)
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と書くと，分散であるパラメータ 2 は，
2 =
1
No   1
NoX
o=1
(min(Do)   )2 (2.10)
によって推定される．ただし，
Do = fD (ho;f ;ho;f 0)j0  f < F; 0  f 0 < F; f 0 6= fg (2.11)
である．また  は，総物体数におけるmin(Do)の平均であり，Noはデータベー
ス内の総物体数を表している．
次に物体認識に用いた，特徴量統合における重みの自動決定について述べる．物
体認識を行う際にどのような特徴量が有効であるかは，物体の性質（色，テクス
チャ，形状など）や認識する環境に依存する．例えば，形状に特徴のあるカラフ
ルで模様の豊富な物体は，色やテクスチャ，形状など，どのような特徴量を用い
ても比較的認識が容易である．一方，白い食器のような色味のない単色の物体は，
色やテクスチャで認識することが困難である．さらに，認識する環境によっても
影響を受け，学習時と認識時の環境が大きく異なる場合は，色やテクスチャによ
る物体認識が難しくなる．特に，白い食器のような物体を暗い中で認識するため
には，形状の情報が重要な役割を果たす．本節ではこうした問題に対処するため
に，式（2.9）の統合重み !inを適応的に決定する．統合重みを調整するための指
針は，次の 2点である．
1. ある特徴量においてデータベースとの最小距離が大きい場合，その特徴量が
あまり有効に機能せず，結果として統合尤度を下げてしまい，誤認識につな
がる可能性がある．つまり入力した特徴量に対する重みは，データベースと
の最小距離に反比例させることで，学習時の環境と大きく異なり有効に機能
していない可能性のある特徴量を無効化する．
2. データベースに含まれる複数の物体が非常に近い特徴量を持つ場合，その特
徴量はそれらの物体を判別する際に有効に機能しないことになる．従って，
入力した特徴量に対する重みは，最も距離の近い物体とは異なる物体の中で
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最も近い距離に比例させることで，データベース内で類似の特徴を持つ物体
の影響を考慮する．
以上の点を考慮し，最小距離 min(Din)と，それとは異なる物体との最小距離
min(D^in)を用いて，重み !inを次式の様に定義する．
!in =
P
 
;  =
min(D^in)
min(Din)
(2.12)
ただし，
Din = fD(hin;ho;f )j0  o < No; 0  f < Fg (2.13)
D^in = fD(hin;ho;f )j0  o < No; o 6= omin; 0  f < Fg (2.14)
である．また，ominは距離が最小となる物体のインデックスであり，omin = argmin
o
Din
である．
2.3.5 近赤外線反射強度を用いた材質認識
ここではまず，材質認識に用いる特徴量について議論する．材質情報は各材質
によって異なるため特徴量として重要である．本節では，材質情報は反射係数よ
り抽出する．また，よりロバストな認識を行うために距離や入射角を考慮する．
本節では，TOFカメラから取得できる近赤外線（NIR：Near Infrared）反射強度
を利用した材質認識手法を提案する．文献 [45{47]において，TOFカメラは照明条
件に影響されないと報告されている．しかし，近赤外線反射強度の輝度はインテグ
レーションタイム t，物体までの距離 dと入射角'によって大きく異なる．本節で
は近赤外線反射強度の性質を理解するために，放射輝度モデルを考慮する．ここで
は物体の表面における反射を拡散反射として考え，近赤外線反射強度に対して図
2.8に示す放射輝度モデルを適用する．ある一定の波長 （TOFでは  = 850nm）
において放射輝度モデルは以下のように表すことができる．
 LQ() =
Z
Ie(; d)d()cos'dt = Ie(; d; t)d()cos' (2.15)
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図 2.8: 放射輝度モデルを用いた反射係数
ここで， LQ，Ie，d，'，d，tはそれぞれ放射輝度，光源（TOFカメラからの近
赤外線），反射係数，光源（カメラの中心）に対する入射角，光源から物体までの
距離，インテグレーションタイムを表している．反射係数は材質によって異なる
ため，材質情報に相当するものと考えられる．法線ベクトルnと入射角 'は以下
の式より求められる．
n =
PN
k=1 !knkPN
k=1 !k
; cos' =
hp;ni
kpkknk (2.16)
ただし，pはTOFカメラの中心点Oと反射面上の点P における位置ベクトルであ
り，!kは法線ベクトルの近傍法線における重みである．重み!kは近傍法線ベクト
ルの全ての 3次元点が存在する場合 1とし，そうでない場合 0とする．従って，近
赤外線反射強度は材質，距離，入射角によって異なり，材質情報をm( LQ; t; d; ')
とする．これらのパラメータはTOFカメラより取得可能である．これらの情報を
利用し，図 2.9に示す材質認識手法を用いる．
まず，SVM（Support Vector Machine）を用いた材質認識について説明する．既
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d
tδ
図 2.9: 材質認識の概要図
に述べたように，特徴ベクトルm( LQ; t; d; ')は物体の材質の反射係数に依存す
る．よりロバストな材質認識を行うために，これらの情報を様々な組合せで用い
る．しかし，全ての情報を一つの識別器に組み込むと，学習時間や使用メモリの
増大といった問題が生じる可能性がある．そこで，図 2.9のように複数の SVMを
用いて，材質マップを生成する．一般に，SVMは 2クラスの分類に用いられるこ
とが多く，識別器として高性能である．また，多クラスに対して 2クラスの組み合
せを全て考慮することで，多クラスの分類問題にも応用できる．本節では，SVM
の実装として LIBSVM [48]を用いる．ここでは，物体領域内の各画素の入射角 '
と近赤外線反射強度  LQの 2次元のデータを使用し SVMの学習を行う．
材質マップを作成するために，近赤外線反射強度画像及び距離画像を学習フ
ェーズにおいて取得しデータベースを構築する．ここで，対象となる画素 xm =
fxm1 ; xm2 ; : : : ; xmNmg(dmin  d(xm)  dmax; tmin  t(xm)  tmax)を各材質m 2
f1; 2; : : : ;Mgに対して，データベースの中から選択する．ただし，dmin, dmax, tmin,
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tmaxは，データベース内のそれぞれ最小と最大となる距離d及びインテグレーショ
ンタイム tであり，T とDはそれぞれ，t及び dのグリッド数を表している．ま
た，d()と t()の表記はそれぞれ，画素 の距離とインテグレーションタイム
であり，Nm は材質mとなる画素数を表している．これにより，xm の材質情報
m( LQ; t; d; ')が決定される．図 2.9に示す材質マップ (d; t)を構築するために，
xm内の画素がグリッド化された距離とインテグレーションタイム (nmd ; nmt )によっ
て分類される．i番目の画素 xmi 2 xmに対して, nmd と nmt はそれぞれ以下のよう
に計算する．
nmd =

d(xmi )  dmin
(dmax   dmin)D

; (2.17)
nmt =

t(xmi )  tmin
(tmax   tmin)T

; (2.18)
これにより，各グリッド (nmd ; nmt )は画素xmdt = fxm1 ; xm2 ; : : : ; xmNmdtgを持つように
なる．ここで，mdtは距離 d，インテグレーションタイム tとなる画素であり，材
質mに属する．ただし，Nmdtは画素mdtの数を表している．学習フェーズの最終
段階として，xmdt(m 2 f1; 2; : : :Mg)を多クラス SVMを用いて学習することでグ
リッド (nmd ; nmt )のモデルを作成する．
認識フェーズにおいて，平面検出を用いて対象物を抽出し，材質情報を計算す
る．tと dが既知であれば，材質マップを利用することができる．ここで，tは
TOFカメラのパラメータを調整することで設定できるが，dは TOFカメラより
取得可能である．画素の dと tが分かれば，グリッド (nmd ; nmt )は式（2.17）及び
（2.18）が決定され，そのグリッドに対する SVMモデルより画素の材質を推定す
ることが可能である．
上述の手法を用いることで，画素レベルの結果が得られるが，信頼性は低い．そ
こで，物体領域内の全ての画素に対して結果を考慮する物体ベースのスムージン
グを導入する．ここでM を，材質のカテゴリ数とする．V mi は i番目の物体領域
内Diにおける材質mに対する投票数を表している．各投票 vmi 2 f1; 2; : : : ;Mgは
前節で述べたように選択された SVMモデルより予測されたラベルとなる．物体領
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図 2.10: 材質認識実験に用いる物体
域内の画素 (u; v)において，材質mの確率P (u; vjm; i)は次のように計算すること
ができる．
P (u; vjm; i) = V
m
iPM
k=1 V
m
i
(2.19)
この確率は画素 (u; v)における材質認識の信頼度を表しており，最終結果は投票の
最多として求める．物体ベースのスムージングでは，対象物の材質を決定するた
めに物体領域内の画素に対する最終の投票処理が行われる．最終的に，物体の材
質 m^iは次の式より算出する．
m^i = argmax
m
X
(u;v)2Di
P (u; vjm; i) (2.20)
本節に用いる材質認識はロボットに実装されるため，認識結果の信頼度が低い
場合は，ロボットが自身の身体性を利用した再認識を行うことが可能であると考
える．つまり，物体を把持して学習のときと同じ角度と距離で認識を行うことで
認識結果の信頼性を高めることができる．
次に，材質認識の評価実験について述べる．本節に用いる材質認識の精度を測
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図 2.11: 材質認識の混同行列
るために，図 2.10に示す 6クラス（木，布，紙，プラスチック，缶，セラミック）
に分けられる 60個の物体を用いて実験を行った．60{80cmの距離でLeave-one-out
法による認識実験を行った．平均認識率の混同行列は図 2.11に示した．全ての距
離における平均認識率は 70.2%であった．誤認識として多かったのは，木材とセラ
ミックのクラスであった．これらのクラスに対する近赤外反射強度のばらつきが
大きいことが原因として考えられる．
一方で，これらの材質を可燃ごみ（木，布，紙）及び不燃ごみ（プラスチック，
缶，セラミック）として分けた場合，97.7%の認識結果が得られた．掃除タスクで
は，これらの結果を用いることで，ごみを燃・不燃で分別することが可能である．
また，実際のシーンでの材質認識結果の例を図 2.12に示す．布と缶，およびプラ
スチックカップをシーンの中から抽出しその材質が正しく認識されていることが
分かる．各クラスの認識信頼度も確率マップとしてプロットした．
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図 2.12: 実際のシーンでの材質認識の例：（a）色画像（1024 768），（b）近赤外
線反射強度画像（176  144），（c）分割画像（176  144），（d）缶の確率マップ
（176  144），（e）プラスチックの確率マップ（176  144），（f）紙パックの確率
マップ（176  144）．分割画像において，白い画素は机を表しており，黒い画素
は精度の低い距離画素を表現する
2.3.6 GMMを用いた細かい物体の検出
机の上のペットボトルや缶など，高さのある物体をロボットに片付けさせたい場
合，平面検出を利用した物体検出と前述の認識システムによって認識し把持する
ことができる．一方，紙くずなど小さく高さのないごみは，平面検出やアクティブ
探索による検出が困難である．ここでは，机の表面の色を事前に学習しその色と
の差異によって検出する．具体的には，机の色（HSV色空間のHと S）をガウス
混合モデル（GMM：Gaussian Mixture Model）によってモデル化し，このGMM
を用いて机とごみを区別する．しかし色だけでは，机とごみの色が似ている場合，
区別することが困難である．そこで，材質情報を含む近赤外線反射強度を利用す
る．机の色の学習時に近赤外線の反射強度も同様にGMMを用いてモデル化し，こ
れにより表面のごみを検出する．ここでは，材質情報の入射角 'は学習フェーズ
と同じになるように調整可能なため，無視することができる．従って，卓上の色
（Hと S）と近赤外線反射強度  LQからなる特徴ベクトル I(H;S;  LQ)をGMMでモ
デル化することで，よりロバストな細かい物体検出を行える．細かい物体検出の
概要図を図 2.13に示す．
学習フェーズにおいて，机に所属する全画素の尤度の最大化を行う．卓上の画
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図 2.13: GMMを用いた細かい物体検出の概要図
素 iの特徴ベクトルを I i とし，K を混合モデル数からなる GMMのパラメータ
 = (1; 1;1; : : : ; K ; K ;K)とする．特徴ベクトル I iの尤度は次のように求
めることができる．
P (I ij) =
KX
k=1
kN (I ijk;k); (2.21)
ただし，N (j)はガウス分布を表す．パラメータはEMアルゴリズムを用いて
推定することができる．本節では，GMMにおける混合モデル数は経験的に決め，
K = 3とする．今後は，Dirichlet Process Mixture（DPM）[49, 50]を用いること
で混合モデル数を自動的に推定することができる．
認識フェースでは，卓上における各画素 I iの尤度を式（2.21）より算出し，次
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式を用いることで 2値化を行い，2値化マップを作成する．
b(I i) =
(
0 (P (I ij)  P t)
1 (P (I ij) < P t)
(2.22)
ただし，P tは閾値であり，経験的に決定する．次に，2値化マップに対して膨張・収
縮を行う．最終的に，ラベリング処理を行い，候補領域 S(R`) (` 2 f1; 2; : : : ; N`g)
の面積R`を次式より計算する．
S(R`) =
X
i2R`
b(I i); (2.23)
ただし，N`はラベル数を表している．候補領域をフィルタリングし，条件 R` 2
fSmin  S(R`)  Smaxgを満たす領域のみ検出される物体として選択する．ここ
で，Smin及び Smaxはそれぞれ，許可される最小面積と最大面積を表しており，そ
れらの値は経験的に決定される．こうして検出されたごみ（選択された各領域R）
は把持不可能なため，ロボットはハンディ掃除機を利用してごみを掃除する．
次に，細かい物体検出の評価実験について説明する．本節で用いる細かい物体
検出の精度を測るために，図 2.14に示すように紙くずや粉（砂糖，塩，コーヒー）
など 15個の物体を用いて 4種類の机で行った．ここで，各机において 2種類のシー
ン（正常のシーンと混雑しているシーン）を取得し，合計 116個の細かい物体を
含んだ 12シーンで実験を行った．本節では，PASCAL Visual Object Challenge
（VOC）評価法 [51]を用いて検出率を求めた．この評価法では，検出候補の領域
が正解領域の半分以上に含まれれば正解とする．また，複数の検出結果が同じ一
つの正解を指すのであれば，一つが正解と認められ，それ以外を誤検出として扱
う．結果として，79.3%の細かい物体検出率が得られた．近赤外線反射強度が導入
されたため，照明変化に対する悪影響を防ぐことができた．実際，コーヒーなど
のような細かい物体の近赤外線反射強度の値は机のものに近かった．このような
細かい物体において，白い机のように机の色と異なる場合，色差があるため検出
することができた．本節における把持不可能な物体検出の主な目的が，掃除機の
ホースを動かすための大雑把な位置の特定であることを考慮すれば，これは十分
な精度であると考えられる．
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図 2.14: 細かい物体検出実験に用いる物体
2.4 掃除タスクの実現
前述の視覚認識システムを用いて，2.2節で述べた掃除タスクを実現する．ただ
し，移動や物体の把持は LRFやカメラの 3次元情報を用いて実現できているもの
とする．実装する掃除タスクの流れを，図 2.15に示し，タスクの詳細は次のよう
になる．
このタスクにおいてロボットはまず，対象となる机の上のきれいな状態を学習し
ておく必要がある．ロボットは机の上にあるべき物体を認識・記憶する．さらに，
2.3.6で述べたGMMのパラメータを推定することで，机の上の色と材質を学習す
る．このパラメータが学習されると，ロボットはきれいな状態に関する情報を学
習する．ここで，把持可能な商品は平面検出より検出され，3次元物体認識を行う
ことで商品を認識しそれらの位置を記憶する．卓上と商品を記憶した後は，掃除
タスクをいつでも行うことができる．タスクの実行は，視覚認識システム（2.3.2
節を参照されたい）による卓上の認識と，プランニングと実行に分けられる．プラ
ンニングと実行にはロボットの移動と把持可能・不可能な物体の操作が含まれる．
タスク開始時に，ロボットは対象の机に移動する．LRFを用いているため，iterative-
closest-point（ICP）[52]に基づく自己位置推定と地図作成を行うことができる．自
律移動には，Rapidly-exploring random tree（RRT）[38]に基づいたパスプランニ
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図 2.15: 掃除タスクの流れ：緑色のブロックは全体タスクを表し，青色と赤色の
ブロックはそれぞれ，卓上の認識，ロボットのプランニングと実行の詳細を示す
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ングが用いられる．対象の机に到達した後，把持可能な物体の検出（平面検出を
用いるかアクティブ探索を用いる）を行う．検出された物体が既知（商品）であ
れば，右腕で掃除機を把持するため左腕で掴んで別の机に運ぶ．一方検出された
物体が未知（ごみ）であれば，そのごみの材質を認識し不燃か可燃かを判別する．
把持できるごみが複数ある場合，その都度ごみ箱に捨てに行く．商品に対しても
同じように，その都度別の机に運ぶ．物体操作のパスプランニングには，RRTア
ルゴリズムを用いる．
把持可能なごみを掃除した後，把持できない細かい物体検出をGMMに基づく
物体検出によって行う．細かい物体が検出された場合，XBee無線モジュールを介
して自動的に掃除機をオンにする．次に，掃除機のホースを検出された細かいご
みの領域（2.3.6節を参照されたい）に移動させ掃除する．より効率的に掃除を行
うために，掃除機を検出された細かいごみの中心辺りに移動させる．細かいごみ
が検出されなくなった段階で，掃除機を自動的にオフにする．最終的に，把持可
能な商品をもとの机に戻せば掃除タスクが終了する．
2.5 タスクの実行結果と議論
ここでは，実際に掃除タスクを実装したロボットによる掃除タスクの実行結果
について述べ，その結果を通してタスクと概念・理解の関係性について議論する．
2.5.1 掃除タスクの評価
本章で提案する掃除タスクを，実際のロボットプラットフォームに実装した．図
2.16には，いくつかの机の上に対して実際に視覚認識を行った結果を示す．この
図における認識結果は，捨てる把持可能な物体（ごみ）が緑色の矩形で示され，別
の机に運ぶ物体（商品）と掃除機で吸う細かい物体（把持不可能なごみ）がそれ
ぞれ青色と赤色の矩形で描画されている．この結果より，十分な精度で視覚認識
システムが機能していることが分かる．
こうした視覚認識の結果に基づき，ロボットは行動を計画し，実際に掃除タス
クを実行することになる．図 2.17に，実際にロボットが図 2.15の流れ（2.4節を
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図 2.16: 机の上の認識結果．各机に対して，上段が色画像（1024 768），中段が
距離画像（176  144），下段が近赤外線反射強度画像（176  144）．検出結果：
掃除機で吸うべきごみ（赤色の枠），特定物体認識によって認識された物体（青色
の枠），材質認識によって材質が特定された物体（緑色の枠）
参照されたい）に従って掃除タスクを実行している様子を示す．
ロボットは卓上の初期状態を記憶した後，対象となる机に移動し認識する．そ
の後，把持可能なごみを探索しそれをごみ箱に捨てる．全ての把持可能なごみが
無くなれば，把持可能な商品を一個になるまで別の机まで運ぶ．残り一個の商品
を左手で掴んで，把持不可能なごみを右手の掃除機で吸う．把持不可能なごみが
無くなれば，商品が置かれた机に移動しそれらをもとの位置まで運ぶ．
掃除タスクを評価するために，異なる机の状態に対してタスクを 10回行った．
その 10回の試行の内，7回成功して 3回失敗した．失敗した例として，ロボット
がごみをごみ箱に捨て損ねたケースや，商品をもとの机に置くときに大きなずれ
が生じたケースなどが挙げられる．この場合，対象となる机はきれいになったが，
掃除全体としては望まれない結果となっている．成功した試行において，主観的
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図 2.17: 掃除タスクの実行例．タスクは図 2.15に示す流れに従って行う．ロボッ
トの主な行動として，移動，認識，把持不可能なごみの掃除
にきれいとなったものは 5回であり，残りの 2回は把持不可能なごみを机に残し
た．掃除タスク終了後のいくつかの状況を図 2.18に示す．全体的に，商品をもと
の位置に置く精度，及び掃除機を把持不可能なごみの位置に置く精度が低い．こ
れらの原因として，ロボットの移動誤差が考えられる．
2.5.2 議論
ここで実装した掃除タスクの問題は，その精度の低さが本質ではない．なぜな
ら，精度の問題は，例えばごみ箱にマーカーを貼ることなどで大幅に改善するこ
とができ，その後のこうした改善で最終的にはほとんど失敗するケースを無くす
ことができることを確認している．従って，食後のテーブルを片づけるウェイター
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図 2.18: 掃除タスクが終了した状態の例：初期（きれいな）状態（左上），汚い状
態（右上），タスクが終了した状態（下）
のようなロボットとしては，非常に優れたものを実現可能である．しかし依然と
して，掃除のできるロボットとしては重大な問題をはらんでいることは明らかで
あろう．この問題を議論するためには，そもそも掃除するということがどのよう
なことなのかを考える必要がある．著者の実装したロボットには何が足りなかっ
たのか？この問いに答えることで，ロボットの知能に対して新たな局面を生むの
ではないかと期待する．
「掃除とはどいうことか，何のためにするか」という問いかけに対して，一般
的には「汚いところをきれいにする」という答えが多いであろう．つまり，「汚い」
や「きれい」という状態の判断と「汚い状態」を「きれいな状態」にするための
行動決定の問題であると言える．「汚い」や「きれい」という概念については，感
性の問題であり本論文のスコープから外れるため後に議論することとし，ここで
はそうした状態が判断できるとしてどのように行動すればよいかという問題を考
えてみる．行動を決定するためには，どのような時にどのような行動をすべきか
ということを経験的に知っていなければならない．
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図 2.19: 多様な概念を用いた掃除の概要図
例えば，掃除機を持って細かいごみの上で動かすことでごみを取り除くことを
経験すると，掃除機を手で持って動かすという「掃除機をかける」という「行為」
が，物体の概念と動きの概念の関係性において表現されることになる．また，「雑
巾」を手で左右に動かすという動きの関係性が，「拭く」という行為の概念を表現
する．このような行為の概念がさらに組み合わさって，掃除という統合的な概念
を形成していると考えることができる．こうした概念は，図 2.19に示すように現
在の状況，つまりは知覚情報によって得られる文脈によって適切なものが駆動さ
れる．例えば，机の上にある紙くずなど細かいごみを観測すると，紙くずと関係
する多様な概念が発火し，これによって紙くずの上で掃除機をかければそれらを
なくすことが可能であると推論することができるようになる． さらには，常識と
一般に呼ばれるような背景知識も必要であろう．例えば，皿は食器棚にあるべき
であるといった物体概念と場所の概念との関係性である．つまりこうした背景知
識は，図 2.19に示すように概念間の関係を表現する構造の中に埋め込まれている
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と考えることができる．こうした概念間の階層的で複雑な関係を構造化すること
が本質的な問題解決につながるのではないかと考える．
言語についても同様に考えることができる．既に述べたように，語彙は各概念
の音韻ラベルとして考えることができる．従って，概念の階層構造においても，各
概念において適切な音韻ラベルが結び付くことになり，これらの概念を言語によっ
て駆動することができるであろう．ユーザーの「掃除しろ」という命令の解釈は，
まさに上記の掃除という上位概念を駆動し，現在の知覚情報と共に駆動される物
体概念，動き概念，場所概念とそれらの関係性に基づく予測によって適切な行動
を選択することに他ならない（図 2.19）．これがまさに，著者が目指す理解の仕
組みである．ただし，実際に掃除を行うためには，物理的な制約や時間的順序な
どより複雑なプランニングが必要となることは明らかである．この問題は，概念
をどのように利用するかという問題である．一方，本論文で主に扱うのは，概念
構造をどのように自律的に獲得できるかという問題であると言える．従って，獲
得した概念の活用については後の議論としたい．
「掃除」とは，多様な概念の階層的な相互依存関係から構成される概念である．
こうした多様な概念の形成と，それらの階層的な構造の構築こそがロボットの知
能として求められるに違いない．これは，掃除に限った話でないことは明らかで
あり，知能一般に拡張できるものであると考える．本論文では，次章以降でこう
した多様で階層的な構造を持つ概念を，ロボットがいかに自律的に獲得するかに
ついて議論する．
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図 2.20: mMLDAを用いた確率的知識表現
2.6 まとめ
本章では，ロボットが家庭環境で活動することを前提として，掃除タスクを取り
上げて概念や言語理解の必要性について議論した．まず RoboCup@Homeのタス
クを実現するために，著者はヒューマノイドロボットによる掃除タスクを実装し，
そのための視覚認識システム，プランニング・実行について述べた．掃除タスク
をより精度良く実行するための手法として，階層構造の一貫性を利用する視覚認
識システム [53]や環境の曖昧性やロボットの身体性を考慮したプランニング [54]
が挙げられる．しかし，人のように掃除することのできるロボットとして未だ重
大な問題をはらんでいることは明らかであり，ここではその問題や解決方法につ
いて述べた．著者は，「掃除」とは多様な概念の階層的な相互依存関係から構成さ
れる概念であると捉え，こうした多様な概念の形成と，それらの階層的な構造の
構築こそがロボットの知能として重要であると考えている．
ここで，掃除タスクのみならず一般のタスクも考慮した上で，ロボットがタスク
を遂行するために必要な知識をどのように表現し獲得するかをまとめたい．本論
文において，ロボットの知識はロボット自身の経験より得られる知覚情報を階層
的なカテゴリに分類することで実現できると考える．図 2.20に，提案するフレー
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ムワークの全体像を示す．図中の各緑色のブロックにおいて，灰色のノードはロ
ボットがセンシングできる情報を示しており，それらによって形成される物体概
念（\O"）や動き概念（\M"）など多様な概念は上位のノードとなる．また，それ
らの概念の関係を表現する上位概念は図中の \I"で示している．
ロボットは，環境である人や物体などとインタラクションしながら知覚情報を
得る．ロボットが得た知覚情報は，知識の学習に用いられる．知識の学習では，ロ
ボットが観測する事物に含まれる共起性や推移性を手がかりとして利用する．共
起性とは図 2.20の緑色のブロックに示す，物体や場所などといった出来事の共起
やある概念の形成に利用されるロボットによってセンシングされる知覚情報の共
起などである．これを扱う計算モデルとして，階層的カテゴリ分類が可能なモデ
ルであるmMLDAを提案する．mMLDAについては 3章と 4章で議論するが，図
2.20に示すように，このモデルを用いることで概念や文法などの知識を獲得する
ことが可能となる．
また，推移性とは続いて起こる出来事のことであり，例えば「お風呂を入って，
テレビを見て，寝る」といった人の習慣がその一例である．これは，mMLDAに
よって表現される知識の時間的な順序（図 2.20の青色の矢印）を考慮することを
意味する．これを扱う計算モデルについては 5章で述べ，人の習慣に含まれる行
動の時間的な順序を考慮した行動文脈を獲得する手法について議論する．これに
よって例えば，人が行動しているときにロボットが先読みをして行動に必要な物
体を届けるといったサービスを行うこともできる．
以上より，本論文ではロボットが知的に振る舞うためには，図 2.20に示すよう
な知識が必要であり，その知識は環境との相互作用により得た情報をもとに自律
的に獲得しなければならないと考える．そのために，図中に表現される確率的知
識をどのように獲得するかを次章以降に議論することとする．
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3.1 はじめに
前章では，ロボットのタスク実現に関する問題点を述べ，それを解決するため
の確率的知識表現の枠組みについて議論した．本章では，その議論に基づき確率
的知識表現の核となる確率モデルを提案する．ここではまず，人の動きと物体の
関係に関する知識獲得について述べる．さらに多様な概念への拡張や言語とのつ
ながりについては，次章で議論する．
人間による事物の理解は，経験のカテゴリ分類によって形成される概念を通し
た予測に基づいていると考えることができる [10]．未知の環境でロボットが柔軟
に動作するためにも，こうした概念形成は重要であり，近年そうした取り組みが
なされている [55]．一方，人の動きを分節化し，それをカテゴリ分類することで概
念化する研究も様々なされている．本章では，こういった動きと物の概念の関係を
表すより高いレベルの概念を形成することを考える．これは，こうした概念間の
関係の中にこそ知識が表現されていると考えられるためである．この目的のため
本章では，階層的な概念の構造を形成可能な多層マルチモーダルLDA（mMLDA：
multilayered Multimodal Latent Dirichlet Allocation）を提案する．
先行研究において，pLSA（probabilistic Latent Semantic Analysis）[56]やLDA
（Latent Dirichlet Allocation）[57]を拡張したマルチモーダルカテゴリゼーション
が提案され，複数のモダリティを用いることにより，より人間の感覚に近い物体
カテゴリをロボットが教師なしで学習できることが示されている [18,58]．ここで
重要なのは，学習された物体カテゴリを基盤とした未観測情報の予測であり，こ
れがロボットによる理解につながる [55]．また，こうした物体カテゴリが教師なし
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図 3.1: 統合概念形成の模式図
で学習されることが重要であり，学習された物体カテゴリを物体概念と呼ぶ [55]．
しかし，ロボットが物体をより深く理解するためには，物体概念の学習だけで
は不十分である．なぜなら，ほとんどの物体にはそれを使う人の動きが関連して
おり，物体とその物体に関連する人の動きを学習する必要があるためである．つ
まり，物体概念と人の動きの概念を学習すると同時に，それらの関係に埋め込ま
れた知識を獲得する必要があると言える．ここでは，これらの二つの概念が統合
された上位の概念が動作概念であると考える．図 3.1は，これを表現した模式図で
ある．この図では，「飲み物」（物体概念）と「何かを口に運ぶ」（動き概念）という
二つの下位概念が表現されている．さらにこれらの概念が統合されることで，よ
り高いレベルの概念である「飲む」という概念（動作概念）が形成される．従って
「飲む」という動作に関する知識は，飲み物という概念と口に運ぶという動き概念
の関係に埋め込まれていることに他ならない．
またこの図において重要なのは，様々なレベルでの推論が可能であるという点
である．上記の例においてロボットは，与えられたペットボトルの視覚的な情報か
ら，「何か口に運ぶ」動きを想起することができる．逆に，「何か口に運ぶ」動きか
ら，「ペットボトル」という物体を推論することも可能であり，これは動作に関す
る知識を利用した推論であると捉えることができる．さらに，上位概念の形成過
程が下位概念の形成，つまりは物体や動きのカテゴリ分類に影響を及ぼすことは
注目に値するであろう．例えば，全く異なるテクスチャをもちながらもボトルの
形である物体は，飲み物とは別の物体カテゴリに分類される可能性があるが，こ
47
48 第 3 章 人の動きと物体の関係による知識獲得
3.2. マルチモーダル LDA
の物体が「何かを口に運ぶ」動きと共に使用される場合，統合概念である「飲む」
が下位層の分類に影響することで，「ペットボトル」（物体概念）といった単一の物
体概念を形成することに寄与する．一方で，物体が異なる動きに関係する場合，見
た目の似た物体であっても異なるカテゴリに分類される可能性がある．
ここではこうした仕組みを実現するために，多層マルチモーダル LDA（multi-
layered Multimodal LDA: mMLDA）を提案する．mMLDAは，下位層の物体概
念と動き概念，および上位層でこれらを統合した統合概念で構成される．ロボッ
トは学習プロセスにおいて，人の動きと使用される物体を観測する．物体概念は，
ロボットが物体に関して取得したマルチモーダル情報，すなわち視覚，聴覚及び触
覚情報をマルチモーダル LDA（MLDA）を用いることで形成する．同様に動き概
念は，ロボットに搭載したKINECTから取得される人の関節角度情報に基づいて
MLDAによって形成される．これら二つのMLDAは，上位のMLDAによって結
合され，この上位層において下位概念間の関係性を表現するような上位概念，す
なわち統合概念を形成することになる．ただし，全ての層の分類プロセスは相互
に依存していることに注意が必要である．こうした相互依存的なモデルとは異な
り，それぞれの概念を表現する複数のMLDAによって形成された概念を上位概念
の入力とする簡易的な近似モデルを考えることも可能である．本論文ではこれを
近似モデルと呼ぶことにする．一方，視覚・聴覚・触覚・動き情報を独立した下
位概念として表現することも可能である．しかし，この場合，上位に形成される
概念が物体概念となるのか，それとも物体と動きの関係を表す概念となるのかは
明らかではなく，動き・物体・統合概念の 3つを同時形成することはできない．ま
た，先行研究により動きの情報から動き概念が形成できること，さらに視覚・聴
覚・触覚情報から物体概念が形成できることが明らかとなっており [18,58]，本章
ではこれら二つの概念からそれらの関係を表現している統合概念を形成すること
を目的とする．
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図 3.2: マルチモーダル LDAのグラフィカルモデル
3.2 マルチモーダルLDA
ここではまず，基本となるMLDA [58] について述べる．本論文で考える概念と
は，ロボットが得られる情報をカテゴリ分類することで得られるカテゴリであり，
MLDAはそのようなカテゴリを表現する生成モデルである．図 3.2がMLDAのグ
ラフィカルモデルであり，以下の手順で観測情報が生成されると考える．
1. カテゴリ zを生成する多項分布のパラメータ と，観測情報を生成する多項
分布のパラメータ nz (n = 1; 2;    )を，それぞれ，nをパラメータとする
ディリクレ事前分布から生成する
  Dir() (3.1)
nz  Dir(n) (3.2)
2. 観測情報 nの i番目のデータwni を，以下の処理を繰り返すことで生成する
(a) カテゴリ zを をパラメータとする多項分布から生成する
z  Mult() (3.3)
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(b) データwni を nz をパラメータとする多項分布から生成する
wni  Mult(nz ) (3.4)
ただし，図 3.2における J はデータの総数であり，Kはカテゴリ数を表す．また，
Nは各モダリティにおける情報の総数を表す．
ここでのカテゴリ分類の問題は，実際に観測した情報wnから，そのデータを
生成するモデルのパラメータ および nz を推定することに相当する．パラメータ
は，EMアルゴリズムや，ギブスサンプリングによって求めることが可能である．
また，学習した確率モデルを用いて，未知物体のカテゴリを推定することが可
能である．未知物体のマルチモーダル情報w01，w02，   が与えられた場合，その
カテゴリ z^は P (zjw01;w02;    )を最大とするカテゴリを求めることで決定するこ
とができる．
z^ = argmax
z
Z
P (zj)P (jw01;w02;    )d (3.5)
このようにMLDAを用いてマルチモーダル情報を教師なしでカテゴリ分類するこ
とで，ロボットは自ら概念を形成することができる．これまで，物体から得られ
る視覚・聴覚・触覚情報をw1，w2，w3と考えることで，MLDAにより物体概念
の形成が可能であるが示されている [58] ．また，概念は未観測情報の予測に利用
することが可能であり，これがロボットによる事物の理解であると捉える．しか
し，MLDAは物体など単一の概念しか表現することができず，また動きと物体な
ど異なる概念間の関係性を捉えることができない．そこで次節において，複数の
MLDAを階層的に結合したmMLDAに拡張することを考える．
3.3 概念の統合モデル
図 3.3に，提案する多層MLDA（mMLDA）のグラフィカルモデルを示す．図
3.3において，zは統合概念を表すカテゴリであり，zO，zM はそれぞれ物体カテ
ゴリと動きカテゴリであり，上位カテゴリ zにより下位カテゴリである zOと zM
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図 3.3: 多層マルチモーダル LDAのグラフィカルモデル
の関係を表現したモデルとなっている．また，wv，wa，whは，それぞれ物体から
得られる視覚・聴覚・触覚情報であり，wpは物体を扱っている際の人の動きの情
報である．これらは，以下のように生成されることを仮定する．
1. 上位カテゴリ zを生成する多項分布のパラメータ と，概念C 2 fO;Mgを
生成する多項分布のパラメータ Cz と，各モダリティm 2 fv; a; h; pgの情報
を生成する多項分布のパラメータ mzC を，それぞれ ，C，mをパラメー
タとするディリクレ事前分布から生成する
  Dir() (3.6)
Cz  Dir(C) (3.7)
mz  Dir(m) (3.8)
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2. 各概念の i番目の情報wmi を，以下の処理を繰り返すことで生成する
(a) 上位カテゴリ zを をパラメータとする多項分布から生成する
z  Mult() (3.9)
(b) カテゴリ zC を，Cz をパラメータとする多項分布から生成する
zC  Mult(Cz ) (3.10)
(c) カテゴリ zCの情報wmi をmzCをパラメータとする多項分布から生成する
wmi  Mult(mzC ) (3.11)
ただし，図 3.3における Jはデータの総数であり，KとKCはそれぞれ上位と下位
概念のカテゴリ数を表す．また，Nmは各モダリティにおける情報の総数を表す．
この生成過程では，上位カテゴリ zが決まると，それと対応した Oz と Mz から物
体カテゴリと動きカテゴリが生成されており，zによって zOと zM の関係が表現
されている．
3.3.1 物体概念
物体概念は，ロボットが実際に取得したマルチモーダル情報をカテゴリ分類す
ることにより形成する．図 3.3の物体概念部分だけを見ると，図 3.2と等価なモデ
ルであり，視覚・聴覚・触覚情報wv; wa; whがその類似性により分類され，物体カ
テゴリ zOを形成することができる．マルチモーダル情報は，図 3.4 に示した情報
取得が可能なアームロボットにより取得する．
視覚情報 図 3.4 に示したアームロボットを用いて物体を様々な角度から観測し，
物体毎に画像 7枚を取得する．特徴量として 128次元のDSIFT [44]を用い，これ
により 1枚の画像から多数の特徴ベクトルを得る．これらの特徴ベクトルを学習
画像とは関係のない背景画像から計算した 500の代表ベクトルを用いてベクトル
量子化し，500次元のヒストグラムとする．
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図 3.4: ロボットとマルチモーダル情報取得：（a）アームロボット（b）視覚情報
（上），触覚情報（中），聴覚情報（下）
触覚情報 触覚情報には，各物体を数回握り，32個のセンサから構成された触覚
アレイセンサにより取得した時系列データを用いる．取得したデータは曲線近似
を行い，そのパラメータを各センサの特徴ベクトルとして扱う [59]．さらにK平
均法により予め計算した 15の代表ベクトルを用いてベクトル量子化を行い，最終
的に得られる 15次元ヒストグラムを触覚情報として利用する．
聴覚情報 各物体を振った際に取得した音信号を 0.2[s]毎のフレームに分割し，フ
レーム毎の特徴ベクトルに変換する．特徴量としては，音声認識で最もよく使用
されているMFCCを用いることとし，これにより各フレームは 13次元の特徴ベ
クトルとなる．この特徴ベクトルを，予め計算した 50の代表ベクトルを用いてベ
クトル量子化し，50次元ヒストグラムとして扱う．
3.3.2 動き概念
前述の物体概念と同様に，図 3.3におけるwpは人が物体に対して行う動きの情
報を表す．また，図 3.3における動き概念に相当する部分だけを見ると，図 3.2と
等価なモデルであり，wpがその類似性により分類され，動きカテゴリ zMを形成す
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ることになる．動き情報は，人が物体を使用する動作中の関節角度をKINECTに
より取得し，動き毎にデータを 5回記録し計算する．取得した関節角は 11箇所で
あり，一つの物体の使用開始から使用終了までを連続して取得した．ただし，動き
の情報を分類するためには，関節角の時系列データを単位動作毎に分節化する必
要がある．時系列データの分節化については，階層ディリクレ過程隠れマルコフモ
デル（Hierarchical Dirichlet Processes Hidden Markov Model: HDP-HMM）[60]
などを用いることが可能であるが，ここでは分節化の問題を簡単にするために，使
用している物体の同一性を手掛かりに動きの情報を分節化できると仮定する．つ
まり，ある物体を使い続けている間は一つの動作であると考え，物体の使い始め
から使い終わりまでを一つの分節と考える．
11箇所から得られる関節角を，11次元の特徴ベクトルと考えることで，一つの
動作から 11次元の特徴ベクトルを複数得ることができる．それらを予め計算した
70の代表ベクトルによりベクトル量子化することで得られる 70次元のヒストグラ
ムを動き情報として用いる．これは動きの位相情報を捨て去ったBag of Features
（BoF）表現である．このような特徴量を動作認識に使用することは，文献 [61] に
おいて提案されており，その有効性が示されている．
3.3.3 統合モデル
提案モデルでは，物体概念と動き概念が，それぞれMLDAで表現されており，
さらにその上位で二つの概念の関係を統合概念として表現する二層構造のモデル
となっている．物体概念，動き概念を独立したMLDAとして学習し，その学習結
果を統合概念として学習することも可能であるが，そのような方法では物体概念
と動き概念が相互に影響をあたえることができない．そこで，ここでは各概念を
表す隠れ変数 z，zO，zM を同時に学習する．学習にはギブスサンプリングを用い，
各概念を表すカテゴリ z，zO，zM を，観測データ wv，wa，wh，wpからサンプリ
ングすることで学習する．サンプリングには，，O，M，mを周辺化した以下
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の事後分布を用いる．
P (zjmi; z
O
jmi; z
M
jmijZ jmi;ZO jmi;ZM jmi;W v;W a;W h;W p)
= P (zjmijZ jmi)P (zOjmijzjmi;Z jmi;ZO jmi)
 P (zMjmijzjmi;Z jmi;ZM jmi)
 P (wvjijzOjmi;ZO jmi;W v ji)
 P (wajijzOjmi;ZO jmi;W a ji)
 P (whjijzOjmi;ZO jmi;W h ji)
 P (wpjijzMjmi;ZM jmi;W p ji) (3.12)
右辺のそれぞれの確率分布は次のようになる．
P (zjmi = kjZ jmi) =
 +N jmij;z=k
K +Nj
 jmi (3.13)
P (zCjmi = ljzjmi = k;Z jmi;ZC jmi)
=
C +N jmi
z=k;zC=l
KCC +N jmiz=k
(3.14)
P (wmji = xjzCjmi = k;ZC jmi;Wm ji)
=
m +N jmi
zC=k;wm=x;m
Wmm +N jmi
zC=k;m
(3.15)
ただし，Z，ZO，ZM は，それぞれ全物体の全情報に割り当てられた上位カテゴ
リ，物体カテゴリ，動きカテゴリの集合を表し，Wmはモダリティmの全物体の
情報の集合である．Nj;z=kは物体 jの全モダリティの上位カテゴリ zに kが割り
当てられた回数であり，NzC=k;wm=x;mはモダリティmの特徴量 wmに xが，下位
カテゴリ zC に kが割り当てられた回数である．また，Nz=k;zC=lは上位カテゴリ
z = kと下位カテゴリ zC = lの共起した回数を表しており，K，KC，Wmはそれ
ぞれ上位カテゴリのカテゴリ数，概念Cのカテゴリ数，モダリティmの情報の次
元数である．負の添字はその情報を除外することを表し， jmiは j番目の物体の
モダリティmの i番目の情報を除外することを表している．
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Algorithm 1 Multilayered MLDA (bottom layer)
1: for all i; j; C;m do
2: u draw from Uniform [0,1]
3: for k  1 to KC do
4: P [k] P [k   1] + P (zCjmi = kjwmji ;Wm ji;ZC jmi;Z jmi)
5: end for
6: for k  1 to KC do
7: if u < P [k]=P [KC ] then
8: zCjmi = k, break
9: end if
10: end for
11: end for
Algorithm 2 Multilayered MLDA (whole layer)
1: for all i; j; C;m do
2: for k  1 to K do
3: P [k] P [k   1] + P (zjmi = kjwmji ;Wm ji;ZC jmi;Z jmi)
4: end for
5: u draw from Uniform [0,1]
6: for k  1 to K do
7: if u < P [k]=P [K] then
8: zjmi = k, break
9: end if
10: end for
11: for k  1 to KC do
12: P [k] P [k   1] + P (zCjmi = kjwmji ;Wm ji;ZC jmi;Z jmi)
13: end for
14: u draw from Uniform [0,1]
15: for k  1 to KC do
16: if u < P [k]=P [KC ] then
17: zCjmi = k, break
18: end if
19: end for
20: end for
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モデルの学習は，隠れ変数である z，zO，zMを，収束するまで事後分布からサン
プリングすることによって実現できる．しかし，隠れ変数が 3つあり，複雑なモデ
ルであるため，全てのパラメータを同時に求めると局所解に陥りやすいといった問
題がある．そこで，図 3.3の右側に示す下位カテゴリ zCを個々の独立したMLDA
として学習し，下位概念のパラメータ m（式（3.15））を先に決定する．
次に，式（3.15）を固定し，上位カテゴリ z，下位カテゴリ zO，zM をサンプリ
ングする．
zCjmi  P (zCjmijwmji ;Wm ji;ZC jmi;Z jmi)
/
X
z
P (zjZ jmi)P (zCjmijZ jmi;ZC jmi; z)
 P (wmji jWm ji;ZC jmi; zCjmi) (3.16)
zjmi  P (zjmijwmji ;Wm ji;ZC jmi;Z jmi)
/
X
zC
P (zjmijZ jmi)P (zC jZ jmi;ZC jmi; zjmi)
 P (wmji jWm ji;ZC jmi; zC) (3.17)
このとき，下位カテゴリ zCが上位概念の影響を受けて更新されることに注意が必
要である．Algorithm 1とAlgorithm 2がそれぞれ，下位概念のパラメータの決定
と，モデル全体の学習アルゴリズムである．以上のようなサンプリングを繰り返
すことで，Nがある値へと収束する．Kを上位カテゴリのカテゴリ数とするとき，
最終的なパラメータの推定値 ^mwmzC，^CzzC，^jzは以下のようになる．
^mwmzC =
NzCwmm + 
m
NzCm +Wmm
; (3.18)
^CzzC =
NzzCm + 
C
Nzm +KC
; (3.19)
^jz =
Njz + 
Nj +K
; (3.20)
ただし，Wmはモダリティmの次元数を表し，NzCwmmはモダリティmのwmに下
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位カテゴリ zC が割り当てられた回数を表す．
学習したモデルを用いることで，物体や動作の認識だけでなく，概念間の予測
も可能となる．例えば，物体の視覚wv・聴覚wa・触覚wh情報が得られた際に，
以下の式を用いて，物体カテゴリ z^O，その物体に関係する上位カテゴリ z^と動き
カテゴリ z^M を予測することができる．
z^O = argmax
zO
X
z
X
zM
P^ (z; zO; zM jwv;wa;wh) (3.21)
z^M = argmax
zM
X
z
X
zO
P^ (z; zO; zM jwv;wa;wh) (3.22)
z^ = argmax
z
X
zO
X
zM
P^ (z; zO; zM jwv;wa;wh) (3.23)
ただし，P^ (z; zO; zM jwv;wa;wh)は以下のように計算することができる．
P^ (z; zO; zM jwv;wa;wh) = P (z)P (zM ; zOjz)P (zOjwv;wa;wh) (3.24)
また，同様に，動きの情報wpから各概念のカテゴリを予測するには，式（3.24）
の代わりに次式を用いることで可能となる．
P^ (z; zO; zM jwp) = P (z)P (zO; zM jz)P (zM jwp) (3.25)
3.3.4 近似モデル
前述のように，物体概念と動き概念は，統合概念を無視すれば，独立したMLDA
と等価なモデルと考えることができる．さらに，視覚・聴覚・触覚・動き情報wm
を無視することで，統合概念は zOと zM を生成するMLDAと等価なモデルと見
なすことができる．すなわち各概念を独立したMLDAとして学習し，形成された
概念を上位概念の入力とすることで，簡易的に物体概念，動き概念を統合するこ
とができる．図 3.5がmMLDAを分解し，独立した 3つのMLDAとして考えた場
合のグラフィカルモデルである．このモデルでは，物体カテゴリ zOと動きカテゴ
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図 3.5: 統合概念の近似モデル
リ zM を独立したMLDAで学習後，上位カテゴリ zをもう一つの独立なMLDAで
学習すればよい．
近似モデルの学習ではまず，下位層を独立したMLDAとして学習した後に，zO
と zM をそれぞれ多項分布 P  zO j wv;wa;whと P  zM j wpからサンプリング
する．近似モデルの上位層に相当するMLDAでは，生成された zOと zMをそれぞ
れ図 3.2に示したw1とw2として考えることで学習することができる．従って，物
体概念と動き概念の関係性は，モデルにおける隠れ変数 zによって学習され，こ
の zが両概念の統合的な概念（動作概念）を表現するカテゴリとなる．ただし，z
は固定された zOと zM の関係性を表現するだけであり，逆に zOと zM に影響を与
えることはない．
近似モデルにおいても，学習したモデルを用いて未観測情報を予測することが
可能である．例えば，物体情報wv，wa，whから，確率の高い動きカテゴリを次
のように予測することができる．
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1. 物体情報から物体カテゴリをサンプリングする
z^O  P  zO j wv;wa;wh (3.26)
2. 次式によりサンプリングされた物体カテゴリ z^Oから，動作カテゴリが発生
する確率を計算する
P (z^M jz^O) =
Z X
z
P (z^M jz)P (zj)P (jz^O)d
(3.27)
同様に，動き情報から最も関係する物体を予測することも可能である．後に示す
実験の結果からも分かるように，mMLDAと近似モデルの定性的差異は明らかで
ある．近似モデルは単純かつ容易に実装できるところがメリットではあるが，明
らかな欠点を持つ．それは，上位概念が下位概念に一切影響を与えないことであ
る．各概念を独立に学習することになるため，下位概念での分類誤りがそのまま
上位概念の学習に影響を及ぼし，モデル全体の精度を下げることにつながる．一
方，mMLDAは，各概念が同時に形成されるために，下位層での分類が相互に影
響を及ぼし合い，モデル全体として分類や予測の精度を向上させることができる
と期待できる．以降，提案するmMLDAの有効性を評価するために，近似モデル
との比較を行う．
3.4 実験
提案したmMLDAを評価するために実験を行った．図 3.6に，実験に使用した
物体を示す．これらの物体を使用する動作を行い，実験のためのデータを取得し
た．物体と動きの組み合わせを，表 3.1に示す．
物体概念は，ロボットが図 3.6の各物体を観測することで取得するマルチモー
ダル情報を基に形成する．また動き概念は，人が物体を使用している際の動きを，
KINECTを用いて取得した関節角情報を基に形成する．人が使用している物体は，
ロボットが視覚的にトラッキングできることを仮定している．つまり，物体に関
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図 3.6: 実験で使用した物体（各カテゴリ内の枠は認識用の物体）
するマルチモーダル情報とその物体を使用した際の関節角情報はモデルを学習す
るために同時に与えられることになる．図 3.7に，取得した動きの画像とデータの
一部を示す．
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図 3.7: 各動きから取得した情報の例：（上から下まで）実際の動き，KINECTか
ら取得した情報，70次元のヒストグラム（括弧内の数字はカテゴリ番号）
3.4.1 カテゴリ数決定
LDAではカテゴリ数を予め与えなければならず，このカテゴリ数の決定はLDA
における重要な問題である．本論文で提案するmMLDAは LDAを拡張したモデ
ルであるため，同様の問題が存在する．予備実験などを通して経験的に決定する
ことも可能ではあるが，特に上位層の分類に対する正解を決めることは人手であっ
ても困難であるため，ここでは自動的にカテゴリ数を決めることを考える．
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表 3.1: 物体に対して行った動き（括弧内の数字はカテゴリ番号）
動き 物体 動き 物体
持ち上げる（1） 茶碗（13） 食べる（9） 野菜（玩具）（27）
飲み物（缶）（17） スナック（19）
カップヌードル（21） カップヌードル（21）
スプレー缶（23） 積み重ねる（10） 積み木（32）
プラスチックカップ（25） 置く（11） 消臭剤（7）
上に投げる（2） ぬいぐるみ（2） 湿気取り（8）
マラカス（29） プラスチックカップ（25）
ボール（31） 積み木（32）
片手で口に運ぶ（3） 金属のカップ（12） 手に塗る（12） ハンドクリーム（6）
飲み物（缶）（17） 取り出す（13） フローリングワイパー（3）
ペットボトル（18） ティッシュ箱（10）
プラスチックカップ（25） クッキー（20）
左右に動かす（4） 車（玩具）（28） ナイフで切る（14） 野菜（玩具）（27）
フローリング 中身をかける（15） ドレッシング（14）
ワイパー（3） 蜂蜜（15）
皿を洗う（5） スポンジ（4） ソース（16）
たわし（5） 中身を注ぐ（16） シャンプー（9）
上下に振る（6） ガラガラ（1） 飲み物（缶）（17）
ドレッシング（14） ペットボトル（18）
ソース（16） じょうろ（24）
飲み物（缶）（17） 包む（17） ラップ（11）
ペットボトル（18） 塗る（18） スプレー缶（23）
スプレー缶（23） 履く（19） 靴（30）
マラカス（29） 開ける（20） スナック（22）
すくう（7） ショベル（26） 両手で口に運ぶ（21） 金属のカップ（12）
抱く（8） ぬいぐるみ（2） 茶碗（13）
下位層については，ノンパラメトリックベイズ手法であるマルチモーダル階層
ディリクレ過程（Multimodal Hierarchical Dirichlet Process: MHDP）[62] による
決定手法がそのまま利用できる．実際にMHDPによって下位層のカテゴリ数を推
定したところ，物体と動きのカテゴリ数はそれぞれ 32と 21であった．この結果
を用いて以降の実験を行うこととし，更に上位層のカテゴリ数を推定するために
用いる．
上位層のカテゴリ数は，MHDPを直接適用して推定することができない．そこ
で，近似モデルの上位MLDAにMHDPを適用することでカテゴリ数を推定する
こととする．MHDPではサンプリングにより学習を行なっているため，初期値に
よって推定されるカテゴリ数が変わってしまう．そこで，MHDPを用いた分類を
100回行い，100個のモデルを学習した．図 3.8が 100個のモデルのカテゴリ数の
ヒストグラムであり，横軸と縦軸はそれぞれ，推定した上位カテゴリ数とその頻
度を示している．すなわち，このグラフはカテゴリ数の発生確率と考えることが
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図 3.8: MHDPを用いたカテゴリ数の発生頻度
でき，カテゴリ数 22が最も高い確率で発生していることが分かる．
以上の結果から，上位カテゴリ数を 22，物体と動きのカテゴリ数はそれぞれ 32
と 21として，mMLDAと近似モデルによって概念形成を行い，それらを評価する．
3.4.2 物体概念
提案モデルと近似モデルによって形成された物体概念を評価した．物体概念の
形成結果は図 3.9であり，縦軸が物体の番号，横軸がモデルによって分類されたカ
テゴリを表している．図 3.9（a）が人手による分類であり，これを正解として各
手法の分類結果を評価した．図 3.9（b）が提案手法（mMLDA）による分類結果
であり，図 3.9（c）が近似モデルによる分類結果である．これらの分類結果から，
図 3.9（a）を正解として，次式により分類精度を計算した．
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図 3.9: 物体の分類結果：（a）正解，（b）mMLDA，（c）近似モデル
Acc =
100
J
JX
j
(ccorrect(j); cresult(j)) (3.28)
ただし，Jはデータ数，ccorrect(j)，cresult(j)はそれぞれ j番目のデータの正解のカ
テゴリと，実際に分類されたカテゴリの IDである．(a; b)は，a = bのとき 1，さ
もなくば 0となる関数である．分類精度を計算した結果，mMLDAでは 71.21%，
近似モデルでは 65.15%となり，提案モデルであるmMLDAの方がより正解に近い
分類ができている．mMLDAの分類では，「飲み物（缶）（17）」は一つのカテゴリ
に分類することができたのに対して，近似モデルでは，この物体を 3つのカテゴリ
に分類してしまっている．同じ「飲み物（缶）（17）」でも，異なる柄や形を持つた
め，近似モデルでは異なるカテゴリに分類されてしまったのに対して，mMLDA
では「飲み物（缶）（17）」と関係する動きも考慮して分類を行うため，正しく一
つのカテゴリに分類することができたと考えられる．
3.4.3 動き概念
次に，提案モデルと近似モデルによって分類された動き概念を評価した．図 3.10
が分類結果であり，縦軸が実際の動きの番号，横軸が分類されたカテゴリ番号で
ある．図 3.10（a）が人手による分類であり，物体と同様，この分類を正解として，
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図 3.10: 動きの分類結果：（a）正解，（b）mMLDA，（c）近似モデル
各手法の分類を評価した．図 3.10（b）がmMLDAによる分類結果，図 3.10（c）
が近似モデルによる分類結果である．正解の分類（図 3.10（a））と比較すると，
mMLDA（図 3.10（b））の分類精度は 84.09%となり，近似モデル（図 3.10（c））
の分類精度は 77.27%となった．
mMLDAと近似モデルによる動き概念の形成結果の差異は，「左右に動かす（4）」
と「すくう（7）」の分類結果で見ることができる．mMLDAの分類結果では，こ
の二つの動きを二つのカテゴリに分類することができた．一方，近似モデルでは
この二つの動きを一つのカテゴリに分類してしまっている．二つの動きは似通っ
ているが，扱う物体が異なるため，mMLDAでは二つのカテゴリに分類すること
ができたと考えられる．このように，mMLDAは近似モデルに比べて，物体と動
きがそれぞれ影響し合うため，より正解に近い分類が可能となる．
3.4.4 統合概念
次に上位層で形成された統合概念の評価を行った．まず，形成された統合概念
の結果について述べる．mMLDAの上位層では物体と動きの関係性を表すカテゴ
リが形成されており，その中には人にとって意味のあるカテゴリも形成されてい
る．表 3.2が実際に形成された物体概念と動き概念が組み合わさり形成された統合
概念である．例えば，統合概念 10では，動きの「片手で口に運ぶ（3）」と物体の
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表 3.2: mMLDAを用いた統合概念の形成結果（括弧内の数字はカテゴリ番号）
No 動き 物体
1 置く（11） 消臭剤（7）
湿気取り（8）
プラスチックカップ（25）
2 ナイフで切る（14） 野菜（玩具）（27）
3 包む（17） ラップ（11）
4 抱く（8） ぬいぐるみ（2）
5 左右に動かす（4） 車（玩具）（28）
6 左右に動かす（4） フローリングワイパー（3）
7 持ち上げる（1） 茶碗（13）
飲み物（缶）（17）
カップヌードル（21）
スプレー缶（23）
プラスチックカップ（25）
8 上下に振る（6） ガラガラ（1）
ドレッシング（14）
ソース（16）
飲み物（缶）（17）
ペットボトル（18）
マラカス（29）
9 中身を注ぐ（16） シャンプー（9）
飲み物（缶）（17）
ペットボトル（18）
じょうろ（24）
10 片手で口に運ぶ（3） 金属のカップ（12）
飲み物（缶）（17）
ペットボトル（18）
プラスチックカップ（25）
11 積み重ねる（10） 積み木（32）
置く（11）
12 上に投げる（2） ぬいぐるみ（2）
マラカス（29）
ボール（31）
13 手に塗る（12） ハンドクリーム（7）
14 皿を洗う（5） スポンジ（4）
たわし（5）
15 両手で口に運ぶ（21） 金属のカップ（12）
茶碗（13）
食べる（9） 野菜（玩具）（27）
スナック（19）
カップヌードル（21）
16 塗る（18） スプレー缶（23）
17 履く（19） 靴（30）
18 取り出す（13） フローリングワイパー（3）
ティッシュ箱（10）
クッキー（20）
19 開ける（20） スナック（22）
20 中身をかける（15） ドレッシング（14）
蜂蜜（15）
ソース（16）
21 すくう（7） ショベル（26）
22 上下に振る（6） スプレー缶（23）
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図 3.11: 物体カテゴリと動きカテゴリの共起確率：（a）正解，（b）mMLDA，（c）近
似モデル
「飲み物（缶）（17）」や，「ペットボトル（18）」，「プラスチックカップ（25）」，「金
属のカップ（12）」などが一つのカテゴリに分類された．これは，「何かを飲む」と
いう概念が形成されたことを意味する．他にも，統合概念 15では「両手で口に運
ぶ（21）」と「食べる（9）」といった動きと，「茶碗（13）」や「スナック（19）」な
どが組み合わさった概念が形成され，これは「何かを食べる」という概念である
と言える．また，統合概念 9では，「中身を注ぐ（16）」と，「ペットボトル（18）」
や「じょうろ（24）」などが組み合わさった概念が形成され，これは「何かを注ぐ」
といった概念であると言える．さらに，統合概念 5と 6では，「左右に動かす（4）」
が，物体によって異なる上位カテゴリに分類された．一つは「車（玩具）（28）」と
関係し，もう一つは「フローリングワイパー（3）」と関係する上位カテゴリであ
り，これらはそれぞれ「車の玩具を走らせる」という概念と，「フローリングワイ
パーで掃除をする」といった概念であると言える．このように同じ動きに対して
も，異なる物体によって，意味の異なる統合概念が形成されている．
以上のように，定性的には意味のある統合概念が形成できたと言えるが，統合
概念は正解を定義することが難しいため，定量的にmMLDAと近似モデルを比較
することができない．そこで，ここでは物体と動きの関係性を正確に表現できて
いるかどうかで評価する．物体カテゴリ zOと動きカテゴリ zM の関係性は，その
同時確率 P (zO; zM)で表現することができる．正解となる同時確率 P^ (zO; zM)は，
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表 3.1に示した各物体と動きの関係の学習サンプル数から，次式を用いて求めた．
P^ (zO; zM) =
NzO;zM
N
(3.29)
ただし，NzO;zM は，物体カテゴリ zOと動きカテゴリ zM の共起したデータ数であ
り，表 3.1から求めることができる．また，Nはデータの総数である．図 3.11（a）
が，色の濃淡で正解の同時確率を表現したグラフである．縦軸と横軸は，それぞ
れ物体と動きのカテゴリ番号を表す．また，mMLDAと近似モデルで学習された
同時確率は P (zO; zM)は，次のように計算可能である．
P (zO; zM) =
X
z
P (zOjz)P (zM jz)P (zj) (3.30)
図 3.11（b）と（c）が，それぞれmMLDAと近似モデルによって学習された物体カ
テゴリと動きカテゴリの同時確率である．ここでは学習された同時確率P (zO; zM)
がどれだけ正解 P^ (zO; zM)に近いかで評価し，その評価基準として次式で定義さ
れるKullback-Leibler（KL）ダイバージェンスを用いた．
DKL

P (zO; zM)kP^ (zO; zM)

=
X
zO
X
zM
P (zO; zM) log
P (zO; zM)
P^ (zO; zM)
(3.31)
KLダイバージェンスは，二つの確率分布に対してそれらの間の差異を測るもので
あり，各モデルと正解基準との違いを表している．近似モデルの結果とmMLDA
の結果の正解とのKLダイバージェーンスを求めたところ，それぞれ 6:26と 4:17と
なり，mMLDAの学習結果が正解に近いという結果となった．すなわち，mMLDA
の方が近似モデルに比べ，より正確に物体と動きの関係，つまりは動作に関する
知識を捉えている．
また実験では，上位カテゴリ数はノンパラメトリックなMHDPによって推定さ
れた 22を用いた．しかし，この上位カテゴリ数によっても形成される上位カテゴ
リは変化してしまう．そこで，KLダイバージェンスを用い正解の同時確率と比較
することで，上位カテゴリ数の妥当性について評価する．mMLDAにより，上位
カテゴリ数を変化させて概念形成を行い同時確率 P (zO; zM)を計算し，正解とな
る同時確率 P^ (zO; zM)とのKL距離を計算した．その結果が図 3.12であり，横軸
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図 3.12: 上位カテゴリ数に対する同時確率分布の正解とのKLダイバージェンス
がカテゴリ数，縦軸が正解とのKLダイバージェンスである．カテゴリ数が少な
い場合，少ないパラメータで物体と動きの関係を表現するため，正しく学習でき
ず，正解とのKLダイバージェンスが大きくなっている．一方，カテゴリ数が多く
なると，多くのパラメータで表現できるため，正しくその関係を捉えることがで
き，正解とのKLダイバージェンスが小さくなる．さらに，上位カテゴリ数が大き
くなると，KLダイバージェンスはほとんど変化しなくなるが，細かく分類しすぎ
てしまうために，正しい概念が形成できない恐れがある．そのため，図 3.12より，
上位カテゴリ数は 20～30の範囲が妥当であると考えられ，今回MHDPで推定さ
れた上位カテゴリ数 22は適切であると言える．
3.4.5 未観測情報の予測実験
次に，未観測情報の予測性能を評価するため，可観測の物体（動き）の情報か
ら，未観測である動き（物体）概念の予測を行った．実験では，図 3.6中の矩形で
表示された物体を認識用データとして用い，残りの物体を学習用のデータとし，観
測された物体のマルチモーダル情報（wv;wa;wh）から動きカテゴリ zM の予測を
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図 3.13: 「ぬいぐるみ（2）」から予測された動きの予測確率：（a）mMLDA，（b）
近似モデル
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図 3.14: 「片手で口に運ぶ（3）」から予測された物体の予測確率：（a）mMLDA，
（b）近似モデル
行った．同様に，観測された動きの情報wpから物体カテゴリ zOの予測も行った．
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その結果，mMLDAを用いた動きカテゴリ zM の予測精度は 83.33%となり，近
似モデルを用いた予測精度は 72.22%となった．同様に，観測された動きの情報か
ら物体カテゴリ zOを予測した結果，その予測精度は，mMLDAと近似モデルでそ
れぞれ，73.33%と 70.00%となった．mMLDAでは，近似モデルに比べ，動きと物
体の関係性が正しく捉えられているため高い精度となったと考えられる．
図 3.13が，「ぬいぐるみ（2）」から予測された未観測である動きカテゴリが発
生する確率P (zM jwv;wa;wh)である．mMLDAの結果では，正しく「上に投げる
（2）」や「抱く（8）」といった動きを予測することができる．一方，近似モデルを
用いた予測の結果では，「取り出す（13）」と「中身をかける（15）」といった動きが
高い確率で予測されている．これは，近似モデルの分類結果では，物体の「ぬいぐ
るみ（2）」と「車（玩具）（28）」が同じカテゴリに分類されてしまったため，同じ
上位カテゴリを持つ「フローリングワイパー（3）」に関係する「取り出す（13）」
が予測されたと考えられる．このように，近似モデルでは，物体と動きが独立し
ており相互に影響を及ぼさないため，誤分類を修正することができず，予測精度
が低下している．
また，「片手で口に運ぶ（3）」から予測された物体の発生確率P (zOjwp)を図 3.14
に示した．mMLDAの結果では，正しく「金属のカップ（12）」を予測することが
できている．一方，近似モデルの結果では，誤った「スナック（19）」が最も高い
確率で予測されている．これは，「片手で口に運ぶ（3）」と「食べる（9）」の動き
が似通った情報を持ち，正しく認識できなかったことが原因であると考えられる．
以上のように，近似モデルに比べmMLDAの予測性能が高いことが分かる．
3.5 まとめ
本章において，物体と動き概念とそれらの関係を表現する動作概念の獲得可能
なモデルを提案した．提案モデルmMLDAは，確率モデルに基づくマルチモーダ
ル LDAの多層化であり，下位概念とそれらを組み合わせた上位概念を形成する．
実験結果より，提案したmMLDAが簡易的な近似モデルに比べ高い予測性能を持
つことが明らかとなった．これは，上位・下位概念が相互に影響し合うことが，多
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層概念形成において重要であることを物語っている．
提案したmMLDAは，人の動作に含まれている動きと物体の共起性を手がかり
として学習を行った．提案モデルは，前章で述べた確率的な知識の表現となって
おり，人の動作を観測することでロボット自身が知識を獲得することを可能にす
る．しかし，実際ロボットが獲得すべき知識は物体や動きだけではなく，例えば場
所や人物など様々であり，mMLDAをより多様な概念に拡張する必要がある．さ
らに，本章では動作に関する概念は獲得できたが，それらの概念に対応する言語
を獲得することはできていない．つまり，多様な概念の意味をどのように言葉と
して表現するのかを考える必要がある．この問題を解決するために，概念と言語
（単語）を結び付ける手法や文法を獲得する枠組みが必要である．これにより，概
念を基盤として，事物を文章として表現する仕組みについても考えることができ
る．これらの問題について，次章で議論する．
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4.1 はじめに
本章では，前章で提案した階層的カテゴリ分類のモデルであるmMLDAを拡張
し，より多様な概念を獲得することを考える．本章で提案するmMLDAは，前章と
同様に先行研究で提案されたMLDA [18]の階層構造となっており，下層のMLDA
では下位概念である，物体，動き，場所，人物の概念がそれぞれ形成され，上層の
MLDAではこれらの概念を統合する上位概念が形成される．このモデルを用いる
ことで例えば，下位概念としてジュースという物体概念や物を口に運ぶという動
き概念，ダイニングという場所概念などが形成される．上位層ではこれらの関係
性が学習され，「飲む」という行動概念が形成される．これにより，ジュースを見
ることでそれを口に運ぶ「飲む」という行動や，その「飲む」という行動が「ダイ
ニング」という場所で行なわれやすいといった未観測情報の予測を行うことが可
能となる．また，形成された多様な概念を利用し，同時に語意や文法を獲得する
ことで，観測したシーンを文章で表現する手法を検討する．先行研究においても，
入力されたマルチモーダル情報に対応する単語や，単語が指す概念の推論の可能
性が示されている [58]．しかし本章で扱う問題は，階層的な概念における語意の
獲得であり，どの階層のどの概念にどの単語が結び付くかという問題を解く必要
がある．この問題は，先行研究の手法では解くことができない．本章では，単語
と概念間の相互情報量を用いることで，どの単語が本来どの概念に結び付いてい
るのかを自動的に推定する手法を提案する．これにより単語と概念の結び付きを
学習することが可能であり，各単語に対応する，物体，場所，人，動作といった概
念クラスの推定が可能である．従って，教示発話における概念クラスの生起順を
学習することで，概念クラスの遷移確率という形で表現される確率文法を学習す
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ることが可能となる．
ここではさらに，このように獲得した文法と概念に結び付けられた語彙を用い
て，観測されたシーンから文章を生成することを考える．このための一つ目の問
題は，観測情報を表現するのに相応しい単語の推定であり，これはmMLDAを用
いることで実現できる．この際に，未観測の情報を確率的に予測することが可能
であり，これにより観測情報の曖昧性を過去の経験に基づいて解消できる可能性
がある．二つ目の問題は，推定した単語の選択と語順の決定である．このために，
学習した概念クラスの遷移確率を利用する．提案手法では，概念クラスの順番を
確率文法からサンプリングすることで生成する．そして，各概念クラスと観測情
報から表現に相応しい単語の選択を行う．また，文法として単語のバイグラムを
用いることを考える．つまり，単語レベルでの遷移確率を考えることで，概念ク
ラスの系列と各概念クラスに対応する単語候補のラティスから最も確率の高い単
語系列を求める問題となり，これはViterbiアルゴリズムを用いることで解くこと
ができる．最終的に確率文法からのサンプリングを複数回行い，最も高い尤度の
単語列を出力とする．提案したこれらのモデルを，実験によって評価する．
4.2 多様な概念の形成
本章では，MLDAを用いて形成された物体，動き，場所，人物の概念を統合す
ることで，より上位の概念を階層的に形成することを考える．図 4.1に提案する
mMLDAのグラフィカルモデルを示す．図 4.1において，zは統合概念を表すカテ
ゴリであり，zO，zM，zP，zU はそれぞれ下位概念に相当する，物体，動き，場
所，人物カテゴリである．上位カテゴリ zは，下位カテゴリ間の関係を表現した
モデルとなっている．また，wv，wa，whは，それぞれ物体から得られる視覚，聴
覚，触覚情報であり，wp，wc，ws，wyは物体を扱っている際の人の動き，座標，
性別，年齢の情報である．さらに，ww，wwO，wwM，wwP，wwU は，教示発話か
ら得られる単語情報である．以下，下位及び統合概念について詳しく述べる．
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図 4.1: mMLDAのグラフィカルモデル
4.2.1 下位概念
物体概念は，ロボットが実際に取得したマルチモーダル情報をカテゴリ分類す
ることにより形成する．つまり，視覚・聴覚・触覚・単語情報wv，wa，wh，wwOが
その類似性により分類され，物体カテゴリ zOが形成される．ここで用いるロボッ
トプラットフォームは，前章のアームロボット（図 3.4（a））と同じである．前述
のように，知覚情報は Bag of Features（BoF）モデルを用いて表現する．視覚情
報としては，取得した物体画像を 128次元のDSIFTを用いて変換し，ベクトル量
子化することで 500次元のヒストグラムとする．聴覚情報は，MFCCを特徴量と
し，ベクトル量子化することで 50次元ヒストグラムとする．同様に，触覚情報は，
取得した触覚センサのデータに対する曲線近似のパラメータをベクトル量子化し，
15次元ヒストグラムとする．また，全ての教示発話を単語分割し，Bag of Words
（BoW）モデルを用いて表現したものを単語情報として扱う．
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物体概念と同様に，図 4.1の下側に示すMLDAと等価なモデルによって動き概
念のモデル化を行う．動き情報は，人の動作中の 11箇所の関節角度を，動作開始
から動作終了までKINECTを用いて取得することを前提とする．また動きの情報
は，操作対象となる物体によって分節することができると仮定している．一つの
動作から複数の 11次元の特徴ベクトルが得られ，それをあらかじめ計算した 70の
代表ベクトルによりベクトル量子化することで 70次元のヒストグラムとし，これ
を動き情報として用いる．
場所概念は，人の動作中の座標を動作開始から動作終了まで取得することで形
成する．一つの動作から複数の 2次元座標が得られるため，これらをベクトル量
子化し，6次元のヒストグラムとすることで場所情報とする．代表ベクトルは，学
習データをK平均法によりクラスタリングすることで決定する．
人物概念の形成では，動作中の人の顔画像から，性別及び年齢の推定を行い，こ
れらの値を人物情報として扱う．他の概念と同様，性別・年齢の推定結果を基に
データの量子化を行い，2次元の性別ヒストグラムと 10次元の年齢ヒストグラム
を人物情報として用いる．
4.2.2 統合概念
提案モデルにおいて，物体，動き，場所，人物概念は，それぞれMLDAで表現
されており，さらにその上位でそれらの概念の関係を統合概念としてのMLDAで
表現する二層構造となっている．物体，動き，場所，人物概念を独立したMLDA
として学習し，その学習結果を統合概念として学習することも可能であるが，前
章で明らかとなったように，そのような方法では各概念が相互に影響を与えるこ
とができない．そこで，各概念を表す隠れ変数 z，zC 2fzO;zM ;zP ;zUgを同時に学
習する手法を以下に提案する．
学習にはギブスサンプリングを用いる．つまり，各概念を表すカテゴリ z，zC
を，観測データ wm 2fwv;wa;wh;wwO;wp;wwM ; wc;wwP ;ws;wy;wwU ;wwgに基づい
たサンプリングによって推定する．ただし，wcはハイパーパラメータ cによって
決まるディリクレ事前分布に従う cをパラメータとする多項分布によって生成さ
れる．またカテゴリ z，zCは，それぞれハイパーパラメータ ，Cによって決ま
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るディリクレ事前分布に従うパラメータ ，Cをパラメータとする多項分布によっ
て生成されるモデルである．サンプリングには，，C，mを周辺化した以下の
事後分布を用いる．
P (zjmi; z
C
jmijZ jmi;ZC jmi;Wm) /
P (zjmijZ jmi)P (zCjmijzjmi;Z jmi;ZC jmi)P (wmji jzCjmi;ZC jmi;Wm ji) (4.1)
なお，右辺のそれぞれの確率分布は次のようになる．
P (zjmi = kjZ jmi) =
 +N jmij;z=k
K +Nj
 jmi ; (4.2)
P (zCjmi = ljzjmi = k;Z jmi;ZC jmi) =
C +N jmi
z=k;zC=l
KCC +N jmiz=k
; (4.3)
P (wmji = xjzCjmi = k;ZC jmi;Wm ji) =
m +N jmi
zC=k;wm=x;m
Wmm +N jmi
zC=k;m
; (4.4)
ただし，Z，ZCは，それぞれ全物体の全情報に割り当てられた上位カテゴリと下
位概念のカテゴリの集合を表し，Wmはモダリティmの全物体の情報の集合であ
る．Njzは物体 jの全モダリティに上位カテゴリ zが割り当てられた回数であり，
NzCwmはモダリティmの特徴量wmに下位カテゴリ zCが割り当てられた回数であ
る．また，Nz;zC は上位カテゴリ zと下位カテゴリ zC の共起した回数を表してお
り，K，KC，Wmはそれぞれ上位カテゴリのカテゴリ数，概念 Cのカテゴリ数，
モダリティmの情報の次元数である．負の添字はその情報を除外することを表し，
 jmiは j番目の物体のモダリティmの i番目の情報を除外することを表している．
モデルの学習は，隠れ変数である z，zC を，収束するまで事後分布からサンプ
リングすることによって実現できる．しかし，隠れ変数が複数あり，複雑なモデ
ルであるため，全てのパラメータを同時に求めると局所解に陥りやすいといった
問題がある．そこで前章と同様に，図 4.1の右側に示す下位カテゴリ zCを個々の
独立したMLDAとして学習し，下位概念のパラメータ mを先に決定する．この
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とき，各カテゴリ zC 2 fzO; zM ; zP ; zUgは，次式を用いてサンプリングする．
zCjmi  P (zCjmijwmji ;Wm ij;ZC jmi;Z jmi)
/
X
z
P (zjZ jmi)P (zCjmijZ jmi;ZC jmi; z)
 P (wmji jWm ji;ZC jmi; zCjmi) (4.5)
このサンプリングを収束するまで繰り返すことで，式（4.4）を決定する．次に，式
（4.4）を固定し，上位カテゴリ z，下位カテゴリ zC をサンプリングする．
zjmi  P (zjmijwmji ;Wm ij;ZC jmi;Z jmi)
/
X
zC
P (zjmijZ jmi)P (zC jZ jmi;ZC jmi; zjmi)
 P (wmji jWm ji;ZC jmi; zC) (4.6)
このとき，下位カテゴリ zCが上位概念の影響を受けて更新されることに注意が必
要である．Algorithm 3とAlgorithm 4がそれぞれ，下位概念のパラメータの決定
と，モデル全体の学習アルゴリズムである．以上のようなサンプリングを繰り返
すことで，Nがある値へと収束する．Kを上位カテゴリのカテゴリ数とするとき，
最終的なパラメータの推定値 ^mwmzC，^CzzC，^jzは以下のようになる．
^mwmzC =
NzCwmm + 
m
NzCm +Wmm
; ^CzzC =
NzzCm + 
C
Nzm +KC
; ^jz =
Njz + 
Nj +K
; (4.7)
ただし，Wmはモダリティmの次元数を表し，NzCwmmはモダリティmのwmに下
位カテゴリ zC が割り当てられた回数を表す．
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Algorithm 3 Multilayered MLDA (bottom layer)
1: for all i; j; C;m do
2: u draw from Uniform [0,1]
3: for k  1 to KC do
4: P [k] P [k   1] + P (zCjmi = kjwmji ;Wm ji;ZC jmi;Z jmi)
5: end for
6: for k  1 to KC do
7: if u < P [k]=P [KC ] then
8: zCjmi = k, break
9: end if
10: end for
11: end for
Algorithm 4 Multilayered MLDA (whole layer)
1: for all i; j; C;m do
2: for k  1 to K do
3: P [k] P [k   1] + P (zjmi = kjwmji ;Wm ji;ZC jmi;Z jmi)
4: end for
5: u draw from Uniform [0,1]
6: for k  1 to K do
7: if u < P [k]=P [K] then
8: zjmi = k, break
9: end if
10: end for
11: for k  1 to KC do
12: P [k] P [k   1] + P (zCjmi = kjwmji ;Wm ji;ZC jmi;Z jmi)
13: end for
14: u draw from Uniform [0,1]
15: for k  1 to KC do
16: if u < P [k]=P [KC ] then
17: zCjmi = k, break
18: end if
19: end for
20: end for
4.3 未観測情報の予測
学習したモデルを用いることで，物体や動きの認識だけでなく，概念間の予測
も可能となる．例えば，場所概念 z^P と上位カテゴリ zは観測されたモダリティv，
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a，h（物体），p（動き）wv;a;h;pobs を以下の式より推定することができる．
P (z; zO; zM jwv;a;h;pobs ) =
P (z)P (zOjz)P (zM jz)P (wv;wa;whjzO)P (wpjzM); (4.8)
z^P = argmax
zP
X
z;zO;zM
P (zP jz)P (z; zO; zM jwv;a;h;pobs ); (4.9)
z^ = argmax
z
X
zO;zM
P (z; zO; zM jwv;a;h;pobs ) (4.10)
さらに，形成された概念を利用することで未観測情報の予測を行うことも可能
である．例えば，学習したモデルを用いて物体概念の単語は観測されたモダリティ
v，a，hから次式より予測することができる．
P (wwOjwv;a;hobs ) =
Z X
zO
p(wwOjzO)p(zOjO)p(Ojwv;a;hobs )dO (4.11)
4.4 近似モデル
前述のように，全ての下位概念は，統合概念を無視すれば，独立したMLDAと
等価なモデルと考える事ができる．さらに，単語情報 ww 以外の wmを無視する
ことで，統合概念は zO，zM，zP，zU とwwを生成するMLDAと等価なモデルと
見なすことができる．すなわち各概念を独立したMLDAとして学習し，フィード
フォワード的に接続することで，簡易的に多様な概念を統合することができる．図
4.2がmMLDAを分解し，独立した 5つのMLDAとして考えた場合のグラフィカ
ルモデルである．このモデルでは，下位カテゴリ zC 2 fzO; zM ; zP ; zUgを独立し
たMLDAで学習した後，上位カテゴリ zをもう一つの独立なMLDAで学習すれ
ばよい．
近似モデルの学習ではまず，下位層を独立したMLDAとして学習した後に，zC
を多項分布 P  zC j wmCからサンプリングする．ただし，wmC は概念 Cのモダ
リティを表している．近似モデルの上位層に相当するMLDAでは，生成された zC
をそれぞれ図 3.2に示したwとして考えることで学習することができる．従って，
下位概念の関係性は，モデルにおける隠れ変数 zによって学習され，この zが下
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図 4.2: 近似多層マルチモーダル LDAのグラフィカルモデル
位概念の統合的な概念を表現するカテゴリとなる．ただし，zは固定された zCの
関係性を表現するだけであり，逆に zC に影響を与えることはない．
近似モデルにおいても，学習したモデルを用いて未観測情報を予測することが
可能である．例えば，人物情報wmから，確率の高い場所カテゴリを次のように
予測することができる．
1. 人物情報から人物カテゴリをサンプリングする
z^U  P  zU j wy;ws (4.12)
2. 次式によりサンプリングされた人物カテゴリ z^U から，場所カテゴリが発生
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する確率を計算する
P (z^P jz^U) =
Z X
z
P (z^P jz)P (zj)P (jz^U)d (4.13)
さらに，z^P に z^O，z^M を代入することで，他の概念のカテゴリも予測するこ
とができる．
前章で述べたように近似モデルの利点は，モデルがシンプルで実装し易いこと
である．欠点は，上位概念から下位概念に影響を与えずに独立に学習を行うため，
下位層に生じた分類の誤りはそのまま統合概念の学習に影響を及ぼしてしまい，後
の実験結果から分かるように，相互に学習を行うmMLDAに比べてモデル全体の
精度を下げることにつながることである．本章では，近似モデルをベースライン
モデルとして，提案するmMLDAを比較する．
4.5 言語学習
4.5.1 相互情報量を用いた単語の予測
本章では，図 4.1に示したように，各概念に教示発話から得られる全ての単語情
報を与えて学習を行う．各概念を表現する適切な単語が存在すると考え，単語と
カテゴリの結び付きの強さの尺度として，単語とカテゴリ間の相互情報量を用い
る．単語 wwと概念クラス i 2f物体概念，動き概念，場所概念，人物概念，統合
概念 gのカテゴリ kとの間の相互情報量は以下の式となる．
I(ww; kji) =
X
K;W
P (W;Kji) log P (W;Kji)
P (W ji)P (Kji) (4.14)
ただし，K 2 (k; k)，W 2 (ww; ww)とし，kは k以外のカテゴリを表す．また， ww
はww以外の単語を表している．相互情報量とは，二つの確率変数の共有する情報
量であり，相互依存の尺度である．したがって単語とカテゴリ間の相互情報量が
大きい場合，その単語はそのカテゴリを表現していると言える．
本章では，単語によって，複数の概念を表す可能性があると考え，式（4.14）を
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用いて求めた相互情報量を単語の各概念クラスに対する重みとして考える．その
重みを F (i; ww)とし，次式で単語予測スコアを計算する．
F (i; ww) = max
k
I(ww; kji) (4.15)
P^ (wwjwmobs; i) = F (i; ww)P (wwjwmobs; i)　 (4.16)
このように，単語の各概念クラスに対する重みを求め，概念クラス iの単語予測
P (wwjwmobs; i)の際に重みを付けることで，各概念から生成される単語の予測精度
を向上させることが可能となる．
4.5.2 文法の学習
mMLDAを用いることで，観測情報を表現するのに適切な単語を予測すること
ができる．文章を生成するためには，さらに文法を考える必要がある．本章では，
mMLDAにおける概念クラス（式（4.16）における i）の発火順を文法と考える．
これは，各単語に対する概念選択により，単語は特定の概念クラスと結び付ける
ことができるためであり，教示発話を単語分割しその各単語の概念クラスを推定
することで実現できる．ただし，ここでは助詞や機能語を考えないこととする．
例えば，「母はキッチンで野菜を切る」という発話から概念クラスを，「母－人物；
キッチン－場所；野菜－物体；切る－動き」と推定することができ，結果的に「（人
物）（場所）（物体）（動き）」となる文法が得られる．ここでは文法を，マルコフ
モデルで表現することとし，教示発話から次のように学習する．
P (CtjCt 1) = NCt 1Ct
NS
(4.17)
ただし，Ctは文章中の t番目の単語に該当する概念クラスである．また，NCt 1Ct
とNSはそれぞれCt 1からCtに遷移した回数と概念クラス間遷移の総数である．
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4.6 観測情報からの文生成
4.6.1 概念遷移に基づく文生成
ロボットが観測情報を文章で表現するための最も単純な方法として，予測した単
語を上記の文法をもとに並べればよい．具体的にはAlgorithm 5に示すように，文
頭BOSから順にP (CtjCt 1)に従って t番目の概念クラスであるCtをサンプリング
する．そして，wt = argmaxww P^ (wwjwmobs; Ct)に従って t番目の単語を計算する．
この手順を，Ctが文末EOSになるまで繰り返す．この手法（以下「Method 1」と
呼ぶ）では，サンプリングされた概念系列C = fC0 = BOS;C1;    ; CT = EOSg
に対して，単語wtを埋めていくことで文生成するため，Cに同じ概念がサンプリ
ングされてしまうと，同じ単語で文が生成され，不自然な文となる．
4.6.2 言語モデルを用いた文生成
本章ではより自然な文を生成するために，言語モデルを導入し，文生成を確率的
に定式化する（以下「Method 2」と呼ぶ）．まず，Method 1と同様，式（4.17）に従
い，BOSからEOSまでの概念系列をN個サンプリングし，n番目のBOSとEOS
を除いたサンプルをCn = fCn1 ;    ; Cnt ;    ; CnTn 1gとする．次に，概念Cnt から，
概念と対応した単語を生成する．ここでは，観測情報wmobsが与えらたとき，概念
Cnt と対応した単語の発生確率の高い上位Q個の単語wnt = fwnt1; wnt2;    ; wntQgを
用い，全ての単語の集合をW n = fwn1 ;wn2 ;    ;wnTn 1gとする．すなわち，これ
らの概念系列・単語からQTn 2パターンの文を生成することができ，文 Snが生成
される確率を次のように定義する．
P (SnjCn;W n;wmobs) /
Y
t
P (Cnt jCnt 1)P (wnt jwmobs; Cnt )P (wnt jwnt 1) (4.18)
次に，観測情報に対してサンプリングされたN 個の概念系列と単語から生成した
文の中から，生成される確率が高い文を選択する．まず，各概念系列に対して，各
概念系列から，式（4.18）を最大とする文 S^nを決定する．ただし，Snのパターン
は非常に多く，単純には決定することができないため，Viterbiアルゴリズムを用
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Algorithm 5 Concept Transition based Sentence Generation
1: t 1; C0 = BOS
2: for t do
3: Ct  draw from P (CtjCt 1)
4: if Ct = EOS then
5: break
6: end if
7: wt = argmaxww P^ (w
wjwmobs; Ct)
8: t t+ 1
9: end for
Algorithm 6 Language Model and Concept Transition based Sentence Generation
1: for n 1 to N do
2: t 1; Cn0 = BOS
3: for t do
4: Cnt  draw from P (Cnt jCnt 1)
5: if Cnt = EOS then
6: break
7: end if
8: wnt  P^ (wwjwmobs; Cnt )
9: t t+ 1
10: end for
11: S^n = argmaxSn P (S
njCn;W n;wmobs)
12: end for
いて式（4.18）の確率が最大となる文を探索する．ここで，各概念系列のサンプル
に対して確率が最大となる文の集合を S^ = fS^0;    ; S^n;    ; S^Ngとする．以上の
手順をAlgorithm 6にまとめる．
次に，S^から生成される確率が最大となる文を選択することで，最終的な生成
文とする．しかし，実際には文が長いほど，その確率は小さくなってしまう．そ
こで以下のような，調整係数 `(S^n)を導入する．
`(S^n) =
(Lmax   LS^n)PN
n LS^n
NX
n
P (S^njCn;W n;wmobs) (4.19)
86
87 第 4 章 多様な概念を用いた言語獲得
4.7. 実験
ただし，LS^nは S^nの文の長さ，Lmaxは S^の中の文長の最大値である．式（4.19）
を用いて，文の確率を次のように再定義する．
P (S^njCn;W n;wmobs) = P (S^njCn;W n;wmobs) + `(S^n) (4.20)
従って最終的な文 Sは，以下のように求める．
S = argmax
S^n2S^
P (S^njCn;W n;wmobs) (4.21)
4.7 実験
提案モデルの有効性を検証するために，実験を行った．実験に用いたデータセッ
トの一例を図 4.3に示す．データセットは 132個の物体を用い，正解として 32個の
カテゴリに分けた．これらの物体を使用する動作を行い，実験のためのデータを
取得した．全ての物体を，概念形成の実験に使用した．予測実験においては，各カ
テゴリから一個の物体（図 4.3の赤枠）をテストセットとして使用し，残りの物体
を学習データとする．物体概念は観測されたマルチモーダル情報から形成された．
動き情報として，KINECTを用いて人の各関節の角度を取得した．動き情報の一
例とKINECTより取得された骨格情報を図 4.3に示す．本実験においては，人物
のデータとして，大人・子供の男女の画像をインターネットからダウンロードし，
OKAO Vision [63, 64]が提供する画像センシング技術による年齢・性別推定を使
用した．図 4.3に使用した画像及びヒストグラム化した性別と年齢推定の結果を
示す．さらに，場所の情報としては，図 4.3に示したような家の間取りを仮定し，
玄関，リビング，キッチン，ダイニング，浴室，庭の 6つの場所を想定し，座標の
データを取得した．全てのデータの組み合わせを表 4.1に示す．
本章では人が表 4.1に示した各データに対して，5つの教示発話を与えることと
する．取得した全ての教示発話は形態素解析器を用いて単語分割を行い，他の知
覚情報と同様にBoWモデルとしてヒストグラム化し生起回数の情報として取り扱
う．表 4.2に教示発話の一例を示す．
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Plushie (2)Rattle (1) Floor Cleaner (3) Sponge (4) Scrubbing Brush (5) Hand Cream (6)
Deodorizer (7) Dehumidifier (8) Shampoo (9) Tissue (10) Plastic Wrap (11) Silverware (12) Plastic Bowl (13)
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図 4.3: 実験に用いたデータセットの例．最上のボックスが物体の例を示し，赤枠
が認識実験に用いた物体を表す．二番目のボックスが取得した動き情報：（上から
下まで）物体に対して行った動きの例，（上）KINECTの画像，（中）実際の動き，
（下）70次元のヒストグラム．三番目のボックスが，場所全体における位置の集中
分布（左），場所情報（右）を示し各場所に対して 6次元のヒストグラム．最下の
ボックスが人物情報の例を示し，各概念に対して，2次元の性別情報（左），10次
元の年齢情報（右）．2～4番目のボックスの括弧内の番号はカテゴリ番号を表す
4.7.1 カテゴリ数決定
カテゴリ数をどのように決定するかについては，前章と同様の手法を用いること
ができる．まず下位層については，ノンパラメトリックベイズ手法であるマルチモー
ダル階層ディリクレ過程（Multimodal Hierarchical Dirichlet Process: MHDP）[62]
による決定手法をそのまま利用する．実際にMHDPによって下位層のカテゴリ数
を推定したところ，図 4.4に示したように物体，動き，場所，人物のカテゴリ数は
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表 4.1: 動き，物体，場所，人物データの対応表（カッコ内の数字はカテゴリ ID）
動き 物体 場所 人物
持ち上げる（1） 茶碗（13） ダイニング（4） 全員（1，2，3，4）
飲み物（缶）（17）
カップヌードル（21）
プラスチックカップ（25）
スプレー缶（23） 庭（5） 男性（2，4）
上に投げる（2） ぬいぐるみ（2） リビング（2） 子供（3，4）
マラカス（29）
ボール（31）
口に運ぶ（3） 金属の食器（12） ダイニング（4） 全員（1，2，3，4）
飲み物（缶）（17）
ペットボトル（18）
プラスチックカップ（25）
茶碗（13）
野菜（玩具）（27）
カップヌードル（21）
スナック（19） リビング（2）
左右に動かす（4） 車（玩具）（28）
フリーリングワイパー（3） ダイニング（4） 大人の女性（1）
皿を洗う（5） スポンジ（4） キッチン（3）
たわし（5）
上下に振る（6） ガラガラ（1） リビング（2） 子供（3，4）
マラカス（29）
ドレッシング（14） ダイニング（4） 全員（1，2，3，4）
ソース（16）
飲み物（缶）（17）
ペットボトル（18）
スプレー缶（23） 庭（5） 大人の男性（2）
すくう（7） ショベル（26）
抱く（8） ぬいぐるみ（2） リビング（2） 女の子（3）
積み重ねる（9） 積み木（32） 子供（3，4）
置く（10） 消臭剤（7） 大人の女性（1）
除湿剤（8）
積み木（32） 子供（3，4）
プラスチックカップ（25） ダイニング（4）
手に塗る（11） ハンドクリーム（6） リビング（2） 女性（1，3）
取り出す（12） ティッシュ箱（10） 全員（1，2，3，4）
クッキー（20）
フローリングワイパー（3） ダイニング（4） 大人の女性（1）
ナイフで切る（13） 野菜（玩具）（27） キッチン（3）
中身をかける（14） ドレッシング（14） ダイニング（4） 全員（1，2，3，4）
蜂蜜（15）
ソース（16）
中身を注ぐ（15） シャンプー（9） 浴室（6） 大人（1，2）
じょうろ（24） 庭（5） 大人の男性（2）
飲み物（缶）（17） ダイニング（4） 全員（1，2，3，4）
ペットボトル（18）
包む（16） ラップ（11） 大人の女性（1）
塗る（17） スプレー缶（23） 庭（5） 大人の男性（2）
履く（18） 靴（30） 玄関（1） 全員（1，2，3，4）
袋を開ける（19） スナック（19） リビング（2）
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表 4.2: 教示発話の例
教示発話
女の子はリビングで腕を上下に動かしてガラガラを振って音を聞く
女の子はリビングでガラガラを上下に動かして、振って音を聞く
父は浴室でシャンプーをもって、中身を注いで詰め替える
母はダイニングでピンク色のフローリングワイパーを開けて中身を取り出す
女の子はリビングでぬいぐるみを上に投げて遊んでいる
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図 4.4: MHDPを用いた各概念のカテゴリ数の発生頻度
それぞれ 32，19，6，4と推定された．この結果を用いて以降の実験を行うと共に，
上位層のカテゴリ数を推定するためにも用いる．
上位層のカテゴリ数は，MHDPを直接適用して推定することができないため，近
似モデルの上位MLDAにMHDPを適用することでカテゴリ数を推定する．MHDP
はサンプリングにより学習を行っているため，初期値によって推定されるカテゴ
リ数が変わってしまう．そこで，MHDPを用いた分類を 100回行い，100個のモ
デルを学習した．図 4.4が 100個のモデルのカテゴリ数のヒストグラムであり，横
軸と縦軸はそれぞれ，推定した上位カテゴリ数とその頻度を示している．すなわ
ち，このグラフはカテゴリ数の発生確率と考えることができ，カテゴリ数 30が最
も高い確率で発生していることが分かる．
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以上の結果から，上位カテゴリ数を 30，物体，動き，場所，人物のカテゴリ数
はそれぞれ 32，19，6，4として，mMLDAと近似モデルによって概念形成を行い，
各概念の評価を行った．
4.7.2 下位概念
ここでは，mMLDAと近似モデルによって形成された下位概念である物体，動
き，場所及び人物概念をそれぞれ評価し，それらの結果について説明する．まず，
物体概念の形成結果について述べる．物体概念の形成結果は図 4.5であり，縦軸が
物体のカテゴリ番号，横軸がモデルによって分類されたカテゴリを表している．図
4.5（a）が人手による分類であり，これを正解として各手法の分類結果を評価した．
図 4.5（b）がmMLDAによる分類結果であり，図 4.5（c）が近似モデルによる分
類結果である．これらの分類結果から，図 4.5（a）を正解として，前章で定義し
た式（3.28）により分類精度を計算した．分類精度を計算した結果，mMLDAで
は 74.24%，近似モデルでは 65.15%となり，mMLDAの方がより正解に近い分類が
できている．形成された物体概念の例として，「飲み物（缶）（17）」を取り上げて
比較する．近似モデルでは，この物体を 3つのカテゴリに分けてしまっているが，
mMLDAでは一つのカテゴリに分類された．「飲み物（缶）（17）」に属する物体は，
異なるテクスチャ（知覚情報）を持っているため，この手がかりのみを用いて分類
する近似モデルでは複数のカテゴリに分類されてしまった．また本実験において，
物体概念のカテゴリ数は前章と同じ数に設定されているため，概念間の関係を考
慮しない近似モデルでは，前章と同じ結果が得られることになる．一方mMLDA
では，物体の知覚情報のみならず，概念間の関係を考慮するため，正しく分類す
ることが可能となった．本章の結果が前章の結果と同じであるのは，「飲み物（缶）
（17）」に対して与えられた情報の組合せが前章と同じためである．まず「飲み物
（缶）（17）」に対して，動きの組合せは前章と本章は同じである．また，表 4.1よ
り，「飲み物（缶）（17）」における場所と人物の組合せはどれも同じである．つま
り，「飲み物（缶）（17）」という概念は，同じ手がかりで形成されたことになる．
次に，mMLDAと近似モデルによって分類された動き概念を評価した．図 4.6が
分類結果であり，縦軸が実際の動きのカテゴリ番号，横軸が分類されたカテゴリ
91
92 第 4 章 多様な概念を用いた言語獲得
4.7. 実験
O
b
je
ct
 i
n
d
ex
(a) (b) (c)
Category index
5 10 15 20 25 30
20
40
60
80
100
120
O
b
je
ct
 i
n
d
ex
Category index
O
b
je
ct
 i
n
d
ex
Category index
5 10 15 20 25 30
20
40
60
80
100
120
5 10 15 20 25 30
20
40
60
80
100
120
図 4.5: 物体の分類結果：（a）正解，（b）mMLDA，（c）近似モデル
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図 4.6: 動きの分類結果：（a）正解，（b）mMLDA，（c）近似モデル
番号である．図 4.6（a）が人手による分類であり，物体と同様，この分類を正解
として，各種法の分類を評価した．図 4.6（b）がmMLDAによる分類結果，図 4.6
（c）が近似モデルによる分類結果である．正解の分類（図 4.6（a））と比較すると，
mMLDA（図 4.6（b））の分類精度は 81.06%となり，近似モデル（図 4.6（c））の
分類精度は 75.00%となった．mMLDAと近似モデルによる動き概念の形成結果の
差異は，「中身をかける（14）」の分類結果で見ることができる．mMLDAの分類結
果では，この動きを一つに分類することができた．一方，近似モデルではこの動
きを二つのカテゴリに分類してしまい，一部は「中身を注ぐ（15）」と同一のカテ
ゴリとなった．これらの分類結果に対する要因として，物体概念の例と同じよう
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図 4.7: 場所の分類結果：（a）正解，（b）mMLDA，（c）近似モデル
に似通った知覚情報のみによる分類が困難なことが挙げられる．この場合，似た
動き情報だけを手がかりとして分類する近似モデルでは動き概念を細かくしてし
まった．これに対して，動き概念と関係する物体や場所なども手がかりとして概念
を形成するmMLDAでは，正しく一つのカテゴリに分類することができている．
物体と同様，図 4.7が人手による場所概念の分類であり，この分類を正解として，
mMLDAと近似モデルの分類を評価した．図 4.7（b）がmMLDAによる分類であ
り，図 4.7（c）が近似モデルによる分類結果である．正解の分類（図 4.7（a））と
比較すると，mMLDA（図 4.7（b））と近似モデル（図 4.7（c））の分類精度は共
に 96.97%であった．本実験で用いた場所に関するデータにはノイズや曖昧性がほ
とんどないため，提案手法と近似モデルの結果に差がなかったと言える．
次に，mMLDAと近似モデルによって形成された人物概念を評価した．図 4.8
（a），図 4.8（b），及び図 4.8（c）がそれぞれ，人手による分類，mMLDAの分類結
果と近似モデルの分類結果を示している．他の概念と同様，図 4.8（a）を正解の分
類として，両モデルによる分類結果を比較すると，それぞれ 75.75%及び 71.21%と
なった．このようにmMLDAの学習では，知覚情報と概念間の関係を手がかりと
して学習するため，下位層に生じる誤分類を概念間の関係によって修正すること
が可能である．
以上のように，下位概念の形成結果において，どの概念に対しても近似モデル
に比べmMLDAの方が，より正解に近い概念が形成された．これは，上位層を介
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図 4.8: 人物の分類結果：（a）正解，（b）mMLDA，（c）近似モデル
して概念間の関係を手がかりとして用いた分類を行うmMLDAの方が，下位層の
各概念に入力される知覚情報のみを用いる近似モデルに比べ，より人の感覚に近
い分類が可能であることを意味する．
4.7.3 統合概念
mMLDAの上位層において形成された下位層の物体，動き，場所及び人物の関
係を表現する上位概念に対して，表 4.3にまとめた．表 4.3は，上位層に形成され
た 30個のカテゴリに対して，下位層の関係するカテゴリの組合せを示したもので，
その中にいくつか意味のあるカテゴリが形成されていることが見て取れる．例え
ば，統合カテゴリ 21において，人物カテゴリ「全員」，動きカテゴリ「口に運ぶ
（3）」，場所カテゴリ「ダイニング」，3つの物体カテゴリ「飲み物（缶）（17）」，
「ペットボトル（18）」，「プラスチックカップ（25）」が一つのカテゴリに分類さ
れている．これは，「人がダイニングで何かを飲む」という概念が上位に形成され
た結果であると考えられる．これと似たようなカテゴリとして，「人がダイニング
で何かを食べる」が統合カテゴリ 25として上位層に形成された．この統合概念は
表 4.3に示すように，統合カテゴリ 21の人物，場所，動きカテゴリが同じである
が，それらと関係する物体カテゴリ（「茶碗（13）」，「カップヌードル（21）」，「野
菜（玩具）（27）」）が異なっている．これに対して，統合カテゴリ 9及び 22は，動
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表 4.3: mMLDAを用いた統合概念の形成結果
No 動き 物体 場所 人物
1 上下に振る スプレー缶 庭 大人の男性
塗る
2 上に投げる ぬいぐるみ リビング 子供
ボール
3 中身を注ぐ じょうろ 庭 大人の男性
4 上下に振る ガラガラ リビング 女の子
5 取り出す ティッシュ箱 リビング 全員
クッキー
6 手に塗る ハンドクリーム リビング 大人の女性
7 皿を洗う スポンジ キッチン 大人の女性
たわし
8 中身を注ぐ シャンプー 浴室 大人
9 左右に動かす フローリングワイパー ダイニング 大人の女性
10 取り出す フローリングワイパー ダイニング 大人の女性
11 上に投げる マラカス リビング 子供
上下に振る
12 履く 靴 玄関 全員
13 開ける スナック リビング 全員
14 包む ラップ ダイニング 大人の女性
15 持ち上げる 茶碗 ダイニング 全員
カップヌードル
プラスチックカップ
飲み物（缶）
スプレー缶 庭
16 置く カップヌードル ダイニング 大人
17 手に塗る ハンドクリーム リビング 女の子
18 中身をかける ドレッシング ダイニング 全員
ソース
蜂蜜
19 中身を注ぐ ペットボトル ダイニング 全員
飲み物（缶）
20 口に運ぶ 金属の食器 ダイニング 全員
21 口に運ぶ ペットボトル ダイニング 全員
飲み物（缶）
プラスチック
カップ
22 左右に動かす 車（玩具） リビング 男の子
23 積み重ねる 積み木 リビング 子供
置く
24 抱く ぬいぐるみ リビング 女の子
25 口に運ぶ カップヌードル ダイニング 全員
野菜（玩具）
茶碗
26 口に運ぶ スナック リビング 子供
27 置く 消臭剤 リビング 大人の女性
除湿剤
28 上下に振る ドレッシング ダイニング 全員
ソース
ペットボトル
29 すくう ショベル 庭 大人の男性
30 ナイフで切る 野菜（玩具） キッチン 大人の女性
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きカテゴリ「左右に動かす（4）」が同じでも，それと関係する他の概念が異なる
ため，別のカテゴリとして分類された例である．統合カテゴリ 9では，人物カテ
ゴリが「大人の女性」と物体カテゴリが「フローリングワイパー（3）」と関係す
るため，「母がフローリングワイパーで掃除をする」という概念が形成されたと考
えることができる．これに対して統合カテゴリ 22では，人物カテゴリが「男の子
（4）」，物体カテゴリが「車（玩具）（28）」と関係しているため，「男の子が車の玩
具を走らせて遊ぶ」という概念が上位層に形成されていると言える．このように，
同じ動きでも使用される物体や場所などが異なれば，意味が異なる上位カテゴリ
が形成されることが分かった．
他の例として，上位カテゴリ 3，8及び 9が挙げられるが，これらのカテゴリは
同じ動きに対して，異なった場所や使用される物体が共起することで違うカテゴ
リとして分類されたと考えられる．「庭（5）」と「じょうろ（24）」の関係を表現す
る統合カテゴリ 3は，「水遣りをする」という概念を意味するのに対し，統合カテ
ゴリ 8では，「浴室（6）」，「シャンプー（9）」と関係しているため，「シャワーを浴
びる」が形成されていると言える．また，表 4.3より「飲み物の中身を注ぐ」とい
う概念は統合カテゴリ 19に形成されていると考えることができる．一方，異なる
動きのカテゴリ「積み重ねる（9）」と「置く（10）」が一つの上位カテゴリとして
分類されている結果が統合カテゴリ 23に現れている．このカテゴリは，物体カテ
ゴリ「積み木（32）」，場所カテゴリ「リビング（2）」，人物カテゴリ「子供（3，
4）」と関係しており，「子供が積み木で遊ぶ」を意味する．以上のように，定性的
には意味のある統合概念が形成できていると言えるが，統合概念は正解を定義す
ることが難しいため，定量的にmMLDAと近似モデルを比較することができない．
そこでここでは前章と同様に，物体，動き，場所及び人物概念の関係を正確に
表現できているかどうかを，同時確率で評価する．ここで，全ての下位概念 zL =
(zO; zM ; zP ; zU)の関係性は，その同時確率 P (zL)で表現することができると考え
る．正解となる同時確率 P^ (zL)は，表 4.1に示した各物体，動き，場所と人物の関
係の学習サンプル数から，次式を用いて求めた．
P^ (zL) =
NzL
N
(4.22)
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図 4.9: 上位カテゴリ数に対する同時確率分布の正解とのKLダイバージェンス
ただし，NzLは，下位概念 zLの共起したデータ数であり，表 4.1から求めること
ができる．また，N はデータの総数である．また，mMLDAと近似モデルで学習
された同時確率 P (zL)は，次のように計算可能である．
P (zL) =
X
z
P (zj)
Y
zC
P (zC jz) (4.23)
ここでは学習された同時確率 P (zL)がどれだけ正解 P^ (zL)に近いかを，KLダイ
バージェンスを用いて評価する．
DKL

P (zL)kP^ (zL)

=
X
zL
P (zL) log
P (zL)
P^ (zL)
(4.24)
近似モデルの結果とmMLDAの結果の正解とのKLダイバージェンスを求めた結
果，それぞれ 11:34と 8:53となった．すなわち，mMLDAの方が近似モデルに比
べ，より正確に概念間の関係を捉えられていると言える．
本実験では，MHDPを用いてカテゴリ数の決定を行った．上位カテゴリ数は 30
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と推定されたが，カテゴリ数によって形成された上位カテゴリは変化してしまう．
そこで，上位カテゴリ数の妥当性を評価するために，KLダイバージェンスを用い
て正解の同時確率と比較する．評価方法として前章と同じように，上位カテゴリ
数を変化させて概念形成を行い P (zL)を計算し，P^ (zL)とのKLダイバージェン
スを計算した．その結果を図 4.9にプロットする．図中の横と縦軸はそれぞれカ
テゴリ数と正解とのKLダイバージェンスを示している．カテゴリ数が少ない場
合，KLダイバージェンスが大きくなった．これは，少ないパラメータで概念間の
関係を表現するため，正しく学習できないためであると考えられる．逆にカテゴ
リ数が大きい場合，多くのパラメータで表現できるため，正しくその関係を捉え
ることができ，正解とのKL距離が小さくなる．また，上位カテゴリ数がある一
定以上大きくなると，KLダイバージェンスは収束し変化しなくなるが，分類が細
かくなってしまい概念が正しく形成できない可能性がある．実際，図 4.9より，妥
当な上位カテゴリ数は 30～40であることが見て取れる．従って，本実験において
MHDPで推定された上位カテゴリ数 30は適切であると言える．
4.7.4 未観測情報の予測実験
次に，未観測情報の予測性能を評価するために，観測した情報から未観測情報
における概念の予測を行った．実験は以下の 4つの場合を考慮して行った．
1. 物体の視・聴・触覚情報から，動き・場所・人物のカテゴリを予測
2. 動きの角度情報から，物体・場所・人物のカテゴリを予測
3. 場所の座標情報から，物体・動き・人物のカテゴリを予測
4. 人物の性別・年齢情報から，物体・動き・場所のカテゴリを予測
実験に用いたデータの組合せを，表 4.4に示した．未観測情報の予測はmMLDAと
近似モデルによって行い，それぞれの結果を比較した．予測結果の評価は，表 4.1
に基づいて，観測した情報に関係する全ての未観測概念のカテゴリを正解とする．
例えば，観測した物体が「飲み物（缶）（17）」である場合，表 4.5に示したカテ
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図 4.10: 「飲み物（缶）（17）」からmMLDAと近似モデルを用いた各概念のカテ
ゴリの発生確率：（a）mMLDAで動きカテゴリ，（b）mMLDAで場所カテゴリ，（c）
mMLDAで人物カテゴリ，（d）近似モデルで動きカテゴリ，（e）近似モデルで場所
カテゴリ，（f）近似モデルで人物カテゴリ
ゴリを正解とした．mMLDAと近似モデルの予測結果を表 4.6にそれぞれ示した．
上記 4つの場合において予測精度はどれも，mMLDAの方が近似モデルに比べ高
い結果が得られた．これは，前節で述べたように，概念の形成においてmMLDA
の方が精度が高く，予測がし易いためである．
物体の情報から未観測情報を予測する実験において，図 4.3に示した赤い枠で示
した物体を認識用のデータとして用いて，残りの物体を学習用のデータとした．観
測された物体のマルチモーダル情報（wv;wa;wh）から動きカテゴリ zM，場所カ
テゴリ zP と人物カテゴリ zU の予測を行った．図 4.10は，「飲み物（缶）（17）」か
ら予測された未観測である動きカテゴリ，場所カテゴリ，人物カテゴリが発生する
確率 P (zM jwv;wa;wh)，P (zP jwv;wa;wh)と P (zU jwv;wa;wh)をそれぞれ表す．
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表 4.4: 未観測情報のデータ
No 動き 物体 場所 人物
1 上下に振る ガラガラ リビング 女の子
2 上に投げる ぬいぐるみ リビング 女の子
3 左右に動かす フローリングワイパー ダイニング 大人の女性
4 皿を洗う スポンジ キッチン 大人の女性
5 皿を洗う たわし キッチン 大人の女性
6 手に塗る ハンドクリーム リビング 大人の女性
7 テーブルに置く 消臭剤 リビング 大人の女性
8 テーブルに置く 除湿剤 リビング 大人の女性
9 中身を注ぐ シャンプー 浴室 大人の男性
10 取り出す ティッシュ箱 リビング 大人の男性
11 包む ラップ ダイニング 大人の女性
12 持ち上げる 茶碗 ダイニング 大人の男性
13 上下に振る ドレッシング ダイニング 大人の男性
14 中身をかける 蜂蜜 ダイニング 男の子
15 上下に振る ソース ダイニング 男の子
16 持ち上げる 飲み物（缶） ダイニング 男の子
17 口に運ぶ ペットボトル ダイニング 大人の女性
18 口に運ぶ スナック リビング 男の子
19 持ち上げる カップヌードル ダイニング 大人の男性
20 開ける スナック リビング 大人の男性
21 持ち上げる スプレー缶 リビング 女の子
22 中身を注ぐ じょうろ 庭 大人の男性
23 持ち上げる プラスチックカップ ダイニング 大人の女性
24 すくう ショベル 庭 大人の男性
25 口に運ぶ 野菜（玩具） ダイニング 男の子
26 左右に動かす 車（玩具） リビング 男の子
27 上に投げる マラカス リビング 男の子
28 履く 靴 玄関 大人の男性
29 上に投げる ボール リビング 男の子
30 積み重ねる 積み木 リビング 男の子
表 4.5: 飲み物（缶）に関係する物体，場所，人物のカテゴリ（カッコ内の数字は
カテゴリ番号）
動き 物体 場所 人物
持ち上げる（1） 飲み物（缶）（17） ダイニング（4） 女の子（3）
口に運ぶ（3） 飲み物（缶）（17） ダイニング（4）　 大人の男性（2）
口に運ぶ（3） 飲み物（缶）（17） ダイニング（4） 女の子（3）
上下に振る（6） 飲み物（缶）（17） ダイニング（4） 大人の女性（1）
上下に振る（6） 飲み物（缶）（17） ダイニング（4） 大人の男性（2）
中身を注ぐ（15） 飲み物（缶）（17） ダイニング（4） 女の子（3）
中身を注ぐ（15） 飲み物（缶）（17） ダイニング（4） 男の子（4）
mMLDAを用いた動きカテゴリの予測結果（図 4.10（a））において，正しく「持
ち上げる（1）」や「口に運ぶ（3）」といった動き（表 4.5を参照されたい）を予
測することができているが，近似モデルを用いた予測の結果（図 4.10（d））では，
「中身をかける（14）」といった動きが高い確率で予測されている．これは，近似
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表 4.6: 未観測情報の予測精度
観測した情報 物体 動き 場所 人物
mMLDA
視・聴・触覚 - 76.67% 80.00% 73.33%
角度 86.67% - 80.00% 90.00%
座標 76.67% 76.67% - 100%
性別・年齢 80.00% 83.33% 86.67% -
近似モデル
視・聴・触覚 - 66.67% 70.00% 70.00%
角度 76.67% - 73.33% 80.00%
座標 70.00% 76.67% - 90.00%
性別・年齢 76.67% 73.33% 80.00% -
モデルの分類結果では，物体の「飲み物（缶）（17）」と「ドレッシング（14）」が
同じカテゴリに分類されてしまったため，「ドレッシング（14）」に関係する「中身
をかける（14）」が予測されてしまったと考えられる．このように，近似モデルで
は物体や動きなど下位層の概念を独立に学習するため，下位層における分類の誤
りを概念間の関係を通して修正することができず，予測精度の低下を引き起こし
たと考えられる．
また，mMLDAを用いた場所カテゴリの予測結果（図 4.10（b））において，正
しく「ダイニング（4）」を予測することができているが，近似モデルの結果（図
4.10（e））では，誤った場所カテゴリである「キッチン（3）」が最も高い確率で予
測されている．しかし，人物カテゴリの予測結果では，表 4.5に示した通り，全て
の人物カテゴリに関係するため，mMLDAと近似モデルの予測結果（図 4.10（c）
と図 4.10（f））が異なったとしても，どれも正解となるため，両方正しく予測で
きている．以上のように，近似モデルに比べmMLDAの予測性能が高いことが分
かる．
4.7.5 単語予測実験
本実験では，入力されたマルチモーダル情報に対して単語の予測を行った．ま
ず単語情報に対する概念選択の結果について説明する．概念の選択を行うために，
前節で述べたように相互情報量を計算しそれを重みとして用いる．ここでは，学
習データの単語情報について，各概念クラスに対する重みを求め，その結果を図
101
102 第 4 章 多様な概念を用いた言語獲得
4.7. 実験
Concept Index
W
o
rd
 I
n
d
ex
1 2 3 4 5
20
40
60
80
100
120
140
Concept Index
W
o
rd
 I
n
d
ex
1 2 3 4 5
20
40
60
80
100
120
140
Concept Index
W
o
rd
 I
n
d
ex
1 2 3 4 5
20
40
60
80
100
120
140
(a) (b) (c)
図 4.11: 概念選択の結果
4.11に示した．図 4.11の横と縦軸はそれぞれ各概念の番号（1から 5まで順番に，
物体，動き，場所，人物と，統合概念を表す）と単語のインデックスを表す．図
4.11（a）は各単語に対して人が定義した正解となる概念クラスを示す．mMLDA
の学習結果から求めた各単語と概念の相互情報量を図 4.11（b）と（c）にプロッ
トする．図 4.11（b）は，ある単語において全ての概念クラスに対して計算した相
互情報量の中から最大となる概念クラスを表しており，各概念の相互情報量を図
4.11（c）に示した．単語における概念選択を評価するために，予め人が用意した
単語と概念の対応リスト（表 4.7）を用いて正解率を求めたところ，68.75%の正解
率であった．また，各概念クラスに対する正解率の詳細を表 4.8に示した．概念選
択の精度を計算するために，相互情報量の最大となる概念クラスを採用し比較を
行った． 精度としての結果は，まだ向上する必要がある．しかし実際の単語予測
において，相互情報量は重みとして用いるため，最大値による概念選択に誤りが
生じたとしても，単語発生確率の結果と合わせることで，正しい単語が予測され
るケースが多い．特に相互情報量の結果において，正解となる概念がわずかな差
で 2位となる場合は，かなりの確率で正しい単語予測を行うことができる．これ
より，相互情報量を用いた概念選択は単語予測の重みとして，十分な精度である
と考えることができる．
次に，単語予測実験について説明する．まずは，物体概念から単語の予測を行っ
た．結果の一例として，図 4.12に示す物体の「ぬいぐるみ」から予測された単語
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表 4.7: 各概念を表現する単語の一部
物体 動き 場所 人物 統合
ガラガラ かける キッチン 女の子 塗料
スナック 運ぶ ダイニング 男の子 飲む
飲み物 塗る リビング 父 食べる
ペットボトル 動かす 玄関 母 拭く
ぬいぐるみ 投げる 庭 遊ぶ
表 4.8: 各概念における概念選択の正解率
　 物体 動き 場所 人物 統合 全概念
単語数 91 48 6 4 32 181
正解率 78.78% 53.33% 100% 100% 56.52% 68.75%
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図 4.12: 「ぬいぐるみ」からの単語予測：（a）単語の発生確率，（b）相互情報量に
よる重み付けをした単語発生確率
について述べる．図 4.12（a）は「ぬいぐるみ」の視・聴・触覚情報が観測された
ときの単語の発生確率を表し，これより統合概念を表す「リビング」という単語
が一番高い確率で予測されていることが分かる．一方，相互情報量を各概念に対
する重みとして計算し単語発生確率にかけた結果が図 4.12（b）である．これより，
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図 4.13: 「持ち上げる」からの単語予測：（a）単語の発生確率，（b）相互情報量に
よる重み付けをした単語発生確率
物体概念を表す「ぬいぐるみ」の単語が一番高い確率で予測されるようになった
ことが分かる．他の例として，「スプレー缶」から予測された単語の発生確率にお
いて，「庭」という単語が最も高い確率で予測されたが，この予測結果に単語の相
互情報量による重みを付けると，「スプレー」と「缶」という単語が正しく予測さ
れるようになった．このように，相互情報量の重み付けによって，単語を正しく
予測することが可能である．
同様に，動き情報のみが観測されたときの単語予測において，「持ち上げる」の
動き情報から単語の予測を行った結果を図 4.13に示した．図 4.13（a）から「ダイ
ニング」といった単語が高い確率で予測された．一方，図 4.13（b）の結果から，
動き概念以外に関係する単語の確率は，相互情報量の重み付けによって低くなり，
「持ち上げる」や「もつ」といった単語が高く予測されるようになった．しかし，
今回の学習データにおいて，「持ち上げる」という単語は統合概念を表す単語と設
定したにも関わらず，相互情報量の重み付けにおいても，動き概念と統合概念と
の相互情報量の値がほぼ同じとなったため，「持ち上げる」という動き情報に対し
て，動き概念を表す「もつ」が 2番目に高く予測される結果となった．他の例と
して，「口に運ぶ」という動きに対する単語の予測では，「ダイニング」という単語
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図 4.14: 「キッチン」からの単語予測：（a）単語の発生確率，（b）相互情報量によ
る重み付けをした単語発生確率
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図 4.15: 「大人の男性」からの単語予測：（a）単語の発生確率，（b）相互情報量に
よる重み付けをした単語発生確率
が最も高く予測されたが，この予測結果に相互情報量による重みを付けると，「口」
や「運ぶ」といった正しい単語が予測される結果となった．
図 4.14に示した「キッチン」の場所情報から予測された単語の結果も，相互情
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報量を重み付けとして用いた提案手法の有効性を示している．単語発生確率（図
4.14（a））の結果において，「母」という単語が高く予測されたが，提案手法を用い
た結果（図 4.14（b））では，正しく「キッチン」といった場所概念に関係する単
語が予測された．また人物の予測結果では，本実験に用いたデータにおいて，単
語発生確率と提案手法はそれぞれ正しい単語を示した（図 4.15）．
以上の結果より，多様な概念において教示文に含まれる単語には，どの概念に
結び付けるかという情報がないため，学習したモデルを用いて単語の発生確率を
そのまま単語予測の結果として扱うと，その概念に関係しない単語が多く発生す
る結果となる．この問題を解決するために，単語と概念との相互情報量を手がか
りとして単語発生確率に重み付けする単語予測手法が予測性能を大きく向上する
ことが分かった．
4.7.6 観測情報からの言語生成
ここでは，提案する文生成の有効性を検証するために，表 4.1のデータを用いて
実験を行った．まず，提案手法によって獲得した文法と，人がラベル付けした正
解文法を図 4.16に示す．これにより，提案手法を用いることで，人手に近い文法
が獲得できることが分かる．この文法を用いて各データに対して，前節で記述し
た「Method 1」及び「Method 2」を用いて文生成を行った．文例を以下に示す．
S1: 母 ダイニング 茶碗 手 もつ 持ち上げる
M1: 母 ダイニング 持ち上げる 父
M2: 母 ダイニング 茶碗 手 もつ 持ち上げる
S2: 父 ダイニング 黒い 茶碗 手 もつ 持ち上げる
M1: 父 ダイニング 持ち上げる 持ち上げる 父 持ち上げる 父
M2: 父 ダイニング 茶碗 手 もつ 持ち上げる
S3: 母 ダイニング カップ ヌードル もつ 持ち上げる
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Correct grammar Learnt grammar
A
B
C
G
F
E
D
A B C GFED A B C GFED
図 4.16: 獲得した文法と正解文法：図中のA，B，C，D，E，F，GはそれそれBOS，
物体概念，動き概念，場所概念，人物概念，統合概念，EOSを表している
M1: 母 ダイニング 男の子 父
M2: 母 ダイニング カップ ヌードル もつ 持ち上げる
S4: 女の子 リビング ハンド クリーム 手 つける 塗る
M1: 振る リビング クリーム クリーム 塗る
M2: 女の子 リビング ハンド クリーム つける 塗る
S5: 母 ダイニング 透明 ラップ 何 覆う 包む
M1: 母 ダイニング ラップ ラップ 母 母 男の子
M2: 母 ダイニング 透明 ラップ 使う 何 覆う 包む
ただし，M1とM2はそれぞれ，「Method 1」と「Method 2」を表しており，S1，
S2，S3，S4，S5はコーパス内の文である．このように，概念遷移のみで生成され
た文（M1）は，同じ単語の繰り返しが多く見られた．また，各概念に対して単語
の予測が間違ってしまうと S5のように異なる単語で文が生成されてしまう．これ
に対して，言語モデルを考慮したM2を用いるとよりコーパスに近い文が生成さ
れることが分かる．
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文生成の定量的な評価として，生成された文に対して，教示発話と比較して，単
語 2-gramのBLEU-2スコア，及び単語 3-gramのBLEU-3スコア [65]を計算した．
BLEUは機械翻訳システムの自動評価として主に利用されている評価基準であり，
機械翻訳結果と参照訳との n-gramのマッチ率に基いている．一般的にBLEUスコ
アは，翻訳文と参照訳の 1-gramから n-gramについて幾何平均を計算するスコア
と文の長さを考慮するスコア BP（Brevity Penalty）の掛けあわせで算出される．
n-gramは文中の単語と単語同士の順番を表現するため，単語の正しさ（1-gram）
及び流暢さを表すことができる．一方，BPでは文の長さのペナルティとなってお
り，短い文ほどペナルティが大きく，その値が 0～1の範囲となる．従って，BLEU
スコアは 0～1の値として計算され，値が高ければ良い文であると考えることがで
きる． 全データに対して，「Method 1」及び「Method 2」のBLEU-2スコアの平
均はそれぞれ 0:28と 0:61となり，BLEU-3スコアの平均はそれぞれ 0:16と 0:45と
なった．これより，「Method 1」に比べ「Method-2」が生成する文の文らしさを，
大きく向上することができていることが客観的にも分かる．
以上の結果を踏まえて考察する．観測情報からの文生成では，学習した文法か
らの概念列をサンプリングするという処理から始まる．この段階において，一つ
のサンプルが正しい概念列となる可能性は，複数のサンプルよりも当然低い．言
い換えると，複数のサンプルを用意することで，正しい概念列を持つ文が作成で
きる可能性が高くなる．この点において，「Method 1」のように一つのサンプルし
か用いない手法では，概念列の選択ミスが生じると，正しくない文が生成されて
しまう．これに対して「Method 2」では，選択ミスが生じたとしても，複数のサ
ンプルを用いるためその中からサンプルを選ぶことで問題を回避することができ
るが，複数のサンプルをどのように選択すればいいかという問題を考えなければ
ならない．また，各サンプルに対してどのような単語を配置すれば良い文が作れ
るかという問題も考慮する必要がある．単語の選択については，概念と単語の結
び付けより解決することができるが，前節に述べたように単語における概念選択
の結果は万全ではないため，確率的に全ての可能性を考慮すべきである．この点
に関して，「Method 1」ではその概念に最も関係する単語しか考慮しないため，予
測に誤りが生じてしまうと修正することができず，おかしいな文が生成されてし
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まう．また上述のように，文として考えるときの単語同士の関係を表現する言語
モデル（n-gram）も文の自然さの観点から重要な要素となる．このように，文と
して考える際に各概念に対する単語を一つ選択するのではなく，複数候補を用意
し文全体のつながりを言語モデルで評価すれば，良い文のサンプルが用意できる
と考える．最後の問題は，複数の文からの候補の選択であるが，提案手法では文
の長さと生成確率を考慮した文の選択を行っている．従って，文の生成において，
複数のサンプルを用意しその中から最も高い生成確率を選択する「Method 2」は，
一つのサンプルで単語同士のつながりを考慮しない「Method 1」の性能を大幅に
向上することができる．
4.8 まとめ
本章ではまず，前章で提案したmMLDAを拡張し，より多様な概念を獲得する
手法を提案した．提案モデルにおいては，物体，動き，場所，人物概念が下位概
念として下位層において表現され，それらの関係性としての上位概念が上位層に
表現される．こうして形成された多様な概念を利用することで，様々な予測を行
うことが可能である．実験結果より，提案したmMLDAが近似モデルに比べ，高
い予測性能を示すことが明らかとなった．これは，上位・下位概念が相互に影響
し合うことが，階層的な概念形成において重要であることを意味する．
本章ではさらに，概念と単語の結び付け手法を提案した．多様な概念を扱って
いるmMLDAにおいて，どの単語がどの概念と結び付くべきかを考える必要があ
り，ここではこの問題を相互情報量により解決し，単語予測実験を通して相互情報
量を用いない場合と比べより高い予測結果を示すことを明らかにした．また，教
示文内の単語が指す概念の遷移に基づく文法の学習を可能な手法を提案した．こ
うした多様な概念，概念間の関係，語意，及び文法を学習することで，観測情報
からの文生成を行うことを可能とした．
提案したmMLDAは，人の行動に含まれている物体や動きのみならず場所や言
語（単語）の共起性を手がかりとして学習を行ったことに相当する．提案モデル
は，2章で述べた確率的な知識表現となっており，人の行動を観測することでロ
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ボット自身が知識を獲得することを可能にする．しかしmMLDAは，人の活動に
おける行動と行動の時間的な関係を表すことができていない．次章では人の行動
文脈として，人の行動における共起性だけではなく，行動と行動の関係を表すモ
デルを提案する．さらに，行動文脈だけではなく音声命令など様々な文脈を統合
し，ロボットが行動決定する手法について議論する．
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ロボットの行動決定
5.1 はじめに
本論文では，ロボットが経験した事物の階層的なカテゴリ分類を通して多様な
概念を形成し，それらの概念を利用して様々な予測を行うことで事物に対する真
の理解を実現することを目的としている．これは前章で議論した多層マルチモー
ダル LDA（mMLDA）によって実現することが可能であることを示した．この枠
組によってロボットは，観測する事物を理解し，理解したことを言語として出力
することが可能となる．
一方，実際のコミュニケーションは，背景知識や周辺の状況などといった文脈
を考慮しなければ成立しない．つまり，事物に対する理解をより柔軟に行うため
には，学んできた多様な概念を活用した上で，様々な文脈を考慮する必要がある．
本章では，ロボットが人と生活する上で，様々な文脈においてどのように行動決
定するかを議論する．
一般に，ロボットはユーザの命令に応じて行動する．ユーザの命令は一つの行
動に対して様々な形で存在し得るため，ロボットは命令を解釈して適切な行動を
決定しなければならない．また音声による命令では，音声認識誤りが生じる可能
性がある．こうした状況の中で柔軟に対応できることが，人々の生活を支援する
ロボットに要求される．
ロボットがユーザの命令を正しく解釈するための手がかりとして，命令を受け
た際の文脈が考えられる．例えば，ユーザが普段ソファーでテレビを見ていると
きに，お菓子を食べながらお茶を飲んでいるということを知っていれば，ユーザ
が「お菓子を持ってきて」とロボットに命令した際の音声認識に誤りが生じたと
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5.1. はじめに
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図 5.1: 提案手法の概要
しても，そのときにソファーでテレビを見ていてお茶を飲んでいるという文脈を
用いれば，ロボットが適切に判断をして正しい行動をとることができるかもしれ
ない．また，ユーザが日々行っている行動をロボットが学習できれば，ユーザか
らの命令がなくても，ユーザの次の行動をロボットが予測し，適切なサービスの
提供が実現できると考えられる．
本章ではそのようなシナリオを想定し，ロボットがユーザの生活に密着し行動
を観測することで，行動パターンを学習することを考える．この学習した行動パ
ターンを，次の行動の予測に利用する．ロボットは，この予測した次の行動を文
脈として音声命令や場所などと統合することで最終的なサービス行動を決定する．
図 5.1に全体的な考え方を示す．本章で考える重要な問題は，1)ユーザの観測，2)
モデル化・予測，3)サービス・行動決定である．1)に関しては，人を常に観測し続
けることについての技術的な困難さがある．スマートホームのような環境を考え
ることもできるが，そうでない環境においてもロボットがなるべく人をセンシン
グできれば有用であろう．本章ではこの問題に対して，センシングを考慮した人
追跡手法を用いることを考えており，そのための基礎的な検討を行う．しかし実
際のロボットに実装するためには，ロボットの制御などが必要となる．本章では，
1）の実装より，2）の問題に焦点を当てるため，1）の問題に関しては後の議論と
する．2)は，どのように行動をモデル化・予測するのかということである．これ
についても様々考えられるが，ここでは人の動きとその際に使う物体の関係性を
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教師なしで学習し予測することを試みる．従って重要なのは，動作の学習と動作
と物体の結び付きの学習である．動作時系列の学習には階層ディリクレ過程隠れ
マルコフモデル（HDP-HMM）[66]を，物体と行動の関係性の学習には前章で提
案した多層マルチモーダル Latent Dirichlet Allocation（mMLDA）を用いる．ま
た，mMLDAによって記号化された行動を n-gram（行動言語モデル）で表現し予
測を行う．さらに，3)については様々考えられるが，ここでは「何かを持ってく
る」というサービスを実現する．つまり，ロボットは人の行動パターンから次を
予測し，必要となるであろうものを持ってくるというサービスを行うが，人から
の「～持ってきて」といった命令があった場合は，その解釈と予測を統合するこ
とでより精度よくサービスが実行できるのではないかと考える．
関連研究として，人の行動学習・認識や，物体と動きの関係性の学習などが挙
げられる [32, 67{69]. 文献 [67, 68]では，隠れマルコフモデルや Support Vector
Machine（SVM）を用いた人の行動認識及び意図推定を行っている．しかし，人
の行動に関係する物体の関係性は考慮されていない．また，教師あり学習に基く
動きと物体の関係性の学習が [32,69]において研究されているが，画像内の物体認
識精度の向上が主眼となっている．これらに対して本研究では，人の行動を教師
なしで学習・認識し，音声命令や場所などの文脈と統合し，適したサービスを決
定する問題を扱う．
5.2 提案手法
5.2.1 提案手法の概要
図 5.2に提案手法の全体像を示す．本章では，ロボットは家庭でユーザと共に
暮らしていることを想定し，人の音声命令を聞きながらその人の動作と，動作を
行っている際に関係している物体及び位置を観測する．そして，ユーザの行動パ
ターンを教師なしで学習するのであるが，その際にまず使っている物体を認識し
トラッキングすることで，動作の分節化を行う．これは，同じ物体を使っている間
が一つの行動としての塊であると仮定し，時系列パターンを区切ることを意味す
る．そのように区切った動作時系列（関節角の情報）と物体の関係性は，mMLDA
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図 5.2: 提案手法の全体像
によってモデル化（カテゴリ分類も含む）することができる．つまり現在の行動を
認識し，その後に起こる行動を予測できれば，mMLDAによって確率的にユーザ
が使うであろう物体を予測し，それを持ってくるというサービスを実現可能であ
る．これを「動作－物体関係モデル」と呼ぶ．現在の動作の認識は，分節化された
動作の時系列をHDP-HMMを用いてモデル化することで実現する．これを「動作
認識モデル」と呼ぶ．また行動の予測については，学習データから行動の n-gram
である，「行動言語モデル」を計算することで実現する．こうした動作認識モデル
や行動言語モデルは，動作を分節化し，mMLDAを用いたカテゴリ分類に基づく
記号化によって実現されることに注意されたい．
5.2.2 ロボットによる能動的センシング
ここでは前述した 1)ユーザの観測の問題に対する解決策として，ロボットによ
る能動的センシングについて議論する．ロボットがユーザをよりよく観測し続け
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図 5.3: KINECTより取得された骨格情報のスコアマップ
るためには，追跡するだけではなく，関節角のセンシングに有利な位置に移動す
ることが重要である．本章では，頭部にKINECTと台車に LRFが搭載されたロ
ボットを用いることを前提に，ユーザの姿勢推定に有利な位置を考慮しながら移
動することを考える．
本章では，ユーザの姿勢推定にはKINECTを用い，ロボットの自己位置推定に
はLRFを用いる．KINECTは，ゲームコントローラとして開発されたものである
ため，カメラから 2m程度離れ正面に向かって動作を行うことが想定されている．
しかし普段我々は，必ずしもロボットの前で行動するとは限らない．そこで，実
際KINECTでユーザの姿勢推定が可能な相対位置関係を検証し，ロボットがその
制約をなるべく満たすようにユーザの追跡を行うこととする．実際，人の姿勢が
取得可能な領域を調べるための予備実験を行った．
本実験において，KINECTをある位置 x0 = (x0; y0;
0)に固定し，KINECTか
ら領域D(x; y)(x0  `x2  x  x0+ `x2 ; y0  y  `y)をグリッド化した．各グリッド
R(xgx; ygy)(gx 2 [1; Gx]; gy 2 [1; Gy])に対して，3種類の動作をそれぞれ行った．
ただし，各動作において，KINECTに対する角度 
t(t 2 [1; T ])を T 種類設定し
た．本章では，`x，`y，Gx，Gy，T の値をそれぞれ，2.5m，3.0m，5，6，5に設
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定した．そして，以下の式より各グリッドRgのスコア S(Rg)を求める．
S(R(xgx; ygy)) =
PFgxy
f=1
PN _ 
n=1 (
_ fn)
Fgxy
; (5.1)
ただし，Fgxy，N _ はそれぞれグリッドR(xgx; ygy)における動作のデータ数と角速
度 _ の次元数を表す．また， fnは _ の f 番目の n次元目の要素であり，以下の
ように求める．
( _ fn) =
(
1　 ( fn 閾値)
0　 ( fn <閾値)
(5.2)
式（5.1）を用いて姿勢推定可能な領域のマップを計算した結果を，図 5.3に示す．
図中のグリッドマップは 3.0m2.5mの部屋で計算しグリッドサイズを 0.5mとし
た．人がある姿勢（図中の紫棒であり，KINECTに対する角度は白い数字で表す）
において，KINECT（図中の赤楕円）の前に立って動作を行うとき，骨格情報が
どれだけ正確に取得できるかというスコアマップを図 5.3（a）～（e）に示す．各
グリッドにおいて，スコアが高いほど白く描画されている．
図 5.3より，青い矩形に囲まれたグリッド内で動作を行うとき，姿勢推定の精度
が上がることが分かった．また，当然ながら人がKINECTに対して，正面にある
ときのスコアが高かった．本章ではこれらの事実をもとに，人が領域内にあるよ
うにロボットが人の位置を計算し，人に対して正面にあるように移動することで，
人を観測し続ける．
5.2.3 問題設定
本章で実現したいサービスは，予測した行動に必要となる物体をユーザに先回
りして届けることである．その際，ユーザがどこで動作を行うかという場所文脈や
命令された音声文脈などを考慮すればより正確なサービスが行えるであろう．この
問題設定は，全ての情報が与えられた際，持ってくるべき物体を推定する問題に置
き換えることができる．すなわち，現在の時刻 t  1にロボットが観測したユーザ
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の動きm(t 1)，物体 o(t 1)，位置 x，音声Sに対して以下の問題を解くことになる．
o^(t) = argmax
o(t)
P (o(t)
m(t 1); o(t 1); x; S) (5.3)
上式を直接的に計算するのは困難であるため，次のように近似する．
o^(t) = argmax
o(t)
P (o(t)
m(t 1); o(t 1))!1P (o(t)x)!2P (o(t)S)!3 (5.4)
ただし，P (o(t)
m(t 1); o(t 1))，P (o(t)x)，P (o(t)S)はそれぞれ，行動文脈，場所
文脈及び音声命令を表しており，!1，!2，!3は各文脈に対する重みである．
各文脈の重みの決め方は様々な手法が存在する．例えば，重みのアクティブな学
習 [71]を考えることもできるが，ここではSVMによる学習を用いる．具体的には，
次節で説明する各文脈C 2 fC1 =行動，C2 =場所，C3 =音声 g より予測される物
体の確率分布P C = (pC1 ; pC2 ;    ; pCO)を一つのヒストグラムhC = (P C1 ;P C2 ;P C3)
として，SVMの入力データとする．ただし，Oは物体カテゴリ数を表す．学習
フェーズにおいて，入力データ hC と正解となる物体カテゴリ oC の組を用意し，
SVM [48]を用いて学習する．認識フェーズでは，与えられた入力データ hCinに対
して，SVMで学習したモデルを用いて認識する．
5.3 行動文脈
行動文脈 P (o(t)
m(t 1); o(t 1))は，現在の行動から次の予測された行動に対する
物体の関係性を表す．ここで，現在の時刻 t   1に観測したユーザの動きm(t 1)，
物体 o(t 1)が与えられた場合，行動文脈を以下のように定義する．
P (o(t)
m(t 1); o(t 1)) = X
a
(t)
i ;a
(t 1)
j
P (o(t); a
(t)
i ; a
(t 1)
j
m(t 1); o(t 1)) (5.5)
ただし，a(t)i ，a(t 1)j (a 2 AK = fa1; a2;    ; aKg)はそれぞれサイズKの行動集合
AKに対して，時刻 t  1と時刻 tにおける行動を表している．また，チェインルー
ルと独立性を用いて，P (o(t); a(t)i ; a(t 1)j
m(t 1); o(t 1))を以下のように書き表すこ
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とができる．
P (o(t); a
(t)
i ; a
(t 1)
j
m(t 1); o(t 1)) /
P (o(t)
a(t)i )P (a(t)i a(t 1)j )P (m(t 1); o(t 1)a(t 1)j )P (a(t 1)j ) (5.6)
ただし，P (o(t)
a(t)i )は動作－物体の関係性を表しており，動作－物体関係モデル
より算出する．P (m(t 1); o(t 1)
a(t 1)j )は動作認識の尤度を表し，動作認識モデル
を用いて計算する．また，P (a(t)i
a(t 1)j )，P (a(t 1)j )はそれぞれ，動作言語モデルの
2-gramと 1-gramである．
5.3.1 動作認識モデル
mMLDAによって分類された時系列データを，それぞれMultimodal HDP-HMM
（MHDP-HMM）[70]で学習し行動モデル集合AKM 2 fa1M ; a2M ;    ; aKMgを作成す
る．ただし，行動モデル集合の各要素 aM は行動集合AKの aと対応している．
MHDP-HMMは隠れマルコフモデル（HMM）にディリクレ過程を導入し無限の
状態を持つモデルへと拡張したHDP-HMMの各状態から，複数の観測を仮定した
モデルである．HDP-HMMの利点としては，状態数を事前に与える必要がない点
にある．本章で用いる観測データは，行動する際のユーザの動き（関節角）mと
使っている物体 oであり，それぞれガウス分布と多項分布から生成されるものと
仮定する．特徴量としては，関節角とその動的特徴を利用する．
学習した行動モデル集合AKM を用いて，入力データmobs，oobsに対する行動 ai
の尤度 P (mobs; oobs
ai)を計算する．ここで，入力データの時系列は学習データの
時系列の途中までであることに注意が必要である．つまり，ユーザの行動が途中
であっても次の行動の予測を行う必要がある．
5.3.2 行動言語モデル
行動のパターンをモデル化するために，n-gram言語モデルを使用する．これは，
mMLDAによって記号化された学習データから，各行動の生起回数を数えること
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図 5.4: 本章で用いる多層マルチモーダル LDAのグラフィカルモデル
で計算することができる．nをいくつに設定するかは性能や計算量，実際の人の
行動がどの程度直前の行動に依存するかによって決まる．本章では，2-gram及び
1-gramを行動言語モデルとして用いる．
5.3.3 動作－物体関係モデル
多層MLDA（mMLDA）は，下位層に物体と動きの分類モデルであるマルチモー
ダルLDA（MLDA）を，上位層にそれらを統合するMLDAを配置することによっ
て，物体と動きそれぞれのカテゴリ分類を行うと同時に，それらの関連性を教師
なしで学習する統計モデルである．図 5.4に，mMLDAのグラフィカルモデルを示
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す．このモデルの学習・認識の詳細については前章を参照されたい．従って，下位
層では，何かを飲むような動きといった動作のカテゴリや，ペットボトルという
物体のカテゴリが形成され，それらを統合する上位層では，ペットボトルを飲む
といった行動が表現される．これは統計モデルであるため，動作の情報を入力す
ることで関連する物体を確率的に予測することができる．
行動 aiに対する動作－物体の関係性 P (o
ai)は，学習したmMLDAを用いて以
下のように求めることができる．
P (o = zo
ai = z) = o +Nzoz
Koo +Nz
(5.7)
ただし，zoと zはmMLDAによって形成された物体概念と上位概念（動作概念）で
あり，o，Ko，Nzoz，Nzはそれぞれハイパーパラメータ，カテゴリ数，学習デー
タの全モダリティに対して，物体カテゴリ zoと上位カテゴリ zが割り当てられた
数，上位カテゴリ zが割り当てられた数を表している．
5.4 場所文脈
場所文脈は，ユーザが行動を行う際の位置に対する物体の関係性を表す．ユー
ザがある場所 ` 2 f1; 2;   Lgからなる部屋で，ある位置 xにおいて物体 oを使っ
て行動することを想定する場合，場所文脈は以下の式より算出する．
P (o
x) =X
`
P (x
`)P (o`)P (`) (5.8)
ただし，P (`)は一様分布とし，Lは部屋内の場所の数であり，P (x
`)は場所 `の
尤度であり，2次元ガウス分布で表現する．また，P (o
`)は場所 `において，物体
oが使われる確率である．
120
121 第 5 章 動作概念と文脈の統合によるロボットの行動決定
5.5. 音声命令
5.5 音声命令
ユーザは次に必要となるものを，ロボットに音声で命令することが考えられる．
その際ロボットは，これを認識し実行する必要がある．しかし一般的な問題とし
て，音声認識は雑音の多い環境では難しい．また，本章では考慮しないが，命令
に曖昧性があり解釈を要する場合も少なくない．こうした状況では，上述の文脈
情報，つまり現在のユーザの行動と次の行動の予測が役に立つ．
ここでは，物体を届けるタスクのみを想定しており，ユーザは物体名のみを発
話すると仮定する．音声命令の具体的な処理は次の通りである．ユーザの音声 S
を認識し，上位D個の結果WDを用いて以下の式を計算する．
P (o = zo
S) = X
wwo2WD
P (zo
wwo)P (wwoS) (5.9)
P (zo
wwo) = 1
P (wwo)
X
z
P (wwo
zo)P (zoz)P (z) (5.10)
P (wwo) =
X
zo;z
P (wwo
zo)P (zoz)P (z) (5.11)
P (zo
z) = o +Nzoz
Koo +Nz
(5.12)
P (wwo
zo) = wo +Nzowo
Wwowo +Nzo
(5.13)
ただし，P (wwo
S)は音声 Sより抽出された物体名 wwoに対する音声認識尤度で
ある．
5.6 実験
ここでは前節で述べた状況を考慮して，提案手法の基礎的な検証を行う．想定
したシナリオとして，ロボットが人の行動を観測し，行動するときの人の動き，位
置及び動作中に関係する物体情報をKINECTより取得して，ある長さF フレーム
のデータを手がかりとして，次の行動に関連する物体を予測する．ただし，ロボッ
トは十分に人の行動を観測し，学習が済んだ段階であるとする．このシナリオを
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図 5.5: 実験で使用した物体
表 5.1: 物体に対して行った動き（括弧内はカテゴリ番号）
動き 物体 動き 物体
かける（1） ドレッシング（3） 拭く（5） フローリングワイパー（5）
シャンプー（5） 塗る（6） スプレー缶（1）
スプレー缶（1） 見る（7） ぬいぐるみ（9）
ふる（2） ペットボトル（2） 置く（8） カップ麺（4）
ドレッシング（3） スナック（7）
飲む（3） ペットボトル（2） 投げる（9） ぬいぐるみ（9）
カップ麺（4） ガラガラ（10）
食べる（4） スナック（7） 持ち上げる（10） クッキー（8）
クッキー（8）
実現するために，擬似データを生成した．
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図 5.6: 物体カテゴリと動きカテゴリの共起確率：（a）mMLDA，（b）正解
5.6.1 擬似データの生成と共起確率
まず，図 5.5に示すデータセットと表 5.1の組合せを用いて動作－物体関係モデ
ルと動作認識モデルを作成した．動作－物体関係モデルにおいて，図 5.4に示す
mMLDAを用いた．実際，その結果を図 5.6（a）に示す．これは，P (o
a)の値に
相当する．また学習した結果の比較として，表 5.1に示した各動作の学習サンプル
に対して使用される物体の割合を図 5.6（b）にプロットした．図より一見，結果
は不一致に見えるが，ここで重要なことは，図 5.6（b）に示した各動作に対して，
動作と関係する可能性のある物体を高い確率で予測できることである．これに対
して，mMLDAより学習した結果（図 5.6（a）の白い枠）は図 5.6（b）に示した，
動作と関係する最も可能性のある物体（図 5.6（b）の白い枠）を高い確率で予測
することができるため，その動作と関係する物体を高い確率で当てることができ
ると考えられる．
動作認識モデルにおいて，データセットの各動きに対して，MHDP-HMMのモ
デルを作成した．ここで，行動集合のサイズKは表 5.1の動きの数に合わせて 10
個とした．また，ユーザの部屋内の場所数を L = 3と設定し，各場所 `に対して
ガウス分布のパラメータを与えた．さらに，図 5.7（a）に示すように各場所と動
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図 5.7: （a）場所カテゴリと行動カテゴリの共起確率，（b）場所カテゴリと物体カ
テゴリの共起確率
・・・
0.7 0.7 0.7
0.3
0.30.3
図 5.8: シミュレーション実験に用いた行動の遷移図
作の共起確率を与えた．
次に人の行動の時系列データの生成は，図 5.8に示すマルコフモデルに従った行
動遷移図を用いて行った．図より，各行動 aは表 5.1の動作と対応しており，そ
れぞれ自己遷移確率 0.7を与えた．ただし，初期遷移は a1からとする．このよう
なパラメータを用いて，2000個の行動を生成した．図 5.8より生成された各時系
列データに対して，P (o
a)を用いて持ってくる物体を生成する．
音声命令において，表 5.1のカテゴリ名を物体名とし音声命令を録音した．録音
した音声に SNR 100 [dB]，6 [dB]，3 [dB]，0 [dB]の白色雑音をそれぞれ付加した．
次に録音した各データに対して，Julius音声認識エンジンを用いて認識し，上位 5
個の認識尤度を出力した．これらの結果と学習したmMLDAの結果を用いて，音
124
125 第 5 章 動作概念と文脈の統合によるロボットの行動決定
5.6. 実験
Object category ID Object category ID
S
p
ee
ch
 o
rd
er
 I
D
S
p
ee
ch
 o
rd
er
 I
D
(a) (b)
Object category ID Object category ID
S
p
ee
ch
 o
rd
er
 I
D
S
p
ee
ch
 o
rd
er
 I
D
(c) (d)
図 5.9: 様々なノイズにおける音声命令と物体カテゴリの共起確率：（a）SNR 100[dB]，
（b）SNR 6 [dB]，（c）SNR 3 [dB]，（d）SNR 0 [dB]
声命令と物体の関係性を求めた結果を図 5.9に示す．図より，クリーンな環境で認
識した場合，物体カテゴリ 10以外は全て正しく想起することができたが，SNRが
低くなるに連れて結果が悪くなっていることが分かる．ノイズがない場合に対す
る誤りの原因として，mMLDAによって分類された物体カテゴリ 10（ガラガラ）
が物体カテゴリ 9（ぬいぐるみ）に分類されてしまったことが考えられる．
最後に，生成された時系列データを学習用と認識用に分割した．学習用のデー
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図 5.10: 観測されたフレーム数に対する動作認識率
タを用いて，動作言語モデルと場所に対する物体頻度（図 5.7（b））をそれぞれ計
算した．また，行動文脈，場所文脈，音声文脈を計算し，それらを一つのヒスト
グラムとして SVMで学習した．学習したパラメータを用いて，認識用のデータを
用いて行動文脈，場所文脈，音声文脈を計算し，学習と同様な方法を用いて認識
した．
5.6.2 実験結果
まず動作認識におけるフレームの長さ F の影響を検討するために，動作認識モ
デルを用いて認識用のデータで動作認識を行った．図 5.10より，F を 60に設定す
れば，95%の認識率が得られることが分かる．以降ロボットの行動決定実験には，
この値を用いる．その結果を図 5.11に示す．図より，全ての SNRに対して平均し
た結果について，単一の文脈を用いる場合は 70%以下の認識率となることが分か
る．一方，SVMを用いて文脈を統合した場合，94.2%まで認識率が向上した．従っ
て，行動文脈や場所文脈など様々な文脈を統合することでよりロバストな行動決
定が行えると言える．
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図 5.11: ロボットの行動決定結果
5.7 まとめ
ロボットは人を相手にして作業あるいはサービスを行うために，背景知識や周
辺の状況などといった文脈を考慮しなければ適切に行うことができない．本章に
おいて，ロボットが人と生活する上で，様々な文脈の中でどのように行動すれば
良いかを議論した．特に人の活動に対して人の習慣（現在の動作と次の動作と動
作する際に関係する物体や場所など）が最も関係している．前章までで提案した
mMLDAによって，人の動作に関係する物体や動きなどの共起性を手がかりとし
て動作概念の獲得を行うことができることを示した．しかし，人の習慣において
現在の動作と次における動作，いわば推移性を手がかりとしていないため，この
ようなことを表現することができなかった．
本章では，mMLDAの応用として，推移性を手がかりとした行動文脈を提案し，
場所文脈及び音声命令と統合した，ロボットの行動決定手法を提案した．提案手
法ではロボットがユーザの生活に密着し行動を観測することで，行動パターンを
学習する．学習したユーザの行動パターンを利用して，次の行動を予測し，予測
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した次の行動を文脈として音声命令，場所情報と統合することで最終的なサービ
ス行動を決定する．本章では，全ての文脈を確率的枠組みで定義し，SVMを用い
て統合する手法を提案した．提案アルゴリズムの基礎的な検討として，ノイズの
ある環境でロボットの行動決定の実験を行い，その実現可能性を示した．
本章において，人の動きと物体の関係をmMLDAで表現し行動文脈として用い
るが，場所文脈とは別モデルとして扱っている．しかし前章で述べたように，場
所と動作の関係を全てmMLDAで表現することが可能である．さらに，場所と動
作だけではなく人物などの関係をmMLDAでモデル化することで，それらを予測
することが可能となり，ロボットが行えるサービスも物体に対するものだけでは
なく，場所の案内なども考えられる．このように，多様な概念をmMLDAでモデ
ル化しそれと音声命令などを統合することが今後の課題である．
さらに，本章では提案手法において基礎的な検証を行ったが，より現実的なシ
ナリオやフィールドでの学習・行動決定実験も今後の課題として挙げられる．著
者は，例えばお茶の水女子大学の実験住宅であるOCHAハウス [72]での実験を考
えている．ここでの実験において，ロボットによる能動的なセンシングを考慮し，
実際にロボットによるサービスを実現したい．
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6.1 まとめ
本論文では，ロボットが自身の身体性を利用して得た経験を通して多様な概念
を獲得することができるモデルを提案した．提案モデルはマルチモーダルカテゴ
リ分類が可能な確率モデルであるMLDAを多層化するmMLDAである．mMLDA
の下位層は，物体，動き，場所と人物概念がそれぞれ表現され，それらの関係を
表す上位概念は上位層に表される．形成された多様な概念を用いることで，未観
測情報に対する予測や概念間における予測などを確率的に行うことが可能となっ
た．また，階層的な概念における単語の結び付け方法も提案した．提案手法では，
相互情報量を用いて単語の各概念に対する重みを計算しそれを単語予測に利用す
ることで，相互情報を用いない単語予測結果に比べ精度が向上することを実験を
通して示した．さらに，教示文に含まれる単語列に対して，各単語が指し示す概
念の遷移を求めることで文法の学習を可能とする手法を提案した．こうした多様
な概念，それらを指している単語と獲得した文法を用いることで，観測情報から
文章の生成を行うことが可能となった．
本論文ではさらに，人の活動における行動と行動の時間的な関係を表現するこ
とが可能な手法を提案した．提案手法では，各行動はmMLDAによって表現され，
行動と行動の遷移を計算し，これらを行動文脈とする．行動文脈を考慮すること
で，次の行動の予測だけではなく，その行動に関係する物体の予測が可能となっ
た．また行動文脈を音声命令など様々な文脈と統合したロボットによる行動決定
手法も提案し，基礎的な検証を通して可能性を示した．
MLDAにおける学習は，ロボットがセンシングできる視覚，聴覚や触覚などと
いった感覚情報の共起を用いて実現していると考えることができる．これに対し
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て提案したmMLDAは，感覚情報の共起だけではなく，それらを抽象化する物体，
動きや場所などの概念の共起性を手がかりとして学習する．これらの情報は実際
に，我々が日々行っている活動に含まれていると考える．さらに人の活動において
は，行動と行動の順序といった時間的な情報（推移性）も含んでおり，ロボットに
おいて真の理解を実現するための欠かせない情報である．本論文では，共起性と
推移性を手がかりとした確率的な知識を表現し，それをロボットが自律的に獲得
することのできる枠組みを提案した．ロボットが人のように知的に振る舞うため
には知識が必要であり，自身の身体性を活かして知識を獲得することこそが，真
の理解につながるのではないかと考えている．
6.2 掃除タスクはどこまで可能か
掃除タスクは 2章で取り上げた家庭環境におけるタスクの一例であり，一般的
に汚い状態をきれいな状態にするタスクであると考えられる．ここでまず，「きれ
い」や「汚い」という概念の判断ができるとすると，どのようにそれらの状態を
変化させるのかという行動決定の問題となる．行動の決定を行うとき，現在の状
況を把握する必要があり，それに対する行動を選択しなければならない．ここで
は，理想的な掃除タスクを基準にして，タスクを行うためのロボットの能力とし
て要求されるものを表 6.1にまとめ，2章で述べた掃除タスク（以下「作り込み」
と呼ぶ）と提案したmMLDAを用いた掃除タスク（以下「mMLDA」と呼ぶ）の
実現可能性を比較する．
表 6.1より，理想的な掃除タスクを行うためにはまず，掃除するための道具に
対して予測する能力が必要とされる．これは，見たことのない道具に対して，ど
んな道具なのかどのようにすればその道具が使えるのかなどといった予測をする
必要があるためである．例えば，新しく発売され形が独特な「掃除機」を見た場
合，その物体が掃除機であり，細かいごみの上で動かせばごみを吸うことができ
るといった推論を行える．この能力は，「作り込み」の場合は当然発揮できないが，
「mMLDA」では獲得された知識の範囲であれば実現することが可能である．実際
mMLDAを用いることで，「掃除機」という物体概念と「何かの上で動かす」とい
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表 6.1: 掃除タスクのためのロボットの能力の実現可能性の比較
No ロボットの能力 理想 作り込み mMLDA
1 道具に対する予測  可能  不可能 4 獲得された知識の
範囲において可能
2 人の命令に対する理解  可能 4 キーワードマッチング 4 獲得された言語
より簡易的に可能 であれば可能
3 未知環境に対する行動  可能  不可能 4 獲得された知識の
範囲において可能
4 教師なしで学習  可能  不可能 4 可能
5 掃除タスクに必要な  持っている  持っていない  全ては持っていない
概念を全て持っている
6 行動生成とプランニング  可能 4 想定環境であれば可能  できていない
う動き概念が関係しており，「掃除機をかける」という行動概念が形成できること
は明らかである．これらの概念がロボットの知識となり，この知識を利用するこ
とで様々な予測が可能となる．
次に，どのタスクにおいても人の命令を理解する能力が必要である．ここでの
理解の定義は，前述のように概念を通して様々な予測ができることである．この
定義に従えば，「作り込み」の場合キーワードマッチングを行うことで簡易的に人
の命令を理解することができる．しかしこれは，命令を単なる記号として扱うに
過ぎない．これに対して「mMLDA」を用いることで，言語の獲得を行うことが
可能となるため，獲得された言語であれば本質的な理解を行うことが可能となる．
実際，「掃除しろ」という命令に対して「mMLDA」を用いると，「掃除」という単
語がどの概念と結び付いているのかが分かる．それらの概念と対応する行動を実
行すれば，タスクを行うことができると考えられる．
また，未知の環境に対して行動することができることも柔軟なタスクを行える
上では欠かせない能力の一つであろう．これに対して，「作り込み」では想定され
た環境でしか動作することができないため，行動することは不可能である．一方
「mMLDA」では，獲得された知識の範囲であれば，上の例で述べたように未知の
環境に対して様々な推論をすることが可能となり，それをもとに行動することも
できる．さらに，「mMLDA」では教師なしで学習することができるため，「作り込
み」のように人が予め与えていなくても，自身の経験を通して自律的に学習する
こともできる．
しかし表 6.1に示すように，「mMLDA」は掃除タスクに必要な概念を全てを持っ
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ている訳ではない．しかしこれはモデルを拡張することで解決できる可能性があ
る．一方，「作り込み」の場合，そもそも掃除に対する概念を持っていないため，対
処することが困難であると考えられる．また，2章で述べたように「作り込み」に
おいて，行動生成とプランニングは想定された環境であれば行うことができる．こ
れに対して，現状の「mMLDA」では実現できていない．さらに，掃除タスクにお
ける「きれい」や「汚い」という概念，いわば感性の仕組みもまだ実現できてお
らず，今後検討していく必要がある．
6.3 今後の課題
6.3.1 タスクに対する知識の利用
以上の議論を踏まえてここではロボットが獲得した知識を用いて，どのように
タスクに活用できるかについて考察したい．ロボットのタスクは，ロボット自身
が置かれた環境との相互作用を通して遂行されると考えられる．当然のことなが
ら，タスクをこなすためには適切な行動を選択しなければならず，これは実際にタ
スクを実行するために行動決定問題を考える必要があることを意味している．行
動決定問題を自律的にロボットが実現するための枠組みとして，強化学習を用い
るのが一般的である [73]．強化学習では，ロボットがある状態において行動を行
うことで環境が変化し，それに対応した報酬が与えられる．この報酬は，ある状
況においてロボットがとった行動に対する評価となる．この枠組では，報酬の最
大化としてタスクにおける行動決定問題を解くことができる．この際重要なのは，
状態空間の決定，行動の設定，状態の認識，報酬の設定である．本論文で扱った
のは，状態空間の決定，行動の設定，状態の認識の問題である．図 2.20に示した
ように，知覚情報がカテゴリ分類されることで状態空間が生成され，さらにはこ
れらと動きの情報との関係から行動セットも行動概念として自動的に獲得される
ことになる．さらには，知覚情報からこれらの状態や行動を推論することができ
るため，状態の認識も可能な枠組みとなっている．しかしこの枠組みには報酬が
含まれていないため，これだけでは強化学習を実現することはできない．一般に
報酬は，タスクによって異なり，基本的には設計者が設定するのが一般的である．
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著者は報酬の設定に関して，例えば人とのインタラクションやロボットに感情 [74]
を与えることで実現できると考えているが，これについては今後の課題であると
考えている．
また本来人間は感情や感性を持っており，感性によって知識や行動が影響を受
ける．ここでは，ロボットの感性は知覚情報のフィルタとしての役割を果たすと
考える．文献 [75]では，ロボットの感性として「美しい」をどのように考えるこ
とができるかが議論されている．「美しい」とは，ある概念の中心的なものに感じ
る感覚であると考えられ，非常に予測の精度が高いものに感じると考えるのが妥
当であろう．この仕組みは，入力された知覚情報を概念構造に当てはめたときに，
その情報がある概念の中心に来るような場合のメタ認知として解釈することがで
きる．著者はこのような仕組みをロボットに持たせることができれば，掃除タス
クにあったような「きれい」や「汚い」という概念を実現することができるのでは
ないかと考えており，このような仕組みを今後検討する必要があると考えている．
6.3.2 提案モデルに対する課題
提案モデルでは，確率モデルであるマルチモーダル LDA（MLDA）を階層化し
た多層マルチモーダル LDA（mMLDA）であり，各概念に対してカテゴリ数を予
め人手で与えなければならない．しかし，実際にロボットが階層的な概念を形成
する際に，予めカテゴリ数を得ることはできない．また，環境やセンサの性能に
よって取得されるマルチモーダル情報が異なるため，適切なカテゴリ数を事前に
与えることは困難である．従って，各概念におけるカテゴリ数を自動的に推定可能
なモデルを考える必要があると言える．この問題に対する解決方法として，変分
ベイズ法やノンパラメトリックベイズなどが挙げられる．例えば，先行研究では
ノンパラメトリックベイズであるHierarchical Dirichlet Processes（HDP）[60]を
マルチモーダルに拡張したマルチモーダルHDP（MHDP）[62]が提案されており，
物体カテゴリ分類に対してその有効性を示した．この知見を活かして，MHDPを
階層化することでカテゴリ数を自動的に推定可能なモデルを今後検討する必要が
あると考える．
また本論文における言語生成は，獲得した文法と言語モデルを統合する手法に
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基づいている．この手法では学習したシーンに対する文を生成することはできる
が，未学習のシーンに対しての生成が困難である．これを防ぐために，今後の課
題として概念クラスのバイグラムと統語を用いて，文法の学習と文生成を行うこ
とを考えている．
また本論文では，実際のコミュニケーションに重要となる様々な文脈をモデル
化し，それをロボットに応用する手法を提案した．提案手法では行動文脈，場所
文脈及び音声命令を統合してロボットの行動決定を実現し，シミュレーション実
験でその有効性を示した．今後は，より現実的なシナリオやフィールドでの学習・
行動決定実験を行う予定である．
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