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Este trabajo de investigación presenta un modelo predictivo inteligente que 
aprende automáticamente de acuerdo a la información que se le brinda, estos 
tipos de algoritmos de Machine Learning utilizan los datos de tal manera que 
puedan predecir comportamientos futuros automáticamente. Toda esta 
metodología implica que los sistemas creados mejoren de manera autónoma con 
el pasar del tiempo. Nuestro proyecto identificará el perfil de deserción estudiantil 
en la Universidad Ricardo Palma. Esto beneficia directamente al estudiante y a la 
institución, el objetivo es que los estudiantes deben concluir con su formación 
académica. 
Actualmente, la Universidad tiene una alta tasa de deserción que puede 
alcanzar el 22% en los primeros ciclos (Ciclo 2-6), cuando se realiza la transición 
de los cursos básicos a los de especialización. Esto ocasiona muchos problemas 
en la programación académica de la respectiva Facultad. 
Se ha hecho un análisis que estos indicadores son a raíz del bajo nivel 
académico, no adecuación del perfil del estudiante, desinterés por parte de los 
profesores, mal atención el proceso de matrícula y asignación de horarios de los 
cursos, alto costo de la matrícula, y un supuesto problema de una falta de 
selección de los potenciales estudiantes e inadecuada atención a los estudiantes. 
En el Capítulo I, se describe detalladamente el trabajo realizado, es decir 
cómo se han implementado los objetivos generales y específicos.  
Primero se describirá la problemática general por lo cual se realiza el 
proyecto, posteriormente se detallará la justificación, la delimitación del proyecto, 
el problema de la investigación y los objetivos.   
En el Capítulo II, se describe el concepto de Machine Learning, Big Data, 
Hadoop, HDFS, deserción, entre otros. También se detallará los trabajos 
anteriores a este, los cuales se tomaron de referencia y los términos básicos 
correspondientes a los términos tecnológicos utilizados.  
En el Capítulo III, se presentará los modelos de la solución y resultados 
obtenidos sobre la implementación de una solución de análisis predictivo. Por lo 
cual se tiene que tener acceso a la data de la Universidad para poder realizar un 
Datamart para filtrar la data, posteriormente toda esta Base de Datos deberá ser 
almacenada en una Base de Datos no relacional Hive, que será montada en un 






predictivo basado en Machine Learning que nos predecirá los estudiantes que 
tienden a retirarse de la universidad y por lo cual con estos datos se deberá 






CAPÍTULO I:  
PLANTEAMIENTO DEL PROBLEMA 
1.1. Descripción de la Realidad Problemática 
El problema por la cual se está realizando esta investigación, es la 
alta tasa de deserción estudiantil general que ocasiona pérdidas a las 
instituciones al no recabar por concepto de pago de estudios de los 
estudiantes retirados, y a la problemática general de como vallan a terminar 
dichos estudiantes, si cambian de universidad, si dejan de estudiar entre 
muchos más.  
Dentro del análisis tomaremos a la Universidad Ricardo Palma para 
fuente de nuestros datos y solucionando  su problema ya que estudios 
generales proporcionados por el área de sistemas OFICIC indica que  
tomando en cuenta desde los ciclos 2016-I hasta el 2018-II, y haciendo un 
análisis por carreras, la carrera de Turismo, Hotelería y Gastronomía tiene 
una deserción de 22% que son 75 estudiantes, la segunda carrera con 
mayor tasa de deserción es Contabilidad y Gerencia con un 15% que 
representa 59 estudiantes y seguido de la carrera de Administración de 
Negocios Globales, con un 14% que representa a 121 estudiantes todas del 
total de los estudiantes del ciclo 2016-I en comparación. Toda esta 
información ha sido recopilada de la Base de Datos de la Universidad por lo 
cual los altos directivos se han mostrado muy preocupados ya que se 
muestran facultades dentro de la Universidad vacías, profesorado 
contratado con pocos  estudiantes y los estados financieros en rojos de la 
Universidad. Esta problemática se ha venido dando desde los últimos años, 
realizando un análisis esto comienza a darse debido a las nuevas 
universidades particulares que han venido creándose en el Perú, 
especialmente en Lima por lo cual la competitividad de las universidad por 
retener o aumentar las cantidades de los s nuevos y regulares es mayor.  
Cabe recalcar también que algunos de los ámbitos de la salida de 
estudiantes son debido a la amplia gama de centros de estudio que le da al 
estudiante la facilidad de escoger de acuerdo a estado financiero y 






problemáticas como, las notas de los alumnos, sus asistencias, su afinidad 
con las carreras, el pago que deben realizar entre otras. 
 
En la figura 1, se observa un gráfico de barras con la cantidad de 
alumnado que había ciclo tras ciclo. Información brindada por las Oficina 
Central  de Computo (OFICIC). 
 
Figura 1: Cantidad de estudiantes matriculados 
 


























En la figura 2, se observa porcentajes de la deserción en comparación 
con el ciclo 2015-I especialmente de las carreras con más alto porcentaje de 
la deserción. 
 







Fuente: Elaboración Propia 
 
1.2. Justificación 
Este trabajo de investigación permitirá a la Universidad Ricardo Palma 
identificar a los estudiantes que serán desertores, de tal forma que pueda 
tomar acciones que prevengan el abandono de la carrera o cambio hacia 
otra universidad.   
Ante la problemática anteriormente descrita, se realizará la 
metodología CRISP-DM la cual estructura los procesos de minería de datos 
en seis fases, las cuales interactúan entre ellas mismas, por lo cual se 
realizarán varios modelos predictivos en Machine Learning para que puedan 
ser analizados y luego de buscar el mejor identificarlo algoritmo que mejor 
convenga utilizarlo. Los algoritmos a utilizar serán las más seguras y con 
unas altas tasas de aceptación en la mayoría de empresas que realizan 
trabajos de predicción. Cabe indicar que el motivo de comprar muchos 
algoritmos es que debe ser modular y adaptarse a diferente tipo de 
información, es decir que al probarlo en otra data, quizás de otras  



























































será utilizado en con la información de Universidad Ricardo Palma por lo 
cual se tomará mucho en cuenta  la sensibilidad de los modelos. También 
nos determinara las características principales de los estudiantes desertores, 
todo este algoritmo que planteamos trabaja en un ambiente emulado de Big 
Data en un clúster de Hadoop que se denomina HDFS, con esta solución 
planteada se utilizará el software estadístico R y así podemos tener un mejor 
aprovechamiento de la información que será obtenido por un Datamart que 
es obtenido por la BD actual de la URP. Se implementó un clúster  en 
Hadoop (HDFS)  para que se pueda trabajar con grandes cantidades de 
información  de manera eficiente y rápida, debido a que posee una 
tecnología de distribución simultánea. 
Con esta solución en la Universidad Ricardo Palma ya no necesitará  
usar herramientas como excel, ni las estadísticas tradicionales ya que 
nuestro algoritmo predice los estudiantes a retirarse. Esto ayudará al  
análisis que realiza el área de Oficina Central de Cómputo de la Universidad 
Ricardo Palma correspondiente a la deserción. 
La aplicación nos brindará varios módulos que representaran el 
proyecto completo automatizado, desde la recolección de la información con 
el Datamart  hasta los reportes de los estudiantes que según nuestro modelo 
se retiraran de la Universidad Ricardo Palma. 
Esta información es entregada a la Universidad Ricardo Palma en 
Bienestar Universitario que es uno de sus áreas internas que verifican este 
tipo de casos. Luego ellos deberían tomar las estrategias necesarias para 
disminuir dichas deserciones, mejorando los ámbitos que son como 
resultados de nuestra investigación. Como consecuencia positiva la 
Universidad Ricardo Palma reduciría vacíos financieros, mejoraría la imagen 
y prestigio, por otro lado, los beneficios son estupendos ya que el estudiante 










1.3. Delimitación del Proyecto 
El proyecto no contempla licencias de Software. 
El proyecto tiende a ser actualizado por la naturaleza de los datos de 
los estudiantes. 
El proyecto está realizado para que en la aplicación se presione un 
botón y pueda cargar el flujo del análisis en general, no obstante cabe 
indicar que debe tener acceso a la red para que sea posible la carga de 
actualizaciones. 
El proyecto no contempla la compra de los servidores necesarios para 
la realización por lo cual se emulará en ambientes virtuales. 
El proyecto no asegura la velocidad de la trasferencia de data ya que 
es soportado directamente por la Perfomance de los servidores. 
El  proyecto utilizará la tecnología Big Data  para realizar un Clúster 
de Hadoop (HDFS) para mejorar la perfomance de la Base de Datos no 
relacional Hive. 
Para la construcción del proyecto se utilizó la metodología CRISP-DM. 
 
1.3.1. Temporal 
Fecha Inicio: Enero de 2019 
Fecha Fin: Mayo de 2019 
 
1.3.2. Espacial 




- Machine Learning: Es una especialidad científica de Inteligencia 
artificial que genera sistemas las cuales puedan aprender automáticamente 
de acuerdo al contexto en el cual están siendo utilizados. Estos pueden 
identificar diversos tipos de patrones complejos por lo cual pueden 






- Modelo Predictivo: Es un conjunto de técnicas estadísticas para el 
modelamiento, aprendizaje automatizado y minería de datos analizando 
todos los datos para poder predecir el futuro y generar un patrón ya que 
esos hechos no han sido aún registrados. 
 
- Deserción estudiantil: Es la problemática del abandono de un centro 
de estudios, que puede ser causa de múltiples razones. Todo esto impacta 
demasiado y negativamente al progreso de ambos, ya que el estudiante 
puede no continuar los estudios y la entidad educativa generar desbalances 
por la disminución de los estudiantes. 
 
1.4. Formulación del Problema 
1.4.1. Problema General 
- ¿De qué manera el diseño de un modelo predictivo basado en 
Machine Learning controla la deserción de los estudiantes en la Universidad 
Ricardo Palma? 
 
1.4.2. Problemas Específicos 
- ¿De qué manera el diseño de un Datamart para modelo predictivo en 
Machine Learning controla la deserción de los estudiantes en la Universidad 
Ricardo Palma? 
 
- ¿De qué manera el diseño de los  algoritmos del  Machine Learning 
del modelo predictivo controla la deserción de los estudiantes en la 
Universidad Ricardo Palma? 
 
- ¿De qué manera el diseño de una aplicación permitirá generar 
reportes y brindar resultados encontrados para el control de la deserción de 









1.5.1. Objetivo General 
- Diseñar un modelo predictivo basado en Machine Learning para el 
control de la deserción de los estudiantes en la Universidad Ricardo Palma. 
 
1.5.2. Objetivos Específicos 
- Diseñar el Datamart del modelo predictivo en Machine Learning  para 
el control de la deserción de los estudiantes en la Universidad Ricardo 
Palma. 
 
- Diseñar los algoritmos del  Machine Learning del modelo predictivo 
para el control de la deserción de los estudiantes en la Universidad Ricardo 
Palma. 
 
- Diseñar una aplicación que permita generar reportes y brindar 
resultados encontrados  para el control de la deserción de los estudiantes en 






  CAPÍTULO II:  
MARCO TEÓRICO 
2.1. Antecedentes   
La idea del diseño de un modelo predictivo para disminuir la deserción 
de los estudiantes puede mejorar mucho la toma de decisiones oportunas 
por parte de las autoridades para evitar que produzca dicho problema. 
Muchas universidades en el trascurso de los últimos años han estado 
realizando similares proyectos de investigación para reducir esta tasa de 
deserción en sus universidades. Prueba de ello, son los numerosos casos de 
éxito de aplicación en diferentes tipos de organizaciones y departamentos 
dentro de las mismas, tanto de manera local como a nivel internacional, por 
a continuación, se presentará una síntesis de algunos trabajos de 
investigación dedicados a esta problemática universitaria. 
 
Tomando en cuenta el ámbito nacional tenemos los siguientes 
antecedentes: 
 
- “PROPUESTA DE UN MODELO DE BUSINESS INTELLIGENCE 
PARA IDENTIFICAR EL PERFIL DE DESERCION ESTUDIANTIL EN LA 
UNIVERSIDAD CIENTIFICA DEL SUR”, presentado por los magister 
Gonzales Cam Celso, Rodríguez Domínguez César (Perú, 2017); que tiene 
por objetivo el proponer técnicas de inteligencia de negocios y minería de 
datos para realizar modelos predictivos que permitan relacionar las variables 
que afectan el proceso de deserción en la Universidad Científica del Sur con 
la información datos de la matrícula 2016-2. Este proyecto nos brindará 
información detallada sobre los estudiantes propensos a retirarse para la 
toma de decisiones de los departamentos correspondientes, por lo cual 
brindara recomendaciones para minimizar la deserción estudiantil enfocada 
a los grupos de alto riesgo. 
-  Gonzales y Domínguez (2017) llegan a la conclusión de que un 






Intelligence podrá disminuir la tasa del 15% de deserción que actualmente 
tiene dicha Universidad, también indicaron que no es concluyente una 
relación directa el tiempo de viaje que establecen los estudiantes para llegar 
a la Universidad, pero se identificó que principalmente los estudiantes más 
propensos a la deserción son de la carrera de Medicina Humana (49 
estudiantes) en caso lleven más de 5 cursos en el ciclo. 
- La implementación de la solución que indican involucra la inteligencia 
de negocios, es fundamental para tener un crecimiento sostenido indican, 
utilizando la información para alinear las estratégicas institucionales. La 
Universidad Científica del Sur, tiene una tasa de deserción de 15%, que 
origina que deje de recaudar  aproximadamente S/. 8, 325,000 soles 
anuales, que representa  152% de las utilidades del año 2016, si desea 
lograr eficiencia y mejorar su rentabilidad.  
- El modelo de Business Intelligence realizado en este trabajo tiene 
alguna similitud con  nuestros modelos predictivos ya que al final nos dan 
supuestos de la población específica de los estudiantes que tienen a 
retirarse de la universidad. 
 
- “MODELO PREDICTIVO DE DESERCIÓN UNIVERSITARIA DE LA 
CARRERA DE INGENIERÍA INFORMÁTICA EN LA UNIVERSIDAD 
RICARDO PALMA.”, presentado por el Ingeniero Gálvez Chambilla Melissa, 
Flores Cornejo Katherine (Perú, 2015); en el cual se proponen implementar 
el diseño de un modelo predictivo el cual apoye en el análisis de la deserción 
estudiantil de pregrado en la escuela de ingeniería informática de dicha 
universidad, utilizan como datos información real de la Universidad Ricardo 
Palma brindad por la Oficina Central de Computo para que pueda generar 
algoritmos y obtener las causas de la deserción universitaria de esta 
escuela.  
- Además, toman las estrategias necesarias para disminuir dichas 
deserciones, como consecuencia positiva la Universidad Ricardo Palma 







- Gálvez y Flores (2015) llegan a la conclusión de que la solución 
ofrecida debe encontrar las particularidades del gran fenómeno de la 
deserción en la Universidad Ricardo Palma y explicar por qué los 
estudiantes terminan retirándose de la Universidad. Además, utilizando los 
modelos de Arboles de decisión y Clustering podrán predecir el a los s 
propensos a retirarse.  
- Los últimos puntos serán claven para el análisis de la información que 
intentamos recopilar de toda la universidad Ricardo Palma ya que con los 
arboles podemos darnos una idea de la problemática actual que tiene la 
universidad en el área de pregrado. 
- Este proyecto utiliza diferentes técnicas de minería de datos 
específicamente para la predicción, ellos utilizan un algoritmo en Machine 
Learning que son los arboles de decisión los cuales generan buenos 
resultados estadísticos para el alumnado analizado. 
- Cabe indicar que este proyecto es un antecedente del que 
realizaremos ya que trabaja en la misma universidad, si bien es cierto solo 
toma en cuenta a la carrera de ingeniería informática, mientras nosotros 
hicimos el modelo predictivo global, utiliza modelos predictivos en Machine 
Learning muy interesantes en este caso Clustering que es uno de nuestros 
modelos predictivos que utilizaremos. 
 
-   “LAS CAUSAS DE LA DESERCIÓN ESTUDIANTIL DURANTE LOS 
PRIMEROS DOS AÑOS EN LAS ÁREAS DE CIENCIAS SOCIALES Y 
HUMANIDADES EN DOS UNIVERSIDADES DE GUAYAQUIL.”, presentado 
por el Doctor Franco Dueñas, Bernanda (Perú, 2017); donde se pretende 
recalcar que el enfoque cuantitativo y cualitativo son las causas principales 
de la deserción Universitaria en la ciudad de  Guayaquil en Ecuador. Por lo 
cual  propone algunas medidas para disminuir y contrarrestar la deserción 
universitaria.  
- Franco (2017) llega a la conclusión de que al revisar factores 
influyentes en la deserción de universidades ecuatorianas, puede tomar más 
casos o muestras más diversas para identificar las causas de mejor manera 






individuales y el rendimiento académico llevan a la deserción universitaria en 
mayoría de los estudiantes Universitarios. También analiza a un grupo de 
estudiantes las influencias familiares que puede tener, tales como la 
oposición ya sea por falta de solvencia económica o por decisión de los 
padres debido a la distancia que pueden estar las universidades. En cuanto 
al rendimiento académico del estudiante, sola unos pocos estudiantes 
presentó este tipo de problemas lo cual generó una controversia debido a 
que en muchas investigación aledañas  este ámbito es muy importante y 
determinante, debido a esto se establece como un factor secundario. Indica 
también que los factores de género motivan a estudiantes mujeres a 
desertar, sus obligaciones como madre a temprana edad y esposas no le 
permiten contar con el tiempo suficiente seguir estudiando.  
- En este caso particular nos muestra un ámbito interpersonal del 
estudiante como los aspectos familiares que repercuten en el rendimiento 
académico y por ende en la deserción que es un punto que tomaremos en 
nuestra tesis, ya que las notas de los s, la puntualidad de los estudiantes es 
uno de nuestros factores principales para generar el modelo predictivo. 
 
-  “IMPLEMENTACIÓN DE UN MODELO PREDICTIVO BASADO EN 
DATA MINING Y SOPORTADO POR SAP PREDICTIVE ANALYTICS EN 
RETAILS”, presentado por los ingenieros Castro Porras Alexandra, 
Hernández Nunahuanca Juan (Perú, 2016); tiene por meta final desarrollar 
un modelo predictivo en empresas retail utilizando herramientas como data 
mining y SAP Predictive Analytics, abarcando principalmente los procesos 
del área de Planeamiento Comercial de dichas empresas, dicho modelo 
ayudará en la reducción  monetarias en las empresa retail pronosticando las 
ventas.  
- La implementación de este proyecto se basa en la evolución de SAP 
Predictive Analytics, los cuales ha tenido casos de éxitos encontrados por 
todo el mundo. El proyecto analiza y comprende la información obtenida 
para posteriormente configurar e implementar el modelo predictivo en la 
empresa retail con la data real de sus ventas, y utilizando algoritmos de 






- Debido a que ellos utilizan Predictive Analytics con SAP HANA, los 
procesos a realizar serán trabajados con las múltiples funcionalidades de la 
herramienta pues toda la información que genera  los modelos 
automatizados  se ejecuta de forma automática en memoria. 
-  Castro y Hernández (2016) llega a la conclusión de que al generar 
comparaciones delos algoritmos Triple Exponential Smoothing frente a la 
predicciones que se realizan en el área de planeamiento comercial de 
Topitop, se visualiza que se ha aumentado en la precisión de la proyección, 
disminuyendo el Error Porcentual Absoluto Medio (MAPE) en un 28.49%.  
-  El análisis realizado utiliza SAP Predictive Analytics que utiliza este 
proyecto ofrece grandes investigaciones en cuanto a modelos predictivos 
pues su integración con el lenguaje estadístico R que es el software que es 
el software que utilizaremos para realizar nuestras predicciones. 
 
- “APLICACIÓN DE TÉCNICAS DE MINERÍA DE DATOS PARA 
PREDECIR LA DESERCIÓN ESTUDIANTIL EN LA EDUCACIÓN BÁSICA 
REGULAR EN LA REGUIÓN DE LAMBAYEQUE”, presentado por el 
Ingeniero Piscoya Ordoñes Luis (Perú, 2016); que tiene por objetivo 
implementarla minería de datos como técnica y la metodología CRISP DM 
basado en series de tiempo para predecir la deserción escolar. 
- El proyecto realizado selecciona las técnicas predictivas de minería de 
datos, donde utilizan varios modelos de series de tiempo y redes neuronales, 
dado la que son la mejor forma de utilizarla por la información que fue 
recopilando.  
- Piscoya (2016) realiza un análisis donde compara técnicas de minería 
de datos para al final evaluar y elegir la que mejor se adecua a su 
información que son los algoritmos de series de tiempo, en el proyecto que 
realizo utilizo técnicas ETS y redes neuronales por los criterios de selección. 
Donde las redes neuronales auto regresivo fue la que mejor confiabilidad 
resulto al analizar la información, tanto para el nivel primario y secundario 
con  un 91% y 96% respectivamente. Indica también que la Red neuronal 






ETS. En el tiempo de proceso al evaluar las técnicas se obtuvo que con el 
método red neuronal auto regresiva el tiempo promedio al ejecución.  
- Posteriormente ellos construyeron una aplicación web para mostrar 
los resultados obtenidos al ejecutar los Modelos donde se extrae la data 
histórica de cada colegio analizado del datawarehouse. 
- Este proyecto tiene similitudes ya que utilizan un datawarehouse 
mientras nosotros realizaron un Datamart y así poder filtrar toda la 
información que tiene la Universidad Ricardo Palma, para utilizar solo las 
tablas e información necesaria. Por otro lado con este proyecto podemos ver 
la perspectiva global de la deserción ya analiza a la educación básica regular 
la cual los índices a analizar son más globales que las que utilizamos 
nosotros ya que abarca a un contexto especifico con características 
diferentes y particulares. 
 
Tomando en cuenta el ámbito internacional tenemos los 
siguientes antecedentes: 
 
- “MODELO PREDICTIVO PARA ESTIMAR LA DESERCIÓN DE LOS 
ESTUDIANTES EN UNA INSTITUTO DE EDUCACIÓN SUPERIOR”, 
presentado por el Bachiller Vásquez Jonathan (Chile, 2016); que tiene por 
objetivo implementar un modelo predictivo a instituciones de nivel superior 
utilizando Machine Learning, principalmente arboles de decisiones. 
- Ellos identifican los predictores más importantes para cada semestre. 
Donde destacan que entre los más importantes para todos los semestres se 
encuentran el rendimiento en la PSU, el número de padres vivos, la 
evaluación de los s que realizaban a los profesores de manera semestral y el 
rendimiento académico universitario. Sin embargo, el conjunto total de 
predictores era distinto para todos los semestres, pudiéndose identificar una 
tendencia mientras se avanzaba en los semestres  
- Vásquez (2016) indica que para los primeros cuatro semestres, los 
predictores relacionados con características preuniversitarias del estudiante 
fueron identificadas dentro de los primeros dos cuartiles de predictores. En 






secciones, la cantidad de padres vivos, la evaluación que el estudiante 
realiza a los docentes y el nivel estudiantil de los padres de familia.  
- Por lo cual se plantea las variables relacionadas con el potencial 
académico (rendimiento preuniversitario), antecedentes familiares y contexto 
educacional impactan la decisión del estudiante de permanecer en el 
programa. Esta relación identificada podría servir a la gestión de selección 
de candidatos por parte de las autoridades, como también, identificar qué 
estudiantes son potenciales desertores e implementar herramientas para 
evitar la salida temprana del estudiante durante los primeros cuatro 
semestres. Adicionalmente, para evitar la deserción en el segundo año, 
recomienda la extensión del programa de apoyo académico hasta finales del 
segundo año, puesto que el desempeño acumulado luego del segundo año 
es un predictor de mayor peso que los antecedentes preuniversitarios. Por lo 
cual, este proyecto enfatiza bastante en las notas del estudiante al finalizar 
resultados que es una determinante vital para nuestro proyecto de 
investigación. 
 
-  “ANÁLISIS DE LAS CAUSAS DE DESERCIÓN UNIVERSITARIA.”, 
presentado por el Ingeniero Dueñas Cifuentes, Mónica (Colombia, 2016); 
donde se pretende demostrar que una de las causas que ocasionan el 
abandono es la falta de trato a las causas que generan los análisis y 
diagnósticos de la deserción por parte de las instituciones y su desinterés 
ante el tema.  
- Este análisis fue realizado a las universidades de la Colombia donde 
realizan un analizan cualitativamente las causas del abandono de cada 
estudiante en particular. Indica que la deserción universitaria no debe ser 
solo considerado un simple problema del estudiante; se recalca que el 
estudiante es el principal responsable de sus actos, no obstante la 
problemática de la deserción, no solo impacta a la vida del estudiante si no 
también puede generar situaciones de problemática económica y cultural. 
Este fenómeno  seguirá de alguna forma u otra ya sea que el estudiante 
cambie de centro universitario. Dentro del estudio comenta las formas de 






base de su información fue recopilada a través encuestas y conversaciones 
que tenía con sus entrevistados. El indica que es contexto de los estudiantes 
es indispensable para poder generar las causas. Dueñas (2016) indica que 
aun teniendo todos los indicadores es difícil establecerlos todos, no obstante 
este proyecto nos trae consigo las causas finales y principales de la 
deserción, la investigación mencionada se enfoca en tratar de demostrar las 
similitudes y diferencias de deserción entre los estudiantes. 
- Se menciona también que todo lo relevante con lo académico aunque 
parezca de poca importancia influye de manera importante al estudiante 
durante el ciclo universitario llegando al punto de perder el impulso de 
continuar. La universidad debería implementar algún centro o forma donde el 
estudiante pueda dar la opinión que tiene sobre la universidad. La conclusión 
que llegan es que debido a tantas causas simultáneas hace del estudiante 
que tenga baja autoestima y poco ánimo de seguir en la universidad por lo 
cual son más propensos a la deserción.  
- Dueñas (2016) llega a la conclusión de que si bien es cierto que las 
causas académicas son menos relevantes son estas las que determinan en 
la mayoría de veces en la deserción y tomando en cuenta que dichos 
jóvenes tienen una autoestima baja se concluye que aquellos estudiantes 
con las calificaciones más bajas son los más propensos a retirarse, esta 
información obtenida por esta tesis nos ayuda mucho en el ámbito social y 
en muchos casos psicológico ya que este problema tiene consigo el área 
interpersonal de los estudiantes donde dicha frustración obtenida por malas 
calificaciones dentro de la universidad genera que dichos jóvenes tengan 
una autoestima y perdidas a nivel del futuro de los países ya que este talento 
humano es desperdiciado y perdido. En este caso las malas calificaciones 
como el desapruebo de las materias es un factor que se utiliza en nuestros 











2.2. Bases Teóricas 
Se procederá a mostrar una serie de definiciones necesarias para 
poder realizar el proyecto de investigación que se realizó para encontrar las 
causas de deserción de la Universidad Ricardo Palma, por lo cual se 
muestra lo siguiente. 
 
2.2.1 Metodología para minería de datos (CRISP-DM) 
Si bien es cierto dentro de la minería de datos se tiene muchas 
metodologías nuestro proyecto fue realizado con la metodología CRISP-DM 
por la naturaleza de su arquitectura que pasaremos a explicar: 
 
La metodología CRISP-DM para la minería de datos nos brinda una 
visión general del ciclo de vida de la información de un proyecto de minería 
de datos. Dentro de esta metodología contiene varias fases dentro del 
proyecto, con sus  respectivas tareas y sus resultados obtenidos. Indica que 
el ciclo de vida de los proyectos de minería de datos se debe dividir en seis 
fases, que se muestran en la Figura 3. La forma de secuenciar las fases no 
es estricta o especifica. Las flechas de la imagen indican solo las más 
importantes y frecuentes de las fases y las dependencias entre fases más 
importantes, pero en nuestro proyecto particularmente, dependería del 



























Fuente: Rüdiger Wirth (2016). Phases of the Current CRISP-DM Process Model for 
Data Mining. [Figura2]. Recuperado de 
https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.198.5133&rep=rep1&typ
e=pdf 
- Entendimiento del negocio  
Esta fase inicial se centra mayormente en comprender los objetivos y 
requisitos del proyecto desde una perspectiva empresarial, y luego convertir 
este conocimiento en un problema de minería de datos y en un plan 
preliminar de proyecto diseñándolo para lograr los objetivos trazados. (Wirth, 
2016, pág. 5) 
 
- Comprensión de los datos 
Esta que indica la comprensión de datos comienza con la búsqueda 
de los datos iniciales y seguimiento de las actividades para llegar a 
familiarizarse con los datos, por ello la meta es identificar problemas de 
calidad de los datos, el descubrimiento sobre toda información que tenga 
que ver con ellos, o para detectar subconjuntos interesantes para formar 
hipótesis ocultos dentro de los datos. Incida que existe un vínculo estrecho 
entre Business Understanding y Data Understanding. La formulación del 
problema de la minería de datos y el plan del proyecto requieren por lo 






- Preparación de datos  
La fase de preparación de datos busca cubrir todas las actividades 
para construir el conjunto de datos final de modelado desde los datos sin 
realizar el procesamiento inicial. Es muy probable que las tareas de 
preparación de datos se realicen muchas veces y no en ningún orden 
prescrito. Las tareas a realizar incluirán tablas, registros y selecciones de 
atributos, limpieza de datos, construcción de nuevos atributos y 
transformación de datos para acoplarnos a las herramientas de modelado. 
(Wirth, 2016, pág. 5) 
 
- Modelado   
En esta fase, se seleccionan y aplican diversas técnicas de modelado, 
y sus parámetros que luego de la preparación de los datos estos son valores 
óptimos. Como es e conocer existe varias técnicas para la misma minería de 
datos tipo de problema Algunas técnicas requieren formatos de datos 
diferentes. (Wirth, 2016, pág. 6) 
 
- Evaluación  
En etapa del proyecto de investigación se ha de haber construido uno 
o más modelos que satisfacen nuestros objetivos ya que deben de ser de 
calidad, desde una perspectiva de análisis de datos. Antes de proceder al 
despliegue final del modelo, es importante para analizar más a fondo el 
modelo y ver si los pasos ejecutados son óptimos para construir el modelo, y 
para estar seguro de que se llega a lograr adecuadamente los objetivos de 
negocio.  Al final de esta fase, se debe tomar una decisión sobre todo lo 
recopilado y el modelo elegido para el uso correcto de los resultados de la 
extracción de datos. (Wirth, 2016, pág. 6) 
 
- Despliegue del modelo  
La creación del modelo generalmente no es el final del proyecto. Por 
lo general, el conocimiento adquirido Tendrá que ser organizado y 
presentado de manera que el cliente pueda utilizarlo. Dependiendo de los 






informe o tan complejo Como implementando un proceso de minería de 
datos repetible. En muchos casos será el usuario, no el usuario. Analista de 
datos, que llevará a cabo los pasos de despliegue. En cualquier caso, es 
importante comprender por adelantado qué acciones deberán llevarse a 
cabo para poder hacer uso de Los modelos creados. (Wirth, 2016, pág. 6) 
 
2.2.2 Data Mining  
En estos últimos años sobre todo desde esa necesidad que muchas 
empresas tienen sobre la gran revolución del Big Data se viene las constantes 
interrogantes de como buscar y utilizar al máximo la información que se viene 
almacenando por mucho tiempo con el fin de generar beneficios y  
oportunidades de mercado que van desde el análisis hasta poder prevenir y 
anticiparnos ante los requerimientos que se generan. 
Data Mining o minería de datos, es el uso y la exploración de grandes 
cantidades de información con la finalidad de generar patrones y metas poco 
posibles de hallar con un sencillo análisis o modelo. También se le considera 
como un conjunto de procedimientos o métodos estadísticos realizados de tal 
forma, en algunos algoritmos de manera compleja, que nos faciliten identificar 
particularmente todo aquello que se aprovechar en beneficio posterior para la 
empresa. (Oracle, 2019, pág. 9) 
 
2.2.3 Análisis Predictivo 
Se indica que el análisis predictivo intenta descubrir todos los 
patrones y capturar relaciones comunes entre los datos. Las técnicas de 
análisis predictivo se subdividen en dos grupos. Algunas técnicas tratan 
encontrar los patrones históricos en la variable de resultado y utilizarlos para 
analizar el futuro. Otras por otro lado, como la regresión lineal, tienen como 
objetivo final utilizar las interdependencias entre las variables de resultado y 
las variables explicativas, y tratar explotarlas para realizar predicciones. 
Según la metodología subyacente, las técnicas pueden clasificar en dos 
grupos consolidados: técnicas de regresión (por ejemplo, modelos logit 
multinomiales) y técnicas de aprendizaje automático (por ejemplo, redes 






basa en el tipo de variables de resultado: las técnicas como la regresión lineal 
toman las variables de resultado (por ejemplo, el precio de venta de las 
casas), mientras que otras, como los bosques aleatorios, se aplican a 
variables de resultado discretas (por ejemplo, el estado crediticio). 
(AmirGandomi, 2015, pág. 7) 
 
2.2.1 Machine Learning 
Es un conjunto de metodologías centradas en la estadística clásica 
que realizan la generación de modelos que pueden aprenden de datos 
pasados. Este conjunto de técnicas es bastante fácil y un tanto difícil a la vez. 
El Aprendizaje Automático es básicamente estadística, no obstante contiene 
algunos detalles que diferencian de la estadística clásica regular. Se puede 
indicar que el Aprendizaje Automático tienes menos rigurosidad que la 
estadística desde un punto de vista matemático formal; el objetivo es 
claramente generar pruebas y demostraciones aun así está menos interesada 
en aportarlos y hace más énfasis en la aplicación, por lo cual utiliza la 
capacidad de analítica que ofrecen no solo los modernos ordenadores sino 
sobre todo los chips gráficos, para acelerar mucho los cálculos. Hay 
diferencias más sutiles, por ejemplo, en Aprendizaje Automático lo importante 
es la precisión del modelo construido, mientras que en estadística se hace 
más hincapié en cómo llevar a cabo un adecuado modelado de los datos 

















2.2.2 Técnicas de Machine Learning 
- Regresión Logística:  
Una de las técnicas que ha contribuido más al avance de los modelos 
predictivos ha sido el avance desarrollo de determinados métodos de análisis 
como la regresión logística. Por lo cual se pueden hacer cuantificaciones de 
riesgo en un determinado carácter permitiendo al investigador la creación de 
modelos uni o multivariantes que sean predictivos de grandes fenómenos 
complejos. El modelo logístico aplicado a los estudios fue introducido por 
Cornfield en el año 1962 y posteriormente aplicado al análisis de los datos del 
estudio de Framingham. (Calvo, 2002) 
 
- Naive Bayes: 
Se es bien conocido que el algoritmo Naive Bayes se desempeña 
como bien en clasificación, no obstante su estimación de probabilidad es baja 
en muchas aplicaciones o modelos, por otro lado si se desea una clasificación 
basada en probabilidades de clase por ejemplo, una clasificación de clientes 
en términos de la probabilidad de que compren los productos de uno son 
mejores y más útiles en marketing directo.  
El algoritmo Naive Bayes debido a su baja estimación  en el dominio binario, 
solo puede aprender funciones linealmente separables. Además, no puede 
aprender incluso todas las funciones linealmente separables. (Su, 2004, pág. 
1) 
 
- Arboles de Decisión:  
Un árbol de decisión es una representación de una función 
multivariada y que su uso puede ser utilizado en diferentes ramas de la 
tecnología, también se es de indicar que cualquier computador con la 
potencia necesaria podría ejecutar el algoritmo. El interés por el uso práctico 
de los árboles de decisión  tuvo su origen las necesidades de las ciencias 
sociales siendo el trabajo de SonquistMorgan (1964) el software AID 
(Automatic Interaction Detection). Fue uno de los primeros árboles de 
clasificación que se realizó para un uso práctico. Por lo cual los arboles de 






cursos de toma de decisiones, para convertirse en una herramienta útil y 
sencilla de utilizar. Estos avances fueron mejorados por la obra de Breiman-
Friedman-Olshen-Stone (1984)  “Classification and regression trees”. Un 
método práctico de inducción, para construir arboles de clasificación de forma 
recursiva, fue propuesto. Este ha sido conocido como CART. Quinlan (1986) 
desarrolló el algoritmo ID3 (Iterative Dichotomiser 3) este utiliza la medida de 
entropía de la información para crear los árboles. Esta fue mejorada y fue 
denominada C4.5 por su autor Quinlan (1993). Proveniente de la estadística 
Kass (1980) introdujo un algoritmo recursivo de clasificación no binario, 
llamado CHAID (Chi-square automatic interaction detection). Estos métodos 
permiten superar las deficiencias del AD utilizada en la Teoría Clásica de la 
Decisión. (Carlos N. Bouza, 2012, pág. 1) 
 
- Máquinas de Soporte Vectorial: 
Las máquinas de soporte vectorial son un conjunto de algoritmos de 
aprendizaje supervisado desarrollados por Vapnik y Cortés (1995) y su  
equipo, que generaron métodos relacionados con problemas de clasificación y 
regresión. Se han utilizado SVM para solucionar problemas de clasificación y 
regresión relacionados a la predicción de series de tiempo normalmente, 
dándonos buenos resultados en comparación a otros métodos algorítmicos. 
Construir las máquinas de soporte vectorial (SVM) se basa en la idea de 
transformar o proyectar un conjunto de datos pertenecientes a una dimensión. 
(Anzola, 2015, pág. 19) 
 
2.2.3 Deserción Universitaria 
Se puede decir que la deserción es la comparación cuantitativa entre 
la diferencia de cantidades de estudiantes que no están inscriptos comprando 
las cantidades de alumnado de la matrícula inicial y el fin de ciclo.  Indica que 
existen análisis con comprobaciones científicas que normalmente son los 
primeros ciclos los cuales son más afectados y se localiza los estudiantes 
desertados. También es de considerar como deserción aquel estudiante que 
estudia tres meses simultáneos y al siguiente ciclo no vuelve es considerado 







Variables asociadas a la deserción  
Muchas veces el origen de las causas de que un estudiante son muy 
complicadas de pronosticar, no obstante la deserción va directamente con 
variables como problemas económicos, mala elección de la carrera, falta de 
interés, entre otras. (Tinto, 2009, pág. 15) 
En la tabla 1, se clasifican los factores de deserción por el nivel de 
impacto, Alta, media o baja. 
Tabla 1: Factores que impactan en la deserción 
Intensidad  Factores  
Alta  
Factores monetarios dentro de la familia. 
Bajo nivel de comprensión lectora y mala elección de los estudios. 
Mala orientación profesional. 
Media  
Ambientes mal adecuados dentro de la universidad                                                         
 Proceso educativo y acompañamiento al estudiante en su 
formación.                                                                         
Falta de programas micro curricular de investigación. Donde se 
debería invertir un poco ambientes más confortantes.                                                                                                      
Modelos pedagógicos universitarios desfasados o completamente 
diferentes  a los modelos de bachillerato, que imprime un alto nivel 
de exigencia.                                                                                                                                                                                           
Evaluaciones teóricos muy poco porfundos. 
Baja  
Ambientes familiares.                                                                                                                                                                          
Edad del estudiante.                                                                           
Cantidad de oferentes.                                                                                                                                                                         
Controlar de la educación.  
 









Perfil del desertor  
Tomar el estudio de la deserción implica muchas características 
donde nos conducen a identificar las características particulares que traen 
con ellos.  
Según (Himmel, 2002), las personas que desertan, en cualquier 
institución educativa, bajo cualquier circunstancia, presentan en mayor o 
menor grado, algunas de las siguientes características:  
 
- Problemas de disciplina   
Lo que tratan de indicarnos en este ítem es relacionado con los 
estudiantes que se han retirado, tal vez por impuntualidad, por temas de 
disciplina y en muchos casos hasta expulsados, estos son los estudiante que 
generan más gastos a la institución. 
  
- Nivel socioeconómico bajo o sin opción económica  
Sin duda alguna una característica que predomina como fuente común 
entre los desertores es el nivel económico que pasaron por lo cual tuvieron 
que desertar. 
  
-  Ausentismo de clases  
Algunas veces por falta de dinero o por necesidad los estudiantes faltan 
lo que dificulta su aprendizaje y finalice con el retiro del alumno. 
 
- Problemas de salud psicosomática   
También se considera muchos casos con este tipo, donde el estudiante 
tiene problemas en su conducta debido problemas psiquiátricos 
.  
- Problemas inherentes a la edad  
Se considera que la juventud es una de las causas de la deserción 
debido a que el estudiante no es lo suficientemente mayor para tomar en 








- Inadecuadas relaciones interpersonales  
Algunos estudiantes presentan dificultades con interrelacionarse con 
otros compañeros lo que hace que este se aleje. 
 
- Resistencia a desarrollar actividades formativas  
Estos alumnos dejan de asistir a actividades extracurriculares que los 
podrían ayudar para mejorar sus habilidades. Tales como congresos, 
seminarios entre otros. 
  
- Inapetencia por el conocimiento  
Existen también esos estudiantes que no tienen la motivación de estudiar 
por lo cual solo tienden a retirarse. 
 
- Desmotivación hacia la carrera y/o a la universidad  
Esta es una causa muy importante ya que normalmente pasa cuando no 
fue seleccionada la carrera de acuerdo a su gusto o no mostro interés. 
 
Actores que intervienen en la deserción estudiantil  
Se indica en este ítem a estudiantes que se retiran por personas 
terceras, que los imposibilita proseguir. Se involucran, en esta casuística de 
la deserción, los siguientes actores:  
 
- Desertores   
Son los estudiantes que se han retirado por diversos motivos, en este 
caso universitarios.  
  
- Padres de Familia de los s desertores.  
Los padres llevan un papel muy importante debido a que el estudiante 
aún no tiene la solvencia económica en este caso para poder terminar sus 
estudios solos dependerá de sus padres y muchas veces por motivos 
monetarios viene la retirada de la Universidad, por otro lado también podría 
ser presión de los padres de familia por obligarle a llevar un curso diferente 






- Ex compañeros de estudio del semestre del cual se retiró el 
desertor.  
Los ex compañeros pueden también persuadir a los estudiantes y querer 
retirarse.  
 
- Profesores, Directivos y administradores académicos 
Algunas veces los profesores y administrativos no hacen su trabajo como 
debería hacer por lo cual los estudiantes reciben malos tratos de los cuales 
pueden tomar malas referencias y posteriormente dar más razones para su 
retiro. 
 
2.2.4 Big Data  
Se le denomina Big Data a la recopilación de grandes volúmenes de 
datos. Los cuales con conjuntos tan grandes y complejos, conjuntos tan 
grandes y complejos que presentan mucha dificultad su procesamiento. Los 
desafíos que contemplan los requerimientos con la data son considerados 
como un desafío porque  incluye el análisis, captura, curación, búsqueda, 
intercambio, almacenamiento, transferencia, visualización. Se realiza el 
análisis de grandes conjuntos de información de datos relacionados y se 
comparan para realizar subconjuntos más pequeños con la misma cantidad 
de datos permitiendo encontrar correlaciones para "detectar tendencias de 
negocios, prevenir enfermedades, combatir el crimen y así sucesivamente. Es 
complicado realizar trabajos con la mayoría de base de datos relacionales con 
grandes volúmenes de información para sistemas de gestión, estadísticas de 
escritorio y visualización por lo cual se requiere "software masivamente 
paralelo corriendo en decenas, cientos, o incluso miles de servidores " para 
evitar problemas. En Big Data los datos generalmente incluyen conjuntos de 
datos con tamaños más allá de la capacidad de herramientas de software de 
uso común para capturar, administrar, administrar y realizar procesamiento de 
datos dentro de un tiempo transcurrido tolerable ya que puede procesar de 
terabytes a muchos petabytes de datos. Big Data posee las 5 v que 
representan al volumen, velocidad, veracidad, valor y variedad. (Chavan, 







Según (Chavan, 2014, pág. 2), Hadoop es un software de código 
abierto que permite la computación confiable, escalable y distribuida en 
clústeres de servidores baratos. 
 
Es una implementación de código abierto de una gran escala sistema 
de procesamiento por lotes. Que utilizan Map-Reduce introducido por Google 
al aprovechar el concepto de mapa y funciones de reducción. Aunque el 
Hadoop framework está escrito en Java, permite a los desarrolladores 
desplegar programas escritos a medida codificados en Java o cualquier otro 
lenguaje para procesar datos de forma paralela a través de cientos o miles de 
servidores de productos básicos,es optimizado para solicitudes de lectura 
contiguas (lecturas de transmisión). Las características de Hadoop son: 
 
- Confiable: el software es tolerante a fallos, espera y maneja fallas de 
hardware y software 
- Escalable: diseñado para escala masiva de procesadores, memoria y 
almacenamiento local adjunto. 
- Distribuido: Maneja la replicación, su manejo de tecnología va en 
programación paralelo, Map Reduce. 
 
            Sistema de archivos distribuidos de Hadoop (HDFS): un sistema de 
archivos distribuido que almacena datos en máquinas de productos básicos, 
proporcionando muy alta Ancho de banda agregado a través del clúster. 
 
2.2.6 Metodología Scrum 
Es una metodología extremadamente ágil y flexible que tiene como 
objetivo definir procesos de desarrollo iterativo aplicándolo a cualquier 
producto e inclusive en la administración y gestión de cualquier actividad que 
traiga consigo complejidad. proporcionando un una excelente relación entre 
los equipos de desarrollo. Trabaja con la participación activa de los clientes, 
por lo que el rendimiento del proyecto aumenta, los requisitos y la solicitud se 






destacando cada día, pero por otro lado aun no son muy distribuidas para los 
alumnados de las universidades. (BISSI, 2012, pág. 1) 
 
2.3 Definición de términos básicos  
- Análisis predictivo:  
El Análisis predictivo es utilizado conjuntamente con la estadística con 
varios algoritmos de minería de datos para su mejor exactitud. Utilizan 
información histórica para realizar predicciones sobre futuros eventos  
 
- Árbol de decisión:  
Los arboles de decisión es una técnicas de minería de datos donde 
establecen un conjunto de condiciones bien organizadas de tal forma que 
cumplan una estructura jerárquica, de tal forma que las decisiones de la 
solución de la interrogante que desean solucionar puede encontrarse hasta 
en la última de las ramas del árbol. 
 
- Big Data Analytics:  
Proceso de analizar grandes volúmenes de información para descubrir 
patrones, sacar conclusiones y mejorar la toma de decisiones 
empresariales..  
 
- Deserción:  
Es la interrupción o el abandono de alguna actividad realizada por 
diferentes motivos los cuales en este caso tienen que ver con el estudio. 
 
- Data Minning:  
Es una de las plataformas de software para poder procesar flujos de 
código abierto, tiene también como objetivo final proporcionar una plataforma 
unificada. Utiliza varios métodos de inteligencia artificial, aprendizaje 
automático estadísticas, Big Data para base de datos.Su objetivo es extraer 








- Hadoop:  
Sistema de código abierto utilizado para almacenar, procesar y analizar 
grandes volúmenes de datos. 
 
- HDFS:  
Sistema de archivos distribuido, escalable y portátil que sirve como 
clúster de Hadoop para el alto almacenamiento de la información. 
 
- Deserción Universitaria  
Es la situación a la que se pueden enfrentar un estudiante cuando tiene 
problema alguno con proseguir adelante con los estudios.  
 
- Modelo Predictivo  
Esla estructura de un proceso para poder llegar predecir utilizando un 
conjunto de datos y basándose en algoritmos de predicción.  
 
- ETL  
Proceso de extracción, transformación y carga de datos utilizando una 
fuente de información, base de datos o un Datamart, entre otros.  
  
- Data Mart   
Subconjunto del Data Warehouse que está orientado a un área 
específica del negocio. Todas sus métricas y dimensiones están 
relacionadas con un área de negocio en particular.  
 
- Pila del sprint (Sprint Backlog) 
Tareas a realizar a través de  una iteración, para construir un incremento 
utilizado mayormente en la metodología SCRUM. 
 
- Proceso: 






CAPÍTULO III:  
DESARROLLO DEL TRABAJO DE SUFICIENCIA PROFESIONAL 
3.1 Modelo de Solución Propuesto  
Nuestro proyecto de investigación utiliza una muestra de la población 
total de estudiantes de pregrado de los últimos 3 años de la Universidad 
Ricardo Palma, las cuales fueron analizadas para generar un Datamart 
donde se puede extraer la información de manera fácil, esa información 
recopilada será analizada por varios algoritmos en Machine Learning donde 
generara un análisis predictivo con la información necesaria que será 
exportada en una Base de Datos no relacional por lo cual se implementa un 
ambiente de Big Data de clúster en Hadoop para poder instalar una Base de 
Datos Hive, teniendo una alta perfomance, luego  poder elaborar un sistema 
que genera reportes y que podrá generar realizar los procesos automáticos. 
 
El proyecto de investigación que se realizó utiliza como base la 
metodología CRISP-DM la cual es perfecta para proyectos de minería de 
datos como es en este caso. Por lo cual se presenta lo siguiente dividido en 
los procesos que nos brinda la metodología CRISP-DM: 
 
- Entendimiento del negocio  
Esta fase inicial se tuvo que analizar el proyecto de una manera 
general o empresarial por lo cual para el mejor conocimiento y limitaciones 
del proyecto se tuvo reuniones con personal de la Universidad Ricardo 
Palma del área de OFICIC (Oficina de Centro de Computo) para poder 
definir lo que se busca con este proyecto, donde el objetivo común era que 
se elabore un diseño de un algoritmo predictivo que facilite aquellos alumnos 
propensos a retirarse y así tratar de tomar medidas en el asunto por parte la 
Universidad, también dichas reuniones se tuvo un panorama general del 
problema donde se entendió e identifico algunas causas globales por lo cual 








- Comprensión de los datos 
Debido a que esta fase indica el entendimiento de los datos y la 
búsqueda de ellas se detalla lo siguiente: 
 
En esta parte del proyecto se procedió con los siguientes pasos para 
poder obtener  al final el Datamart deseado. 
Configuración del Software Datamart 
Se tuvo que realizar el análisis de información recopilando los detalles 
específicos de que como está formada la Base de Datos de la URP. Por lo 
cual se hizo el reconocimiento de que la Universidad Trabaja con una BD Sql 
Server 2016 instalada sobre Windows, se observa en la figura 4 que se 
instaló un servidor Windows con Sql Server 2016. 
 



















Debido a que nuestro modelo predictivo necesita una recopilar datos de 
manera automática se opta por instalar el Visual Studio para temas de 
preparar el Datamart, observamos la figura 5 la cual fue instalada en el 
mismo  servidor que el Sql Server 2016 para que puedan interactuar. 
 
Figura 5: Instalación de Visual Studio 
 
Fuente: Elaboración Propia 
Luego de la instalación de los principales componentes a trabajar en el 
Datamart se da conveniente restaurar algunas tablas principales las cuales 
utilizaremos en nuestro servidor para realizar el Datamart, por lo cual en la 
figura 6 se observa que fue restaurada la Base de Datos de la URP, la cual 





















Fuente: Elaboración Propia 
Se realizó la evaluación de la data más importante la cual posiblemente 
tengan influencia con los posibles de la deserción de los últimos tres años 
tales como: 
- Promedio de notas por semestre 
- Promedio deuda por semestre 
- Créditos jalados por semestre 
- Créditos aprobados por semestre 
- Estado civil 
- Deuda por semestre 
- Promedio de asistencias por semestre 
- Si trabaja o no  
- Ingreso propio 
- Ingreso neto familiar 
Se ha verificado que todos estos datos son las principales causas que se 
podrían tomar para deserción intuitivamente. Por lo cual se registró todo 









En el grafico 7, se visualiza el esquema del Datamart. 





















Fuente: Elaboración Propia 
Se visualiza que todos los datos de deserción están mostrados en la 
estructura del Datamart, por lo cual este proceso ciclo tras ciclo se hará 
automático debido que nuestro Datamart se alimenta de la BD de la URP. 
 







Figura 8: Creación del Datamart 
 
Fuente: Elaboración Propia 
Se Observa que tenemos las dimensiones: 
- Dimensión Limpieza: Para poder limpiar la data de todas las dimensiones 
y las tablas de hecho 
- Dimensión de Carrera: Que tiene la información de la facultad y la carrera 
de los estudiantes 
- Dimensión Domicilio: Que tiene solo la información del domicilio y distrito 
del  
- Dimensión: Esta dimensión es muy importante ya que tiene información 
como el código, nombre, sexo. 
- Tabla de Hechos: Donde recae la información general que deseamos 






Figura 9: Ejecución del Datamart 
 
Fuente: Elaboración Propia 
 
- Preparación de datos  
En esta fase se debe tener todos los datos bien definidos para cubrir 
todas las actividades en este caso del análisis predictivo por lo cual se 
muestra lo siguientes pasos realizados para cumplirlos: 
 
Para poder terminar con definir los datos se realiza una nueva carga 
en el Datamart y se hace un select al mismo para identificar solo las 










Figura 10: Nueva carga de Datamart 
 
Fuente: Elaboración Propia 
También cabe recalcar que para que este proceso sea automático cada 
ciclo se debe actualizar nuestra Base de Datos cada ciclo ya que solo 
tenemos información 2018-II. Por lo cual se creó otro Datamart para poder 
actualizar nuestra Base de Datos transaccional, por lo cual se muestra la 
figura 11. 
 



















Cabe recalcar que actualmente no está habilitada la opción ya que se 
está trabajando de manera local y no se tiene acceso a la BD Actual de la 
URP, no obstante si estuviera en una red Lan podría conectarse y actualizar 
nuestros registros. 
 
- Modelado   
Se realiza en esta fase diversos tipos de modelado pero debido a que 
para el modelado se realiza se necesita configurar también el sistema 
operativo donde se hará el modelado. También se seleccionan y aplican 
diversas técnicas de modelado. 
 
Configuración de servidores Big Data HDFS: 
Para este punto en nuestro proyecto de investigación se instaló una 
arquitectura Big Data utilizando HDFS. 
Por lo cual se muestra la figura 12, donde se muestra la interfaz del 
HDFS que es el clúster de Hadoop. 
 
Figura 12: Interfaz Big Data HDFS 







En la figura 13 se muestra más características del servidor que se ha 
instalado, donde se muestra un disco total de 200 gigas para labores de 
HDFS los cuales trabajan con un algoritmo de sistemas distribuidos para 
disipar la carga de los procesos. También se puede observar la versión de 
Hadoop instalada y el nodo del Servidor de Big Data. 
 




























En la figura 14 se muestra los procesos de HDFS (hadoop) los cuales 
hacen posibles poder realizar funciones y trabajos más rápidos dentro del 
servidor debido  a su complejidad interna y sus bloques grandes la cual 
viene trabajando. 







Fuente: Elaboración Propia 
Debido a su algoritmo distribuido para poder utilizarlo se  debe tener 
como mínimo varios nodos con un master y varios slave lo cual para efecto 
de pruebas se realizó solo la instalación de un servidor master, el cual 
también trabaja como slave por temas prácticos, no obstante para poder 
apreciar medio se instaló dos discos para su distribución, por lo cual se 
observa la figura 15 la cual se muestra el File System del servidor. 
 















Se indica de la misma forma para la siguiente figura 16, se muestra la 
data la cual fue obtenida del Datamart para lo cual es exportado al Servidor 
Big Data con los HDFS (Hadoop) para que pueda ser trabajado. Cabe 
indicar sé que realizo esta modalidad debido a la complejidad de la data, ya 
que esta tiene muchos características especiales tales como ceros, nulos, 
inclusive estudiantes con muy pocos para datos para su revisión por lo cual 
se optó por temas prácticos exportar en Excel a los servidor HDFS lo cual se 
muestra en la figura 17. 
 



























Se muestra el Excel en el servidor Bigdata HFDS. 
 









Fuente: Elaboración Propia 
 
Posteriormente en el servidor de Big Data para poder utilizarlo en el 
análisis predictivo se tuvo que instalar  unas herramientas open source R y 
Rstudio, cual es óptima para realizar modelos predictivos con la data ya 
extraída del Datamart. Se revisa la figura 18 con dicha aplicación. 
 


















Cabe indicar que durante este proceso de Machine Learning se utilizó 
varios algoritmos para verificar la mejor opción a tomar. Como ya se 
mencionó  debido a que los algoritmos aprenden de acuerdo a la data que 
analiza se puede optar inicialmente muchos algoritmos y conforme se realice 
los análisis se tomará la decisión. En las siguientes imágenes se describirá 
el código del modelo predictivo realizado en el software estadístico R, por lo 
cual en la figura 21 se visualiza todos las librerías a utilizar dentro de nuestro 
modelo predictivo. 
 


























Se visualiza que algunas librerías son propietarias para la utilización de 
algoritmos específicos. En la figura 20 se muestra la extracción de la data 
desde HDFS (Hadoop). 
 
Figura 20: Extracción de Data 
Fuente: Elaboración Propia 
En el siguiente grafico 21 se visualizara la exploración de la data ya que 
esta debe estar lo mejor ordenado posible. Cabe indicar que para este caso 
las variables inicialmente tomamos ya no estarán ya que solo se te tomará 
en el análisis las filas necesarias tales como:  
Estado civil, si trabaja o no, Ingreso propio, ingreso neto familiar, créditos 
probados por semestre, créditos desaprobados, promedio de semestre, 
porcentaje semestral de asistencia, deuda cada semestre y el target de la 
deserción que en este caso sería rellenado con 1 si el estudiante deserto en 
el año siguiente ya que se tiene data de hace 3 años y 0 si es alumno 
































Fuente: Elaboración Propia 
En el grafico 22 observaremos sobre la imputación de la data, se indica 
que en este gráfico se analiza los factores de cada columna si el origen es 
cuantitativo, cualitativo, el tipo de variable numérico, integer entre otros, por 
lo cual  la data tiene que ser imputada y convertida en numérico en su 
mayoría para poder realizar el trabajo de mejor manera, un claro ejemplo es 
la fila sexo de la data ya que normalmente cuando se tiene esta variable nos 
da como femenino o masculino y para efectos prácticos del modelo 






























Fuente: Elaboración Propia 
A partir de esta parte es donde el algoritmo de predicción está tomando 
forma debido a que  en la figura 23 se observará la partición de la data, este 
proceso es indispensable en un modelo predictivo ya que la data es partida 
en entrenamiento y prueba, como ya se comentó los algoritmos de Machine 
Learning son inteligentes por lo cual siempre una data tiene que ser probada 
en si misma por lo cual se tendrá 70% del total en data de entrenamiento y 
30% del total en data de prueba de algoritmo.  
 
También en este caso se muestra la utilización de una semilla la cual es 
utilizando por la mayoría de algoritmos, tener en cuenta que esta semilla es 
















Fuente: Elaboración Propia 
En los siguientes gráficos se mostrará los siguientes algoritmos que se 
analizaron por lo cual en este caso se tiene al algoritmo de Machine 
Learning Boruta el cual busca de manera descendente las características 
relevantes al comparar la significancia de los atributos originales con la 
importancia que se puede ganar al azar, pronostica utilizando sus copias 
permutadas y deshecha progresivamente las características que no tienen 



























Fuente: Elaboración Propia 
 
El siguiente algoritmo es Naive Bayes que un clasificador de aprendizaje 
automatizado simple, efectivo y de uso común. Donde clasifica utilizando la 
regla de decisión Máximo A Posteriori en un contexto bayesiano. Por lo cual  







Figura 25: Algoritmo Naive Bayes 
 
Fuente: Elaboración Propia 
Este algoritmo es la Regresión Logística que es el modelo de regresión 
donde el cual revisa si una variable binomial depende, o no, de otra u otras 
variables, clasifica los resultados entre éxito y fracaso, por cual 







Figura 26: Algoritmo de Regresión Logístico 
 
Fuente: Elaboración Propia 
El árbol Chaid es un árbol de clasificación de toma de decisiones, donde 
se detectara automáticamente las interacciones del Chi cuadrado, por lo cual 
es un algoritmo muy fuerte para predicciones ya que las predicciones se 
basan en combinaciones de los valores, por lo cual se muestra la figura 27 






Figura 27: Algoritmo Árbol Chaid 
Fuente: Elaboración Propia 
Se muestra en la figura 28 el algoritmo árbol de clasificación Cart que se 
basa en la impureza de la data y selecciona nuestra información en el corte 
al cual conduce el mayor decrecimiento de su impureza por lo cual consigue 
que las sucesiones sean homogéneas en la variable Y. 
 
Figura 28: Algoritmo Árbol Cart 
Fuente: Elaboración Propia 
 
Se muestra en la figura 29 el algoritmo de clasificación Árbol c5.0 el cual 
es un árbol de decisión que nos ayudara maximizar la ganancia de 
información de nuestra data subdivide en muchos campos la información 






Figura 29: Algoritmo Árbol c5.0 
 
Fuente: Elaboración Propia 
También utilizamos el algoritmo SVM Radial en la figura 30 que 
representa a los puntos de muestra en el espacio separando las clases de 
nuestros datos mediante un hiperplano por lo cual se llama el vector soporte 
y se utilizó en nuestro entrenamiento de la data. 
 
Figura 30: Algoritmo SVM Radial 
 
Fuente: Elaboración Propia 
 
En la figura 31 también observamos un algoritmo soporte vectorial SVM 
Linear, muy importante este algoritmo ya que con esto nuestra data tiene 















Fuente: Elaboración Propia 
 
Luego de implementar 8 tipos de algoritmos en Machine Learning 
podemos analizar los resultados de forma global por lo cual en nuestra 
investigación se hizo comparaciones del modelo Logístico, Naive Bayes, 
Árbol Chaid, Árbol Cart, Árbol c50, Soporte Vectorial Machine Radial, Linear, 
Sigmoid. Luego del análisis a cada uno de los algoritmos nos determinara el 
AUC que el porcentaje de la verificación del rendimiento del modelo, también 
nos devuelve el GINI que tiene similar comportamiento en el rendimiento, el 
accuracy que es la exactitud, el error del modelo y por último la sensibilidad 
al cambio de nuestro modelo con otra data. 
 
En la figura 32 se observa los resultados de la curva ROC de acuerdo a 
los modelos ya trabajados. Cabe indicar que debido a que nosotros 
necesitamos determinar qué modelo nos brinda mejor exactitud, menor error 
y principalmente mayor sensibilidad ya que el fin de nuestro modelo es 
predecir cuales son los estudiantes del 2019-I que no continuaran 

















Fuente: Elaboración Propia 
- Evaluación  
En etapa del proyecto de investigación ya se ha construido varios 
modelos que pueden satisfacer nuestros requerimiento no obstante se tiene 
que elegir el modelo mejor y realizar el análisis final. Se procede a 
describirlo:  
 
Por lo expuesto anteriormente nuestra data es mejor modelada con la 
regresión Logística ya que tiene una alta sensibilidad que nos ayudará a 
determinar los estudiantes que no siguieran más, si bien es cierto otros 
algoritmos arrojan mayor porcentaje de exactitud, este algoritmo nos 
precisara la mejor forma de identificar a los estudiantes desertores. 
En la figura 33 se muestra la elección de nuestro algoritmo ganador y 
realizando y realizando la ejecución del modelo sobre la data para que nos 
muestre el resultado final en un excel donde visualizaremos a los 
estudiantes que en el 2019-1 se retiraran de la Universidad Ricardo Palma, 
el modelo es capaz de indicarnos específicamente los alumnos que según 
nuestro modelo se retirarán de la Universidad en el 2019-2, cumpliendo así 
con nuestro modelo y generando los resultados para poder tomar las  







Figura 33: Modelo Predictivo Final 
Fuente: Elaboración Propia 
Se visualiza en la figura que nos da un csv que será nuestro resultado del 
análisis correspondiente. Por el cual se generará los reportes necesarios 
para poder visualizar que alumno especifico según nuestro algoritmo se 
retirará de  la Universidad Ricardo Palma. 
 
- Despliegue del modelo  
En esta etapa de nuestro proyecto deberá ser organizado de la mejor 
forma automatizada posible por lo cual se mostrará la parte final que la 
generación del software de reportes ya automatización 
 
Diseño de una aplicación para visualizar los modelos y generar reportes: 
 
En este parte se mostrará la aplicación como tal ya que se mostrará los 
resultados del modelo predictivo, no obstante y tomando en cuenta las 
nuevas tendencias se optó por utilizar la metodología ágil SCRUM para 
poder lograr los objetivos propuestos para optimizar los tiempos en el 
desarrollo de las interfaces  o los reportes de los resultados. 
 
Requerimientos (Product Backlog) 
Para poder dar el número de prioridad y la estimación de los 
requerimientos, se utilizó el modelo de la Tabla 2. 
Cada requerimiento obtendrá una ponderación de baja, media, alta y muy 
alta, dependiendo de la lógica del negocio, es decir que requerimiento es el 






Tabla 2: Tabla de Prioridades 
Número Prioridad Complejidad 
1 Baja Fácil 
2 Media Moderada 
3 Alta Complejo 
4 Muy Alta Muy Complejo 
Fuente: Elaboración Propia 
En la tabla 3 se muestra los requerimientos a realizar en nuestro sistema. 
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Fuente: Elaboración Propia 
En la imagen 34 muestra como veníamos trabajando con una 
herramienta denominada Jira para el mejor control del SCRUM en los 
procesos de la aplicación. De la misma forma que se visualizó en la tabla 

























Fuente: Elaboración Propia 
 
Determinación de Prioridades y Complejidad por 
Requerimiento: 
 
La prioridad que se da en este caso viene ser en una sola iteración 
debido a que nuestro sistema no es tan complejo por lo cual por lo 
cual se estará realizando los requerimientos en el orden dado ya que  
cada uno depende del otro para la realización. Cabe indicar que para 
la realización del proyecto se realizó reuniones con la algunos 
encargados del área de sistemas por lo cual hubo tres reuniones por 
el sprint de nuestros requerimientos.    
 
Se muestra la figura 35 con los requerimientos ya terminados 

















Fuente: Elaboración Propia 
 
En el grafico anterior se verifica que la lista de los requerimientos 
pueden tener tres estados tales como por hacer, en curso y listo para 
un mejor control en SCRUM. Dentro de cada requerimiento se puede 
adjuntar alguna imagen, ingresar comentarios, designar el 
requerimiento, entre otros. No obstante en esta oportunidad la 
metodología ágil que hemos realizado para la realización de nuestra 
aplicación se realizó por una persona por eso en cada requerimiento 

















Fuente: Elaboración Propia 
Como se viene comentando la metodología SCRUM, es utilizada 
en todo proceso por lo cual parte de nuestras configuraciones también 
fueron realizadas dentro de Jira.  
 
- Complejidades 
La asignación de complejidad para cada requerimiento  se realizó 
como ya se había mencionado en dos reuniones con el área de Oficic 
de la Universidad Ricardo Palma, que es la oficina de Centro de 
Cómputo. Posteriormente se definió la tarea y sub tareas: 
Para tareas involucradas en prototipo de interfaces tenemos: 
 Diseñar Interfaz 
 Establecer controles de interfaz 
 Definir estilos CSS 
Establecer plantilla de aplicación con la herramienta Mockplus 
Para tareas involucradas en validación tenemos: 
Definir eventos 
Establecer clases de la capa de datos 
Establecer clases de la capa de negocio 






Definir objetos a partir de las clases 
 
Por nivel Para tareas involucradas en Conceptualización: 
Determinar entidades del Datamart 
Determinar de atributos 
Determinar de relaciones (multiplicidad)  
 
Para tareas involucradas en Modelado 
Crear de tablas independientes 
Crear de tablas dependientes 
Crear de relaciones 
Crear de índices primarios y llaves foráneas 
 
Análisis y Diseño (Sprint Backlog) 
- Iteraciones  
El sprint está comprendido por los todos requerimientos en el 
orden establecido donde la duración del Sprint fue de 2 meses, , se 
realizaron  reuniones sobre algunas dudas sobre la aplicación el 
diseño de la data y para la presentación de los avances realizados. 
En la tabla 4 se muestra las tareas realizadas de acuerdo a los 
requerimientos con un aproximado de hora y el responsable.  
 














Diseño de Datamart. 
Victor De la 
Cruz Quispe 
Modelamiento 









modelo físico y el 
scipt en el Datamart. 




optimización de la 














Diseñar el  
prototipo del 
interfaz del usuario 
login. 













interfaz de usuario 
login. 
Victor De la 
Cruz Quispe 
 
Agregar, modificar el 







del proceso login. 
Victor De la 
Cruz Quispe 
Agregar, modificar, 










Diseñar prototipo del 
Dasboard. 
Victor De la 
Cruz Quispe 
Agregar, modificar, 
copiar, eliminar y 














Victor De la 
Cruz Quispe 
Agregar, modificar, 
copiar, eliminar y 
















Victor De la 
Cruz Quispe 
Agregar, modificar, 
copiar, eliminar y 
analizar datos de la 
Base de Datos 
 
 









Victor De la 
Cruz Quispe 
Diseño de prototipo 



















Victor De la 
Cruz Quispe 
Agregar, modificar, 
copiar, eliminar y 









para mostrar el reporte 
de Alumnos. 
Victor De la 
Cruz Quispe 
Agregar, modificar, 
copiar, eliminar y 











carga de datos 
al Datamart del 
modelo físico 
de la BD. 
Victor De la 
Cruz Quispe 
Agregar, modificar, 
copiar, eliminar y 
modelo físico de 
Base de Datos. 
 
 




Maquetar la interfaz de 
usuario para mostrar la 
carga de datos del 
Datamart 













para ejecutar la  carga 
al Datamart del modelo 
físico de la Base de 
Datos 
Victor De la 
Cruz Quispe 
Agregar, modificar, 








Diseñar la interfaz de 
Modelo Predictivo para 
mostrar la carga de 
datos al análisis. 
Victor De la 
Cruz Quispe 
Agregar, modificar, 









Diseñar la interfaz 
reportes para mostrar 
los resultados del 
análisis. 
Victor De la 
Cruz Quispe 
Agregar, modificar, 













- Criterio de determinación de prioridad y complejidad por requerimiento: 
Se tomó la opinión del área de Oficic de la Universidad Ricardo 
Palma para los requerimientos. 
 
Generación y seguimiento del interfaces y maquetas: 
 
Las siguientes figuras que se tendrán son los prototipos de la 
aplicación y se detalla. 
 
En la figura 37 se muestra el Prototipo del Login para el logeo de 
los usuarios. 
 














Fuente: Elaboración Propia 
En la Figura 38 se detalla el prototipo de los reportes de los 







Figura 38: Prototipo de reporte estudiantes 
 

















En la Figura 39 se detalla el prototipo de carga de datos en el 
Datamart el cual se conecta a la Base de Datos del Datamart y 
actualiza nuevamente con la nueva información. 
 















Fuente: Elaboración Propia 
 
En la Figura 40 se detalla el prototipo de Análisis predictivo el cual 












Figura 40: Prototipo Modelo Predictivo 
 
Fuente: Elaboración Propia 
 
En la Figura 41 se detalla el prototipo de Dasboard que nos 







Figura 41: Prototipo Dasboard 
 
Fuente: Elaboración Propia 
 
 
Evidencias sobre implementación de Software (Sprint Backlog) 
A continuación mostraremos las diversas interfaces y diagramas que 
fueron el resultado de la aplicación de la metodología ágil SCRUM, por lo 








Figura 42: Modelo Físico de Base de Datos Utilizada (Datamart) 
 
Fuente: Elaboración Propia 
 
En la figura 43 se observa el ingreso al login de nuestra aplicación que 
fue realizada en PHP y que registra una pequeña tabla dentro de la Base de 







Figura 43: Módulo Login Aplicación 
 
Fuente: Elaboración Propia 
 
Se observa la figura 44 donde se mostrara la interfaz de reportes de de 
los estudiantes tales que se puede filtrar la información por nombre del 
estudiantes, carrera y periodo listando en la parte derecha los alumnos 
identificados con la necesidad, no obstante este módulo solo contempla a 







Figura 44: Módulo Reporte de estudiantes 
 
Fuente: Elaboración Propia 
 
La figura 45 nos muestra lo indicado anteriormente que es la carga del 
Datamart ya creado manualmente, pero debido al software se generó 
mediante este automatizado. Se muestra luego de presionar el botón carga 

























Fuente: Elaboración Propia 
 
 
El módulo La figura 46 nos muestra el módulo de carga de datos del 
Modelo Predictivo, como ya se indicó anteriormente este se conecta a un 
servidor Big data que tiene Instalado el R software estadístico para 
realización del modelo predictivo, posteriormente se exporta los excel 
generados a una Base de Datos  y nos muestra en este caso el algoritmo 












Figura 46: Módulo Carga Modelo Predictivo  
 
Fuente: Elaboración Propia 
 
 
Para finalizar en el módulo carga de datos del Modelo Predictivo está 
incluido el dashboard de la Deserción de los estudiantes. Donde nos indica 
la estadística del total de los desertores, lista los nombres de los estudiantes 








Figura 47: Listado de Desertores 
Fuente: Elaboración Propia 
 
Luego del despliegue de nuestro modelo predictivo en una aplicación 
verificamos que la metodología CRISP DM abarca todas las características 
que queríamos para desarrollar nuestro proyecto. 
3.2 Resultados 
La realización de nuestra investigación tiene como objetivo realizar un 
modelo predictivo capaz de identificar los principales factores de deserción e 
inclusive brindarnos los estudiantes posibles a desertar.  
El uso de la metodología CRISP DM para la realización de nuestro proyecto 
benefició mucho debido a que esta metodología que utilizamos nos da las bases de 
los pasos a seguir para realizarlo, por lo cual hemos observado que contemplo 






investigación, hasta el desarrollo del software que nos brindará los resultados de 
nuestros modelos predictivos para evitar la deserción universitaria en la universidad 
Ricardo Palma.  
Según el análisis con varios algoritmo de deserción se verifico que el mejor 
resultado del para realizar el Modelo Predictivo es con el modelo de Regresión 
Logístico ya que obtuvo una alta sensibilidad que nos ayudará a determinar los 
estudiantes que no siguieran más, si bien es cierto otros algoritmos arrojan mayor 
porcentaje de exactitud, este algoritmo nos precisara la mejor forma de identificar a 
los estudiantes desertores.   
En uno de nuestros análisis se identificó que los principales factores de 
deserción es la deuda del semestre, créditos aprobados semestrales y promedio 
semestrales. Por lo cual muestro el gráfico 48 que nos trae los principales factores 
a tomar según el Modelo Predictivo generado en el  
 























Se visualiza el orden de importancia de los factores que el algoritmo indica 
que es utilizada para realizar el modelo, por lo cual la deuda semestral que tienen 
los estudiantes es crucial para todo tipo de análisis, luego se muestra como los 
créditos aprobados semestrales la segunda opción de importancia para cualquier 
tipo de análisis, y en tercer lugar el promedio de asistencia semestral. Para efecto 
práctico la Universidad Ricardo Palma y su área de bienestar Universitario debería 
trabajar en esos tres aspectos principalmente para posteriormente tener mejores 
tasas y evitar perdida de estudiantes y así déficit económico.  
 
 
El algoritmo de predicción nos muestra nos genera los resultados e indica que 
la cantidad de alumnos que desertaran será el 10.85% aproximadamente del 
alumnado total de la Universidad Ricardo Palma, un porcentaje a muy alarmante. 
Por lo cual se muestra la Figura 49. 
 
Figura 49: Deserción General de Estudiantes URP 
 
Fuente: Elaboración Propia 
Según nuestro modelo predictivo nos indica que 3520 alumnos de tota la URP 
desertaran de estudiar. En la siguiente tabla se mostraran los porcentajes de los 













Tabla 5: Porcentajes de deserción por total de desertores 
Carreras Universitarias Cuenta de DES_CARRERA 
1  Total Desertores 3520 Total 
Administración de Negocios Globales 219 6.22% 
Administración y Gerencia 191 5.43% 
Arquitectura 522 14.83% 
Biología 64 1.82% 
Contabilidad y Finanzas 97 2.76% 
Derecho 138 3.92% 
Economía 55 1.56% 
Ingeniería Civil 496 14.09% 
Ingeniería Electrónica 56 1.59% 
Ingeniería Industrial 381 10.82% 
Ingeniería Informática 100 2.84% 
Ingeniería Mecatrónica 89 2.53% 
Marketing Global y Administración Comercial 102 2.90% 
Medicina Humana 360 10.23% 
Medicina Veterinaria 128 3.64% 
Psicología 197 5.60% 
Traducción e Interpretación 252 7.16% 
Turismo,Hotelería y Gastronomía 73 2.07% 
Total general 3520 100.00% 
Fuente: Elaboración Propia 
 
En la figura anterior se muestra los porcentajes de deserción en relación al 
total de los estudiantes a retirarse según el modelo. Pues se verifica que la carrera 
de Arquitectura e Ingeniería Civil son las más resaltantes con 14%. En la siguiente 














Tabla 6: Porcentaje deserción por total de Alumnos 
Etiquetas de fila Cuenta de TARGETDESERCION DESERCIÓN % 
Administración de Negocios Globales 1762 219 12.43% 
Administración y Gerencia 1765 191 10.82% 
Arquitectura 5196 522 10.05% 
Biología 649 64 9.86% 
Contabilidad y Finanzas 923 97 10.51% 
Derecho 1206 138 11.44% 
Economía 452 55 12.17% 
Ingeniería Civil 4746 496 10.45% 
Ingeniería Electrónica 462 56 12.12% 
Ingeniería Industrial 3145 381 12.11% 
Ingeniería Informática 966 100 10.35% 
Ingeniería Mecatrónica 816 89 10.91% 
Marketing Global y Administración Comercial 771 102 13.23% 
Medicina Humana 3758 360 9.58% 
Medicina Veterinaria 995 128 12.86% 
Psicología 2027 197 9.72% 
Traducción e Interpretación 2231 252 11.30% 
Turismo, Hotelería y Gastronomía 563 73 12.97% 
Total general 32433 3520 10.85% 
Fuente: Elaboración Propia 
 
Se verifica que Marketing Global y Administración Comercial es la carrera con 
más alto índice de deserción con un 13.23% con respecto al total de sus 
estudiantes.  
También Turismo, Hotelería y Gastronomía es otra carrera con hasta un 

















El Luego del análisis de que se realizó se llegaron a muchas conclusiones: 
 
Nuestro proyecto de investigación ha diseñado un modelo predictivo basado 
en Machine Learning utilizando el algoritmo de Regresión Logística y nos facilita el 
control de la deserción debido a que nos indica los las principales causas de la 
deserción e inclusive los estudiantes específicos que desertaran de la Universidad 
Ricardo Palma.  
 
La realización del diseño de un Datamart para el modelo predictivo fue crucial 
ya que se utilizó la data automatizada e indispensable para poder generar el 
Modelo Predictivo. También el diseño nos ayudó a conocer la problemática general 
y los factores que son indispensables para esto, tales como la deuda semestral, los 
créditos aprobados semestrales, promedio de asistencias, ingreso propio, familiar 
entre otros. 
 
El diseño de algoritmos en  Machine Learning para realizar un modelo 
predictivo fue pieza clave ya que este algoritmo es ejecutado en un servidor Big 
Data con HDFS automatizando la performance y pudiendo probar los algoritmos: 
modelo Logístico, Naive Bayes, Árbol Chaid, Árbol Cart, Árbol c50, Soporte 
Vectorial Machine Radial, Linear, Sigmoid. Todos estos muy indispensables y con 
grandes expectativas, no obstante por el tema de la sensibilidad en otras datas se  
tomaron la solución de regresión Lineal Logístico ya tenía un 60% de estabilidad 
utilizándola en diferente data y cambios. Con el mismo análisis se pudo observar 
los porcentajes e inclusive identificar a los estudiantes con dicho perfil que según 
nuestro modelo dejarían de estudiar, por lo cual el cumplimiento de este objetivo 
fue un satisfactorio.  
 
Para finalizar se revisó en el proyecto el diseño de una aplicación que permite 
generar los reportes necesarios para visualizar módulos automatizados como: el 
ingreso del login, la carga del datamart, la visualización de los estudiantes por 






visualizar los estudiantes desertores con sus carreras respectivas para poder 
identificarlos y tomar cartas en el asunto por parte de la URP el cual deberá 
generar una estrategia que será mucho más fácil debido a que se tiene los datos 




































Se necesita implementar el proyecto en la red de la URP para que el 
Datamart pueda ser alimentado con la data actual y actualizada de la universidad y 
no depender de la reconstrucción total de la Base de Datos, también para que las 
autoridades comiencen trabajar con nuestro sistema para evitar la deserción. 
 
Se recomienda que el administrador de la aplicación constantemente revise 
los resultados para evitar incongruencias debido a que el sistemas es automatizado 
no obstante no está preparado para realizar alguna acción si no tiene información 
con que trabajar.  
 
También se recomienda aumentar o modificar módulos de acuerdo a nuevas 
necesidades que puedan tener, debido que el sistema es modular y realizado con 
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