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Abstract
In this paper, we consider the problem of scheduling jobs with release dates on a single-batch
processor in order to minimize the makespan. This problem is proved to be NP-hard even for
the case with two distinct release dates. Then a pseudopolynomial algorithm is presented for the
case with a xed number of release dates. Finally, a greedy heuristic for the general problem is
shown to have the best-performance bound 2. ? 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The scheduling models for batch processors are motivated by burn-in operations in
semiconductor manufacturing. Lee et al. [5] provide a background description. A batch
processor can process several jobs simultaneously as a batch. Once processing of a
batch is initiated, it cannot be interrupted, nor can other jobs be introduced into the
batch. The processing time of a batch is equal to the largest processing time among
all the jobs in the batch. Work on batch processors is relatively new in deterministic
scheduling. Webster and Baker [7] review the existing results for the case of one batch
processor.
In this paper, we deal with the problem of minimizing makespan on a single batch
processor subject to job release dates, which can be described as follows. There are
n-independent jobs to be processed on a batch processor which can process up to c jobs
simultaneously, where c is called capacity of the batch processor. For i = 1; 2; : : : ; n,
each job Ji, or equivalently job i is associated with a positive processing time pi and
a nonnegative release date ri, at which the job becomes available. The objective is to
determine a schedule S such that the makespan (i.e., the maximum completion time)
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Cmax(S) is minimized. By adapting the three-eld notation of Lawler et al. [3] to batch
processing machines, we represent the problem under consideration as B j ri jCmax, or
B(c) j ri jCmax where batch capacity c is specied as part of the problem type.
The problem B jjCmax, i.e., B j ri=0 jCmax possesses an optimal schedule as follows:
take the c longest jobs as one batch, then take the c longest remaining jobs as an-
other batch, and so on (cf. [4]). Ikura and Gimple [2] develop an ecient optimization
procedure for B j ri; pi=p jCmax. Liu [6] shows that B j ri; pi=p; di jCmax remains poly-
nomially solvable, where an arbitrary deadline di on the completion of each job Ji is
imposed. Lee and Uzsoy [4] provides a polynomial-time algorithm for B(1) j ri jCmax.
Brucker et al. [1] prove that the problem B(2) jjLmax is NP-hard in the strong sense,
which implies that B(2) j ri jCmax is NP-hard in the strong sense.
In Section 2 we show that B(2) j ri 2 f0; rg jCmax is NP-hard, and in Section 3 we
give a pseudopolynomial-time algorithm for B j ri jCmax with a xed number of distinct
release dates. Thus, the above restricted problem is NP-hard in the ordinary sense, and
it is a more specic result in relation to the complexity result of Brucker et al. [1].
In Section 4, a greedy heuristic is proved to have the best-performance bound 2. It
remains an open question to design other heuristics with smaller performance bound.
2. NP-hardness proof
In this section we show that the problem of minimizing makespan on a single batch
processor subject to job release dates is NP-hard. This is done by reducing the NP-
complete PARTITION problem to the decision version of B(2) j ri 2 f0; rg jCmax.
PARTITION. Given m positive integers a1; a2; : : : ; am with
Pm
i=1 ai = 2A, does there
exist a partition of the index set I = f1; 2; : : : ; mg into two disjoint subsets, I1 and I2,
such that
P
i2I1 ai =
P
i2I2 ai = A?
To any instance of the PARTITION problem, we construct an instance P of B(2) j ri 2
f0; rg jCmax as follows. For each i (16i6m), dene four jobs of type i: Ji1; Ji2; Ji3; Ji4.
Their processing times and release dates are given by
pi1 = 4iA+ ai; ri1 = 0;
pi2 = pi3 = 4iA− ai; ri2 = ri3 = 0;
pi4 = 4iA; ri4 = 2m(m+ 1)A:
Let the threshold value  = (4m2 + 4m + 1)A. We are going to show that for the
constructed scheduling problem P, a schedule S with Cmax(S)6 exists if and only if
the PARTITION problem has a solution.
Lemma 2.1. If the PARTITION instance has a solution; then P has a schedule S
with Cmax(S)6.
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Proof. Suppose that the PARTITION instance has a solution. Without loss of gener-
ality, we assume that I1 = f1; 2; : : : ; kg and I2 = fk + 1; k + 2; : : : ; mg. Now, construct
the following schedule S:
J11    Jk1Jk+1;3    Jm3J13    Jk3Jk+1;1    Jm1;
J12    Jk2Jk+1;2    Jm2J14    Jk4Jk+1;4    Jm4;
where the two jobs in the same column are processed as a batch. It is easy to check
that Cmax(S) = .
The reverse conclusion of Lemma 2.1 is given by the following lemmas.
Lemma 2.2. Let S be a schedule with Cmax(S)6. Then every batch in S contains
two jobs of the same type.
Proof. Let d(F) be dened for each batch F in S as follows. When jF j = 2, d(F)
is equal to the dierence of the processing times of its two jobs; when jF j= 1, d(F)
is equal to the processing time of the job in F . In either case, the processing time of
batch F is
1
2
X
fpij j Jij 2 Fg+ d(F)

;
where d(F) acts as the wasted time during the processing of batch F . Making the
summation of the above expressions for all F , we obtain that
Cmax(S) =
1
2
0
@ mX
i=1
4X
j=1
pij +
X
F2S
d(F)
1
A= (4m2 + 4m− 1)A+ 1
2
X
F2S
d(F):
Due to Cmax(S)6= (4m2 + 4m+ 1)A, it follows thatX
F2S
d(F)64A:
If a batch F in S contains a single job or two jobs in distinct types, obviously
d(F)> 2A. Thus, due to the above inequality, S can not have two or more such
batches. On the other side, only one such batch in S is not feasible, since the total
number of jobs is even and the number of jobs of each type is even too. Therefore, S
have no such batches.
Now, we can prove the following lemma.
Lemma 2.3. If the problem P has a schedule S with Cmax(S)6; then the
PARTITION instance has a solution.
Proof. From Lemma 2.2, we know that every batch in S contains two jobs of the same
type. Since Ji2 is identical with Ji3, there are only two ways to partition four jobs of type
i into two batches: f(Ji1; Ji2); (Ji3; Ji4)g or f(Ji1; Ji4); (Ji2; Ji3)g. Without loss of gener-
ality, let the batches be f(Ji1; Ji2); (Ji3; Ji4)g for i = 1; 2; : : : ; k and f(Ji1; Ji4); (Ji2; Ji3)g
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for i = k + 1; k + 2; : : : ; m. Noting that ri1 = ri2 = ri3 = 0, ri4 = 2m(m + 1)A, we may
assume S as follows:
J11    Jk1Jk+1;3    Jm3J13    Jk3Jk+1;1    Jm1;
J12    Jk2Jk+1;2    Jm2J14    Jk4Jk+1;4    Jm4;
where the two jobs in the same column are processed as a batch. Then
Cmax(S) =max
(
kX
i=1
pi1 +
mX
i=k+1
pi2; r14
)
+
kX
i=1
pi4 +
mX
i=k+1
pi1
= 4m(m+ 1)A+max
(
kX
i=1
ai −
mX
i=k+1
ai; 0
)
+
mX
i=k+1
ai
= 4m(m+ 1)A+max
(
kX
i=1
ai;
mX
i=k+1
ai
)
:
It is obvious that Cmax(S)6 holds only if
Pk
i=1 ai =
Pm
i=k+1 ai = A, i.e., the
PARTITION instance has a solution.
From the above discussion, we have the following theorem.
Theorem 2.4. B(2) j ri 2 f0; rg jCmax is NP-hard.
3. Pseudopolynomial solvable case
A dynamic programming algorithm for B j ri 2 f0; rg jCmax is presented in [4]. In
this section, we generalize the algorithm to the case with k distinct release dates, where
k is a xed positive integer.
Index the jobs such that p1>p2>   >pn. Let k distinct release dates be R1; R2; : : : ; Rk
satisfying R1<R2<   <Rk . Obviously, the interval [R1;+1) can be divided into k
segments [R1; R2), [R2; R3); : : : ; [Rk; Rk+1), where Rk+1 =+1. To describe the dynamic
programming procedure, some auxiliary functions are introduced as follows.
Let f(s2; : : : ; sk) denote the minimal makespan of all schedules for n jobs subject to
the constraint: the rst batch starting in [Rl; Rl+1) (if available) must start at time sl
(l=1; 2; : : : ; k, s1 =R1 always). s=(s2; : : : ; sk) is called the start vector of the schedule,
the domain of which is determined by
Rl6sl <min(Rl + p1; Rl+1) (l= 2; 3; : : : ; k):
Thus, its size is bounded by O(pk−11 ).
Now assume that a start vector s=(s2; : : : ; sk) is given. To obtain f(s) inductively, we
introduce furthermore g(i; a1; : : : ; ak ; b1; : : : ; bk−1) as the minimal makespan to schedule
jobs 1; 2; : : : ; i such that the batches with start time in [Rl; Rl+1) satisfy the following
two properties:
Z. Liu, W. Yu /Discrete Applied Mathematics 105 (2000) 129{136 133
(i) the last batch contains al jobs (16l6k);
(ii) the total length of the batches is bl (16l6k − 1), where the length of a batch
stands for the largest processing time of jobs in the batch.
The domain of g(i; a1; : : : ; ak ; b1; : : : ; bk−1) is determined by
06i6n;
16al6c (16l6k);
kX
l=1
al = i (mod c);
06bl6
nX
j=1
pj (16l6k − 1);
sl + bl6sl+j; if bl+1 =   = bl+j−1 = 0; bl+j > 0
(16l6k − 1; 16j6k − l):
Its size is obviously bounded by O(nck(
Pn
j=1 pj)
k−1).
We emphasize that g(i; a1; : : : ; ak ; b1; : : : ; bk−1) takes value +1 when no feasible
schedule with properties (i) and (ii) exists (for example, when bl is smaller than the
processing time of any job). Also, to make the induction formulas being simplied,
we allow the values of al and bl to be out of the domain, and consider them to be
the case of value +1 too.
At rst, we dene articially that g(0; c; : : : ; c; 0; : : : ; 0)= sk , and for any other cases,
g(0; a1; : : : ; ak ; b1; : : : ; bk−1) = +1. Then, the induction formulas can be expressed as
follows:
g(i; a1; : : : ; ak ; b1; : : : ; bk−1) = minfhj j 16j6k and Rj>rig;
where
hj =
8>>>>><
>>>>>:
g(i − 1; a1; : : : ; aj−1; c; aj+1; : : : ; ak ; b1; : : : ; bj−1; bj − pi; bj+1; : : : ; bk−1)
if aj = 1 and j<k;
g(i − 1; a1; : : : ; ak−1; c; b1; : : : ; bk−1) + pi if aj = 1 and j = k;
g(i − 1; a1; : : : ; aj−1; aj − 1; aj+1; : : : ak ; b1; : : : ; bk−1) if aj > 1:
In these formulars, to guarantee the optimality of g(i; a1; : : : ; ak ; b1; : : : ; bk−1), we enu-
merate all posibilities of the positions for job i, i.e., job i is to be arranged in the last
batch among the batches which starts in [Rj; Rj+1) for each Rj>ri, where the mono-
tonity of all pi is applied. Thus, for any start vector s = (s2; : : : ; sk), f(s) is obtained
after the induction process, and it is in form of
f(s) = min g(n; a1; : : : ; ak ; b1; : : : ; bk−1);
where all al and bl run over their domain. At last, the minimal makespan of the problem
is minf(s). Also, by recording all the necessary information in the above process,
an optimal schedule can be calculated. From the above description and analysis, the
following theorem is true.
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Theorem 3.1. B j ri jCmax is solvable in pseudopolynomial time when the number of
distinct release dates is xed.
4. A greedy heuristic
The following heuristic for B j ri jCmax is presented in [4], but its theoretical analysis
is not discussed.
Algorithm H
Any time when the machine is idle and some unscheduled jobs are available, schedule
the longest available unscheduled jobs as many as possible as a batch.
In this section, we aim at giving an analysis for algorithm H . Let S and S denote
the schedule produced by algorithm H and the optimal schedule, respectively. The
following example show that the worst-case performance ratio of algorithm H is at
least 2.
Example 4.1. Consider an instance of B(2) j ri jCmax with two jobs J1 and J2. Let
r1 =0, r2 = > 0 and p1 =p2 =1. In S, J1 and J2 are placed into two batches starting
at the time 0 and 1, respectively, and Cmax(S) = 2. However, S places J1 and J2
in a batch starting at the time , and has Cmax(S) = 1 + . Thus for the instance,
Cmax(S)=Cmax(S) = 2=(1 + )! 2 as ! 0.
Lemma 4.2. Suppose that A is a job subset; and that ri>t holds for any i 2 A. Then
the problem B(c) j ri jCmax possesses a lower bound
L= t + p01 + p
0
c+1 +   + p0mc+1;
where m = djAj=ce − 1; p01 is the longest processing time of jobs in A; p0c+1 is the
(C + 1)-th longest processing time of jobs in A; and so on.
Proof. Consider the relaxed problem B(c) j ri= t jCmax for the job subset A; obviously
the optimal makespan is L as above, so L is certainly a lower bound for the original
problem.
Lemma 4.3. If S contains no idle time; then Cmax(S)62Cmax(S).
Proof. Assume that, in schedule S, all the jobs are partitioned into batches B1; B2; : : : ;
Bk , which are numbered according to their positions in S. Associated with batch Bj,
the following notations are introduced:
jBjj number of jobs in Bj
s(Bj) start time of Bj
r(Bj) release date of the longest job (or one of the longest) in Bj
p(Bj) processing time of the longest job in Bj
q(Bj) processing time of the shortest job in Bj
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Now check all possibilities as follows.
Case 1: For each i (16i6k − 1), r(Bi+1)6s(Bi) holds.
Note that algorithm H always schedules as many available jobs as possible while
creating a batch. In this case, jBij=c and q(Bi)>p(Bi+1) hold for each i (16i6k−1).
From Lemma 4.2 we obtain that
Cmax(S)>
kX
i=1
p(Bi) = Cmax(S):
Thus, S is optimal in this case.
Case 2: There exists l (16l6k−1) such that r(Bl+1)>s(Bl), and that r(Bi+1)6s(Bi)
for each l+ 16i6k − 1. In this case, it holds that
jBij= c; q(Bi)>p(Bi+1) (l+ 16i6k − 1):
Case 2.1: Every job in Bl+1; Bl+2; : : : ; Bk is released at or after the time s(Bl).
Due to Lemma 4.2, it holds that
Cmax(S)>s(Bl) +
kX
i=l+1
p(Bi):
Combining the inequality and Cmax(S)>p(Bl), we have that
2Cmax(S)>s(Bl) +
kX
i=l
p(Bi) = Cmax(S):
Case 2.2: Bl+1; Bl+2; : : : ; Bk contain some jobs released before s(Bl). In this subcase,
we have jBlj= c too. Now we determine the maximum h such that
(i) r(Bh)>s(Bl);
(ii) all the jobs in Bl+1; Bl+2; : : : ; Bh−1 are released at or after the time s(Bl).
Since r(Bl+1)>s(Bl) holds in Case 2, the existence of h is guaranteed. Using
Lemma 4.2 for the job subset Bl+1[Bl+2[   [Bh−1[frg, where job r is the longest
job in Bh, we obtain that
Cmax(S)>s(Bl) +
hX
i=l+1
p(Bi):
Due to the maximum property of h satisfying (i) and (ii), either r(Bh+1)<s(Bl), which
implies
q(Bl)>p(Bh+1);
or Bh contains at least one job with release date earlier than s(Bl), which implies
q(Bl)>q(Bh)>p(Bh+1):
Note that in this subcase we also have jBlj = c. Thus, using Lemma 4.2 for the job
subset Bl [ Bh+1 [    [ Bk with common release date zero, we obtain that
Cmax(S)>p(Bl) +
kX
i=h+1
p(Bi):
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Therefore, it follows from the above two inequalities that
2Cmax(S)>s(Bl) +
kX
i=l
p(Bi) = Cmax(S):
Theorem 4.4. Algorithm H has the worst-case performance ratio 2.
Proof. Due to Example 4.1, we only need to prove that Cmax(S)=Cmax(S)62. If S
contains no idle time, Lemma 4.3 gives the conclusion already. Now assume that S
contains idle time and t0= supft j t is idle time in Sg. Then all jobs that are scheduled
at or after t0 in S must be released at or after t0; otherwise, heuristic H assigns some
of them the start time less than t0. Thus, we can obtain a new instance by deleting
all jobs that are processed before t0 in S and then subtracting t0 from the release
dates of all remaining jobs. For the new instance, algorithm H creates the schedule
S1 with Cmax(S1) = Cmax(S) − t0. The optimal schedule S1 of the new instance has
Cmax(S1 ) = Cmax(S
) − t0. Then, it holds that Cmax(S1)=Cmax(S1 )>Cmax(S)=Cmax(S).
Moreover, Lemma 4.3 implies that Cmax(S1)=Cmax(S1 )62. Thus, Cmax(S)=Cmax(S
)62
still holds.
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