Estimation of Distribution Algorithms (EDAs) maintain and iteratively update a probabilistic model to tackle optimization problems. The Boltzmann Probability Distribution Function (Boltzmann-PDF) provides advantages when used in energy based EDAs. However, direct sampling from the Boltzmann-PDF to update the probabilistic model is unpractical, and several EDAs employ an approximation to the Boltzmann-PDF by means of a Gaussian distribution that is usually derived by the minimization of the Kullback-Leibler divergence (KL-divergence) computed between the Gaussian and the Boltzmann-PDFs. The KL-divergence measure is not symmetric, and this causes the Gaussian approximation to fail at correctly modeling the target function for the EDAs, because the parameters of the Gaussian are not optimally estimated. In this paper, we derive an approximation to the Boltzmann-PDF using Jeffreys' divergence (a symmetric measure) in lieu of the KL-divergence and thus improve the performance of the optimization algorithm. Our approach is termed Symmetric-approximation Energy-based Estimation of Distribution (SEED) algorithm. The SEED algorithm is experimentally compared under a univariate approach against two other EDAs (UMDAc and BUMDA) on several benchmark optimization problems. The results show that the SEED algorithm is more effective and more efficient than the other algorithms.
I. INTRODUCTION
Computational optimization refers to methods for the selection of a best solution to a given problem that has been mathematically modeled. To do this, an optimization algorithm requires a mechanism for producing increasingly better candidate solutions, guided by a so-called objective function that quantifies the merit of each possible solution. The objective function is defined based on variables of interest and restrictions imposed by the problem; then the optimization process becomes the task of maximizing said The associate editor coordinating the review of this manuscript and approving it for publication was Mingjian Cui .
function. As such, computational optimization is used in several branches of engineering, industry, and science. Evidently, a large variety of optimization problems exists [1] , [2] , which can be divided into categories, such as: discretevariable, continuous-variable (including constrained problems and multimodal problems), combinatorial optimization problems (typically studied in operations research) [3] , multi-objective optimization problems [4] , constraint satisfaction problems, nonlinear-programming problems [5] , etc. Necessarily, the scope of any study has to be limited to one or a few of these (possibly overlapping) categories. In particular, the present work deals with continuousvariable, unconstrained, mono-objective, global optimization VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ problems [6] , [7] , which are more commonly found in some areas of engineering and natural sciences [8] , [9] . Hereinafter our discussion is limited to this type of problems. Computational techniques for continuous global optimization include: derivative-free optimization algorithms [10] , maximum likelihood estimation [11] , and metaheuristic algorithms [12] , to name a few. The need for non-analytic (i.e. approximate) methods arises from dealing with problems that depend on numerous variables which are not differentiable. An important category within these problems are the hard optimization problems, defined as problems for which there is no guarantee of a solution by deterministic methods in a reasonable execution time [12] - [14] . This is why strategies such as metaheuristics have been created. Metaheuristics are algorithms designed to obtain approximate solutions in a reasonable amount of time [15] , [16] .
Many metaheuristics for continuous optimization have been reported in the literature. The most popular belong to the families of bio-inspired algorithms (such as Particle Swarm Optimization (PSO) [17] , Ant Colony Optimization [18] , etc.), and evolutionary algorithms (such as the Genetic Algorithm [19] , [20] and CMA-ES [21] ). A particular type of evolutionary algorithms are the Estimation of Distribution Algorithms (EDAs). These metaheuristics build explicit probabilistic models that are iteratively refined to produce increasingly better solutions for a target problem. Although maintaining probabilistic models is more complicated than using simple evolutionary operators, these models enable EDAs to adapt to the structure of the target problems, which is an advantage over other metaheuristics [22] . Comparisons between algorithms such as PSO, Differential Evolution and Random Search against EDAs show that the performance of the latter is superior [23] - [26] . Also, different algorithms have been hybridized with EDAs to improve their performance [27] - [31] .
Different EDAs have been designed with specific criteria in mind; there are EDAs that tackle multivariate interactions [32] - [34] , tree-based models [35] , [36] , etc. A particular design strategy that results in the efficient computation of the probabilistic models is the assumption that the problem variables are independent of each other. This allows for the factorization of multivariate (n-variate) probability distributions as the product of n univariate probability distributions that are much easier to deal with [37] - [39] . In this paper we work under a univariate approach because the estimation of samples is simple and of low computational cost [38] .
In recent years, several works on EDAs have turned their attention to the Boltzmann Probability Density Function (Boltzmann-PDF) [40] - [43] , and have employed it as their probabilistic model. Some examples of this type of EDAs are: Boltzmann-EDA (BEDA) [44] , Boltzmann-Gaussian Univariate Marginal Distribution Algorithm (BG-UMDA) [45] , Estimation of Multivariate Normal Algorithm with Boltzmann Selection (EMNA-B) [45] and Boltzmann-UMDA (BUMDA) [46] . The Boltzmann-PDF was introduced in the 19 th century in the field of statistical mechanics to model the distribution of particles in certain energy states (originally, gases in thermal equilibrium):
where Z is a normalizing constant known as the partition function, g x (a shorthand notation for g(x)) is the energy of the states x, and β = − 1 T , with T representing the temperature of the system. The Boltzmann-PDF shows that states with lower energy have a higher probability of being occupied than states with higher energy. This is useful for guiding the EDAs towards an optimum by means of the minimization of an ''energy'' function which in stochastic optimization is the negative of the so-called fitness function that measures the adequacy of candidate solutions.
Notwithstanding the advantages of employing the Boltzmann-PDF, this approach also entails a fundamental problem, since in general the Boltzmann distribution cannot be used directly to sample new solutions (i.e. new individuals in evolutionary parlance). One way to address this problem is to approximate the Boltzmann distribution P x (1) by means of a Gaussian distribution Q x (2) . This can be done by minimizing a measure of divergence between the two PDFs with respect to the parameters of the Gaussian (µ, ν = σ 2 ).
A widely used divergence measure is the Kullback-Leibler divergence (KL-divergence) D KL , which is not symmetric:
. Because of this, some previous works minimize D KL (P x ||Q x ) (3), and propose strategies to deal with the computation of Z and the Boltzmann-PDF [45] , [47] . Others prefer to minimize D KL (Q x ||P x ) to approximate the Gaussian-PDF Q x to the Boltzmann-PDF P x , avoiding in the process the estimation of Z and eliminating the exponential Boltzmann distribution [46] , [48] - [50] .
While the use of D KL (Q x ||P x ) produces adequate results with rapid convergence, using D KL (P x ||Q x ) can lead to better results but with slower convergence [46] . Therefore, there is some ambiguity with respect to which of these strategies performs better. Furthermore, a problem common to both approaches is the estimation of the open-domain parameter β of the Boltzmann distribution, since each problem to be optimized requires its own setting of this parameter. To tackle this problem, some authors propose to adjust β iteratively in a manner akin to a learning rule (e.g. β(t + 1) = β(t) + β) [45] , [47] , [48] , [50] . Valdez et al. [46] studied the mathematical and statistical behaviors of β, and suggested that β = 1 can lead to generally good results. Segovia-Domínguez et al. [51] used statistical information and a modulation parameter γ , to deal with the adjustment
The two main contributions of this paper are listed below: 1.-We propose to use Jeffreys' divergence (J-divergence) to approximate the Boltzmann-PDF by means of a Gaussian distribution. The general idea is to determine the Gaussian parameters (µ, ν) that minimize the J-divergence (4) and use that distribution as the probabilistic model in a modified EDA, which we call the Symmetric-approximation Energybased Estimation of Distribution (SEED) algorithm.
SEED addresses the two approaches that have been explored in the literature, since both versions of the KL-divergence are included in the J-divergence; this ultimately enables SEED to sample new solutions in promising regions of the solution space more efficiently.
2.-As a second contribution, we derive a minimumvariance estimator for β by minimizing the variance of the Gaussian distribution with respect to this parameter. This way of addressing the problem results in a self-adaptive mechanism to compute β for each particular fitness function.
II. GAUSSIAN APPROXIMATION OF THE BOLTZMANN-PDF USING J-DIVERGENCE
In probability theory, the most frequently used class of divergences is the so-called φ-divergences, which are mostly used to measure the difference between two probability distributions, Q x and P x . This type of divergence possesses properties such as non-negativity, monotonicity, and joint convexity [52] . They are defined as follows:
A particular case of the φ-divergences is the J-divergence [53] , a symmetric measure defined as φ(x) = (x − 1)log(x), so that (5) is rewritten as follows:
Since an approximation to the Gaussian distribution parameters is required, (6) is to be minimized with respect to θ = [µ, ν]. Thus, using D J as a shorthand notation for D J (Q x ||P x ) the partial derivative of the J-divergence is:
where the integral on the right represents the partial derivative of the KL-divergence with respect to θ i , i = 1, 2 [50] , [54] . For the first Gaussian parameter, substitute θ 1 = µ in (7) and consider that ∂Q x ∂µ = (x−µ) ν Q x , so that:
the last term in (8) is the derivative of the KL-divergence with respect to µ, which can be written as: (9) recall that by the properties of the central moments [55] x
That is, only the last term in (9) is nonzero. Substituting this result back into (8) leads to the following expression:
noticing that 1 Z x exp (βg(x)) dx = 1 and making ∂D J ∂µ = 0, the minimum-difference approximation between the probability distribution functions is obtained. Solving for µ:
It is possible to approximate those integrals weighed by Q x in (11) with a stochastic sample using the approximation to an integral in the domain [a, b] by the Monte-Carlo method [50] :
where m is the number of elite elements selected from the population of solutions, see Section III), so that (11) can be discretized:
and similarly, following the discretization of Z proposed in [45] and adapting it for the Monte-Carlo approach [56] :
Now, for the second parameter, substitute θ 2 = ν in (7),
Then, taking the results for the partial derivative of the KL-divergence with respect to ν from [46] , we obtain the following expression:
expanding the first integral in (14):
making ∂D J ∂ν = 0, and solving for ν:
finally, using Monte-Carlo, ν can be approximated as:
As can be seen, the expressions for both µ (11) and ν (16) require of β. To properly set the value of β it is necessary to examine the role of these parameters in the optimization process. While the mean µ positions the population of solutions on a trajectory towards the optimum, the variance ν provides the necessary diversity to the population, so that the algorithm can perform a guided exploration of the solution space. The optimal convergence of the algorithm would be hindered if the uncertainty generated by the variance, due to an incorrect setting of β, were larger than strictly needed. For this reason, it is desirable to set β in such a way that the variance is minimized. To complete this section, the minimum variance estimator of β is derived.
First, start by posing the minimization of the variance of (16) with respect to β, as follows:
A solution of (19) is β = 1/g x , given a fixed x so far unidentified. Ideally, the optimum value of x should be employed, but determining this value is precisely the objective of the optimization process. Therefore, our proposal is to employ the best approximation to the true value of the optimum of the fitness function at our disposal. This is, make β = 1/g x * , where g x * denotes the fitness value of the best solution x * , found by the EDA so far.
It remains to be verified that this critical point is a minimum; to this end, differentiate (18) with respect to β:
and evaluating (20) on the critical point β = 1/g x * :
finally, since the algorithm is to be used over a finite domain [a, b], (21) is reduced to:
The result in (22) demonstrates that the critical point is in fact a minimum. In other words, that the proposed estimator of β minimizes the variance ν, as desired.
The next section describes how the SEED algorithm is implemented and how it incorporates the main results developed in this section (Eqs. (11) and (16)) to obtain additional information about the target optimization problem.
III. IMPLEMENTATION OF SEED
Our proposed SEED algorithm follows the general instruction sequence of other EDAs, contained in Algorithm 1 [22] . It is important to underline that the contributions of this work are in the updating mechanism of the probabilistic model (line 5 in Algorithm 1) and that this is carried out under the univariate EDA model that includes other algorithms such as UMDA [37] , PBIL [38] and BUMDA [46] . Details of the implementation of SEED are provided below. Incorporate O (t) into P (t) 8:
t ← t + 1 9: end while 10: return P best : the best solution found.
A. SEED ALGORITHM
At the start of the algorithm, a population of N solutions P (t) , is generated under the uniform distribution U and evaluated using a fitness function. Let us denote the i-th n-dimensional design variable from the population as x i = [x 1 , x 2 , . . . , x n ] and g( x i ) for i = 1, ..., N , the fitness values. After the population is evaluated, in order to reduce the computational cost, it is sorted in decreasing order (for a maximization problem) according to the fitness values; note that the first element of the sorted population is the best solution P best is incorporated into P (t+1) . The SEED algorithm remains in this converging cycle until a stopping condition is met. Typical stopping criteria include reaching a fixed maximum number of iterations, or the variance of the solutions falling below a preset minimum. The complete pseudocode of SEED is presented in Algorithm 2; notice the use of (12) and (17) best : best solution 1: t ← 0: iteration 2:
← Select Population(t, g( x i )), see Algorithm 3 7: Compute µ (t) and ν (t) from S (t) via Eqs. (12) & (17) 8:
g( x i ) ← Evaluate New Population(P (t+1) ) 10 :
best then 12: Incorporate P (t) best into P (t+1)
13:
end if 14: t ← t + 1 15 :
best ← Get Best Solution(P (t) ) 16: end while 17: return P
(t) best
In the calculation of µ (t) and ν (t) , the theoretical result of (19) is used to introduce a self-adjusting beta value given by β (t) = 1/g( x * i ), where g( x * i ) represents the fitness of the best solution so far. Since g( x * i ) > 0 is needed, in order to avoid numerical problems, the fitness values of S (t) are recomputed as h( x i ) = g( x i ) − g( x m ) + 1, for i = 1, . . . , m selected solutions, where g( x m ) is the worst fitness in S (t) [46] . Fig. 1 shows a general diagram of the probabilistic model building and the sampling process.
B. SELECTION METHOD
To ensure the convergence of the algorithm, it is important to select a sample of the best solutions of the current population; this because an EDA converges to a global optimum if the selection is elitist [57] . A method widely used in the stateof-the-art of EDAs is the truncation selection [37] , [41] , in which the τ N better solutions of the population are selected, where N is the population size and 0 <τ < 1. However, it is well known that the convergence rate may vary depending on the value of τ . To avoid this issue, we use the selection method proposed in [46] , in which the sample S (t) is adaptively formed following a series of criteria as described in Algorithm 3. This selection method ensures an increasing average of g( x i ) by bringing µ (t) closer to P (t) best . Other types of selection methods can be incorporated into SEED (see [37] , [41] ), but determining the best selection method is beyond the scope of this work.
Besides its improved convergence (this is shown experimentally in Section V), the advantage of SEED is that it does not require control parameters other than the number of elements in the population, which can be set to an empirically predefined value. Section VI, shows the advantage of our proposal in a reduced population scenario.
This concludes the description of the SEED implementation. In the next section, we present a series of experiments to show the improved performance of our proposal compared to two similar algorithms. For the comparison, the first algorithm considered is UMDAc (c stands for continuous) which uses the Gaussian distribution directly to update its population, and the second algorithm is BUMDA, which approximates the Boltzmann distribution by minimizing D KL (Q x ||P x ) and has proven superior to other EDAs such as EMNA-B and BG-UMDA [46] . In order to make a fair comparison, all EDAs implement the same selection method described above.
IV. PERFORMANCE COMPARISON
This section presents an experimental comparison of the convergence between SEED and two univariate-scheme algorithms, namely UMDAc and BUMDA. 1 These algorithms were reviewed in Section I. The comparison is carried out based on the performance of the algorithms over a set of benchmark problems, which are reported in Table 1 , together with the range defining the solution-space and the optimum of the functions. In every case, the number of function calls is set to 300,000; the size of the initial population is N = 300 solutions; and a convergence criterion is set to = 1 × 10 −6 [46] , [45] . Since the dimensionality of the test problem is a factor that influences the performance of the algorithms, three scenarios with 50, 100 and 200 dimensions were considered for each of the 11 benchmark problems in Table 1 ; therefore there are 33 different test scenarios. Furthermore, to produce a statistically sound comparison, 31 experimental trials were performed for each of the 33 test scenarios. Based on these data, the non-parametric tests of Friedman, Aligned Friedman and Quade are applied to evidentiate the performance differences between the compared algorithms. The results (median ± variance) are reported in Table 2 .
As Table 2 shows, the SEED algorithm was able to produce the best solution for most of the 11 test problems. The best results in the table are highlighted in a bold typeface (whenever two or more algorithms produced the same median value, the result with the smallest variance is highlighted).
It is important to notice that for the first four problems (Sum Cancellation, Rastrigin, Two axes, and Ellipsoid) the SEED algorithm clearly shows superior performance, effectively converging to the corresponding optimum (except for Sum Cancellation, where the optimum was reached for the case of 50 dimensions only), while the other two algorithms failed to do so in several cases. Meanwhile, for the next six problems (Cigar, Tablet, Cigar Tablet, Sphere, Griewangk and Ackley) the algorithms show very competitive performance; basically, the three algorithms approximate the corresponding optimum often, and the winner is decided based on the 1 www.cimat.mx/~ivvan/public/bumda.html smallest variance. For the particular case of the Rosenbrock function, in 50 dimensions UMDAc is superior, in 100 dimensions BUMDA has a better convergence, and finally in 200 dimensions SEED shows a slightly better performance than the other two algorithms.
The results in Table 2 were statistically compared under the methodology proposed by Derrac et al. [58] and the corresponding ranks are reported in Table 3 (the lowest rank indicates the best statistical performance). The non-parametric tests were applied by means of the CONTROLTEST package [58] . The three tests (Friedman, Aligned Friedman Ranks, and Quade) all indicate that SEED achieved the best performance. Furthermore, Table 4 shows the results of peer comparison calculated using the MULTIPLETEST package [58] , with a rejection significance level of α = 0.05.
Some representative examples from Table 2 are illustrated in Fig. 2 . The fitness value of the top solution from each algorithm is plotted against the number of function calls required to obtain it. This shows the relative behavior of the different algorithms. To show a robust result, 31 trials were performed and the average values (curves) and standard deviations (shaded regions around the curves) are plotted. Figure 2 -a shows the Sum Cancellation function in 200 dimensions, which is a maximization problem. It can be seen that BUMDA initially presents an accelerated improvement (more than UMDAc and significantly more than SEED) but after the 50,000 function calls it decelerates and converges to a suboptimal solution. The improvement of UMDAc is the slowest of the three algorithms and it does not manage to produce a solution close to the optimum. In contrast, SEED begins with a moderate improvement rate but maintains it far beyond the point of the 50,000 function calls, allowing it to come much closer to the optimum of the test function (not shown in the figure, because of the scale chosen for clarity). tion problem. Before the 20,000 function calls, the three algorithms show very slow progress. At 20,000 function calls, UMDAc is left behind while SEED and BUMDA accelerate moderately. At about 45,000 function calls, BUMDA presents an inflection point, decelerating its progress and converging to a suboptimal solution, while SEED moves in the opposite direction, accelerating its convergence towards the minimum. Eventually, after the 100,000 function calls, UMDAc also converges to the suboptimal value found by BUMDA. At this point, SEED has found a solution which is several orders of magnitude better than that of the other two algorithms. Fig. 2-c illustrates a similar behavior, this time on the Ellipsoid function in 200 dimensions. BUMDA and SEED improve rapidly, leaving UMDAc behind, but then BUMDA decelerates and converges to a suboptimal solution. Meanwhile, SEED keeps going until it finds the optimum. To explain why BUMDA and UMDAc often converge to the same solution, our conjecture is that in the initial iterations, when the population possess a higher dispersion, BUMDA behaves like SEED, but as the dispersion of the population decreases, BUMDA tends to behave like UMDAc because of deficiencies in its approximation to the Boltzmann-PDF.
Finally, Fig. 2-d shows the behaviour of the compared algorithms on the Ackley function in 200 dimensions. In this case, the three algorithms show competitive performance, with UMDAc showing a slightly better convergence than the other algorithms. Only after 100,000 function calls the BUMDA converges to a suboptimal solution. This case is presented as a typical example of those problems in which the compared algorithms achieve similar results (cf. Table 2 ).
Through the results presented above, it has been shown that the SEED algorithm surpasses or at least equals the results of other similar algorithms in terms of the solutions found. This behavior can be attributed to the use of Eqs. (11) and (16) which provide a better approximation to the data distributions needed to guide the optimization. In the following section, we present a comparison based on the convergence of the algorithms discussed, using a systematic analysis and focusing on the number of function calls consumed by the different algorithms.
V. CONVERGENCE COMPARISON
To evaluate the convergence of SEED, the Page's trend test was employed [59] . The test computes differences between the convergence rate of any two algorithms, based on their performance (best fitness value on a benchmark problem) achieved at different points in time, called cutoff points. The benchmark problems are described in Table 1 , with the important difference that, in order to stress the algorithms, the search range was extended to x ∈ [−1000, 1000] n . The algorithms considered in the comparison are UMDAc [60] , BUMDA [46] , and SEED; the algorithms start from the same initial population of 300 solutions, randomly generated. To have statistically meaningful results, 31 experimental trials were performed and Page's trend test analysis was carried out using the median of these trials for each algorithm, on each benchmark problem, and for 10 cutoff points starting at 30,000 and ending at 300,000 function calls (FCs).
Since an important factor that typically affects the convergence of most algorithms is the dimensionality of the problems, the trend test was repeated on different versions of the benchmark problems, namely with 50, 100 and 200 dimensions. Over these data, statistical tests were performed and the results, in terms of p-values, are reported in Table 5 . Each p-value represents the probability of rejection of the null hypothesis: that a pair of algorithms converges equally, in favor of the alternative hypothesis: that the algorithm in each row converges faster than the algorithm in each of the columns in the table. Rejected hypotheses (at a significance level of α = 0.1) are highlighted in a bold typeface. Illustrative examples of the process described above, using the Griewangk and Rastrigin test functions in 100 and 200 dimensions are shown in Fig. 3 . For the Griewangk function in 100-D ( Fig. 3-a) the algorithms initially show similar behavior to each other, then SEED converges at the 120,000 FCs cutoff point, BUMDA finds the optimum at the 150,000 FCs cutoff point, and UMDAc does not find the optimum within the maximum of 300,000 FCs allowed.
For the 200-D case ( Fig. 3-b After studying the results of the test, the following conclusions can be drawn: for problems in 50 dimensions, BUMDA shows the best convergence behavior, followed by SEED, while UMDAc presents the worst convergence; for problems in 100 dimensions, SEED presents the best convergence and UMDAc the worst; finally for problems in 200 dimensions, SEED shows the best convergence, followed by BUMDA and UMDAc, respectively. In summary, we can conclude that SEED shows a competitive behavior in problems of low dimensionality. Furthermore, the statistical tests indicate that SEED performs better in dimensions greater than 50, maintaining its convergence at least up to 200 dimensions.
VI. REDUCED POPULATION SIZE COMPARISON
One important property of the proposed SEED algorithm is that the estimated population mean µ and variance ν used in the Gaussian approximation to the Boltzmann-PDF are weighted using the first and second statistical moments of the latter distribution, respectively. This enables SEED to produce better estimates of µ and ν, or in other words, to produce a better approximation to the Boltzmann distribution.
A consequence of this design should be the ability of SEED to show superior performance while using a smaller population than what is typically used in EDAs. To demonstrate this behavior, an experiment was carried out to compare the algorithms (UMDAc, BUMDA, and SEED) using a small population of 50 solutions (this population size has been used in works that compare EDAs [45] ). As before, the benchmark problems used are described in Table 1 ; the algorithms were allocated a maximum of 300,000 FCs; a stopping criterion of = 1 × 10 −6 was employed; 31 trials were carried out and the methodology of Derrac et al. [58] is used for statistical analysis. The performance results are reported in Table 6 and the corresponding p-values and ranks from the statistical tests are provided in Tables 7 and 8, respectively. Regarding Table 6 , it can be appreciated that BUMDA and UMDAc fail to produce a solution close to the optimum in all of the cases. Meanwhile, although the use of a small population of solutions does have a detrimental effect on SEED, this effect is much less noticeable since the algorithm manages to find a solution close to the optimum for most of the problems; the only exception is the Rosenbrock function. In statistical terms, the superiority of SEED is confirmed by the majority of p-values in Table 7 , which show that the results of SEED are statistically different than those of BUMDA and UMDAc (while those of BUMDA and UMDAc are equivalent to each other, with a borderline result equal to the rejection threshold α = 0.05), and the ranks in Table 8 , that position SEED over BUMDA and UMDAc.
Finally, Table 9 shows the results of the experiment in terms of the number of FCs required by each of the compared algorithms. With one exception, SEED shows the best performance in this test, requiring a smaller number of function calls than the other two algorithms, which exhausted the total number of FCs allowed. The exception is function Rosenbrock, for which SEED also used up all of the allocated FCs. This result is remarkable when combined with those in Table 6 , because it shows that with a smaller population SEED performs better and more efficiently than other similar algorithms, confirming the hypothesis that was put forward at the beginning of this section.
VII. CONCLUSIONS
A novel formulation for an EDA, called SEED was presented. Said formulation is based on a better approximation to the univariate Boltzmann distribution (used as a probabilistic model), achieved by means of a derivation that employs the J-divergence instead of the more popular Kullback-Leibler divergence. Importantly, a minimum variance estimator of the Boltzmann-PDF parameter β was obtained; by relating this parameter to the fitness function to be optimized it can be adjusted automatically, thus relieving the user of SEED from having to adjust this parameter empirically.
Through the experimentation presented in Sections IV to VI, it was concluded that the performance of SEED is superior to similar algorithms against which it was compared. This conclusion is supported by the results of statistical tests.
SEED has shown to be effective and efficient using both a small and a large number of population elements, as well as for problems with low and high dimensionality. As future work, the extension of this algorithm out of the univariate scenario and the incorporation of interesting features required to tackle multiobjective problems is being considered.
