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The quantification and characterization of non-Markovian dynamics in quantum systems is essential both
for the theory of open quantum systems and for a deeper understanding of the effects of non-Markovian noise
on quantum technologies. Here, we introduce the robustness of non-Markovianity, an operationally-motivated,
optimization-free measure that quantifies the minimum amount of Markovian noise that can be mixed with a non-
Markovian evolution before it becomes Markovian. We show that this quantity is a bonafide non-Markovianity
measure, since it is faithful, convex, and monotonic under composition with Markovian maps. A two-fold op-
erational interpretation of this measure is provided, with the robustness measure quantifying an advantage in
both a state discrimination and a channel discrimination task. Moreover, we connect the robustness measure to
single-shot information theory by using it to upper bound the min-accessible information of a non-Markovian
map. Furthermore, we provide a closed-form analytical expression for this measure and show that, quite re-
markably, the robustness measure is exactly equal to half the Rivas-Huelga-Plenio (RHP) measure [Phys. Rev.
Lett. 105, 050403 (2010)]. As a result, we provide a direct operational meaning to the RHP measure while
endowing the robustness measure with the physical characterizations of the RHP measure.
Introduction.—The idealization of a quantum system cou-
pled to a memoryless environment is exactly that: an ideal-
ization. In the theory of open quantum systems, memory-
less or Markovian evolution arises from the assumptions of
weak (or singular) coupling to a fast bath [1, 2]. Although ex-
tremely useful, this assumption does not always apply to phys-
ical systems of interest—including, but not limited to, sev-
eral quantum information processing technologies—and so a
complete physical picture cannot neglect non-Markovian ef-
fects. Quantum non-Markovianity has several distinct defi-
nitions and characterizations (see Refs. [3, 4] for a detailed
comparison), prominent examples include the semigroup for-
mulation [5], the distinguishability measure [6], and CP-
divisibility [7]. In this paper, we use the CP-divisibility ap-
proach to non-Markovianity.
More formally, the time evolution of a quantum dy-
namical system is called Markovian (or divisible [8])
if there exists a family of trace-preserving linear maps,
{Λ(t2,t1), t2 ≥ t1 ≥ t0} which satisfy the composition law,
Λ(t3,t1) = Λ(t3,t2) ◦Λ(t2,t1), t3 > t2 > t1, where Λ(t2,t1) is
a CP map for every t2 and t1. Quantum systems undergoing
Markovian dynamics are described by a master equation, as
captured by the following fundamental result.
Definition 1 (Gorini-Kossakowski-Sudarshan-Lindblad [9–
11]). An operator Lt is the generator of a quantum Markov
(or divisible) process if and only if it can be written in the
∗ namitana@usc.edu
† tbrun@usc.edu
form
dρ(t)
dt
= Lt[ρ(t)] = −i[H(t), ρ(t)] +∑
k
γk(t)
[
Vk(t)ρ(t)V
†
k (t)−
1
2
{
V †k (t)Vk(t), ρ(t)
}]
, (1)
where H(t) and Vk(t) are time-dependent operators, with
H(t) self-adjoint, and γk(t) ≥ 0 for every k and t.
Recently, there has been some effort to characterize, both
qualitatively and quantitatively, the resourcefulness of non-
Markovianity in quantum information processing tasks [12],
quantum thermodynamics [13], quantum error-suppression
techniques like dynamical decoupling [14], and the degree of
entanglement that can be generated between a system and the
environment [15]. However, quantum information theory al-
ready has a powerful formalism to characterize the quantifi-
cation and manipulation of a quantum resource, the so-called
quantum resource theories framework [16]. In this paper, we
analyze quantum non-Markovianity through the lens of quan-
tum resource theories.
The construction of operational measures for quantum re-
sources is one of the many goals of quantum resource the-
ories. In this direction, there has been a lot of exciting
work recently, especially with regard to the so-called robust-
ness measures, which characterize how robust a resource is
with respect to “mixing.” Robustness measures with opera-
tional significance have been constructed for quantum entan-
glement [17], coherence [18–20], asymmetry [21], and other
resources. Notably, it was recently shown that for any quan-
tum resource that forms a convex resource theory, there exists
a subchannel discrimination game where that resource pro-
vides an advantage that is quantified by a generalized robust-
ness measure [22]. These results were further generalized to
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2arbitrary convex resource theories—both in quantum mechan-
ics and general probabilistic theories—characterizing the re-
source content not only of quantum states but also of quan-
tum measurements and channels [23] (see also related work
by Refs. [24, 25]).
Motivated by the operational nature of robustness measures in
quantum resource theories, we construct a robustness mea-
sure for non-Markovianity, which quantifies the minimum
amount of Markovian “noise” that needs to be mixed (in the
sense of convex combination) with a non-Markovian process
to make it Markovian. A few remarks are in order before we
go into more detail, especially about the nature of this re-
source. Quantum non-Markovianity is a dynamic resource,
as opposed to static resources like coherence, entanglement,
magic, etc. Static resources are a property of quantum states
while dynamic resources are a property of a quantum process.
There are two general ways to quantify the resourcefulness of
quantum operations. One can either quantify the so-called re-
source generating power of these operations by relating them
to an underlying resource theory of quantum states. Or, one
can define an arbitrary set of quantum operations as free and
quantify the resourcefulness with respect to this set. In our
resource-theoretic construction for non-Markovianity, we take
the latter approach, and, as a result, there are no free states,
per se; in contrast to the typical approach in static quantum
resource theories [26].
A third construction to quantify the resourcefulness of quan-
tum operations would be to define the set of free superopera-
tions (or free supermaps [27]), which are transformations that
leave the set of free operations invariant, and may induce a
preorder [16] over this set. Such a construction would be a
proper resource theory since there are both free objects (quan-
tum maps) and free transformations (quantum supermaps).
We briefly discuss this possibility for the resource theory of
non-Markovianity and show that our choice of free superop-
erations induces a preorder over the set of all quantum opera-
tions (Markovian and non-Markovian).
Preliminaries.—Let H be a finite-dimensional Hilbert space.
Then, consider the (normalized) maximally entangled state
between two copies of the Hilbert space, |Φ+〉 =
1√
d
∑d−1
i=0 |i〉|i〉, where d is the dimension and {|i〉}d−1i=0 an
orthonormal basis for the Hilbert space. To a linear map
Λ : H → H, we associate a Choi-Jamiołkowski matrix (called
a Choi matrix for brevity), ρΛ ≡ [I⊗ Λ]
(|Φ+〉〈Φ+|). Then,
ρΛ is positive-semidefinite if and only if the map Λ is com-
pletely positive [28, 29]. And, ‖ρΛ‖1 = 1 if Λ is trace-
preserving. See the Supplemental Material for more details
about the Choi-Jamiołkowski isomorphism.
The short-time limit of Lindbladian dynamics.—In this paper
we only consider dynamics with Lindblad-type generators
(see Eq. (1)), primarily for finite-dimensional systems,
although several results generalize to the infinite-dimensional
case. In Ref. [30], it was shown that the set of all Markovian
Choi matrices, i.e., the Choi matrices corresponding to
Markovian maps, form a convex and compact set in the
short-time limit.
Theorem 1 ([30]). The set of all Markovian Choi matrices,
F,t =
{
ρΛ(t+ , t) |
∥∥ρΛ(t+ , t)∥∥1 = 1,∀t,  > 0} is a
convex and compact set in the limit → 0+.
Proof. See the Supplemental Material for a proof of this the-
orem. 
The need for this construction emerges from the non-convex
nature of the set of Markovian maps [8]. In light of the above
theorem, we define the set of all Markovian maps (at some
time t) in the limit  → 0+ as the free operations. Using
the Choi-Jamiołkowski isomorphism, this makes F,t the set
of free operations when we are working in the Choi matrix
representation. Intuitively, any physically-motivated distance
measure (that is say, contractive under CPTP maps) from this
set would suffice as a quantifier of non-Markovianity.
Robustness of non-Markovianity.—We now introduce the ro-
bustness of non-Markovianity measure. Define OF (t, ) ≡
OF as the set of free maps, which (courtesy of the theo-
rem above) is closed and convex. We drop the t,  below
for brevity. We define the robustness of non-Markovianity
(RoNM) as
NR (Λ) = min
Φ∈OF
{
s ≥ 0 | Λ + sΦ
1 + s
=: Γ ∈ OF
}
. (2)
We emphasize that since the “mixing” is with respect to OF ,
i.e., Φ ∈ OF , this is the generalized robustness measure, as
introduced in Ref. [23]. One can also define a more general
form of the robustness measure by mixing with respect to the
set of all maps, Markovian and non-Markovian, as introduced
in Ref. [30]. However, we choose the former definition (gen-
eralized robustness), for this choice will play a crucial role for
the operational interpretation of our measure; in fact, most of
our results do not generalize, in any straightforward way, to
the more general robustness measure [31].
An equivalent form for the RoNM can be obtained using the
Choi-Jamiołkowski representation. Given the Choi matrix ρΛ
corresponding to a map Λ, its RoNM is obtained as
N ChoiR (ρΛ) = min
τ∈F
{
s ≥ 0 | ρΛ + sτ
1 + s
=: δ ∈ F
}
, (3)
where F ≡ F t, is the set of all Markovian Choi matrices.
(Once again, we drop the superscripts for brevity.) For a fixed
map Λ, NR(Λ) = N ChoiR (ρΛ). Therefore, we don’t make
the distinction unless it is necessary, and define N ChoiR (·) =
NR(·).
From the definition of the RoNM, one can define an optimal
decomposition or optimal pseudo-mixture of a map as
Λ = (1 + s?) Γ? − s?Φ?, (4)
where s? = NR(Λ) and Γ?,Φ? ∈ OF . Similarly, in the Choi
matrix representation, we have an optimal decomposition:
ρ = (1 + s?) δ? − s?τ?, (5)
3where s? = NR(ρ) and δ?, τ? ∈ F .
Properties.—We now list the properties that make RoNM a
bonafide measure, namely faithfulness, convexity, and mono-
tonicity. (i) The RoNM is faithful, meaning that it vanishes
if and only if the evolution is Markovian. That is, NR(Λ) =
0 ⇐⇒ Λ ∈ OF .
(ii) It is convex, meaning that one cannot increase the
amount of non-Markovianity by classically mixing two non-
Markovian maps, i.e., for 0 ≤ p ≤ 1,
NR
(
pΛ1 + (1− p) Λ2
) ≤ pNR(Λ1) + (1− p)NR(Λ2).
(6)
(iii) It is monotonic under composition with the free opera-
tions (Markovian maps). That is,
NR(Γ ◦ Λ) ≤ NR(Λ), (7)
where Γ is any Markovian map.
The proofs of these three properties are given in the Supple-
mental Material.
Remark.—The monotonicity of RoNM under (left) composi-
tion with a Markovian map is no coincidence. In a resource
theory, the free transformations induce a preorder on the set of
free objects and any measure should be compatible with the
structure; which naturally makes said measure monotonic un-
der these transformations. For quantum non-Markovianity, we
can identify (left) composition with a Markovian map as a free
superoperation. That is, define SF as the set of all superop-
erations defined via (left) composition with Markovian maps.
Then, it is easy to see that SF forms a semigroup since it con-
tains the identity superoperation, i.e., 1 ∈ SF , and it is closed
under composition, i.e., if A,B ∈ SF =⇒ A ◦ B ∈ SF .
Since the set of free superoperations form a semigroup, this
induces a preorder over the set of all operations (Markovian
and non-Markovian) and any measure in this resource theory
must be compatible with this preorder [16] (the RoNM clearly
is, as listed above).
Semidefinite program for the RoNM.—A semidefinite pro-
gram (SDP) [32] is a triple (Φ, A,B), where, Φ is a
hermiticity-preserving map from the Hilbert spaceX to Y and
A,B are Hermitian matrices over the Hilbert spaces X ,Y , re-
spectively [33]. Then, associated to the SDP, we can define a
pair of optimization problems
sup {Tr(AX) : Φ(X) ≤ B,X ≥ 0}, and (8)
inf {Tr(BY ) : Φ∗(Y ) ≥ A, Y ≥ 0}, (9)
called the primal and the dual problem, respectively.
We now show that the robustness measure can be cast as a
SDP. Given a Choi matrix ρ, a decomposition of the form ρ =
(1 + s) δ − sτ is equivalent to ρ ≤ (1 + s) δ, where δ ∈ F ,
since there exists a (Markovian) Choi matrix τ , such that, ρ−
(1 + s) δ = sτ if ρ ≤ (1 + s) δ. Then, the RoNM can be
characterized as,
NR(ρ) = min
δ∈F
{
s ≥ 0 | ρ ≤ (1 + s) δ} . (10)
In light of this, we can define the semidefinite programming
form of NR(ρ) as
inf {λ− 1 | ρ ≤ δ, δ ≥ 0, and Tr [δ] = λ}. (11)
It is easy to check that strong duality holds, and the dual for-
mulation is
sup {Tr [ρX]− 1 | X ≥ 0 and Tr [δX] ≤ 1 ∀δ ∈ F}. (12)
Effectively, this means that computing the RoNM can be per-
formed efficiently; however, as we’ll show later, the RoNM
has a closed-form analytical expression, which makes it an
optimization-free measure.
Operational significance.—By suitably adapting the construc-
tion of Ref. [23], we provide an operational interpretation
to the RoNM via a state discrimination task and a channel
discrimination task. Although the original construction was
meant to characterize the resourcefulness of quantum chan-
nels (trace preserving and completely positive (CP) maps),
this construction works for non-Markovian maps as well
(which are not CP), as we will show below.
State discrimination.—Suppose we are given an ensemble
of quantum states, E = {pj , σj}j and a map I ⊗ Λ. We
are to distinguish which state σj has been selected from the
ensemble by a single application of the map followed by a
measurement with positive operator-valued measure (POVM)
elements M =
{
Mj
}
j
, s.t. Mj ≥ 0,
∑
jMj = I.
The average success probability for this task is
psucc (E ,M, I⊗ Λ) =
∑
j pj Tr
[
I⊗ Λ (σj)Mj], which
clearly depends on the ensemble, the choice of the POVMs,
and the map. We show below that a maximization over all en-
sembles and all POVMs gives an operational characterization
to the RoNM.
Theorem 2. For any map Λ, Markovian or non-Markovian,
we have,
max
E,M
psucc (E ,M, I⊗ Λ)
max
Γ∈OF
psucc (E ,M, I⊗ Γ) = 1 +NR(Λ).
Proof. The proof is in the Supplemental Material. 
We see how this result gives an operational interpretation for
the RoNM. For states evolving under a Markovian map, evo-
lution always reduces the ability to distinguish the states; in
general, the probability to distinguish the states decays expo-
nentially. For non-Markovian evolution, by contrast, it is pos-
sible at times for two states to become more distinguishable.
This increase is proportional to the robustness measure.
Channel discrimination.—We now give another operational
characterization of the robustness measure in the context
of channel discrimination. Suppose we have access to
an ensemble of maps, i.e., a quantum operation sampled
from the prior distribution, EΛ =
{
pj ,Λj
}N−1
j=0
. We
apply one map chosen at random from this ensemble to
4one subsystem of a bipartite state Ψ ∈ D (H⊗H), and
perform a collective measurement on the output system by
measurement operators M =
{
Mj
}N
j=0
. We also allow
measurements with inconclusive outcomes; for example,
when using POVMs to distinguish non-orthogonal states.
Then, the average success probability for this task is
p˜succ (EΛ,M,Ψ) =
∑N−1
j=0 pj Tr
[{
I⊗ Λj(Ψ)
}
Mj
]
, where
inconclusive measurement outcomes do not contribute to
the success probability. For the ensemble of maps, we also
define N˜R (EΛ) ≡ maxj NR
(
Λj
)
. Then, we can connect
the maximal advantage in this channel discrimination task to
the maximum robustness of the ensemble of maps (see also
Ref. [34] for an operational characterization of divisibility of
maps using channel distinguishability).
Theorem 3. For an ensemble of maps, EΛ as defined above,
we have,
max
Ψ,M
p˜succ (EΛ,M,Ψ)
max
Γ∈OF
p˜succ (EΓ,M,Ψ) = 1 + N˜R (EΛ) ,
where Ψ ∈ D (H⊗H) is the set of all bipartite density ma-
trices.
Proof. The proof is in the Supplemental Material. 
Single-shot information theory.—In quantum information the-
ory, the accessible information associated with a quantum
channel Λ is defined as the maximal classical information that
can be conveyed by this quantum channel, maximized over all
encodings (the choice of input ensemble) and decodings (the
choice of measurements) [35]
Iacc(Λ) ≡ max
E,M
I(X;Y ), (13)
where E = {p(x), ωx}x is an ensemble, M = {My}y is a
set of POVM elements, and X,Y are the random variables
associated to the ensemble and the measurement outcomes,
respectively. The probability of getting outcome y given the
input state ωx is p(y|x) = Tr [ωxMy].
Information-theoretic quantities based on the Shannon (or von
Neumann) entropy are usually best suited to asymptotic anal-
ysis. Therefore, distinct single-shot entropic quantities have
been proposed [36]. The single-shot variant of the accessible
information for a channel is defined as
Iaccmin(Λ) ≡ maxE,M Imin(X;Y ), (14)
where Imin(X;Y ) ≡ Hmin(X)−Hmin(X|Y ), andHmin(X) =
− log (maxx p(x)), Hmin(X|Y ) = − log(∑
y
maxx p(x, y))
are the min-entropy and min-conditional entropy, respectively
(see also Ref. [24]).
Skrzypczyk and Linden [24] conjectured a connection
between robustness measures and information theoretic
quantities for quantum resource theories. The following
theorem supports this connection for a resource-theoretic
approach to non-Markovianity by bounding the difference
between the min-accessible information for a non-Markovian
map and the maximum min-accessible information over all
Markovian maps (see also, related works by Refs.[34, 37]).
Theorem 4. For any map Λ, Markovian or non-Markovian,
we have,
Iaccmin(Λ)− max
Γ∈OF
Iaccmin(Γ) ≤ log
(
1 +NR(Λ)
)
.
Proof. The proof is in the Supplemental Material. 
This result shows that the maximal amount of min-
information that can be generated between the input and out-
put of a non-Markovian map Λ when compared with all
Markovian maps has an upper bound that depends on the
RoNM. Therefore, this difference grows at most logarithmi-
cally as the robustness of non-Markovianity grows for the cor-
responding evolution.
Theorems 2,3, and 4 elucidate the operational significance
of the RoNM by completing the triangle of associations be-
tween a robustness-based measure, advantage in discrimina-
tion games, and connection with information-theoretic quan-
tities as conjectured by Skrzypczyk and Linden [24].
Relating the robustness of non-Markovianity to the RHP
measure.—The RHP measure [7] is arguably the “gold stan-
dard” for non-Markovianity measures in the CP-divisibility
framework. We now relate the RoNM to the RHP measure.
Recall (see page 3 of Ref. [7]) that the RHP measure for some
evolution Λ is defined as
I =
∫ ∞
0
dt lim
→0+
(
fNCP(t+ , t)− 1
)

, (15)
where fNCP(t+ , t) := ‖(Λ(t+,t) ⊗ I)(|Φ〉〈Φ|)‖1 =‖ρΛ‖1.
Note that by construction, the RoNM depends on both t and
, which we remove by defining
N totalR (ρΛ) ≡
∞∫
0
dt lim
→0+
(NR(ρΛ)

)
. (16)
Combining this with the observation thatNR(ρΛ) = (‖ρΛ‖1−
1)/2, we have
N totalR =
I
2
. (17)
A detailed proof along with an analytical example for the de-
phasing channel is given in the Supplemental Material.
Quite remarkably, it turns out that the RoNM, which is purely
operationally motivated is exactly equal to one-half the RHP
measure, which is purely physically motivated. As a result,
the properties of faithfulness, convexity, and monotonicity un-
der composition with Markovian maps follows for the RHP
measure. Moreover, theorems 2,3, and 4 provide direct oper-
ational significance to the RHP measure.
5Discussion.—In this work, we have constructed a resource-
theoretic measure of quantum non-Markovianity (in the CP-
divisibility sense) with a direct operational interpretation: the
Robustness of Non-Markovianity (RoNM). By identifying a
meaningful set of free operations and carefully characterizing
quantum non-Markovianity, we constructed a measure that is
faithful, convex, and monotonic. Using the semidefinite pro-
gramming form for the RoNM, we established an operational
interpretation via both a state and a channel discrimination
task. Moreover, we connected this measure to single-shot in-
formation theory, thereby, completing the triangle of associa-
tions as conjectured by Skrzypczyk and Linden [24]. We also
obtained an optimization-free, closed-form expression for this
measure.
Remarkably, the operationally motivated RoNM measure
turns out to be exactly half the RHP measure, which is
physically motivated by the system-ancilla entanglement dy-
namics [7]. This intriguing connection was obtained by
using the powerful results that underlie quantum resource
theories, which speaks volumes about the efficacy of the
resource-theoretic approach in characterizing quantum re-
sources. These results provides a direct operational meaning
to the well-known RHP measure in terms of channel and state
discrimination tasks, and a connection to single-shot informa-
tion theory. Moreover, not only does the RHP measure borrow
the operational meaning of the RoNM, but the RoNM inherits
the physical interpretation of the RHP measure.
Several open questions emerge from our work. First, natural
candidates for resource measures are distance-based quanti-
fiers, which measure the distance of a resourceful map from
the set of free maps. It will be interesting to connect these
to other relevant measures using the gauge functions formal-
ism [38] and to see if these relationships can be used to
give operational interpretations to other measures.. Second,
are there other operational measures that can quantify non-
Markovianity and if yes, how do they relate to the RoNM?
Moreover, can the resource-theoretic approach give opera-
tional meaning to the zoo of non-Markovianity quantifiers,
like those based on the quantum Fisher information [39],
degree of non-Markovianity [40], relative entropy of co-
herence [41], quantum interferometric power [42], and oth-
ers [43]. Finally, future work will explore the problem of
characterizing the information backflow approach to non-
Markovianity [6] using resource-theoretic constructions.
Note added.—After the completion of this manuscript, we be-
came aware of the independent work of Samyadeb et al. [30]
(note the arXiv-v2 instead of the v1) where a robustness mea-
sure for non-Markovianity was introduced. Their definition
differs from ours in several consequential ways: (i) our robust-
ness measure is defined with respect to the set of all Marko-
vian maps while theirs is with respect to the set of all maps
(Markovian or non-Markovian). (ii) As a consequence of (i),
their robustness measure neither enjoys the operational in-
terpretations, via the state and channel discrimination games
above, nor does it connect to single-shot information theory in
any straightforward manner (indeed it would specifically vio-
late the proofs for these). (iii) Our definition of RoNM has a
clear analytical relation to the RHP measure. It is unclear if
this equivalence holds when generalized to mixing with non-
Markovian maps. (iv) The authors refer to the Markovian
Choi states as the “free states” in their resource theory, which
we deprecate for two reasons. First, as discussed in the in-
troduction, there are no free states in this construction since
non-Markovianity is a dynamical resource and so the relevant
objects are the free operations. Second, the Choi matrices for
non-Markovian maps yield “free states” that are not quantum
states (since they can have negative eigenvalues). In summary,
although their definition of the robustness measure is more
general, it seems that the physical and information-theoretic
relations are not carried over in a straightforward way.
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1Supplemental Material for “Quantifying
non-Markovianity: a quantum
resource-theoretic approach”
I. CHOI-JAMIOŁKOWSKI ISOMORPHISM
Using Theorem 3.3 and 3.4 of Ref. [3], we have
Λ is CP ⇐⇒
∥∥∥[Λ⊗ I] (∆˜)∥∥∥
1
6 ‖∆˜‖1, (S1)
for ∆˜ ∈ Herm(H ⊗ H). However, if Λ is not CP, then, we
will have ∥∥∥[Λ⊗ I] (∆˜)∥∥∥
1
> ‖∆˜‖1. (S2)
Since |Φ+〉〈Φ+| is positive semidefinite, we have,
∥∥[Λ⊗ I] (|Φ〉〈Φ|)∥∥
1
{
= 1 iff Λ is CP
> 1 otherwise. (S3)
II. THE SET OF MARKOVIAN CHOI MATRICES ARE A
CONVEX AND COMPACT SET IN THE SMALL-TIME
LIMIT
Theorem 5 (Ref. [44], main text). The set of all Markovian
Choi matrices,
F,t =
{
ρΛ(t+ , t) |
∥∥ρΛ(t+ , t)∥∥1 = 1,∀t,  > 0}
is a convex and compact set in the limit → 0+.
Proof. Consider two Markovian maps,
Λ(i)(t+ , t) ≡ T exp
(∫ t+
t
L(i)τ dτ
)
, i = 1, 2. (S4)
For sufficiently small , we can Taylor expand the exponential.
Then, neglecting terms of O(2) and higher, we have
Λ(i)(t+ , t) = I+ L(i)t , i = 1, 2. (S5)
A convex combination of these maps is
Λ(t+ , t) = pΛ(1)(t+ , t) + (1− p)Λ(2)(t+ , t)
= I+ [pL(1)t + (1− p)L(2)t ] = I+ Lt, (S6)
with Lt = pL(1)t + (1 − p)L(2)t and 0 ≤ p ≤ 1. That is, we
have a Lindblad type generator Lt with positive coefficients.
Therefore, Λ(t + , t) ∈ OF , which implies that the set of
Markovian maps forms a convex set. Then, using the Choi-
Jamiołkowski isomorphism, the Choi matrices corresponding
to the Markovian maps also form a convex set.
As for compactness, it is easy to prove that F,t is closed and
bounded using the continuity of the 1-norm, along with the
fact that all norms are equivalent in finite dimensions. 
Figure 1. Geometrical interpretation of the robustness of non-
Markovianity for a Choi matrix ρ. The outer ellipse is the (convex)
set of all Choi matrices and F t, is the (convex) set of Markovian
Choi matrices. The τ?, δ? correspond to the optimal decomposition.
III. PROPERTIES OF RoNM
Faithfulness.—Faithfulness follows directly from the defini-
tion. If Λ ∈ OF , then clearly NR(Λ) = 0, since we do
not need to mix any amount of Markovian noise to make it
Markovian. Conversely, NR(Λ) = 0 =⇒ Λ ∈ OF .
Convexity.—Given two Choi matrices ρ1 and ρ2 with opti-
mal decompositions (see main text, Eq. (5)), we have ρk =(
1 +NR(ρk)
)
δ?k −NR(ρk)τ?k , where k = 1, 2. Then, a con-
vex combination of these two matrices, ρ = pρ1 + (1− p) ρ2,
with 0 ≤ p ≤ 1 can be written as ρ = (1 + s) δ − sτ , by
choosing
δ =
p
(
1 +NR(ρ1)
)
δ?1 + (1− p)
(
1 +NR(ρ2)
)
δ?2
(1 + s)
∈ F ,
τ =
pNR(ρ1)τ?1 + (1− p)NR(ρ2)τ?2
s
∈ F , and
s = pNR(ρ1) + (1− p)NR(ρ2).
And since NR(ρ) ≤ s, we have
NR
(
pρ1 + (1− p) ρ2
) ≤ pNR(ρ1) + (1− p)NR(ρ2).
(S7)
2A similar proof follows for the robustness of the map corre-
sponding to the Choi matrix ρΛ.
Monotonicity under free operations.—The free operations in
this setting are the Markovian maps, which are quantum chan-
nels or completely positive trace-preserving (CPTP) maps.
Consider the composition of a non-Markovian map, say, Λ,
with a free operation, say Γ, i.e., Γ ◦ Λ ≡ Γ (Λ). Then, using
the closed form expression for NR(Λ) in terms of its corre-
sponding Choi matrix ρΛ (see Eq. (S15)), we have,
NR(Γ ◦ Λ) =
∥∥∥ρ(Γ◦Λ)∥∥∥
1
− 1
2
,
=
∥∥∥∥(I⊗ Γ){I⊗ Λ (|Φ+〉〈Φ+|)}∥∥∥∥
1
− 1
2
,
=
∥∥(I⊗ Γ) ρΛ∥∥1 − 1
2
,
≤ ‖ρΛ‖1 − 1
2
= NR(Λ),
where in the last inequality, we’ve used the fact that if Λ is
a quantum channel and ∆ ∈ B(H ⊗ H) is Hermitian, then,∥∥(I⊗ Λ) (∆)∥∥
1
≤‖∆‖1 (see Eq. (S3)). Therefore, the RoNM
measure is monotonic under composition with free operations.
Together, these imply that the RoNM is a faithful, convex, and
monotonic measure of quantum non-Markovianity.
IV. RoNM AS ADVANTAGE IN STATE DISCRIMINATION
Given an ensemble of quantum states, E = {pj , σj}j
and a map I ⊗ Λ, we are to distinguish which state
σj has been selected from the ensemble by a single
application of the map followed by a measurement
with positive operator-valued measure (POVM) ele-
ments M =
{
Mj
}
j
, s.t. Mj ≥ 0,
∑
jMj = I.
The average success probability for this task is
psucc (E ,M, I⊗ Λ) =
∑
j pj Tr
[
I⊗ Λ (σj)Mj]. Then, we
have the following theorem.
Remark.—For ease of understanding, we make the ensemble,
E = {pj , σj}j and the POVM, M = {Mj}j , s.t. Mj ≥
0,
∑
jMj = I explicit in the theorem below.
Theorem 6 (main text). For any map Λ, Markovian or non-
Markovian, we have,
max
E,M
psucc (E ,M, I⊗ Λ)
max
Γ∈OF
psucc (E ,M, I⊗ Γ) = 1 +NR(Λ).
Proof. Consider the optimal decomposition of Λ,
Λ = (1 + s?) Γ− s?Φ,
where s? = NR(Λ), and Γ,Φ ∈ OF . Then, the average
success probability is
∑
j
pj Tr
[
I⊗ Λ (σj)Mj] = ∑
j
pj (1 + s
?) Tr
[
I⊗ Γ (σj)Mj]−∑
j
pjs
? Tr
[
I⊗ Φ (σj)Mj]︸ ︷︷ ︸
≥0
(S8)
≤
∑
j
pj (1 + s
?) Tr
[
I⊗ Γ (σj)Mj] ≤ (1 + s?) max
Γ∈OF
psucc
({
pj , σj
}
,
{
Mj
}
, I⊗ Γ
)
,
where s? = NR(Λ). In Eq. (S8), the under-braced term is
non-negative, since in our definition of the RoNM we choose
Φ ∈ OF . However, if we were to define a “generalized” ro-
bustness measure (in the sense of mixing w.r.t all maps), this
would not hold true. Therefore, we have that
psucc
({
pj , σj
}
,
{
Mj
}
, I⊗ Λ
)
max
Γ∈OF
psucc
({
pj , σj
}
,
{
Mj
}
, I⊗ Γ
) ≤ 1 +NR(Λ).
(S9)
Then, by maximizing over all ensembles,
{
pj , σj
}
and all
POVMs, {Mj}, we have that the LHS is ≤ 1 +NR(Λ).
We now prove the converse part of the theorem. Recall that
for a POVM element to form a valid measurement, we must
have Mj ≤ I∀j. Then,
∥∥Mj∥∥∞ ≤ 1. Therefore, we consider
a specific measurement
{
X
‖X‖∞ , I−
X
‖X‖∞
}
,
whereX is an optimal solution of the dual SDP (see main text,
Eq. (12)), and the ensemble {pj , σj}1j=0, with p0 = 1, σ0 =
|Φ+〉〈Φ+|, where |Φ+〉 is the (normalized) maximally entan-
gled state, and p1 = 0 and σ1 is some arbitrary state. For this
3choice, we then have
psucc
({
pj , σj
}
,
{
Mj
}
, I⊗ Λ
)
max
Γj∈OF
psucc
({
pj , σj
}
,
{
Mj
}
, I⊗ Γ
)
=
Tr
[
I⊗ Λ(|Φ+〉〈Φ+|)X]
max
Γ∈OF
Tr
[
I⊗ Γ
(∣∣Φ+〉〈Φ+∣∣)X] ,
=
Tr [ρΛX]
max
Γ∈OF
Tr [ρΓX]
≥ (1 +NR(Λ)) , (S10)
where the last inequality follows from the dual SDP formula-
tion.
We now have both an upper and a lower bound. From the
first half of the proof, we have that the LHS of Theorem 2
(main text) is ≤ (1 +NR(Λ)). Since the LHS is (already)
maximized over all measurements and ensembles, in partic-
ular, it is greater than or equal to the value for the particu-
lar ensemble and measurements chosen above (since it is the
maximum). On the other hand, using the converse part of
the proof (as shown by Eq. (S10)), we have that the LHS is
≥ (1 +NR(Λ)). Therefore, combining these two, it must be
equal to the RHS, which completes the proof. 
V. RoNM AS ADVANTAGE IN CHANNEL
DISCRIMINATION
Suppose we have access to an ensemble of maps, i.e., a
quantum operation sampled from the prior distribution,
EΛ =
{
pj ,Λj
}N−1
j=0
. We apply one map chosen at random
from this ensemble to one subsystem of a bipartite state
Ψ ∈ D (H⊗H), and perform a collective measurement on
the output system by measurement operators M =
{
Mj
}N
j=0
.
We also allow measurements with inconclusive outcomes; for
example, when using POVMs to distinguish non-orthogonal
states. Then, the average success probability for this task
is p˜succ (EΛ,M,Ψ) =
∑N−1
j=0 pj Tr
[{
I⊗ Λj(Ψ)
}
Mj
]
,
where inconclusive measurement outcomes do not contribute
to the success probability. For the ensemble of maps, we
also define N˜R (EΛ) ≡ maxj NR
(
Λj
)
. Then, we can
connect the maximal advantage in this channel discrimina-
tion task to the maximum robustness of the ensemble of maps.
Theorem 7 (main text). For an ensemble of maps, EΛ as de-
fined above, we have,
max
Ψ,M
p˜succ (EΛ,M,Ψ)
max
Γ∈OF
p˜succ (EΓ,M,Ψ) = 1 + N˜R (EΛ) ,
where Ψ ∈ D (H⊗H) is the set of all bipartite density ma-
trices.
Proof. Similar to the proof for the state discrimination game,
we have,
p˜succ
({
pj , I⊗ Λj
}N−1
j=0
,
{
Mj
}N
j=0
,Ψ
)
=
N−1∑
j=0
pj Tr
[{
I⊗ Λj(Ψ)
}
Mj
]
≤
N−1∑
j=0
pj
(
1 + rj
)
Tr
[{
I⊗ Γj(Ψ)
}
Mj
]
≤ (1 + rj?) max
Γj∈OF
p˜succ
({
pj , I⊗ Γj
}N−1
j=0
,
{
Mj
}N
j=0
,Ψ
)
,
where rj := NR(Λj) and j? = argmaxjrj . Once again, note
that the choice of Φ ∈ OF is crucial in the inequality above.
To prove the converse part of the theorem, we proceed in a
similar fashion as before and make a specific choice of ensem-
ble and POVMs. Consider, Ψ = |Φ+〉〈Φ+|, and the POVM,
Mj? = Xj?/
∥∥∥X?j ∥∥∥∞, where Xj? is an optimal witness from
the dual SDP formulation for Λj? (see main text, Eq. (12)).
Define, Mj = 0 for j 6= j? and MN = I −Mj? . Then, for
this specific choice of the state and measurements, we have
p˜succ
({
pj , I⊗ Λj
}N−1
j=0
,
{
Mj
}N
j=0
,Ψ
)
max
Γj∈OF
p˜succ
({
pj , I⊗ Γj
}N−1
j=0
,
{
Mj
}N
j=0
,Ψ
) ,
=
N−1∑
j=0
pj Tr
[{
I⊗ Λj
(∣∣Φ+〉〈Φ+∣∣)}Mj]
max
Γj∈OF
N−1∑
j=0
pj Tr
[{
I⊗ Γj(|Φ+〉〈Φ+|
)}Mj] ,
=
pj? Tr
[
ρΛj?Xj?
]
max
Γ∈OF
pj? Tr
[
ρΓXj?
] ,
≤ 1 + N˜R(
{
pj ,Λj
}
), (S11)
where the last inequality is due to the dual SDP formulation.
Then, by combining the converse part of the proof with the
first half, the proof is complete by a similar argument as in the
previous theorem. 
VI. CONNECTION TO SINGLE-SHOT INFORMATION
THEORY
The single-shot variant of the accessible information for a
channel is defined as
Iaccmin(Λ) ≡ maxE,M Imin(X;Y ), (S12)
4where Imin(X;Y ) ≡ Hmin(X)−Hmin(X|Y ), andHmin(X) =
− log (maxx p(x)), Hmin(X|Y ) = − log(∑
y
maxx p(x, y))
are the min-entropy and min-conditional entropy, respectively
(see also Ref. [24]).
Theorem 8 (main text). For any map Λ, Markovian or non-
Markovian, we have,
Iaccmin(Λ)− max
Γ∈OF
Iaccmin(Γ) ≤ log
(
1 +NR(Λ)
)
.
Proof. Consider a non-Markovian map, Λ, with the optimal
decomposition, Λ = (1+s)Γ−sΦ, where s = NR(Λ), then,
Iaccmin(Λ) = max{σj ,pj ,Ny}
Imin(X;Y ; Λ)
= max
{σj ,pj ,Ny}
log

∑
y
maxj p(j)Tr
[
Λ(σj)Ny
]
pmax

Then, plugging in the optimal decomposition, we have
= max
{σj ,pj ,Ny}
log

∑
y
maxj p(j)Tr
[(
(1 + s)Γ(σj)− sΦ(σj)
)
Ny
]
pmax

= max
{σj ,pj ,Ny}
log
(1 + s)
∑
y
maxj p(j)Tr
[
Γ(σj)Ny
]
pmax
− s
∑
y
maxj p(j)Tr
[
Φ(σj)Ny
]
pmax︸ ︷︷ ︸
≥0
 .
Since, log(·) is monotonic, we have, log (a− b) ≤
log (a) , if b ≥ 0. Therefore,
≤ max
{σj ,pj ,Ny}
log
(1 + s)
∑
y
maxj p(j)Tr
[
Γ(σj)Ny
]
pmax

Now we can maximize over all Markovian maps Γ, to get
≤ max
Γ∈OF
max
{σj ,pj ,Ny}
log
(1 + s)
∑
y
maxj p(j)Tr
[
Γ(σj)Ny
]
pmax

By using log (a× b) = log (a) + log (b), we have
≤ max
Γ∈OF
max
{σj ,pj ,Ny}
log

∑
y
maxj p(j)Tr
[
Γ(σj)Ny
]
pmax

+ log
(
1 +NR(Λ)
)
.
Therefore,
Iaccmin(Λ)− max
Γ∈OF
Iaccmin(Γ) ≤ log
(
1 +NR(Λ)
)
.

VII. RELATING THE RoNM TO THE RHP MEASURE
We now relate the RoNM to the RHP measure. This relation,
in turn, provides an operational meaning to the RHP measure.
Consider the optimal decomposition for a Choi matrix:
ρ = (1 + s?) δ − s?τ, where s? = NR(ρ) and τ, δ ≥ 0.
The spectral decomposition of ρ can be written
ρ = ∆+ −∆−, where ∆± ≥ 0.
Comparing the two decompositions, we see that ∆− =
s?τ =⇒ ∥∥∆−∥∥
1
= s? = NR(ρ), since‖τ‖1 = 1. Also,
‖ρ‖1 =
∥∥∆+∥∥
1
+
∥∥∆−∥∥
1
= Tr
[
∆+
]
+ Tr
[
∆−
]
. (S13)
Since the map Λ corresponding to the Choi matrix ρ is trace-
preserving, we have
Tr [ρ] = Tr
[
∆+
]− Tr [∆−] = 1. (S14)
Subtracting Eq. (S14) from Eq. (S13), we have
‖ρ‖1 − 1 = 2Tr
[
∆−
]
= 2
∥∥∆−∥∥
1
= 2NR(ρ)
=⇒ NR(ρ) = ‖ρ‖1 − 1
2
. (S15)
Now, recall that the RHP measure for some evolution Λ is
defined as (see page 3 of Ref. [7])
I =
∫ ∞
0
dt lim
→0+
(
fNCP(t+ , t)− 1
)

, (S16)
where fNCP(t+ , t) := ‖(Λ(t+,t) ⊗ I)(|Φ〉〈Φ|)‖1 =‖ρΛ‖1.
Before comparing the RHP and RoNM, we note that, by con-
struction, ρ is a function of both t and . Therefore, we’ll need
5to remove the  dependence and integrate over all time; where
the only contribution comes from the times at which the map
(and hence the measure) is non-Markovian. That is, define
N totalR (ρ) ≡
∞∫
0
dt lim
→0+
(NR(ρ)

)
.
Comparing to the RHP measure, we have
N totalR (ρ) =
∞∫
0
dt lim
→0+
(NR(ρ)

)
=
1
2
∞∫
0
dt lim
→0+
(‖ρ‖1 − 1

)
=
1
2
∫ ∞
0
dt lim
→0+
(
fNCP(t+ , t)− 1
)

=
I
2
. (S17)
Therefore, the RoNM and the RHP measure are equal upto a
factor of one-half.
Moreover, one can also define a normalized version of the
measure (in analogy to the normalized measure of RHP),
N normR := N totalR /
(
1 +N totalR
)
, (S18)
such that, N normR = 0 for N totalR = 0 (Markovian evolution)
and N normR → 1 for N totalR →∞.
VIII. ANALYTICAL FORM FOR SINGLE
QUBIT-CHANNELS
We now consider a single-qubit dephasing channel as an an-
alytical example. The Lindblad equation for this channel has
the form:
dρ
dt
= γ(t) (σzρσz − ρ) , (S19)
where γ(t) is the rate of dephasing. In the small time approxi-
mation, the eigenvalues of the Choi matrix are {0, 0, γ(t), 1−
γ(t)}, respectively. For Markovian operations, γ(t) ≥ 0, but
for non-Markovian operations γ(t) can be negative. Note that
for small , if the rate is negative then all the eigenvalues of ρ
are positive except for γ(t). Then, we have [7]
g(t) =
{
0 γ(t) ≥ 0,
−2γ(t) γ(t) < 0, (S20)
and
lim
→0+
(NR(ρ)

)
=
{
0 γ(t) ≥ 0,
−γ(t) γ(t) < 0. . (S21)
As a result, N totalR = I/2, for the dephasing channel, where
I is the RHP measure.
