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We investigate the stellar population and spatial distribution of star-forming galaxies at
z  4 by focusing on their slope of rest-frame ultraviolet (UV) continuum,  where f / .
We analyze the sample of bright Lyman Break Galaxies with i0  26:0 in the Subaru/XMM-
Newton Deep Survey eld. We evaluate the observed UV spectral slope  by the simple
power-law tting and nd that it shows little dependence on dust un-corrected UV absolute
magnitude in the range of  22:0 .MUV .  20:0. In order to evaluate the incompleteness of
our sample selection, we estimate the recovery fraction based on the simulation with model
galaxies and nd that the observed at -MUV relation cannot be caused by the selection
eects but is due to physical reasons. To illustrate how the observed -MUV relation is formed
through dust extinction, we introduce the intrinsic UV slope, int. We investigate the relation
between int and intrinsic UV absolute magnitude, MUV;int and nd that the int becomes
bluer when the MUV;int becomes brighter. Extrapolation of the int-MUV;int relation toward
the fainter magnitude range below our sample magnitude limit intersects the obs-MUV;obs
relation previously obtained in the deeper narrow-area observations at MUV =  18:6 and
 =  1:95, which coincides with the break point of obs-MUV;obs relation observed so far. It
indicates that the little obscured star-forming galaxies at z  4 have    2:0. Our result also
indicates that the galaxies with obs >  1:7, Av  1:0, and int   2:5 are the intrinsically
active star-forming (SFR & a few 102Myr 1) galaxies suering the dust reddening, and
our at obs-MUV;obs relation is seen due to such population. Spatial clustering properties of
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In this chapter, we introduce the previous studies of ultraviolet (UV) spectral slope ,
stellar population of high-redshift star-forming galaxies, Dusty Star-Forming Galaxies (DS-
FGs), and spatial clustering of galaxies. At a glance, while they seem not to be related each
other, the UV spectral slope  can shed light on the issues of each topic. Thus, we also
explain the relevance between UV spectral slope  and each topic in the following section,
and we summarize them in the nal section.
1.1 UV Spectral Slope 
The UV continuum spectrum of star-forming galaxies was rst characterized by the spec-
tral index  in the form of f /  in Calzetti et al. (1994). This UV spectral slope  is a
useful probe for the physical quantities of star-forming galaxies such as dust contents, age of
galaxy, Star Formation History (SFH), and metallicity. In the case of less dust attenuation,
younger age, and lower metallicity, the galaxy has the larger negative  value (Figure 1.1).
Since it is relatively simple to measure  values and the rest-frame UV light is observable
from local to high redshift galaxies by current instruments, the UV spectral slope  is one of
the most important information for star-forming galaxies.
1.1.1 Overview
Interstellar dust scatters and/or absorbs UV light, and the UV light at shorter wavelength
is more scattered/absorbed than the UV light at longer wavelength. The wavelength depen-
dence of dust scattering/absorption is investigated as dust attenuation curve of Milky Way,
Large Magellanic Cloud, and/or Small Magellanic Cloud (e.g., Seaton 1979; Koornneef &
Code 1981; Bouchet et al. 1985). Therefore, the dust reddening is considered to be the domi-
nant factor controlling the  value. Indeed, there seems to be a linear correlation between the
 value and the Balmer decrement (i.e., the dierence of Balmer line optical depth between
H and H, which represents the amount of the dust attenuation), and this linear correlation
can be explained by both models of uniform or clumpy dust screen in front of sources (Calzetti



























Figure 1.1: Relation between  value and stellar population calculated from stellar population
synthesis model. The vertical axis is the UV spectral slope  and the horizontal axis is the age of
galaxy. The red and blue solid lines denote the models of instantaneous burst (IB) and continuous
constant star-formation (CSF) with solar metallicity, respectively. The magenta and cyan solid lines
denote the models of IB and CSF with lower metallicity (Z = 0:02Z), respectively. The red and
blue dotted-lines show the dust-attenuated models of IB and CSF with solar metallicity and Av = 1:0
assuming the dust attenuation law of Calzetti et al. (2000), respectively.
the relationship between the  value and the ratio of Far-InfraRed (FIR) to UV uxes (called
InfraRed Excess, IRX; IRX = FFIR=FUV) is calibrated for the local starburst galaxies, and
it is known as a powerful empirical relation, `IRX- relation' (Meurer et al. 1999, hereafter
M99; Figure 1.5). The FIR ux comes from the dust which is heated by the UV radiation,
and hence the IRX value is a direct indicator of dust absorption. By using the IRX- relation,
we can estimate the dust attenuation value from the UV observation alone.
Subsequent studies, however, indicate that the M99 IRX- relation is not always applicable
to the local star-forming galaxies; the deviation from the M99 IRX- relation is reported for
quiescent normal star-forming galaxies and IR luminous galaxies (e.g., Kong et al. 2004;
Burgarella et al. 2005a,b). The normal star-forming galaxies are distributed bellow the M99
relation, and the IR luminous galaxies are distributed above the M99 relation. Although the
reason of the deviation for the IR luminous galaxies is not still clear (see also Section 1.2), the
reason for the quiescent normal star-forming galaxies is that the UV ux is not appropriately
measured in M991, and the re-examinations for the galaxies used in M99 provide the consistent
IRX- relation for both normal star-forming and starburst galaxies (Overzier et al. 2011;
Takeuchi et al. 2012). Recently, thanks to the following new instruments for UV, Mid-IR
(MIR), FIR, and Sub-millimeter wavelength range, the IRX- relation has been studied and
1In M99, the UV ux is measured with International UV Explorer (IUE) whose maximum aperture size
for photometry is much smaller than the aperture size used for IR ux measurement, and then the IRX value
is overestimated.
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discussed for the star-forming galaxies at z  0 (Casey et al. 2014), z  1 (Heinis et al. 2013),
z  2 (Reddy et al. 2006; Chapman et al. 2005), z  3 (Oteo et al. 2013; Alvarez-Marquez et
al. 2016), and even z & 4 (Capak et al. 2015; Bouwens et al. 2016b). Consequently, it seems
that typical star-forming galaxies at z . 3 are roughly distributed on the similar IRX-
relation (Figure 1.5), and we can estimate the dust attenuation from the IRX- relation.
In the IRX- formula, we assume that the dust properties and the underlying stellar
population of star-forming galaxies do not signicantly change among the sample. However,
all the quantities can vary from galaxy to galaxy and can cause the scatter in the IRX-
relation. In fact, the  value of local starbursts depends on the metallicity and the  value
becomes redder with increasing the metallicity (Heckman et al. 1998). Moreover, high-z star-
forming galaxies, whose luminosity is boosted by the gravitational lensing, are individually
investigated and it appears that the high-z galaxies also have the similar trend (Pettini et
al. 2000, 2002; Finkelstein et al. 2009; Siana et al. 2009; Dessauges-Zavadsky et al. 2010).
When considering the link between metal pollution and dust production, these results is not
surprising. In other words, the extremely blue galaxies in the  value (i.e.,    3:0) are
expected to be extremely metal poor galaxies or possibly metal-free galaxies. This prediction
is also indicated from the stellar population synthesis models (Bouwens et al. 2010; Dunlop
et al. 2013). Although the extremely blue galaxies have not been investigated yet, the very
blue galaxies in the  value (   2:2) is certainly low-metallicity galaxies (Erb et al. 2010;
de Barros et al. 2016; Naidu et al. 2016). In addition, bluer star-forming galaxies in the 
value tend to have less massive stellar mass (Finkelstein et al. 2012a) or the stellar population
synthesis models also predict the  dependence on age and SFH of the galaxies. In brief, the
 value can be a tracer of not only dust attenuation but also stellar population of star-forming
galaxies.
Typical  values for given redshift and UV luminosity are individually studied in the
previous literature, and it is broadly found that higher redshift galaxies have bluer  values
(hereafter -z relation) and lower UV luminosity galaxies also have bluer  values (hereafter
-MUV relation). These relations are comprehensively studied and rst conrmed in Bouwens
et al. (2009, 2010) by using the same data set observed with Hubble Space Telescope (HST)
and same analysis method for the star-forming galaxies at z  2:5-7. Although the -MUV
relation became a subject of debates, at present the -MUV relation is accepted to be real
and is often understood as another aspect of the mass-metallicity relation seen in star-forming
galaxies at z . 4 (Tremonti et al. 2004; Erb et al. 2006; Maiolino et al. 2008; Finkelstein et al.
2012a; Bouwens et al. 2012). Moreover, in the most recent study for the -MUV relation, it is
suggested that there is a \knee" in the -MUV relation atMUV   19:0, and the dependence
of  on MUV becomes weaker at MUV .  19:0 than at MUV >  19:0 (Bouwens et al. 2014,
Figure 1.2 Top). The -z relation is interpreted as a history of dust attenuation (i.e., dust
production in star-forming galaxies) by using the IRX- relation, and interestingly the dust
attenuation history at z & 3:0 estimated from the -z relation is smoothly connected with
the dust attenuation history at z . 3 estimated from the direct measurements of both IR and
UV luminosity (Burgarella et al. 2013, Figure 1.3 Top). The dust attenuation history is used
for revealing the history of true (dust-corrected) cosmic Star Formation Rate (SFR) density
(Bouwens et al. 2009, 2012; Madau & Dickinson 2014, Figure 1.3 Bottom), because it is still
dicult to obtain IR luminosity for high-z star-forming galaxies. Currently, the -z relation
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has been used for considering the source of cosmic reionization, assuming that the  value
represents the production rate of hydrogen ionizing photons (Duncan et al. 2015; Bouwens et
al. 2015, 2016a).
In conclusion, the UV spectral slope  has long been investigated from local to high-z
(z  8) star-forming galaxies. The  value enable us to deduce the stellar population, and
especially the IRX- relation is a powerful empirical tool to estimate the dust attenuation
value. The interpretation of -MUV relation and -z relation results in the history of dust
attenuation, cosmic SFR density, and the source of cosmic reionization. However, there is a
discussion about the validity of the IRX- relation and the detailed investigation for the stellar
population of star-forming galaxies is needed in order to utilize the  value as a indicator of
the stellar population.
1.1.2 Recent Issues
According to the recent works, the typical  value is   1:7 for  L galaxies at z = 4
with MUV   21:0 (e.g., Bouwens et al. 2012; Finkelstein et al. 2012a). The typical  value
becomes bluer at higher redshift up to at least z  7 (-z relation) and is   1:9 (Wilkins et
al. 2011; Bouwens et al. 2014). On the other hand, the typical  value for faint galaxies (e.g.,
MUV   19:0) has still uncertainties and the relation between  and UV absolute magnitude
(-MUV relation) has been a subject of debate for the last several years (Bouwens et al. 2012,
2014; Dunlop et al. 2012, 2013; Finkelstein et al. 2012a; Rogers et al. 2014). Bouwens et al.
and Rogers et al. report that bright galaxies have redder  values and faint galaxies have
bluer  values (Figure 1.2 Top), while Dunlop et al. and Finkelstein et al. report that  values
are constant over the observed magnitude range (Figure 1.2 Bottom). This inconsistency in
the -MUV relation can be caused by both large photometric errors for faint galaxies and
selection bias. In the most recent studies, both Duncan et al. (2015) and Bouwens et al.
(2014) show that the  value decreases with the MUV value. Duncan et al. nd the trend
by combining the results of the various literature (Bouwens et al. 2014; Duncan et al. 2014;
Dunlop et al. 2012, 2013; Finkelstein et al. 2012a; Rogers et al. 2014; Wilkins et al. 2011) and
Bouwens et al. discuss the trend by assessing the observational bias (incompleteness) of the
observed  distribution in the faint magnitude range. At present, star-forming galaxies are
considered to have the -MUV relation and for estimating the accurate UV spectral slope  a
large sample of objects with small photometric uncertainties is needed and/or it is necessary
to assess the incompleteness of the observed  distribution.
We also note that the samples in the recent literature are overlapped to some extent since
the set of GOODS-South/HST or HUDF/HST data was mostly used so far. Due to the small
observed area, the number of UV-bright objects in the eld is limited (except for Rogers et al.
2014), and thus these previous studies focused on relatively UV-faint galaxies. The  distri-
bution of the UV-bright objects is, however, also important, since such population provides
important clues to understand early star-formation history in the universe. In particular,
such UV luminous objects are expected to have high star-formation activity (e.g., Kennicutt
& Evans 2012) and it is interesting that the UV-luminous galaxies show the trend of -MUV
relation as reported by the previous works. Actually, Lee al. (2011) shows the results for
z  4 super luminous ( 23:5 . MUV .  21:5) Lyman Break Galaxies (LBGs) and nds
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Figure 1.2: The -MUV relation obtained in three literature for dierent redshift samples. Top:
Result from Bouwens et al. (2014). The red lled squares show the mean  values for each magnitude
bin. The blue and black solid lines represent the best-t simple linear and piecewise-linear function.
In the most right panel, the black dotted line represents the best-t simple linear function for z  4
sample. Bottom Left: Result from Finkelstein et al. (2012a). The red, green, blue, and yellow lled
squares represent individual galaxies in the Hubble Ultra Deep Field (HUDF), GOODS-South Deep
eld, GOODS-S Wide led, and GOODS-S Early Release Science (ERS) eld, respectively. The
gray circles show the median  value. The gray shaded region indicates the  range of typical local
starbursts, whereas the cyan solid line indicates the  value of NGC 1705 which is one of the bluest
local starbursts. Bottom Right: Result from Dunlop et al. (2012). In the upper panel, the blue, green,
and red points show the average  values for galaxies at z ' 5, 6, and 7, respectively. In the lower
panel, the black points represent the average  value for all galaxies over the redshift range of z =5-7.
The Top and Bottom Left gures are taken from Bouwens et al. (2014) and Finkelstein et al. (2012a),




that the UV-brighter galaxies have redder  values. However, the authors adopt the image
stacking analysis in which they stack all the images and make one deepest average image. By
the analysis, it is dicult to discuss the observational bias and the variation of the  values
which represents the variety of the stellar population of the UV-bright galaxies. Therefore, it
is necessary to investigate the  distribution from individual UV-luminous galaxies observed
with wide-eld imaging data.
1.2 Stellar Population of High-z SFGs
Stellar population of galaxies is key information to understand the galaxy formation and
evolution, and the various types of galaxies from local to high redshift universe have been
investigated for revealing the stellar population so far. Among the properties of stellar popula-
tion, dust attenuation value and SFR is estimated and discussed in the relatively wide redshift
range. In general, the typical dust attenuation in star-forming galaxies and the cosmic SFR
density (SFRD) increase from z = 0, and peaks at z  1 for the dust obscuration (e.g.,
Burgarella et al. 2013, Figure 1.3 Top) and at z  2  3 for the cosmic SFRD (e.g., Bouwens
et al. 2012, Figure 1.3 Bottom; Madau & Dickinson 2014). After the peak, both the quan-
tities decrease with increasing redshift. At z . 3, these results are obtained from the direct
measurement of dust thermal emission (typically rest-frame  = 8   1000m) for individual
galaxies. On the other hand, at z & 4 these results are derived from the indirect method
which utilize the UV spectral slope  due to several reasons. In the following subsection,
we rst introduce the relation between the UV spectral slope  and the stellar population in
detail, and then show the key results about the dust obscuration and SFR focusing on highly
dust obscured star-forming galaxies (Dusty Star-Forming Galaxies; DSFG).
1.2.1 Detailed Connection between UV Spectral Slope  and Stellar pop-
ulation
As described above, the UV spectral slope  is a useful indicator of stellar population
of star-forming galaxies. In fact, the UV spectral slope  is sensitive to the existence of
hot, massive, and short-lived stars such as O- and B-type stars (Figure 1.4). The balance
between OB-type stars and the other type stars is very important, and if OB-type stars
are more populated in a galaxy, the  value of the galaxy becomes bluer. In other words,
the older-age galaxies tend to be redder in the  value due to the short life time of OB-
type stars. Furthermore, the  value becomes much redder when the SFH of the galaxies
is not continuous star formation, i.e. single instantaneous burst for the extreme case. The
(stellar) metallicity also inuences the  value since the hardness of the stellar spectrum
depends on the metallicity. The eective temperature of the stars decreases with increasing
the metallicity, and then the galaxies with high metallicity tend to be redder in the  value
(Figure 1.1). Note that the inuence from the metallicity is much smaller than the inuence
from the age and/or SFH. In addition to these stellar origin  variation (or we can call
them intrinsic  variation), the rest-frame UV light is strongly aected by dust obscuration.
The amount of the dust obscuration and its wavelength dependence are characterized by the
dust attenuation value, Av or E(B-V), and the assumed dust extinction curve such as Milky
12
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Figure 1.3: Top: The IRX value (left axis) or the Far-UV (FUV) dust attenuation (right axis) are
plotted as a function of redshift. The black dots are calculated by integrating the luminosity function,
and the green dots and green lled area show the mean and uncertainties computed from the bootstrap
resampling method. Bottom: The SFRD (left axis) or luminosity density (right axis) as a function of
redshift is shown. The SFRD is computed from the rest-frame UV luminosity density. The blue points
and shaded region represent the observed SFRD, and the red points and shaded region represent the
dust-corrected SFRD by applying the dust correction estimated from the M99 IRX- relation. The
black points are taken from previous literature. The dark red dashed line and shaded region represent
the contribution from the LIRG/ULIRG population. The Top gure is taken from Burgarella et al.
(2013), reproduced with permission c ESO. The Bottom gure is taken from Bouwens et al. (2012),
reproduced by permission of the AAS.
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Figure 1.4: The contribution to the whole galaxy spectrum from the various type stars. The vertical
axis shows the normalized ux in the unit of erg s 1A 1 in a logarithmic scale and the horizontal axis
shows the rest-frame wavelength in the unit of A. The red solid line shows the example spectrum of a
star-forming galaxy. The seven colored dotted-lines represent the dierent type stars described in the
panel. The purple hatched area represents the wavelength range used for calculating the  value.
Way (MW), Large Magellanic Cloud (LMC), Small Magellanic Cloud (SMC), and starbursts
(Calzetti et al. 2000). The  variation from the dust obscuration is comparable to or larger
than the  variation from the age and/or SFH of galaxies. Therefore, there is diculty in
deducing the stellar population from only the observed  value, especially for the galaxies
with redder  values ( &  2:0), since the eect of the dust obscuration on the color of the
galaxy is degenerated with the age. It is essential to resolve these degeneracy in order to
conrm whether the observed UV spectral slope  really traces the stellar population, or not.
One of the way to avoid the degeneracy is the Spectral Energy Distribution (SED) tting
analysis. Although we need a multi-band photometry catalog for this analysis, we can deduce
the stellar population of galaxies by modeling the broad-band SED. In particular, older-
age star-forming galaxies tend to have the strong Balmer Break (at rest-frame   3600),
and the strong spectral feature is an important clue to resolve the degeneracy between dust
and age. Erb et al. (2010) perform the SED tting analysis for the star-forming galaxy at
zspec = 2:3048 which is very blue in the  value ( =  2:1). The authors nd that the blue
galaxy have the extraordinary conditions of a young age (< 100Myr), low mass (M 109M),
and unreddened (E(B   V ) ' 0:02). In the paper, the spectroscopic observation also shows
that the galaxy has the low metallicity (Z  1=6Z) and relatively low SFR (15M/yr).
de Barros et al. (2016) and Naidu et al. (2016) also do the same analysis for the blue star-
forming galaxies at zspec = 2  3, and obtain the similar dust attenuation value, stellar mass,
and metallicity, but the relatively older age ( a few  100Myr). We, however, note that
the target galaxies in de Barros et al. (2016) and Naidu et al. (2016) are a highly Lyman
Continuum leaking galaxy (see also Section 6.2), and the targets perhaps have the unusual
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properties compared with the typical star-forming galaxies. Hathi et al. (2016) investigate the
star-forming galaxies at zspec = 2  2:5 selected from the spectroscopic sample of the VIMOS
Ultra Deep Survey. The authors nd that the galaxies with the red  value tend to have
the higher dust attenuation value and higher stellar mass. Consequently, the UV spectral
slope  can roughly trace the stellar population of star-forming galaxies; namely, the blue
galaxies have the properties of less dust attenuation and low stellar mass, and most likely
have moderately young age and low metallicity.
1.2.2 Dusty Star-Forming Galaxies and UV Spectral Slope 
Another important study about the UV spectral slope  is `IRX- relation'. The dust
attenuation value can be directly estimated from the measurement of the dust thermal emis-
sion without complicated assumptions such as dust extinction curve and underlying stellar
population, and thus the relation between the dust attenuation in star-forming galaxies and
the  value has long been studied. Meurer et al. (1999, hereafter M99) investigate the relation
between the  value and the ratio of total (or bolometric) InfraRed (IR) luminosity, LTIR,
to UV luminosity, LUV (called IRX; IRX = LTIR=LUV) for local starburst galaxies, and nd
that there is a relatively tight correlation between  and IRX (called IRX- relation; Fig-
ure 1.5 Left). Within a galaxy, UV photons are absorbed by dust and re-emitted at the IR
wavelength range as the dust thermal emission. Therefore, the IRX value is a direct indicator
of the dust obscuration and can be converted to the dust attenuation value. Until now, the
IRX- relation has been studied and discussed for the star-forming galaxies from local to up
to z  3 (Figure 1.5 Right; e.g., Overzier et al. 2011; Takeuchi et al. 2012; Heinis et al. 2013;
Casey et al. 2014; Alvarez-Marquez et al. 2016). Although there are some dierences in the
IRX- relation among the literature, the typical star-forming galaxies are roughly distributed
on the similar relation.
For the star-forming galaxies at z & 4, the IRX- relation is not investigated since there
are diculties in identifying the counterparts of the galaxies at the wavelength of the dust
thermal emission. First, the current instruments for Mid-IR (MIR), Far-IR (FIR), and Sub-
Millimeter wavelength range have the coarse spatial resolution (& 1000) than the optical/NIR
instruments (. 100) except for the Atacama Large Millimeter/submillimeter Array (ALMA).
Second, it is dicult to detect the dust thermal emission by the current instruments at the
MIR and FIR wavelength range due to the positive K -correction. Finally, the galaxies at
higher redshift may show the weak dust thermal emission. Indeed, the observation with
ALMA indicates that the IRX value of typical star-forming galaxies at z & 4 is signicantly
smaller than the IRX value expected from the M99 IRX- relation although the sample
size and survey area are not large enough (Capak et al. 2015; Bouwens et al. 2016b). It is
not clear whether the IRX- relation is really applicable to the high-z star-forming galaxies.
Nevertheless, applying the M99 IRX- relation to the star-forming galaxies at z & 4, Bouwens
et al. (2009, 2012) nd the evolution of the dust obscuration from z  7 to z  4. Burgarella
et al. (2013) investigates the UV and IR luminosity function from z = 0 to z = 4, and shows
that the IRX value peaks at z  1:2 (Figure 1.3 Top). Interestingly, the result of Burgarella
et al. (2013) is continuously connected to the results of Bouwens et al. (2009). Therefore, it
implies a cosmic dust attenuation history: the dust obscuration increases from z = 0, peaks
15
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βUV stacking (This work)
PACS−LBGs (Oteo+2013)
UV−sel (z~1.5, Heinis+13)
Figure 1.5: IRX- diagram for local starbursts (Left) and high-z LBGs (Right). Left: The left axis is
the IRX value and the right axis is the corresponding dust attenuation at  = 1600A. The black dots
represent individual local starbursts, and the black solid line indicates the IRX- relation proposed
in Meurer et al. (1999). The black dotted line indicates the suggested model of Pettini et al. (1998).
Right: The left axis is same as the Left panel and the right axis is the corresponding dust attenuation
at GALEX /FUV-band. The red lled squares and solid line represent the stacked results and its
best-t function for LBGs at z  3 (Alvarez-Marquez et al. 2016). The blue open squares denote
the individual Herschel/PACS-detected LBGs at z  3 (Oteo et al. 2013). The cyan open diamonds
denote the stacked results for UV-selected galaxies at z  1:5 (Heinis et al. 2013). The black various
lines show the results for local starbursts from M99 (triple-dot-dashed line), Takeuchi et al. (2012,
dotted line), Overzier et al. (2011, dot-dashed line), and Casey et al. (2014, dashed line). The Left
gure is taken from Meurer et al. (1999), reproduced by permission of the AAS. The Right gure is
taken from Alvarez-Marquez et al. (2016), reproduced with permission c ESO.
at z  1:2, and decreases toward higher redshift, at least up to z  6-7.
While the IRX- relation has a uncertainty for the high-z star-forming galaxies, even
at z  2-3 the IRX value of the DSFGs also deviates from the IRX- relation toward the
higher IRX value (Figure 1.5 Right; e.g., Reddy et al. 2006; Chapman et al. 2005; Oteo et
al. 2013). It means that the DSFGs at z  2-3 are dustier than the typical starbursts at
z  0 and the DSFGs at z  1 although the observed  value is similar among the galaxies.
The DSFGs are identied as Luminous InfraRed Galaxies (LIRGs), Ultra LIRGs (ULIRGs),
SMGs, and/or simply FIR-detected galaxies, which emit the bulk of their energy at the
rest-frame IR wavelength. The LIRG/ULIRG population is characterized by their total IR
luminosity, and the LIRGs/ULIRGs are the galaxies with 1011L < LTIR < 1012L and
1012L < LTIR < 1013L, respectively. These populations have been studied by using the
MIR and FIR space telescopes (e.g., IRAS, Neugebauer et al. 1984; ISO, Lemke et al. 1996;
Spitzer, Rieke et al. 2004; Herschel, Grin et al. 2010, Poglitsch et al. 2010), and the intense
IR emission is fueled by star formation and/or Active Galactic Nuclei (AGNs). The fraction of
LIRGs/ULIRGs with AGN increases with their IR luminosity, and at least  50% of ULIRG
population with LTIR > 1012:3L have the signature of AGN (Veilleux et al. 1995, 1999; Yuan
et al. 2010). Moreover, all the LIRGs/ULIRGs with LTIR > 1011:5L at local universe show
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Figure 1.6: Comoving IR luminosity density as a function of redshift for several populations. The left
vertical axis is the IR luminosity density and the right vertical axis is the corresponding SFRD. The
green, blue, orange, and red lled regions denote the all galaxies, low-luminosity galaxies with LTIR <
1011L, IR luminous galaxies (LTIR  1011L; LIRGs + ULIRGs), and ULIRGs (LTIR  1012L),
respectively. The black dashed line represent the SFRD calculated from the NOT dust-corrected UV
luminosity. The black diamonds with error bars show the SFRD obtained from previous literature.
The gure is taken from Le Floc'h et al. (2005), reproduced by permission of the AAS.
a signature of major or minor mergers (Larson et al. 2016). Therefore, the major merger of
gas-rich galaxies can be a dominant process igniting the star formation and/or AGN, and
this event is understood as a part of the formation and evolution scenario of local massive
ellipticals; the interaction of galaxies causes the LIRG/ULIRG phase which is followed by
the AGN/quasar phase, and then massive ellipticals are formed after the termination of star
formation and AGN through dry minor mergers (Sanders et al. 1988; Hopkins et al. 2008).
The SMG population is the objects detected at the observed-frame sub-millimeter wavelength
(typically obs  250m-2mm). The SMGs were rst discovered with the Submillimeter
Common User Bolometer Array (SCUBA; Holland et al. 1999) on the James Clerk Maxwell
Telescope (JCMT), and the SMGs were dened as 850m-detected galaxies. Although there
is a diculty in identifying the counterparts of SMGs, the redshift distribution of SMGs is
studied and seems to have a peak at z  2:5 for 850m- and 1.1mm-detected SMGs (Chapman
et al. 2005; Chapin et al. 2009; Banerji et al. 2011; Wardlow et al. 2011; Yun et al. 2012;
Simpson et al. 2014). Therefore, the SMG population is considered as the higher-redshift
LIRG/ULIRG population, namely a kind of the DSFGs.
The prominent IR emission of the DSFGs comes from the dust thermal emission heated
by strong internal UV emission, and hence most of the UV light (or star formation) in the
DSFGs are hidden by thick dust. It is important to reveal such hidden star formation and
its contribution to the cosmic SFRD. Le Floc'h et al. (2005) nd that the contribution of the
IR-luminous sources (LTIR  1011L; LIRGs + ULIRGs) to the total IR luminosity density
sharply increases from z = 0 to 1, and it reaches 70% at z  1 (Figure 1.6). The contribution
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of the ULIRGs also increase from z = 0 to 1, but it is modest ( 10% at z  1). The
authors also show that the cosmic SFRD converted from the total IR luminosity density (the
green region in Figure 1.6) is much higher than the cosmic SFRD estimated from the not
dust-corrected UV luminosity (the black dashed line) over the redshift range. Magnelli et al.
(2011, 2013) extend this study and show that the contribution of the ULIRGs to the total IR
luminosity density continues to increase from z = 1 to 2 and reaches 50% at z  2, although
the contribution of the LIRGs is 50% at z  1 and 30% at z  2. Therefore, the IR-luminous
galaxies dominate the cosmic SFRD at z = 0-2, and particularly the contribution from the
LIRGs/ULIRGs becomes much higher toward higher redshift (up to z  2). Note that, in
the conversion from IR luminosity to SFR, the authors assume that the origin of the dust
thermal emission is attributed to star formation, and does not consider the contribution from
AGNs to the IR luminosity.
Gruppioni et al. (2013) investigate the total IR luminosity density over the wider redshift
range (0 < z < 4), and show that the total IR luminosity density steeply increases from z = 0
to 1, attens between z  1 and 3, and decreases toward higher redshift (z > 3). Madau &
Dickinson (2014) compile a number of results from previous literature and show the global
history of the cosmic SFRD (Figure 1.3 Bottom). However, at z & 4 the cosmic SFRD relies
on the dust-corrected UV luminosity whose dust attenuation value is estimated from the M99
IRX- value (Bouwens et al. 2012). In conclusion, the DSFGs play a critical role in the
history of the dust attenuation and the cosmic SFRD. In order to reveal the nature of star
formation at z & 4, it is necessary to place a strong constraint on the dust attenuation in
star-forming galaxies at z & 4.
1.3 Spatial Clustering
In the  Cold Dark Matter (CDM) universe, the large-scale structure is hierarchically
formed through the mergers of dark matter halos across cosmic time. Since galaxy formation
and evolution are closely linked to the structure formation, the information of galaxy spatial
clustering can provide an unique insight into the assembly history of dark matter and baryon
mass. In general, the spatial clustering is quantied by two-point correlation function. The
separation of pairs is customary described by the real-space vector r or the redshift-space (z-
space) vector s in comoving coordinates. If we know the redshift for all target galaxies, we can
measure the z-space correlation function, (s), the z-space two-dimensional (2-D) correlation
function, (; ), and the projected correlation function, !p(). In the last two correlation
functions,  and  represent the separation distance of pairs transverse and parallel to the
line-of-sight, respectively2. Otherwise we cannot always know the redshift information for
all targets, and instead we measure the angular correlation function (ACF), !(), in which
 represents the separation angle of pairs. In any case, the main purpose of the clustering
analysis is to infer the real-space correlation function, (r), which is ordinary characterized by
a power-law of the form (r) = (r=r0) , and then the nal goal is to estimate the correlation
length, r0, and the correlation slope, . By combining the CDM model with the clustering




Figure 1.7: The clustering correlation length (Left) and slope (Right) are shown as a function of
the optical luminosity for the dierent optical color samples at z < 0:25. The black open circles, red
open triangles, and blue lled points represent the samples of whole galaxies, optical red galaxies, and
optical blue galaxies, respectively. The red and blue galaxies are dened by g   r = 0:21   0:03Mr.
The luminosity is calculated from r -band magnitude, and for computing the correlation function the
samples are divided into each luminosity bin. Therefore, the number of galaxy is signicantly small at
the faintest bin. The gure is taken from Zehavi et al. (2011), reproduced by permission of the AAS.
analysis, we can interpret the results as the mean dark matter halo mass and/or galaxy-dark
matter bias of the target galaxies.
The larger clustering length and steeper clustering slope mean the higher mean dark
matter halo mass hosting target galaxies. The mass of the host dark matter halos is expected
to depend on the type of the galaxy population, and thus the two-point correlation function
can have variations as a function of redshift, luminosity, color, morphology, SFR and stellar
mass of galaxy sample. It is generally accepted that the galaxies which are luminous in rest-
frame optical/UV, red in rest-frame optical, early-type, higher SFR, and higher stellar mass
are more clustered than the galaxies which are less luminous, blue, late-type, lower SFR, and
lower stellar mass (Figure 1.7; e.g., Bethermin et al. 2014; Kashikawa et al. 2005; Ouchi et
al. 2004, 2005; Zehavi et al. 2011). Furthermore, comparing the correlation function for the
various type of galaxies, we can deduce the origin of the galaxy population. For example,
Bielby et al. (2016) investigate the angular auto- and cross-correlation function of LBGs and
LAEs at z  3, and nd that the clustering length of LBGs and LAEs are consistent at faint
UV continuum magnitude. Finally the authors conclude that LAEs are a low-luminosity
subset of LBGs in their sample. As another example, Hickox et al. (2012) investigate the
cross-correlation function between SMGs and Spitzer/IRAC detected-galaxies, and nd that
the clustering length of SMGs is similar to that of QSOs at the same redshift assuming the
clustering slope of  = 1:8. The authors conclude that the SMGs and QSOs occur in the
same systems. In these ways, the clustering analysis is used for revealing the nature of galaxy
formation and evolution.
For understanding the detailed relationship between observed galaxies and invisible dark
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matter halos, the important framework is the Halo Occupation Distribution (HOD; e.g.,
Peacock & Smith 2000; Berlind & Weinberg 2002). The HOD modeling describes the
number of galaxies, N, in a dark matter halo of virial mass, M, by the conditional probability
distribution, P (N jM). In this model, galaxies are classied into two categories according to
the location of the galaxies within a host dark matter halo. One is the central galaxy, which
is at or near the center of the host dark matter halo, and the other is the satellite galaxies,
which reside in the same host halo but not near the center. The satellite galaxies is also
considered to be hosted in subhalos which are gravitationally bound distinct halos within the
larger host halo (Kravtsov et al. 2004). According to the HOD formalism, the signal of the
two-point correlation function on scales smaller than a typical halo size is produced by the
pairs of central and satellite galaxies which reside in a same host halo. This component is
called the `one-halo' term. On the other hand, the signal on scales larger than a typical halo
size is attributed to the pairs of galaxies which reside in two dierent halos. This component
is called the `two-halo' term. By cosmological N-body simulations, the prominent excess of
the one-halo term compared with the two-halo term is predicted for the galaxies at higher
redshift (z & 1; Kravtsov et al. 2004). The simulations also indicate that the power-law shape
correlation function, (r) = (r=r0) ; which is observed in the local universe so far, is formed
from the specic balance between the one- and two-halo terms (Berlind & Weinberg 2002).
Indeed, the previous observational studies for high redshift galaxies (z  3   4) show that
the ACF (or projected correlation function) deviate strongly from a power-law on the small
scales (e.g., Ouchi et al. 2005; Bielby et al. 2011, 2013). Moreover, even at z = 0 the small
departures from a power-law on the small scales are also reported by Zehavi et al. (2004).
Consequently, the framework of HOD is a powerful theoretical model to interpret the observed
two-point correlation function, and to provide the strong constraint on the environment of
galaxies.
As mentioned in Section 1.2, the UV spectral slope  strongly depends on the stellar
population of star-forming galaxies. Particularly, if a galaxy shows the extremely blue 
value ( <  3:0), the stars in the galaxy are formed from less metal-polluted HI gas and the
galaxy is extremely young and nearly dust-free (perhaps, for the extreme case, the galaxy
can be a primordial galaxy which is dominated by metal-free PopIII stars). In a given epoch,
it is considered that such an extremely blue stellar system is hosted in less massive dark
matter halo and tends to be less clustered than the redder stellar system, or may be isolated.
Consequently, the clustering power of the galaxies with blue  value (namely, blue color
in rest-frame UV) becomes smaller than that of the galaxies with red  value. Although
the previous works compare the optically red (quiescent) galaxies with the optically blue
(star-forming) galaxies, the comparison between the blue and red star-forming galaxies is not
investigated. Assuming the above relation between the UV spectral slope  and the spatial
distribution, the  value should show the variations of the clustering amplitude and slope,
and can be used as a probe of the mass assembly and metal enrichment.
1.4 Direction of This Work
The UV spectral slope  represents the hardness of the UV continuum ux of star-forming
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galaxies, and the measurement of the  value is relatively simple even for the galaxies at higher
redshift. Bellow, we briey summarize the introductions, issues, and motivations.
 According to recent works, the  value is measured for high-z star-forming galaxies
(z  3   7), and the -z relation and -MUV relation is well investigated especially
for the faint star-forming galaxies. On the other hand, the -MUV relation for the
luminous star-forming galaxies is not suciently investigated due to the small FoV of
the HST imaging data set. It is required to study the -MUV relation for luminous
high-z galaxies by using wide eld imaging data.
 We can roughly deduce the stellar population of star-forming galaxies from the  value.
In particular, the IRX- relation is useful for estimating the dust attenuation value
although we need more discussions on the validity of the relation for high-z galaxies
and DSFGs. We should investigate the relation between the  value and the stellar
population in detail for higher redshift galaxies.
 The spatial clustering depends on the mass assembly of DM halos. The extremely blue
 systems can trace the less massive DM halos, and thus we probably identify the
dierences of the spatial clustering between the red and blue  systems.
On the basis of the motivation, we focus on Lyman Break Galaxies (LBGs) at redshift
4 (3:5 < z < 4:5) which is the boundary redshift accessible to the dust thermal emission by
current IR instruments. It is worth investigating the stellar population of z  4 LBGs in
detail by using the SED tting analysis.
In the following, we briey explain the structure of this paper. In Section 2, we show
detailed informations of imaging data. Our target eld is the Subaru/XMM-Newton Deep
Survey (SXDS) eld which is partially covered by other surveys. Thus, the informations
of all the imaging data we use in this research are shown. In Chapter 3, the procedures
for calculating the UV spectral slope , making a photometric catalog, and the clustering
analysis are explained. In Chapter 4, we show the result of the observed  distribution. The
purpose of this analysis is to investigate the trend of -MUV relation and justify it. For
the justication, we also show the result from Monte-Carlo simulations which compute the
detectability of star-forming galaxies by taking account of our adopted selection criteria. In
Chapter 5, we rst show some examples of the SED tting analysis and consider its validity.
Then we discuss the intrinsic UV spectral slope  and the stellar population. After that,
in order to verify our analysis, we discuss the dependence of the -MUV relation on SFHs
and we check the distribution of our sample on a color-color diagram which is calculated by
using a population synthesis model. Finally, we discuss the dust attenuation law of high-z
star-forming galaxies. In Chapter 6, we show a result of the clustering analysis and mention
its future prospect. Moreover, we also mention the EW(H)- method as the other future
prospect which has a great potential to reveal the source of reionization.
Last of all, in regard to the cosmological parameters, we assume 
m;0 = 0:3, 
;0 = 0:7,
H0 = 70 km s 1 Mpc 1. Throughout this paper, we apply the AB magnitude system (Oke





The SXDS eld is one of the deep and wide survey eld observed with Subaru/Suprime-
Cam B, V, R, i0, z0-band (Furusawa et al. 2008). The survey area is as large as 1deg2,
and this eld is partially covered by other deep surveys, i.e., UDS-UKIDSS/UKIRT, UDS-
CANDELS/HST, and SEDS/Spitzer (Figure 2.1). In addition to the archival SXDS data, we
used the data of updated-z0 from Subaru/Suprime-Cam, J, H, and K from UKIRT/WFCAM,
F125W and F160W from HST/WFC3, and 3.6m and 4.5m from Spitzer/IRAC. The
updated-z0 band images are new ones observed by the updated CCD (Furusawa et al. 2016)
and  0:5 mag deeper than the archival SXDS data. The J, H, and K -band images are
taken from the UKIRT Deep Sky Survey (UKIDSS; Lawrence et al. 2007) DR10 in which
this eld is observed as the Ultra Deep Survey (UDS) eld. The F125W and F160W band
images are taken from the Cosmic Assembly Near-Infrared Deep Extragalactic Legacy Survey
(CANDELS; Grogin et al. 2011; Koekemoer et al. 2011). The 3.6m and 4.5m band images
are taken from the Spitzer Extended Deep Survey (SEDS; Ashby et al. 2013). In this work,
we made a photometry catalog of the SXDS eld by ourselves. The detailed procedure is
described in Section 3.2.
The imaging data set in the SXDS eld covers the very large wavelength range from
 4000A to  45000A in the observed-frame. In terms of the survey depth, survey area,
and wavelength coverage, the SXDS eld is quite unique compared with other surveys and
the best survey eld in order to investigate the stellar population of high-redshift galaxies.
In particular, the deepest J, H and K -band images are very useful to constrain the stellar
population of z  4 galaxies because the wavelength range of JHK -band covers the wavelength

























Figure 2.1: Field map of imaging data used in our analysis. The blue solid lines, which make the
ve open rectangles, show the sky coverage of the SXDS/Subaru eld; the green dot-dashed lines,
which make the four open rectangles, represent the sky coverage observed with Subaru/updated-z0;
The red dashed line, which make the large open square, represents the sky coverage of the UDS-
UKIDSS/UKIRT eld; the magenta dashed line, which make the smallest rectangle, represents the
sky coverage of the UDS-CANDELSHST eld; and the brown two-dot-dashed line, which make the
polygon, represents the sky coverage of the SEDS/Spitzer eld. Our catalog consists of the objects
within the area covered by all of the SXDS, updated-z0, and UDS eld since we used the i0, z0,
updated-z0, and J -band photometry for estimating the  value. This area is lled by the yellow
slanting lines.
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Table 2.1: Summary of Original Data.
Name of Field Instrument Filter Lim. Mag. PSF FWHM
(5, AB) (arcsec)
SXDS Subaru/Suprime-Cam B  27:5a 0.8
SXDS Subaru/Suprime-Cam V  27:1a 0.8
SXDS Subaru/Suprime-Cam R  27:0a 0.8
SXDS Subaru/Suprime-Cam i0  26:9a 0.8
SXDS Subaru/Suprime-Cam z0  25:8a 0.7
Subaru/Suprime-Cam updated-z0 26.5b 1.0
UDS-UKIDSS UKIRT/WFCAM J 25:5b 0.8
UDS-UKIDSS UKIRT/WFCAM H 24:9b 0.8
UDS-UKIDSS UKIRT/WFCAM K 25:2b 0.8
UDS-CANDELS HST/WFC3 F125W 25:6b 0.12
UDS-CANDELS HST/WFC3 F160W 25:6b 0.18
SEDS Spitzer/IRAC 3.6m 24.75c 1.8
SEDS Spitzer/IRAC 4.5m 24.8c 1.8
a Derived from Furusawa et al. (2008). This value is measured with 200 random
aperture for original (not PSF-matched) images.
b Measured by SY with 200 for PSF-matched images. Although there is a little
dierence of limiting magnitude between the FoVs for each broad-band lter, the
dierence is negligible.
c Derived from Ashby et al. (2013). This value represents the typical total magnitude





3.1 Measurements of UV Spectral Slope 
First of all, I describe the method for the measurement of the UV spectral slope .
According to the original denition of Calzetti et al. (1994), the  value should be estimated
from the Spectral Energy Distribution (SED) from 1250 A to 2600 A thorough the 10
tting windows (Figure 3.1 Left and Table 3.1). However it is impractical to accurately
measure the continuum ux from spectroscopic data for all the targets. Instead we apply the
simple power-law tting to the broad-band photometry with the following functional form,
M(x) =  2:5 ( + 2) logx + Const (3.1)
where x is the eective wavelength of xth broad-band lter, M(x) is the measured magni-
tude of xth broad-band lter, and Const is a constant value. This method is suitable since
the bias in the  estimation is small (Finkelstein et al. 2012a; Rogers et al. 2013). For the
tting, we conducted the least square tting to the at least three broad-band lters which
cover the rest-frame wavelength from  1500 to  2500A. Although using the larger number
of the photometric data points results in more accurate determination of the  value, we
need to select the optimal broad-band lters for the tting so as to avoid strong spectral
features. In the rest-frame UV wavelength range, the redshifted Ly ( = 1216A) line and
Balmer Break (  3600A) can be a contamination aecting the broad-band photometry. For
example, when we calculate the  values of z  4 galaxies, the R (  6000   7000A) and
H (  15000   17000A) band lters are probably aected by the strong spectral features
(Figure 3.1 Right). Consequently, we used the i0; z0, updated-z0, and J -band lters for the
objects in the SXDS led, the R, i0 and z0-band lters in the SSA22 eld, and the i, z, y-band
lters in the ELAIS-N1 elds. Throughout the paper, the  value is calculated by the above
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HSC/grizy + HST/JH
Figure 3.1: Left: Fitting window for calculating the  value dened in Calzetti et al. (1994). The
red solid line shows the sample spectrum of a star-forming galaxy, and the blue dotted line denotes the
best-t function of f /  . The vertical axis represents the normalized ux in the unit of erg s 1A 1,
and the horizontal axis represents the rest-frame wavelength in the unit of A. Right: Sample spectra
for star-forming galaxies at dierent redshifts (Top), and the response curves of broad-band lters
used in our analysis (Middle and Bottom). In the top panel, the blue, green, and red solid lines show
the spectra of the star-forming galaxies at z = 3, 4, and 5, respectively. The vertical axis is same
as left panel, but the horizontal axis represents the observed-frame wavelength in the unit of A. In
the middle panel, from left to right the response curve of Subaru/Suprime-Cam BVRi0z0-band and
UKIRT/WFCAM JHK -band are shown. In the bottom panel, from left to right the response curve of
Subaru/HSC grizy-band and HST/WFC3 JH -band are shown.
Table 3.1: Fitting Window dened in Calzetti et al. (1994),
reproduced by permission of the AAS.












3.2. PHOTOMETRIC CATALOG FOR SXDS FIELD
3.2 Photometric Catalog for SXDS Field
3.2.1 Photometry
In this study, we made a photometric catalog which includes the photometry from SXDS/B
to SEDS/4.5m (the data is summarized in Table 2.1). For the data from B to K band,
we measured 200-diameter aperture magnitude by using the SExtractor1 ver.2.5.0 (Bertin &
Arnouts 1996). Before measuring the photometry, the smaller PSF images are convolved
with Gaussian kernels to be matched in FWHM of the stars (100.0) with the original updated-
z0 band image. For the 3.6m and 4.5m photometry, we used the photometry from the
archival catalog made by Ashby et al. (2013) after applying aperture correction. Finally, we
picked up the objects which are in the overlapped region covered by both the SXDS and UDS-
UKIDSS elds (Figure 2.1; the overlapped region is lled by yellow slanting lines) because we
need both optical and NIR photometry for estimating the UV spectral slope value of z  4
galaxies.
3.2.2 Sample Selection
From the above photometric catalog, we selected the objects satisfying all the following
criteria.
(1) i0  26:0
(2) updated-z0, and J band detected
(3) B  R > 1:2, R  i0 < 0:7, and B  R > 1:6 (R  i0) + 1:9
(4) 3:5  zphot < 4:5 with reduced 2  2
The criteria (1) is applied so as to select the galaxies bright enough to have small photo-
metric errors and the criteria (2) is required to estimate the  value accurately. The criteria
(3) is the BRi0 LBG selection reported by Ouchi et al. (2004) and it is intended to pick up
star-forming galaxies at z  4. In Ouchi et al. (2004), the LBG selection is investigated for
the Subaru/Suprime-Cam lter set, and the detectability of z  4 galaxies and the rate of
the contamination from low-z galaxies are discussed. Therefore, at least for our data set, this
selection is optimal. Up to this criteria, the total number of objects is  2100. The criteria
(4) is applied so as to select the reliable galaxies at z  4. The reduced 2 value is calculated
for each galaxy from 2=d.o.f, in which d.o.f = (number of observed broad-band lters for
each galaxy)   (number of free parameters in the tting). In the selection procedure, our
concern is only the photometric redshift and thus we adopted the number of free parameters
= 1. As a result, our catalog contains  1800 LBGs. In other words, 300 objects are rejected
by the criteria (4), and most of the rejected objects have the 2=d.o.f > 2 or zphot  0:5.
3.2.3 SED Fitting Analysis
For the SED tting analysis, in which we estimate the photometric redshift and the other





(Bolzonella et al. 2000) with the Bruzual & Charlot (2003) templates3 (hereafter BC03) and
the STARBURST994 (Leitherer et al. 1999) templates (hereafter SB99). The BC03 templates
are chosen as \typical galaxy" models and constructed from ve dierent SFHs, fteen age
values, and three metallicity values with the Chabrier Initial Mass Function (IMF). The ve
SFHs are Single Burst with the nite time duration (=10Myr), Continuous Constant, and
Exponentially Decline with =0.1Gyr, 2Gyr, and 5Gyr. The fteen age values distribute
between 2 Myr and 10 Gyr, and the three metallicity values are Z = 0:02Z; 0:2Z, and Z.
The SB99 templates are adopted as \young star-forming galaxy" models and constructed from
two SFHs, fteen age values, four metallicity values, and two extreme nebular continuum cases
with the Kroupa IMF. The two SFHs are Instantaneous Burst and Continuous Constant, the
fteen age values distribute between 0.01 Myr and 150 Myr, and the four metallicity values
are Z = 0:02Z; 0:2Z; 0:4Z; and Z. In the run of the Hyperz, the dust attenuation value,
Av, is ranged from 0.0 to 3.0 with Av=0.1 assuming the Calzetti et al. (2000) attenuation
law for dust extinction curve.
3.3 Methodology of Clustering Analysis
For studying clustering properties, we measure the angular auto-correlation function (here-





In this equation the term of DD, DR, and RR represents the number of pairs, which indi-
cates data-data, data-random, and random-random object, respectively, with the separation
between    =2 and  + =2. The random object is generated from a random number
which places within the eective survey area and we make the 200,000 random objects for the
SXDS eld. The ACF signals are calculated from   2 to   1000 arcsec with the binning
of log  = 0.40.
The errors of the ACF signals are estimated by using the bootstrap resampling method
(Ling et al. 1986). In the bootstrap method, we pick up the data objects permitting repetition
and make a data catalog which has the same number of objects as the original data catalog.
We calculate !() for the catalog by Eq.(3.2) and repeat this process 10,000 times. Finally
we obtain the number distribution of !() which provide the plausible value of !() and the
standard deviation of !() as the error of the ACF signal.
For the quantitative discussion, we t the observed ACF signals by the power-law form,
!() = A!1  , which is the ducial model of the ACF. However, because of the limited
survey area and shape, the observed ACF signals are underestimated compared with the
intrinsic ACF signals and this oset can be quantied as the integral constant (IC; Groth &
Peebles 1977). Therefore the observed ACF signals should be tted by,
!obs() = !int()  IC
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When we know the index of , we can numerically calculate the IC/A! value from the random
object sample. By using the least-square non-linear tting method, we can estimate the A!,
, and IC=A! value. In this paper we use the arcsec scale unit for the separation of the object





4.1 Observed Distribution of UV Spectral Slope 
Figure 4.1 shows the obtained distribution of the UV spectral slope  as a function of the
UV absolute magnitude at rest-frame 1500A (-MUV relation). The UV absolute magnitude
for each object is calculated from the best-t SED template by integrating the ux from
rest-frame 1450A to 1550A. The green open squares show the objects in the area observed
with Spitzer and the blue ones show the objects out of the area. There seems to be no notable
systematic dierence in the distribution of the sample with and without the SEDS/Spitzer
data. The magenta lled squares with the error bars indicate the mean  value for each bin.
The standard deviation of the  distribution is indicated by the thick marks toward the left
side, and the typical uncertainty in the  value for the individual objects is shown by the thick
marks toward the right side. For the mean values, we just apply the simple geometric mean
without taking account of the individual uncertainty in  for the individual objects. This is
because the mean  value can be biased toward positive values if we weight the  values by
the individual uncertainty for the individual objects, i.e., the uncertainty is not symmetric
and becomes smaller toward positive  values than the opposite. The mean  value, standard
deviation, and typical uncertainty for each bin are summarized in Table 4.1.
Figure 4.2 shows the number histogram of the  value for each magnitude bin. The green
and blue histogram represent the same objects as Figure 4.1. The red solid lines, magenta
dashed-lines, and magenta solid lines represent the mean  value, standard deviation, and
typical uncertainty for each bin, respectively. At the top right in each panel, we describe the
corresponding magnitude bin and the p-value from the two-sample Kolmogorov-Smirnov (K-
S) test. The null hypothesis of the K-S test is that the samples with (green) and without (blue)
SEDS/Spitzer data are derived from the same distribution. As a result, the obtained p-value
is signicantly high (0:50   0:70), and the null hypothesis is not rejected at 5% signicance
level. Therefore, we can conclude that the lack of the information about 3.6m and 4.5m
does not inuence the selection for z  4 star-forming galaxies very much.
From both the gure, the standard deviation is clearly larger than the typical uncertainty























Mean + Std.(Left) + Ave. Err.(Right)
Figure 4.1: Observed UV slope  vs. UV absolute magnitude at rest-frame 1500A (-MUV relation).
The UV absolute magnitude is calculated by integrating the ux of the best-t SED model template
from rest-frame 1450A to 1550A. The green open circles represent the individual objects in the area
of the SEDS and the blue open squares represent the individual objects out of the area. The magenta
lled squares with the error bars represent the mean UV slope  value, standard deviation (left side),
and mean error (right side) of the UV slope  for each magnitude bin, and they are summarized in
Table 4.1.
uncertainty becomes as large as the standard deviation and we expect that the individual
uncertainty in  for individual objects can explain the scatter of the observed  distribution.
In Section 5.2, we will consider whether this large uncertainty can change our conclusions, or
not. At least, in the magnitude range of  22:0 MUV <  20:5, the observed  distribution is
more scattered than the typical uncertainty, and the observed scatter represents the variation
of the stellar population and dust extinction among the sample.
For the whole sample, the mean  value does not decrease with the UV magnitude MUV
but shows the weak correlation with the UV magnitude MUV . In fact, by least-square linear
tting for the magenta points from MUV =  22:0 to MUV =  20:0, the slope of the tted
linear equation becomes  0:04  0:021, which is nearly zero compared with the value in the
previous works for the similar redshift,  0:13 0:02 (Bouwens et al. 2014) and  0:10 0:03
1For the tting, we used standard error of the mean as the uncertainties for each the mean value. Therefore
the uncertainties is calculated by (standard deviation)/(number of galaxy)= =Nobj described in Table 4.1
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Figure 4.2: Number histogram
of the  value for each mag-
nitude bin. The green and
blue histogram represent the
samples with and without the
SEDS/Spitzer data. At the top
right in each panel, the magni-
tude bin and the p-value from the




Table 4.1: Summary of obs-MUV;obs Relation.
MUV bin MUV;mean mean  Mean Err. of  Nobj
-22.0  -21.5 -21.72 -1.67 0.25 0.11 35
-21.5  -21.0 -21.18 -1.72 0.37 0.18 207
-21.0  -20.5 -20.72 -1.78 0.41 0.28 577
-20.5  -20.0 -20.26 -1.75 0.49 0.43 863
-20.0  -19.5 -19.90 -1.50 0.51 0.46 134
(Kurczynski et al. 2014). In Figure 4.3, we show the comparison of our result to the results
from z  4 super luminous LBGs (Lee al. 2011) and z  4 faint LBGs (Bouwens et al. 2014).
Our results indicate that the luminous star-forming galaxies at zphot  4 which are selected
from the ground-based wide eld images show the weaker -MUV relation over the magnitude
range from MUV =  22:0 to MUV =  20:0.
It seems that the distribution of the objects in Figure 4.1 is truncated and the shape
of the distribution looks like a \triangle". This must be a result from either some physical
constraint or some sample selection bias, or both. For example, a galaxy at z = 4:5 with the
i0-band magnitude i0 = 26:0 has MUV .  20:1, and therefore the number of objects, which
are selected from our selection criteria, would decrease in the region around MUV   20 and
   2:5. By using only the three magenta points from the left in Figure 4.1, the slope of
the relation indeed becomes  0:11  0:02 which is quite similar to the value of the previous
works. However, the number of the objects in the most left bin is much less than the other
bins (see column 6 in Table 4.1) and consequently the slope is almost estimated from only the
two data points. It is very risky to calculate the slope by only the two data points. In order to
take account of our selection bias including the above, we need to assess the incompleteness
of the observed  distribution, which is discussed in the next section.
4.2 Incompleteness of Our Selection
As it is evident from Figure 4.1, the observed  distribution is restricted in the \triangle"
zone. It seems that there are three truncations, namely, (a) at the top left side, (b) at the
bottom left side, and (c) at the bottom right side. In order to discuss the reason of those
truncation and evaluate the validity of our results, we calculate the recovery fraction which
is the number ratio of recovered objects to input objects by using Monte Carlo method.
At rst, it is essential to make a uniform input distribution on -MUV space for the
quantitative discussion. For this purpose we consider the 813=104 grids with  = 0:5
and MUV = 0:25, and we generate 300 mock galaxy spectra whose  and MUV values place
in each the small grid (so the total spectra are 104300=31,200). The mock spectra are
constructed from the BC03 or SB99 model templates which are the same template sets as
described in Section 3.2. All of the parameters such as SFH, dust attenuation value (Av), age,
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Figure 4.3: Comparison of this work with the previous studies at the similar redshift. The red
squares and green crosses with the error bars show the results from Lee al. (2011) and Bouwens et al.
(2014), respectively. Since the  values and its uncertainties for each magnitude bin are not explicitly
described in Lee al. (2011), the plotted points with error bars are estimated by SY from the photometry
described in their paper. Thus, the error bars show the uncertainty of power-law tting. The error
bars of Bouwens et al. (2014) show the sum of the random and systematic error described in their
paper. The blue circles with the error bars show the result from our sample which is same as the
magenta points in Figure 4.1. The error bars denote the standard deviation for each magnitude bin in
order to show the scatter of our result.
metallicity (Z), and source redshift (zs) are basically determined by random numbers. We
note that the range of the dust attenuation value and source redshift for the mock galaxies
are dierent from the range described in Section 3.2, and they are 0:0  Av  1:5 and
3:5  zs  4:5. If a resultant spectrum does not place in the designated small grid, we again
shake a dice and generate a spectrum until the desired  and MUV values.
Second, we calculate the apparent magnitude of the broad-band lters for each mock
spectrum and we put the articial galaxies on the real observed images from Subaru/B to
UKIRT/K by using the IRAFmkobjects task. Since we check that the impact of Spitzer/3.6m
and 4.5m is negligible for the -MUV relation in Section 4.1, we omit both the information
in our simulation. The size and shape of the mock galaxies are also determined by random
numbers so that the size distribution of our simulated objects reproduces the observed size
distribution.
Finally these embedded mock galaxies are re-detected, re-measured, and re-compiled by
the same manners described in Section 3.2. We count the number of nal recovered objects
for each small grid and calculate the number ratio of recovered to input objects. The nal
result includes the impact from the image quality, the magnitude criteria, the LBG selection,
and the photo-z selection. Note that the prepared objects are restricted by only the rest-frame
UV information and thus the rest-frame optical information such as Balmer break is purely
determined by random numbers.
Figure 4.4 shows the nal recovery fraction map by the color-corded area. The vertical
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Figure 4.4: Recovery fraction which is the number ratio of recovered to input objects on -MUV
space. The black grid lines represent the area where we prepare the input objects uniformly throughout
the -MUV space and a total of 31,200 mock galaxies is distributed. The colored area represents the
\detected" area where we can nd recovered objects, and especially the blue colored area represents
the area where there are no input objects but there are some recovered objects. The white colored
area represents the "non-detection" area where we cannot nd any recovered objects.
axis is the UV slope  and the horizontal axis is the absolute magnitude at rest-frame 1500A.
Although the UV absolute magnitude for input objects is given as total magnitude, the UV
absolute magnitude for recovered objects is calculated from 200-diameter aperture photometry.
Therefore we convert the total magnitude of input objects to the 200-aperture magnitude by
the aperture correction: MUV;aperture = MUV;total + 0:352. The black lattice lines indicate
each area where  300 mock galaxies (or input objects) are distributed except for both the
faintest and brightest magnitude bins where  150 mock galaxies are distributed. The white
area represents the \non-detection" area which means that there are no recovered objects.
The colored area of the `negative' recovery fraction (blue) represents the case that there are
no input objects but there are some recovered objects. The galaxy with obs <  3:0 can be
`observed' even if there are no extremely blue galaxies for the input.
We nd that the recovery fraction ranges between 0.0 and 0.7 over the input area except
for the area around the truncation (c), namely, at the right bottom side. It means that
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the truncation (c) is articially caused by our sample selection. Actually our simulation
indicates that the truncation (c) is attributed to the selection criteria of the updated-z0 and
J band detection. On the other hand, we nd no evidence that the truncation (a) and (b)
are articial, and they must be caused by some other reasons. The gure also indicates that
the recovery fraction shows a bimodal distribution which peaks at    0:25 and    2:0.
We consider that the blue galaxies with    2:0 show signicantly detectable Lyman Break
and the red galaxies with    0:25 have clear Balmer Break if their red color is due to
the aged stellar population. These prominent spectral features can be easily identied by
the SED tting procedure, and then the recovery fraction may become higher than the other
 values. Indeed, the recovery fraction around    2:0 shows the highest value within
the input area. It reects our sample selection (Lyman Break) rather than the assumption
about input objects since the Lyman Break technique prefers to select the blue galaxies. As
mentioned above, the rest-frame optical information is determined by random numbers in
our simulation, and hence the too many input galaxies, which have the prominent Balmer
break, are probably generated to have the  value around   0:25. If this is not the case, we
can expect that the recovery fraction of    0:25 is not signicantly dierent from that of
   0:75 and   +0:25. Therefore we infer that the bias due to the input mock galaxies
has little impact on the incompleteness at    0:25.
In order to verify the above prediction for the bimodal distribution in Figure 4.4, we check
number distributions of the input galaxies for each dust attenuation value and age. Figure
4.5 shows the number distributions of the input, and we can see a preferred dust attenuation
value or age for a given  value in our simulation. The upper three panels represent the
number distributions for the input galaxies with (1-a) Av < 0:5, (1-b) 0:5  Av < 1:0, and
(1-c) 1:0  Av  1:5 from left to right. Also, the lower three panels represent the number
distributions for the input galaxies with (2-a) Age  30Myr, (2-b) 30Myr < Age  150Myr,
and (2-c) Age > 150Myr from left to right. The binning size in  and MUV ( and MUV)
is same as Figure 4.4. The colored area denotes that the number of the input galaxies is
larger than zero, and the white area means that the number of the input is equal to zero.
The upper three panels indicate that the redder (or bluer) galaxies tend to be produced
from more (or less) dusty templates in the range of  3:0 <  < 0:0, and especially most of
the red galaxies with    0:25 are produced from the templates with 1:0  Av  1:5. At
 > 0:0, however, the opposite trend is found, and the extremely red  galaxies (  1:0) can
be produced from not only the more dusty templates but also the less dusty templates. From
the lower three panels, we also nd that the redder (or bluer) galaxies tend to be produced
from older-age (or younger-age) templates in the entire range of the input  values. Indeed,
the red galaxies with    0:25 are mainly produced from the templates with 30Myr <
Age  150Myr which have the relatively noticeable Balmer Break. The stronger Balmer
Break and their red color result in the signicant detection at the NIR band lters, and
then such the galaxies are easily identied and have the higher recovery fraction through the
Lyman Break and the photo-z selection. We conclude that the inhomogeneity of the recovery
fraction seen in Figure 4.1 is mainly due to our sample selection criteria adopting the Lyman
Break technique and photo-z estimation.
Comparing Figure 4.1 and Figure 4.4, interestingly, the area of the higher recovery fraction
(> 0:5) corresponds to the area where there are little observed objects. In other words, the
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Figure 4.5: Number distribution of the input galaxies with a given dust attenuation value (upper
three panels) or age value (lower three panels) on -MUV space. The white colored area represents
Ninput = 0, and the other colored are represents Ninput > 0. The upper three panels labeled with
(1-a), (1-b), and (1-c) show the number distributions for the input galaxies with Av < 0:5, 0:5 
Av < 1:0, and 1:0  Av  1:5, from left to right respectively. Also, the lower three panels labeled
with (2-a), (2-b), and (2-c) show the number distributions for the input galaxies with Age  30Myr,
30Myr < Age  150Myr, and Age > 150Myr, from left to right respectively. For instance, these panels
show that input galaxies with  3:0 <  <  2:5 mainly consist of the templates with Av < 0:5 and
Age  30Myr.
truncation (a) and (b) cannot be reproduced by our sample selection and furthermore we can
potentially nd a more large number of LBGs at both area. We can explain this result as
follows. The observed number of LBGs decreases toward the brighter UV magnitude and the
average UV slope  value converges in    1:7. The decrease of LBGs along with the UV
magnitude must be explained by the drop of UV Luminosity Function since the characteristic
luminosity of z  4 LBGs is MUV =  21:14 (Yoshida et al. 2006). However, it is not clear
why the average UV slope  value converges in    1:7. Qualitatively the galaxies with
 &  1:7 should contain a large amount of dust and their UV magnitude becomes fainter due
to the dust obscuration. Therefore the red and bright galaxies are a rare or almost impossible
population, and it causes the truncation (a). On the other hand, the galaxies with  .  1:7
contain a less amount of dust and the galaxies can remain bright UV magnitude. As we
cannot nd the blue and bright galaxies from Figure 4.1, such the objects are indeed a rare
population in the observational data.
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Figure 4.6: Same as Figure 4.4 but the color-coding denotes the average uncertainty of the  value
for each grid.
Last of this section, it is useful to show a typical uncertainty of the  value for each grid
on the -MUV space which is calculated for the recovered objects in our simulation. Figure
4.6 represents the distribution of the average uncertainty of the  value. This gure is same
as Figure 4.4 but the color-coding represents the average uncertainty instead of the recovery
fraction. The average uncertainty of the  value is as large as 0.7 at the right bottom region
(   2:5 and MUV  20:0) and as small as 0.1 at the left top region (   0:5 and
MUV  22:0). These values are consistent with the average  uncertainties calculated for
the observed sample (Table 4.1). Clearly, objects around the right bottom region suer from
large photometric uncertainties, and the truncation (c) is caused by our selection criteria,
especially the detection at the Subaru/updated-z0 and/or UKIRT/J band lters. Moreover,
for a given MUV value, the  uncertainty decreases toward the redder  value. Therefore, if
we calculate the average  value weighted by the individual  uncertainty for the observed
sample in Section 4.1, the weighted-average  value will be biased toward the redder  value.
The method for calculating the average  value described in Section 4.1 is suitable at least
for our observed sample.
In summary, we conclude that the truncation (a) and (b) are NOT only caused by our
sample selection and are most likely caused by some physical requirements, and the truncation
(c) is clearly caused by our sample selection. In order to understand what make the blue and
bright galaxies rare and to reveal the reason of the truncation (b), we discuss the underlying





In Section 4.2, we conclude that the observed distribution on -MUV space is caused
by some physical reasons. Both observed  and MUV value strongly depend on the dust
attenuation value, and hence it is helpful to investigate the -MUV distribution before the
dust reddening. We here consider the dust-corrected  (hereafter we call it intrinsic UV
spectral slope, int, which is referred in Section 1.2) and the dust-corrected MUV (hereafter
we call it intrinsic UV absolute magnitude, MUV;int). These intrinsic values are estimated
assuming that the reasonable best-t physical quantities are estimated from our SED tting
analysis in which the observed photometry covers the wavelength range between rest-frame
 900 and  4400 A (or  9000 A in part) for z  4 objects.
In this chapter, rst, the validity of our SED tting analysis is checked, and then we
discuss the intrinsic UV spectral slope, int. We also investigate the int value in the case
of xed SFHs since there is a diculty in inferring the SFHs in the SED tting analysis.
Moreover, we compare our results for z  4 galaxies with the previous results for z  2 and
0 galaxies. Finally, these results depends on the assumed dust attenuation law, and thus we
check the dierence when using the SMC dust extinction curve.
5.1 Validity of Our SED Fitting Analysis
Before going to the discussion for int and MUVint, we show three examples in our sample
in Figures 5.1, 5.2, and 5.3 in order to check the validity of our SED tting analysis. The rst
and second gures are the intrinsically blue LBGs observed without Spitzer (obs =  1:17
and MUV;obs =  21:79) and with Spitzer (obs =  0:74 and MUV;obs =  20:73), and the
third gure is the apparently blue LBG (obs =  2:16 and MUV;obs =  22:25). In the top
of each gure, we show the stamps of the imaging data from SXDS/B to UDS/K. The green
\plus" mark at the center of the images represents the detected position, and the green two
\bars" are placed at 100 from the detected position with 100 length. In the bottom left panel,
we show the best-t SED and observed photometry. For comparison, in Figures 5.1 and
5.2 we also show the model template of the old and less dusty population (SB99, Burst,
Age=150Myr, Av=0.1, and Z = 0:2Z) whose magnitude is normalized to be same as the
observed magnitude at i0-band. In the bottom right panel, we show the 2 map of our SED
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Figure 5.1: Example object for the intrinsically intense star-forming galaxy which has obs =  1:17,
MUV;obs =  21:79, and zphot = 3:72. Top: The images show the 500  500 stamps from SXDS/B
(left) to UDS/K (right). The green plus point at the center of each stamp represents the position of
the detection in each lter, and the green two straight lines in each stamp have 100 length and are
drawn at 100 apart from the center. Bottom left: The black open squares with the error bars show
the measured aperture photometry with the 1 error from SXDS/B (left) to UDS/K (right). The
blue solid line shows the best-t SED model template which is constructed from the parameters of
the BC03 exponentially decline SFH with  = 0:1 Gyr, age of 2.0 Myr, Av = 1:8, and Z = 0:2Z.
For comparison, we also show the model template of the relatively old (= 150 Myr) and less dusty
(Av= 0:1) stellar population normalized by the i0-band magnitude. Bottom right: We show the 2
map on Age-Dust parameter space. The best-t point is shown by the yellow lled diamond and the
1, 2, and 3 condence levels are shown by the magenta, blue, and green encircled lines, respectively.
tting analysis on two-dimensional space. The vertical axis represents the galaxy age and
the horizontal axis represents the dust attenuation value. The best-t point is described by
the yellow diamond and the area of the 1, 2, and 3 condence levels, estimated from the
best-t 2 value, are drawn by the magenta, blue, and green lines, respectively. The three
examples we show here demonstrate that our SED tting procedure performs well thanks to
the deep imaging data of UDS-UKIDSS/UKIRT HK -band which covers the wavelength of
Balmer break for LBGs at z  4.
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Figure 5.2: Example object for the intrinsically intense star-forming galaxy observed with Spitzer.
The object has obs =  0:74, MUV;obs =  20:73, and zphot = 3:60. Top and Bottom right: Same
as Figure 5.1. Bottom left: Same as Figure 5.1 but the best-t parameters are the SB99 continuous
constant SFH, age of 6.0 Myr, Av = 2:1, and Z = 0:2Z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Figure 5.3: Example object for the apparently active star-forming galaxy which has obs =  2:16,
MUV;obs =  22:25, and zphot = 3:79. Top and Bottom right: Same as Figure 5.1. Bottom left: Same
as Figure 5.1 but we only show the best-t model template which is constructed from the parameters
of the BC03 continuous constant SFH, age of 80.6 Myr, Av = 0:6, and Z = 0:2Z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5.2 Intrinsic UV Spectral Slope 
We calculate the intrinsic UV spectral slope  by Eq.3.1 for the intrinsic magnitude of
i0, updated-z0, and J band lters. For estimating the intrinsic magnitude, we convolve the
intrinsic SED, which is reproduced with the best-t physical quantities without any dust
extinction, with the three broad-band lters. We note that the intrinsic UV slope depends
on the prepared model templates in the SED tting (i.e., SFH, age, and metallicity) and has
discrete values in our discussion.
Figure 5.4 shows the step-by-step conversion from observed to intrinsic value for  and
MUV. The top left panel shows the observed  as a function of the observed MUV (obs-
MUV;obs relation, same as Figure 4.1). The top right panel shows the observed  as a function
of the intrinsic MUV (obs-MUV;int relation). The bottom right panel shows the intrinsic
 as a function of the intrinsic MUV (int-MUV;int relation). The blue, green, and red
points represent individual objects with the best-t dust attenuation value of Av < 0:5,
0:5  Av < 1:0, and 1:0  Av. In the top left panel we conrm that the objects with the
higher dust attenuation value are distributed at the upper area where the  value becomes
redder. This trend is natural and is not inconsistent with the previous studies reported as
the relation between the  and dust attenuation value (IRX- relation; e.g., Calzetti et al.
1994; Meurer et al. 1999; Takeuchi et al. 2012). In the top right panel the distribution of
objects becomes tighter than the distribution in the top left panel and the two quantities
seem more correlated. This reects the correlation between total (or extinction-corrected)
luminosity and dust attenuation (Reddy et al. 2006). The distribution of the objects with
similar obs values occupies the similar area in the bottom right panel, i.e., the galaxies which
show similar observed  values have similar intrinsic  and intrinsic UV absolute magnitude
values.
In the bottom right panel of Figure 5.4, surprisingly, the intrinsic  value slightly increases
with the intrinsic MUV value and the trend is opposite of those of the obs-MUV;obs and obs-
MUV;int relation. In other words, the objects which are redder in the observed  tend to be
bluer in the intrinsic  and brighter in the intrinsic MUV. Although there is a degeneracy
between the galaxy age and dust attenuation value, the uncertainty (e.g., shown in Figures
5.1, 5.2, and 5.3) is not signicantly large and does not change the whole shape of the int-
MUV;int distribution. Moreover, if a object actually has a older-age and less-dusty stellar
population than the best-t value, the object should have a relatively red int and faint
MUV;int value. In that case the object moves along the suggested int-MUV;int relation.
Therefore this int-MUV;int trend is substantial and can be interpreted as follows; the more
intense ongoing star-forming galaxies, whose intrinsic  andMUV value are bluer and brighter,
generate and/or contain a large amount of dust, and the observed  andMUV value result in a
redder and fainter value due to the dust attenuation. Then, the nearly constant obs-MUV;obs
distribution is formed by the galaxies which have a blue int and brightMUV;int value because
they are distributed at the area of a red obs and faint MUV;obs value.
According to our SED tting analysis, a young-age stellar population is responsible for the
bluest int value. In other words, there are some young-age galaxies with the bluest int and
brightest MUV;int value, but there are no intermediate- and old-age galaxies with the bluest
int and brightest MUV;int value. This is not surprising because the intrinsic UV luminosity
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Figure 5.4: Comparison of the distribution for observed UV slope  vs. observed absolute magnitude
at rest-frame 1500A (top left panel, same as Figure 4.1), observed UV slope  vs. intrinsic absolute
magnitude (top right panel), and intrinsic UV slope  vs. intrinsic absolute magnitude (bottom right
panel). The best-t dust attenuation values for the individual objects are expressed by the blue, green,
and red color-coding, which indicate Av < 0.5, 0.5  Av < 1.0, and 1.0  Av, respectively.
is expected to be sensitive to the age of the stellar population. For example, in the case of the
instantaneous burst SFH, the UV luminosity is dominated by the stars at "turn-o point" on
Hertzsprung-Russell Diagram which is a age indicator of the stellar population. In the case
of the continuous constant SFH, it is hard to sustain a very high star formation rate with
the intermediate and long time duration due to gas depletion. We, however, emphasize that
the bluest int value is explained by the young-age stellar population in our analysis, but
other parameters such as metallicity and/or IMF can explain the reason of the bluest int
value. Indeed some literatures argue that dusty star-forming galaxies have a \top-heavy" IMF
although the discussion still continues (e.g., Baugh et al. 2005; Tacconi et al. 2008; Bastian
et al. 2010). Under the top-heavy IMF environment, hot and massive stars can be formed
more and more, and the bluer int value is easily produced. Otherwise, among the galaxies
with the bluest int value, there may be a post-primordial starburst which is dominated by
extremely metal-poor (or PopIII) stars.
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Figure 5.5: Same as Figure 5.4 but the blue, green, and red points represent the individual objects
with MUV;obs >  20:5,  20:5 MUV;obs >  21:0, and  21:0 > MUV;obs, respectively.
The blue, green, and red points indicate MUV;obs >  20:5,  20:5  MUV;obs >  21:0, and
 21:0 > MUV;obs, respectively. From Figure 4.1, Figure 4.2, and Table 4.1, it is possible that
the int-MUV;int relation is articially formed since the typical uncertainty in the obs value
is as large as the standard deviation of the obs distribution in the two of the most faint
magnitude bin. However this gure specically shows that the trend of int-MUV;int relation
is independent on theMUV;obs value. It means that the int andMUV;int value are determined
by taking account of the whole shape of spectrum and our result is not signicantly aected
by the uncertainty of observed UV spectral slope .
In order to check the above interpretation, we plot the Star Formation Rate (SFR) of
the individual objects as a function of their stellar mass in Figure 5.6. For the estimation
of SFR, we convolve the best-t template with the GALEX/FUV lter response curve and
use the calibration for FUV luminosity (Hao et al. 2011; Kennicutt & Evans 2012). For
estimating the stellar mass, we multiply the best-t normalization factor to the output from
the BC03 model template. All the left three panels in Figure 5.6 show the observed (NOT
dust-corrected) SFR as a function of the stellar mass, but represent the various sub-samples in
each panel. In the top panel, the blue, green, and red points represent the individual objects
with the dust attenuation value of Av < 0:5, 0:5  Av < 1:0, and 1:0  Av, respectively. In
48




































7 8 9 10 11 12
log Stellar mass [MO• ]


































7 8 9 10 11 12
βint > -2.5βint ≤ -2.5
Figure 5.6: SFR vs. stellar mass estimated from the BC03 model templates. The SFR is estimated
from the luminosity at the GALEX/FUV lter by using the Hao et al. (2011) calibration. The stellar
mass is calculated multiplying the normalization factor to the output of the BC03 model. Left: All
of the three panels show the SFR estimated from the observed (NOT dust-corrected) luminosity as
a function of the stellar mass. From top to bottom, the color-coding represents the best-t dust
attenuation value, the observed UV slope, and the intrinsic UV slope, respectively. In the top panel,
we also draw the SFR M relation at z  4 (Bouwens et al. 2012; Speagle et al. 2014; Steinhardt et
al. 2014). Right: Same as the left panels but the SFR is the dust-corrected value.
the middle panel, the blue and red points represent the individual objects with the observed
UV slope value of obs   1:7 and obs >  1:7, respectively. In the bottom panel, the
blue and red points represent the individual objects with the intrinsic UV slope value of
int   2:5 and obs >  2:5, respectively. All the right three panels in Figure 5.6 show the
intrinsic (dust-corrected) SFR as a function of the stellar mass and the color-coding is same
as the left panels for each. In both top panels, we also show the SFR M relation called as
\main-sequence" of star forming galaxies at similar redshift (Bouwens et al. 2012; Speagle et
al. 2014; Steinhardt et al. 2014).
This gure shows that the most intense star-forming galaxies have Av  1:0, obs >  1:7,
and int   2:5 in our sample. According to the previous study for the star-forming galaxies
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at z  2 observed with Spitzer/MIPS (Reddy et al. 2010), the most actively star-forming
galaxies indeed show the redder obs and larger dust attenuation. Our result are consistent
with this work and it means that the most intense star-forming galaxies at z  4 have similar
property to the galaxies at z  2.
5.3 int-MUV;int Relation
In our SED tting analysis we picked up the model template which had the most small
2 value, and therefore the above results contain the extra degeneracy from SFH. In order to
separate the SFH degeneracy, we repeat the SED tting analysis for each xed SFH template.
The results of the int-MUV;int relation are shown in Figure 5.7 and the corresponding SFHs
are labeled on the top of each panel. The rst and second rows show the results of the BC03
model template and the third row shows the results of the SB99 model template. In these
panels the blue, green, and red points represent the individual objects with the best-t value
of Age  30 Myr, 30 Myr < Age  150 Myr, and 150 Myr  Age. Since the SB99 model
does not include the template of Age > 150 Myr, there are no red points in the panels at the
third row. In the most bottom right panel, we also show the obs-MUV;obs result which is the
same gure in the top left panel of Figure 5.4 but the color-coding represents the best-t age
value.
We nd that the global trend of the int-MUV;int relation does not signicantly change
among each xed SFH and all of them are similar to the bottom right panel of Figure 5.4.
It means that the int-MUV;int relation is independent of the assumed SFH and this result
supports the interpretation described in Section 5.2. Summarizing the above discussion, the
star-forming galaxies have the positive int-MUV;int relation and the eect of dust attenu-
ation signicantly distorts the relation. Finally the -MUV relation results in the negative
obs-MUV;obs relation reported by the previous works. However, focusing only on the bright
magnitude range ( 22 . MUV;obs .  20), the obs value looks like constant to the MUV;obs
value (constant obs-MUV;obs relation) due to the existence of dusty active star-forming pop-
ulation.
Finally we consider whether the above int-MUV;int trend continues in the fainter magni-
tude range, or not. According to Bouwens et al. (2014), the obs value becomes bluer when
the MUV;obs value becomes fainter, but the slope of the obs-MUV;obs relation becomes atter
in MUV;obs &  19:0. In order to establish both the observed and intrinsic -MUV relation
without contradiction, it is expected that the int value becomes redder and converges to the
certain  value toward the fainter magnitude range. When we extrapolate the int-MUV;int
relation faintward below our sample magnitude limit, we will nd the intersection point of
the observed and intrinsic -MUV relation. Since the dust attenuation value becomes smaller
toward the fainter magnitude range along the int-MUV;int relation (Section 5.2), the inter-
section point (or convergence point) will represent the position of the appearance of nearly
dust-free population. Our int-MUV;int relation shows int = 0:45 + 0:13MUV;int by only us-
ing the sample of Av < 0:5, and the obs-MUV;obs relation from Bouwens et al. (2014) shows
obs =  4:39   0:13MUV;obs in MUV;obs   18:8. As a result, both relations intersect at
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Figure 5.7: Intrinsic UV slope  distribution for each xed SFH model. The top three panels and
middle two panels show the results of the BC03 model templates and bottom left two panels show the
results of the SB99 model templates. The SFHs used for the SED tting analysis are labeled in each
panel: (a) instantaneous burst, (b) continuous constant, (c) exponentially decline with  = 0:1 Gyr,
(d) exponentially decline with  = 2 Gyr, (e) exponentially decline with  = 5 Gyr, (f) instantaneous
burst, and (g) continuous constant from top to bottom panels. For comparison, the bottom right
panel shows the observed UV slope  vs. the observed absolute magnitude at rest-frame 1500A (same
as Figure 4.1). In all of the panels, the best-t age values for the individual objects are expressed by
blue, green, and red color-coding, which indicate Age  30 Myr, 30 Myr < Age  150 Myr, and 150
Myr  Age, respectively.
relation at MUV =  18:8 and  =  1:95 reported by Bouwens et al. (2014). The above dis-
cussion is shown in Figure 5.8. Therefore the transition of the obs-MUV;obs relation around
MUV   18:8 indicates that we really see the almost dust-free population in MUV <  18:8,
and the apparently bluest star-forming galaxies have    2:0.
5.4 Color-Color Diagram
In Sections 5.2 and 5.3, we show that the int-MUV;int relation does not signicantly de-
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Figure 5.8: The -MUV relation. The blue open squares represent the individual galaxies in our
sample referring to the intrinsic  and MUV value (same as Figure 5.4 bottom right). The cyan solid
line denote the best-t linear function for our sample of Av < 0:5. For comparison, the green cross
with error bars represent the mean observed  value for each observed magnitude bin described in
Chapter 4. The red points with error bars and magenta solid line denote the observed -MUV relation
from Bouwens et al. (2014). The vertical black dotted line shows the transition magnitude suggested
by Bouwens et al. (MUV;obs =  18:8). The large yellow lled circle represents the intersection point
of our intrinsic -MUV relation and the observed -MUV relation of Bouwens et al..
the basis of the int-MUV;int relation, we also suggest that a part of star-forming galaxies
at z  4 in our sample is classied as DSFGs. This result is derived from the SED tting
analysis in which the photometric error of all the broad-band lters is simultaneously taken
into consideration. However, the photometric error typically becomes larger at longer wave-
length owing to the survey depth of imaging data (Table 2.1). Consequently, a weight of the
photometry in the SED tting analysis becomes smaller at longer wavelength, and it is possi-
ble that the photometry of zJHK -band lters does not have a considerable constraint on the
best-t SED. In particular, the wavelength range of the zJHK -band lters covers the Balmer
Break of z  4 galaxies, and the constraint from the zJHK -band photometry is critical for
nding the DSFGs. In this section, we therefore focus on the photometry of zJHK -band
lters, and discuss the existence of DSFGs by using a simple color-color technique which is a
similar method with the Lyman Break technique.
For predicting the position of DSFGs at z  4 on the color-color diagram, we calculate
a color of photometries for seven model templates which are constructed by using the BC03
population synthesis model. For simplicity, we x the dust attenuation value, age, metallicity,
and SFH for each the model template, and consider the photometry of Subaru/updated-z0,
UKIRT/J, H, and K. The redshift ranges between 0.0 and 6.0 with an interval of z = 0:1.

































































































Figure 5.9: Color-Color diagram for several templates. The left panel represents J  H vs. H  K
diagram (JHK diagram), and the right panel represents z J vs. J K diagram (zJK diagram). The
seven colored lines are calculated from redshift 0.0 to 6.0 by using the BC03 model templates. The
blue and red dashed lines denote the DSFG templates which are Continuous Constant SFH, Av = 1:5,
Z = 0:2Z, and Age = 10Myr (blue) and Age = 1Gyr (red), respectively. The cyan and magenta dot-
dashed lines denote the dust-free star-forming galaxy templates which are Continuous Constant SFH,
Av = 0:0, Z = 0:2Z, and Age = 10Myr (cyan) and Age = 1Gyr (magenta), respectively. The purple,
green, and orange solid lines denote the dust-free quiescent galaxy templates which are Instantaneous
Burst SFH, Av = 0:0, Z = 0:2Z, and Age = 10Myr (purple), Age = 10Myr (green), and Age = 1Gyr
(orange), respectively. The lled circles plotted on each the lines represent the redshift from 3.0 to 5.0
with a interval of z = 0:5, and further the redshift values are labeled on the circles of the DSFGs
and quiescent templates.
templates, and three dust-free quiescent (non star-forming) galaxy templates. Since the
Balmer Break of z  4 galaxies is  18000A and enters the wavelength coverage of H -band,
we consider two kinds of the color-color diagram: J  H vs. H K diagram (JHK diagram),
and z   J vs. J  K diagram (zJK diagram). The color combinations we adopt in both the
diagram are intended to capture the hardness of light shortward of the Balmer Break and the
height of the Balmer Break.
Figure 5.9 shows these model calculations; The left panel shows the result of the JHK
diagram and the right panel shows the result of the zJK diagram. The blue and red dashed
lines denote the DSFG templates which are Continuous Constant SFH, Av = 1:5, Z =
0:2Z, and Age = 10Myr (blue) and Age = 1Gyr (red), respectively. The cyan and magenta
dot-dashed lines denote the dust-free star-forming galaxy templates which are Continuous
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Constant SFH, Av = 0:0, Z = 0:2Z, and Age = 10Myr (cyan) and Age = 1Gyr (magenta),
respectively. The purple, green, and orange solid lines denote the dust-free quiescent galaxy
templates which are Instantaneous Burst SFH, Av = 0:0, Z = 0:2Z, and Age = 10Myr
(purple), Age = 10Myr (green), and Age = 1Gyr (orange), respectively. The lled circles
plotted on each the lines represent the redshift from 3.0 to 5.0 with a interval of z = 0:5,
and further the redshift values are labeled on the circles of the DSFGs and quiescent templates.
From these gures, we nd that less dusty star-forming galaxies tend to be distributed
at the top left area (large green lled circle area), and more dusty star-forming galaxies tend
to be distributed at relatively top right area compared with the less dusty population (large
yellow lled circle area). Moreover, while in the zJK diagram the distribution of the DSFG
population is relatively well separated from the other populations, in the JHK diagram the
distribution of less dusty populations is close to or overlaps the distribution of more dusty
populations. Thus, the JHK diagram is not suitable for discussing the existence of DSFGs,
and then we use the zJK diagram bellow. We also note that the distribution of middle-
age and young-age quiescent galaxies is close to or overlaps the distribution of less and/or
more dusty populations although the oldest quiescent galaxies can be easily separated from
the other populations. However, the young-age quiescent galaxies still have hot, massive, and
short-lived OB-type stars, and they should have similar properties with on-going star-forming
galaxies. Therefore, in principle, it is hard to distinguish the young-age quiescent galaxies
from on-going star-forming galaxies, and at least the distribution of DSFGs is well separated
from the distribution of the young-age quiescent galaxies. The middle-age quiescent galaxies
will be a critical population for identifying the DSFGs because both the population occupy a
similar region on the zJK diagram. The DSFGs tend to have a redder z J color and a bluer
J K color (or a smaller height of the Balmer Break) than the middle-age quiescent galaxies.
We will discuss the possibility of misidentifying the DSFGs in the following discussion.
Next, we plot our sample on the zJK diagram in Figure 5.10. The black dots represent
the individual objects in our sample. In order to show the dierence of the distribution
between less and more dusty star-forming galaxies, we divide our sample into three sub-
samples according to the best-t dust attenuation value. From left to right, we show the
sub-sample of (a) Av < 0:5, (b) 0:5  Av < 1:0, and (c) Av  1:0. Moreover, we only
show the reliable objects whose signal is detected at larger than 3 level in all the zJK -band
lters, and then the total number of the objects in this gure is  1400. The yellow lled
circles represent the median value for each color and sub-sample, and the orange error bars
represent the average uncertainty for each color and sub-sample. The uncertainty of the color
is calculated by an error propagation rule, and then the maximum uncertainty of the color
in this gure is  0:511. The six colored dotted lines represent the model template tracks
same as Figure 5.9, but we only plot the DSFG and quiescent galaxy templates and thus the
color-coding is dierent. Moreover, we emphasize the redshift range of 3:5 < z < 4:5 by solid
lines on each the dotted lines. The cyan, light-green, and magenta lines denote the DSFG
templates with Age = 10Myr, Age = 100Myr, and Age = 1Gyr, respectively. The blue, green,
1The signal to noise ratio (S/N) of objects we use here is larger than 3 in all the zJK -band lters. S=N = 3
corresponds to the magnitude error of M = 0:36, and hence the maximum uncertainty of a color is Color =p
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Figure 5.10: zJK Color-Color diagram. For each panel, the black dots represent the individual
objects with (a) Av < 0:5, (b) 0:5  Av < 1:0, and (c) Av  1:0 from left to right. The yellow lled
circles with the orange error bars show the median value and the average uncertainty, respectively.
The six colored dotted lines represent the model template tracks same as Figure 5.9, but we only
plot the DSFG and quiescent galaxy templates. On each the dotted lines, we emphasize the redshift
range of 3:5 < z < 4:5 by solid lines. The cyan, light-green, and magenta lines denote the DSFG
templates with Age = 10Myr, Age = 100Myr, and Age = 1Gyr, respectively. The blue, green, and
red lines denote the quiescent galaxy templates with Age = 10Myr, Age = 100Myr, and Age = 1Gyr,
respectively. The other parameters such as SFH, dust attenuation value, and metallicity are same as
Figure 5.9.
and red lines denote the quiescent galaxy templates with Age = 10Myr, Age = 100Myr, and
Age = 1Gyr, respectively.
Figure 5.10 indicates that the dusty objects tend to be distributed at a top right region
where both z   J and J  K colors are redder. The median value of the dusty sub-sample
indeed tends to have the redder z J and J K colors than that of the less dusty sub-sample.
When taking account of the mean uncertainty of the color, the dierence of the median values
between the less dusty sub-samples (a) and (b) is marginal due to their large uncertainty. On
the other hand, the most dusty sub-sample (c) can be separated from the other sub-samples
even if we consider its uncertainty, and the most dusty objects are distributed on the DSFG
area described as the green area in Figure 5.9. Furthermore, the distribution of the most
dusty sub-sample can be reproduced by not the middle-age quiescent galaxies but the DSFG
templates. Note that there are some outliers in all the panels, but most of them have a
lower signal to noise ratio (S=N  3-5) in J and/or K -band compared with the other objects.
Therefore, the above interpretation is not altered by these outliers. We conclude that the
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Figure 5.11: Left: IRX vs. observed UV slope. The IRX value is estimated by the empirical
conversion between IRXTIR FUV and AFUV reported by Burgarella et al. (2005b). The blue, green,
and red points represent the best-t age value of Age  30 Myr, 30 Myr < Age  150 Myr, and
150 Myr  Age, respectively. The orange line with the yellow lled region represents the average
and standard deviation for each bin. The magenta and cyan dashed lines show the relation for the
local starburst galaxies (Meurer et al. 1999; Takeuchi et al. 2012, respectively). Right: Bolometric
luminosity vs. IRX. For simplicity, we use the intrinsic (dust-corrected) UV luminosity at the FUV
lter as a bolometric luminosity for our sample. The blue, green, and red points represent the best-t
age value same as the left panel. The magenta dashed line represents the relation for z  2 star-
forming galaxies reported by Reddy et al. (2006) and the cyan diamonds represent the distribution of
z  0 galaxies reported by Bell (2003). The yellow diamond with the black dot-dashed lines represents
the result for z  4 galaxies from Coppin et al. (2015) in which the authors use the stacked 24-850
m uxes for estimating the IR luminosity.
galaxies at z  4 in our sample is denitely classied as DSFGs.
5.5 Implication for Most Active SFGs at z  4
We nd that the intrinsically intense star-forming galaxies which have the blue int and
bright MUV;int value, and these galaxies show the similar property of the most active star-
forming galaxies at z  2. In this section, we more directly compare the physical properties
of z  4 galaxies with those of z  2 and 0 galaxies by estimating three physical quantities
in somewhat independent ways.
Figure 5.11 shows the comparison of the UV slope, luminosity ratio of IR to UV (so called
IRX), and bolometric (total) luminosity for the star-forming galaxies at z  4, z  2, and
z  0. All of the previous works use the sample observed with the rest-frame IR wave-
length and estimate the total IR luminosity from the data. Our sample, however, does
not have the rest-frame IR information for the individual objects and therefore we use
the approximate conversion. For estimating the IRX value, we apply the empirical con-
version between IRXTIR FUV and AFUV reported by Burgarella et al. (2005b): AFUV =
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 0:028[log10LTIR=LFUV]3 + 0:392[log10LTIR=LFUV]2 + 1:094[log10LTIR=LFUV] + 0:546. In-
stead of the bolometric luminosity, for simplicity, we use the intrinsic FUV luminosity which
is calculated by convolving the ux of the best-t original (before reddening) template with
the FUV lter. We emphasize that the cautious treatment is required for the comparison
between our result and the previous results presented in this paper.
In the left panel of Figure 5.11, the IRX value is plotted as a function of the observed
UV slope. The blue, green, and red points represent the best-t value of Age  30 Myr,
30 Myr < Age  150 Myr, and 150 Myr  Age, respectively. The orange line with the
yellow lled region represents the average and standard deviation for each bin. The magenta
and cyan dashed lines show the relation for the local starburst galaxies (Meurer et al. 1999;
Takeuchi et al. 2012, respectively). According to Reddy et al. (2006, 2010), the z  2 star-
forming galaxies with LTIR < 1012L are distributed along the M99 IRX- relation, and the
galaxies with LTIR > 1012L classied as Ultra Luminous InfraRed Galaxies (ULIRGs) are
distributed above the M99 IRX- relation. On the other hand, Takeuchi et al. (2012) shows
that by measuring the IR and UV luminosity with same aperture size, the z  0 star-forming
galaxies are distributed along their relation. Compared with the two relations, our sample
shows systematically bluer UV slope, and this systematic oset becomes larger at the larger
IRX value. In particular, the latter trend implies the presence of ULIRG-type galaxies at
z  4. Although the systematic shift can be attributed to the overestimation of IRX which
comes from the conversion from AFUV to IRXTIR FUV and/or the failure of the SED tting
analysis, we consider that the possibility is low. This is because Burgarella et al. (2005b)
demonstrate that the empirical conversion is applicable to the various type of local galaxies,
and we check that the uncertainty of our SED tting analysis is not large from Figures 5.1,
5.2, and 5.3(e.g., the change of the IRX value from 102 to 101 corresponds to the change of
the Av value from  1:6 to  0:8, which is unlikely).
In the right panel of Figure 5.11, the bolometric luminosity is plotted as a function of the
IRX value. The blue, green, and red points represent the best-t age value same as the left
panel. The magenta dashed line represents the relation for the z  2 star-forming galaxies
reported by Reddy et al. (2006) and the cyan diamonds represent the distribution of the
z  0 star-forming galaxies reported by Bell (2003). Both previous works do not use the
UV luminosity at the FUV lter but the UV luminosity at 1600A. This panel shows that the
star-forming galaxies with the larger IRX value (= higher dust extinction) have the larger
Lbol not only for z  2 and 0 but also for z  4. Furthermore the amplitude and slope of the
relation for z  4 are similar to the relation for z  2.
We also refer to the recent result of sub-millimeter observation from Coppin et al. (2015)
whose sample is quite similar to our sample. According to their work, the IR luminosity of the
K -band detected LBG at z  4 shows L8 1000m t 5:5 1011L which is estimated from the
stacked uxes at observed-frame 24-850 m. This stacked SED also shows that the observed
UV luminosity at 1700A is L1700 t 7:81010L. Consequently, the typical LBG at z  4 has
IRX t 7:0 and Lbol t 6:3 1011L, which is plotted in the right panel of Figure 5.11 by the
yellow diamond with the black dot-dashed lines. On the other hand, the median values of our
sample are IRX = 5.12 and Lbol = 1:411011L, which are smaller than the values of Coppin
et al. (2015). First, this comparison indicates that the z  4 LBGs are indeed signicantly
dust attenuated and there must be the IR luminous star-forming galaxies in our sample.
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Second, our evaluation of the dust attenuation value for estimating the intrinsic  values is
reasonable, or even somewhat underestimated. Finally, the dierence between Coppin et al.
(2015) results and ours can be due to the fact that the stacked point are the average weighted
by luminosities while our median values are not. Future ALMA observations for individual
detection will potentially solve the discrepancy.
5.6 Dust Attenuation Law of Intrinsically Active SFGs at
z  4
In the above discussion, we only consider the case of the Calzetti et al. (2000) attenuation
law for dust extinction curve in the SED tting analysis. However, it is clear that both
intrinsic  and MUV value strongly depend on the assumption of the dust attenuation law.
In order to verify our result, we also do the same analysis assuming the SMC attenuation law
from Prevot et al. (1984) and Bouchet et al. (1985) instead of the Calzetti et al. attenuation
law. As a result, we obtain a hint of the dust attenuation law for high redshift star-forming
galaxies. In the following of this section, we show and discuss the three results.
Figure 5.12 shows the comparison of the int-MUV;int relation which is estimated from
the Calzetti et al. attenuation law (Left) and SMC attenuation law (Right). The left panel is
same as the bottom right panel of Figure 5.4. In the right panel, the color-coding is dierent
from the left panel, and the blue, green, and red points represent the best-t dust attenuation
value of Av < 0.3, 0.3  Av < 0.6, and 0.6  Av, respectively. From this gure, we can
again nd that the intrinsic  value increases with the intrinsic MUV value when using the
SMC attenuation law. However the best-t Av value in the case of the SMC attenuation law
becomes much smaller than the case of the Calzetti et al. attenuation law. This is because
the slope of the dust extinction curve of the SMC attenuation law is much steeper than that
of the Calzetti et al. attenuation law. Consequently, we cannot identify the intrinsically
active star-forming galaxies which show the high dust attenuation (Av > 1.5), blue int value
(int <  2:5), and red obs value (obs >  1:7).
Figure 5.13 shows the results of the IRX- relation (Left) and Lbol-IRX relation (Right),
which are same as Figure 5.11 but we use the SMC attenuation law. The left panel indicates
that the distribution of the z  4 galaxies is comparable to the IRX- relation of Meurer et
al. (1999) or most of the galaxies are distributed between Meurer et al. (1999) and Takeuchi
et al. (2012). It means that we do not nd the ULIRG-type galaxies in our sample and
most of the z  4 star-forming galaxies show the similar properties of the z  2 and z  0
star-forming galaxies. However, in the right panel, almost all of the galaxies are distributed
in the area of Lbol < 1012L and IRX . 10, and it is dicult to reproduce the stacked point
from Coppin et al. (2015). Although there is still a large uncertainty in the stacked ux to
be compared with our sample, it is preferable to apply the Calzetti et al. (2000) attenuation
law for the intrinsically luminous LBGs at z  4.
Finally, for more direct comparison between our results and Coppin et al. (2015), we
estimate the ux density at observed-frame 850 m, S850, for individual objects in our sample.
We rst calculate the total (bolometric) IR luminosity by utilizing the NOT dust-corrected
FUV luminosity and the IRX value as mentioned in Sections 5.2 and 5.5. If we assume
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Figure 5.12: Comparison of int-MUV;int relation. The left panel is same as the bottom right panel
of Figure 5.4. The right panel shows the case of the SMC attenuation law for dust extinction curve in
the SED tting analysis, and the blue, green, and red color-coding represent the objects with Av <
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Figure 5.13: Same as Figure 5.11, but we use the SMC attenuation law for dust extinction curve
instead of the Calzetti et al. (2000) attenuation law.
a spectrum of the dust thermal emission, we can predict the S850 value from the total IR
luminosity. For modeling the dust thermal emission, we use the modied blackbody + power-
law formula in which the spectrum is described as the modied blackbody assuming an
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Figure 5.14: Predicted Flux density at observed-frame 850 m for our sample. The left panel
shows the case of the Calzetti et al. attenuation law, and the right panel shows the case of the
SMC attenuation law in the SED tting analysis. The vertical axis is the predicted S850 value and the
horizontal axis is the IRX value. The blue open diamonds or cyan open circles represent the individual
objects in our sample which are detected at larger than 5 level in K -band. The yellow lled square
denotes the average value, and the green lled circle with the brown error bars denote the median and
25th/75th percentile. The magenta dot line denotes the ux density measured in Coppin et al. (2015).
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where S(; Td) is the ux density at  for a dust temperature Td in the units of Jy and  is






For simplicity, we x all the above parameters and the source redshift referring to Coppin et
al. (2015), that is, the dust temperature of Td = 38K, the dust emissivity index of  = 1:5, the
power-law index of  = 1:7, and the source redshift of z = 3:87. We check the inuence of the
assumed source redshift on the predicted S850 value, and we nd that the inuence is marginal
in the range of z = 3:5-4.5 because of the positive K -correction. For calculating the total
IR luminosity, we integrate the modeled spectrum from 8m to 1000m in the rest-frame.
As a result, we obtain a simple relation between the total IR luminosity and the predicted
S850 value. We note that the main results of Coppin et al. (2015) are derived from the SED
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template library constructed by Swinbank et al. (2014) and the modied blackbody + power-
law formula is used just for checking the validity of the SED tting analysis. Therefore, there
appears to be a dierence between the observed value from Coppin et al. (2015) and our
prediction.
Figure 5.14 shows the prediction for the case of the Calzetti et al. attenuation law (Left)
and the SMC attenuation law (Right). The vertical axis is the predicted S850 value and the
horizontal axis is the IRX value. The blue open diamonds or cyan open circles represent
the individual objects which are detected at larger than 5 level in K -band in our sample.
Because the sample in Coppin et al. (2015) consists of the K -band detected objects, we only
use the K > 5 objects in this estimation. The yellow lled square denotes the average value,
but the average is biased toward the larger S850 and IRX value since the predicted S850 value
and the IRX value span four orders of magnitude. The green lled circle with the brown error
bars denote the median and 25th/75th percentile. According to Coppin et al. (2015), the ux
density measured for the stacked image is S850 = 0:411  0:064 mJy, and it is shown by the
magenta dot line in both the panels. We omit the error bars of the S850 value of Coppin et
al. (2015) from the gure because the uncertainty of the S850 value is quite small.
Clearly, the predicted S850 value is insucient to reproduce the stacking result of Coppin
et al. (2015), and hence at least the SMC attenuation law is unsuitable for high-z K -detected
LBGs. On the other hand, it appears that the result from the Calzetti et al. attenuation
law is consistent with the result of Coppin et al. (2015). In other words, the red color from
observed-frame optical to NIR seen in a part of our sample is explained by neither the dust
attenuation law with a steeper slope nor the old-age population. According to our estimation,
the red color LBGs in our sample can be easily detected and measured by using the ALMA,
and these galaxies can reveal not only the intrinsic properties of DSFGs but also the dust





In this chapter, we show two on-going studies and its future prospects; One is the study
about the spatial clustering of star-forming galaxies, and the other is the study about the
cosmic reionization. Regarding the spatial clustering, as mentioned in Section 1.3, we predict
that the amplitude and slope of the ACF signal depend on the  value since extremely blue
star-forming galaxies should be less clustered than redder star-forming galaxies. For verifying
the prediction, we rst investigate and consider the relation between the ACF signals and the
 value for the SXDS sample. Actually, the sample size of the SXDS sample is not enough
large to discuss the relation, and thus we second discuss the applicability of this study to
the data set of the Subaru/HSC Strategic Survey Program (HSC-SSP). Regarding the cosmic
reionization, we rst introduce one unique idea proposed by Zackrisson et al. (2013) which
utilizes the UV spectral slope  for estimating the escape fraction of Lyman Continuum
photons. On the basis of this idea, we submitted a proposal, and then we were granted
telescope time. The observation was conducted on HST 2016 August 27, and now we are in
the process of the data reduction. Thus, we summarize the detail of the observation and the
current status.
6.1 Analysis of Angular Auto Correlation Function
6.1.1 Results from SXDS sample
In order to reveal the dependence of ACF signals on  values, we divide the SXDS sample
into two sub-samples with respect to the observed  value. One is the blue sub-sample which
consists of the objects with obs   1:74 and the other is the red sub-sample which consists
of the objects with obs >  1:74. The criteria value of obs =  1:74 is the median value of
the whole sample in the SXDS eld.
The results for the whole sample, blue sub-sample, and red sub-sample are shown in Figure
6.1 by the green line with hatched region, blue points with error bars, and red points with
error bars, respectively. To display the results for the blue and red sub-samples clearly, we
plot the ACF signals with a small oset along the horizontal axis direction. We note that
the errors of the ACF signals become quite large at  & 30000 and therefore we basically
consider the ACF signals at  . 30000. From the result for the whole sample (green), we
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Figure 6.1: Angular auto-correlation function for whole samples, blue sub-sample (obs   1:74),
and red sub-sample (obs >  1:74). The green line with hatched region, blue points with error bars,
and red points with error bars represent the whole sample, blue sub-sample, and red sub-sample,
respectively. For emphasizing the deference of blue and red sub-sample, we draw the both plots with
a small oset along the x-axis.
nd that our result traces the trend of the previous studies for the z  4 LBGs in the SXDS
eld (Ouchi et al. 2004, 2005). The slope of the ACF signals in  . 2000 diers from the
slope in 10000>  & 2000 even if we take account of the errors, and it can be explained by
the composition of the one-halo and two-halo terms (e.g., Kravtsov et al. 2004). From the
results of the blue and red sub-samples, we can see that the global trend of the ACF signals is
not signicantly dierent from the whole sample. However, due to the decrease of the sample
size, the errors of them become larger than those of the whole sample. When we focus on
the binned average values of the ACF signals, the blue sub-sample shows a lower signal at
the small scale ( . 1000) but higher signal at the large scale ( & 1000) than the red
sub-sample.
The tting results are tabulated in Table 6.1. From the third to fth column, we show
the tting results by the IC corrected power-law form (Eq.3.3). From the sixth to ninth
column, we also show the tting results by the simple power-law form, !() = A!1  , for
the small scale ( = 300.5 2200) and large scale ( = 2200 13900). All of the tting results
show that the blue sub-sample tends to have a smaller amplitude, A!, and shallower index,
 than the red sub-sample. As mentioned in the introduction, we expect that the objects
with bluer  values would be solely distributed and the ACF signal becomes weaker than
the redder one. Although the error is still large, it seems that the tting results support
this expectation. However Figure 6.1 also shows that the ACF signals of blue sub-sample
become larger at  & 2200 than the red ones since the red sub-sample shows the much steeper
power-law index  than that of the blue sub-sample (and whole sample). This is the result
from the prominent one-halo term of the red sub-sample, and it may imply that the galaxies
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in the red sub-sample are hosted by more massive dark matter halos than the galaxies in the
blue sub-sample. According to our discussion described in Section 5.5, most of the galaxies in
the red sub-sample are the intrinsically intense star-forming galaxies (or intrinsically blue 
galaxies). Since SFR is proportional to stellar mass (main-sequence of star-forming galaxies
described in Section 5.2), SFR is also expected to be proportional to dark matter halo mass.
Indeed Bethermin et al. (2014) indicate that the clustering length slightly increases with
increasing SFR. Therefore, we consider that the ACF analysis is consistent with the SED
tting analysis. Furthermore we should consider some extreme events such as gas rich merger
if we explain the extreme condition of the intense star formation activity, the highly dust
attenuation, and the bluest int value owing to the signicant contribution from hot OB-type
stars (e.g. young-age stellar population). In order to decrease the errors of the ACF signals
and verify the above interpretation, we need a further investigation with a large sample and
more detailed  sub-samples by utilizing the ultra-wide eld survey data.
6.1.2 Applying the Clustering Analysis to the HSC-SSP Data
The nal goal of the clustering analysis is to reveal the origin of the extremely/very
blue star-forming galaxies. We can predict that the stars in the galaxies are formed from
less metal-polluted HI gas, and hence the extremely/very blue star-forming galaxies should
be less clustered than redder star-forming galaxies. In the previous section, we divided the
SXDS sample into two sub-samples, and tried investigating the dierence between the blue
and red sub-samples. However, the uncertainties of the ACF signals are quite large, and it
is sever to get a conclusion from the analysis. The large uncertainties are attributed to the
small sample size of the SXDS sample, and we conclude that the SXDS sample is insucient
to investigate the extremely/very blue star-forming galaxies.
For the next step, we are planning to utilize the HSC-SSP data which is suitable to
increase the sample size owing to the ultra-wide survey area. The HSC-SSP survey started
in March 2014, and the program is on-going. The HSC-SSP is composed of three survey
layers (wide, deep, and ultra deep), and all the layers are observed with Subaru/HSC g, r, i,
z, and y broad-band lters. The ve broad-band lters are best for investigating the z  4
star-forming galaxies. When the survey is completed, the deep layer has the similar imaging
depth with the SXDS data, but the much larger survey area than the SXDS data. The total
area of the deep layer is as large as 27 deg2 (the wide layer is 1400 deg2 and the ultra deep
layer is 3.5 deg2), and it is 35 times larger than the SXDS data. Consequently, the HSC-SSP
data set enables us to investigate the ACF of z  4 star-forming galaxies for several  and
MUV sub-samples in detail.
In order to investigate z  4 star-forming galaxies, we consider the best selection criteria
based on the Lyman Break technique (Steidel & Hamilton 1992; Steidel et al. 1995, 1996)
constructed from the lter set of Subaru/HSC by using the population synthesis model.
Actually, Hildebrandt et al. (2009) investigate the color selection criteria for g-dropouts (LBGs
at z  4) constructed from the lter set of CFHT/MegaCam which has the u, g, r, i, and z
broad-band lters. The response curve of the g, r, i, and z -band lters of CFHT/MegaCam
is almost same as that of Subaru/HSC. Since the main selection criteria of Hildebrandt et al.
(2009) requires the g, r, and i -band lters, we can simply apply the criteria to the HSC-SSP
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data. However, the authors also use the u-band lter for excluding the contamination from
low-z galaxies. Moreover, in the simulation of Hildebrandt et al. (2009), the authors use the
population synthesis model of Bruzual & Charlot (1993) and the intergalactic medium (IGM)
attenuation model of Madau (1995), which are relatively conservative. Therefore, we should
consider the new color selection criteria constructed from the lter set of Subaru/HSC by
using a recent population synthesis model and a recent IGM attenuation model, and it is very
interesting to compare the detectability and/or the purity of the new criteria with that from
Hildebrandt et al. (2009).
For making the color criteria, we use the population synthesis model of Bruzual & Charlot
(2003), which is described in Section 3.2, and the IGM attenuation model of Inoue et al. (2014).
The mean transmission at the Lyman series and Lyman continuum regime by Inoue et al.
(2014) is higher than that by Madau (1995), and hence the Lyman Break calculated in our
model is smaller than the previous work. We note that the absorption by neutral hydrogen in
the IGM is stochastic, and the actual transmission can vary widely from sight-line to sight-line
(Madau 1995; Inoue & Iwata 2008). For simplicity, we consider the templates constructed
from two SFHs (Continuous Constant and Instantaneous Burst), two age values (10Myr and
1Gyr), one metallicity value (Z = 0:2Z), and two dust attenuation value (Av = 0:0 and
1.5). We assume the Calzetti et al. (2000) dust attenuation law, and at the wavelength
shorter than Ly (  1200A) we calculate the extinction curve assuming a linear function
by extrapolating the Calzetti et al. extinction curve at  = 1200 and 1300A. For the lter
response curve, we use the data obtained from the Subaru/HSC instrument Web Site1 after
multiplying the Quantum eciency of FDCCD, the Transmittance of the dewar window, the
Transmittance of the Primary Focus Unit of the HSC, and the Reectivity of the Primary
Mirror.
We propose the color-color diagram of g   r vs. i   z (griz -diagram) for selecting z  4
LBGs, and it is shown in Figure 6.2. For comparison, we also show the color-color diagram of
g  r vs. r  i (gri -diagram), which is adopted in Hildebrandt et al. (2009), in Figure 6.3. In
both the gures, the left two panels show the model tracks calculated from the template of the
Continuous Constant SFH, and the right two panels show the model tracks calculated from
the template of the Instantaneous Burst SFH. The blue and cyan lines represent the model
templates with Age = 10Myr and 1Gyr, respectively, but both the models have Av = 0:0.
The red and magenta lines represent the model templates with Age = 10Myr and 1Gyr,
respectively, but both the models have Av = 1:5. The small dots on each line denote the
redshift intervals with z = 0:1, and the large three diamonds show the redshift of z = 3:5,
4.0, and 4.5 from small g   r color to large g   r color. The green cross marks denote the
colors for various types of stars calculated from Pickles (1998) stellar spectral ux library.
The black solid line is the color selection criteria we propose here (Figures 6.2) and the criteria
of Hildebrandt et al. (2009, Figures 6.3).
According to our model calculation, it is dicult to pick up z  4 LBGs by using the
gri -diagram (Figure 6.3) because of the small g  r color (or small Lyman Break). The small
g   r color is mainly attributed to the assumed IGM attenuation model in our calculation.
In fact, we check that the g   r color becomes larger and the color criteria of Hildebrandt
1http://www.naoj.org/Observing/Instruments/HSC/sensitivity.html
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Figure 6.2: griz Color-Color diagram. The left two panels show the model tracks calculated from the
template of the Continuous Constant SFH, and the right two panels show the model tracks calculated
from the template of the Instantaneous Burst SFH. Both the blue and cyan lines represent the model
templates with Av = 0:0, but the age value is Age = 10Myr (blue) and 1Gyr (cyan), respectively.
Both the red and magenta lines represent the model templates with Av = 1:5, but the age value is
Age = 10Myr (red) and 1Gyr (magenta), respectively. The small dots on each line denote the redshift
intervals with z = 0:1, and the large three diamonds show the redshift of z = 3:5, 4.0, and 4.5 from
bottom to top. The green cross marks denote the colors for various types of stars calculated from
Pickles (1998) stellar spectral ux library. The black solid line is the color selection criteria we propose
here.
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Figure 6.3: gri Color-Color diagram. Same as Figures 6.1, but the horizontal axis is the color of
r  i. In this gure, the black solid line denotes the color selection criteria of Hildebrandt et al. (2009).
et al. (2009) can select z  4 LBGs when assuming the IGM attenuation model of Madau
(1995). Therefore, as mentioned above, we should use another color selection criteria for
selecting z  4 LBGs when assuming the recent IGM model. We investigate several color
combinations, and then we propose the griz -diagram (Figure 6.2). In the gure, we also draw
a line as the candidate of the color criteria. This criteria is intended to select the young and
less dusty LBGs because our purpose is to investigate the extremely/very blue star-forming
galaxies. This criteria indeed can separate the target galaxies from both DSFGs (red line
in the left bottom panel) and old passive galaxies (cyan or magenta lines in the right two
panels). However, if we compare the blue galaxies with the redder star-forming galaxies, we
should change the i   z color criteria. Since there seems to be the contamination from the
low-z passive galaxies, we need to calibrate our color selection criteria by using spectroscopic
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samples, and the investigation is on-going. We will quantify the contamination rate from
the low-z galaxies and the detectability of z  4 LBGs, and then we will do the clustering
analysis.
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The reionization of neutral hydrogen in intergalactic medium (IGM) is one of the major
event in the cosmic history. From the studies of the Ly forest, the fraction of Ly emitting
galaxies, and the patchy kinetic Sunyaev-Zeldovich eect, it is considered that the transition
from neutral phase to ionized phase completed at z & 6 (e.g., Fan et al. 2002, 2006; Ono et
al. 2012; Schenker et al. 2012; Zahn et al. 2012). The information of UV spectral slope  is
also utilized for constraining the reionization (Duncan et al. 2015) because the  value can
be a indicator of the production rate of hydrogen ionizing photons. However, the sources of
the reionization is still unknown because of the uncertainty of the number density of faint
star-forming galaxies and/or the fraction of hydrogen ionizing photons which escape from
galaxies into the surrounding IGM, fesc, at z > 6 (e.g., Madau et al. 1999; Finkelstein et al.
2012b, 2015).
The escape fraction can be measured as the ratio of observed to intrinsic number of ionizing
photons (Lyman continuum, hereafter LyC, at  < 912 A) although there are some diculties
in estimating both of the observed and intrinsic number of LyC. The intrinsic number of LyC
photons is derived from a model t to the non-ionizing UV part of the spectrum (  1500
A), and thus it depends on the adopted galaxy SED model in which the dust attenuation,
age, SFH, metallicity, and Initial Mass Function (IMF) is assumed. The direct observation
for the escaped LyC photons from galaxies also has some uncertainties since the foreground
IGM absorption by Ly clouds or the foreground contamination from low-z galaxies becomes
more severe for higher redshift galaxies (e.g., Inoue & Iwata 2008; Vanzella et al. 2010).
Nevertheless fesc values have been measured for galaxies at up to z  3-4 and there seems to
be a trend that fesc value increases with redshift from a few % (z  0-1) to 5-40% (z  3)
(e.g., Inoue et al. 2006; Bergvall et al. 2013) by using spectroscopic data, multi-band imaging
data, and the high resolution imaging data observed with Hubble Space Telescope (HST).
Since the foreground IGM absorption is stochastic, it may be possible to directly measure
the fesc values for galaxies at z > 6 if there is a clear sightline. However, the possibility is low
even if the target galaxies are at z  3-4. Therefore, the indirect method for the measurement
of the fesc value, which is not aected by foreground IGM absorption, is required and has
been suggested for the last several years (Zackrisson et al. 2013, 2016; Jones et al. 2013).
Zackrisson et al. proposed a new idea to indirectly measure the fesc value by using the
H line equivalent width (EW) and the rest-frame intrinsic UV spectral slope  (hereafter
EW(H)- method). The method is based on a simple idea; A lower escape fraction of LyC
photons absorbed in the HII regions of galaxies results in stronger nebular emission and a
larger EW(H). Consequently, a low fesc corresponds to a high EW(H), whereas a high
fesc corresponds to a low EW(H). The intrinsic UV spectral slope  is a tracer of the
production rate of LyC photons, and hence the EW(H)- diagram can be a useful tool for
the measurement of the fesc values.
Figure 6.4 shows the predictions from simple toy models (Left; Zackrisson et al. 2013) and
SPH simulations (Right; Zackrisson et al. 2016). While the EW(H)- relation also depends
on the age of star formation and/or metallicity, the four colored lines (Left) or dots (Right)
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Figure 6.4: EW(H)- diagram predicted from the simple toy model (Left) and the SPH simulations
(Right) in the case of dust-free. The four colored lines or dots represent dierent fesc values described
in the gure. In the left gure, the solid, dashed, and dot-dashed lines indicate the metallicity of
Z = Z, 0:2Z, and 0:02Z, respectively. In the right gure, the dots represent individual galaxies
at z = 7 from Simizu et al. (2014). The gures are taken from Zackrisson et al. (2013, 2016).
which represent the galaxies with fesc = 0.0 (red), 0.5 (yellow), 0.7 (green), and 0.9 (blue)
are well separated, respectively. It means that if we can measure the intrinsic (i.e., dust-free)
 value as well as EW(H), the fesc value can be inferred. For example, if a galaxy has
 =  2:7 and rest-frame EW(H) of  10 A, fesc  0:9 is expected. With this method, fesc
values can be observationally obtained even for galaxies at z > 6 by using future instruments
such as JWST.
Before applying this new interesting idea to galaxies at z > 6, the method needs to be veri-
ed for galaxies for which fesc values have already been obtained through more direct method.
For this purpose, we submitted a proposal in which we target two LyC galaxies at zspec = 3:2
and a dozen of galaxies at zphot  3:2 whose LyC was measured with NB359 narrow-band
lter. The proposal was accepted in Subaru Proposal S16B semester (Proposal ID:S16B-012,
PI:Yamanaka), and the observation was conducted on 2016 August 27. Therefore, we now
get a opportunity to check this method.
6.2.2 Spectroscopic Observation and Current Status
We conducted NIR multi-object spectroscopy with the Multi-Object Spectrometer For
Infra-Red Exploration (MOSFIRE; McLean et al. 2010, 2012) on the Keck-I 10m telescope.
The data was obtained on HST 2016 August 27, and the night was photometric with seeing 000
.4 000.6. A total of four masks was observed using the ABA0B0 dithering pattern with the nod
amplitude of 300.0 (A-B) and 200.4 (A0-B0). Except for one object in the SSA22 eld mask, we
used slit widths of 000.7 which corresponds to the spectral resolution R = 3610 in the K -band
and R = 3388 in the Y -band.
Two of the four masks are our main masks for the candidates of zspec = 3:2 LyC galaxies
in the SSA22 eld which is selected from Iwata et al. (2009) and Micheva et al. (2016). In
each mask, we assigned one slit on one LyC galaxy (hereafter we call the objects as LCG1
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Table 6.2: Summary of Spectroscopic Data
Mask No. Field Filter Target Objects Target features Exp. Time
1 SSA22 K LCG1, LBGs, LAEs [OIII]5007, H 8820sa
2 SSA22 K LCG2, LBGs, LAEs [OIII]5007, H 1800s
3 SXDS K Dusty LBGs H 3420s
4 ELAIS-N1 Y Proto-Cluster Candidate Balmer Break 2160s
a In our observation, almost the rst half night was lost due to the telescope trouble. This
value is the sum of the safe science frame observed in the rst and second half night. If we
only use the science frame in the second half night, the exposure time is 7920s. However,
if we include the suspicious science frame in the rst night, the exposure time becomes
9540s.
and LCG2). In addition to the LCG1 and LCG2, we also assigned slits on the LBGs and
LAEs with photometric redshift zphot  3:2. The purpose of the observation is to determine
the spectroscopic redshift by strong emission lines such as [OIII] 5007, and to measure the
H emission line ux. For this purpose, these two masks were observed in K -band lter. Net
exposure times are 8820s and 1800s, respectively, although we lost the almost rst half-night
because of telescope trouble. The other two of four masks are prepared for eectively utilizing
the telescope time before and after the main observation. One mask is for the z  4 LBGs
with red  value in the SXDS eld. This mask was observed in K -band lters. The other
mask is for the candidates of z  2 proto-cluster member in the ELAIS-N1 eld (T. Yamada,
private communication). This mask was observed in Y -band lters. Net exposure times are
3420s and 2160s, respectively. The mask information is summarized in Table 6.2.
The data reduction was performed by using the MOSFIRE data reduction pipeline (DRP)2
which was developed by the MOSFIRE instrument team. As a result, we obtained the 2-D
stacked spectra which were at-elded, wavelength calibrated, rectied, and sky subtracted.
In the wavelength calibration procedure for K -band, we found the best solution for each slit
from a combination of OH night sky lines and arc lines of a Neon lamp. By default, an
Argon arc lamp is also prepared, and indeed we obtained the data of the Argon arc lines
in the afternoon calibration. However, the combination of OH night sky lines, arc lines of
the Neon, and Argon lamps did not work well, and the wavelength solution was not found.
Therefore, we used the combination of OH night sky lines and arc lines of the Neon lamp for
the K -band wavelength calibration. The one-dimensional (1-D) spectra with their 1 error
were extracted from the nal 2-D spectra by using the BMEP3 software which was developed
by the MOSFIRE Deep Evolution Field (MOSDEF) team. This software is useful to detect
and identify the faint emission lines and continuum, and the extraction is conducted with a
boxcar aperture. The extracted spectrum of bright objects were compared with the spectrum




CHAPTER 6. FUTURE PROSPECTS
As for ux calibration, we observed a telluric standard A0V star, HIP 80974, when the star
was at similar airmass with the science frames. Since the observed wavelength range depends
on the position in the mask, the standard longslit observation cannot always cover the entire
wavelength range if a science target is at the edges of the mask. In order to acquire the
standard spectrum which covers the accessible wavelength range at K -band, we adopted the
`long2pos specphot' procedure. This procedure has been developed by the instrument team,
and a custom mask in which there are two slits to sample both of the longer and shorter
wavelength range is prepared. In this procedure, we can also calibrate slit-losses assuming
both the target objects and standard star are spatially-unresolved point sources.
Now, we are working on the ux calibration. Owing to the telescope trouble, there is a
diculty in the process of the ux calibration. We will try some methods which enable us
to complete the calibration, and then we will measure the ux of the H emission line and




In this work, we investigate the UV slope , stellar population, and spatial distribution
of bright star-forming galaxies at z  4 in the SXDS eld which is the wide-area and deep
survey eld. We use the imaging data of SXDS/BV Ri0z0, Subaru/updated-z0, UDS/JHK,
HST/F125WF160W, and Spitzer/3.6m 4.5m, and we construct the sample of star-forming
galaxies at z  4 by both Lyman Break technique and photometric redshift selection. The
UV slope  is calculated by the simple power-law t. Our main results are described below.
 We nd that there is little dependence of the observed UV slope  on the absolute
UV magnitude MUV in the range of  22:0 . MUV .  20:0. The slope of the -MUV
relation is  0:04  0:02, and it is more shallower than the previous studies for similar
redshift (e.g.,  0:13 0:02 from Bouwens et al. 2014 and  0:10 0:03 from Kurczynski
et al. 2014).
 In order to illustrate the eect of the incompleteness to the observed -MUV distribu-
tion, we estimate the recovery fraction which is the ratio of re-collected objects to input
objects. Our simulation indicates that the observed global trend of -MUV relation is
mainly formed by some physical reasons, not our sample selection.
 For considering the dependence of the UV slope on the dust attenuation, age, metallicity,
and SFH, we introduce and investigate the intrinsic (dust-corrected) UV slope, int,
and intrinsic absolute UV magnitude, MUV;int, by using the results of the SED tting
analysis. Interestingly, the intrinsic UV slope increases with the intrinsic absolute UV
magnitude, and the star-forming galaxies with the bluest int and brightest MUV;int
value are the dusty population, and then resulting the red obs value. Due to such
population, we see the at obs-MUV;obs distribution.
 We nd that the int-MUV;int relation does not depend on the assumption of the SFH.
Although there is a degeneracy between the dust attenuation and age, it is not critical
for the int-MUV;int relation. These results support the above interpretation.
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CHAPTER 7. SUMMARY
 The intersection point of the int-MUV;int relation and obs-MUV;obs relation would rep-
resent the position of the appearance of nearly dust-free population. We calculate this
intersection point and it is at  =  1:97 and MUV =  18:6 which is close to the break
point of obs-MUV;obs relation reported by Bouwens et al. (2014). Therefore in order to
nd the extremely metal-poor or metal-free galaxies, it is ecient to search extremely
blue  galaxies with MUV;obs &  19:0.
 Since the photometric uncertainty of optical broad-band lters is typically smaller than
that of NIR broad-band lters, the SED tting analysis tends to select best-t SEDs
which well reproduce the photometries of optical broad-band lters. Therefore, it is
useful to directly compare the observed color of the zJK -band lters with the expected
color of DSFGs, dust-free SFGs, and quiescent galaxies. We nd that the observed color
of the most dusty sub-sample (Av  1:0) is well reproduced by the color of DSFGs.
When taking account of the mean photometric error, the distribution of the most dusty
sub-sample can be separated from the expected color of dust-free SFGs and quiescent
galaxies. Thus, a part of star-forming galaxies at z  4 in our sample is denitely
classied as DSFGs.
 We estimate the IRX (= LTIR=LFUV) value and bolometric (total) luminosity. We
compare the distribution of IRX-obs and Lbol-IRX for z  4 with those of z  2 and 0
and nd that the IRX-obs relation of z  4 is similar to that of z  2 at the smaller
IRX range (IRX  1) while the relation of z  4 departs from that of z  2 toward
the bluer  value at the larger IRX range (IRX & 10). We also nd that the Lbol-IRX
relation of z  4 is similar to that of z  2 rather than z  0 over the sampled IRX
range. Both results indicate that a signicant fraction of z  4 LBGs are the highly
dust attenuated population and there must be the IR luminous star-forming galaxies
such as ULIRGs in our sample.
 We also conduct the SED tting analysis assuming the SMC attenuation law for dust
extinction curve instead of the Calzetti et al. (2000) attenuation law. In this case,
while the trend of the int-MUV;int relation does not change, we cannot identify the
dusty active star-forming population and most of the galaxies are distributed between
the relation of Meurer et al. (1999) and Takeuchi et al. (2012) on the IRX- space.
However the result of the Lbol-IRX relation does not appear to be consistent with the
stacked result from Coppin et al. (2015). For more direct comparison, we estimate the
ux density at observed-frame 850m (S850) for our sample, and the predicted S850
value from the SMC attenuation law is indeed insucient to reproduce the result from
Coppin et al. (2015). Thus, the Calzetti et al. attenuation law is preferable to the SMC
attenuation law for the z  4 intrinsically luminous LBGs.
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 As rst future prospect, we investigate and discuss the relation between ACF signals
and  values for the SXDS sample, and then we consider the potential of the HSC-SSP
data. We calculate the ACF for the whole sample, obs   1:74 (blue) sub-sample,
and obs >  1:74 (red) sub-sample. Our analysis shows the sign of the ACF signal
excess for the red sub-sample at the small scale ( . 2200) due to the large amplitude
and much steeper power-law index of the ACF signals. It probably means that the
intrinsically intense star-forming galaxies are hosted by more massive dark matter halos
since most of the galaxies in the red sub-sample are the intrinsically intense star-forming
galaxies. However the errors of the ACF analysis is still large, and we need a further
investigation. By using the HSC-SSP data, we can easily increase the sample size owing
to the extremely wide survey area. We have already made the color selection criteria
for z  4 LBGs, and we will calibrate it from the spectroscopic samples.
 As second future prospect, we introduce one interesting idea proposed by Zackrisson et
al. (2013). The idea utilizes the UV spectral slope  for estimating the escape fraction
of Lyman Continuum photons which is important quantity for revealing the source of
cosmic reionization. In order to verify the new idea, we conducted NIR multi-object
spectroscopy on HST 2016 August 27. We summarize the detail of the spectroscopic
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