The 0/1 Knapsack problem is one of the most popular real-world optimization problems that arise in searching space and finding the most optimum solution. Theoretically, the optimum solution problem of the 0/1 Knapsack requires suitable technique to explore the search space effectively. Practically, as many metaheuristic algorithms, Whale Optimization Algorithm (WOA) may fail in local optimum solution. This paper proposes Opposition-based Whale Optimization Algorithm (OWOA) to optimize solution problem in 0/1 Knapsack. The OWOA has been tested original WOA by using twenty cases of Knapsack problem and against other metaheuristic algorithms such as (CGMA) and HS-Jaya. The experimental results indicate a significant performance of the optimization solution and stabilization with minimal standard deviation value. This shows that the OWOA improved the original version WOA and has promising result in comparison with other existing algorithms.
INTRODUCTION
The knapsack problem is referring to an issue in combinatorial optimization (0/1 KP). For instance, in order to arrange multiple items in one knapsack and carry the right items and achieve the best optimal value, it is crucial to consider the weight and value of each item.
Therefore, there is a need to search the best optimal value by finding the best method. Previous research reported many algorithms to solve this knapsack problem [1] , such as ant lion optimization (ALO), wolf search algorithm (WSA), human learning optimization (HLO), and whale optimization algorithm (WOA).
Whale optimization algorithm (WOA), is a metaheuristic optimization that mimicking the hunting behavior of humpback whales [2] . However, WOA still unable to solve the knapsack problem and need to combine with another method to enhance the searching. In past benchmark results [3] , OWOA is able to achieve much better scores compare to WOA. Therefore, this study proposes OWOA, the combination of WOA and opposition-based learning (OBL) to solve the knapsack optimization problem. To the best of the author's knowledge, there is none previous study utilize OWOA in this knapsack area and this paper attempt to use this opportunity to discover the OWOA potential in 0/1 KP.
The remainder of this study is structured as follows. Section 2 presents the related work. Section 3 provides the OWOA methodology. Section 4 provides the information of the OWOA algorithm. Section 5 describes on how to conduct the simulation. Finally, Section 6 concludes the remarks.
RELATED WORK 2.1 Whale Optimization Algorithm
Whale Optimization Algorithm (WOA) is a meta-heuristic algorithm has been proposed recently that mimic the social behavior of humpback whales when they are hunting their prey. The unique strategy that the humpback whale follow called the bubble-net, where two or more whales swim in shrinking circles towards to the surface while they are surrounding the targeted shoal with the bubbles along spiral-shaped.
WOA mimic the humpback searching strategy to find new candidate solutions and use the bubble-net attacking technique to determine the position of the best possible solution for the optimization problem. The WOA present encircling strategy mathematically using the following equations: Where in the first equation D is the absolute distance between the best whale (search agent) and the current whale at the iteration t. A is a random value between [-a, a], where a is value between 2 and 0 decreased in each iteration. C is a randomly generated coefficient. Then to simulate t the spiral-shaped behavior, following equation used:
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Where is the D' is the absolute distance between the current whale and the best whale position at the iteration (t), and b is a constant value form the spiral shape. l is a generated number randomly between [-1, 1]. To mimic the swimming behavior in a shrinking circle and along the spiral-shaped path, the following equations represent these behaviors mathematically:
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Where the probability of choosing between shrinking encircle or in spiral-shape is equal to 50%, hence is a random number
The last task is to search for new prey (exploration), which represented in the follows equations:
Where is a random generated number, greater than 1 or less than -1 to force the agent to move far away from the local values.
Opposition-based learning (OBL)
In 2005 Tizhoosh et al [4] present the basic concept of Opposition-based Learning (OBL) which inspired by the YinYang in the old Chinese philosophy. In Yin-Yang concept everything has its opposite (dark-light), (wet-dry), (hot-cold) …etc. In artificial intelligent (AI), Tizhoosh suggested considering the opposite value of the current solution candidate as a new candidate has better solution. The OBL concept has been accepted and proved later by many researchers as an improvement scheme to enhance performance in many algorithms [3] , [5] - [9] .
Basically, the mathematical equation to generate the opposite value is:
, where x ϵ [a, b] is a real number. (10) Later, many researchers improved the opposition concept by modifying the opposite value space such as using quasiopposition (QOBL), Quasi-Reflection Opposition-Based Learning (QROBL) and Generalized Opposition-Based Learning (GOBL) [10] - [12] .
Related Works
0\1 Knapsack as a well-known optimization problem, many algorithms have been proposed to find the optimum solutions. Hirstakeva et al [13] have proposed a Genetic Algorithm (GA) to maximize the value of objects in a knapsack without exceeding its capacity. Hirstakeva et al have implemented two functions to select the candidate vectors, roulette-wheel, and group. Hirstakeva et al tested the program with different crossover ratios and single and double crossover, which show no difference in both cases. Subsequently, Baykasoǧlu et al [14] have improved the firefly algorithm to find the optimum result for 0\1 knapsack. The proposed firefly algorithm has been tested in many knapsack problem cases either one dimensional and multidimensional knapsack problems. The improved firefly algorithm has proven as a powerful algorithm to solve different type of knapsack problem. In [15] , have proposed a modified Whale Optimization Algorithm to solve multidimensional knapsack problems, where the obtained results were effective and robust to find the optimum solution. In 2018 Alomoush et al proposed a new hybrid algorithm based on Harmony Search and Jaya Algorithm to solve 0\1 knapsack problems [16] . The proposed hybrid algorithm has been applied to twenty cases of Knapsack problem with different dimensions, which shows competitive results in comparison with previous Harmony Search. 
OPPOSITION-BASED WHALE OPTIMIZATION ALGORITHM FOR KNAPSACK
In our previous work [3] we presented a modified version of Whale Optimization Algorithm called Opposition-based Whale Optimization Algorithm (OWOA). In fact, OWOA has been tested in many benchmark functions but not tested in a realworld optimization problem. Hence, this paper modifies the OWOA to solve the 0-1 Knapsack Problem.
The main dilemma in the 0-1 knapsack problem is the huge number of possible choices, which mean testing all possible solution will find the optimum, but it will be costly and take lot of time. Hence, using metaheuristic algorithms will save lot of time and cut searching time.
Using the OWOA to solve the (0-1KP) need to be modified OWOA to handle 0-1 vectors instead of real numbers and using random valid-vector generator instead of a random number. Figure 1 explains the OWOA steps, the first step is to initialize all parameters including (number of search agents, maximum evaluation, …etc.), then generate a random vector as a solution candidate to be evaluated in the next step. Next step is an iteration to use the OWOA algorithm steps to generate and evaluate new suggested vectors as following steps:
Generate new random valid-vectors as search agent positions. -Calculate the total value of the generated-vector -Calculate the opposite location for each generatedvector by finding the logical inverse of the current generated-vector. -If the opposite-vector is valid -the total weight is less or equal the maximum weight-evaluate the value of the opposite-vector -If the opposite-vector value more than the generatedvector and greater than the current best vector, update the best vector as the opposite-vector. -If the generated-vector value more than the oppositevector and greater than the current best vector, update the best vector as the generated-vector. -Finally, update the best vector location using OWOA steps and repeat previous steps until OWOA reach the stop criteria.
To calculate the opposite vector of the current generated candidate, the logical inverse will be used. For example, if the current candidate is (001000101), the opposite vector will be (110111010).
SIMULATION EXPERIMENTS
In this research we conduct three experiments to evaluate the proposed algorithm in term of comparing the improvement against the original algorithm and compare the result with existing algorithms.
Experiment Dataset and Configurations
To make the experiment fair, in all experiment we configure and measure the number of evaluation and fix it as the original algorithm to the maximum number and keep all configuration in the algorithms. On the other hand, to make the comparison doable, all the data set will be used as it described in [17] .
As the first experiment aimed to evaluate the opposition enhancement against the original algorithm both algorithms have run 100 times independently and configured as follows: 
Results & Discussion
OWOA and WOA were coded and simulated in Matlab R2016a run in windows 8.1 using CPU Intel core i5 2.27 GHz speed and 4GB RAM. While the HS-Jaya and CGMA result compared as shown in [16] and [18] , respectively.
As we aim to measure the improvement in the WOA using OBL to solve the knapsack problem, Table 1 shows the results by comparing the WOA performance against the proposed algorithm OWOA. Among 100 run the mean value of the results shows a noticeable improvement in the performance comparing with OWOA in term of maximizing the value in the knapsack in 19 cases and in term of stabilization in 18 cases as the standard deviation (std) shown in Table1.
In the second and third experiment, we aimed to validate OWOA performance by comparing the result with recent existing algorithms. As Table 2 and Table 3 shown result of our experiments to compare OWOA performance with HS-Jaya and CGMA using 10 different knapsack problem cases. Although of the different run environments, but the OWOA show the similar result in most cases and failed in some cases.
CONCLUSION
The 0/1 Knapsack problem is a well-known NP optimization problem that frequently arises in various application such as computer science and searching function. The 0/1 Knapsack problem also appears in the real-world, especially in decision making. This paper present improvement of WOA with opposition-based learning (OWOA) to improve WOA performance to solve knapsack optimization problem. Our key contribution relies on the searching option which aims to process as fast as possible with the optimum solution. The proposed approach significantly outperformed original WOA with respect to the optimum solution, in the experiments involving twenty knapsack problems. Based on the experimental results, our proposed approach also shows the improvement in scalability which is an important requirement in applications.
As future work, to use OWOA to solve different optimization problems such as software testing and travel salesman problem and study a new variant of OBL to improve WOA. 
