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SOLUCIO´N DE ALGUNOS PROBLEMAS NO LINEALES
CON UN ME´TODO ITERATIVO
Rodrigo Duque B.(*)
Resumen. Se muestra co´mo construir la solucio´n de un problema no lineal
con un proceso iterativo donde en cada paso es necesario hallar una solucio´n
aproximada a una ecuacio´n lineal.
Palabras clave: Sistemas sime´tricos positivos, operadores diferenciales, espa-
cios de Sobolev.
1. APROXIMACIO´N DE FUNCIONES
El propo´sito de esta seccio´n es presentar algunas ideas y resultados que nece-
sitaremos ma´s adelante. Los resultados se restringen a funciones vectoriales de
cuadrado integrable sobre un toro.
Consideremos funciones reales v(x) de n-variables x1, x2,...,xn de periodo 2pi
en cada una de las variables. Con ayuda del Operador Laplaciano ∆
∆ =
n∑
r=1
(
∂
∂xr
)2
,
introducimos el producto interno
(v, w)ρ =
∫
Ω
v(−∆)ρwdx para ρ = 0, 1, ..., r, (1.1)
donde la integracio´n es tomada sobre 0 ≤ xr ≤ 2pi y dx abrevia el elemento de
volumen dx1dx2...dxn.
Este producto nos garantiza que (v, v)ρ =
∫
v(−∆)ρvdx sea no negativa.
Observamos que la norma ||v||ρ = (v, v)1/2ρ se anula para funciones constantes
si ρ > 0, pero ||v|| = (||v||20 + ||v||2ρ)1/2 s´ı representa una norma propia. La
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clausura de todas las funciones C∞ de periodo 2pi bajo esta norma forma un
espacio de Hilbert, el cual denotaremos por V ρ y es llamado Espacio de Sobolev.
Usando la expansio´n de Fourier v =
∑
k vke
i(k,x) podemos introducir los espa-
cios V ρ para valores no enteros.
Definimos:
‖v‖2ρ = 2pi
∑
k
|k|2ρ|vk|2, (1.2)
donde |k|2 = k21 + · · ·+ k2n.
La clausura de los polinomios trigonome´tricos en la norma (1.2) con ρ real, sera´
llamado V ρ. Para ρ entero positivo, esta definicio´n coincide con la definicio´n
dada inicialmente.
Las normas ‖v‖0, ‖v‖ρ y ‖v‖r esta´n relacionadas por algunas desigualdades, de
tipo Sobolev, estudiaremos las que son necesarias posteriormente.
Se sabe que para v ∈ V ρ dado, la funcio´n ϕ(ρ) = log‖v‖ρ es una funcio´n
convexa, con 0 < ρ < r, asumiendo 0 < ‖v‖r <∞.
Esto se desprende de (1.2) donde se define a ϕ(ρ) como una funcio´n anal´ıtica
para valores complejos de ρ en la banda 0 ≤ Re(ρ) ≤ r y MaxRe(z)=ρ|ϕ(z)| =
ϕ(ρ), asumimos que v no tiene te´rminos constantes. Entonces del teorema de
los tres c´ırculos de Hadamard se sigue la convexidad de ϕ(ρ) en 0 ≤ ρ ≤ r.
Siendo ϕ convexa, con αρ1+βρ2 = ρ, donde 0 ≤ α, β ≤ 1, α+β = 1, tenemos
que ϕ(ρ) ≤ αϕ(ρ1) + βϕ(ρ2), es decir, log‖v‖ρ ≤ αlog‖v‖ρ1 + βlog‖v‖ρ2 que
podemos escribir como log‖v‖ρ ≤ log(‖v‖αρ1‖v‖βρ2) y as´ı obtenemos:
‖v‖ρ ≤ ‖v‖αρ1‖v‖βρ2 para αρ1 + βρ2 = ρ. (1.3)
En particular:
‖v‖ρ ≤ ‖v‖1−
ρ
r
0 ‖v‖
ρ
r
r , 0 < ρ < r. (1.3’)
Notemos tambie´n que si 0 ≤ ρ < ρ′ ≤ r, entonces V ρ′ ⊂ V ρ.
Ahora veamos como podemos aproximar una funcio´n v ∈ V ρ.
Lema 1.1. Para v ∈ V ρ, (0 < ρ < r), Q ≥ 1 existe w ∈ V r tal que{ ‖v − w‖0 ≤ kQ−µ
‖w‖r ≤ kQ,
(1.4)
donde k = ‖v‖ρ y
µ =
ρ
r − ρ , es decir,
ρ
r
=
µ
µ+ 1
. (1.5)
Demostracio´n. Elegimos como w una serie truncada de Fourier de v, tomando
un N apropiado.
1) Sea por tanto,
w =
∑
|k|≤N
vke
i(k,x),
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entonces
‖w‖2r = 2pi
∑
|k|≤N
|k|2(r−ρ)|k|2ρ|vk|2
≤ 2pi
∑
|k|≤N
N2(r−ρ)|k|2ρ|vk|2
≤ N2(r−ρ)‖w‖2ρ.
Es decir
‖w‖r ≤ Nr−ρ‖w‖ρ. (1)
2) Si denotamos z = v − w tenemos
z =
∑
|z|>N
vke
i(k,x),
entonces
‖z‖2ρ = 2pi
∑
|k|>N
|k|2ρ|vk|2
≥ 2pi
∑
|k|>N
N2ρ|vk|2
≥ N2ρ‖z‖0,
es decir
‖z‖ρ ≥ Nρ‖z‖0. (2)
3) Por la definicio´n de w y de z, tenemos que ‖w‖ρ ≤ ‖v‖ρ y ‖z‖ρ ≤ ‖v‖ρ,
y de los resultados (1) y (2) podemos escribir:
‖v − w‖0 = ‖z‖0 ≤ N−ρ‖z‖ρ ≤ N−ρ‖v‖ρ = N−ρk, (2’)
‖w‖r ≤ Nr−ρ‖w‖ρ ≤ Nr−ρ‖v‖ρ = Nr−ρk, (1’)
reescribiendo (1’) y (2’) tenemos:{ ‖v − w‖0 ≤ kN−ρ
‖w‖r ≤ kNr−ρ.
(1.6)
La desigualdad (1.4) se obtiene de (1.6) tomando N = Q
1
r−ρ y µ = ρr−ρ . ¤
Rec´ıprocamente tenemos:
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Lema 1.2. Si v ∈ V 0 tiene la propiedad de que para todo Q > 1 existe w ∈ V r
tal que { ‖v − w‖0 ≤ kQ−µ
‖w‖r ≤ kQ,
entonces v ∈ V ρ, para todo ρ que satisfaga
ρ
r
<
µ
µ+ 1
(1.7)
y ‖v‖ρ ≤ ck, si ‖v‖0 < k, donde c depende de ρ, r, n.
Demostracio´n. Si elegimos Q′ = 2Q y denotamos las aproximaciones corres-
pondientes con w,w′, tenemos:
‖w − w′‖0 ≤ ‖v − w‖0 + ‖v − w′‖0 ≤ k
(
Q−µ + (Q′)−µ
) ≤ 2kQ−µ,
‖w − w′‖r ≤ ‖w‖r + ‖w′‖r ≤ k(Q+Q′) ≤ 3kQ
y por (1.3’) tenemos:
‖w − w′‖ρ ≤ ‖w − w′‖1−
ρ
r
0 ‖w − w′‖
ρ
r
r ≤ (2kQ−µ)1− ρr (3kQ) ρr ≤ 3kQ−q,
con q = µ(1− ρr )− ρr . El supuesto (1.7) implica que q > 0.
Si tomamos Q = Qn = 2nQ0 y llamamos a la aproximacio´n correspondiente
wn, entonces
‖wn − wn+1‖ρ ≤ 3kQ−q0 2−nq.
Por lo tanto wn converge en V ρ, denotemos a este l´ımite como w∞.
Interpretando w∞ como un elemento de V 0, la hipo´tesis ‖v − wn‖0 ≤ kQ−µ
muestra que: v = w∞ y por lo tanto v ∈ V ρ.
Au´n ma´s, podemos obtener un estimativo para ‖v‖ρ:
De la desigualdad
‖v − w0‖ρ ≤
∞∑
n=0
‖wn − wn+1‖ρ ≤ kQ−q0 c, donde c = 3
∑
2−nq,
y usando
‖w0‖r ≤ kQ0, ‖w0‖0 ≤ ‖v‖0 + kQ−µ ≤ 2k,
tenemos que
‖v‖ρ ≤ ‖w0‖ρ +Q−q0 ck ≤ k(2Q
ρ
r
0 + cQ
−q
0 ).
Para Q0 = 1 conseguimos el estimativo deseado con c+ 2 como constante. ¤
SOLUCIO´N DE ALGUNOS PROBLEMAS NO LINEALES... 35
Hemos probado la existencia de una familia de espacios de Banach V ρ (0 ≤
ρ ≤ r) ordenados que satisfacen:
a) En V ρ se define la norma (‖v‖20 + ‖v‖2ρ)
1
2 , donde ‖v‖ρ es tal que
‖v‖ρ ≤ c‖v‖1−
ρ
r
0 ‖v‖
ρ
r
r (1.8)
y c depende u´nicamente de ρ, r, n
b) Si v ∈ V ρ y ‖v‖ρ ≤ k entonces, para Q > 1 existe w ∈ V r tal que{ ‖v − w‖0 ≤ ckQ−µ
‖w‖r ≤ kQ,
(1.9)
donde c depende solamente de r, ρ, n y µ = ρr−ρ .
Rec´ıprocamente, si v ∈ V 0 satisface (1.9) con algu´n ‖v‖0 ≤ k entonces,
v ∈ V ρ′ donde ρ′r < µµ+1 .
Existen otras familias ordenadas de espacios V ρ que satisfacen estas propiedades.
Por ejemplo, para las funciones v conm componentes, v = (v1, ..., vm), tomando
‖v‖2ρ =
m∑
j=1
‖vj‖2ρ,
con ‖vj‖ρ definido como en (1.2), se satisfacen las propiedades.
Un ejemplo ma´s interesante esta´ dado por el par de normas:
|v|0 = max
x∈Ω
√√√√ m∑
j=1
|vj |2 y
‖v‖2r =
m∑
j=1
‖vj‖2r.
El espacio V 0 esta´ constituido por todas las funciones continuas con norma |v|0
y el espacio V r se define con la norma ‖v‖r + |v|0.
Definimos ahora el espacio V ρ y las normas intermedias. Consideramos u´nicamente
ρ entero, 0 < ρ < r. La norma esta´ dada por el lado izquierdo de la siguiente
desigualdad: (
sup
∫
|Dρxvj |2
r
ρ dx
) ρ
2r
≤ c|v|1−
ρ
r
0 ‖v‖
ρ
r
r , (1.10)
donde el sup es tomado sobre todas las derivadas Dρ de orden ρ y todas las
componentes vj . Nuevamente, la constante c depende de n, r, ρ.
Esta desigualdad, que satisface el requerimiento (1.8), es un caso especial de
un teorema mucho ma´s general debido a L. Nirenberg [9].
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2. SOLUCIONES APROXIMADAS DE ECUACIONES LINEALES
Consideremos dos familias de espacios como fueron definidos en la seccio´n an-
terior: V ρ y V σ con 0 ≤ ρ ≤ r y 0 ≤ σ ≤ s.
Denotemos por L al operador diferencial lineal de primer orden de V r en Gs.
Podr´ıamos identificar Gs con V r−1 (s = r − 1). Sin embargo, queremos
distinguir el dominio V r y el rango Gs con notaciones diferentes.
Ahora definimos lo que se entiende por solucio´n aproximada de la ecuacio´n
Lv = g. Hablamos de una solucio´n aproximada w = wQ de Lv = g si para
todo Q > 1 existe w ∈ V r tal que:{ ‖Lw − g‖0 ≤ kη(Q)
‖w‖r ≤ kQ,
(2.1)
si ‖g‖s ≤ k y η(Q)→ 0 cuando Q→∞.
Usualmente requerimos que
η(Q) ≤ cQ−µ (2.1’)
y llamamos a µ el grado de aproximacio´n.
Lema 2.1. Si L es un operador que admite un estimativo ‖v‖0 ≤ ‖Lv‖0 ≤
c‖v‖α para v ∈ V r, entonces la existencia de una solucio´n aproximada para todo
Q > 1 con µ > αr−α implica la existencia de una solucio´n exacta si g ∈ Gα.
Demostracio´n. Elegimos Q = Qn = 2n y denotamos por wn la solucio´n aproxi-
mada correspondiente. De (2.1) tenemos:
1)
‖wn − wn+1‖0 ≤ ‖L(wn − wn+1)‖0
≤ ‖L(wn)− g‖0 + ‖L(wn+1)− g‖0
≤ ckQ−µn + ckQ−µn+1
≤ 2ckQ−µn .
2)
‖wn − wn+1‖r ≤ ‖wn‖r + ‖wn+1‖r
≤ kQn + kQn+1
≤ 3kQn.
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Usando los resultados (1) y (2) tenemos:
‖wn − wn+1‖ρ ≤ ‖wn − wn+1‖1−
ρ
r
0 ‖wn − wn+1‖
ρ
r
r
≤ (2ckQ−µn )1−
ρ
r (3kQn)
ρ
r
≤ ckQ−µ(1−
ρ
r )+
ρ
r
n ,
es decir ‖wn − wn+1‖ρ ≤ ckQ−qn con q = µ(1− ρr )− ρr .
Por lo tanto, concluimos que si q > 0, wn converge en V ρ a un elemento
v ∈ V ρ.
Tomando ρ = α, obtenemos q = µ r−αr − αr > 0 y entonces Lwn converge a Lv
en G0. As´ı, Lv = g y v es la solucio´n deseada. ¤
A continuacio´n se describe un me´todo para construir soluciones aproximadas de
algunos operadores lineales que comparten algunas propiedades de positividad
con los operadores sime´tricos positivos.
Sea L un operador lineal que transforma funciones C∞ en funciones C∞ y que
satisface los estimativos{ ‖v‖20 ≤ (Lv, v)0
‖v‖2s ≤ c
(
(Lv, v)s + k21‖v‖20
)
,
(2.2)
para s = r − 1 y todo v ∈ V r, con k1 ≥ 1 que depende de L.
Ma´s au´n, sea
‖Lv‖s ≤ c‖v‖r. (2.3)
El me´todo consiste en reducir el problema a uno el´ıptico, adicionando a L un
te´rmino de viscosidad artificial.
El artificio es el siguiente: Para resolver la ecuacio´n Lv = g aproximadamente
y procurando suavidad, resolvemos la ecuacio´n modificada
Lhw = (h2α(−∆)α + L)w = g (2.4)
exactamente, donde h es un para´metro pequen˜o, 0 < h < 1 y 2α ≤ s.
Esta ecuacio´n es el´ıptica y satisface las mismas desigualdades que L. Respecto
a la existencia y unicidad para esta ecuacio´n, podemos afirmar que si g y los
coeficientes de L son C∞, tambie´n lo es la solucio´n de (2.4).
Cuando h → 0, se espera que la solucio´n converja a la solucio´n exacta de
Lv = g.
Aunque h 6= 0, mantendremos el para´metro muy pequen˜o para mantener el
taman˜o de las derivadas mayores bajo.
El siguiente lema, cuya demostracio´n se encuentra en [5], afirma que la solucio´n
de (2.4) conduce a una solucio´n aproximada de Lw = g.
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Lema 2.2. La solucio´n de (2.4), asumiendo que
1 ≤ α ≤ s
2
, (2.5)
conduce a una solucio´n aproximada de Lw = g con un grado de aproximacio´n
µ = 2α. (2.6)
3. EL CASO NO LINEAL
Mostraremos co´mo el concepto de solucio´n aproximada puede ser usado para
la construccio´n de soluciones exactas de problemas no lineales.
Consideremos un operador diferencial F(u) definido en una vecindad de un
elemento u0.
Este resultado es de tipo local y establece la existencia de una solucio´n u cerca
de u0 para la ecuacio´n F(u) = f , si f esta´ cerca a F(u0) = f0.
Para este propo´sito requerimos que la ecuacio´n linealizada
lim
t→0
F(u+ tv)− F(u)
t
= F′(u)v = g
admita solucio´n aproximada. Esto se requiere para la linealizacio´n en u = u0,
y para todo u cerca a u0.
Para ser ma´s precisos: Sean V r, V 0 los espacios de funciones definidos en la
primera seccio´n y sea u ∈ V r, denotamos por U al dominio
U = {u : ‖u− u0‖0 < 1} . (3.1)
En este dominio se define F(u), que lleva a u en f con{ ‖f − f0‖0 < M f0 = F(u0) ∈ Gs
‖f − f0‖s <∞ 0 < s < r.
(3.2)
Adema´s, para todo k > 1 y u ∈ U
‖F(u)‖s ≤ kM, si ‖u‖r < k. (3.3)
Asumimos tambie´n que el operador derivada F′(u), definido por
F′(u)v = lim
t→0
1
t
(
(F(u+ tv)− F(u))
existe, con valores en Gs, para u ∈ U y v ∈ V r.
SOLUCIO´N DE ALGUNOS PROBLEMAS NO LINEALES... 39
Adema´s suponemos que la ecuacio´n linealizada F′(u)v = g admite solucio´n
aproximada v ∈ V r en el siguiente sentido:
Si g ∈ Gs, ‖g‖0 ≤ 1, ‖g‖s ≤ k y ‖u‖r < k, entonces para todo Q > 1,
existe v = vQ ∈ V r que satisface{ ‖F′(u)v − g‖0 ≤ kQ−µ
‖v‖r ≤ kQ
(3.4)
y
‖F′(u)v‖0 ≥ ‖v‖0. (3.5)
Finalmente requerimos que la parte cuadra´tica
Q(u, v) = F(u+ v)− F(u)− F′(u)v
admita el estimativo
‖Q(u, v)‖0 ≤M‖v‖2−β0 ‖v‖βr ; 0 ≤ β < 1, (3.6)
para u ∈ U y v ∈ V r si ‖v‖0 < ‖v‖r.
Bajo las condiciones anteriores nos proponemos resolver F(u) = f , si f esta´
cerca de f0 = F(u0).
Como en el caso lineal, hablaremos de una solucio´n aproximada para este pro-
blema, si para todo K > 1, existe u = uK ∈ U que satisface:
‖F(u)− f‖0 < K−λ ; ‖u‖r < K; (3.7)
siendo λ el grado de aproximacio´n.
El propo´sito del siguiente teorema, es mostrar que la construccio´n de una
solucio´n aproximada de grado µ, para la ecuacio´n linealizada, puede ser usa-
da para construir aproximaciones de grado λ para las ecuaciones no lineales.
Tendremos que asumir dos condiciones ma´s:
0 < λ+ 1 <
1
2
(µ+ 1), (3.8)
0 < β <
λ
λ+ 1
µ
µ+ 1
(
1− 2λ+ 1
µ+ 1
)
, (3.9)
donde β es el definido en (3.6).
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Teorema. Dada la ecuacio´n F(u) = f , donde F satisface las propiedades (3.1)
a (3.6), si existen una constante K0 > 1 y u0 tales que
‖f − f0‖0 < K−λ0 , ‖u0‖r < K0 y ‖f‖s ≤MK0, (3.10)
entonces podemos construir una sucesio´n de aproximaciones un ∈ U tal que
‖F(un)− f‖0 < K−λn , ‖un‖r < Kn, (3.11)
donde Kn →∞.
La sucesio´n un converge a una solucio´n û en norma, es decir
‖û− un‖ρ′ → 0 cuando n→∞,
si
ρ′
r
<
λ
λ+ 2
. (3.11’)
Demostracio´n. Construiremos, inductivamente, una sucesio´n un que satisface
las siguientes desigualdades:
‖F(un)− f‖0 < K−λn ,
‖un − un−1‖0 < 2K−λn−1,
‖un − un−1‖r < 12Kn,
(3.13)
donde Kn = Kxn−1 , con 1 < x < 2.
Para n = 0 basta satisfacer la primera desigualdad de (3.13) y e´sta es una de
las hipo´tesis del teorema.
Asumiendo que las desigualdades (3.13) han sido probadas para u0, u1, ..., un,
estableceremos el teorema para un+1.
De la tercera desigualdad de (3.13) y aplicando desigualdad triangular tenemos:
‖un‖r ≤ K0 + 12
n∑
j=1
Kj
≤ K0 + 12
n∑
j=1
Kx
j
0 ,
lo cual es menor que Kn si K0 se elige suficientemente grande, entonces por
(3.3), ‖F(un)‖s ≤MKn.
La siguiente aproximacio´n un+1 sera´ de la forma un+1 = un + v, donde v se
obtiene resolviendo aproximadamente la ecuacio´n linealizada
F′(un)v + F(un) = f,
es decir, por el me´todo de Newton.
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Sea g = f − F(un). Entonces
‖g‖0 ≤ K−λn , ‖g‖s ≤ ‖F(un)‖s + ‖f‖s ≤MKn +MK0 ≤ 2MKn.
Por las propiedades (3.4) y (3.5) con el g anterior y con u = un, para cada
Q > 1 existe v que satisface:
‖F′(un)v + F(un)− f‖0 ≤ 2MknQ−µ, (3.14)
‖v‖r ≤ 2MKnQ, (3.15)
‖v‖0 ≤ ‖F′(un)v‖0. (3.15’)
De (3.14) y (3.15’) obtenemos
‖v‖0 ≤ ‖F′(un)v‖0 ≤ ‖F(un)− f‖0 + 2MKnQ−µ ≤ K−λn + 2MKnQ−µ,
entonces elegimos Q tal que
2MKnQ−µ < K−λn (3.16)
y obtenemos as´ı
‖un+1 − un‖0 = ‖v‖0 < 2K−λn ,
probando de esta manera la segunda desigualdad de (3.13).
La u´ltima de estas desigualdades se consigue de (3.15) eligiendo Q de tal forma
que
2MKnQ ≤ 12Kn+1. (3.17)
Finalmente verificamos la primera de las desigualdades de (3.13) a partir de
(3.14) y (3.6)
‖F(un+1)− f‖0 = ‖F(un + v)− f‖0
= ‖Q(un, v) + F(un) + F′(un)v − f‖0
≤M‖v‖2−β0 ‖v‖βr + 2MKnQ−µ
≤M(2K−λn )2−β(2MKnQ)β + 2MKnQ−µ
≤ 2M
[
MβK−λ(2−β)n (KnQ)
β +KnQ−µ
]
≤ C
[
K−λ(2−β)n (KnQ)
β +KnQ−µ
]
,
donde C > M depende u´nicamente de M y de los exponentes.
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El teorema quedara´ probado si podemos elegir Q de tal forma que se cumplan
(3.16), (3.17) y la desigualdad
C
[
K−λ(2−β)n (KnQ)
β +KnQ−µ
]
≤ K−λn+1.
Como Kn+1 > Kn, entonces K−λn+1 ≤ K−λn y por tanto la u´ltima desigualdad
implica (3.16).
Luego basta hallar Q tal que las tres desigualdades siguientes se cumplan:
CKnQ < Kn+1,
C(KnQ)βK
−λ(2−β)
n < K
−λ
n+1,
CKnQ
−µ < K−λn+1.
(3.18)
Las dos primeras desigualdades son estimativos superiores para Q, mientras
que la tercera nos muestra una cota inferior para Q.
Usamos Kn+1 = Kxn y expresamos las desigualdades en te´rminos de potencias
de K = Kn, las cuales se eligen suficientemente grandes.
Comparando exponentes en (3.18), encontramos que
a) Si tomamos
xλ+ 1 < µ(x− 1), (a)
entonces Kxλ+1n < K
µ(x−1)
n y tendr´ıamos que buscar Q tal que
CKxλ+1n < Q
µ y CµQµ < Kµ(x−1)n ,
lo cual conduce a
CKnQ
−µ < K−xλn y CQ < K
x−1
n ,
por lo tanto
CKnQ
−µ < K−λn+1 y CKnQ < Kn+1,
que corresponden a la primera y tercera desigualdad de (3.18).
b) Tomando
xλ+ 1 < µ
[λ(2− β)
β
− 1− xλ
β
]
, (b)
es decir si
xλ+ 1
µ
<
λ(2− β)− β − λx
β
,
debemos escoger Q tal que
C
1
βQ < K
λ(2−β)−β−λx
β
n ,
SOLUCIO´N DE ALGUNOS PROBLEMAS NO LINEALES... 43
as´ı
CQβ < Kλ(2−β)−β−λxn ,
CQβK−λ(2−β)+βn < K
−λx
n ,
lo cual nos lleva a la segunda desigualdad de (3.18)
C(KnQ)βK−λ(2−β)n < K
−λ
n+1.
c) Adicionando x − 1 en la desigualdad (a) obtenemos x(λ + 1) < (µ +
1)(x− 1), es decir
x
x− 1 <
µ+ 1
λ+ 1
. (3.19”)
d) Reescribiendo la desigualdad (b) obtenemos
xλ+ 1 < µ
[−(1 + λ) + (2− x)λ
β
]
.
Un requerimiento fuerte para x > 1 es que satisfaga
x(λ+ 1) < µ
[−x(1 + λ) + (2− x)λ
β
]
,
por lo tanto
x(λ+ 1)(µ+ 1) < (2− x)µλ
β
,
obteniendo entonces
(λ+ 1)
λ
(µ+ 1)
µ
β <
2− x
x
. (3.19’)
De esta forma Q puede ser hallado si{
2−x
x >
λ+1
λ
µ+1
µ β
x
x−1 <
µ+1
λ+1
(3.19)
o
(λ+ 1)
λ
(µ+ 1)
µ
β <
2
x
− 1 < 2(1− λ+ 1
µ+ 1
)− 1 = 1− 2λ+ 1
µ+ 1
.
Esto muestra que asumiendo (3.8) y (3.9) podemos hallar x que satisfaga (3.19)
y
1 <
(
1− λ+ 1
µ+ 1
)−1
< x < 2.
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Luego las desigualdades (3.18) son compatibles si elegimos K0 (que depende
de M,β, λ, µ) suficientemente grande. Esto completa la prueba de (3.13).
De este resultado se obtiene
‖un+1‖r ≤ ‖u0‖r +
n+1∑
j=1
‖uj − uj−1‖r ≤ K0 +
n+1∑
j=1
1
2
Kj < Kn+1,
si K0 es suficientemente grande, lo cual prueba la segunda parte de (3.11).
Finalmente de
‖v‖ρ′ ≤ ‖v‖1−
ρ′
r
0 ‖v‖
ρ′
r
r ,
tenemos
‖un+1 − un‖ρ′ ≤ cK−(1−
ρ′
r )λ+
ρ′
r x
n ,
la cual tiene exponente negativo si ρ
′
r <
λ
λ+x , y de esta manera un converge a
un elemento u de V ρ
′
.
Si K0 es suficientemente grande tenemos
‖u− u0‖0 ≤
∞∑
m=1
‖um − um−1‖0 < 1,
lo cual indica que F(u) esta´ definida, y por ser F continua como funcio´n de V ρ
′
en G0, de (3.13) concluimos que F(u) = f . ¤
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