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Introduction: Many studies have examined the effects of alcohol outlet density on 
alcohol-related harms including assault and road crashes. There is, however, a paucity of 
research establishing the effects of alcohol sales and differences between alcohol outlets on 
alcohol-related harms, especially on injury cases presenting at Emergency Departments (EDs). 
This study aimed to examine the effects of these outlets and wholesale alcohol purchases on 
alcohol-related injuries presenting at EDs.  
Methods: A surrogate measure of alcohol-related injuries was verified using each year 
of ED data, and applied to the dataset. The relationship between place of residence and place of 
alcohol purchase was verified by undertaking an online panel survey. Volumes of alcohol sales 
for each postcode and suburb were obtained from the Drug and Alcohol Office, Government of 
Western Australia. Using injury and outlet data at postcode-level, circular buffer zones were 
created around the centre of postcodes in which injury cases resided. Outlets were then coded 
according to their location within multiple buffers. Demographic and socio-economic 
characteristics of the postcode populations were utilised. Distance from the Perth CBD was a 
further predictor incorporated in the analysis. Physical alcohol availability was measured using: 
number of outlets by licence type; trading hours; and wholesale purchases of beer, wine and 
spirits (a proxy for retail sales). Using negative binomial regression with random effects, models 
were created to describe the relationship between the indicators of alcohol availability and 
alcohol-related ED injury.  
Results: Analyses showed that higher pure alcohol sales per off-premise outlet and 
higher counts of on-premise outlets were significantly associated with higher numbers of 
alcohol-related injuries presenting at EDs. These results were demonstrated at both postcode- 
and suburb-level. The strength of the association varied depending on the size of the buffer zone 
used, with the strongest associations evident when total outlets and sales in postcodes and 
suburbs were used. Postcodes and suburbs with higher proportions of unemployed residents and 
residents of Indigenous origin were also significantly associated with higher numbers of alcohol-
related injuries. 
Conclusion: With off-premise outlets, volume of alcohol sales was a more important 
predictor than the absolute number of bottle shops. However, the count of on-premise outlets 
(and potentially the clustering of these outlets) was of more significance than the volume of 
vi 
 
sales, pointing to the negative effects which on-premise outlets have on the neighbourhoods 
surrounding them. The results suggested that both off- and on-premise outlets were associated 
with alcohol-related injury but that alcohol control policies need to take cognisance of their 
different mechanisms of action to effectively reduce harm. 
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Since prehistoric times, alcohol has been used for medicinal, religious, hygienic and 
recreational purposes [1]. In Europe and America, alcohol was considered a healthy alternative 
to drinking polluted water up until the late nineteenth century. Until the latter part of the 
twentieth century, it was used as a tonic, as a cure for fevers and infections, and as an anaesthetic 
[2]. Alcoholic beverages are still used in many cultures to commemorate important milestones in 
peoples’ lives including births and weddings, religious rituals such as the Catholic mass and 
traditional social rituals [1].  
Currently, consumption of alcoholic beverages is primarily a leisure activity, used as a 
means of relaxation and to sate thirst, both alone and in groups. Alcoholic beverages are 
intoxicants, and, in some social situations and religious rituals, intoxication is seen as acceptable 
and pleasurable. However, alcohol is a drug and a toxic substance. Both binge drinking (acute 
intoxication) and chronic exposure to high doses of alcohol (alcohol dependence), may lead to 
harmful medical and social consequences [1]. 
Beliefs about the causes of alcohol misuse have changed over the last 150 years. In the 
period from the 1880s onwards, alcohol dependence and intoxication were seen as signs of 
moral decay, making retribution the responsibility of the clergy and the law. The temperance 
movement aimed to remove or reduce the ‘scourge’ of alcohol use [3].  
In the first half of the twentieth century, alcohol misuse began to be perceived as a 
medical problem. ‘Alcoholism’ was regarded as a disease, and, by the 1960s, treatment was 
considered more appropriate than legal punishment. The problem with alcohol was the person 
not the bottle [3]. 
In the second half of the twentieth century, the World Health Organisation (WHO) 
introduced the problem of alcohol misuse into the public health arena. Two seminal publications 
were sponsored by the WHO: “Alcohol Control Policies in Public Health” (1975) [4], and 
“Alcohol Policy and the Public Good” (1994) [5]. Alcohol misuse was understood to be not 
merely an individual problem which could be ‘treated’ but as a population-based problem which 
could be managed using population-level interventions. The focus on the problem shifted from 
the person to the bottle, from the alcoholic to all drinkers of alcohol [2]. 
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1.1 Rationale  
Australia is a country with a reputation for heavy drinking [3], as well as associated 
alcohol-related harm including violence [6], antisocial behaviour [7] and chronic disease [8]. 
Alcohol consumption accounted for 18.1% of Disability Adjusted Life Years (DALYS) due to 
injury and 2.3% of all cause DALYs in 2003, making it an important public health issue [9, 10]. 
Both Australian and international research has demonstrated that the greater availability of 
alcohol in the community is positively associated with levels of consumption and alcohol-related 
harms [1]. This thesis explores how the physical (and economic) availability of alcohol is 
associated with alcohol-related injury in Perth, Australia.  
Physical availability of alcohol is dependent on, among other factors, the number of 
outlets per geographical area (outlet density), the type of outlets,  the volume of sales and the 
number of hours that outlets are open for business. Previous international and Australian 
research has focused primarily on the relationship between alcohol outlet density, and violent 
crime and road crashes. The studies used data from police records [11-17], hospital admissions 
or discharges [16, 18, 19] and surveys [20, 21]. These studies have confirmed the link between 
alcohol outlet density and associated harms. Few studies have, however, incorporated total 
alcohol sales or the level of consumption as additional measures of physical availability. Studies 
including both sales and counts of outlets suggest that associations with harm vary between on- 
and off-premise outlets, and between urban and regional areas [22, 23].  
Studies of alcohol-related injuries presenting at EDs have focused on showing a causal 
link between alcohol and injury, including a dose-response effect between alcohol consumption 
and injury [24, 25]. However, research linking outlet density with ED presentations is rare 
(exceptions include [26] and [27]), and there are no studies including both counts of alcohol 
outlets and their sales, and ED presentations.  
Western Australia is one of the few states in Australia (and across developed countries) 
where sales data is accurately collected and available for use in research. While previous 
Western Australian studies have explored the relationship between counts of outlets and their 
sales, and alcohol-related harm, they have used a cross-sectional design and larger geographic 
units [22, 28, 29]. This longitudinal study will use counts of alcohol outlets and wholesale sales 
of alcohol made to licensed premises (referred to hereafter as alcohol sales) at postcode- and 
suburb-level in Perth, and explore their associations with alcohol-related injury.  
3 
 
Another aspect of availability is the trading hours of alcohol outlets. Clear 
evidence demonstrates the effect of extended trading hours at Perth alcohol outlets on 
road crashes and assaults [30]. However, no research to date has included all three 
measures of alcohol availability (counts of outlets, sales and trading hours).  
1.2 The study area: Perth Metropolitan Area 
Perth, the capital city of Western Australia, is located on the south-western coast of the 
state. Situated more than 2,000km from Adelaide (the nearest Australian capital city), Perth has 
been called the most remote capital city in the world. 
For approximately 45,000 years, the area now known as Perth has been inhabited by the 
Noongar1 people [31]. The land where Perth stands today was known as Boorlo and Fremantle 
as Walyalup [32]. Dutch and then French explorers sailed around the West Australian coast, but 
it was not until 1829 that a settlement of persons of  European heritage was established on the 
Swan River [33].  
The settlers first sighted Western Australia on 1 June 1829, which became known as 
Foundation Day [33], and later as Western Australia Day. On 12 August 1829, Captain Stirling, 
accompanied by senior officers and troops, selected the site for Perth. The foundation of Perth 
was proclaimed with the cutting of the ceremonial foundation tree by the wife of an officer [32]. 
The port town of Fremantle was established simultaneously. As the area continued to develop, 
the British took over the land occupied by the local Noongar people, leading to conflict between 
the two groups [32]. 
Perth grew slowly through the nineteenth century. In the latter half of the century, 
convict labour was sent to the area to help to develop the settlement. The Gold Rush in Western 
Australia in 1892 led to rapid growth of the region [33]. In the first half of the twentieth century, 
infrastructure continued to develop. With the discovery of iron ore and gas in parts of Western 
Australia in the 1960s and 1970s, growth in the city accelerated. Progress slowed, with a major 
stock market crash in 1987 and a related government financial scandal [33]. However, Perth 
                                                     
1 Because Noongar is primarily an oral language, there are several spellings of ‘Noongar’ and of Noongar 
words [31]. Those most commonly used in the source documents consulted will be utilised. 
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emerged from this and, as the administrative, financial and political hub of Western Australia, 
continues to grow in size and population as the state’s economy booms. 
1.3 Research aims and objectives 
The aim of the study was to examine the effects of licensed outlets and their alcohol 
sales on levels of alcohol-related injuries presenting at Perth Metropolitan Emergency 
Departments (EDs). 
1.3.1 Objectives: 
a. Identify a validated surrogate measure of alcohol-related injury cases using the 
Emergency Department Information System (EDIS) for Perth from 2002 to 2010 
b. Describe the relationship between place of purchase of liquor and residential 
location, as well as the influence of price on the distance travelled to purchase liquor using an 
online population survey. 
c. Examine the association between alcohol-related injuries presenting at Perth 
EDs and numbers of licensed outlets, volumes of alcohol sales and trading hours, accounting for 
socio-economic and demographic characteristics of residential postcodes. 
1.4 Significance 
This study includes both counts of alcohol outlets and their sales, making it the first 
longitudinal study using both measures of alcohol availability. The inclusion of trading hours 
data, as an additional measure of availability, was a further unique feature of the study. 
There is little known about the geographic interfaces between different types of alcohol 
outlets, volumes of alcohol sales, and alcohol-related injuries which present to EDs. This study 
aims to bridge this gap by exploring the associations between the physical distance between 
alcohol outlets and their wholesale purchases, and the areas of residence of those with alcohol-
related injuries. The study was strengthened by the collection of primary data about distances 
commonly travelled by Australians living in capital cities to purchase alcohol. This information 
was used when constructing buffer zones to model the geographical relationship between alcohol 
outlets, sales and injuries. 
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The data used was specific to the Perth Metropolitan Area; thus providing data relevant 
to the local liquor licence decision-making process. The study was undertaken in conjunction 
with the Drug and Alcohol Office of Western Australia (DAO) which facilitated access to the 
data. The DAO: “...aims to prevent and reduce the adverse impacts of alcohol and other drugs 
in the Western Australian community” and to develop and co-ordinate government policies [34]. 
Because of the partnership with the DAO, the research findings have the potential to impact 
directly on Western Australian alcohol policy and practice. The findings will also assist the 
police and EDs plan staffing levels and interventions. 
1.5 Overview of the Thesis 
The dissertation is organised as follows: 
Chapter two presents a brief overview of the history of alcohol consumption and 
control measures in Australia, specifically relating to the physical availability of alcohol. 
Chapter Three reviews the literature relating to alcohol-related injuries in Emergency 
Departments and the use of surrogate measures of alcohol-related injury. Both international and 
Australian literature relating to the association between harms and both alcohol outlet density 
and sales is examined. An overview of other methods of limiting availability is also presented. 
Literature about methodological issues specific to this study are reviewed. 
Chapter Four presents the hypotheses and describes the four phases of the study, 
including the methodology of each phase, and discusses ethical issues relating to each phase.  
Chapter Five presents the results relating to Emergency Department injury data.  
Chapter Six presents results of the online survey of alcohol purchasing habits of 
Australians living in capital cities.  
Chapter Seven presents the results of the final models of the relationship between 
alcohol-related injury and alcohol availability.  




2 A brief history of alcohol consumption and control 
measures in Australia 
Australia has a reputation as a nation of drinkers, with a per capita consumption 
ranking of 30 among 180 countries in 2003 [10]. National per capita pure alcohol 
consumption estimates have varied from 10.50 litres per person in 1990/91, to 10.40 litres 
per person in 2006/07, to 10.27 litres per person in 2009/10 [35-37].  
In Western Australia, the most recent estimates indicate that per capita consumption 
of pure alcohol rose from 9.44 litres per person in 1990/91 to 11.69 litres per person and 
12.37 litres per person in 2008/9 and 2009/10 respectively[36-39]. This represents an 
increase of 31% from 1990/01 to 2009/10. In the Perth Metropolitan Area, per capita 
consumption of pure alcohol was somewhat lower than the state-wide estimates (10.18 litres 
and 11.55 litres per capita in 2008/09 and 2009/10 respectively). 
Alcohol policy has been defined as: “a set of goals and procedures put in place to 
regulate the supply of, modify the demand for or reduce the harms associated with alcoholic 
beverages in a population” (p. 559 [40]). Bruun et al., in their seminal monograph “Alcohol 
Control Policies in Public Health Perspective”, define alcohol control policies primarily as 
aiming to limit availability of alcohol [4, 41]. Physical availability can be defined as: “the 
likelihood that individuals will come into contact with opportunities to obtain alcohol in 
their local environment” (p. 561 [40]). Components of physical availability include outlet 
density, outlet trading hours, sales to minors and service to intoxicated customers. Physical 
availability excludes price, which relates to the economic availability or ‘affordability’ of 
alcohol to consumers [42]. This study focuses primarily on the impact of the physical 
availability of alcohol and its relationship with alcohol-related harm in Perth, Australia from 
2002 to 2010.  
2.1 The early history of alcohol consumption and control policies 
in Australia 
On 26 January 1788, Captain Arthur Phillip, British marines and male convicts 
gathered around a flagpole and drank a toast to the royal family and the new colony of New 
South Wales [2]. Thus, from the outset, the colony was linked with alcohol consumption and 
this pattern continued over the next few decades. For migrants living in a harsh environment 
far from Britain, drinking represented both entertainment and an escape from the difficult 
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conditions [43]. Rum functioned as a means of payment to convicts and Aboriginal people, 
and was used to barter for other services [43, 44].  
Per capita alcohol consumption was approximately 13 litres per person in the early 
1800s [44, 45]. Total alcohol consumption began to drop from the mid-nineteenth century, 
with beer becoming gradually more popular than spirits. By the 1890s, alcohol consumption 
had dropped to 5.8 litres per capita, fuelled partly by the availability of alternative forms of 
entertainment as the country developed, and partly by the increase in the proportion of 
women and children in Australia [3].  
Furthermore, in the late nineteenth century, the temperance movement2 began to 
impact on Australian society [44]. With the rise of temperance groups, substantial efforts 
were made to limit the availability of alcohol [46]. Sunday closing was introduced, firstly in 
Victoria in 1854, and the minimum drinking age was progressively raised (for example, in 
South Australia, it rose from 12 years in 1863 to 21 years in 1915) [46]. 
The introduction of the six o’ clock closing time for hotels, in South Australia (1915) 
and later in New South Wales, Victoria and Tasmania (1916), was the most far-reaching 
restriction [47]3. The change from a closing time of 11 o’ clock or midnight to 6 o’clock 
closing led to the ‘six o’clock swill’. Instead of decreasing alcohol consumption, the early 
evening closing time led to large amounts of alcohol being consumed between five and six 
o’clock [46]. Despite these effects, six o’ clock closing remained in force for several decades 
at hotels across the four states.  
2.2 Loosening of alcohol controls 
Following the end of the Second World War, sections of Australian society began to 
object to controls on alcohol availability. A small group of Australian artists and writers who 
opposed the temperance movement advocated for the removal of restrictions on alcohol by 
creating a fictitious character, the ‘wowser’, and using it to influence public opinion on 
alcohol restrictions. The writer C.J. Dennis defined a wowser as: “Wowser: an ineffably 
pious person who mistakes this world for a penitentiary and himself for a warder” [48]. The 
wowser was the personification of the forces of uplift and puritanism upheld by the 
                                                     
2 The temperance movement was a social movement for the prohibition or reduction of consumption 
of alcohol (either abstinence or moderation).  
3 It was never introduced in Western Australia, where a 9pm closing time was adopted. In Queensland 
an 8pm closing time was introduced. 
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temperance movement and became symbolic of the strong Australian urge to restrict 
activities of others, including their right to drink and gamble when they wanted to [3].  
Changing public sentiment towards alcohol restrictions led to loosening of controls, 
beginning with the removal of the six o’ clock closing time. In Tasmania, closing time was 
raised to ten o’clock in 1937, by New South Wales in 1954, by Victoria in 1966 and by 
South Australia in 1967 [46]. Gradually, opening hours were extended, Sunday trading as 
reintroduced and licence requirements were loosened [46]. Increases in consumption 
occurred after the Second World War and in the 1960s and early 1970s [44, 46]. Alcohol 
controls continued to be liberalised in South Australia, Western Australia and Victoria 
through the 1980s, with earlier opening times and later closing times gradually being 
introduced. In the Australian Capital Territory a licensee had: “no trading hours restrictions 
at all” and could: “trade ‘all day everyday of the year’ as far as the licensing board is 
concerned” by the late 1980s (p. 425 [46]). 
2.3 Recent developments in regulating the physical availability of 
alcohol 
Since the Second World War, international economic policies have shifted towards 
less state control and increasing reliance on market forces [40, 49]. Under neoliberalism, 
alcohol began to be treated as an ‘ordinary commodity’. Individual responsibility for safe 
alcohol consumption was emphasised by Western nations [50]. Despite these policy trends, 
popular concern increased about alcohol-related problems such as drink-driving or public 
intoxication at sports and cultural events, [1] and alcohol researchers began advocating for a 
population-based approach to alcohol misuse [4, 5].  
In Australia, each of the eight states and territories have developed liquor control 
acts and regulations separately, leading to different objectives and approaches to alcohol 
control [51]. State and territory governments control numbers and types of outlets via liquor 
licensing authorities (legislated by the liquor control or licensing acts).  
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From the 1960s, the state of Victoria instituted a series of reviews of the 
liquor licensing legislation: the 1965 Phillips Royal Commission; the 1977 review of 
the Liquor Control Act (1968) by J. D. Davies; and the Nieuwenhuysen report on 
liquor licensing in 1985 [50]. The terms of the latter review were: 
“To Inquire into, review and report on the 1968 act: 
(a) have particular regard to: 
(i) The interests of liquor consumers; 
(ii) The interests of both existing and potential employers and employees in the liquor and 
hospitality industries; 
(iii) Community attitudes towards the degree of restriction which should be placed upon the 
sale, distribution and consumption of liquor; and 
(iv) The significance of the hospitality and liquor industries in the development of the 
tourism industries in Victoria” (Vol.1, p. xxv [52]) 
The Nieuwenhuysen report reflected the international trend towards 
deregulating the alcohol industry. The author asserted that alcohol-related problems 
were caused by the minority of drinkers (who were referred to as ‘consumers’), 
contending that availability controls discriminated against the majority of drinkers 
who drank responsibly [53, 54]and prevented the development of a vibrant night-
time economy[50]. He recommended removing many restrictions to alcohol 
availability, allowing increased numbers of outlets and longer trading hours [53]. 
Most of his recommendations were adopted by the Victorian government. As a result 
of these changes, the number of outlets in Victoria increased more quickly than 
anywhere else in Australia over the next few years [54, 55]. 
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The changes which occurred in Victoria were highly regarded by other states and 
territories, [54] and stimulated changes to liquor laws across Australia. The revised liquor 
licensing laws, enacted in the late 1980s, were less liberal than those in Victoria, but 
reflected a focus on economic growth [30]. For example, the objects of the original version 
of the Western Australian Liquor Licensing Act of 1988 were explained in Section five as: 
(a) to regulate, and to contribute to the proper development of, the liquor, hospitality 
and related industries in the State; 
(b) to cater for the requirements of the tourism industry; 
(c) to facilitate the use and development of licensed facilities reflecting the diversity of 
consumer demand; 
(d) to provide adequate controls over, and over the persons directly or indirectly 
involved in, the sale, disposal and consumption of liquor; and 
(e) to provide a flexible system, with as little formality or technicality as may be 
practicable, for the administration of this Act. [56] 
These objects emphasised support for the growth of the liquor and associated 
industries, and stressed the importance of economic demand by ‘consumers’. Notably, 
there was no mention of mitigating the negative effects of alcohol on society. 
The Federal Government’s support for the liberalisation and deregulation of a range 
of industries4 was formalised with the development of the National Competition Policy 
(NCP) in 1995, as recommended in the Hilmer Report. Under the NCP, alcohol was treated 
as an ordinary commodity, and was subject to the same rules of competition as any other 
consumer good. When the National Competition Council (NCC) was formed, states and 
territories were required to sign agreements to remove legislative restrictions on competition 
unless retaining a restriction was demonstrated to be in the ‘public interest’. This was to be 
assessed through a ‘public interest’ test [40, 57].  
In the 1990s, state and territory governments began to adopt harm minimisation principles 
[30]. Amendments to liquor acts in all states and territories broadened the focus of the 
legislation to target minimising harm from the misuse of alcohol. Tactics to minimise harm 
                                                     
4 Industries which fell under the NCP included gas, water and electricity supply, retail outlets (includ-
ing alcohol outlets), roads and rail networks [57]. 
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have been added to the Acts and regulations, including restricting the supply of alcohol and 
promoting responsible beverage service [30]. With the notable exception of Tasmania, harm 
minimisation is now explicitly named as an object in all the liquor acts (see Table 2.1 
below). Nevertheless, the alcohol industry is still seen as an aid to economic growth (aiming 
to increase tourism and employment opportunities in the liquor industry), and developing the 
liquor and associated industries remains a primary objective in most liquor acts. Section five 
of the current version of the Western Australian Liquor Control Act of 19885 illustrates the 
inclusion of these two potentially conflicting primary objects: 
(1) The primary objects of this Act are — 
(a) to regulate the sale, supply and consumption of liquor; and 
(b) to minimise harm or ill-health caused to people, or any group of people, due to the 
use of liquor; and 
(c) to cater for the requirements of consumers for liquor and related services, with 
regard to the proper development of the liquor industry, the tourism industry and other 
hospitality industries in the State. 
(2) In carrying out its functions under this Act, the licensing authority shall have 
regard to the primary objects of this Act and also to the following secondary objects — 
(a) to facilitate the use and development of licensed facilities, including their use and 
development for the performance of live original music, reflecting the diversity of the 
requirements of consumers in the State;  and 
[(b), (c) deleted] 
(d) to provide adequate controls over, and over the persons directly or indirectly 
involved in, the sale, disposal and consumption of liquor;  and 
(e) to provide a flexible system, with as little formality or technicality as may be practicable, 
for the administration of this Act (p. 15[58]). 
                                                     
5 Originally known as the Liquor Licensing Act of 1988. 
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Despite the objects of the state and territory acts, there are no explicit restrictions on 
outlet density. However, restrictions on hours of sales (and provision for applying for 
extended trading permits) are present in all eight acts (Table 2.1).  
In the Central Business Districts (CBDs) of certain major cities and in some rural 
rural and remote communities across different states and territories, mandatory restrictions 
restrictions and alcohol-free zones have been enforced [55]. Community-initiated 
interventions have also been implemented in individual Indigenous communities in the 
Northern Territory, Western Australia and Queensland. With the support of the communities, 
the Liquor Commission amended licences to restrict days and hours of sale, types and 
volumes of beverages and venue requirements in Tennant Creek, Northern Territory. 
Alcohol availability restrictions were imposed on outlets, including banning the sales of wine 
in casks greater than two litres and limiting days and hours of sales (for example on paydays 
or days when social benefits were paid) [59]. Evaluations of these changes indicated a 19% 
decrease in drinking levels over a two year period, with accompanying decreases in arrests 
and hospital admissions [60, 61]. Other community-based restrictions have been 
implemented in Indigenous communities. For example, a supply-reduction strategy was 
implemented in remote Queensland communities. Analyses of longitudinal injury data found 
that these restrictions had effectively reduced serious alcohol-related injuries in the 
Queensland communities [62]. 
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Table 2.1: An overview of the current liquor licensing legislation in the states and territories in Australia 
Jurisdiction Directly related 
acts and 
regulations 
Agency responsible for 




Liquor act and regulations relating 
to trading hours and outlet 
restrictions 
New South Wales 
 
Liquor Act 2007 
Liquor Regulations 2008 
Office of Liquor, 
Gaming and Racing  
Casino, Liquor and Gaming 
Control Authority 
-Regulate sale and consumption of alcohol 
according to community expectations and needs 
-Facilitate balanced development, in the public 
interest of the liquor industry, and related industries 
-Minimise alcohol-related harm and promote 
responsible attitudes to sale and consumption 
-Liquor licensing ‘Freeze’ for licence granting 
and extended trading hours permits for parts 
of the Sydney LGA from 10 October 2009 to 
24 December 2012 depending on the area 
-‘Hassle Free Nights’ to five entertainment 
areas with increased enforcement and powers 
to reduce trading hours. Aimed at reducing 
assaults. 
-Local liquor accords 
-Additional licensing conditions on outlets 
with high number of violent incidents 
-Six hour closure (4am to 10am) of outlets 
-Lockouts 
Victoria Liquor Control Reform 
Act 1998 
Liquor Control Reform 
(Prescribed Class of 
Premises) 
Regulations 2008 
Liquor Control Reform 
(Prohibited Supply) 
Regulations 2005 
Liquor Control Reform 
Regulations 2009 
Responsible Alcohol Victoria 
Victoria Civil and Administrative 
Tribunal 
-Minimise harms from alcohol misuse by 
adequately controlling supply of alcohol, 
encouraging responsible consumption and reducing 
risky drinking 
-Facilitate responsible development of the liquor 
industry 
-Regulate licensed adult entertainment premises 
-Individual licence or permit specifies allowed 
trading hours 
-Risk-based licence fees (higher fees for 
outlets with increased risk of alcohol-related 
harm) 
-Petrol stations, drive in cinemas, milk 
bars/convenience stores and premises to be 
primarily used by those under 18 years are 
prohibited from selling alcohol 
-Local liquor accords 
-Lockouts 









-To encourage responsible attitudes towards sale, 
promotion and use of alcohol, and minimise harm 
associated with consumption 
-To further the interests of the liquor industry, 
within the context of the act and regulations 
-Ensure that liquor contributes to and does not 
detract from the amenity of community 
- To enhance competition among liquor suppliers 
- Trading hours defined. Extended trading 
hours allowed if this will not result in 
disruption of the community around the outlet 
and will implement policies to prevent 
harmful use of alcohol 




Jurisdiction Directly related 
acts and 
regulations 
Body responsible for 
administration and review 
of applications 
Major objectives Liquor act and regulations relating 




Liquor Act 1992  
Liquor Regulations 2002 
Office of Liquor, Gaming and 
Racing. 
Queensland Civil and 
Administrative Tribunal 
-Regulate the liquor industry so as to minimise 
harm caused by alcohol misuse (primary objective) 
-Facilitate the development of the liquor and 
associated industries, while regarding the needs of 
the community and economic implications 
-Regulate the provision of adult entertainment 
-Trading hours legislated and extended hours 
trading permits could be applied for 
-Moratorium on application for ETPs from 
October 2009 to 2013(some areas excluded) 
-Hotel licences extended to a maximum of 
two detached bottle shops within 10km of 
hotel 
-Supermarkets may not be granted a liquor 
licence 
-Risk-based licence fees (higher for outlets 
with increased risk of alcohol-related harm) 












Director General: Department of 
Racing, Gaming and Liquor: 
Liquor Licensing Division 
Liquor Commission 
-Regulate the supply, sale and consumption of 
alcohol 
-Minimise harm and ill-health due to alcohol use 
-Development of liquor and related industries, 
according to the needs of consumers 
-Extended trading permits which varied 
trading hours could be granted at the 
discretion of the Licensing Authority. 
-Licensees must maintain a register of unruly 
behaviour, evicted patrons and complaints by 
neighbours 









Liquor and Gaming Branch, 
Revenue, Gaming and Licensing 
Division 




-Not stated in the Act 
-“to regulate the supply of liquor” (from the title of 
the Act) 
 
-Provision for out-of-hours permit for trading 
between midnight and 5am 





Jurisdiction Directly related 
acts and 
regulations 
Body responsible for 
administration and review 
of applications 
Major objectives Liquor act and regulations relating 










Response Act 2007 
Liquor Regulations 
Director, Licensing, Regulation 
and Alcohol Strategy Division 
Licensing Commission 
-Minimise harm from alcohol misuse 
-Take into account public interest with regard to 
sale, promotion and consumption of liquor 
-Protect and enhance community amenity through 
sale and consumption of liquor 
-Responsible development of liquor and associated 
industries in NT 
-The Liquor Act does not specify trading 
hours. Restrictions on times and days of 
opening (i.e. trading hours) when licence is 
granted  
- Licence may be granted if it is in the public 
interest) 
-Public restricted areas, public restricted 
premises, general restricted areas and special 
restricted areas to prevent selling or 
consuming of alcohol without a permit. Also 
Commonwealth restricted areas (Northern 
Territory National Emergency Response Act) 





Liquor Act 2010 
Liquor Regulations 2010 
Commissioner for Fair Trading, 
Office of Regulatory Services 
ACT Civil and Administrative 
Tribunal 
-Harm minimisation 
-Responsible development of liquor industry 
-Encourages consumers to be responsible for 
consumption and actions 
-Prescribed trading hours (including extended 
trading hours) were described in the Liquor 
Regulations 2010. 
-Risk assessment management plans required 
when applying 
-Must keep a register of anti-social or violent 
incidents which occur at premises 
-Licensee may not sell petrol to someone at 
the premise 
-Risk-based licence fees (higher fees for 
outlets with increased risk of alcohol-related 
harm) 
-Permanent alcohol-free zones named in 
regulations 
-Lockouts 
(Sources: [49, 56, 58, 63-78])  
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The National Competition Commission (NCC) scrutinised three aspects of altered 
liquor licensing legislation: impact on competition, trading hours, and number of outlets. The 
NCC required various changes to individual acts where the requirements of the acts were 
judged to be ‘anti-competitive’ [49]. Consequently, state and territory alcohol availability 
has been influenced by the requirements of the federally controlled National Competition 
Policy (NCP). The federal government pays annual incentives to the states and territories for 
complying with the requirements of the NCP. In 2004/5 and 2005/6, the NCC ruled that 
several jurisdictions (Western Australia, Queensland, Northern Territory and South 
Australia) had failed to address anti-competitive aspects of legislation and their payments 
were reduced by 5% [49]. As Trifonoff and colleagues comment in their recent 
comprehensive review on liquor control legislation in Australia: 
“…tensions can exist between the national push to free-up competitive forces and the 
state/territory desire to reduce alcohol supply, or at least shape it in ways that are least 
harmful. There is also a strong financial incentive for jurisdictions to comply with the 
National Competition Policy to amend liquor licensing legislation and reduce competitive 
forces in the alcohol industry” (p. 5 [49]). 
The NCP aims to remove anti-competitive restrictions that are not in the public’s 
best interests. It considers that a ‘public needs’ or ‘proof-of-need’ test restricts competition 
as it: “requires applicants for new licences to demonstrate that a particular area is not 
already adequately served by existing outlets. In effect, the test operates to protect existing 
outlets from new entrants” (p. 21.6 [57]). Blanket restrictions excluding all supermarket 
chains from acquiring licences are also regarded in anti-competitive. The NCP does, 
however, support ‘public benefit’ testing of licence applications; that is, focusing on the 
social, community and health implications of granting a liquor licence [79, 80] and it is now 
mandatory to undertake a public interest test when applying for a liquor licence in Australia 
(e.g. in Western Australia [81]. As the NCC states: 
“Licensing tests that focus on the public interest via non-discriminatory provisions 
aimed at harm minimisation and community amenity, without references to outlet density or 
competitive effects on incumbents, are unlikely to contravene NCP principles and should 
provide considerable freedom to address social concerns” (p. xix [82]. 
Acceptable licensing restrictions, which aim to minimise harm without violating 
anti-competitive principles, include: restrictions on legal drinking age, restrictions on service 
to intoxicated persons, non-discriminatory trading hours, and tax and excise on alcoholic 
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beverages [80, 83]. However, the onus has been on the state and territory 
governments to demonstrate how restrictions to trading hours, for example, are in 
the public interest. Restrictions are permitted if a ‘social impact assessment’ (not a 
‘public needs’ test) indicates their benefit [80]. In some states, the numbers of liquor 
outlets have increased rapidly in recent years as a result of these policies [40, 84].  
Given the often conflicting goals and interests of federal and state/territory 
governments, the third tier of government, local councils, face many challenges in 
the management of alcohol. Local councils lack the necessary legislative powers to 
make licensing decisions. They are responsible for town planning but are required to 
enforce licensing decisions made at state- and territory-level. The National Local 
Government Drug and Alcohol Advisory Committee, in its submission to Ministerial 
Council on Drug Strategy in 2008, expressed these difficulties as follows: 
“Local governments and individual communities can play a valuable role in 
implementing alcohol legislation in locally applicable ways to reduce alcohol-related harms 
[51]. Local government powers under these legislations are often ambiguous and disconnect 
planning, building, health, crime prevention and licensing decisions. 
Local government is not sufficiently recognised or empowered to set planning 
controls to balance alcohol industry needs with community health and safety. 
The lack of regulation and enforcement of licenses across all jurisdictions is a key 
contributing factor to alcohol harms in the community” (p. 2[51]). 
Voluntary Community Liquor Accords are community level interventions 
led by the police and sometimes the local council. These community interventions 
are popular but non-binding agreements involving local licensees, other businesses 
and community representatives. The interventions include responsible beverage 
service, reduced price discounting and ‘happy hours’, and routinely conducted age-
checks of patrons [54]. However, while these voluntary agreements may foster 
improved communication and relations among participants, several rigorous 
evaluations have concluded that they do not significantly reduce alcohol-related 
problems [85]. 
The National Local Government Drug and Alcohol Advisory Committee argue that 
local government should have the power to make binding decisions, for example to decide 
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on trading hours and outlet density, and greater powers to appeal against loss of amenity by 
local communities [51]. 
2.4 The way forward 
The limitations imposed by the NCP on licensing controls present a major obstacle 
to developing an effective and coherent Australian alcohol policy. The difficulty integrating 
the different priorities of the three tiers of government regarding alcohol represents a further 
challenge to policy-makers [10].  
The alcohol industry is an additional barrier to policy development [10, 86]. Doran 
et al. argue that: “governments have a conflict of interest in alcohol policy because the 
alcohol industry provides much (taxation) revenue for both state and federal governments” 
(p. 469 [86]). Industry groups have lobbied against efforts to implement policies which aim 
to reduce harm by decreasing alcohol consumption, instead pushing for ‘self-regulation’ as a 
guiding principle for alcohol policy [86].  
The National Preventative Health Taskforce named the five imperatives for further 
developing Australian alcohol policy: 
1. “Reshape consumer demand towards safer drinking… 
2. Reshape supply through lower-risk products…  
3. Strengthen, skill and support primary health care to help people in 
making healthy choices 
4. Close the gap for disadvantaged communities 
5. Improve the evaluation of interventions…” (p. 43 [10]). 
 
The first imperative can be accomplished by controlling the availability of alcohol: 
physical availability through outlet density and trading hours, and economic availability 
through taxation and pricing [10]. In response to the findings by the National Preventative 
Health Taskforce, the Australian National Preventive Health Agency was established in 
January 2011 with the aim of: “developing policies and programs that address the harmful 
consumption of alcohol and strengthen design, implementation and evaluation capacity” 
[87]. 
This thesis will review the evidence about the relationship between the physical (and 
economic) availability of alcohol and alcohol-related harm (Chapter three). The thesis will 
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then explore the associations between measures of availability (counts of outlets, 
alcohol sales and trading hours) and alcohol-related harm in Perth, Australia 




3 Literature review 
This chapter undertakes a review of the literature related to the study. The chapter 
begins with an overview of the literature on alcohol-related presentations at hospital 
Emergency Departments (EDs), focusing specifically on alcohol-related injuries. This is 
followed by a discussion of methods used to assess alcohol-involvement in cases presenting 
at EDs. The next section discusses availability theory and other theoretical frameworks used 
to explain the relationship between alcohol availability and harms. Aspects of availability 
that are pertinent to the study are briefly reviewed. This is followed by a detailed review of 
alcohol outlet density and sales literature, including the evidence for the association of these 
measures of availability with alcohol consumption and harms. Finally, specific 
methodological issues with a bearing on this study are discussed.  
3.1 Search strategy 
The literature discussed in this review has been divided into two major components: 
ED literature and alcohol availability literature. During the search for ED literature, several 
major reviews were identified which analysed relevant studies from the mid-1980s onwards. 
The reviewed articles were then followed up. Those articles which cited the reviews were 
also sourced. Further articles were identified using the following scholarly databases: 
Scopus, ScienceDirect, Ovid, Medline, and ProQuest. Various keywords were used for the 
search, including “injury”, “alcohol”, “Emergency Department”, “Emergency Room”, 
“Accident and Emergency”, “surrogate measure” and “BAC” (Blood Alcohol 
Concentration). Major reports by the World Health Organization (WHO) were also identified 
from its website. The search for Australian-based literature was particularly rigorous and 
included ‘grey’ literature published by government agencies and research units.  
Further literature was sourced by searching for major papers, monographs and book 
chapters that have sought to explain the relationship between alcohol availability and harms. 
Scholarly databases, as well as the Google and Google Scholar search engines, were then 
used to explore the background to the relevant theories. The search for literature relating to 
alcohol outlet density and alcohol sales was exhaustive, with articles published between 
1970 and 2013 identified. Frequently cited articles between 1970 and 1993 were reviewed, 
and all identified articles published between 1994 and May 2013 were reviewed. Methods 
used to identify the articles included using citations from important articles and sourcing 
articles that cited these articles (by means of citation alerts), and searching Google, Google 
Scholar and the major scholarly databases identified above. Keywords used in the search 
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included “alcohol outlet density”, “alcohol sales”, “alcohol availability”, “alcohol-related 
harms”, “buffer zones”, and “alcohol consumption”. The alcohol outlet research area is well 
developed, and certain groups of researchers have investigated alcohol outlet density for 
many years. Some of these authors were specifically searched for by name, for example, 
“Paul Gruenewald”, “Andrew Treno”, “Bridget Freisthler”, and “Richard Scribner”. The 
National Drug Research Institute’s (NDRI) comprehensive internal library was also 
searched, particularly for relevant reports, monographs and book chapters. 
3.2 Alcohol and injury 
Alcohol use contributes significantly to the global burden of disease [88]. 
Consumption of alcohol has been associated with risk of cancers (oral, oesophageal, 
colorectal, liver, laryngeal and breast); hypertension; cerebrovascular disease; gastric 
and duodenal ulcers; liver cirrhosis and other chronic liver diseases; and pancreatitis 
[89]. Short-term risks of alcohol use include injury, which accounted for more than 
850,000 deaths globally in 2002 [90]. Internationally, burden of disease studies have 
estimated that 28% of alcohol-attributable Disability Adjusted Life Years (DALYs) 
result from unintentional injuries6, with 12% more accounted for by intentional 
injuries7 [92].  
The short-term physiological effects of alcohol include decreased motor 
coordination and balance, impaired attention, perception and judgement [91]. These 
impairments may help to explain the association between alcohol use and injury [93, 
94], particularly injury due to personal violence [90, 95]. Previous research has 
demonstrated that the amount of alcohol consumed on a single occasion is a more 
important risk factor for injuries resulting from violence than ‘usual drinking’ 
(average consumption) [96, 97]. Even at low and moderate levels of consumption 
(less than five drinks for men or less than four drinks for women), injuries are more 
likely to be alcohol-related8 than attributable to other causes [98]. Previous research 
suggests that heavy drinkers [99] and those with alcohol dependence [100] may be at 
lower risk of injury than those who drink less frequently.  
                                                     
6 Intentional injuries include violent incidents such as suicide and assault. 
7 Non-intentional injuries include road crashes involving motor vehicles, bicycles and pedestrians, 
work-related trauma, drowning, fires and falls [91]. 
8 Injuries are more likely to be alcohol-related due to the high prevalence of interpersonal violence 
causing injuries when alcohol is involved [98]. 
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The definition of injury continues to be the subject of debate [101]. The WHO 
defines injury as “…caused by acute exposure to physical agents such as mechanical energy, 
heat, electricity, chemicals, and ionizing radiation interacting with the body in amounts or at 
rates that exceed the threshold of human tolerance. In some cases (for example, drowning 
and frostbite), injuries result from the sudden lack of essential agents such as oxygen or 
heat” (p. 4 [102, 103]). This definition includes injury resulting from excess exposure to 
energy, leading to “relatively sudden, discernible effects” (p. 8 [104]), and excludes 
conditions resulting from continual stress, for example carpal tunnel syndrome [105]. Most 
definitions of injury exclude complications from medical treatment [101]. Acute poisoning is 
regarded as exposure to chemical agents, so may be considered an injury [102]. Therefore, 
poisoning by alcohol and drugs is included in any definition of injury [106]. Robertson, in 
his seminal text on injury epidemiology, suggests that each study should specifically define 
inclusions and exclusions of what is classified as an injury [104]. 
3.3 Alcohol-related presentations at the ED 
EDs are unique sources of research data, as they capture both alcohol-related cases 
that are serious enough to be admitted to hospital and less serious alcohol-related cases not 
requiring admission to a hospital ward. They also provide medical data not available from 
police reports [25]. 
As serious injury is a relatively rare event in the general population, EDs provide an 
excellent opportunity to study the role that alcohol plays in injury cases [25]. Most 
moderately to severely injured people who live in urban areas will present at an ED. Even 
those without the resources to afford private health care usually have access to treatment at a 
public hospital ED [90]. Assault victims are more likely to seek medical than police 
assistance. ED records, therefore, include more assault cases than police records and also 
better represent the incidence of violence at licensed premises [107]. 
Prior to 1984, few sound epidemiological studies had been undertaken in EDs [90]. 
Studies in the last 30 years have focused on assessing and measuring the presence of alcohol 
in injury cases; establishing the link between alcohol consumption and injury; demonstrating 
causality, particularly in terms of a dose-response effect and injury severity; and 
demonstrating the effects of alcohol on injury in different population subgroups [24, 25, 108, 
109].  
Prevalence studies dominated the ED literature prior to the mid-1990s [24, 108]. 
These studies lacked a control group, and were unable to demonstrate causality. Thus, the 
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risk of injury after exposure to alcohol could not be calculated [109]. Since that time, 
ED-focused studies investigating the association between alcohol and injury have 
more frequently used case-control studies and case-crossover designs (a variation on 
case-control studies).  
The case-control design has frequently been used to explore the association 
between alcohol and ED injury presentations [96, 97, 100]. A major difficulty with 
this design is the choice of controls. Hospital controls (frequently non-injured ED 
patients) have alcohol consumption patterns that are more similar to those of injured 
ED patients than to those in the general population [110]. Cherpitel argues that all 
ED patients (both injured and non-injured) are more likely to use alcohol, in higher 
quantities, have more alcohol-related problems than the general population [24], and 
may even present at the ED for an alcohol-related condition that is not an injury 
[109]. Thus, the usefulness of hospital controls in ED studies is questionable. Case-
control studies with general population controls are less prone to bias because the 
controls’ drinking patterns are more representative of the general population and are 
less prone to recall bias than hospital controls [111]. Studies with general population 
controls are, however, considerably more expensive and complex to undertake. 
Other ED studies have used a variation of the case-control study, the case-
crossover design [93, 100, 112-115], while some research has combined the case-
control and crossover designs [97, 116]. The case-crossover methodology overcomes 
the difficulties of choosing an external control. Each case becomes its own matched 
control by asking the person interviewed to recall his or her alcohol consumption at 
the same time of day either the day before or the week before the injury. However, 
the crossover design does have limitations. Usual patterns of drinking among 
individual participants may bias results: case-crossover pairs who either drink or 
abstain at both the ‘case’ and the ‘control’ recall times are effectively ignored in the 
analysis. Furthermore, cases are more likely to recall alcohol consumed immediately 
prior to the injury than in the earlier ‘control’ time period (that is, recall bias is 
greater in the ‘control’ period). Altered associations between alcohol and injury may 
result because of both usual drinking patterns and recall bias [90, 109]. 
3.3.1 International studies 
A review of international ED studies up to 1993, which investigated the 
association between injury and alcohol, found that most well executed studies had 
been undertaken in developed countries, primarily in the USA [24]. The review 
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concluded that the role played by alcohol in injury varied from place to place and depended 
on the socio-demographic characteristics of the population studied. Patients presenting with 
an alcohol-related injury were more likely to be male, between 25 and 45 years old, and to 
present at EDs on weekend evenings or in the early hours of the morning [24]. Among the 
studies that used probability sampling9 of ED cases, between 6% (suburban California, USA) 
and 34% (US army hospital in Germany) of injured patients had positive BACs; between 8% 
(suburban California, USA) and 35% (San Francisco, USA) of those injured reported 
consuming alcohol in the six hours prior to the injury event. Prevalence estimates were 
difficult to compare across and within countries because of differing sampling methods and 
populations. Cherpitel emphasised the importance of using probability sampling of patients 
as this enabled more accurate estimation of the prevalence of alcohol-involvement in 
injuries. The review also discussed using case-control studies to determine the risk of injury 
after consuming alcohol, as well as the above-mentioned difficulties of finding a suitable 
control group. The author did, however, describe a small number of studies where these 
difficulties had been overcome and which indicated that the risk of injury increased with 
increasing BAC [117, 118]. 
In a further review published the following year, Cherpitel [108] specifically 
reviewed ED-focused studies of injuries resulting from violence, concluding that alcohol was 
involved in a high proportion of these injuries. The estimated prevalence of alcohol-
involvement in injuries resulting from violence varied widely across the studies examined, 
ranging from 17% of the patients concerned  displaying positive BACs (suburban California) 
to 64% of patients  displaying positive BACs (EDs in urban France). The author concluded 
that the range of findings was the result of differing age criteria, lengths of time for data 
collection and proportions of cases for which BACs were collected. Results also differed 
across regions and countries, although the research and sampling methods were similar 
across the studies. These differences were probably the consequence of varying patterns of 
drinking and drinking cultures among countries. Because probability sampling was not used 
in all studies, studies which sampled primarily over weekends or evening (when most 
drinking occurs) would find higher prevalence of alcohol involvement in injuries. Cherpitel 
noted that a major limitation of these studies was the lack of data on the recent alcohol 
consumption of the perpetrator of the violence that caused the injury. 
                                                     
9 Probability sampling means that every case has a chance of being selected. The sample should 
therefore be representative of the population served by the ED. The results can be used to make 
accurate estimates of population measures. 
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Since 2000, most ED-focused research into alcohol and injuries has been the 
result of collaborations among researchers using similar methodologies, in different 
countries and regions of the world. Two main collaborations have been formed: the 
Emergency Room Collaborative Alcohol Analysis Project (ERCAAP) and the WHO 
Collaborative Study on Alcohol and Injuries (WHO-ER). ERCAAP has produced 
cross-national meta-analyses of alcohol and injury [119-121], as has the WHO-ER 
[113]. Analyses have been performed using data from both collaborations [99, 122-
126].The collaborations have indicated alcohol-involvement from 24% (positive 
BAC) up to 29% (self-reported alcohol consumption) of injury cases across 16 
countries [122]. The authors estimated a 5.60 (95% confidence interval (CI) = 4.04–
8.00) pooled relative risk of injury for self-reported alcohol consumption across 
these countries [99]. 
A later international review revealed that, between 1995 and 2005, ED-
focused studies in this field were undertaken across a wider range of developed 
countries and in several developing countries [25]. The review indicated positive 
BACs ranging from 4% (Ontario, Canada) to 59% (South Africa) among injured 
patients presenting at EDs. A similar range was displayed for self-reported alcohol 
use in the six hours preceding ED presentation with an injury (between 8% in 
Warsaw, Poland, and 60% in South Africa). The prevalence of alcohol consumption 
prior to violent injury was even higher, rising to 70% in South Africa for positive 
BACs and 84% in Canada for self-reported consumption [25]. 
A recent systematic review and meta-analysis of self-reported alcohol consumption 
and injury specifically has investigated ED-focused alcohol and injury studies using case-
control and case-crossover designs [111]. The review included studies published between 
1970 and 2009. The overall odds of injury for those who had consumed alcohol, calculated 
from ED case-crossover studies, were 3.82 (95% CI: 2.65–5.50); calculated from ED case-
control studies, the odds of injury among drinkers (compared to non-drinkers) were 1.98 
(95% CI: 1.39–2.82). The odds of injury among drinkers, calculated from case-control 
studies, were slightly less than those for the case-crossover method (Odds Ratio/OR: 3.15; 
95% CI: 1.58–6.25) and the authors consider these to be the best estimate of the risk of 
injury after alcohol consumption. Zeisser has concluded that the nature of the study design 
and the potential for recall bias tend to result in case-crossover studies overestimating the 
effect of alcohol on the risk of injury, while case-control studies using hospital controls 
underestimate this association. 
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Causal relationship between alcohol and injuries 
Studies done in EDs have investigated the causal relationship between alcohol and 
injury [95, 127]. The demonstrated criteria for causality are the temporal sequence of events, 
the strength of associations, biological plausibility, and the consistency of findings. Several 
ED-focused studies have shown a dose-response relationship between levels of alcohol 
consumption and the risk of injury [89, 90, 98, 113, 124, 128]. Degrees of risk vary 
according to the cause of injury, e.g. road trauma, burns, accidental poisonings or intentional 
violence [129]. Alcohol-impaired patients have an elevated risk of unintentional injury [113], 
and are more likely be injured as a result of violence than from any other cause [125]. 
Injury severity and alcohol 
Injury severity is classified by clinical signs and symptoms (such as level of 
consciousness, respiratory rate, blood pressure, heart rate, anatomical location of and number 
of regions injured), which are combined to derive injury severity scores such as the 
Abbreviated Injury Scale (AIS), the Injury Severity Score (ISS), the ICD-derived Injury 
Severity Score (ICISS), the New Injury Severity Score (NISS) and the Revised Trauma 
Score (including the Glasgow Coma Score) [104, 130]. These scores provide an indication of 
threat to life, length of treatment required and disability level, and each has its advantages 
and disadvantages [104]. The terms mild, moderate and severe injury are defined differently 
by each severity score. Broadly, a mild injury would not require admission to hospital, while 
a more severe injury would require admission to hospital and could be life-threatening [131]. 
Previous studies comparing the severity of alcohol-related injuries to that of non-
alcohol-related injuries have produced mixed results [25, 90, 108, 132-135]. The differences 
in results among such studies can be partly explained by the different methods used to define 
the severity of an injury. For example, in one study an injury was considered ‘more severe’ if 
it resulted in hospitalisation [131], while score-based measures of severity were used in other 
studies, for example, in the Glasgow Coma Score [136]. Kuendig et al. have suggested that 
the conflicting results in alcohol/injury severity studies may be because severity scores for 
injuries to different regions of the body are pooled to derive some measures of severity, 
potentially confounding the association between alcohol and severity [98]. Methods of 
assessing head injury cases can lead to greater injury severity scores in alcohol-affected 
cases; intoxication leads to inflated Glasgow Coma Scores (for example [136, 137]).  
At a physiological level, alcohol has been shown to adversely influence the severity 
and outcome of injury [138]. Results from studies conducted in EDs or using police reports 
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have indicated that injuries associated with alcohol use can be more severe than non-
alcohol-related injuries [125, 139]. This may be mediated by the risky behaviour 
(such as speeding while driving or higher levels of aggression) that accompanies 
alcohol consumption rather than the biological effects of alcohol [138 386]. Alcohol-
related violent encounters may be prolonged because of the loss of inhibition among 
the participants. Moreover, alcohol-impaired victims may be less able to protect 
themselves because of slower response times and decreased coordination. These 
factors could contribute to more severe injuries [133].  
Further, more severely injured patients are likely to arrive at EDs sooner 
than less severely hurt patients. BAC measurements in the more severely injured 
may therefore be higher because a shorter time has elapsed between injury and 
presentation at the ED [24]. This could lead to the incorrect assumption that the 
severity of the injury is related to the presence of alcohol [24]. Studies of 
hospitalised patients have demonstrated an association between alcohol and injury 
severity, but these studies exclude patients with very severe injuries (who do not 
survive) and mild injuries (who are not admitted).  
It is thus very difficult to control for confounding factors which ‘increase’ 
injury severity, or assess the influence of case selection on the link between injury 
severity and alcohol intake. Further research is necessary to investigate whether 
alcohol-involvement is associated with more severe injuries. 
3.3.2 Australian studies  
Several studies have been conducted in Australian EDs including prevalence 
studies [140, 141], case-control studies [142-144] and a case-crossover study [115]. 
The estimated prevalence of alcohol-involvement (using self-reported alcohol 
consumption in the six hours prior to injury) has ranged from 22% [142] to 34% 
[140, 144] of injured ED patients. 
An Australian case-control study, based in Fremantle, Western Australia 
(WA), and using matched community controls, demonstrated an increased risk of 
injury at high levels of alcohol consumption [142, 143]. Specifically, the study 
suggested that, at all consumption levels, women were at higher risk of injury than 
men. Women who consumed more than 90 g of alcohol were most at risk of injury 
(OR =9.60; 95% CI: 2.05–44.23). However, the confidence intervals at all levels of 
consumption were wide, possibly due to the small sample size at each drinking level. 
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Further analysis, which accounted for drinking settings and activity, confirmed a clear dose-
response effect, particularly among female drinkers. However, interpretation of the results 
was again hampered by small sample sizes at each consumption level [143]. 
A further case-control study, based in the Gold Coast region of Queensland, 
investigated alcohol-related injuries in EDs using matched community controls [144]. The 
analyses included the effects of beverage preference and measures of risk-perception and 
risk-enjoyment on injury risk. Analyses of the data showed that drinking above the 
recommended Australian low-risk drinking guidelines increased injury risk by 2.5 compared 
to those who did not drink within six hours of injury. The results suggested that both 
sensation-seeking and high risk-perception10 of drinking were associated with reduced risk 
of injury. The authors concluded that the increased risk of injury after consuming some 
beverage types was explained by demographic and other personal characteristics of drinkers 
(such as risk-taking behaviour) rather than beverage-specific properties. Further analyses 
suggested that those who drank beer or spirits above the minimum drinking guidelines were 
more at risk of a more severe injury, rather than a minor or moderate injury11 [130]. 
A prevalence study was undertaken in a large inner city ED (in a busy entertainment 
district) in Sydney [140]. The study assessed the prevalence of alcohol-involvement in injury 
presentations to the ED. It specifically assessed the contribution of alcohol to violent 
injuries. Thirty-four per cent of injured patients reported drinking alcohol during the six 
hours prior to the injury. Of this group, 60% presented at the ED between 6 pm on Friday 
night and 6 am on Monday morning. A higher proportion of assault patients reported 
consuming alcohol compared to patients with injuries from non-violent causes (65% 
compared to 29%). 
A case-crossover study, undertaken at six EDs in Sydney, revealed a significantly 
increased risk of injury under the following circumstances: at very high alcohol consumption 
levels (>90g: OR=1.86, 95% CI: 1.48–2.20);  when drinking alone (OR=1.36, 95% CI: 1.04–
1.77) ; and when drinking in a group of more than two people (OR=1.49, 95% CI: 1.26–
1.76) [115].  
The study estimated that only 17% of injured cases reported using alcohol in the six 
hours preceding ED presentation—a much lower prevalence estimate than other Australian 
                                                     
10 High risk-perception is the perception that risk associated with an activity was great. 
11 Injury severity was defined by the New Injury Severity Score as  Minor (NISS 1–3), 
Moderate (NISS 4–8) and Serious (NISS = 9) [130]. 
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studies. The authors suggest this could be explained by the population served by 
these EDs, which included a high proportion of people who do not speak English at 
home and come from cultural backgrounds where regular alcohol use is uncommon 
(which could result in lower prevalence of alcohol consumption in the total 
population or in social desirability bias) [115].  
Havard et al. [141] undertook a prevalence study of alcohol-related 
presentations at four EDs in rural New South Wales (NSW). This study examined all 
ED presentations, estimating that 9% of all ED presentations were alcohol-related. 
Nineteen per cent of these alcohol-related presentations were injuries, of which 
almost 36% were alcohol-related. This level of prevalence is similar to the estimates 
by Watt [144] and Poynton [140]. 
In summary, multiple studies have been undertaken to assess the role of 
alcohol in injuries presenting at EDs, particularly assigning causality, and to assess 
the prevalence of alcohol-involvement in the ED. However, varying methods make 
comparisons between the studies challenging. 
3.4 Measuring alcohol-involvement in patients presenting at EDs 
Various methods, each with its own strengths and weaknesses, have been 
employed to assess alcohol-involvement in ED injury presentations, including self-
reported alcohol consumption in the six hours prior to the injury; BAC; triage notes; 
diagnostic codes (e.g. International Classification of Diseases, Tenth Revision or 
ICD-10 codes); clinical suspicion12; and surrogate measures of alcohol-involvement.  
3.4.1 BAC 
BAC is a biological marker that establishes the level of intoxication at the 
time of testing. It is not routinely recorded in most EDs. While universal testing of 
BAC would be ideal, funding and time constraints prevent this. Moreover, in certain 
countries routine blood testing may breach civil rights or privacy legislation [90, 
145]. A study using trauma registry data consisting of 17,356 cases (BAC was 
measured in 65% of these cases) established that cases with the following 
characteristics are more likely to be tested:  the injury occurred on Saturday or 
Sunday; the injury involved violence, a single motor vehicle, being a pedestrian, or 
                                                     
12 Clinical suspicion is the clinician’s subjective assessment of alcohol-involvement in a case. 
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suicide; the injured person was male; aged 21 to 34; suffered skull fractures and intracranial 
injuries. However, these groups are also more likely to have positive BACs than other ED 
presentations [146, 147].  
As an objective measure of alcohol consumption, BAC is a useful marker of alcohol-
involvement for the researcher. However, one of the difficulties with using BAC in research 
studies is that the blood alcohol level depends on several factors, including the amount of 
alcohol consumed (number of drinks and strength thereof); the time that has elapsed between 
the injury occurring and the blood sample being taken, and the patient’s age, gender, body 
type and weight. For example, if several hours have passed between the time of the last drink 
and arrival at the ED following an injury, the BAC may have dropped to zero by the time it 
is measured at the ED. More severe cases may arrive at EDs sooner and receive attention 
faster than less severe cases, leading to more severe cases recording higher BACs than less 
severe cases [24]. Alternatively, the patient may have consumed alcohol since the injury and 
the injury could be incorrectly linked to this consumption [90]. Practical barriers to using 
BAC in research include the cost and the technical expertise required to take a blood sample 
[90]. 
3.4.2 Self-reported alcohol consumption in the six hours prior to injury 
Self-reported drinking in the six hours prior to the injury is another method used 
extensively in ED studies to assess alcohol consumption [24, 25]. Unlike BACs, self-reports 
of consumption demonstrate the temporal relationship between drinking and injury, that is, 
that drinking precedes injury [91]. Previous research has often employed both investigator-
administered BAC testing and patient self-reported consumption to establish the reliability of 
the latter [100, 119, 122]. 
An international ED-focused study compared self-reported alcohol consumption 
with BAC measurements [148]. The study revealed that a relatively small proportion of 
patients with positive BACs denied drinking within the six hours prior to injury [148]. These 
patients may have consumed alcohol after the injury but before presenting at the ED [149]. A 
higher proportion of patients with negative BACs reported drinking in the six hours prior 
their injuries. The negative BAC measurements may be explained by the lapse of several 
hours between drinking and BAC testing (resulting in the alcohol not being detectable at the 
time of measurement) [149]. A further study using BAC as a baseline measure of alcohol-
involvement in injury also reported the high sensitivity and specificity of self-reported 
alcohol consumption [150]. 
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Correlating levels of reported alcohol use with measured BAC has proved to 
be more difficult. Studies by Sommers and colleagues demonstrated that self-
reporting of alcohol consumption tends to underestimate the volume of consumption, 
suggesting a lower BAC than is in fact the case [151, 152]. This differential between 
self-reported consumption and actual measured BAC was greater among female 
respondents. The research suggested that, while drinkers were prepared to 
acknowledge alcohol consumption, they tended to under-report the volume 
consumed [151]. A more recent study has found that a strong relationship exists 
between BAC and self-reported drinking of up to seven drinks. Beyond this level of 
consumption, the correlation disappeared [149].  
Self-reported alcohol consumption can be a more sensitive measure of 
alcohol consumption than BAC as it is not affected by the time which has passed 
from the time of injury to the time of ED presentation [90]. However, collecting 
accurate self-reported data is time-intensive and costly. Therefore, self-reported 
alcohol consumption is not necessarily a practical measure of alcohol-involvement 
in injury cases [90]. 
3.4.3 Triage notes 
Australian research has explored the use of triage text to identify alcohol-
involved injury cases [153, 154]. A review of three years of presentations at two 
inner city EDs in Sydney used both nursing triage text and ICD-9 diagnostic codes 
to identify alcohol- and other drug-linked presentations. Of the 14,104 ED 
presentations flagged as alcohol-related from the triage text (5.3% of 263,937 ED 
presentations), 90% contained mentions of alcohol in both the triage text and the 
ICD-9 coding [154]. A sub-analysis of one ED found that 76% (4,080) of 5,358 
identified alcohol-related ED presentations could be identified using nursing triage 
text [153]. This represented only 3.4% of the total ED presentations (118,881) [153]. 
Considering such a small proportion of ED cases was classified as alcohol-related 
compared to other studies (for example, 9% of all ED presentations estimated by 
Cherpitel [155]), the authors concluded that the use of nursing triage text leads to 
underestimates of the prevalence of alcohol-involvement in ED presentations. 
3.4.4 Diagnostic codes 
The International Classification of Diseases (ICD) is “the standard 
diagnostic tool for epidemiology, health management and clinical purposes” [156]. 
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The first edition, known as the International List of Causes of Death, was adopted in 1893. 
The WHO began co-ordinating the diagnostic system at the time of the sixth revision of the 
ICD in 1948. This version included causes of morbidity for the first time [106].The 
International Statistical Classification of Diseases and Related Health Problems, Tenth 
Revision (ICD-10) is the most recent diagnostic coding system. Australia currently uses the 
Australian Modification of ICD-10 (ICD-10-AM) [157].  
For a case to be definitively classified as an alcohol-related injury, the principal 
diagnosis would need to be an injury as designated by an ICD diagnostic code between 
S00.0 and T98.3 (Chapter XIX, ICD-10-AM) and the case record would have to include an 
ICD-10 code specifically relating to alcohol. Examples of purely alcohol-attributable ICD-10 
codes include F10 (“Mental and behavioural disorders due to use of alcohol”); K85.2 
(“Alcohol-induced acute pancreatitis”); R78.0 (“Finding of alcohol in the blood”); T51 
(“Toxic effect of alcohol”); X45 (“Accidental poisoning by and exposure to alcohol”); X65 
(“Intentional self-poisoning by and exposure to alcohol”); Y90 (“Evidence of alcohol-
involvement determined by blood alcohol level”); Y91 (“Evidence of alcohol-involvement 
determined by level of intoxication”) , and Z72.1 (“Problems relating to lifestyle: alcohol 
use”) [106].Therefore, two ICD-10 codes would have to be included in the patient’s record. 
The exception to this is the ICD-10 code T51 (“Alcohol poisoning”) which is both an injury 
and specifically alcohol-related.  
Alternatively, the ICD-10 codes may be used to infer alcohol-involvement in a 
condition. The aetiological fraction method may be used to infer the number of alcohol-
attributable cases: the total number of cases with a condition is multiplied by the population 
aetiological fraction to estimate the number of cases wholly attributable to alcohol [109]. 
Chikritzhs and colleagues describe the aetiological fraction as “a function of both the 
strength of the causal relationship between a particular level of drinking and the condition 
(measured as a ‘relative risk’) and the prevalence of ‘at risk’ drinking levels in the 
population. The strength of the relationship between the exposure and outcome is determined 
from existing epidemiological studies” (p. 3 [109]). 
For the first time, the Y90 and Y91 codes were included in the 10th revision of the 
ICD [106]. The Y90 sub-codes define nine blood alcohol level categories, while the Y91 
sub-codes enable clinical assessment of four levels of intoxication using a set of physical 
signs (in the absence of BAC data) [90]. Research has attempted to measure the level of 
agreement between the two code categories. The results suggest that, while the Y90 and Y91 
codes are correlated with each other, the degree of correlation varies across countries [158]. 
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Furthermore, these codes are not commonly used in Australia. For example, a study 
of the involvement of alcohol in workplace injuries in Australia noted that only in 
0.22% of 938 work- and non-work-related hospital cases was one of these codes 
used [159]. 
Because of time constraints in an ED, additional alcohol-related ICD-10 
codes may not be included in patients’ records when the primary diagnosis is an 
injury (for example, a fracture or a traumatic brain injury). This is reflected in ED-
focused research. A survey of two EDs in Sydney demonstrated that diagnostic 
codes (ICD-9, the previous version of the code) detected only 7% (five out of 77) of 
all alcohol-related presentations [160]. A study of hospital separations (patient 
departures) across four Australian states detected 38% of 442 alcohol-related injuries 
by searching for alcohol-related ICD-10 codes; the records included no Y90 or Y91 
codes [161]. Ninety-four per cent of these were identified through reviews of 
medical texts, demonstrating that diagnostic codes may underestimate alcohol-
involvement. In an American study, Treno and colleagues showed that 75% of 
trauma cases with positive BACs were identifiable using the ICD-9 codes to 
categorise patients’ records [147].  
3.4.5 Clinical suspicion of alcohol-involvement 
Research examining trauma doctors’ and nurses’ judgement of patients’ 
clinical intoxication (‘clinical suspicion’) has indicated that males, aged 18 to 44, 
with a dishevelled appearance, perceived low income or without insurance, are more 
likely to be suspected of intoxication [162]. When compared to a BAC 
measurement, both the sensitivity and specificity of the clinicians’ suspicion of 
intoxication were poor: 23% of intoxicated patients were not identified. A study by 
Li aimed to assess alcohol-involvement by asking nurses to record it if a patient 
presented at an ED with an alcohol odour [145]. Out of a total of 945 road crash 
cases recorded, the nurses at two EDs in Taiwan correctly classified the status of 
85% of cases, in alignment with BAC measures. This method may represent an 
accurate and inexpensive method of assessing alcohol-involvement. However, it may 
be prone to low inter-tester reliability, and the assessment of those who have 
consumed stronger smelling alcoholic beverages (e.g. wine or beer) may be more 
reliable than of those who have consumed spirits [145]. 
3.4.6 Surrogate measures 
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Using a surrogate measure of alcohol-related injury establishes likely alcohol-
involvement, based on the assumption that alcohol-involvement in harms follows certain 
temporal, geographical, demographic and anatomical patterns [163, 164]. Surrogate 
measures have been well described and widely applied in alcohol monitoring and 
epidemiology [165, 166]. Using a surrogate or proxy measure of alcohol-involvement in 
injury is a viable alternative to other measures such as BAC and self-reported alcohol use, 
particularly for monitoring trends in alcohol-involvement in injury over time.  
Using a surrogate measure entails reporting the prevalence of harms with a known 
high alcohol-involvement, and using routinely collected data such as police records, ED or 
hospital discharge records. This makes it a cost-effective and readily available method for 
studies investigating community-based interventions and regulatory changes such as alcohol 
trading hours or alcohol outlet density [164]. In the absence of reliable routinely collected 
data, the use of a well-defined surrogate measure can maximise the number of alcohol-
related incidents identified while minimising inclusion of non-alcohol-related injuries 
(maximising both sensitivity and specificity) [163, 165-168]. However, it should be noted 
that a surrogate measure may be used to demonstrate relative changes or trends in rates of 
alcohol-related injury over time, but it cannot show absolute changes in rates [163]. 
Research in Australia in the last 20 years has explored the temporal patterns of 
alcohol-involved incidents, particularly those involving violence. Ireland and Thommeny [6] 
analysed data on alcohol-related incidents collected by police across Sydney. The officers 
judged whether alcohol had been consumed, based on their interlocutors’ breath, speech, 
eyes, behaviour and balance (that is, subjective suspicion of alcohol use). Of 684 incidents 
recorded over four weeks, 260 were ‘street offence incidents’ including assault and offensive 
behaviour. The majority (77%) of ‘street offence incidents’ were assessed by police as 
alcohol-related. A particularly high proportion of alcohol-related street incidents occurred on 
a Saturday. In addition, 91% of incidents occurring between 10 pm and 2 am were judged to 
be alcohol-related. A high proportion of alcohol-related incidents (77%) occurred between 2 
am and 6 am. The findings of this study point to time of presentation as a possible surrogate 
measure of alcohol-involvement.  
In WA, Stockwell and colleagues showed that, when demographic factors were 
controlled for, assaults occurring between 10 pm and 6 am were associated with alcohol 
sales [169]. Similarly, Briscoe and Donnelly demonstrated that 36% of assaults at licensed 
premises in inner Sydney between July 1998 and June 2000 occurred between midnight and 
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3 am. Furthermore, 66% of assaults occurred on weekends, with a large proportion 
occurring in the early hours of Sunday morning [170].  
Internationally, temporal surrogate measures for alcohol-involvement have 
been developed from studies of road crashes [171, 172] and ED injuries [168, 173]. 
Heeren and colleagues compared daytime crashes (as a proxy for non-alcohol-
related crashes) to several categories of night-time crashes, as potential proxies for 
alcohol-involvement [171]. The possible surrogate factors explored were time of 
crash, male gender, age (under 26 years), single vehicle involvement, and fatal 
crashes. The authors proposed that a ‘best’ surrogate measure should be a category 
with a high number of crashes, but which included a high proportion of crashes 
involving alcohol. Night-time fatal crashes best met these criteria. The weakness of 
this surrogate measure was that, when compared to BAC measurements, it did not 
accurately reflect trends over time [171].  
In road safety research, single-vehicle night-time crashes (SVN) have been 
the most frequently used surrogate measure of alcohol-involvement in crashes [174-
178]. Rogers concluded that SVN was a stronger indicator of alcohol-involvement 
than total night-time crashes [179]. The association between confirmed positive 
BAC and night-time crashes has been demonstrated in other studies, both in 
Australia [180] and internationally [181, 182]. Australian research has suggested a 
time-based surrogate of alcohol-related serious crashes: weekend night-time crashes 
occurring between 10 pm and 2 am [183]. More recently, Voas confirmed the 
validity of using night-time fatal and non-fatal crashes as an indicator of alcohol-
related crashes [172]. Surrogate measures of alcohol-involvement in crashes have 
been used to design education programs for servers of alcohol at outlets [174, 177], 
to assess the effects of the privatisation of state monopolies [176] and in moves to 
lower legally permissible BAC levels [178, 179]. Despite the usefulness of road 
crash surrogates, they have limitations. For example, road crash surrogates may 
successfully identify likely alcohol-involved crashes and drink-drivers, but they 
cannot estimate alcohol-involvement in injured passengers [167]. 
International studies have demonstrated that mortality due to acute 
intoxication is highest over weekends[169, 184]; and that fatal alcohol-related non-
traffic injuries peak over weekends and between 6 pm and 6 am [185]. Further 
studies have investigated the temporal, demographic and anatomical patterns 
associated with alcohol-related injuries [140, 167, 173, 186].  
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In a series of papers, Treno and colleagues compared several methods of identifying 
alcohol-related injury in Californian trauma centres: BAC; demographic background; time of 
day and day of the week; cause of injury using E-codes (external cause of injury codes); 
ICD-9 diagnostic codes of trauma cases; telephone surveys; ED interviews; and routinely 
collected data from hospital inpatient records [146, 147, 167]. The authors found that the 
factors consistently associated with alcohol-involved injury were male gender, age between 
21 and 34 years, and late-evening or early-morning presentations (especially over the 
weekends) at the ED. The alcohol-related injuries included a large proportion of intracranial 
and open wounds of the head and neck, as well as superficial injuries [147]. The authors 
concluded that using hospital discharge data entailing a high probability of alcohol-
involvement was a cost-effective surrogate for evaluating community alcohol-related injury 
prevention programs [167]. 
ED studies have confirmed the association between the day and time of presentation 
and alcohol-related injury. An international review of ED injury studies up to 1993 indicated 
that those presenting with an alcohol-related injury were more likely to be male, between 25 
and 45 years and to present at EDs in the evening or early morning hours of the weekend 
[24]. In a Finnish city ED, alcohol-related head trauma presentations peaked over weekends 
[187]. Among injured patients interviewed at a Swiss ED, half of those presenting between 
midnight and 8 am, and 80% of those presenting on a Friday and Saturday night, reported 
consuming alcohol prior to their injury [173]. McLeod and colleagues estimated that more 
than 30% of injury presentations between 6 pm and 6 am at a Perth ED were associated with 
alcohol (compared to 11.2% of daytime injury presentations) [186]. A study conducted in an 
inner-city ED in Sydney found that 60% of those with alcohol-related injuries presented 
between 6 pm on Friday night and 6 am on Monday morning [140]. 
The patterns observed in previous research into alcohol-related ED presentations 
have led to the development of a surrogate measure of alcohol-related presentations. Young 
and colleagues used a subset of 8,580 cases across five countries and 28 EDs from the 
ERCAAP dataset [168]. The study pooled data from EDs in the US, Mexico, Canada, 
Australia, Spain and Italy. Most of the data came from the USA (49.5%) and Mexico 
(22.1%).The dataset contained both BAC and self-reported alcohol consumption in the six 
hours prior to injury. Young et al. analysed trends in alcohol consumption and injury across 
various demographic and time-based factors, and determined the proportion of alcohol-
involved cases for each factor. The five factors investigated were sex, age, marital status, day 
of injury and hour of injury. The authors established that the strongest predictors of alcohol-
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involvement were presentations between midnight and 4:59 am (OR = 4.92) and male gender 
(OR = 3.01) [168].  
In the WA ED sub-sample (Fremantle Hospital ED), 71% of the injury cases 
presenting between midnight and 4:59 am were alcohol-related. Seventy-five per cent of 
young single males presenting at all EDs with an injury between midnight and 4 am on a 
Friday, Saturday or Sunday had recently consumed alcohol. However, these cases accounted 
for less than 3.4% of the total sample, so using this surrogate would result in only small 
numbers of cases being available for further study. Because 56% of cases presenting 
between midnight and 4:59 am had consumed alcohol, this was chosen as the best surrogate 
measure for evaluating community-based alcohol-related injury prevention efforts. Weekend 
night-time ED presentations were recently used as a surrogate measure of alcohol-related 
injury in an ED study in regional and remote Victoria [188].  
As the specific night-time hours with high risk of alcohol-related injury might vary 
according to the trading hours in the local area [90], researchers have recommended that 
surrogates should be adjusted and validated for the location being studied [168, 173].  
An approach to verifying a surrogate measure of alcohol-related ED 
presentations was recently established by Evans et al. for South Australian EDs 
[164]. This involved examining the temporal distribution of ED cases in South 
Australia known to be directly attributable to alcohol and identifiable from ICD-10 
primary diagnostic codes, such alcohol poisoning (T51.0), alcohol intoxication 
(F10.0) and alcohol-induced acute pancreatitis (K85.2) [106], and identifying peak 
times of presentation. 
In summary, assessing the presence of alcohol in ED presentations continues 
to be a challenge facing both clinicians and researchers. In the absence of mandatory 
BAC testing, using a surrogate of alcohol-involvement provides a cost-effective 
method of assessing alcohol-involvement in EDs for researchers. 
3.5 The availability of alcohol and its relationship to alcohol-
related harms 
Alcohol availability refers to the accessibility of alcohol in a given 
environment [189]. Four main types of availability have been described in the 
literature, namely social, subjective, physical and economic availability.  
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Subjective availability refers to “how accessible people feel that alcohol is to them” 
(p. 123 [42]) and includes perceptions and beliefs about the ease of obtaining alcohol. This 
includes willingness to travel in order to obtain alcohol, perceived convenience of buying 
alcohol, and the importance of price to an individual [190]. 
Social availability is defined as “availability within small social or family groups” 
(p. 124 [42]). This includes the drinking behaviour within an individual’s social network, the 
perceived obligation to serve and consume alcohol at social events, and drinking alcohol for 
social reasons [190]. 
Physical availability includes the likelihood of coming into contact with outlets 
providing alcohol [191]. Physical availability can be defined as “actual legal, organisational 
and geographical factors that affect the cost of acquiring alcohol” (p. 383 [189]). Other 
aspects of availability may, at an individual-level, outweigh physical availability in decisions 
about alcohol consumption [42, 192]. The level of physical availability is influenced by the 
legal arrangements made by governments controlling the purchase and consumption of 
alcohol, including control of trading hours, liquor licensing, minimum drinking age 
restrictions, beverage types and strength [193]. Alcohol outlet density is a further dimension 
of physical availability. The term ‘outlet density’ is used to describe the number of liquor 
outlets within a defined region and is typically standardised using residential population or a 
measure of land area or roadway miles [29]. 
The economic availability or real cost of alcohol is its ‘affordability’ [42], that is, the 
price relative to the disposable income of drinkers [30].The real cost (the retail price or 
price-specific cost) of alcohol is affected by levels of taxation, controls on drink prices (such 
as minimum price per standard drink), costs of production and levels of consumer demand. 
Previous research has shown that alcohol sales and alcohol outlet density affect the 
economic and physical availability of alcohol in a community and, in turn, the alcohol-
related problems that ensue [29].  
Early explanations of alcohol-related harms focused on the disease model of alcohol, 
placing the responsibility for health and social problems on ‘alcoholism’ [30, 42]. 
Subsequent explanations have been drawn from the perspectives of public health [4]; 
sociology [194]; psychology [42]; criminology [195], and economics [196]. Individual 
theories that have been used to explain the relationship between alcohol availability and 
harm include availability theory [191, 197, 198], routine activities theory [195, 199, 200], 
39 
 
and social disorganisation theory [200, 201]. More recently the niche theory and assortative 
drinking model of alcohol use, an outlet density-specific theory, has been proposed as 
specifically explaining the alcohol availability/harm association [194]. 
3.5.1 Availability theory  
Availability theory developed as an alternative to the disease model of alcohol, in 
which ‘alcoholism’ was considered to be the primary mechanism underlying alcohol-related 
harm [30]. The theory offers an explanation for epidemiological evidence which does not fit 
the disease model, representing a population-based rather than an individual-based 
framework. Availability theory is applicable to both chronic and acute alcohol-related harms, 
and to both health and social problems associated with alcohol use [197].  
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Availability theory was first described by Single [197], framed as  the following 
three postulates: 
1. “Alcohol availability is positively related to mean levels of consumption…over time. 
2. Mean drinking is related to levels of heavy drinking: the mean level of alcohol 
consumption...is closely related to the number of persons consuming at levels 
deemed to be high risk. 
3. Heavy drinking is associated with adverse health and social consequences.” 
(p. 326 [197]) 
Single noted that “even when in moderation, drinking is associated with alcohol-
related health and social problems”, including the risk of developing cirrhosis and of being 
involved in traffic crash (p. 328 [197]). The author argued that moderate or social drinkers 
can influence a reduction in the alcohol consumption levels of heavy drinkers. Conversely, 
heavy drinkers can influence a rise in the alcohol consumption of moderate drinkers. Thus, 
as the availability of alcohol increases, moderate drinkers tend to become heavy drinkers, 
increasing the risk of alcohol-related harms. Single conceded that access to alcohol is not the 
only factor that influences the risk of alcohol-related problems: age, gender, occupation and 
heredity (among other factors) are also important. Nevertheless, he argued, ‘exposure’ to 
alcohol is most readily influenced by public policy [197]. 
More recently, availability theory was expanded to take into consideration growing 
epidemiological research [191]. Single’s original version of availability theory proposed that 
increased availability invariably led to increased consumption resulting in increased harms. 
Stockwell and Gruenewald [191] argued that the relationship among availability, 
consumption and harm is more complex, and dependent on both environmental and 
individual contexts. In their explanation, the authors included the concept of the 
‘convenience cost’ of alcohol, also described by Grossman [202]). The concept of 
convenience cost refers to aspects of both subjective and physical availability: the perceived 
ease with which alcohol can be obtained and the distance that must be travelled to obtain it 
[193, 202].  
Stockwell and Gruenewald propose two mechanisms which may determine the 
availability of alcohol: manipulation of the ‘full price’ of alcohol (retail price plus 
convenience cost) (and therefore drinking levels); and modification of routine drinking 
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activities13 implicated in alcohol-related harms within certain subgroups in the 
population. The original propositions of availability theory were extended as 
follows: 
1. “Greater availability of alcohol in a society will increase the average 
consumption of its population when such changes reduce the ‘full price’ of alcohol, i.e. the 
real price of beverages at retail markets plus the convenience cost of obtaining them.  
2. Greater availability of alcohol in a society will directly affect alcohol-
related harm when such changes affect the distribution of ‘routine drinking activities’; 
behaviours drinkers engage in when consuming alcohol (e.g. drinking at bars vs. at home; 
drinking socially  vs. alone). 
3. Greater average consumption in a population will be related to increases in 
drinking among some segments of the population along one or more of the several basic 
dimensions of drinking; rates of abstention, frequencies of use, quantities consumed and 
variances in drinking levels.  
4. Greater adverse health and social problems stemming from alcohol use will 
appear across the drinking population, focused in those subpopulations most exposed to risk. 
These risks will be distributed differently across population subgroups, depending upon 
differences in routine drinking activities (2, above) and drinking patterns (3, above)”. 
  (p. 217 [191]). 
3.5.2 Routine activities theory 
The routine activities theory is a criminological theory which proposes that the 
opportunity for ‘direct-contact’ opportunistic crime14 (such as assault) exists when three 
elements converge in time and space: a motivated offender, a suitable victim, and the 
absence of capable guardians against an incident [203]. Cohen and Felson propose that the 
absence of one of these three elements is sufficient to prevent such a crime. Brinkman and 
colleagues explain the theory thus: “In essence, they suggest that the occurrence of most 
crime events can be best understood in terms of a combination of certain risk factors for 
particular crimes (for example, visibility of the act, ease of transport for stolen items) and 
the daily rhythms and routines of people’s lives” p. 62 [163]). For example, changes in 
routine activities such as time spent at home, participation in leisure activities or at work, and 
                                                     
13 Routine activities theory, which influenced this argument, is discussed in 3.5.2 below. 
14 The term ‘direct-contact predatory violations’ was used by Cohen and Felson to describe the types 
of crime explained by routine activities theory [203]. 
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levels of control by the police or members of the community can affect opportunities for 
alcohol-related harms to occur.  
Stockwell argues that “some combinations of place, time and behaviour generate 
considerably more problems than others” (p. 925 [204]). Stockwell’s research has shown 
that licensed premises, specifically hotels and nightclubs, are more likely to be associated 
with alcohol-related harms [205]. Increased alcohol outlet density provides increased 
opportunities for potential offenders and victims to converge at a venue. The disinhibiting 
effect of alcohol can provide the ‘motivation’ for a potential offender to carry out acts of 
violence including assault at home or at an outlet [206]. Routine activities theory has been 
used to explain the association between alcohol outlet density and crime [195]; drinking and 
driving [207]; college drinking [208]; patterns of drinking by age, gender and ethnicity 
[199]; child physical abuse and neglect [206], and intimate partner violence [209]. 
3.5.3 Social disorganisation theory 
Social disorganisation15 theory is an ecological theory stemming from the disciplines 
of criminology and sociology which proposes that place (the residential location and 
neighbourhood) is as important, or more important, than individual characteristics such as 
age, ethnicity and gender in explaining why people commit crimes. The theory links 
disadvantaged communities with increased risk of crime (such as alcohol-related assault) 
[211]. The theory proposes that informal control mechanisms16 can play a mediating role 
between disadvantage and crime. Essentially, informal social controls are the pressures 
exerted by community groups (including recreation centres and libraries), friendship 
networks and the informal monitoring of teenage groups such as gangs [210]. When these 
informal community controls are reduced through deprivation, the risk of crime increases.  
Social disorganisation has been shown to impact on the association between alcohol 
outlet density and crime. The association is strengthened in more socially disorganised 
communities [200, 213], and weakened (or removed) in organised communities [214, 215]. 
Peterson and colleagues established that alcohol-related crimes such as assault are associated 
with a high density of bars but also with a low density of other retail and recreational 
facilities (that is, an absence of informal social controls)[211]. Freisthler demonstrated that 
                                                     
15 Social disorganisation refers to ‘the inability of a community structure to realise the common values 
of its residents and maintain effective social controls’ (p. 777 [210]). 
16 Informal control mechanisms are ‘dispute resolution mechanisms falling outside the scope of the 
formal justice systems’ [212]. 
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high bar outlet density and social disorganisation (measured by poverty, residential 
instability, childcare burden, and immigrant population) are independently associated with 
high rates of child maltreatment [201]. Aspects of social disorganisation (low collective 
efficacy and residential instability) have also been used to explain youth drinking [216]. 
3.5.4 Niche theory and assortative drinking 
In order to explain why certain alcohol outlets have more problems than others, 
Gruenewald proposed a new theory explaining patterns and locations of alcohol consumption 
[194]. The author asserted that differences in alcohol-related harm among outlets (including 
those of the same type) could be explained by combining niche marketing theory and the 
concept of assortative drinking. Gruenewald suggests that commercial interests will 
gradually segment the market according to the interests of different groups of consumers (for 
example, different bars catering towards young people, middle-aged drinkers, those with 
different music tastes and so on), creating niches in the market [194]. The theory proposes 
that drinkers tend to return to outlets where they find people similar to themselves 
(‘assortative drinking’), forming drinking subgroups. This leads to “greater diversity among 
those outlets and a greater degree of social stratification of the drinking population” (p. 875 
[194]). Thus, certain outlets are likely to consist of ‘higher risk’ patrons who are more prone 
to behaviours that increase the risk of alcohol-related harms.  
Furthermore, the characteristics of on-premise outlets can affect social interaction at 
the premise, which can lead to aggressive behaviour among those who have been drinking 
heavily [217], especially at establishments that tend to attract people who are predisposed 
towards these behaviours [194]. Clusters of these ‘at-risk’ outlets have the potential to 
become problem ‘hotspots’. 
3.5.5 Proximity and amenity: mechanisms for explaining the outlet effect 
Livingston and colleagues proposed a theoretical framework for alcohol outlet 
density studies, separating the effects of outlet density into: 
- “a proximity effect (how easily one can access alcohol); and  
- an amenity effect (how outlets influence the quality and characteristics of 




The proximity effect relates to the impact that alcohol outlet density has on the 
convenience cost of alcohol. According to availability theory, if outlet density increases, 
alcohol is more accessible (consumers are physically closer to outlets), leading to increased 
consumption. Livingston and colleagues suggest that the higher numbers of outlets in an area 
may have the secondary effect of reducing prices (increasing the economic availability) 
because competition among outlets rises as outlet density increases [218]. The effect on price 
is likely to be more pronounced where outlets are clustered. The reducing of prices has been 
associated with rising consumption levels [219]. Thus, increased outlet density potentially 
increases the accessibility (both affordability and availability) of alcohol and, it is proposed, 
the levels of consumption and alcohol-related harms. 
The amenity effect reflects the negative effects that licensed premises have on the 
neighbourhoods in which they operate [218]. Alcohol outlets change the quality and 
characteristics of the area around them, and can act as ‘attractors of trouble’. The addition of 
individual outlets may not produce a linear increase in violence. Beyond a certain threshold, 
however, clusters of outlets form an ‘entertainment district’, attracting more people than 
would be expected from the same number of independently located outlets. This results in 
crowds of intoxicated people moving between multiple outlets and onto the streets 
surrounding the outlets. In these conditions, a greater potential exists for incidents of 
violence and injury [217, 218].  
Liang and Chikritzhs [84] propose that the influence of an outlet on harm is 
mediated by its function. In broad terms this relates to whether the outlet sells alcohol for on- 
or off-premise consumption. Proximity (encompassing convenience cost and economic 
availability) appears to facilitate the interaction between off-premises outlets and violence, 
while amenity, rather than availability, appears to influence the relationship between on-
premise outlets and violence via the actual numbers of outlets in a small area.  
In summary, several theories have been proposed from different disciplines to 
explain how population-level factors related to alcohol affect levels of alcohol consumption 
and harms. The thesis will draw on these theories to explain this study’s findings. 
3.6 Evidence for associations between alcohol availability and 
harm: trading hours and price 
Alcohol outlet density is one of several factors that are known to influence 
availability. Other factors affecting availability include (but are not limited to) trading hours 
of alcohol outlets, sales to minors, government monopolies (physical availability), and retail 
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price (economic availability). The manipulation of any of these aspects can affect levels of 
consumption and alcohol-related harms [40]. The followin[220]g section provides an 
overview of the evidence of the association between alcohol-related harms  and the two 
factors most relevant to this thesis: trading hours and price. 
3.6.1 Trading hours 
Physical availability can be affected by the days and hours of sales [221, 222]. 
Various limitations on availability have included banning Sunday trading [223, 224]; 
limiting hours of sale on payday [59], and legislating the closing times of establishments 
holding certain types of licence, such as hotels[47]. 
A series of analyses was conducted by Chikritzhs and Stockwell in the same 
geographical region as this study: Perth, WA [225-227]. Interrupted time-series analysis was 
used to calculate rates of alcohol-related harm associated with hotels with extended trading 
hours. Hotels without extended trading hours were used as controls. The study was based on 
the introduction of so-called Extended Trading Permits (ETPs) which allow certain hotels to 
trade for an additional one or two hours beyond midnight. A range of outcomes was 
examined including police-reported assault [225] and road crashes involving alcohol [226]. 
The authors identified significant positive associations between hotels with ETPs and these 
outcomes. After adjusting for assault rate trends at hotels without ETPs, analysis showed that 
assault rates at the hotels increased by more than 70% following the introduction of extended 
trading hours [225]. Furthermore, the mean crash rate associated with these venues17 
increased by 47% at hotels with ETPs after the extended hours were introduced (after 
adjusting for crash trends at hotels without ETPs) [226]. Young male drivers drinking at 
hotels with ETPs had relatively higher breath-alcohol levels than those drinking at hotels 
with standard trading hours [227]. Much of the association between trading hours and harm 
was explained by sales volumes, specifically of full-strength beer. The authors concluded 
that the association between extended trading hours and harms may have been mediated by 
an increase in the number of patrons and an increase in the volume drunk per patron.  
In a systematic review, Stockwell and Chikritzhs examined the literature relating to 
trading hours (days and hours of sale of alcohol) [222]. A total of 49 studies, most of which 
were conducted in Australia, the United Kingdom and Canada, met the inclusion criteria. 
Less than a third (14) of the studies included both baseline measures and a control group. No 
fixed conclusions could be drawn from the remaining 35 studies. Of the 14 studies with the 
                                                     
17 In the police report, the hotel was named as the last place where drinks had been consumed. 
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strongest study designs, 11 studies reported an increase in rates of harm in terms of at least 
one outcome measure (road traffic casualties, violent assault and hazardous alcohol 
consumption). In several of the studies undertaken prior to 1990, rates of harm during the 
extended trading hours increased. However, Stockwell and Chikritzhs questioned the finding 
that overall levels of harm (that is, over the total evening hours) did not increase. More 
recent studies (including the Perth analyses reported above) reported an increase in harms 
both during the extended trading hours period, and over the total evening trading hours [225-
227]. The review concluded that, despite some methodological issues and the need for 
further well-designed studies, increasing on-premise trading hours resulted in increased 
alcohol consumption and related harms. This concurred with conclusions drawn by Babor et 
al. [41] that restricting opening hours and days of outlets impacts both the volume of alcohol 
consumed and the rates of alcohol-related problems. 
A more recent study of 18 Norwegian cities by Rossow and Norström explored the 
effect on police-reported assault of small changes to trading hours (restricting or increasing 
trading by up to two hours) at on-premise outlets [228]. The authors demonstrated that a one 
hour change to trading hours over weekend nights led to a 20% change in violent crime in 
city centres.  
3.6.2 Pricing and taxation 
The retail price of alcohol is a component of the economic availability or 
‘affordability’ of alcohol. The price of alcohol can be affected by the physical availability of 
alcohol, specifically by the density of alcohol outlets, especially when the outlets are 
clustered. More outlets lead to increased competition (through supply and demand), which 
exerts a downward pressure on price. For example, an outlet may offer price discounts (such 
as ‘happy hours’ and ‘two for the price of one’ offers) to encourage patrons to choose that 
outlet over nearby outlets [229]. A recent study examined the effect of partial privatisation of 
government off-premises outlets in BC, Canada [230]. Treno and colleagues established that 
an increase in the private (not government-controlled) off-premise outlet density was 
significantly associated with a lower mean price of beer and total mean alcohol price. 
Increases in on-premise and government-controlled off-premise outlet densities, however, 
were not associated with lower mean alcohol prices. The authors demonstrated that patrons 
at these on-premise and government-controlled off-premise outlets substituted lower quality 
beverages to reduce expenditure on alcohol.  
The retail price of alcohol can be manipulated through government control in several 
ways: higher taxation (including taxation of specific products such as alcopops), minimum 
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pricing of the alcoholic beverages (per standard drink), and restricting promotions (such as 
discounting of alcohol). Each of these methods increases the retail price of alcohol, acting as 
a disincentive to purchase by making alcohol ‘less affordable’ [231, 232].  
Two recent systematic reviews examined the effects of price and taxation on sales 
and consumption [219] and on morbidity and mortality [233]. The first meta-analysis, which 
included 112 studies, concluded that a 10% increase in alcohol price resulted in an almost 
5% reduction in consumption [219]. This overall effect was similar to that found by Gallet in 
an earlier economic meta-analysis [234]. Wagenaar and colleagues examined the effect of 
price and taxation on all types of beverages (beer, wine and spirits), both at the individual 
and aggregate levels. For each category of drink—beer, wine and spirits—the association 
between the price of the drink and drinking level was statistically significant. Mean price 
elasticities18 were –0.46 for beer, –0.69 for wine and –0.80 for spirits [219]. 
In a subsequent meta-analysis, Wagenaar and colleagues [233] re-analysed the data 
from 50 studies into price and alcohol-related morbidity and mortality. The outcomes studied 
were alcohol-related disease and injury including violence; suicide; traffic crashes; sexually-
transmitted infections; other drug use, and crime. All harms (with the exception of suicide) 
were significantly associated with price. As many of the harms examined may not have 
followed alcohol use (i.e. prior alcohol use was not confirmed by BAC or self-reports), the 
authors suggest that the associations between the actual alcohol-related cases and price might 
be underestimated. The effect size for alcohol morbidity and mortality was large (doubling 
the tax on alcohol was associated with a 35% decrease in alcohol-related mortality); for 
traffic crash outcomes the effect size was medium (doubling tax would result in an 11% 
decrease in traffic deaths). The authors concluded that the evidence strongly suggests that 
pricing policies have the potential both to reduce alcohol-related harm effectively and to 
generate revenue to offset the health care costs associated with alcohol use. 
A noteworthy English study modelled the effects of 18 pricing policies on 
consumption, health care costs and quality of life [235]. Specifically, the authors estimated 
the influence of a minimum price per alcohol unit and restricted price-based promotions on 
three categories of drinkers: moderate, hazardous and harmful drinkers19. Purshouse and 
                                                     
18  Price elasticity of demand is a term used by economists and is defined as ‘the percentage change in 
consumption resulting from a 1% change in price. For example, price elasticity for alcohol of –0.5 
implies that a 1% increase in its price would reduce alcohol consumption by 0.5%’ (p. 111 [229]). 
19 Purshouse and colleagues define moderate drinking as ≤ 21 units per week for males and ≤ 14 units 
per week for females; hazardous drinking as >21 < 50 units per week for males and >14 <35 units per 
48 
 
colleagues demonstrated that the effect of a minimum price policy varied considerably 
depending on the chosen price threshold, suggesting the need for country-specific modelling. 
The authors identified the point at which the effectiveness of a minimum floor price 
increased rapidly, and examined the benefit of a differential minimum price for on- and off-
premise outlets. Heavy drinkers appeared to be most affected by minimum pricing. The 
study found that, unless price discounts were either totally banned or heavily controlled, 
limiting discounts at off-premise outlets was one of the least effective pricing policies to 
reduce consumption and harm. 
Recent research by Stockwell and colleagues in British Columbia, Canada, 
investigated the association between minimum pricing and consumption [236], and alcohol-
attributable deaths [237] over time. Using data from 1989 to 2010, the authors estimated that 
a 10% increase in minimum price was associated with a 16% reduction in alcohol 
consumption (relative to non-alcoholic beverages) [236]. Zhao, Stockwell and colleagues, in 
an analysis using eight years of data, showed that a 10% increase in the minimum price of 
spirits and liquors was associated with an immediate 35% drop in alcohol-attributable deaths 
[237]. Significant reductions in total20 and chronic alcohol-attributable deaths were detected 
two to three years after an increase in minimum price. 
An evaluation was undertaken of the combined effect of the Living With Alcohol 
(LWA) levy (on beverages with more than 3% alcohol per volume) and the LWA program, 
which aimed to reduce alcohol-related harm in Australia’s Northern Territory (NT) [238]. 
The LWA levy, imposed between 1992 and 1997, resulted in a price increase of five cents 
per standard drink. The evaluation showed that the combined LWA levy and comprehensive 
LWA program resulted in a significant decrease in acute mortality resulting from acute 
alcohol-attributable causes, and a significant but delayed reduction in chronic alcohol-
attributable mortality [238].  
A further Australian study aimed to explore the relationship between price and 
consumption levels in Central Australia and Greater Darwin [239]. The study established 
that the beverage with the lowest price was cask wine, with a minimum advertised price of 
22 cents per standard drink and an average price of 53 cents per standard drink. Restrictions 
imposed on the availability of cask wine, and the imposition of an ‘alcopops tax’, were 
                                                                                                                                                      
week for females; harmful drinking as ≥50 units per week for males and ≥35 units per week for 
females [235]. 




associated with a higher average wholesale price and lower per capita consumption in 
Darwin.Time series analysis showed that in both Central Australia and Greater Darwin, price 
was significantly negatively associated with consumption over the 11-year study period.  
In summary, research has shown the effectiveness of price increases (through 
taxation) and minimum pricing both in the reduction of alcohol consumption and in the 
reduction of alcohol-related mortality. However, less evidence has been adduced for 
restricting discounting as a means of reducing consumption and harms.  
3.7 Evidence for associations between alcohol outlet density and 
harm 
From the 1970s, researchers began to investigate the relationship of alcohol 
outlet density with consumption levels and alcohol-related harms. Initial studies in 
the 1970s and 1980s employed relatively unsophisticated study designs and 
statistical analyses, using aggregated data over large geographical areas, and did not 
account for the spatial component of data. Over time, statistical methods have 
evolved to analyse smaller geographical units of analysis, and spatial models have 
been developed. The outcomes studied have included chronic harms such as 
cirrhosis, and acute harms, especially violence and road crashes.  
The majority of research has been undertaken in the USA, with fewer 
studies in Scandinavia [13], Australia [29, 240], New Zealand [241] and Canada 
[242]. 
3.7.1 Pre-1980s 
Research conducted prior to 1980 failed to demonstrate consistently the associations 
of alcohol availability with alcoholism [243], traffic offences, and road crashes [244]. 
However, a re-analysis of the data used by Smart [243], which adjusted for potential 
confounding factors, indicated that outlet density was associated with alcoholism. 
Associations were demonstrated between problem drinking and various measures of physical 
availability (such as liquor store employees per 100,000 population) [245], at both on- and 
off-premise outlets.  
It is difficult to compare studies from this pre-1980 time period because of widely 
differing methodologies and definitions of availability (which were not validated) [246 
#340]. Furthermore, data were aggregated to state-level in many studies, which ignored 
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heterogeneity within the states of the USA [247].Underlying these analyses was the 
assumption that alcohol-related harm primarily involved ‘alcoholics’. The studies measured 
total alcohol consumption, ignoring the pattern and quantity of drinking per occasion. 
Furthermore, the time lag between beginning to drink heavily and the development of the 
effects of chronic harms could have masked the association between harms and outlet 
density. Studies of this time period did not explore the impact of outlet density on acute 
harms such as violence and social problems.  
3.7.2 1980s 
Various analyses undertaken by Colón and colleagues in the early 1980s explored 
the association of alcohol availability with liver cirrhosis (as an index of alcoholism) and 
single-vehicle fatalities [248-251]. The studies controlled for more confounding factors than 
earlier research and included sociocultural and demographic factors as predictors. However, 
analysis was undertaken at state-level. Colón created an (unvalidated) composite measure of 
availability consisting of numbers of on- and off-premise outlets, minimum legal drinking 
age, taxation level, county-level prohibition, and the presence of a state monopoly [251]. 
This measure was used in several studies of availability over the next decade [252]. 
Colón and Cutter demonstrated an inverse relationship between on-premise outlet 
density and single-vehicle fatalities (a proxy for alcohol-involvement in the crash) [250]. The 
authors hypothesised that, in areas with higher outlet density, the distance to outlets would 
be less, so drinkers would drive shorter distances to obtain alcohol (lower driving exposure), 
with a concomitant decrease in the risk of road crashes. Interestingly, the authors note that 
average beer consumption, but not average overall alcohol consumption, was positively 
associated with single-vehicle fatalities.  
Many of the studies undertaken in the 1970s and 1980s have been criticised for not 
including relevant socio-economic variables and for using multiple statistical testing 
procedures, leading to increased probability of a Type 1 error [253]. Several studies, 
however, included socio-demographic variables (such as socio-economic status, age and 
gender) and more complex and appropriate statistical methods. For example, Watts and 
Rabow [247] analysed data for the state of California, USA, at city-level, developing a 
model that integrated both socio-demographic and availability variables. The authors 
demonstrated an association of alcohol availability with three outcomes: public drunkenness, 
drunk driving and cirrhosis mortality. 
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Rush and Gliksman [254] used causal modelling to conduct a rigorous analysis of 
data from Ontario, Canada. The authors felt that the method of statistical analysis overcame 
some of the difficulties of combining different indicators of alcohol-related damage or 
harms. The measure of availability used in the study (on- and off-premise outlets per 1,000 
population) equated to ‘retail availability’, that is, alcohol outlet density. The authors 
concluded that lower levels of alcohol consumption and alcohol-related harms were 
associated with policies that decreased outlet density. The addition of socio-demographic 
factors to the model suggested a causal link between socio-demographic characteristics and 
outlet density, and ultimately an association with levels of consumption and alcohol-related 
harms [255].  
Despite the strengths of the latter studies, the authors did not explore effects of price 
and personal income on consumption [253]. Gruenewald and colleagues identified several 
studies that included price and income in the analyses [253]. Two explored the possible 
bidirectional relationship between alcohol consumption (‘demand’ in economic terms) and 
availability (‘supply’). Wilkinson assessed the usefulness of several policies to decrease 
drunken driving and demonstrated a significant effect of sales on outlet density but not vice 
versa [256], while Godfrey showed a simultaneous relationship between outlet density and 
beer sales, but not between outlet density and wine and spirits sales [257]. Gruenewald and 
colleagues criticised other studies using statistical techniques that might produce biased 
estimates of effect [258, 259]. 
3.7.3 1990s 
During the 1990s, studies were published that had employed more sophisticated 
designs and methods of analysis and better controls for confounding factors, as well as 
accounting for the spatial nature of the data. Groups of researchers began to focus on outlet 
density research, notably at the Prevention Research Centre of the Pacific Institute for 
Research and Evaluation (Dr Paul Gruenewald and colleagues), and the Rand Corporation 
(including Professor Richard Scribner and colleagues). Almost all of the research took place 
in the USA, and much of it in California. 
In the early 1990s, a much-cited study explored the associations between the rates of 
seven index crimes21 and the number of taverns and cocktail lounges per city block in 
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Cleveland [195]. This study marked the beginning of a trend towards using smaller 
geographic units in the outlet density literature. Roncek and Maier used multiple controls for 
household composition, socio-economic status and ethnicity. The results implied that small 
changes in tavern density were associated with substantial changes in all crime rates, with 
the strongest associations found for block density and assault, and total violent crime. 
A study of the city of Rotterdam in the Netherlands, by van Oers and Garretson 
[260], used ‘neighbourhoods’22 as the geographic unit to assess correlations between the 
proportion of drinkers, density of bars and liquor stores, and traffic injuries. The study found 
that the proportion of drinkers and both liquor shop density and the rate of traffic injuries 
were significantly correlated. There was also a significant correlation between outlet density 
and the traffic injury rate. However, because only correlations were reported, it was not 
possible to gauge the direction of the relationship among the variables.  
A study based in Kentucky, USA, used an alternative measure of physical 
availability, i.e. the distance travelled to access legal alcohol, from each ‘dry’ county (where 
the sale of alcohol is illegal) to the border of a ‘wet’ county (where alcohol sales are 
permitted) [261]. The study found that, in contrast with Colón and Cutter’s earlier study 
[250], distance was significantly and negatively associated with alcohol-related injuries. In 
other words being closer to legal alcohol was associated with increased rates of alcohol-
related crashes. Alcohol-involvement in non-fatal crashes was based on police judgement, 
rather than more objective measures of alcohol-involvement, therefore crashes may have 
been misclassified in this study.  
In an important initial study in Los Angeles County, USA, Scribner and colleagues 
explored the association between the density of four types of alcohol outlets and road traffic 
crashes at city-level [11]. The study included city-level socio-demographic factors in its 
analysis. The authors found that mini-market and restaurant densities were positively 
associated with rates of crashes resulting in injuries, and restaurant and bar density were 
positively associated with crashes entailing property damage. In a further analysis, the 
authors demonstrated that both on- and off-premise outlet densities were associated with 
increased assault rates [262].  
The same authors analysed the association between outlet density and homicide 
using a smaller geographic unit (residential census tracts, census tracts being small-
                                                     
22 It was unclear how the geographical unit ‘neighbourhood’ was defined in this study. 
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population geographic entities within counties defined by visible physical 
boundaries, a tool used by the US Census Bureau), demonstrating that increased off-
premise outlet density was associated with higher rates of homicide [263]. Homicide 
rates were not associated with either on-premise or total outlet density. Unlike 
Gruenewald and colleagues [264], Scribner and colleagues did not test for spatial 
autocorrelation, arguing that that the seriousness of spatial autocorrelation had yet to 
be determined. (Spatial autocorrelation is discussed in more detail in 3.9.4 below.) 
Jewell and Brown analysed the association between outlet density (per miles 
of roadway) and alcohol-related road crashes [265]. Using miles of roadway as the 
denominator of outlet density provided a measure of the distance ‘cost’ of travelling 
to access alcohol. Other predictors of alcohol-related crashes were included: for 
example, ‘alcohol aversion’ was measured by controlling for religious affiliation. 
The authors were able to quantify the effect of an additional licensed outlet on the 
number of alcohol-related fatal and non-fatal collisions. 
Gruenewald and colleagues at the Prevention Research Centre in California 
have published multiple studies since the early 1990s, aiming to integrate theoretical 
frameworks and empirical research about the association between alcohol outlet 
density and alcohol-related harms. Initially, the authors used 12 years of state-level 
panel data to investigate the association between alcohol outlet density and alcohol 
sales (separately for beer, wine and spirits) [253, 266]. The authors showed that 
outlet density was associated with wine and beer sales. Following this, the authors 
analysed the association between outlet density and probable alcohol-related road 
crashes, using the same 12 years of panel data [267]. In these studies, the authors 
attempted to overcome some of the limitations of previous cross-sectional studies. 
The results indicated that the sales of beer, rather than spirits or wine, were most 
related to single-vehicle night-time fatal crashes. When sales were controlled for, 
rates of fatal crashes were not associated with outlet density.  
A study by Gruenewald explored the spatial relationships between alcohol 
outlet density and rates of driving after drinking by creating a Geographic 
Information System (GIS)23, that included driving events and environmental factors 
(traffic flow and road network density) [264]. The authors demonstrated that the 
                                                     
23 A GIS is defined as ‘a constellation of hardware and software that integrates computer graphics 
with a relational database for the purpose of managing data about geographic locations’ [268]. 
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outlet density was significantly associated with rates of single-vehicle night-time crashes and 
that this effect extended to adjacent geographic areas (‘spatial lag’). This study had major 
implications for the interpretation of past studies and planning future studies accounting for 
the potential impact of spatial autocorrelation (see 3.9.4). 
A case-control study in Georgia, USA, using counties as the geographic unit of 
analysis, evaluated the usefulness of GIS to assess road crash risk [12]. The study compared 
alcohol-related and non-alcohol-related single-vehicle crashes. To assess the distribution of 
crashes, the authors calculated the distance between each crash site and the nearest licensed 
on-premise outlets and then created 0.5-mile buffer zones around each premise. No 
associations were demonstrated between distance and alcohol-related crashes, and alcohol-
related crashes were not clustered around outlets. This could have been related to the case 
definition: cases were defined as those arrested for driving while impaired by alcohol, in 
terms of having a BAC of more than 100 mg/dl. The initial identification of impaired drivers 
relied on the judgement of police officers, potentially resulting in misclassification of cases 
and controls. Furthermore, the study used a buffer zone located a very short distance from an 
outlet (0.5 miles), excluding more distant crashes associated with drinking at the outlet. Both 
of these factors could have led to a Type 1 error. However, as the authors point out, this 
study was intended primarily to explore the use of GIS and buffer zones as tools to analyse 
alcohol-related harm data geographically, and provided a basis for further studies using GIS 
in outlet density research. 
For their research conducted in the state of New Jersey, USA, Gorman, Speer and 
colleagues examined the association of outlet density with socio-economic level and 
violence [17, 269-272]. An initial study used GIS to explore the association of race and 
socio-economic status with outlet density [269]. The study found no association between 
social disadvantage and high outlet density. The analysis did not disaggregate on- and off-
premise outlets. As the mix of outlets (and patterns of alcohol use) varied among 
neighbourhoods, true associations between socio-economic status and outlet density may 
have been masked [269].  
Gorman and colleagues attempted to replicate Scribner’s study [262] using six years 
of data at city-level in New Jersey [271]. However, the authors were unable to show an 
association between outlet density and either violent crime or domestic violence [270]. A re-
analysis of the same data, for the city of Newark, used census tracts and census blocks 
(smaller than census tracts) as the geographic unit of analysis [17]. At census block-level, the 
analysis established that 27% of variability in violent crime rates was due to socio-
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demographic factors alone, and 54% of variability was a result of the combined 
effects of socio-demographic factors and outlet density. Similarly to the study by 
Scribner and colleagues [263], this study did not test for spatial autocorrelation. 
Further research of outlet density and violent crime in another New Jersey city at 
census block and tract level tested for spatial autocorrelation [272]. The study did 
not reveal significant residual autocorrelation but again confirmed the 
violence/outlet density association at small area-level. 
A further study by Alaniz and colleagues [273] at block group-level 
examined youth violence among immigrants. This study, which controlled for spatial 
autocorrelation, revealed a significant association between youth violence and off-
premise outlet density. 
3.7.4 2000 onwards 
In recent years, there has been an increase in the number of studies 
investigating the impact of alcohol outlet density, using more complex statistical 
methods across different countries and examining a wider range of alcohol-related 
harms. Studies into outlet density have ranged from the purely ecological  [13, 274] 
to multi-level studies using individual-level data (through surveys or interviews) and 
community-level data [275-277]. Studies have been conducted at various geographic 
levels: functional geographic units (‘neighbourhoods’) [200, 278, 279]; meshblock-
level  [280, 281]; census block-level [216, 282]; census tract-level [283-285]; 
postcode-level [15, 286, 287]; local government area [288]; state-level [289], and 
country-level [13]). In addition, studies testing for and modelling to accommodate 
spatial autocorrelation have become more common (see 3.9.4 for further discussion 
of this issue). While most studies have explored the ‘proximity effect’ of outlets, two 
studies from Australia have investigated the ‘amenity’ or second-hand effects of 
alcohol outlets on their neighbourhoods [80, 290, 291]. 
Alcohol outlet density and the road 
LaScala and colleagues investigated the association between rates of pedestrian 
injury and outlet density, using both group-level data (environmental, socio-economic and 
demographic variables) and individual-level survey data (levels and patterns of drinking) 
[292, 293]. Using spatial models, the authors demonstrated a significant association between 
neighbourhood bar density and pedestrian injury rates. A higher unemployment rate, higher 
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population density and higher consumption levels per drinking session were also positively 
associated with pedestrian injury rates. 
Gruenewald and colleagues examined the effects of individual drinking habits and 
outlet density concurrently, and how they were associated with driving after drinking or 
while intoxicated [294]. The authors hypothesised that the significant association between 
restaurant density and driving after drinking might be mediated by higher income, as this 
group of drinkers was likely to have more available income to use on travel by car and on 
restaurant meals. The study failed to show a significant association between driving while 
intoxicated and outlet density. The authors suggested that choosing to drive while intoxicated 
might be a decision based on individual-level factors, and be less affected by environmental 
factors such as outlet density.  
Using 22 years of panel data, Baughman and colleagues compared alcohol-involved 
road crashes in wet and dry counties [295]. The analysis accounted for the type of alcohol 
which could be sold in a county; whether sales were permitted at on- and off-premise outlets; 
and changes in regulations over time. The study found that, controlling for all county effects 
and time trends, local access to alcohol (that is, living in a wet county) decreased the 
expected number of crashes by 4%. Local access to higher alcohol content liquor (spirits), 
however, was associated with a greater risk to road safety than access to beer and wine 
alone.  
Escobedo and Ortiz conducted a county-level study into alcohol-related driving 
incidents, suicide, homicide and alcohol-related deaths in New Mexico [296]. The study 
found that suicide and alcohol-related crash rates increased by 50% and alcohol-related crash 
fatality rates doubled from the lowest to the highest category of outlet density. 
McCarthy explored the effect of outlet density on alcohol-related road crashes at 
small-town level (populations less than 50,000) in California [297]. The results suggested 
that higher off-premise density was associated with fewer alcohol-related crashes. 
Conversely, higher on-premise density was associated with more alcohol-related crashes. 
The study controlled for only a limited number of socio-demographic variables 
(unemployment and population density), a factor that could have influenced the results.  
Using time series multiple-order autoregressive models, McCarthy explored a range 
of predictors of road crashes among older drivers (over 60 years old) in California, USA, 
which included income, unemployment, traffic enforcement, weather conditions, a lower 
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legal BAC for driving, and increasing the speed limit on certain roads [298]. The 
author included a proxy for alcohol consumption (cirrhosis deaths) that predicted 
both alcohol-related and non-alcohol-related crashes. A one per cent increase in 
alcohol outlet density (per square mile) was associated with a 1.2% increase in 
older-driver crashes, and 1.7% increase in older-driver fatal crashes. 
Meliker and colleagues undertook both spatial and traditional analyses of 
alcohol-related motor vehicle crashes in small cities (<50,000 population) in 
Michigan, USA [299]. ED and mortuary presentations with confirmed BACs above 
the legal limit in Michigan were linked with police reports of road crashes. The 
authors demonstrated that, although more alcohol-related crashes occurred in low 
population density areas, there was no difference in the density of clustering of 
alcohol-related and non-alcohol-related crashes in similar areas. Furthermore, there 
was no significant difference in distance from outlets to alcohol-involved crashes 
compared to non-alcohol-involved crashes and no significant association between 
outlet density and alcohol-related crashes. However, for a crash to be considered 
‘alcohol-related’ in the study, the driver had to have a BAC above the legal BAC 
(>0.10%). Cases with a BAC of between 0.05% and 0.10% were therefore classified 
as non-alcohol-related. Since some impairment in driving begins to occur at any 
BAC above zero, and since the majority of studies report impairment at a BAC of 
0.05% [300], this method of classification could have led to the exclusion of many 
crashes with alcohol-impaired drivers. 
A longitudinal study, conducted in California, USA, used six years of panel 
data at postcode-level. The study explored the relationship between outlet density 
and alcohol-related crashes, controlling for population and place variables [16]. 
Using police records (which indicated the place of last drink) and hospital discharge 
data (indicating place of residence), the authors found that changes in outlet density 
over time were positively associated with traffic injury rates. Specifically, both local 
off-premise outlets and bars were positively associated with alcohol-related crashes. 
A 10% increase in off-premise outlet density was associated with between 0.90% 
and 0.93% increase in alcohol-related crashes (using police reports and hospital 
discharge data respectively). Smaller effect sizes were demonstrated for bar 
densities, with a 10% increase being associated with a 0.51% increase in hospital 
discharges and a 0.43% increase in police-reported alcohol-related crashes. The 
effect of restaurant densities on alcohol-related harms was mixed, possibly because 
the main function of restaurants is to provide meals. The study noted that both place 
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of residence and place of purchase affected the likelihood of alcohol-related collisions, and 
indicated that demographic characteristics had a greater impact on crash rates than alcohol 
outlet density.  
A study by Truong and Sturm [283] investigated the association of counts of outlets 
with individual consumption and driving behaviour in California, USA. The location of 
alcohol outlets and the census tracts of residences of surveyed drinkers were plotted to create 
a GIS. Three buffer zones, at 0.5-mile intervals, were created around the boundary of the 
census tract in which each residence was located. Using buffer zones removed artificial 
administrative boundaries such as postcodes from the analyses. This allowed drinking 
behaviour across postcode or census tract borders to be modelled (avoiding the usual 
difficulties when using artificial administrative boundaries, the so-called Modifiable Areal 
Unit Problem24). Deceptively low outlet densities may be calculated in areas with 
unpopulated sections (using distance as the denominator) or highly populated small areas 
(when population is used as a denominator). Using counts of outlets avoids misleading 
measures of availability.  
The authors used multiple measures of individual-level ‘problem’ drinking including 
high consumption per month, heavy drinking episodes, driving after drinking, and riding 
with drinking drivers. The findings showed that although counts of off-premise outlets were 
not associated with any measures of problem drinking, counts of on-premise minor-restricted 
licences were consistently and significantly associated with high monthly and heavy episodic 
drinking. The positive association between alcohol availability and problem drinking 
diminished as the distance from residence to outlet increased. 
A further study by Gruenewald and Johnson included traffic flow and roadway 
network density as further predictors of single-vehicle night-time crashes [301]. The authors 
explored several models, demonstrating that the association between outlet density and crash 
rates was mediated by traffic flow. For different levels of traffic flow, a 10% increase in 
outlet density was associated with increases of between 0% and 150% in crash rates.  
In a study set in Manukau City, a large city in New Zealand, Cameron and 
colleagues examined the association between multiple police-reported incidents including 
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example postcode and local government area boundaries) can have on relationships—leading to mis-




road crashes, and outlet density [302]. The authors showed that an additional off-
premise licence at suburb-level was associated with 10 further road crashes. On-
premise outlet density was not significantly associated with road crashes. The 
authors argue that the conflicting relationships described in the literature are 
accounted for by the relative influence of two factors: high off-premise outlet 
density resulting in outlets being relatively accessible to places of residence, leading 
to higher consumption levels; and low density leading to longer travel times to and 
from outlets, therefore leading to higher exposure to the road.  
Violence, assault and crime 
Violence is probably the most extensively investigated harm associated with 
alcohol outlet density. In the first longitudinal study investigating the relationship 
between alcohol outlet density and crime, Norström analysed 35 years of country-
level Norwegian data [13]. Dummy variables were used to account for legal and data 
collection changes which could have influenced the reporting of investigated and 
convicted crimes over the study period. The final model indicated that one unit 
increase in outlet density was associated with an increase of 0.9 investigated violent 
crimes per year. 
Costanza and colleagues explored how on- and off-premise outlet densities 
were associated with violent crime at block group-level in Baton Rouge, Louisiana 
[282]. Controlling for spatial lag, social disorganisation and routine activities, the 
authors demonstrated a significant association between off-premise outlet density 
(per 100 households) and both robbery and assault. However, the results did not 
reveal a significant association between on-premise outlet density (bar and tavern 
density) and these crimes. The authors explained these results with reference to 
routine activities theory: bars and taverns provided the ‘guardians’ (in the form of 
bouncers or bartenders) who prevented violent incidents. Off-premise outlets lacked 
these guardians, resulting in conditions which encouraged violent incidents.  
Similarly, a study of street robbery used a unique, functional geographic unit 
(face blocks, which are located on both sides of a street between two intersections) 
to measure density of alcohol outlets [200]. Smith et al. demonstrated that for every 
additional bar, restaurant or gas station, there was a 5% increase in robbery. 
In a series of analyses examining the association between alcohol outlet 
density and crime at census tract-level, Gyimah-Brempong and colleagues 
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established links between several crimes and outlet density using both linear parametric 
[303] and non-parametric non-linear models [304]. The latter models explained twice as 
much variation in crime as the linear parametric models. When outlet density reached 10 
licences per census tract, crime rates doubled [304]. Furthermore, the authors concluded that 
lower income neighbourhoods had higher outlet density, but that it was high outlet density, 
not low income, that was directly associated with increased crime rates [305]. 
In a study at census tract-level, Nielsen and Martinez explored the effect of outlet 
density on black and Latino residents of Miami, USA [306, 307]. The analyses, unlike 
Gyimah-Brempong and colleagues’ studies [303-305], used spatial lag variables to control 
for spatial autocorrelation. The authors showed that both the proportion of immigrants and 
total outlet density were significantly associated with robbery and aggravated assault [306]. 
The authors then analysed black and Latino violence rates separately, using controls specific 
to each ethnic group [307]. This analysis revealed that total outlet density was associated 
with robbery and aggravated assault rates among Miami Latino, but not black, residents. The 
authors hypothesised that levels of disadvantage might have reached a ‘tipping point’ or 
threshold in black communities beyond which alcohol availability could have no further 
impact on rates of violence. 
In one of the few studies of outlet density in a developing country, a profile was 
created of the liquor outlets in a densely populated, violent residential area of Sao Paulo, 
Brazil [308]. Based on the survey responses, a very high outlet density was calculated (29 
outlets per kilometre), and the authors established that only 35% of 63 respondents’ outlets 
had a liquor licence. Hours of sale were not enforced; most outlets closed for the day when 
the number of patrons dropped. The study illustrated how high outlet density, with a large 
proportion of unlicensed outlets and high consumption of inexpensive local spirits, existed in 
a violent neighbourhood. 
Reid and colleagues studied the outlet density/violence relationship in Kansas City, 
Missouri, USA[309]. The analysis used the same variables as Scribner and colleagues’ 
classic study on outlet density and violence [262] but was conducted at census tract level. 
The study used homicide, rape, robbery and aggravated assault as outcome variables. Sixty-
one per cent of the variance of the violent crime rate was explained by various socio-
demographic factors, with an additional 9% explained by outlet density.  
Zhu et al. undertook a cross-sectional study of two Texas cities in the USA (San 
Antonio and Austin), at census tract-level [14]. The models included several neighbourhood 
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characteristics assessing disadvantage and residential instability as well as 
demographic characteristics, and controlled for spatial autocorrelation. Outlet 
density was statistically significantly associated with police-reported violent crime in 
both cities. The final spatial model accounted for 56% and 71% of the variance in 
violent crime in San Antonio and Austin respectively. 
Lipton and Gruenewald used cross-sectional data to explore the association 
of self-reported assault cases with population density and outlet density (using a 
geographically-based rather than a population-based denominator) [310]. Higher 
outlet densities of bars and off-premise outlets were associated with an increase in 
assaults per roadway mile. A model containing population density alone accounted 
for 57% of the variance of assault rates. The variance explained by the model 
increased to 67% and 88% with the addition of outlet density and population 
characteristics respectively. 
Gorman et al. explored the associations of violent crime with alcohol outlet 
density and drug availability (using drug crime rates as a proxy for drug 
availability), at census tract-level in Houston, Texas, USA [311]. The authors 
constructed several models which included alcohol outlet density, drug crime rates 
and socio-demographic factors. Forty per cent of the variability of violent crime was 
explained by socio-demographic factors alone. Adding crime rates to the model 
explained 72% of the variability in violent crime, while adding outlet density 
explained 73% of the variability. After controlling for spatial autocorrelation, off-
premise (but not on-premise) outlet density was significantly positively associated 
with violent crime. Drug availability was more strongly associated with violent 
crime than alcohol outlet density. The results suggested an interactive effect between 
drug and alcohol availability. 
Britt and colleagues used a functional geographic unit, self-identified 
‘neighbourhoods’, in their analysis of cross-sectional criminal violence data in 
Minneapolis, Minnesota, USA [278]. The authors argue that the density of outlets 
was linked to people’s activities at neighbourhood-level (rather than at individual-
level). This informed their choice of geographic unit. Using Bayesian probability 
methods, the authors concluded that an increase of one alcohol outlet per 
neighbourhood was associated with a further five violent crimes per 1,000 
individuals in that neighbourhood. 
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Gruenewald and colleagues undertook an analysis of more than 1,600 postcodes in 
California to investigate how geographic distributions of population and place characteristics 
contributed to violent crime [286]. The cross-sectional study revealed that assault rates were 
positively associated with population size, decreased population density and unstable 
neighbourhoods. Greater local off-licence density and adjacent postcode population were 
associated with higher rates of assault. Bar density was positively associated with assault 
rates among the unstable poor and rural majority areas, but negatively associated with assault 
rates in more stable neighbourhoods.  
Following this study, Gruenewald and Remer [19] used six years of postcode-level 
data in California to examine the associations of both local and lagged population and place, 
and assault rates. The authors demonstrated that a 10% increase in median household income 
was associated with an 8% drop in assaults. An increase in bar density had a much smaller 
impact on assault numbers. An increase of one bar per postcode was associated with 0.17 
additional hospitalised assaults per year. The results of this longitudinal study strengthened 
the evidence for the alcohol outlet density/violence association.  
Two further longitudinal analyses, undertaken by Yu and colleagues, used a natural 
experiment to explore the effects of a sudden drop in alcohol outlet density. In 1992, civil 
unrest in Los Angeles, USA, resulted in considerable property damage and the surrender of 
many liquor licences [284, 312]. The authors compared 10-year trends in violent assaultive 
crime in census tracts where liquor licences had been surrendered, to violent crime in census 
tracts where the number of liquor outlets had remained constant [284]. Controlling for spatial 
autocorrelation, the models showed that the rates of assaultive violence had decreased faster 
than expected for approximately five years after the sudden drop in outlet density in the 
affected census tracts. In an additional analysis of the same data, the authors used 
hierarchical additive models to examine the same data [312]. These models indicated that, 
although total outlet density was a relatively important predictor of violence, poverty was the 
most important predicator of rates of assaultive violence in Los Angeles. However, the 
models indicated that the sudden surrender of licences had no significant effect on violence 
rates. The authors concluded that the latter analysis showed “superior performance in 
exploring important variables that explain the change in the assault rates” compared to the 
former method of analysis. Despite the contradictory results provided by two model types, 
both analyses confirmed an association between outlet density and rates of assaultive 
violence over time. 
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Branas and colleagues undertook a case-control study exploring levels of alcohol 
consumption and outlet density as predictors of gun violence [313]. The control group was 
matched with 677 persons involved in gun violence according to the time and date of the 
shooting, gender, age-group, and race. The study demonstrated that the risk of gun assault 
was similar for individuals near off-premise outlets and those engaging in heavy drinking. 
Heavy drinking near areas with a high density of off-premise outlets was significantly 
associated with gun violence. 
A further cross-sectional study at census tract-level, conducted in Washington, D.C., 
USA, investigated the association between crime and alcohol outlet density at census tract-
level [314]. The authors demonstrated that the addition of one alcohol outlet was associated 
with a 4% increase in assaultive violence. Total outlet density was significantly associated 
with robbery, assault and sexual offences, but not with homicide.  
Connor and colleagues examined the associations of alcohol outlets with 
both self-reported consumption and harm across New Zealand [241]. The results 
indicated a significant association between off-premise outlet density and binge 
drinking (a 4% increase in the odds of binge drinking with each additional outlet), 
but not between mean consumption per year and outlet density. Significant 
associations were demonstrated among densities of restaurants, bars, off-licences 
and clubs, and an index of alcohol-related harms. The association was strongest 
between club density and harms.  
Instead of measuring global spatial autocorrelation, Grubesic and Pridemore 
analysed local- level spatial dependence [315]. The authors assessed the clustering of alcohol 
outlets and how this was associated with simple and aggravated assaults in Cincinnati, Ohio, 
USA. The analysis showed that assaultive violence tends to occur around clusters of alcohol 
outlets, with denser clusters of outlets being associated with higher rates of assault. The 
magnitude of the association with assault varied according to each outlet’s specifically 
different radius from the clustered outlets.  
In 1947, the state of New Jersey imposed restrictions on the number of alcohol 
outlets permitted per population (one on-premise outlet per 3,000 population and one off-
premise outlet per 7,500 population). Schwester explored the association between restricted 
outlet density and crime at municipality-level in New Jersey, USA [316]. Significant 
associations were demonstrated between (restricted) on-premise outlet density and both non-
violent and violent crime. An increase of one on-premise outlet per 1,000 population was 
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associated with increases of 2.2 violent and non-violent crimes and 2.4 non-violent crimes 
per 1,000 population. Poverty was again identified as a more important predictor of violent 
crime than on-premise outlet density. There was no significant association between 
(restricted) off-premise outlet density and crime in this study [316], possibly because the 
restricted off-premise outlet density was sufficiently low to minimise crime associated with 
alcohol outlets. 
Guo and colleagues undertook an analysis of larger cities and communities in Los 
Angeles County, USA [317]. The association of outlet density (grouped in tertiles) with 
violence, traffic crashes and alcohol-related violence was examined. Logistic regression 
models were developed, adjusting only for the Economic Hardship Index (calculated by the 
US Census). On-premise density was significantly positively associated with both violent 
crime and traffic crashes, while off-premise density was positively associated with violent 
crime. 
The New Zealand study by Day and colleagues (discussed further above) confirmed 
a significant association between smaller distances to outlets and high rates of violent crime 
[318]. The relationship decreased in strength and significance as distance to the nearest on-
premise outlet increased. The association between off-premise outlets and violent crime 
remained significant at greater distances to the nearest outlet. 
Toomey and colleagues conducted a cross-sectional study at neighbourhood-level in 
Minneapolis, Minnesota, USA [279]. The study aimed, by using a Bayesian hierarchical 
inference approach and controlling for spatial autocorrelation, to measure the associations 
between outlet density and several categories of violent crime (rape, assault and robbery). 
The analysis demonstrated that significant positive associations existed between both total 
outlet density and on-premise outlet density, and all categories of violent crime. A 20% 
increase in on-premise outlet density was associated with a 3.3% to 3.8% increase in violent 
crime. While associations between off-premise outlet density and categories of violent crime 
were positive, they were smaller and, in some categories, not significant—the small number 
of off-premise outlets in the study area may have influenced this. 
 In a recent longitudinal analysis of 14 years of Californian data, Mair and 
colleagues used Bayesian space-time models to explore the association between outlet 
density (especially bar density) and hospitalised assaults [319]. The authors investigated the 
effects of density of outlets in adjacent postcodes on local assaults. The postcode-level 
analysis revealed a positive association between bar density in adjacent postcodes and 
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hospitalised assaults. The authors explored interactions between demographic variables and 
measures of outlet density. The association between assault and outlet density was stronger 
in neighbourhoods with high population densities and proportions of minority ethnic groups 
than in wealthier suburban neighbourhoods.  
Youth and adolescents 
In the last decade, a body of (primarily American) research has accumulated 
investigating the effects of alcohol availability on adolescents and youth. Many of these 
studies have measured risky consumption and behaviour, rather than alcohol-related harm, 
but have been incorporated in this review because of the importance of this subgroup of 
drinkers. 
Wechsler and colleagues explored the effects of others’ drinking on adults 
who lived in the neighbourhoods close to university or college campuses in the USA 
[290]. These effects are similar to the ‘amenity effect’ on neighbourhoods with 
alcohol outlets proposed by Livingston and colleagues [218]. The second-hand 
effects in Wechsler and colleagues’ study included litter, noise, vandalism, vomiting 
and urination, and drunkenness. The study, which relied on self-reported distance 
from home to colleges and alcohol outlets, suggested that residents living within a 
mile of a college were significantly more likely to report these effects than those 
living further away from a college. Surprisingly, only a small number of participants 
attributed the effects to the college students. A path analysis indicated that alcohol 
outlets mediated the association between distance to the nearest college and negative 
second-hand effects. No direct association was demonstrated between distance from 
a college to a place of residence and second- hand effects. Alcohol outlets also 
mediated the association between college binge drinking levels and second-hand 
effects. This indirect relationship was much stronger than the direct association 
between drinking levels and reported problems. This study was limited in that it 
relied on self-reported data, measuring perceptions by residents rather than police-
reported incidents and records of alcohol outlets.  
Weitzman and colleagues explored the association between counts of liquor 
outlets within two miles of eight US colleges and students’ drinking levels [320]. 
Using data from a previous college alcohol survey, the authors demonstrated the 
correlation of total outlet density with self-reported frequent drinking, heavy 
episodic drinking, and drinking-related problems. The correlations between drinking 
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and outlet density were particularly strong for women and students who first started binge 
drinking at college. 
In a Californian telephone survey study, Treno and colleagues explored the 
associations between outlet density and driving after drinking (DAD), and with riding with 
drinking drivers (RWDD) in 15 to 20 year-olds [321]. The authors indicated that, as 
anticipated, higher alcohol outlet density (a city-level predictor) was associated with more 
frequent DAD and RWDD. These associations were stronger among females and younger 
participants. However, only 20% of the variability in DAD-behaviour was explained by city-
level predictors (outlet density), with the remainder explained by individual-level factors 
(age, gender and ethnicity). Despite this, the authors felt that controlling outlet density would 
be a viable method of reducing drink driving as (unlike individual-level characteristics) 
outlet density is easily regulated by alcohol policy.  
Because of minimum drinking-age laws, many adolescents rely on social sources of 
alcohol such as older friends, siblings or parents, a reliance representing the social 
availability of alcohol [322, 323]. Therefore, traditional measures of physical availability 
may not adequately reflect access to alcohol. To account for this, several studies of drinking 
in young people have included measures of both outlet density and social availability, and 
have explored how the two interact.  
For three consecutive years, Chen and colleagues surveyed the same group of 1,091 
adolescents on their drinking habits [21, 324]. The authors showed that both commercial and 
social access were associated with higher outlet density. Adolescents living in areas with 
high outlet density had higher initial levels of drinking and excessive drinking than those 
living in lower outlet density areas. However, drinking rates grew faster among adolescents 
who resided in areas with lower outlet density. Access via commercial outlets accounted for 
a relatively small proportion of alcohol usage among adolescents (less than 5%, rising to 
11% by the third wave of interviews). Alcohol was largely accessed through social networks, 
including family, under- and similar-aged friends. Higher alcohol outlet density increased 
under-age drinkers’ access to alcohol indirectly, through increased availability to their social 
networks (their primary source of alcohol) [285]. Having a friend with access to a car was an 
important mediator between outlet density and consumption. 
A number of studies of adolescent drinking have focused on how ‘formal access’ 
(including outlet density), ‘informal access’ and perceived availability of alcohol are 
interrelated [276, 325]. Treno and colleagues examined the effects of actual and perceived 
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access to formal and informal sources of alcohol among American 14 to 16 year olds 
[276]. ‘Formal access’ was defined as direct access to alcohol through outlets. 
‘Informal access’ was defined as indirect access to alcohol through parents and 
friends. Telephone interviews were conducted among adolescents across 30 
postcodes. Each respondent’s place of residence was plotted and a two-mile buffer 
was created around it. The number of outlets within this area was then counted to 
create a measure of availability. The study revealed that access to alcohol in this age-
group was largely through informal sources, and that this access was negatively 
associated with outlet density. However both perceived and actual access to formal 
sources were positively associated with off-premise density. The study suggested 
that, in this age-group, restrictions on formal sources of alcohol could increase 
reliance on informal sources.  
Kuntsche et al. used survey data on a group of Swiss adolescents of a similar 
age to compare perceived and physical availability, and their association with 
drinking levels [325]. The authors established that higher perceived availability of 
beer, wine and spirits was associated with the following predictors: drinking in a 
public place, poor parental knowledge of the adolescents’ whereabouts, and peers 
and siblings who drank. A significant association between perceived (subjective) 
availability and on-premise, but not off-premise, density was evident. This might be 
because alcohol is visibly consumed at on-premise outlets while alcohol purchased 
at off-premise outlets is usually consumed elsewhere. 
A recent study by Stanley and colleagues recruited a large sample of 
adolescents (grades 7 to 12) across the USA [326]. It investigated the interactions 
among physical availability (bar and liquor store outlet density), social availability 
(alcohol from social and family networks) and perceived availability at individual 
and at community-level. The study found that, while bar and liquor outlet density 
was not associated with perceived availability or alcohol use, social availability was 
strongly associated with alcohol use in the last month. The study emphasised the 
greater influence of social (rather than physical) availability on under-age drinkers. 
In a study using a similar methodology to their earlier study [283], Truong 
and Sturm analysed individual demographic information and drinking behaviour 
among adolescents. Buffer zones were created at 0.1, 0.5, 1 and 2 miles around the 
place of residence of each participant [327]. Alcohol outlets were mapped and then 
counted for each buffer zone. The study found that participants in the lowest income 
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quartile lived in areas with the highest counts of outlets near their homes. Adolescents with 
the highest count of outlets within ‘easy walking distance’ (within 0.5 miles of home) had 
the highest rates of binge drinking and drinking after driving. 
Huckle and colleagues investigated the drinking patterns and predictors of 
consumption of young people aged 12 to 17 living in Auckland, New Zealand [328]. The 
study used both individual-level data and environmental data (socio-economic status and 
alcohol outlet density) and explored both the social and physical availability of alcohol to 
those under the minimum drinking age. Social availability (measured by the frequency that 
alcohol was supplied by parents and friends) was significantly associated with usual 
occasion drinking levels and annual drinking frequency, as well as frequency of feeling 
drunk. Alcohol outlet density was significantly associated with usual occasion levels of 
drinking, while its association with frequency of feeling drunk approached significance.  
Kypri and colleagues conducted a study of six New Zealand university campuses, 
using a combination of individual-level data and alcohol availability data [277]. The study 
used a similar methodology and analysis to the study by Weitzman of college students in the 
USA [320]. Unlike the previous New Zealand study by Huckle and colleagues [328], 
alcohol-related harms, rather than drinking levels, were the outcome of interest in Kypri and 
colleagues’ study. Significant associations were shown to exist among both on- and off-
premise outlet density, measures of consumption and personal problems because of alcohol. 
The associations of problem drinking with counts of outlets within 1km of residences, and 
with off-premise outlets, were of the greatest magnitude.  
Pasch and colleagues examined alcohol availability and drinking patterns among 242 
high school students in a major metropolitan area of Minnesota, USA [329]. Several 
measures of alcohol availability were used, including straight-line and road-network distance 
from place of residence and school to the nearest alcohol outlet, and the number of outlets 
within 3km straight-line and road-network buffers from home and school. Significant 
associations were not demonstrated between the measures of alcohol availability and alcohol 
use or drunkenness in the last month. This might have been because both the prevalence of 
alcohol use by the students and measures of alcohol availability were low. This would bias 
measures of effect downwards [329]. In addition, the sample contained a high proportion of 
white, middle-class, suburban pupils, which limited the potential to generalise the results.  
A longitudinal study explored the impact of various factors affecting access to 
alcohol among urban adolescents aged 11 to 14 years from ethnic minority (Hispanic and 
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African American) groups [330]. The factors investigated included alcohol 
advertising, home access to alcohol, parental monitoring, off-premise outlet density, 
and commercial access. The study found a significant association between alcohol 
use and home alcohol access (an aspect of social availability). However, off-premise 
outlet density was not associated with home access to alcohol.  
In their study of college students at 32 American campuses, Scribner and 
colleagues used multi-level modelling to differentiate between correlational 
(grouping by individual-level drinking patterns) and contextual (such as outlet 
density) effects on students’ drinking levels [208]. The authors demonstrated strong 
positive associations among on-premise outlet density and frequency of drinking, 
mean and maximum drinks per occasion, and frequency of drunkenness. Contextual 
factors at campus-level, particularly off-campus on-premise outlet density, explained 
57 to 71% per cent of variance in this study. The association between off-premise 
density and drinking levels was not significant. 
Gruenewald and colleagues used hospital discharge data to assess how 
population and place (including alcohol outlet density) were associated with alcohol-
related harm in two groups of young people: youth, aged 18 to 20, and young adults, 
aged 21 to 29 [331]. Among under-age youth, off-premise outlet density, but not on-
premise outlet density, was positively associated with assault, road crashes and other 
accidents. Under-age youth might have had readier access to alcohol themselves or 
through social networks at off-premise outlets, while on-premise outlets might have 
been more reluctant to serve alcohol to under-age youth. Among the young adults, 
higher off-premise and pub densities were associated with higher assault rates, while 
increased restaurant density was associated with additional traffic injuries. The latter 
findings are similar to those in studies of adults of all ages [207, 294]. 
Instead of analysing the association between individual drinking patterns 
and outlet density, Reboussin et al. used alternating logistic regression to assess 
clustering of drinking within census tracts, that is, the odds of a youth (14 to 20 
years old) drinking if another youth in the same census tract reported drinking [285]. 
The analysis indicated that, in the highest tertile of on-premise outlet density, the 
odds of a youth engaging in frequent drinking were more than doubled if another 
youth in the census tract also drank frequently. The highest tertile of off-premise 
outlet density was associated with the clustering of riding with drinking drivers, 
attempts at purchasing alcohol, and successful alcohol purchases.  
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A study of alcohol outlet density and youth investigated the association between off-
premise outlet density and youth homicide offenders [332]. The pooled panel models (using 
23 years of data across 91 large cities) revealed a significant positive association between 
off-premise outlet density and youth homicide rates, both for 13 to 17 year olds, and for 18 
to 24 year olds (independent of measures of structural disadvantage, drug activity, firearm 
availability and gang influence). The models suggested that outlet density had a greater 
influence on homicide rates in the older group. 
A recent study by Maimon and Browning used hierarchical generalised linear 
models to explore the relationship between under-age drinking, neighbourhood collective 
efficacy and alcohol sales at census block level in Chicago, USA, for 1,135 adolescents 
[216]. The study demonstrated that, for one standard deviation increase in sales, there was a 
25% increase in under-age drinking. The measures of alcohol outlets and sales were based on 
videotaped observations of outlets located in face blocks, rather than official records of 
outlet licences and wholesale or retail sales data. 
Paschall and colleagues conducted a city-level study of 50 mid-sized Californian 
cities in the USA [333]. Multi-level linear regression models were used to assess the 
association of local alcohol-control policies with enforcement funding, alcohol outlet 
density, adult drinking levels, and adolescent under-age drinking, perceptions of availability, 
enforcement and acceptability. Positive associations were demonstrated between total outlet 
density per roadway mile and adolescent drinking. Adolescent drinking was strongly 
associated with both restaurant density and bar density, but not with alcohol policy. 
Enforcement funding levels were negatively associated with frequency of drinking by 
adolescents. 
A recent study in Scotland used three measures of alcohol availability: count of 
outlets per data zone25, road network distance between respondents’ postcodes and the 
nearest outlet, and the number of outlets within 1,200m (a 15-minute walk) of the 
respondents’ postcodes [334]. Individual-level data on drinking frequency were obtained on 
979 teenagers (15 year olds) in Glasgow. Drinking levels were dichotomised into weekly 
drinking (at least once a week) or less frequent drinking (including not drinking at all). The 
study found significant associations of alcohol consumption with the off-premise count 
within 1,200 m of the residential postcode and with the proximity of off-premise outlets, but 
not with off-premise density (per data zone). On-premise availability measures were not 
                                                     
25 A data zone is a small census area similar to a meshblock.  
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significantly associated with consumption. The association between consumption 
and off-premise, but not on-premise outlets, may be explained by the greater ease 
with which under-age drinkers obtain alcohol from off-premise outlets [331, 333].  
Child maltreatment 
A study on the association between child maltreatment and measures of 
alcohol availability was undertaken at the city-level [335]. The study found a 
significant association between higher outlet density and higher rates of severe 
violence towards children; and between higher excise taxes on beer and lower rates 
of violence towards children. The study did not find significant associations between 
other measures of availability and domestic violence perpetrated on children. Data 
on maltreatment were based on parent-reported discipline methods: the sensitive 
nature of the questions entailed could have led to substantial under-reporting of 
maltreatment, which may have masked true associations. 
Freisthler explored the associations of outlet density (separately for bar, 
restaurant and off-licence density), with population density, measures of ‘social 
disorganisation’, and child maltreatment, at census tract-level [201]. The author 
found an association between bar outlet density and substantiated cases of child 
maltreatment. Density of immigrants and poverty were also other factors associated 
with child maltreatment.  
A subsequent study by Freisthler et al. examined two aspects of child 
maltreatment separately: neglect and physical abuse [206]. The study found that bar 
density was significantly associated with child neglect, while off-premise licence 
density was associated with physical abuse of children. The authors suggested that 
those with access to more bars were likely to spend more time at these outlets, and 
less time with their children. Conversely, easy access to off-premise outlets enabled 
the consumption of alcohol at home, with greater opportunities to physically abuse 
children while under the disinhibiting influence of alcohol.  
Freisthler and colleagues also explored the association between child 
maltreatment and alcohol availability at census block group- level (a smaller 
geographical unit than census tracts, comparable with neighbourhoods) [336]. The 
association between bar density and child maltreatment was confirmed at census 
block group-level. In each of these three cross-sectional analyses, spatial 
autocorrelation and population were controlled for [201, 206, 336].  
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Freisthler and Weiss followed these analyses with a longitudinal study of child 
maltreatment [337]. The study, using Bayesian spatial models, analysed four years of 
county- level data on environmental factors relating to alcohol and drug use referral to child 
protection services, and confirmed the positive significant association between alcohol outlet 
density and child maltreatment.  
In a more recent study of the interrelationships among outlet density, parental 
monitoring and adolescent deviance, Freisthler et al. used hierarchical linear modelling to 
incorporate both individual- and postcode-level predictors [338]. The models demonstrated 
that the association between parental monitoring and adolescent deviance was mediated by 
bar density (bars per roadway mile). Because of the previously demonstrated association 
between off-licence density and child neglect [206], the authors anticipated a similar 
association between off-licence density and parental monitoring. However, no association 
was found, possibly due to differences in the denominator used to calculate outlet density 
(roadway miles), the use of a different geographic unit (postcode-level), and a study 
population within a narrow age-group (14 to 16 years old).  
Freisthler and Gruenewald investigated the associations between outlet density and 
both corporal punishment and physical abuse [339]. Both individual-level (drinking levels 
and location of drinking) and ecological-level (alcohol outlets within 800 m of the place of 
residence) predictors were included in the analysis. Controlling for frequency of drinking 
location and quantity of drinking at the individual-level, physical abuse was positively 
associated with bar density and negatively associated with restaurant density. The authors 
concluded that child physical abuse was associated with both individual effects (the 
disinhibiting effects of alcohol) and ecological effects (drinking locations). 
A study by Cameron and colleagues, in Manukau City, New Zealand, examined the 
relationship between alcohol outlet density and multiple police-reported incidents (including 
family violence) [302]. Family violence was significantly associated with bar density, but 
not with off-premise outlet density. This contrasted with previous research by Freisthler and 
colleagues [201, 206]. The authors found it difficult to explain these differences. The cross-
sectional nature of the study may have created misleading associations, as longitudinal 
studies have been shown to produce contrasting but more valid associations  [340, 341]. 
Sexually transmitted infections 
A longitudinal spatial analysis investigating gonorrhoea rates in Los Angeles, USA, 
was carried out at census tract-level. The study used the 1992 riots (with the resulting 
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damage and sudden closing of multiple outlets) as the baseline level in the models. 
The study found that a drop in alcohol outlet density of one unit was associated with 
21 fewer gonorrhoea cases per 100,000 population. Property damage was not 
significantly associated with gonorrhoea rates.  
Domestic and intimate partner violence  
An early study of the relationship between alcohol outlet density and 
domestic violence failed to demonstrate a significant association between the two 
[270]. Later studies have produced different results. 
McKinney and colleagues used multi-level modelling to explore the 
relationship between outlet density and domestic violence at postcode-level [342]. 
Together with outlet density, the authors used individual-level socio-demographic 
and behavioural factors as predictors. The study demonstrated that an increase of 10 
on-premises outlets per 10,000 persons was associated with a 30% increase in male-
on-female interpersonal violence. This association was stronger among couples who 
reported alcohol-related problems. 
Cunradi et al. undertook an ecological study of intimate partner violence 
(IPV), using police calls and crime reports of intimate partner violence as the 
outcome variables [274]. The study used small police-defined areas in the city of 
Sacramento, California, USA, as the unit of analysis. Bayesian space-time models, 
controlling for socio-economic factors, indicated that a higher off-premise density 
was associated with an increase in police calls and crime reports of IPV.  
Following this, Cunradi and colleagues conducted a longitudinal study using 
Emergency Department IPV presentations as the outcome of interest [26]. Because 
ED presentations were used, only more severe incidents of IPV were included in the 
study (as those involved in less serious incidents would not present at EDs for 
treatment). The study was conducted at postcode-level across California, and used a 
Bayesian hierarchical model which allowed for changing postcode boundaries over 
the study period. Contrary to the previous study, the findings indicated that bar 
density was significantly associated with IPV. An increase in one bar per square 
mile resulted in a 3% increase in IPV cases presenting at EDs. Off-premise outlet 
density was negatively associated with ED presentations. The differences between 
Cunradi and colleagues’ cross-sectional and longitudinal studies may be a result of 
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different mechanisms mediating the association between density of different outlet types and 
varying measures of intimate partner harms [26, 274].  
A recent study produced different results [343]. Waller and colleagues analysed data 
extracted from a cohort study of women aged 18 to 26 years old. The study included 
individual-level drinking patterns (frequency and amount consumed), self-reported IPV, total 
alcohol outlet density and both individual- and community-level socio-demographic 
variables and indices. None of the models demonstrated significant associations between 
alcohol outlet density and either self-reported IPV or individual alcohol consumption 
patterns. The authors suggested two explanations for these results: that the association 
between IPV and outlet does not act at the level of census tracts (the geographic unit of 
analysis in this study); or that IPV (which generally occurs in the home) is not associated 
with outlet density, while violence associated with outlet density (for example assault of a 
stranger) occurs in and around outlets. The same authors also investigated IPV affecting 
heterosexual males aged 18 to 26 years [344]. Significant associations were demonstrated 
between IPV on men and both consumption and outlet density. The hypothesised mediating 
effect of consumption on the outlet density/IPV pathway was not demonstrated. Cohabiting 
and being married were both situations associated with a significantly increased risk of IPV. 
Notably, both the analyses of young females and of young males who experienced IPV used 
a small age range, limiting the generalisability of these results.  
McKinney et al. analysed an earlier (1995) survey of married or cohabiting people to 
explore the association of alcohol outlet density with poverty, binge drinking and alcohol-
related harms [345]. While the study did demonstrate associations between alcohol outlet 
density and poverty, it failed to show associations between outlet density and either binge 
drinking or alcohol-related harms. The authors proposed that outlet density might be 
associated with binge drinking and harms through group-level mechanisms (e.g. clustering of 
like-minded drinkers at venues), rather than through individual-level factors. The authors 
concluded that using an ecological study design might be a more appropriate method of 
studying the effects of alcohol outlet density on harms. 
A cross-sectional study disaggregated counts of police calls about domestic violence 
into weekday and weekend calls at block group-level in the District of Columbia, Canada 
[209]. Roman and colleagues chose to use a generalised cross-entropy approach (allowing 
for both under- and over-dispersion of the data, and spatial autocorrelation). The study 
findings demonstrated that off-premise outlet density was positively associated with 
domestic violence calls on weekends (but not weekdays), and that on-premise outlet density 
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was negatively associated with calls throughout the week. While the method of 
measuring IPV and the cross-sectional design limited the conclusions which could 
be drawn from the study, it did focus on IPV calls over a time period which 
suggested that these calls were highly likely to be alcohol-related [168]. 
Suicide  
A study by Markowitz and colleagues examined more than 20 years of state-
level data on completed suicides in youth aged 10 to 24 years old and the 
associations with total population per capita alcohol consumption and alcohol 
control policies [289]. Higher male suicide rates were associated with higher alcohol 
consumption, lower beer excise taxes and higher alcohol outlet density (per 
population). Female suicide rates were not associated with alcohol consumption 
levels or outlet density. Escobedo and Ortiz (in a study of multiple alcohol-related 
harms discussed above) demonstrated a 50% increase in suicide rates between the 
first and third tertiles of outlet alcohol density [296]. 
A later study investigated the association between suicide and outlet density 
at postcode-level [346]. Both attempted and completed suicides were included, and 
outlet density was disaggregated into bar, restaurant and off-premise outlet density. 
Johnson and colleagues’ analysis indicated positive associations among suicide and 
both local and lagged bar densities, and local off-licence density. Conversely, 
suicide was negatively associated with restaurant density. The authors suggest that 
the latter observation may be a correlational  artefact in the data and also caution that 
this study, like Markowitz and colleagues’ study [289], might be subject to 
ecological fallacy—that is, inferring individual behaviour from broad population-
based data. 
Branas and colleagues conducted a separate analysis of gun suicide [347] 
using data from a study on gun-related assault and alcohol availability [313]. The 
matched case-control study included 149 completed and attempted gun suicides, and 
302 population-based controls. Multiple individual and situational variables were 
controlled for in the analysis. The model revealed that gun suicide and acute alcohol 
consumption were significantly positively associated. On-premise alcohol outlet 
density was negatively associated with the risk of gun suicide, while off-premise 
outlet density was positively, but not significantly, associated with gun suicide. The 
small sample size (and resulting lack of statistical power) may account for the non-
significant results. The authors observed that these findings were similar to those of 
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the study by Johnson et al. [346]. Both Branas and Johnson and colleagues commented that 
the differences in the observed associations with on- and off-premise outlets may be the 
result of the confounding effect of outlet density in the relationship between social isolation 
and suicide. 
Other outlet density studies involving alcohol-related harms, problem drinking and 
socio-demographic factors 
A San Diego-based study in California, USA, investigated the association between 
alcohol outlet density and alcohol-related hospital admissions [18]. Postcodes were used to 
link alcohol outlets and the place of residence of those admitted to hospital with an alcohol-
related condition. The study found that an increase of one liquor licence per 10,000 
population was associated with an increase of 0.48 admissions per 10,000 population. This 
study may have underestimated alcohol-related admissions because of the narrow definition 
of alcohol-related conditions (those cases with ICD-9 codes mentioning alcohol, and a small 
group of other conditions frequently involving alcohol, e.g. chronic pancreatitis). Conditions 
relating to chronic effects of alcohol were over- represented compared to acute conditions 
such as injuries. 
A survey-based study explored the association between alcohol outlet density and 
injury in California and South Carolina, USA [348]. The study used self-reported injury data, 
resulting in the inclusion of less serious injury cases which would not have presented at an 
ED or been reported to the police. Associations were demonstrated between injury and both 
on- and off-premise outlets within 2km of the place of residence. The injuries were not 
necessarily alcohol-related so the association with counts of alcohol outlets may have been 
inflated. Demographic factors associated with injury and alcohol outlet density were younger 
age, male gender and Hispanic ethnicity. 
Scribner and colleagues [349] demonstrated that outlet density affects alcohol 
consumption via a structural effect — that is, it affects everyone in a particular 
neighbourhood — not through an individual-level relationship as suggested by Truong and 
Sturm [283]. This suggests that levels of consumption are more closely related to mean 
distance to alcohol outlets for all residents in a neighbourhood than to individual distances to 
outlets for each resident. Therefore, using a central point in a neighbourhood as a ‘proxy’ of 




A study by Pollack and colleagues examined relationships found among 
neighbourhood deprivation, alcohol consumption and availability (including licensed 
per square mile and distance to outlets) over a 12-year period [275]. Multi-level 
analysis revealed outlet clustering and higher outlet density in the areas with the 
highest neighbourhood deprivation. However, a greater proportion of those living in 
areas of lower neighbourhood deprivation and higher individual socio-economic 
status were classified as heavy drinkers. Alcohol outlet density did not mediate the 
relationship between neighbourhood deprivation and high alcohol consumption. 
Since the study did not examine alcohol-related harms, the possibility of a direct 
relationship between outlet density and alcohol-related harms (independent of 
consumption levels) could not be explored. Alcohol consumption was measured 
dichotomously as ‘high’ or ‘low’, based on pre-set cut-off points26 chosen because of 
the increased risk of mortality associated with them [350]. However, these measures 
were more appropriate to the study of chronic alcohol-related morbidity and 
mortality. Patterns of drinking (quantity and frequency), more relevant when 
examining acute harms such as injury, were not examined. The measures used could 
have masked the role of outlet density in mediating the relationship between 
neighbourhood deprivation and patterns of consumption associated with acute harm.  
The relationships among outlet density and race, age and income discussed 
by Pollack [275] and Gyimah-Brempong [303, 305] were further explored by 
Romley et al. [287]. The analysis confirmed that minority groups tend to live in 
postcodes with significantly higher liquor store density. Minorities living in lower 
income postcodes were exposed to higher liquor store density than others, and 
minority youth were exposed to higher liquor store outlet density than white youth. 
The associations between socio-demographic factors and outlet density varied 
according to the definition of outlet density. 
Several measures of alcohol availability and their relationship to socio-
demographic factors were explored in a study conducted in two different regions of 
the USA (Los Angeles County and southern Louisiana) [351]. The authors argued 
that traditional measures of availability such as outlet density do not account for 
differences in the size of outlets, relative availability of different beverage types and 
differences in promotions or prices. The study therefore used alternative measures of 
alcohol availability, including the number of alcohol outlets per roadway mile, shelf 
                                                     
26 >7 and >14 drinks per week for females and males respectively. 
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space (linear length) per beverage type per outlet, and minimum price per beverage type per 
outlet. Each outlet was examined and categorised according to these measures of availability. 
Analysis showed that larger shelf space occupied by malt liquor27 was associated with lower 
socio-economic status and a lower proportion of white population, while more beer shelf 
space was associated with higher socio-economic status. Higher distilled spirits shelf space 
was associated with lower male unemployment. The results suggested differential 
availability according to socio-economic status and ethnic group. Minimum price per 
beverage was not associated with any community measures. 
3.7.5 Studies in Australia  
Initial Australian studies into the impact of alcohol outlets focused on drink driving. 
These studies were undertaken by Stockwell and colleagues in the 1990s, in Perth, WA.  
A study conducted by Lang and Stockwell compared alcohol-involved collisions and 
drink drivers who were not involved in collisions [352]. Data was collected on the place of 
last drinking and other environmental factors, including time of day and day of the week. 
Young males and those with higher BACs were over-represented in alcohol-related 
collisions. Most of these collisions occurred at night or in the early hours of the morning. 
Stockwell and colleagues also explored how the type of alcohol licence was 
associated with alcohol-related harms by using Perth police data on drink driving and 
collisions after drinking [205]. The study included assaults around licensed premises and 
controlled for alcohol sales per outlet. The study found that nightclubs, taverns and hotels 
were higher risk venues for assault, driving after drinking and alcohol-related crashes that 
occurred after attending the venues. The authors suggested that licence conditions, hours of 
sale and the type of clients who patronised venues with different licence types could explain 
these findings. These results were complemented by a household survey of 1,160 residents of 
the Perth Metropolitan Area [353]. Data were collected on harmful drinking, the type of 
harms, and the characteristics of the venues frequented. The significant association between 
hotels and nightclubs and alcohol-related harm was reproduced in the survey.  
Research since 2000 has focused specifically on alcohol outlet density, consumption 
levels and alcohol-related harm. A range of cross-sectional and longitudinal studies into the 
association between alcohol outlet density and harms has been conducted in WA, NSW and 
Victoria.  
                                                     
27 Malt liquor, in North America, refers to a type of beer with a high alcohol content (>5%). 
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Donnelly and colleagues at the New South Wales Bureau of Crime Statistics 
and Research (BOSCAR) undertook a local study using survey data from more than 
9,300 participants [80]. The analysis used two measures of alcohol availability: 
alcohol outlet density (per 10,000 population per Statistical Local Area), and alcohol 
outlet accessibility (the average distance to the five outlets closest to the place of 
residence). The associations of these measures of alcohol availability with self-
reported neighbourhood property damage, drunkenness, and personal assault were 
estimated. Those who lived closer to alcohol outlets reported significantly more 
problems with drunkenness and property damage in their neighbourhoods (that is, 
negative amenity effects). Those living in areas with higher alcohol outlet densities 
per 10,000 population reported significantly more neighbourhood drunkenness but 
not more property damage. Because of the small number of reported domestic 
assaults and lack of statistical power, the relationship between assault and alcohol 
availability could not be successfully modelled.  
Livingston conducted a series of analyses on police records of assault using 
data from Melbourne, Victoria [15, 240, 354]. A cross-sectional study used several 
models to investigate: linear and non-linear relationships between assault and outlet 
density, the interaction between outlet density and socio-economic status, and spatial 
lag effects. The author demonstrated a non-linear relationship between assault and 
general outlet density [240]. The study suggested that rates of violence accelerated 
when hotel densities reached a threshold level. This finding could enable the setting 
of upper limits for hotel licence densities in the Melbourne area. The relationship 
between on-premise outlet density and assault was linear, showing no clear threshold 
beyond which the assault rate accelerated.  
Livingston used nine years of postcode-level data to demonstrate a 
significant positive association between alcohol outlet density and assault [15]. Five 
clusters, each containing postcodes with similar socio-demographic profiles, were 
created in the greater Melbourne area. In four of the five clusters, significant 
associations were demonstrated between outlet density and assault; the outlet type 
associated with assault varied from cluster to cluster. For example, hotel licences 
were strongly associated with assault in the inner city, while packaged liquor (off-
premise) outlets were more strongly associated with assault in the suburban areas of 
Melbourne. Collapsing the postcodes of Melbourne into five clusters limited the 
ability of the study to explore the complexity of the relationship between where 
people live and buy alcohol. In addition, as the author stated, the study was unable to 
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distinguish among different outlets with the same licence but with varying sizes, trading 
hours and volumes of sales. 
In a cross-sectional postcode-level analysis based in Melbourne, Livingston 
examined the association between domestic violence (police-reported ‘family incidents’ 
including children, parents and couples) and outlet density [340]. A model which included 
outlet density as a predictor explained 9% of the variance in domestic violence. Adding 
socio-demographic variables enabled the model to explain 55% of the variance in domestic 
violence. The final models, which corrected for spatial dependence, indicated that an 
increase of one general licence per 1,000 population was associated with 1.35 more incidents 
of reported domestic violence. An increase of one on-premise outlet per 1,000 population 
was associated with 0.34 fewer incidents of domestic violence. Surprisingly, packaged (off-
premise) outlet density was not associated with domestic violence rates.  
In a follow-up to this cross-sectional study, Livingston analysed 10 years of data on 
police-reported ‘household incidents’ [341]. Although it used similar data sources, 
geographic units and statistical models to the cross-sectional study, the longitudinal study 
produced different findings. The results suggested that, while there were positive 
associations between domestic violence and both general and on-premise alcohol outlet 
density, there was a stronger association between domestic violence and off-premise outlet 
density. When all three licence types were included in the model, only off-premise outlet 
density remained significantly associated with domestic violence. An increase of one off-
premise outlet per 1,000 population was associated with an increase of 0.66 domestic 
violence incidents.  
The same author examined hospital admissions for assaults which involved alcohol 
[355]. Chronic alcohol-related harms (admissions for wholly alcohol-caused diagnoses) were 
a further outcome variable. Livingston hypothesised that on-premise alcohol outlet density 
would be associated with violence, and off-premise alcohol outlet density would be 
associated with chronic harms (because higher densities of off-premise outlets would be 
associated with lower prices). These hypotheses were supported by the analyses. However, 
there were some unexpected significant associations: off-premise density was positively 
associated with violence (which could reflect incidents of domestic violence being associated 




An analysis of the Sydney Local Government Area (LGA) explored the 
association between alcohol outlet density and assault [288]. Burgess and Moffatt 
calculated the counts of police-reported assault at various buffers around licensed 
outlets, and then compared these to counts of assault around non-licensed 
commercial premises. Buffer zones, rather than administrative units such as a 
postcode or LGA, were the geographic units of analysis. This avoided biases that 
could have been caused by the Modifiable Areal Unit Problem (MAUP). The study 
demonstrated that nearly 93% of assaults in the Sydney LGA occurred within 200m 
of a licensed outlet, and that over 50% of assaults occurred within 50m of a licensed 
premise. More assaults occurred in the buffers around licensed premises than around 
non-licensed commercial premises. The authors calculated that each additional 
licensed outlet per hectare was associated with 4.5 additional assaults per year. The 
study only used data from the Sydney LGA (the central business district—CBD— 
and main entertainment district) making the results very specific to this area and 
difficult to generalise to the rest of Sydney or even other CBDs in major Australian 
cities. 
A Melbourne-based study used census collector districts (a small geographic 
unit) to assess the association between alcohol outlet density and harmful drinking 
[356]. Two measures of availability were used: alcohol outlet density (the number of 
outlets within a 1km road trip from the place of residence), and alcohol outlet 
proximity (the shortest road network distance from the place of residence to nearest 
outlet). Individual-level survey data was used to identify those participants who 
drank at levels that risked short- and long-term harm (according to the Australian 
Drinking Guidelines [357]). Kavanagh and colleagues found that outlet density was 
significantly associated with drinking at levels risking short-term harm. The analysis 
found that the threshold risk of short-term harmful drinking occurred when eight or 
more outlets were situated within a 1km road trip from the place of residence. 
Alcohol outlet proximity was not significantly associated with harmful drinking. 
This study did not control for spatial autocorrelation, which may have biased the 
results. 
A population survey by Wilkinson and Livingston used ‘amenity problems’ 
as a measure of alcohol-related harm [291]. Participants were questioned about the 
distance from their homes to their nearest on- and off-premise alcohol outlets, and 
then asked if they had experienced amenity problems caused by alcohol use by 
strangers. Amenity problems were defined as being kept awake or disturbed at night, 
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feeling unsafe in a public place, avoiding drunken people, property damage, and urination or 
vomiting. Using multivariate logistic regression (and controlling for socio-economic status 
and demographic factors), the association between each measure and distance to the nearest 
outlet was explored. The analysis showed that for every 1km that their home was distant 
from the nearest club or pub, participants were 4% less likely to experience disturbed sleep. 
Similarly, for every 1km that their home was distant from the nearest bottle shop, 
participants were 7% less likely to experience property damage. Limitations of the study 
included not testing for the reliability and validity of the measures of amenity used in the 
study, and the questionable accuracy of using self-reported distances to outlets. 
A Perth-based study explored the association between counts of off-premise outlets 
within 1,600m of place of residence and mental health problems [358]. Using data from the 
Western Australian Health and Wellbeing Surveillance System surveys from 2006—2009, 
the authors gained permission from 73% of participants to link their survey results to data28 
on place of residence and hospital admissions for anxiety, depression and stress. Pereira and 
colleagues found a significant positive association between the number of liquor stores 
within 1,600m of a residence and harmful consumption of alcohol within the past four weeks 
(as defined by the National Drinking Guidelines) (OR=1.06; 95% CI: 1.02–1.22). When at 
least one off-premise outlet was located within 1,600m of the residence, there was a 56% 
increase in the odds of a mental health hospital contact (but this was not significant: 95% CI: 
0.98–2.49).  
In summary, reviews of the outlet density literature have noted that research has 
consistently demonstrated associations between outlet density and violence (domestic 
violence and assault), across varying geographical regions, study designs and units of 
analysis [29, 41, 84, 218, 221]. Research into effects on road safety have produced mixed 
results [11, 249, 267, 299]. Studies of drinking in both under-age and drinking-age youth 
suggest that social availability is a more important influence on consumption and harm levels 
in young people than physical availability [208, 321, 324]. To date, the independent 
relationships between on- and off-premise outlets and alcohol-related harms have been more 
difficult to elicit. Some studies have demonstrated associations between alcohol-related 
harms and off-premise outlets only [206, 286], or stronger associations with off-premise 
compared to on-premise outlets [277]. In contrast, other studies have found the associations 
between on- and off-premise outlets to be of similar magnitude [16, 19, 348]. 
                                                     
28 Data on mental health admissions were stored by the Western Australian Data Linkage System. 
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3.8 Evidence for associations between alcohol sales and harm 
A general limitation of previous research is that few studies have incorporated reliable 
measures of actual alcohol sales made by licensed outlets. Most studies have therefore been 
unable to account for variations among outlets (and regions) in relation to their capacity to 
influence levels of alcohol consumption within a community. For example, a discount 
warehouse liquor outlet with large sales of various types of alcohol would be given the same 
weighting as a specialty wine store with much smaller sales.  
Furthermore, the relationship between availability and consumption remains 
contentious. Studies discussed above (3.7.2) by Wilkinson [256] and Godfrey[257] provided 
evidence suggestive of a simultaneous relationship between consumption and availability. A 
study by Gruenewald and colleagues, using panel data, demonstrated a direct relationship 
between outlet density and sales of spirits and wine. The authors concluded that sales of 
spirits and beer “place[d] consistent upward pressure” on outlet density [253]. When 
examining the association between alcohol outlet density and cirrhosis mortality, Xie et al. 
found that outlet density was both directly and indirectly associated with cirrhosis mortality 
[359]. The indirect relationship was via alcohol consumption (sales per capita). Higher outlet 
density was associated with higher consumption, which in turn was associated with cirrhosis 
mortality. 
A further study, examining mean daily consumption of alcohol, was conducted 
in two regions of the USA (Los Angeles County and southern Louisiana). Three 
measures of availability were used: distance from the place of residence to the nearest 
off-premise outlet, number of off-premise outlets per buffer zone around the 
residence, and outlets per residential census tract [360]. Alcohol outlet density was not 
associated with the drinking status of respondents. Consumption was, however, 
associated with the number of outlets within a one-mile buffer of residence in southern 
Louisiana. However, no relationship was demonstrated between consumption and 
outlet density in Los Angeles County. These results could have been partly because of 
the definition of ‘alcohol consumption’ as mean daily consumption, rather than 
measuring drinking patterns (frequency and quantity per occasion); or because of the 
greater propensity of residents of Los Angeles County to travel to purchase alcohol. 
Picone and colleagues investigated the associations between consumption levels 
and outlet density measured in zones: less than 0.5km, 0.5 to 1km and 1km to 2km 
from the place of residence [361]. Consumption levels were significantly associated 
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with outlet density within a 0.5km radius of the place of residence. However, the effect size 
was small (an increase of one bar led to an increase of 0.32ml of alcohol consumed per day) 
and became insignificant when person-specific fixed effects were included in the model. 
A limited number of studies have been undertaken internationally and in Australia 
using sales data. Many of them have analysed data at state or even country-level, increasing 
the risk of ecological fallacy. 
3.8.1 International studies 
Gruenewald and Ponicki conducted analyses of 12 years of data pertaining to 
cirrhosis mortality, suicide and single-vehicle night-time crashes (as a surrogate for alcohol-
involved road crashes) [267, 362, 363]. The authors analysed panel data (at state-level) using 
retail sales of beer, wine and spirits. The analysis used least-squares dummy variables, 
thereby avoiding biased coefficient estimates (present in some earlier studies that used 
ordinary least-square regression). More sophisticated controls were used to account for 
variations in land area and tourism [362]. Significant associations were shown between sales 
of beer and single-vehicle night-time crashes [267], and between sales of spirits and both 
suicide [363] and cirrhosis mortality [362]. 
An association between full-strength beer and alcohol-related harms and risky 
behaviours has been demonstrated in other studies [20, 29, 364]. Gruenewald argued that 
beer drinking and drink-driving were not directly associated, but that the two behaviours 
shared common socio-demographic and situational factors such as younger age, male gender, 
lower education and income, and similar drinking venue (bars) [20].  
A more recent Canadian study used a population-based case-crossover design to 
examine the association between alcohol sales and assault [365]. Using all hospitalised 
assaults as cases (identified using ICD-10 codes for external causes), data was gathered on 
volumes of alcohol sales at the closest state-controlled off-premise outlet on the day of 
assault (case stage) and seven days earlier (control stage). Conditional logistic regression 
models demonstrated that the risk of hospitalisation for assault increased with higher alcohol 
sales at the outlet nearest the victim’s place of residence. With an additional 1,000 litres of 
alcohol sold per store per day, the risk of hospitalisation for assault rose by 13% (95% CI: 
2%–26%). This risk of assault was highest for sales of spirits (OR = 1.26; 95% CI: 1.02–
1.55). The study used a stronger design than previous studies of alcohol sales and 
complemented both ED and outlet density studies on violence and alcohol. However, the 
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study was limited by the exclusion of less severe assaults (that is, assaults which did 
not result in hospitalisation), and the assumption that all assaults were alcohol-
related. 
Norström and Razvodovsky examined 35 years of data on alcohol sales per 
capita and measures of male mortality and morbidity in the Republic of Belarus, 
Eastern Europe (formerly a constituent part of the Soviet Union) [366]. Female total 
mortality and cigarette sales were used as controls. The results showed that an 11% 
increase in per capita consumption was associated with a 2.3% increase in male 
mortality. The similar trend between alcohol-related mortality and morbidity and 
alcohol sales per capita continued until the mid- to late 1980s, after which harms 
increased at a higher rate than per capita sales. The authors suggested that this may 
have been because of the increase in unrecorded alcohol consumption that 
accompanied the disintegration of the Soviet Union (finalised in 1991). 
Kerr and colleagues examined more than 50 years of state-level sales data in 
the USA [367]. The authors investigated the associations among per capita alcohol 
and cigarette sales, ischaemic heart disease (IHD) and cirrhosis mortality. Like the 
Belarusian study, the study used large geographic units (states) with no individual- 
or community-level controls. The study separately investigated the effects of specific 
beverage types on IHD, demonstrating a significant negative association between 
IHD and beer, and a significant positive association with spirits. Overall, the authors 
found that an increase of one litre of pure alcohol consumed was associated with an 
increase of 1% in IHD rates. 
3.8.2 Australian studies 
 Researchers in WA have investigated the relationship between licensed 
premises and harm in Perth [205, 352, 353, 368]. Alcohol purchases by licensed 
premises were included in the analyses. The studies demonstrated that assault near a 
licensed premise, driving-after-drinking offences, and alcohol-related road crashes 
were all significantly correlated with adjusted annual alcohol purchases at hotels and 
taverns [368]. Driving after drinking was most highly correlated with annual alcohol 
purchases. Furthermore, there was a stronger correlation between high-strength 




The Measurement of Alcohol for Public Policy (MAPP) consortium29, based in WA, 
was established to analyse and present the available alcohol data in a format which would 
facilitate harm-prevention planning [370]. The initial report comprised data on per capita 
alcohol consumption (estimated using wholesale sales of alcohol); socio-demographic data 
from the Australian Bureau of Statistics (ABS); and measures of harm including assault, 
drink driving, road crashes and morbidity across 130 local government areas of WA [28]. 
The study found significant correlations between per capita alcohol consumption and all 
harms. The authors noted that the most sensitive indicator of harm was night-time 
presentations, and suggested exploring this further, particularly with regard to ED injury 
presentations (see later research to develop an ED surrogate measure by the NDRI in 3.4.6) 
[371]. Further findings in this study included strong positive associations between 
consumption of wine or high-strength beer, and levels of harm. 
A MAPP study published in 1998 used GIS to examine the association between 
alcohol sales and injury across five regions representing the whole of WA [370]. Data 
sources included alcohol purchases by wholesalers, a 1995 health survey, census data, and 
records of alcohol-related harms (police-reported assault, road crashes and hospital 
morbidity). The study demonstrated that hospital E-code morbidity and per capita alcohol 
consumption were perfectly correlated, and that night-time assault and alcohol consumption 
were also strongly correlated. However, minor night-time crashes30 and alcohol consumption 
were weakly correlated. The authors argued that the latter finding was due to regional 
population and socio-economic differences across the study area. A further study by the 
MAPP consortium examined the impact of alcohol sales of different beverage types (low- 
alcohol beer, regular beer, low-alcohol wine, regular wine and spirits) on rates of night-time 
assault and hospital morbidity in 130 areas of WA [169]. The study found that sales of high-
strength beer and cask wine were significantly positively associated with night-time assault 
and hospital morbidity. Moreover, areas with a high proportion of low-strength beer sales 
had lower rates of acute alcohol-related mortality.  
Gruenewald, Stockwell and colleagues studied the association between driving after 
drinking and beverage-specific sales at Perth on-premise alcohol outlets over a four-year 
period [364]. The authors demonstrated a higher risk of drink driving at premises selling 
                                                     
29 The project included the National Centre for Research into the Prevention of Drug Abuse (now 
known as the National Drug Research Institute [369]) at Curtin University as well as other university 
departments, the Health Department of WA, alcohol and road safety organisations. The consortium 
produced publications relating to wholesale purchases of alcohol and alcohol-related harms [29]. 
30 Minor night-time crashes were defined as crashes that did not involve hospitalisation or death. 
87 
 
higher proportions of beer and spirits and lower proportions of wine. Sales at 
cabarets and venues that sold larger proportions of regular-strength beer were 
associated with greater numbers of drinking drivers. 
Stevenson and colleagues examined the relationship between alcohol sales 
assault [23] and anti-social behaviour [372] in metropolitan Sydney and country 
study found that, when alcohol outlet density was controlled for, alcohol sales in 
were associated with assault [23]. Over 28% of the variability in assault rates was 
accounted for by alcohol sales. Hotel and restaurant sales were independently 
significantly associated with assault. In country NSW, a significant association was 
demonstrated between alcohol sales and assault, with sales accounting for just over 
5% of the variability in assault. Most of this variability was explained by sales at 
hotels and off-premise outlets. However, alcohol outlet density was not significantly 
associated with assault. The second analysis explored the associations of alcohol 
sales with offensive behaviour and malicious damage to property in the same regions 
[372]. Both outcomes were significantly associated with alcohol sales, in both 
Sydney and country NSW. However, in the Sydney analysis, total sales accounted 
for more of the variability in assault than in the country NSW models. The 
differences between associations in metropolitan and country areas highlight the 
varying mechanisms and degrees by which outlet density and sales influence harm 
across different geographical areas. The use of LGAs as the unit of analysis may 
account for these differences: LGAs in regional areas are geographically larger and 
more diverse than those in the metropolitan area.  
The NDRI undertook a feasibility study exploring different measures of 
alcohol-related harms in WA [29]. Chikritzhs and colleagues used three measures of 
alcohol availability: count of outlets in each LGA, count of outlets divided by total 
land area in the LGA, and volume of wholesale alcohol purchases made by retail 
outlets. The study demonstrated that the volume of regular-strength beer was 
consistently positively associated with alcohol-related morbidity and mortality, 
assault, and positive drink-driving breath tests. The association was strongest 
between regular-strength beer and assault.  
Recent research has investigated relationships among average alcohol sales, 
number and type of outlets (i.e. on- and off-premise outlets), and police-reported 
assaults in Western Australian LGAs [22]. The cross-sectional study demonstrated 
that counts of outlets, rather than alcohol sales, predicted assaults at on-premise 
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outlets. In contrast, sales were significant predictors of assault at off-premise outlets. An 
increase of 10,000 litres of alcohol sales at off-premise outlets was associated with a 26% 
increase in the risk of assault at residential premises. Counts of off-premise outlets were not 
associated with assault rates in WA. Counts of assaults were then disaggregated by venue 
(on-premise outlets, private residences and other places). Alcohol sales at off-premise outlets 
strongly predicted violence at both private residences and on-premise outlets. The authors 
propose that the latter association may operate through pre-loading, that is, the drinking of 
alcohol bought at an off-premise outlet before entering an on-premise outlet. The authors 
suggest that off-premise outlets and harms may be associated via the proximity effect [218], 
while the association between on-premise outlets and harms may be a result of the amenity 
effect.  
In summary, there is considerably less literature available on the associations between 
sales and alcohol-related harms, and the methods used varied. This study drew particularly 
on the studies in Western Australia to inform the methods. This is discussed further in 
Section 3.9.1. 
3.9 Methodological issues relating to analysis of data in the 
current project 
3.9.1 The use of wholesale alcohol purchases by outlets as a proxy for retail sales 
of alcohol 
There are two major tools for estimating alcohol consumption in the population: 
survey data or sales data [165]. While surveys provide useful information for policy 
decisions and estimation, they tend to underestimate per capita consumption [165] by up to 
60% [373]. Furthermore, survey data cannot be used when complete records of alcohol 
volumes are required for each geographic unit in the study area.  
Sales data may be obtained from taxation records, wholesale or retail purchase 
records [165]. Taxation records and wholesale alcohol sales are less accurate than retail 
sales: alcohol sold by wholesalers in one year may be consumed in another year (e.g. 
because of stockpiling if a taxation increase is expected), and some wastage and breakage 
can occur before the alcohol is sold to the consumer [22]. However, even retail sales data 
have limitations, as retail records exclude mail order and internet purchases (although these 
are estimated to account for less than 2% of purchases)[239], home brewing and illegal 
distillation [372], and cannot account for wine which is collected over years by retail 
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purchasers. Retail sales data have been used by researchers in the USA and Canada [257, 
267, 359, 365]. 
Alcohol researchers in Australia have used readily available wholesale data [22, 23, 
29]. Wholesale purchases by alcohol outlets are considered a satisfactory proxy for retail 
sales [374]. Up until 1996, liquor licensing authorities across Australia collected alcohol 
sales data. These data were electronically available from 1990 to 1996 [375]. In 1997, the 
Federal High Court ruled that state governments were not allowed to levy alcohol taxes (only 
the federal government was permitted to do this), removing the incentive for states and 
territories to collect sales data. Only the NT and WA, and later Queensland, have continued 
to collect this data. As a result, a valuable method of monitoring per capita consumption and 
evaluating alcohol policy has been removed in the other states and territory [375, 376]. The 
ABS continues to estimate national-level per capita consumption, basing its calculations on 
import clearance, excise and available sales data [375]. 
3.9.2 The use of buffer zones in outlet density literature 
As discussed above, alcohol outlet density is a measure of physical availability 
which is calculated by dividing the count of outlets by either population or a measure of 
place (area, roadway distance, squared roadway distance, or geographic unit) [29]. Outlet 
density can be misleading when a large geographic unit has a very small population (which 
may be clustered in one part of the area or scattered throughout the area); if one geographic 
unit has a much larger population (such as a densely packed residential area) than other units 
of a similar size in the study region [283], and if a geographic unit has a large mobile 
population. An entertainment district, for example, may have a small residential population 
but a large population of ‘visitors’ (tourists or residents from surrounding areas attending 
outlets in the area).  
Measures of outlet density can be influenced by the size of the geographic unit. These 
geographic units may be artificial administrative units (e.g. postcodes or census tracts), 
which do not necessarily reflect geographical features of the area, such as rivers, roads or 
bridges. Geographic units do not account for how people interact with their environment 
through transport routes and community facilities. Modifiable Areal Unit Problem (MAUP) 
can occur in analyses involving administrative boundaries. MAUP is defined as a situation 
where: “...relationships between geographically continuous variables change with the 
imposition of arbitrary artificial boundaries. It can lead to misleading research findings 
because crime and alcohol outlet density is a function of the size, shape and orientation of 
the administrative boundaries being used.” (p. 3 [288]).  
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Using buffer zones to analyse the associations between alcohol outlets and alcohol-
related harms can overcome the difficulties which can occur with outlet density and the 
problem of MAUP. Murray and Roncek describe buffer zones as: “…the creation of a type 
of frame around a particular object on a map. This frame, or buffer, can be easily and 
accurately created through software designed to frame objects in any shape or size” (p. 201 
[220]). 
Instead of administrative units such as postcodes or LGAs, buffer zones can act as 
the geographic units of analysis [288]. Buffer zones were initially used in criminological 
research, beginning with Shaw and McKay’s 1942 paper on juvenile delinquency [220]. 
Later criminology studies used buffer zones to investigate the ‘displacement’ (or ‘relocation 
diffusion’) of crime [220]. This concept explores how crime moves from one area to another, 
and is applicable to alcohol availability research where crimes such as assault and homicide 
are the outcomes of interest. For example, police enforcement at the initial crime ‘hotspot’ 
may result in the hotspot moving to another area. Because of the presence of ‘guardians’ 
such as bouncers or fellow patrons at bars (see discussion of routine activities theory in 
3.5.2), alcohol-related assaults may ‘displace’ from bars [220]. For the purposes of analysis, 
these assaults can be linked to the outlets through buffers constructed around the outlets.  
Buffers are most commonly concentric (radial buffers), but may be any shape 
(symmetrical or asymmetrical) if this better approximates the interaction between the central 
point and features within the buffer. A radial or circular buffer may not reflect the nature of 
displacement of the crime accurately as it may not match the topography of the geographic 
area [220]. Circular buffers are, however, consistent and easily reproducible by GIS software 
and so useful in research [377]. Murray and Roncek caution that using circular buffers alone 
can result in artificial and misleading results (as a buffer may run through the middle of a 
house or road) [220]. These authors argue that radial buffers should be used together with 
other methods of assessing proximity or adjacency. 
Previous alcohol availability studies have created circular buffer zones around three 
types of point ‘objects’ on a GIS: 
- Around alcohol outlets (where the location of each incident of alcohol-related 
harm, for example police-reported assaults or road crashes, is known). 
- Around the actual place of residence (in multi-level studies that collect 
individual-level survey data). 
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- Around the centroid of the unit of geographic area used in the study (where the 
address of the residence is not known, but the geographic area, for example, 
postcode or meshblock, is available). 
A Sydney-based study created a GIS, constructing buffer zones around outlets 
(ranging in size from 20—200 metres) to establish a geographic link between outlets and 
reported assaults [288]. The authors also used buffers around commercial premises (e.g. 
offices and retail outlets) and random points to compare the number and density of assaults 
around licensed premises, commercial areas and randomly selected points.  
Place of residence is the most commonly used central feature in alcohol availability 
studies employing buffer zones. Buffers around the place of residence are used to establish 
the number of outlets within a certain distance from homes (that is, proximity). The count of 
outlets has been associated with alcohol consumption [275, 334, 360, 361], and problem 
drinking [283], rather than alcohol-related harms. A Melbourne-based study in Australia 
used buffers around place of residence to assess associations with risk of harmful drinking 
[356]. 
Other studies have used buffer zones around places of residence and college 
campuses to assess the impact of outlet density on drinking among under-age drinkers and 
college students [208, 276, 327, 329]. These studies have created buffer zones ranging from 
0.1 to 1 mile, using the count of outlets in each buffer zone as a measure of availability. 
Pollack and colleagues classified areas dichotomously as having either ‘high’ or ‘low’ outlet 
density based on the number of outlets within a 0.5-mile buffer zone [275]. Positive 
associations have been demonstrated between the number of outlets in a buffer zone and 
both consumption levels and assault rates [288, 360]. 
The third type of central point is the centroid of the geographic unit. This 
can been used as a proxy for the centre of the neighbourhood [280] or a proxy for the 
place of residence when the street address of those affected by alcohol-related harms 
is not known. Using the centroid as proxy for place of residence can be justified if, 
as Scribner and colleagues argue, outlet density affects alcohol-related harms at a 
neighbourhood-level, rather than at an individual-level [349]. If the mean 
neighbourhood distance to the outlet is more relevant than the individual distance 
from each place of residence to the outlet, the centroid of the geographic units is a 
more appropriate central point than individual place of residence.  
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Two studies in New Zealand have used centroids of meshblocks31 to calculate the 
distance to the nearest alcohol outlets [280, 281]. Both studies used a population-weighted 
centroid, that is, the population centre (rather than the geometric or geographic centre) of the 
meshblock. Pearce and colleagues regarded this centroid as the centre of the neighbourhood 
[280]. The sizes of the two buffer zones were chosen to represent an easy walking distance 
(800 m) and an easy driving distance (3,000 m) respectively. The authors note that using a 
population-weighted centroid is necessary when analysing rural areas in New Zealand, 
where large geographic areas contain relatively small, scattered populations. Thus, in a 
densely populated metropolitan area such as Perth, the difference between population-
weighted and geographic centroids might be less important.  
A further issue to be considered is the size of the buffer zone used for an analysis. In 
some criminology studies, the size of the buffer zone is based on the distance from the 
centroid at which the count (e.g. of households) reaches a predetermined threshold [377]. In 
contrast, outlet density research tends to use buffer zones at pre-set distances from the central 
point [275, 283]. The appropriate size of a buffer zone is related to the nature of the central 
point and the type of outcome to be counted. For example, if the researcher is counting the 
number of assaults that occur around a nightclub, the size of the buffers would be relatively 
small, as assaults tend to occur close to the place of drinking [220, 288]. Conversely, 
alcohol-related road crashes may occur at greater distances from outlets and so if this is the 
outcome under examination, then larger buffer zones would be more appropriate. Distance 
relationships will differ with other alcohol-related harms such as domestic violence (IPV), 
child maltreatment and suicide. Potentially, these distance relationships vary between on- 
and off-premise outlets. 
When using place of residence as the centroid, knowledge of routine activities may 
guide the choice of buffer size. For example, studies have used buffers which approximate 
walking distance [280, 378] and five-minute driving distance [280]. These measures may 
also be city-specific, for example, approximating the size of a city block [220]. In many 
cases, the choice of buffer size has been on an ad hoc basis, sometimes policy-driven (for 
example, to make evaluations of legislative policies [220], and sometimes based on the 
researchers’ expertise [378].  
                                                     




When constructing buffer zones, two methods can be used to calculate distance: 
straight-line distance (‘as the crow flies’ or Euclidean distance), and the road network 
distance [378]. The straight-line distance method has been using in studies when the place of 
residence is the central point [80, 275, 276, 280, 283] and when a college campus is the 
central point [208]. The disadvantage of this method of calculating distance is that it ignores 
barriers to travel (such as bodies of water) and the road network (such as rail tracks and 
highways) [378].  
Road network distance (or street distance) can be calculated by GIS software such as 
ArcGIS [379]. Several alcohol availability studies have calculated network distance from 
place of residence to alcohol outlets. Those outlets which fell within a pre-defined road 
network distance from the point of origin were counted in that zone [281, 318, 360]. 
Only one alcohol availability study has compared the two methods of measuring the 
size of buffer zones. Pasch and colleagues calculated both straight-line and road network 
distance around home and school, to alcohol outlets, and analysed the data for each measure 
in turn [329]. No significant associations were found with alcohol use or drunkenness in the 
last 30 days among adolescents, using either measure of proximity. The p-values for the two 
methods were slightly different but it was impossible, from the analysis presented, to draw 
conclusions on the merits of the one method over the other.  
The road network distance could be an appropriate method of measuring distance if: 
i) there is an accurately geocoded place of residence; ii) major topographical features such as 
bodies of water may affect access to outlets, making straight line distances misleading; and 
iii) the assumption is made that people travel purely by road to access alcohol. This is a 
reasonable assumption if people drive themselves to purchase alcohol, but less so for those 
who walk or use public transport (which follows strictly defined road or rail routes). Further, 
the road network may not connect to ‘nearby’ outlets [280]. In these cases, using straight-
line distance is more appropriate.  
A number of availability studies have created several buffer zones around each 
central point (whether outlet, place of residence, geometric or population centroid) [327, 
361]. Analyses of multiple buffer zones around each central point can be used to track how 
associations increase or decrease over distance, depending on the alcohol-related harm or 
outlet type. With harms such as assault, ‘decay’ is expected as the distance from an on-
premise outlet increases, that is, the outlet will have declining influence on assault further 
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from the outlet, leading to weaker associations between harm and outlet counts as distance 
from the central point increases[378, 380]. 
In summary, when using buffer zones in alcohol availability research, several 
decisions need to be made:  the shape of the buffer zone (concentric is preferred); what will 
represent the central point around which the buffer zone is constructed; the size of the buffer 
zone; how to calculate the size of the buffer zone, and the number of buffer zones to be used. 
The characteristics of the study area, and the type of alcohol-related harm or harms and 
alcohol outlets included in the analysis all need to be taken into account when deciding on 
the nature of the buffer zones. 
3.9.3 The choice between random effects and fixed effects models when using 
panel data 
In epidemiological research, panel data have many advantages over cross-sectional 
data. Panel data have two components, namely a time variable (such as the year) and a panel 
(or cross-sectional) variable (such as a school or geographic area). Making use of both 
components increases the statistical power of the analysis because the number of units of 
analysis is the product of the number of time periods and the number of panel units. Panel 
data also allow changes over time to be modelled. Using cross-sectional data at a single point 
in time can result in inaccurate or even reversed associations.  
The structure of panel data (consisting of both a temporal and a panel component) 
can lead to violation of the assumption in regression analysis that observations are 
independent of each other. Because data are clustered in time and space, data within each 
cluster may be more similar than data in other clusters. If the violation of independence is 
ignored, the estimated standard errors may be too high or too low, and there is an increased 
risk of Type I or Type II errors [264, 381].  
Regression analysis for panel data with random effects explicitly allows for 
clustering of data, allowing the average response to vary among clusters or panels [381]. The 
underlying structure in the data is accounted for by including a term that varies randomly 
among clusters in the regression model. This is known as the ‘random effect’. The random 
effect follows a probability distribution. In the case of negative binomial regression, the 
random effect follows a beta distribution, while the outcome variable follows a negative 
binomial distribution [381, 382]. Random effects models are also known as multi-level, 
mixed, hierarchical and cross-sectional time series models. As implied by the latter name, 
these models can be used to analyse data containing repeated measures over time 
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(longitudinal data). Random effects models can be used with other types of clustered data as 
well, for example, observations of schoolchildren from several schools—the school would be 
the cluster. 
Other types of models which may used for panel data are fixed effects (time-fixed or 
cross-sectional unit-fixed) and mixed effects (which include both random and fixed effects). 
Fixed effects models are used extensively in econometrics. They are regarded as consistent, 
although random effects models yield more efficient (but less consistent) estimators of the 
parameters (the standard errors will be smaller) [383].  
Econometricians recommend the Hausman test to choose between fixed and random 
effects models. This tests the assumption that “there is no residual correlation between 
individual-level predictors and neighbourhood-level random effects” (p. 544 [383]). If the 
test statistic is not significant (that is, the null hypothesis of no residual correlation cannot be 
rejected), the more efficient random effects model is preferred over the fixed effects model.  
However, it has been argued that a random effects model is appropriate if the 
researcher is interested in the influence of contextual variables (group variables), while a 
fixed effects model is appropriate if the researcher is interested purely in variables that 
change at an individual-level. The Hausman test is not necessarily helpful if the context of 
the data is an important factor in deciding between random effects and fixed effects models 
[384].  
The choice between random and fixed effects models is compounded by the widely 
differing definitions of random and fixed effects, which vary both between and within the 
disciplines of econometrics and biostatistics. Many biostatisticians and epidemiologists have 
tended to favour random effects models [381, 383, 385], while econometricians prefer to use 
fixed effects models [386].  
3.9.4 The implications of the spatial nature of alcohol-related harm and alcohol 
availability data  
According to Tobler”s first law of geography “Everything is related to everything 
else, but near things are more related than distant things” [387]. Traditional regression 
models allow for changes over time, and clustering by spatial (or geographical) unit. 
However, traditional regression models assume that the associations between the dependent 
and independent variables are consistent across the total study region (homogeneity) and do 
not allow for associations which vary across space (heterogeneity) [388]. Furthermore, 
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traditional statistical methods do not account for the potential of one geographic unit to 
influence nearby geographic units (spatial dependence). Various spatial models have been 
developed to allow for either spatial heterogeneity or dependence. 
Spatial heterogeneity 
There are several types of models which allow for spatial heterogeneity in 
associations between dependent and independent variables. These include spatially adaptive 
filtering, multi-level modelling, and an extension to random coefficient models. A recent 
type of regression (which is available in ArcGIS, SpaceStat and free software such as 
GeoDa) is Geographically Weighted Regression (GWR) [388]. GWR is a local form of 
linear regression used to model relationships that vary spatially (i.e. spatial heterogeneity) 
[389]. “GWR constructs a separate equation for every feature in the dataset incorporating 
the dependent and explanatory variables of features falling within the bandwidth of each 
target feature” [389]. Thus, if the target feature was the geographic centroid of the postcode, 
all dependent and independent variables that are located within a defined distance from the 
postcode centroid would be included in the regression equation, and a regression equation 
would be constructed for each postcode.  
The issue of spatial heterogeneity has not occupied alcohol outlet density 
researchers, possibly because research in the area in the last 15 to 20 years has largely 
focused on smaller geographic regions within cities or counties. It is likely that larger regions 
(such as states or countries) would be less spatially homogeneous. In some studies using 
larger geographic areas, heterogeneity has effectively been tested and controlled for by 
stratifying according to sub-region. For example, in Western Australian research including 
data across the state of WA, models were formed for each of five regions within the state, 
and the results were compared [29].  
Spatial autocorrelation 
As stated above, traditional regression models32 do not take into account that a 
geographic unit might be more similar to the unit adjacent to it than to a unit distant from it, 
or that the characteristics and events in one geographic unit may affect an adjacent spatial 
unit. These patterns are manifested in the spatial structure of the residuals of the traditional 
regression model [388]. This may be explained thus: the residuals represent the difference 
                                                     
32 In this context, traditional regression models refer to non-spatial regression models, which do not 
account for the spatial structure of data. 
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between the values predicted by the regression model and the actual values of variables. As a 
traditional regression model is not able to model overtly for spatial dependence, the residuals 
of the model will reflect any unexplained spatial structure in the data. This is known as 
spatial dependence or autocorrelation. Positive spatial autocorrelation refers to adjacent areas 
being more similar to each other than would be expected, while negative spatial 
autocorrelation suggests that adjacent areas are less similar than would be expected [390].  
Spatial autocorrelation occurs in analyses in a variety of disciplines including 
geography, epidemiology and econometrics. Approaches towards it vary between and within 
these disciplines. Geographers and geostatisticians typically regard spatial autocorrelation as 
indicative of a useful spatial pattern (‘substance’) rather than something which needs to be 
‘controlled for’ (a ‘nuisance’) as it has traditionally been regarded in epidemiology [390-
392]. How spatial dependence is interpreted depends on the context and perspective of the 
researcher [390]. Spatial autocorrelation could be interpreted as a nuisance parameter; 
needed to create a ‘good’ model; providing a fuller understanding of an underlying process; 
resulting from ‘spillover’ from an adjacent location; due to areal unit demarcation (i.e. 
Modifiable Areal Unit Problem); or as indicative that a model may be missing an important 
predictor.  
If data with a spatial component is not analysed using a spatial model, this could 
result in a Type I or Type II error (i.e. mistakenly finding associations that do not exist, or 
failing to identify associations that do exist, respectively) and biased estimates of effect 
[264]. Non-spatial models make the assumption that individual error terms result from a 
population that is randomly mixed: “…the probability of a value taken on by one of a 
model's error term entries does not affect the probability of a value taken on by any of the 
remaining error term entries (i.e., the independent observations assumed in classical 
statistics)” (p. 3 [390]).  
Since the mid-1990s, some alcohol outlet density researchers have argued that the 
residuals of non-spatial models should be tested for the presence of spatial autocorrelation 
[264, 393]. Other researchers, however, contended that there was no evidence that spatial 
autocorrelation made a meaningful difference to results and that testing and adjusting for 
spatial autocorrelation was unnecessary [263]. Scribner and colleagues argued that “the 
problem is not one of potential bias in the coefficients but rather potential bias in the 
standard errors’ (p. 316 [263]).  
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In the last decade, most alcohol outlet density studies have included a test for spatial 
autocorrelation. When the test statistic has indicated significant spatial autocorrelation, 
spatial models have been developed. Frequently the spatial models have been similar to the 
non-spatial models [279]. It seems that the presence of spatial autocorrelation and its 
influence on relationships with alcohol-related harm depend on the size of the geographical 
area examined and the characteristics of the region of interest. 
The presence of spatial autocorrelation can be identified using standard tests for 
local and global Moran’s I(ndex), Geary’s C(ontiguity index) and Getis (-Ord General) G. 
Calculating local Moran’s I produces a statistic for each geographic area (e.g. each postcode) 
in the dataset and gives a detailed indication of clustering and hotspots. Global Moran’s I 
represents the mean of all the local Moran’s I statistics for the whole region studied and 
therefore is a measure of overall spatial autocorrelation (assuming homogeneity across the 
region). The alcohol outlet density literature has tended to use the global Moran’s I [14, 29] 
for identifying spatial autocorrelation.  
Moran’s I is usually calculated using the residuals of the non-spatial model33 and the 
chosen spatial weights matrix (see 4.7.1 for a discussion of spatial weights matrices). The 
range of the statistic is –1 to 1, with zero indicating a random spatial pattern. A negative 
statistic indicates that data are more spatially dispersed than expected (negative spatial 
autocorrelation) and a positive statistic indicates that data are more similar to data in the 
adjacent geographical area than expected (positive spatial autocorrelation).  
Depending on the nature of the spatial dependence, different types of spatial models 
are used. A spatial error model is appropriate when there is structure in the residuals of the 
model (indicated by a significant test statistic using the Lagrange Multiplier (LM) test for 
spatial error). The spatial influence is modelled in the error term of the regression equation 
[394]. 
A model with a spatial lag term is used when the variables of the models have a 
spatial structure (indicated by a significant test statistic using the LM test for spatial lag). 
Spatial lag models take into account the effects of the dependent or independent variables on 
adjacent or nearby areas [395]. Spatial lag models are also known as spatial autoregressive 
models when the dependent (outcome) variable is affected by magnitude of the dependent 
variable in neighbouring areas [394]. 
                                                     




Two further types of spatial models are the spatial Durbin model and the general 
spatial model. The spatial Durbin model includes a term to represent the average neighbour 
values of the independent variables in the regression model [394]. The general spatial model 
incorporates both a spatial lag term and a spatial error term, but is rarely used in practice 
because of difficulties in defining the spatial weights matrices needed to construct this model 
[394]. It is not currently possible to develop spatial Durbin models or general spatial models 
with panel data in commonly used statistical programs. 
3.10 Summary 
This chapter undertook a review of the literature relating to alcohol in the ED and 
alcohol availability. Both international and Australian literature confirmed the role of alcohol 
in injuries presenting to EDs. The review explored the difficulties of defining ‘injury’. The 
benefits and limitations of various methods of identifying alcohol-involvement in EDs were 
explored, and a review of surrogate measures of alcohol-related harms was undertaken which 
highlighted that nights and weekends were the time periods in which alcohol was frequently 
involved in injury. These findings were used to inform the methods used in Phase one of the 
project. 
The second part of the literature review discussed several theories that are used to 
explain the associations between alcohol availability and harms. The importance of physical 
and economic availability in contributing to consumption and alcohol-related harm was 
explored further. While a large body of literature has shown that alcohol outlet density is 
associated with a variety of alcohol-related harms (particularly violence), there is little 
research on alcohol sales, and its association with alcohol-related harms. As yet, differences 
in the associations between alcohol-related injury and on- versus off-premises outlets have 
not been clearly demonstrated and explained, particularly using longitudinal data. 
Various methodological issues specific to the current study were explored, including 
the rationale for choosing buffer zones to analyse data (including choice of size, shape and 
central point) , and the challenges of using data with both spatial and temporal components. 
This literature was used specifically to inform the more technical aspects of Phases three and 




4 Hypotheses, design overview and methodology 
This chapter introduces the study hypotheses (4.1) and study area (4.2) and provides 
an overview of the methodology of the study. It outlines the four phases of the study (4.3 to 
4.7). Finally the ethical considerations of the study are discussed in 4.8. 
4.1 Hypotheses 
The following hypotheses will be explored in this study: 
(a) Night-time hours are peak times for alcohol-related injury presentations at 
Perth Metropolitan EDs. Injuries occurring during weekend night-time hours are a strong 
proxy for alcohol-related injury. (This relates to the development of a surrogate measure for 
alcohol-related injuries, based on time). 
(b) In a given area, the level of wholesale alcohol purchases is significantly 
associated with the risk of alcohol-related injury requiring ED attendance. The magnitude of 
this relationship will vary by licence type and beverage type. 
(c) For a given ‘real price’ of alcohol, higher levels of consumption will occur 
where the average distance from place of residence to alcohol outlets is less. 
(d) The risk of alcohol-related injury requiring ED attendance will be greater 
where the average distance travelled from place of residence to obtain alcohol is less.  
(e) The strength of the relationship between alcohol-related injury requiring ED 
attendance and outlets will vary by licence type. 
(f) Alcohol outlet density and sales are independently associated with alcohol-
related injuries at EDs according to the type and location of outlets, and these relationships 
are mediated by the distance from place of residence to outlets. 
4.2 The study area and population 
The study area was the Perth Metropolitan area, defined as the Perth Statistical Division 
(SD) of the state of Western Australia (ABS location code 505) [396]. Those postcodes 
specified in the ABS Postal Area Concordances for the Perth SD were included in the study 
[397]34. This area is bounded by: Two Rocks to the north, Wooroloo, the Lakes and Gorrie 
                                                     
34 The ABS geographical classification of the Perth area (and those of other capital cities) changed to 
the Perth Greater Capital City Statistical Area at the time of the 2011 census. Since the 2006 census 
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to the east, Singleton and Karnup to the south, and the Indian Ocean to the west [398]. 
Notably, the 2006 ABS definition excluded Mandurah but included Yanchep and Two 
Rocks. The metropolitan area extends approximately 50km to the north and south of the 
CBD, and approximately 45km to the east of the CBD [399]. 
As of the 2011 national census (9 August 2011), the population of the Greater Perth Area 
was 1,728,867, of which 858,305 (50%) were male. The median age was 36 [400]. A total of 
27,105 (1.6%) people of Aboriginal and/or Torres Strait Islander origin resided in Perth. 
These estimates represented an increase of 29% in the total population compared to the 2001 
census (which recorded a total population of 1,339,993, including 656,798 (49%) males and 
19,001(1.4%) people of Aboriginal and/or Torres Strait Islander origin) [401]. 
4.3 Design overview 
The study was conducted in four phases: i) Phase one focused on the identification 
and analysis of individual-level injury ED data; ii) Phase two undertook a panel survey of the 
general population on alcohol purchasing habits; iii) Phase three involved the identification, 
collation and analysis of volumes of alcohol sales, numbers of outlets, trading hours and 
socio-economic and demographic data for analysis at postcode- and suburb-level and iv) 
Phase four focused on the formulation of statistical models to explain the relationships 
between injury, location, socio-economic status, demographic characteristics and alcohol 
availability. 
4.4 Phase One 
Phase one involved the collection and processing of ED data, the validation of a 
surrogate measure of alcohol-related injury and preparation of the dataset using the chosen 
surrogate. 
This phase undertook a retrospective analysis using individual-level data on alcohol-
related injuries obtained from ED records for the Perth Metropolitan Area from 2002 to 
2010. ED records (which included postcode and suburb of residence for each presentation) 
were requested from the Data Linkage Unit (DLU) which is located at the Department of 
Health of WA. 
                                                                                                                                                      
fell halfway through the study period, the definitions used to define the geography of Perth 
Metropolitan during that census will be used. 
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4.4.1 Data Sources 
Unique hospital identification numbers are not allocated in Western Australia. As a 
result, data linkage techniques are required to connect health data about individuals and 
families using different health services, in a way that does not impinge on individuals’ 
privacy [402]. The Western Australian Data Linkage System (WADLS) was established in 
1995, although data linkage has been used in health research in WA since the 1970s [402]. 
The Data Linkage branch records longitudinal data on the use of health services and vital 
events for the entire Western Australian population [403]. Validation studies in the 1990s 
demonstrated reasonably high to high levels of data accuracy (78% to 99%) across the 
Hospital Morbidity and Midwives’ Data Systems [403]. 
The WADLS currently contains in excess of seven million records. The Department 
of Health maintains the following core datasets: the Hospital Morbidity Data Collection, the 
Mental Health Information System, the Western Australian Cancer Registry, the Midwives’ 
Notification System, and the Emergency Department Data Collection. Records of 
registrations of births, marriages and deaths, and electoral records datasets are also 
maintained [402]. 
The Emergency Department Data Collection began in 2002 and contains records of 
all of Western Australia’s public hospitals and those private hospitals under contract with the 
state government. It consists of four recording systems, one of which is the Emergency 
Department Information Solution or System (EDIS), a proprietary software solution by iSoft 
(now CSC)[404]. In metropolitan WA, all public hospital EDs record patient information via 
the EDIS database [402]. 
EDIS routinely collects patient information: the principal diagnosis (ICD-10), 
presenting problem, triage category, age, sex, Indigenous status35, country of birth, marital 
status, date and time of day of presentation, as well as residential data including postcode, 
SEIFA and ARIA [405]. Although the system allows for recording of external cause codes or 
E-codes (such as injury by interpersonal violence, fall or motor vehicle), this field is rarely 
completed because of limited time, perceived lack of importance of these codes by 
clinicians, high staff turnover due to short rotations through the ED and financial costs of 
altering the system to encourage use of E-codes [109]. 
                                                     
35 Indigenous status includes if cases are of an Aboriginal or Torres Strait Islander origin or of both 
Aboriginal and Torres Strait Islander origin or not. 
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4.4.2 Sample Identification 
For the purposes of this study, ED data was requested for the Perth Metropolitan 
Area for the years 2002 to 2010. The study population included: “all people aged 15 and 
older and residing in the Perth metropolitan area who were admitted to metropolitan EDs 
between Jan 2002 and Dec 2010.” A complete list of Perth Metropolitan Area postcodes was 
provided to the Data Linkage Branch (DLB) as part of the application. This list comprised 
those postcodes in the ABS Perth Statistical District (505), excluding post box postcodes 
[397]. Only cases residing in these postcodes were provided by the DLB. All cases were de-
identified to maintain privacy. No variables which could potentially lead to identification of 
individual cases were allowed. For example, the date of birth data included only the month 
and year of birth, and suburbs and postcodes, but not street addresses, of cases were 
provided. Certain variables, including Human Intent of Injury and External Cause, could not 
be used as data for these fields were missing in 99% of ED presentations. In addition, actual 
establishments (that is, the hospitals of presentation) were not identifiable from the records, 
so other sources were used to establish which hospitals used the EDIS and when they came 
online. Sources of this information included Department of Health reports [406] and personal 
communication with experts [407]. 
The Perth Metropolitan area contains nine public hospitals with EDs: Royal Perth 
Hospital; Sir Charles Gairdner Hospital; Fremantle Hospital; King Edward Memorial 
Hospital for Women; Princess Margaret Hospital for Children; Armadale Hospital; 
Rockingham Hospital; Swan Hospital and Joondalup Health Campus36. EDIS was first 
implemented at Fremantle Hospital in February 1999, and at all other public hospitals 
(except the Joondalup Health Campus (JHC) and the King Edward Memorial Hospital 
(KEMH)) between February 2002 and 2003 [406]. JHC began using EDIS in late July 2004 
[406] and KEMH in 2005 [407]. 
A report on Perth Metropolitan ED usage indicated that in the financial year 2003/4, 
41,061 cases presented at the JHC ED37 [406]. This represented 13.2% of all recorded ED 
presentations (excluding KEMH38). JHC ED presentations represented a similar proportion 
of presentations in 2004/05. Given these similar proportions, metropolitan EDIS data are 
estimated to provide approximately 87% of all public hospital ED presentations in Perth 
                                                     
36 Joondalup Health Campus contains both public and private hospital components. 
37 This was prior to EDIS being implemented at JHC 
38 KEMH was not using EDIS in 2003/4 
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prior to the middle of 2004. For this study, various options were considered to correct for the 
absence of JHC from EDIS for 2002/03 and 2003/04 including: 
(a) Creating models which excluded all ED presentations in the financial years 
2002/03 and 2003/04, and comparing these to the models for the full time period from 
2002/03 to 2009/10; 
(b) Obtaining ED presentations for these years directly from JHC (requiring 
direct application and ethical clearance from the hospital) and adding these to the database 
obtained from the DLB; and 
(c) Obtaining hospital admissions data for the JHC from the Department of 
Health, and estimating the ED presentations from this data. 
Using either of the latter two options would have involved making many 
assumptions about the proportions of ages, gender and time of injury of ED presentations. 
The results would be of questionable accuracy. Option (a) was therefore the preferred 
approach. The models formulated in Phase four were constructed for both the full study 
period (2002/03 to 2009/10) and for the time period after which JHC joined EDIS (2004/05 
to 2009/10). This facilitated assessment of the impact of the lack of JHC ED data for the 
years 2002/03 and 2003/04. The differences between the two models are demonstrated and 
discussed in 7.2.9. 
KEMH is primarily a specialist hospital (for gynaecological, maternity and neonatal 
care) and records a small proportion of total ED cases in Perth Metropolitan Area (for 
instance in October 2005, only 2.88% of all ED presentations in the public hospitals in Perth 
were at KEMH [406]). Given the nature of the speciality, it is probable that a very high 
proportion of ED presentations involved pregnancy and gynaecological issues, and that a 
lower proportion of alcohol-related injuries presented at KEMH than at general hospitals. 
Perth has one entirely private hospital with an ED: St John of God Murdoch 
Hospital. This ED does not use EDIS [408]. It has been estimated that this would lead to a 
shortfall of 5.4% in total metropolitan ED attendances recorded [409]. 
4.4.3 Surrogate measures of alcohol-related injury 
As neither blood alcohol concentration or self-reported alcohol consumption are 
recorded, it is not currently possible to directly identify all alcohol-related cases treated in 
Perth EDs (for example alcohol-attributable falls, road crashes) except where the condition 
is, by definition, attributable to alcohol (e.g. alcohol poisoning) [164]. Therefore, a surrogate 
measure was used to identify likely alcohol-related injury cases in this study. 
105 
 
The suitability of the surrogate approach for WA ED data was verified using an 
approach established by Evans et al. for identifying alcohol-related injury presentations to 
South Australian EDs [164]. This involved examining the temporal distribution of all ED 
cases in WA known to be directly attributable to alcohol and identifiable from ICD-10 
primary diagnostic codes, such alcohol poisoning (T51.0), alcohol intoxication (F10.0) and 
alcohol-induced acute pancreatitis (K85.2) [106]. The peak times of presentation were then 
identified. 
In order to carry out the validation process, the datasets provided by the DLB were 
prepared for analysis in Stata 12 [410]. Only cases over the age of 15 years, where ‘type of 
presentation’ was classified as ‘emergency’, were retained; admissions resulting from 
transfers from other hospitals, planned admissions and planned reviews were removed from 
the dataset. Cases with missing or unknown variables in the following fields were excluded: 
age, gender, presentation time and ICD-10 (diagnostic) code. This followed the exclusion 
criteria used by Evans et al. [164] with the South Australia ED data. 
Individual time variables were disaggregated using the presentation time variable. 
‘Weekend’ was defined by Young et al. as presentations occurring at any time on Friday, 
Saturday and Sunday [371]. A further variable was created for weekend (weekend_mod) 
with a different definition: (Friday 18:00 to Monday 06:59) – this was considered to be a 
more accurate time period to measure injuries involving alcohol at the hypothesised higher 
risk period of the weekend. It excluded early Friday morning but included early Monday 
morning, the time period at which injuries relating to Sunday evening drinking might present 
to EDs. 
The primary dataset was used to create two secondary datasets: injury cases and 
wholly alcohol-attributable cases. The criteria used to establish these datasets are discussed 
below. For the validation process, data from 1 July 2002 to 30 June 2010 was used, because 
sales data was only available for this time period, and is provided in financial years. 
The definition of injury used in this study is similar to the definition used by Bradley and 
Harrison [411] and Evans et al. [164]. Bradley and Harrison define the cases included as 
‘community injuries’: that is, those occurring at home, in the workplace, educational 
institution and outside environment [411]. Thus, injuries resulting from medical or surgical 
treatment were excluded from the definition of injury. All EDIS cases with a primary 
diagnosis of an injury were included in the injury dataset: those allocated ICD-10 codes 
between S00.0 and T98.3 (Chapter XIX: “Injury, poisoning and certain other consequences 
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of external cases”, ICD-10-AM) and selected codes from V01 to Y98 (Chapter XX: 
“External causes of morbidity and mortality”). Following the method described by Evans 
and colleagues [164], the following cases were excluded: cases classified as involving 
“complications of surgical and medical care, not elsewhere classified” (T80-88); “sequelae 
of injuries, of poisoning and of other consequences of external causes” (T90-T98); 
“complications of medical and surgical care” (Y40-Y84); “adverse effects not elsewhere 
classified” (T78); “other specified complications of trauma” (T89), and “sequelae of external 
causes of morbidity and mortality” (Y85-Y89).  
Wholly alcohol-attributable cases were identified using the following ICD-10 codes: 
“mental and behavioural disorders due to use of alcohol” (F10); “alcohol-induced acute 
pancreatitis” (K85.2); “finding alcohol in blood” (R78.0); “toxic effect of alcohol” (T51); 
“accidental poisoning by and exposure to alcohol” (X45); “intentional self-poisoning by and 
exposure to alcohol” (X65); “poisoning by and exposure to alcohol, undetermined intent” 
(Y15); “evidence of alcohol involvement determined by blood alcohol level” (Y90); 
“evidence of alcohol involvement determined by level of intoxication” (Y91); “blood-
alcohol and blood-drug test” (Z04.0); and “alcohol use” (Z72.1). A similar set of conditions 
was used by Evans et al. [164]. 
Validation procedure: 
Potential surrogate measures were validated with data from Perth EDs for each of 
the years from 1 July 2002 to 30 June 2010 using the methods described by Evans and 
colleagues [164]: 
(a) The proportions of all cases matching the potential surrogate measures used 
by Young [168] were compared for South Australia (SA) 2009/10 data, the Perth data, and 
data used by Young and colleagues. 
(b) The temporal distribution of wholly alcohol-attributable cases was compared 
to the temporal distribution of all injury cases. 
(c) The temporal distribution of younger (15 to 44 year old), male, weekend 
wholly alcohol-attributable cases was compared to that of all wholly alcohol-attributable 
cases. 
(d) The proportion of injury cases presenting at Perth EDs during time periods 
which were highly likely to be non-alcohol-related were compared to proportions of injury 
cases during time periods which were likely to be alcohol-related. 
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(e) The proportion of weekend only wholly alcohol-attributable cases was 
compared to all wholly alcohol-attributable cases. 
One of the surrogate measures originally explored by Young [371] was marital 
status but it was not pursued in this study as in a high proportion of the Perth EDIS records 
(approximately 25%), did not provide data on marital status. 
Following verification, alcohol-related ED injury cases were identified using the two 
validated, preferred surrogate measures (Night2 injury - injuries occurring between midnight 
and 04:59am, and modified Weekend Night2 injury- injuries occurring between Friday night 
and Monday morning between midnight and 04:59am). Data was cleaned and plausibility 
checks were undertaken. Each surrogate measure was collapsed into two geographical areas, 
postcode and suburb, creating two injury datasets for each surrogate measure. The database 
was checked to ensure that all postcodes included in the dataset were confined to the Perth 
Statistical District (SD) [412]. Identifying the suburb of residence was more difficult than 
identifying the postcode as several hundred entries recorded the road of residence, rather 
than the suburb of residence. Each of these was cross-checked with postcode of residence to 
identify the correct suburb. In less than 1% of cases, the suburb and postcode did not match 
(for example “Geraldton 6101”). These records were removed from the dataset. 
Statistical Analysis 
Descriptive statistics of the ED dataset, as well as the two subsets of all injuries and 
wholly alcohol-involved cases, were carried out. Validation of surrogate measures of 
alcohol-related injury followed the method described above, using all injury and acute 
wholly alcohol-involved datasets. In addition Pearson’s correlation tests of the three datasets 
(total ED, all injury and wholly alcohol-attributable presentations) and time period variables 
were undertaken. 
A negative binomial model was run with counts of injury as the outcome, allowing 
for clustering by postcode. The model included age category, gender, weekday or weekend, 
day or night and year of presentation as predictors of presentation at an ED with an injury. 
Descriptive statistics of the preferred surrogate measures were calculated for the period from 
mid-2002 to mid-2010 and the results presented in Chapter four. 
4.5 Phase two: online survey 
The survey was undertaken to establish how far consumers were prepared to travel 
to purchase alcohol under various conditions. 
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4.5.1 Study Design 
An on-line cross-sectional general population survey was used to inform Phases 
three and four. 
4.5.2 Overview of Questionnaire 
ED staff do not collect data on the place of drinking or place of alcohol purchase by 
injured patients. It is, therefore, impossible to directly confirm whether people tend to 
purchase alcohol within the postcode where they reside or whether they usually travel into 
neighbouring postcodes or even further afield to obtain alcohol. The online panel survey 
attempted to determine typical distances travelled to obtain alcohol from off-premise (bottle 
shops and supermarket liquor stores) and on-premise (restaurants, cafes, taverns, hotels and 
nightclubs) outlets. This information was used to determine the size of buffer zones required 
for geographical analysis in Phase three. The survey began by asking a series of 
demographic questions and also asked questions on the effect of different price discounts on 
distance travelled to access alcohol, by alcoholic beverage type and licence type. 
Pilot Testing 
Pilot testing of the questionnaire was undertaken to test the reliability and validity of 
the questionnaire as well as the appropriateness of the questions to the target group. The aim 
of the pilot study was to determine: whether survey instructions and items were easy to 
comprehend and unambiguous; if the survey items flowed in a logical manner; whether 
certain items were regularly unanswered; and if travel distances and times, and specific 
discounts on alcohol were appropriate and sufficient to demonstrate actual purchasing 
behaviours.  
Pilot participants were recruited in October and November 2011 using convenience 
sampling. Participants were recruited using the following methods: 
(a) Twenty colour A4 posters placed at shopping centres, libraries and recreation centres 
in Perth 
(b) A press release in a community newspaper 
(c) A recurring community notice on Curtin FM radio station (a community station 
aimed at listeners over 45 years old) [413] 
(d) A5 flyers handed to personal contacts in the community 
(e) An advertisement was posted in the “Latest News” section of OASIS, Curtin 
University’s portal for university-related electronic services 
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(f) Family members and friends of participants (snowballing) 
When potential participants emailed or phoned, they were given basic information 
about the survey and placed on a list. Within two weeks, each person was contacted to 
arrange a suitable group date and time, and asked to recruit further interested people as 
participants. 
With the permission of the Health Sciences Graduate Studies Officer, questionnaires 
were completed at the Curtin Health Sciences Graduate Research Hub at Technology Park, 
Bentley. Participants were provided with refreshments. Each participant was given a $30 
Coles group voucher as a token of appreciation for the time taken to travel to the venue and 
complete the survey. 
Pilot study participants were required to give written consent to take part in the 
survey and the group discussion about the questionnaire. Before the questionnaire was given 
to participants, they were given a written explanation of the procedure to be followed, the 
meaning of informed consent and anonymity, the voluntary nature of participation and 
assurance that confidentiality would be maintained. The participants were given a brief 
verbal explanation of the above issues and any questions were answered. Participants then 
signed and dated the consent forms, separately for the questionnaire and the group 
discussion. Following this, the participants completed the questionnaires and then 
participated in the group discussion. 
Nine to eleven days later, a retest of the identical questionnaire, which aimed to test 
the reliability of the questionnaire [414], was performed with the same participants. In order 
to link the anonymous test and retest versions of the questionnaire, each participant was 
allocated a number which was written on both questionnaires. This number was known only 
to the PhD student and the participant.  
A password protected document was created which contained the link between 
unique identifiers, names, telephone numbers and email addresses of participants. This 
enabled follow-up by phone or email (by the student only) to validate distance travelled 
when each participant next purchased alcohol. Participants were contacted to validate the 
distance travelled when they next purchased alcohol. The initial follow-up call or email took 
place 10 days after completion of the questionnaire. (The method of follow-up depended on 
the preference and availability of each participant.) Participants were followed up again if 
they had not purchased alcohol during the initial time period.  
110 
 
After the pilot study was completed, adjustments were made to the questionnaire. 
These are discussed in detail in Chapter five. 
Online survey 
An experienced web panel provider, Pureprofile, was contracted to host and 
disseminate the survey to their web panel members. Pureprofile is an international panel 
provision and customer database management provider with 344,874 Australian 
accountholders across a range of ages, genders, education levels and locations [415]. 
Using a panel organiser enabled the detailed selection of a geographically dispersed 
panel with a range of socio-economic and demographic characteristics, thus circumventing a 
potentially limiting factor for online and email surveys. Australian phone and paper-based 
alcohol surveys typically yield very low response rates (< 50%) and are expensive to conduct 
[416]. Contact rates of telephone surveys are decreasing, with mobile telephones replacing 
landlines, and more sophisticated call screening technologies [417].Web panels are 
increasingly being used in social research due to their reach, cost-effectiveness, and speed 
[418-420]. Comparison studies suggest that web-based surveys produce comparable results 
to those generated in laboratory studies [421]. 
Pureprofile was used to identify and recruit a nationally39 representative sample of 
major metropolitan areas [422]. Perth and other capital city metropolitan areas with similar 
demographic profiles to WA were selected (Sydney, Melbourne, Brisbane, Adelaide, 
Canberra and Hobart). Other capital cities were included as the Pureprofile database was not 
large enough to produce a representative sample of Perth alone. Darwin, the capital city of 
the Northern Territory, was excluded due to its atypically high rates of risky and high risk 
drinking, and demographically distinct population (higher proportions of remote, young, and 
Indigenous people) [416]. 
Using a standard error of 2.5% and allowing for separate analysis by gender, a 
sample size of 800 was calculated (see Appendix 10.6). Pureprofile set up the survey sample 
so that there was a spread of age categories and approximately equal numbers of male and 
female respondents. In order to allow for analysis by SEIFA40 categories, each Australian 
                                                     
39 It was anticipated that the survey needed to be nationally based in order to generate a sample of 
sufficient size 
40 SEIFA or the Socio-economic Indexes for Areas consist of indexes of relative advantage, 
disadvantage, economic resources, and education and occupation. Groups of variable relate to 
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capital city residential postcode was categorised by its SEIFA quartile [423]. Pureprofile was 
given a list of the postcodes of all capital cities (excluding Darwin). Each postcode was 
allocated a SEIFA category between one and four. Quotas were set so that each SEIFA 
quartile constituted approximately 25% of the sample. The sampling quotas set by 
Pureprofile are shown in the Appendix (10.7). The survey was run in late May 2012. 
4.5.3 Statistical Analysis 
The frequencies of demographic characteristics of participants, quantity and 
frequency of drinking, distances participants were prepared to travel, location of alcohol 
purchase, type of beverage preferred, and the effect of price discounting were analysed. The 
findings about the distance participants were prepared to travel at each outlet type were 
stratified by age, sex and SEIFA quartiles, and the categories were compared using chi 
square tests. On the basis of this initial analysis, the size of buffer zones required in Phase 
three was chosen. Analyses were performed in Microsoft Excel [424] and Stata 12 [410]. 
4.6 Phase Three 
The third phase of the project involved the collection and collation of the different 
datasets required for the development of final models. Three main subsets of data were 
prepared: i) ED injuries (using the two surrogate measures of alcohol-related injury: Night2 
and Weekend Night2)41); ii) alcohol data (by buffer zone); and iii) Australian Bureau of 
Statistics (ABS) socio-demographic data. Each of these was prepared at both postcode- and 
suburb-level. These three subsets were merged in Stata, ready for the final analysis stage, 
Phase four. Thus two complete final datasets were created: one at postcode-level and one at 
suburb-level. 
4.6.1 Study Design 
Phase three consisted of a retrospective population-based study of ED, alcohol 
availability and general population data from mid-2002 to mid-2010. 
                                                                                                                                                      
education, income, employment, occupation, housing and other measures of advantage and 
disadvantage. 
 




4.6.2 Data Sources and Methods 
This phase involved the collation of data from various sources: i) alcohol outlets, 
trading hours and sales of these outlets, obtained from the WA Drug and Alcohol Office; ii) 
ED alcohol-related injuries (using the surrogate measure validated in Phase one); and iii) 
population data obtained from the ABS web-site [425] and the Rates Calculator program 
developed by the Department of Health of WA [426]. 
Choice of buffer zones 
To assess how distance from place of residence of alcohol-related injury cases to 
alcohol outlets mediated the relationship between alcohol availability and alcohol-related 
injury, it was necessary to establish a geographic link between the two sets of data. To 
protect the identity of ED cases, only suburb and postcode (not street address of residence or 
location of injury) were provided by the DLB. In this study, the geographic centroid of the 
postcode of residence was chosen as a proxy for place of residence (as discussed in 3.9.3). 
Because all the data came from one metropolitan area, the geographic centroid was preferred 
to the population-weighted centroid (see 3.9.3). Data was also analysed at suburb-level. 
This study included injuries cases presenting at EDs within the time period of the 
preferred surrogate of alcohol-related injury. Therefore, those with less severe injuries, who 
may have seen their GPs or not sought medical attention, are not included in this database.  
Cases of alcohol-related injury presenting at EDs may result from a range of external 
causes such as assault, road crashes and suicide. Injuries from different causes may have 
distinct geographical relationships with alcohol availability. For example, assaults may tend 
to occur closer to outlets and residences, and road crashes may occur further from alcohol 
outlets. Because of the range of causes (and the lack of external causes data in the EDIS), the 
sizes of buffer zones used in previous studies (3.9.3) were not directly applicable to this 
analysis. As discussed above, the radii of the buffer zones were established using the online 
survey: the distances that Australians living in metropolitan areas were prepared to travel to 
obtain alcohol. 
Participants in the focus groups conducted during the pilot phase of the survey 
suggested that it would be relevant to include distances of less than 5km from place of 
residence to alcohol outlets. The radius of each buffer zone effectively functioned as a proxy 
for straight line distance from place of residence to outlet. Based on this, five buffer zones 
were chosen (using the straight line distance measured from the geographic centroid of the 
postcode or suburb): i) outlets within 1km; ii) outlets within 2km; iii) outlets within 5km; iv) 
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outlets within 10km; and v) outlets within 20km of the postcode or suburb centroids. 
Outlets were then allocated to the relevant categories (see Figure 4.1). Buffer zones 
were not mutually exclusive: some outlets could be included in multiple buffer zones 
(within the same postcode or suburb, or in more than one postcode or suburb) and 
others were in no buffer zones (for example if the outlet was located in postcode 
with a large geographic area, a long distance from the centroid of that postcode and 





Figure 4.1: Schematic diagram representing demonstrating the five potential buffer zones around the postcode 
centroid 
Geographic information systems with mapping of alcohol outlets 
Eight separate geographical information systems were created, one for each financial 
year including the alcohol outlets with active licences in that year. These were used to 
calculate the straight line distance from the geographic centroid of the residential postcode (a 
proxy for place of residence of injured persons) to alcohol outlets. This facilitated the 
categorisation of outlets into buffer zones to assess the proximity of injured cases to alcohol 
outlets (‘distance to outlet’).  
The baseline maps used the shapefile "Postal Areas (POA) 2006 Digital Boundaries 
in ESRI Shapefile Format" [427]. Geographical locations of each licensed outlet in Perth 
have been previously geocoded by the Alcohol Policy Group at the National Drug Research 
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Institute42. The file of geocoded outlets for each financial year was updated by a geographer 
at NDRI: premise names, licence number and physical locations were cross-checked across 
the eight years of data. 
To check the results, two different approaches were used to calculate the distances 
between centroids and outlets [428]. The results were similar, and the method deemed most 
accurate [428] was used and is outlined below. The ABS postal areas shapefile was first 
projected appropriately for Perth. Projected co-ordinate systems are designed for a flat 
surface such as a computer screen or paper (as opposed to a geographic co-ordinate system 
which assumes the spherical nature of the earth) [429]. Cartesian co-ordinates are two 
dimensional, describing location in terms of x and y co-ordinates. Different map projections 
correct for the shape of the earth at different longitudes and latitudes, variously preserving 
area, shape, distance and/or direction, and so it was important to choose the correct 
projection to account for the shape of the earth at the location under study [429]. The 
Department of Spatial Sciences at Curtin University was consulted about the correct map 
projection for Perth and recommended using the GDA 1994 MGA Zone 50 projection, 
which is available in ArcGIS [430]. The data for the alcohol outlets and geographic centroids 
were projected using the same map projection and distances between outlets and centroids 
were calculated using the ‘point distance’ tool, directly into linear units (metres). Straight 
line distance was used rather than road network distance because i) precise place of 
residence was not known; ii) straight line distance allowed for consumers using varying 
methods of transport (such as walking or taking public transport) to purchase alcohol, not all 
of which used the shortest road network distance; and iii) injuries which did not involve the 
road, such as assaults and falls, might well occur some distance from the road network 
(3.9.3). 
The distances calculated were categorised into the buffer zones, fitting outlets into 
one or more buffer zones. This enabled analysis of the geographical location of outlets and 
residences relative to the distance between them, rather than merely analysing outlets 
according to which postcode they were located in. Further, using buffer zones circumvented 
the misleading effects of administrative boundaries (modifiable areal unit problem - 
MAUP43)44.  
                                                     
42 The Alcohol Policy Group has given permission for these to be used for this project 
43 Spatial autocorrelation relates to the greater similarity (or less commonly difference) between two 
adjacent geographic areas compared to two geographical areas located further away from each other 
[264]. Modifiable areal unit problem relates to issues in analysis because of the arbitrary placement of 
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A similar process was followed for the suburb maps. The suburb geographic 
information systems used the ABS shapefile for suburbs for 2006 [427]. 
Extended trading hours 
Data on which outlets possessed Extended Trading Permits (ETPs), which 
authorised extended trading hours at licensed premises, were obtained from the Drug and 
Alcohol Office of WA for each of the years 2006, 2008 to 2010, and January and August 
2007. Data relating to ETPs from 1995 to 1997 was obtained from the National Drug 
Research Institute (NDRI). This data was collected as part of a previous major project at the 
NDRI [30]. There was no data available for the years 2002 to 2005. By cross-referencing the 
records from the 1990s with the electronic records for 2006 (including starting dates of 
licences in the latter list), a list of outlets with ETPs permitting extended trading hours was 
constructed for each year from 2002 to 200545. Premises was classified as having either: i) an 
ETP allowing extended trading hours on weeknights (Monday to Thursday) and weekend 
nights (Friday to Sunday), ii) an ETP allowing extended trading hours over the weekend 
nights only, or iii) not having an ETP allowing extended trading hours. 
Wholesale sales made to retail outlets 
The WA Drug and Alcohol Office (DAO) provided data on all licensed alcohol 
outlets in operation between July 2002 and June 2010 in Perth and their corresponding 
annual volumes of wholesale alcohol purchases. 
Alcohol sales data fields included: annual volumes of alcohol by beverage type (i.e. 
high and low alcohol beer46, high and low alcohol wine47, and spirits48); licence type (i.e. 
hotel/tavern, restaurant/cafe, nightclub, club, other on-premise outlets and liquor store), 
trading name, trading conditions, licence number and address, postcode and geographical co-
ordinates of outlet (page 74 [375]). Sales of outlets with no address or postcode, or without a 
licence number, were identified, and attempts were made to trace the missing data. Where 
this was unsuccessful, the records were removed (for approximately nine outlets). 
                                                                                                                                                      
administrative boundaries, “resulting in the generation of artificial spatial patterns.” [431]. These 
concepts are discussed further in 3.9.4. 
44 Data from postcode 6907, which is enclosed in postcode 6009 and is part of University of Western 
Australia, was discarded as there were no sales or injury data for this postcode. 
45 Using licence numbers, changes of premise name were accounted for. 
46 High alcohol beer has an alcohol content of >3.5%; low alcohol beer has an alcohol content of 
<=3.5%. 
47 High alcohol wine has an alcohol content of >3.5%; low alcohol wine has an alcohol content of 
<=3.5%. 
48Including both pre-mixed and straight spirits. 
117 
 
Because of the sensitive nature of the data, the DAO required that alcohol sales data 
be aggregated to buffer-level within postcodes and suburbs. Consequently, sales data were 
aggregated to buffer-level for each of the five alcohol types provided (high and low alcohol 
beer, high and low alcohol wine, and spirits). 
Volumes of each beverage type were converted to pure alcohol using conversion 
factors from various sources (Appendix 10.9): high and low alcohol beer and low alcohol 
wine were converted using Table 1 of the Stage Two of the National Alcohol Sales Data 
Project Final Report 2011 (page 37 [375]). Because of changes in the alcohol content of 
wine, revised estimates of high wine alcohol content have been calculated, and these were 
used to compute pure alcohol content of high alcohol content wine (using conversion factors 
from [35]). The proportion of straight spirits and RTDs (ready to drink spirits) were 
calculated using estimates of the market share of each type per financial year by Distilled 
Spirits Industry Council Australia [432]. The same document was used to calculate pure 
alcohol content of all spirits and straight spirits. The pure alcohol content of RTDs was 
calculated as the difference between the pure alcohol content of all spirits and the pure 
alcohol content of straight spirits. This process was repeated at the suburb-level. 
Demographic and socio-economic data at area level 
Annual Demographic profiles were created for each postcode and suburb using 
Australian Bureau of Statistics (ABS) census data for 2001, 2006 and 2011. The postcodes 
included in the Perth Metropolitan Area were those within the Perth Statistical District (SD) 
[412]. The suburbs included in the analyses were those which fell within these postcodes. 
The population variables used in the final phase models were chosen after consulting 
the NDRI publications relating to alcohol outlets and sales in Western Australian published 
in 2007 [29] and 2011 [22]. Variables included: estimated resident population (15 years of 
age and older); SEIFA categories [423, 433]; ratio of male to female population; proportion 
young (15 to 24 year old) males; mean age; Indigenous to non-Indigenous ratio; and 
unemployed to employed ratio. 
Postcode population data was accessed from the ABS web-site for the three 
censuses, using a variety of tools available on the web-site [397, 434]. Additional data was 
obtained by using the Rates Calculator program [426] from the Department of Health. Stata 




Suburb-level data for the same variables was obtained for the 2006 and 2011 
censuses. Although SEIFA data at suburb-level was available for 2001, it was very difficult 
to access other suburb-level data for the 2001 census and there was no SLA/suburb 
concordance available, so this census could not be used. 
Boundary changes 
Over the period of eight years, it is possible that administrative boundaries would 
have changed. From previous studies conducted by the NDRI, it was established that certain 
Local Government Areas (LGAs)49 in the Perth Metropolitan Area had changed. For 
example, the Wanneroo LGA had disaggregated into two LGAs, Joondalup and Wanneroo, 
in the early 2000s [29]. Changes in the areas of individual LGAs were documented clearly, 
including the month and year of the change, by the ABS [412, 427]. Over the eight years of 
the study, there were seven changes to LGA borders, five of which were very small 
(affecting less than 5% of land area).The remaining two changes related to the LGA of 
Vincent, which lost two parcels of land, 55.5 hectares to the Perth LGA and 34.59 hectares 
to the Stirling Central LGA, on 1 July 2007 [412]. The total area of the Perth Metropolitan 
Area was 538,600 hectares so these changes represent a very small proportion of this. 
LGA boundary changes are not directly linked to changes in individual postcode 
boundaries, and no data on postcode boundary changes was available. As a postcode can 
straddle the boundary of two LGAs, it was difficult to accurately estimate changes to 
postcode boundaries using changes in LGA boundaries. 
In addition, ‘postcodes’ represent Australian Post administrative areas. The ABS use 
geographic areas called ‘postal areas’ which are very similar but not necessarily identical to 
postcodes [425]. Since the borders of postcodes were not readily available in a usable 
format, the electronic maps (and so the mapping of the alcohol availability measures) and 
socio-demographic characteristics used in this study related to postal areas. However, 
records of ED injury cases provided the postcode of residence, so potentially there were 
slight inaccuracies because of the different definitions used. As ‘postcodes’ and ‘postal area’ 
are commonly used interchangeably in Australian alcohol research (e.g. [15]), slight 
differences between the two areas were not of concern in this study. 
                                                     
49 A local government area is an area under the control of a local government council and is a larger 
geographical area than postcode or suburb. 
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As it was not possible to ascertain exactly which postcodes were affected by LGA 
boundary changes, the area of changes was relatively small and these differences might not 
transfer from postcode to postal area, it was decided not to attempt to adjust for any changes 
in boundaries. For similar reasons, no adjustments were made for potential suburb boundary 
changes. 
4.6.3 Statistical Analysis 
In Phase three, the postcodes and suburbs of injury cases were identified from ED 
records and linked to demographic and socio-economic census data and alcohol availability 
data by: postcode or suburb, and financial year (1 July to 30 June). The alcohol availability 
data estimated the exposure of residents of the Perth Metropolitan Areas to licensed outlets 
and their sales, enabling calculation of the association between alcohol availability and 
alcohol-related injury. The use of buffers allowed the analysis of the effect of varying 
distances from outlets on the risk of injury (that is, the effect of proximity). The estimated 
resident population of the postcode aged 15 years and older, as reported by the ABS, was 
used as the population at risk [434]. For the final analysis, two outcome variables were 
analysed: Night2 ED injuries; and modified Weekend Night2 ED injuries. Each was assessed 
at both postcode- and suburb-level. 
Variables relating to injury counts, alcohol availability and postcode characteristics 
were arranged in variable sets (a) to (d) to facilitate analysis: 
(a) Postcode (or suburb) and financial year (that is, the panel variable and time 
variable) 
(b) Injury count (outcome variables estimating alcohol-related injury, as 
indicated above) 
(c) Alcohol availability (count of on- and off-premise outlets in each postcode 
or suburb and buffer; total of on- and off-premise wholesale sales per buffer and postcode or 
suburb; and trading hours grouped by licence type, buffer zone and postcode or suburb) 
(d) Postcode- or suburb-level population demographic and socio-economic 
variables 
4.7 Phase four 
In the final phase of the study, statistical models were formulated using data for the 
Perth Metropolitan area from 1 July 2002 to 30 June 2010: surrogate measures of alcohol-
related injury cases, alcohol availability variables and postcode- (or suburb-) level 
demographic and socio-economic data, which were collated in Phase three. Models were 
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developed for counts of licensed outlets and their sales within postcodes and suburbs, and for 
each of the five buffer zones. The models for the two largest buffer zones (outlets and sales 
up to 10km and up to 20km from the geographic centroid) indicated that alcohol availability 
variables did not predict alcohol-related injury at these distances: incidence rate ratios were 
1, indicating no increase in risk associated with alcohol availability. As a result, these models 
were not developed further, and are not reported in Chapter seven. 
4.7.1 Statistical Analysis 
Descriptive statistics of the alcohol availability data (outlet counts, sales and outlets 
with extended trading hours) were undertaken. Postcode- and suburb-level ABS 
demographic and socio-economic data were defined and descriptive statistics undertaken. 
Negative binomial regression models with random effects were constructed to 
quantify the relationship between alcohol-related injuries, alcohol availability, socio-
economic status and demographic factors relating to residential postcodes. Analysis was 
performed using Stata 12 [410].  
Negative binomial regression was chosen because of the relatively small number of 
alcohol-related injuries compared to the ‘at risk’ population and the likely over-dispersion of 
the data. It is a more conservative model for count data than Poisson regression [22].  
All models were developed with random effects, which explicitly allowed for 
clustering of data (by postcode and financial year) to account for the underlying structure in 
the data. When the final models were developed (one for the total postcode or suburb, and 
one for each buffer zone), each model was run using random effects and then using fixed 
effects. Hausman tests were conducted to assist in deciding whether random effects or fixed 
effects should be used to account for the violation of independence among data within the 
same geographic area (postcode or suburb) and time period (financial year).  
Controlling for potential confounders 
The patterns of travel vary across Perth because of differences in road network 
design, levels of traffic congestion, location of commercial and retail premises, and 
population density across the city. These patterns potentially confound or mediate the 
relationship between alcohol availability and injury. It was hypothesised that the magnitude 
of the association between alcohol availability variables and injuries in postcodes and 
suburbs closer to the CBD would differ from those in outer Perth postcodes and suburbs. 
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Therefore, analysing data from all postcodes and suburbs in the Perth Metropolitan Area 
together would mask differences across the city. 
A publication by the ARRB Group (formerly the Australian Road Research Board) 
provided a framework which was used to define the areas in Perth [435]. The publication, 
which aimed to develop speed-flow curves for Perth, divided the Perth Metropolitan Area 
into four area categories based on the distance between a pair of signals (controlled 
intersection) or road link as follows: 
(a) CBD: the road link was about 300m (or less) 
(b) Inner suburbs: road links between 300m and 1,000m. Perth suburbs within 
7km of the city centre but outside the CBD were included in the category 
(c) Middle suburbs: road links between 1,000m and 1.5km. Suburbs included 
were between 7km and 15km of the CBD 
(d) Outer suburbs: road links greater than 1.5km. Suburbs were beyond 15km 
from the CBD [435] 
For the purposes of this study, similar categories for used for postcodes. The first 
author of this report was contacted by email [436]. He stated that the categories were chosen 
based on the following factors: i) traffic intensity between 7am to 7pm; ii) roadside friction50 
and subsequent adjacent land use; and iii) quality of progress along roads [436]. The author 
advised that these categories were unlikely to change over an eight year period, so the same 
definitions were used throughout the study period. 
Following discussion with an expert in GIS at the Department of Health [437], this 
categorisation was adapted further. Shapefiles of the road network and the controlled traffic 
signals of Perth Metropolitan Area were obtained from Main Roads Western Australia [438]. 
The distance between each traffic signal and its nearest neighbour was calculated in ArcGIS. 
This data was then used to calculate the median distance between traffic signals in each 
postcode and suburb. Each postcode and suburb was categorised purely according to the link 
distance described above (and not by distance from the CBD). This method of defining 
traffic zones attempted to account for other business and entertainment centres in the 
metropolitan area, such as Fremantle and Joondalup. 
                                                     
50 Roadside friction refers to the frequency of entrances such as driveway entrances along a road, and 




The concept of spatial dependence, and the effects it might have on the accuracy of 
aspatial models, has been discussed in detail in 3.9.4. To test for the presence of spatial 
autocorrelation in the model residuals and to formulate spatial models, it was necessary to 
construct a spatial weights matrix to define the interface between geographical units. 
A spatial weights matrix is a matrix of n*n cells, where n = the number of spatial 
units (e.g. postcodes). If a spatial unit is adjacent to another spatial unit (that is, they are 
‘neighbours’), the position on the matrix is given the value one. If a spatial unit is not 
adjacent to another spatial unit, the position on the matrix is given the value zero. Thus a 
matrix of the relationships between each spatial unit and every other spatial unit is 
developed. Spatial weights matrices are frequently row-standardised, that is, if a spatial unit 
has five neighbours, each of the five neighbours has a weight of 1/5 (0.2) at the point of 
intersection with the spatial unit [439]. 
The method which is chosen to determine adjacency (‘spatial conceptualisation’) is 
important as it is used in three aspects of spatial modelling: i) diagnosing if spatial 
autocorrelation exists (e.g. calculating Moran’s I); ii) deciding which type of spatial model to 
use; and iii) constructing the relevant spatial model. The two main ways of conceptualising 
spatial relationships are contiguity (spatial units share a border) and a distance band from the 
one spatial unit to the other. The method commonly used in alcohol outlet density literature 
is the queen’s case51 of first order contiguity: that is, polygons (spatial units) which share a 
border and/or an edge [440]. This method is used for the final model for total counts of 
outlets and sales per outlet per postcode. 
There was no guidance in the alcohol literature about the conceptualisation of spatial 
relationships when using outlets and sales which fall in a buffer zone. It was decided to use a 
distance band method (i.e. including all outlets and their sales which fell within a certain 
distance from the postcode centroid). The distance used was the size of the buffer zone plus 
5km. Five kilometres was chosen as it represented the size of the largest buffer zone used in 
the final analysis, and a high proportion of respondents in the online survey indicated that 
they would be prepared to travel this distance to purchase alcohol. An inverse distance band 
                                                     
51 The term ‘queen’s case’ refers to the movement of the chess piece in any direction. Another type of 
continuity is the ‘rook’s case’ referring to the movement of the rook or castle – it cannot move 
diagonally. Thus the edges of a polygon are considered adjacent when constructing the spatial weights 
matrix. Less common types are linear contiguity and Bishop’s continuity [394] . 
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was used: the conceptual model of spatial relationship being of ‘impedance’, or ‘distance 
decay’ [440]. With this method, the impact of outlets and sales on risk of injury is modelled 
to decrease as distance from the postcode centroid increased. 
Spatial weights matrices were constructed in ArcGIS, using the ABS shapefiles and 
the residuals from the negative binomial model with random effects with Night2 injuries as 
the dependent variable and counts and sales of on- and off-premise outlets, zone from the 
CBD and all socio-demographic variables as independent variables. 
Postcodes with no neighbours (as determined by the relevant structure of the spatial 
weights matrix) and without residuals52 from the negative binomial model with random 
effects were removed from the shapefile and a final spatial weights matrix was constructed 
accordingly. This was done separately for the models for the whole postcode and three buffer 
zones to create four different spatial weight matrices: 
(a) For the models including all sales and outlets in a postcode (included 86 
postcodes) 
(b) For the models including all sales and outlets within 5km of the centroid of a 
postcode (included 91 postcodes) 
(c) For the models including all sales and outlets within 2km of the centroid of a 
postcode (included 71 postcodes) 
(d) For the models including all sales and outlets within 1km of the centroid of a 
postcode (included 48 postcodes) 
In this study, Stata 12 was used to calculate the global Moran’s I, using the panel 
model residuals and spatial weights matrices created in ArcGIS. Although Moran’s I can 
also be calculated in ArcGIS, Stata was preferred because the statistic could be calculated 
simultaneously for each of several models, each using a different outcome variable or time 
period. Moran’s I was calculated for each of the four model types: total postcode, and outlets 
and sales within 5km, 2km and 1km from the postcode. Moran’s I was not calculated for the 
suburb models because there were no outlets and sales in many of the suburbs, making the 
statistic difficult to calculate and unreliable. 
                                                     
52 The absence of a residual for an individual panel was usually because there was no alcohol sales 
data for that postcode or buffer zone. 
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Once it was established that spatial autocorrelation existed (indicted by a significant 
Moran’s I statistic), testing was conducted in MATLAB53 to establish what form of spatial 
model to develop. Lagrange Multiplier (LM) tests were conducted to check for: i) a spatially 
lagged dependent variable, and ii) spatial error autocorrelation, using the residuals of the 
non-spatial panel model. If both LM tests produced significant results, robust LM tests were 
conducted to choose between the two model types. These tested for existence of one type of 
spatial dependence (a spatially lagged dependent variable or spatial error autocorrelation) 
conditional on the other [386]. At the time of the analysis, no routines were available for 
spatial Durbin or general spatial models for panel data in MATLAB, so these models could 
not be tested. 
The spatial models used were designed for panel data with continuous dependent 
variables (which assumed that the dependent variable followed a normal distribution), as 
opposed to the non-spatial negative binomial models with random effects which are 
appropriate for count dependent variables. At the present time, no routines for frequentist 
spatial panel models with count outcome variables have been developed, as spatial 
econometrics is a relatively new, developing field.  
The only panel spatial models designed for count data with available code are 
Bayesian models which are run in the programs Winbugs or Openbugs [279, 441]. (The 
models in MATLAB and Stata are based on frequentist principles.) Although emerging 
Bayesian models for count models have been used in recent alcohol outlet density research 
(e.g. [279] [441]), the β coefficients in these models “can be challenging to interpret” [279] 
and are not comparable to the non-spatial negative binomial models with random effects, 
because of the different philosophy and assumptions underlying Bayesian statistics.  
Despite the limitations of the models, the MATLAB frequentist routines were 
considered more appropriate and accessible. However the coefficients are not directly 
comparable, and so only the direction and significance of coefficients could be noted.  
4.8 Ethical considerations 
Ethical approval was obtained from the Human Research Ethics Committee at Curtin 
University on 10 November 2011 (Approval number HR 110/2011 – see Appendix 10.1) 
                                                     
53 MATLAB was used for these analyses as the routines for panel models are relatively well-




The research predominantly involved the use of databases (except for the pilot study and 
panel survey). Ethical considerations specific to each phase of the project are discussed 
below: 
4.8.1 Phase one 
The Data Linkage Branch in the Department of Health of Western Australia (DOH) 
required approval by the Curtin University Human Research Ethics Committee prior to 
releasing the requested ED data. All personal health information obtained from the DOH was 
in the form of encrypted and non-identifiable electronic records. No identifying information 
was provided to the PhD student by the DOH. The statistical component of the study did not 
require identifiable information but used potentially re-identifiable data, with the encryption 
keys held by the DOH. 
All data received from the DOH was collected, stored, used and disclosed according 
to the National Statement on Ethical Conduct in Human Research. The data was stored in a 
password-protected file that could be only be accessed by the student. Passwords were 
changed regularly. No data which could result in the identification of an individual were or 
will be used in any report or journal article arising from the use of the database. Results were 
aggregated so that no individual or specific community group could be identified, or will be 
identifiable in any future reports or articles produced. 
4.8.2 Phase two 
Written informed consent was obtained from participants in the pilot study. The 
purpose of the study was explained verbally and in writing, and the participants were given 
the opportunity to withdraw from the pilot survey. Written questionnaires were linked to 
individual participants by ID codes, known only to the student and each participant. These 
ID codes were required to link test and retest versions of the questionnaire and were stored in 
a password-protected file, accessible only by the student. The participants consented to 
providing group verbal feedback on the questionnaire. The necessity for confidentiality 
among group members was emphasised to participants [285]. 
Online survey participants remained anonymous. As a panel organiser was used, 
there was no contact with participants. Details about date of birth and address were not 
requested from participants: data was only collected on age (in years), gender, income 
category and postcode, and was not traceable to individual participants. By participating in 
the survey, consent was considered to be implied (see 2.2.5 and 3.1.17 of the National 
Statement on Ethical Conduct in Human Research [442]). Data files containing the results 
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for both the pilot study and online survey contained only de-identified data, and only the 
student had access to it. 
4.8.3 Phase three 
Permission was granted by the DAO to access data on alcohol outlets and sales. The 
student signed a confidentiality agreement prior to accessing the alcohol sales data. As the 
data was sensitive, records relating to alcohol sales linked to postcodes and suburbs were 
only accessed on the NDRI secure server. Similarly, any data about outlet names, locations 
or extended trading hours permits which could be linked to alcohol sales were only accessed 
on the NDRI secure server. Only the student and members of the alcohol policy group at the 
NDRI had access to the sales data. 
4.8.4 Phase four 
Phase four involved the use of data discussed in Phases one to three above. All data 
was treated as discussed in Phase three. 
All data retained in archives at the conclusion of the project will be encrypted, 
reduced to a minimum necessary for validation and stored for a period of five years at the 
National Drug Research Institute.
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5 Results for Phase One: ED Data 
This chapter describes the results obtained in Phase one of the project. The ED dataset is 
described in 5.1 and 5.2. In 5.3, the results of the validation process of the surrogate measure 
for ED alcohol-related injuries are detailed and the characteristics of the datasets of the 
preferred surrogate measures of alcohol-related injuries over the study period are outlined. 
5.1 Overview of ED datasets 
As discussed in Chapter four, the primary dataset was created containing ‘emergency’ 
Emergency Department presentations from 1 July 2002 to 30 June 2010. After removal of 
cases less than 15 years old and records missing data on age, gender, time of day or ICD-10 
code, this dataset consisted of 1,600,669 cases (see Table 5.1 below). The dataset was further 
divided into wholly alcohol-attributable presentations (n=18,037) and all injury cases 
(n=485,551). While approximately 50% of all ED presentations were male, the wholly 
alcohol-attributable and injury datasets contained higher proportions of male cases (61% of 
the total for both subgroups of ED presentations). Similarly, young male presentations (those 
aged 15 to 24 years) constituted higher proportions of the wholly alcohol-attributable and 
injury presentations (16.1% and 20.8% respectively), compared to all ED presentations 
(11.1%). 
Table 5.1: Summary table of demographic features of all ED, wholly alcohol-attributable and all injury cases 
presenting at Perth EDs from 1 July 2002 to 30 June 2010 
ED cases1 Male 
Young males (15 
to 44 years) 
Younger males 
(15 to 24 years) Total 
 
n %2 n %2 n %2 n %2 
All ED   807,644 50 447,418 28 178,245 11 1,600,669 100 
Wholly alcohol-attributable  10,945 61 7,352 41 2,896 16 18,037 100 
All injury 294,109 61 217,020 45 101,060 21 485,551 100 




Details about time periods relevant to the choice of a surrogate measure of alcohol-
related injury are presented in Table 5.2 below. The dataset of wholly alcohol-attributable 
cases contained much higher proportions of night-time and weekend cases. Lower 
proportions of injury cases occurred at night-time, reflecting that most non-alcohol-involved 
injuries (which represent the majority of all injuries) present during the day-time hours 
[371]. 
 
Table 5.2: Summary table of time periods of all ED, wholly alcohol-attributable and all injury cases presenting at 
Perth EDs from 1 July 2002 to 30 June 2010 
ED subset1 Night 2 Weekend3 Weekend (modified)4 Total 
 
n %2 n %2 n % n %2 
All ED  192,355 12 728,188 45 612,448 38 1,600,669 100 
Wholly alcohol-attributable 5,289 29 10,239 57 9,293 52 18,037 100 
All injury 51,241 11 238,879 49 203,814 42 485,551 100 
1Includes emergency visits only; 2percentage of total ED subset; 3Weekend: Thursday midnight to 




5.2 Incidence Rate Ratios for all injuries 
A negative binomial model was developed to calculate age- and gender-specific 
incidence rates for counts of all injuries presenting at Perth EDs, compared to non-injury ED 
presentations. The model allowed for clustering by postcode, because injury cases residing in 
the same postcode were likely to be more similar to each other than to injury cases living in 
other postcodes. Year of presentation, (modified) Weekend presentation, and time of day of 
injury were included in the model. The results are presented in Table 5.3 below. The risk of 
presentation at an ED for an injury (compared to a non-injury presentation) was 49% higher 
in males than females (IRR: 1.490; 95% Confidence Interval (CI): 1.458-1.523). The 
reference age group (15 to 24 year olds; n=147,681) were most at risk of presentation with 
an injury to an ED. The age group older than 44 years (category 3; n=160,898) were least at 
risk of presenting at an ED with an injury (IRR: 0.517; 95% CI: 0.506-0.528). Those 
presenting to an EDs at weekends had a 14.2% greater risk of presenting with an injury than 
those presenting at an ED on weekdays (95% CI: 1.131-1.154). Those presenting to an ED 
between midnight and 4:59am had a nearly 20% lower risk of presenting with an injury than 
those presenting at between 5am and 11:59pm (95% CI: 0.788-0.815). 
Table 5.3: Negative binomial regression model of all injuries presenting at Perth EDs between 1 July 2002 and 30 
June 2010 
Predictors IRR 95% CI 
2003/041 1.024* 1.012 1.036 
2004/05 1.034* 1.018 1.049 
2005/06 1.008 0.990 1.026 
2006/07 1.015 0.996 1.035 
2007/08 1.003 0.982 1.023 
2008/09 1.018* 1.001 1.036 
2009/10 0.984 0.966 1.002 
Night22 0.801* 0.788 0.815 
Weekend (modified)3 1.142* 1.131 1.154 
Male4 1.490* 1.458 1.523 
25 to 44 years5 0.789* 0.780 0.797 
45+ years 0.517* 0.506 0.528 
1Reference year: 2002/03; Reference time periods: 2Day2 (7am to 9:59pm) and 3Weekday (modified) 
(Monday 7am to Friday 5:59pm); 4 Reference gender: Female; 5Reference age-category: 15 to 24 year 




5.3 Surrogate measure validation 
The methods used for the validation of the surrogate measure followed those used by 
Evans and colleagues [164] and are discussed in detail in 4.4.3. Using the potential surrogate 
measures proposed by Young [371], annual proportions of Perth ED cases were compared to 
proportions estimated from international sources (by Young et al.)54 The Perth ED 
proportions were also compared with a South Australian (SA) ED sample (for 2009/10) 
[164]. South Australia has a similar climate to the Perth region and has a capital city with a 
similar population size and demographic profile (see Table 5.4 below).  
The Perth data was analysed by financial year (1 July to 30 June) as the alcohol sales 
data used in Phases three and four of the project were provided in this format. For most 
candidate surrogate measures, proportions of alcohol-related injury were similar across 
Perth, SA and international EDs (Table 5.4 below).  
The restricted age (young) injury surrogate55, however, showed different patterns 
across the datasets: in the international dataset, this age-group accounted for more than 78% 
of the total injuries compared to proportions of 60% and 68% derived from Perth and SA 
EDs respectively. The SA ED study included a larger age range (15 to 44 years) in the 
cohort, while Young et al. included only those injury cases from 18 to 44 years old. Because 
the Perth study population was more similar to the South Australian population, this study 
used a similar age range to the SA ED study. 
Approximately 50% of the data for the Young study came from the US. The 
differences in the proportion of young injuries between the ED datasets may be partly 
explained by different age structures between the two countries: the US had a higher 
proportion of 15 to 19 year olds compared to Australia at the time the ED data was sourced 
(7.2% in the US compared to 6.9% in Australia). Australia also had an older population than 
the US (24% of the Australian population over 55 years in the 2006 census, compared to 
21% of the US population in the 2000 census [443, 444]. Furthermore, alcohol policies differ 
between Australia and the US (for example the minimum legal drinking age in Australia is 
18, while in the US it is 21 years), and there are differences in mean price, per capital 
consumption, outlet densities and marketing between the two countries. These factors lead to 
different risk profiles among younger people in these countries.  
                                                     
54 This study included data from Fremantle Hospital in the southern Perth Metropolitan Area. 
55 Restricted Age Cohort for Perth and SA: 15 to 44 year olds; Young et al.: 18 to 44 year olds 
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Notably, each of the eight years of Perth ED data produced similar proportions of 
cases across the potential surrogate measures, indicating the reliability of the measures. The 
total number of all injuries rose from 43,044 in 2002/3 to 71,752 in 2009/10, representing an 
increase of 67%. This is explained partly by 17% increase in Perth’s population between 
2002/3 and 2009/10 [445], and partly by missing data from the Joondalup Health Campus 
between July 2002 and July 2004 (see 4.4.2). The increase could also be related to increased 
usage of EDs over the time period [406]. 
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Table 5.4: Comparison of candidate surrogate measure for Emergency Department data, using Perth, South Australian and international data from 2002 to 2010 
 
Number and proportion of injury cases 
 
Candidate surrogates 
Perth ED data 
  









n % n % n % n % n % n % n % n % n % n % 
Injury cases 43,044 100 45,791 100 56,441 100 60,007 100 65,133 100 68,118 100 72,522 100 71,752 100 54,419 100 8,580 100 0.21 
Restricted Age Cohort injuries1 28,146 65 30,470 67 37,633 67 40,067 67 43,784 67 45,909 67 48,632 67 47,228 66 32,820 60 6,701 78 0.24 
Weekend2 injuries 21,570 50 22,858 50 27,886 49 30,067 50 32,269 50 33,145 49 35,180 49 34,709 48 25,519 47 4,127 48 0.26 
Weekend(modified)3 injuries 18,555 43 19,657 43 23,921 42 25,561 43 27,572 42 28,175 41 29,920 41 29,389 41 - - - - - 
Male injuries 25,839 60 27,586 60 33,951 60 36,465 61 39,727 61 41,827 61 44,117 61 43,528 61 31,947 59 5,400 63 0.28 
Night14 injuries 9,540 22 9,877 22 12,112 21 12,425 21 13,601 21 14,161 21 14,905 21 13,668 19 10,624 20 1,823 21 0.46 
Night14 Male injuries 6,072 14 6,243 14 7,702 14 7,952 13 8,701 13 9,123 13 9,391 13 8,669 12 6,549 12 1,275 15 0.55 
Night14 Male Weekend injuries 3,389 7.9 3,475 7.6 4,336 7.7 4,623 7.7 5,001 7.7 5,314 7.8 5,376 7.4 5,006 7.0 3,689 6.8 748 8.7 0.6 
Night14 Male Weekend restricted 
age cohort injuries 2,880 6.7 2,917 6.4 3,697 6.6 3,914 6.5 4,242 6.5 4,537 6.7 4,520 6.2 4,143 5.8 2,996 5.5 676 7.9 0.62 
Night25 injuries 4,862 11 4,940 11 6,147 11 6,382 11 6,947 11 7,124 10 7,509 10 6,881 10 5,374 10 828 10 0.56 
Night25 Male injury 3,196 7.4 3,212 7.0 4,049 7.2 4,254 7.1 4,543 7.0 4,775 7.0 4,912 6.8 4,524 6.3 3,433 6.3 603 7.0 0.66 
Night25 Male Weekend injuries 1,998 4.6 2,015 4.4 2,555 4.5 2,756 4.6 2,892 4.4 3,111 4.6 3,141 4.3 2,979 4.2 2,129 3.9 404 4.7 0.69 
Night25 Male weekend restricted 
age cohort injuries 1,766 4.1 1,738 3.8 2,230 4.0 2,429 4.0 2,523 3.9 2,760 4.1 2,724 3.8 2,546 3.5 1,814 3.3 378 4.4 0.71 
1Restricted Age Cohort for Perth and SA: 15 to 44 year olds; Young et al.: 18 to 44 year olds; 2Weekend: Friday/Saturday/Sunday;  
3Weekend (modified): Friday 6pm onwards, Saturday and Sunday, and Monday to 6:59am; 4Night1: 10pm to 6:59am;  
5Night2: midnight to 4:59am; 6Young et al. mean estimate for alcohol consumption in the last six hours prior to injury 
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The Pearson’s Correlation Coefficient test was calculated to demonstrate the 
correlations between all ED presentations, wholly alcohol-attributable cases and injury cases 
for each time period. (The effects of age and gender are not accounted for in these 
comparisons.) Results are shown in Table 5.5. 
Table 5.5: Pearson’s Correlation Coefficient tests comparing various categories of ED presentations at Perth ED 



























Wholly alcohol ED 
cases 1 
        All ED cases 0.65 1 
       Night21 injuries 0.63 0.80 1 
      Weekend2 Day2 
injuries 0.62 0.89 0.73 1 
     Weekend2 Night21 
injuries 0.57 0.74 0.87 0.75 1 
    Weekday Day2 injuries 0.66 0.95 0.83 0.85 0.74 1 
   Weekday Night21 
injuries 0.49 0.60 0.82 0.46 0.44 0.66 1 
  
Weekend (modified)3 
injuries 0.64 0.89 0.79 0.99 0.83 0.86 0.48 1 
 All injuries 0.68 0.96 0.86 0.93 0.80 0.98 0.65 0.94 1 
1Night2: midnight to 4:59am; 2Weekend: Friday/Saturday/Sunday; 




5.3.1 Comparing wholly alcohol-attributable cases with all injury cases 
The temporal distribution of wholly alcohol-attributable cases was compared to the 
temporal distribution of all injury cases for Perth for the financial years from 2002 to 2010 
(Figure 5.1). The proportion of wholly alcohol-attributable cases reached a peak between 
10pm and 4am. All injury cases plateaued between 9am and 6pm. The difference in the 
temporal patterns between the two datasets highlighted the small number of wholly alcohol-
attributable injury cases (which had little influence on the overall temporal pattern of all 
injury cases) and the unsuitably of ‘all injuries’ as a surrogate measure of alcohol-related 
injury. Young et al. demonstrated that daytime injuries, while more numerous, consisted of a 
low proportion of cases involving alcohol [168]. 
 
Figure 5.1: The temporal distribution of wholly alcohol-attributable cases vs injury cases at Perth EDs between 




5.3.2 Comparing a highly alcohol specific surrogate to all wholly alcohol-
attributable cases 
The temporal distribution of 15 to 44 year old male weekend wholly alcohol-attributable 
cases and injury cases were compared to that of all wholly alcohol-attributable cases and all 
injury cases. The distribution of 15 to 44 year old male weekend wholly alcohol-attributable 
cases followed a similar pattern to all injury cases, but demonstrated a higher night-time 
peak. The distribution of younger male weekend night-time injury cases contained a larger 
proportion of cases in early evening and during the night-time hours than all injury cases and 
is a highly specific surrogate measure of alcohol-related injury: a high proportion of these 
cases consume alcohol [164, 371]. Although it is highly specific, it is less sensitive and 
includes only a small proportion of all ED injury cases (Table 5.4 and Figure 5.2). 
 
Figure 5.2: Comparison of the temporal distribution of young male weekend injury and wholly alcohol-




5.3.3 Comparing candidates for time-based control surrogate measures 
The number of injury cases presenting at Perth EDs were compared across three time 
periods during which injuries were unlikely to have been alcohol-related (see Table 5.6). 
Young and colleagues have shown that all three potential control surrogates included 
relatively low proportions of alcohol-attributable cases, i.e. between 15% and 18% [371].  
Weekday cases comprised a relatively low proportion of all injury cases (around 
50%, Table 5.6) although this time period contained most of the hours in the week. Both 
Day1 (7am to 9:59pm) and Day2  (5am to 11:59pm) included high proportions of all injury 
cases (approximately 80% and 90% respectively) but the Day1 time period excluded the time 
period from 10pm to midnight, when a high proportion of alcohol-involved cases present at 
EDs (see Figure 5.1 and [164]). It therefore represented a better measure of injury which did 
not involve alcohol. 
Table 5.6: Comparison of injury cases across time periods with low proportions of alcohol-related cases, in Perth 
EDs from 1 July 2002 to 30 June 2010 
Candidate surrogate 
controls Weekday1 injuries Day12 injuries Day23 injuries 
Total 
injuries 
Perth EDs n % n % n % n 
2002/3 21,474 50 33,504 78 38,182 89 43,044 
2003/4 22,933 50 35,914 78 40,851 89 45,791 
2004/5 28,555 51 44,329 79 50,294 89 56,441 
2005/6 29,940 50 47,582 79 53,625 89 60,007 
2006/7 32,864 50 51,532 79 58,186 89 65,133 
2007/8 34,973 51 53,957 79 60,994 90 68,118 
2008/9 37,342 51 57,617 79 65,013 90 72,522 
2009/10 37,043 52 58,084 81 64,871 90 71,752 
International EDs 4,453 52 6,757 79 7,752 90 8,580 
South Australia: 









1Weekday: Monday to Thursday; 2Day 1: 07:00 to 9:59pm; 3Day 2 5am to 11:59pm; 




5.3.4 Combining hour of day and day of week surrogate measures 
The proportion of weekend56 only wholly alcohol-attributable cases was compared to all 
wholly alcohol-attributable cases. The temporal pattern was similar between the two 
surrogate measures (Figure 5.3); however, it appeared that higher proportions of weekend 
only cases presented at night (particularly between the hours of 10pm and 3am) compared to 
the ‘all week’ wholly alcohol-attributable cases. Young et al. [371] did not calculate the 
expected proportion of alcohol-involved cases for a combined night-time, weekend 
surrogate, making further comparisons with other candidate surrogate measures impossible.  
 
Figure 5.3: Comparison of the temporal distribution of weekend and all day wholly alcohol-attributable cases 
presenting at Perth EDs between 2002/3 and 2009/10 
5.3.5 Summary of validation of surrogate  
The preferred surrogate identified by Evans et al. [164] was the ‘Night2’ period, from 
midnight to 4:49am. This surrogate included between 9% and 12% of all injury cases 
(ranging from 4,862 cases in 2002/3 to 6,881 cases in 2009/10 at Perth EDs). The ‘Night1’ 
period, from 10pm to 6:59am, incorporated a higher proportion of all injury cases occurring 
at Perth EDs (approximately 21% between 2002/3 and 2009/10). However, based on the data 
presented by Young et al. [168], the proportion of alcohol-involved cases would be lower 
than during the Night1 time period than the Night2 period (i.e. 46% vs 56%), making the 
Night2 period a more specific surrogate measure of alcohol-related injury [371].  
                                                     
56 Weekend refers to Friday, Saturday and Sunday in this context. 
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Weekend injuries contributed nearly 50% of injury cases but were of lower specificity 
(only 26% of cases were alcohol-related [168]). The group of Weekend Night2 injuries 
contributed approximately 6.4% of all injury cases (29,921 cases between mid-2002 and 
mid-2010).  
As advocated by Chikritzhs et al. [183] and Evans et al. (p. 65 [164]), and in 4.4.3 of this 
thesis, Young and colleagues’ definition of ‘Weekend’ did not adequately capture alcohol-
related injuries associated with weekend drinking, since it included Friday morning and 
excluded Monday morning presentations. A better definition of Weekend was proposed: 
6pm on Friday to Monday at 6:59am. This is referred to as ‘Weekend (modified)’ in Tables 
5.2 and 5.5. Both Weekend (modified) Night2 (Saturday, Sunday and Monday from 
midnight to 4:59am and Weekend Night2 (Friday, Saturday and Sunday from midnight to 
4:59am) consisted of 15 hours. Weekend (modified) Night2 included 29,048 injury cases 
(6.2% of injury cases). 
The higher specificity of the Weekend Night2 indicator made it a satisfactory choice for 
a surrogate measure of alcohol-related injury in this study. However, the proportion of 
alcohol-involved cases was not ascertained by Young et al. [371] nor was the definition of 
Weekend used in the study as specific as the Weekend (modified) definition discussed 
above. Because of these limitations, the all week Night2 surrogate was used as the primary 
surrogate - a less specific proxy but with a known proportion of alcohol-involved cases - and 
Weekend (modified) Night2 injury was used as a second proxy for alcohol-involved injury. 
5.3.6 Descriptive statistics for the preferred surrogate measures of alcohol-related 
injury 
A comparison between the chosen surrogate measures - Night2 cases (midnight to 
4:59am) and Weekend (modified) Night2 cases (midnight to 4:59am on Saturday, Sunday 
and Monday mornings) - and all injuries is presented in Table 5.7 below.  
Males made up more than 60% of all injuries, but this proportion was higher in the 
Night2 period and even higher over the same hours on the weekend (nearly 66% and 68% 
respectively). The mean age was highest in the all injury group, and dropped in the Night2 
and Weekend Night2 groups (34 and 32 years old respectively). These findings supported 
Young and colleagues’ results, which indicated that higher proportions of males and those 
less than 45 years of age consumed alcohol in the six hours prior to injury [371]. 
Furthermore, other international ED research has shown greater involvement of alcohol in 
injuries occurring in males and younger cases (e.g. [99, 122, 124, 446].  
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A much higher proportion of Indigenous cases presented during the Night2 time 
period (25.42%) compared to all week (3.32%). The proportion of Indigenous cases was 
only slightly higher for Weekend Night2 injuries (4.89%) compared to all week. This 
suggests that relatively more Australians of Indigenous origin in Perth present at EDs during 
the weekday nights. The reason for this is unknown. Slightly higher proportions of urgent 
presentations (triage categories one and two) presented during Weekend and Night2 periods. 
It is not known, however, if this difference was significant. 
Table 5.7: Breakdown of demographic characteristics and triage categories of injury cases by surrogate measures, 
presenting at Perth EDs between from 1 July 2002 to 30 June 2010 
Injury cases All Night21  Weekend Night22  
 
n % n % n % 
Gender 
      Male 294,109 61 33,651 66 20,747 68 
Female 191,442 39 17,590 34 9,935 32 
Age 
      Mean age 39 0.01 34 0.07 32 0.10 
% Young male (15-24 years) 101,060 21 14,819 29 10,389 34 
Indigenous Status 
      Indigenous  16,101 3.3 13,027 25 1,500 4.9 
Not indigenous 51,704 11 44,549 87 26,823 87 
Triage Category 
      Category 1 5,586 1.2 959 1.9 616 2.0 
Category 2 38,545 7.9 5,056 9.9 2,993 9.8 
Category 3 127,697 26 15,457 30 9,337 30 
Category 4 280,593 58 27,855 54 16,679 54 
Category 5 33,125 6.8 1,914 3.7 1,057 3.5 
Total cases 485,551 100 51,241 100 30,682 100 
1Night2: midnight to 4:59am; 2Weekend (modified) Night2: Friday midnight to 4:59am 
 
5.4 Summary 
This chapter presented an overview of the ED datasets and the validation process for a 
surrogate measure of alcohol-related injury. The validation process showed the Perth ED 
data followed similar temporal and demographic trends to the South Australian ED data 
[164] and the international ED dataset [168]. Two surrogate measures were chosen for use in 
Phase four of the project: Night2 injuries and Weekend (modified) Night2 injuries.
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6 Results for Phase Two: Online Survey 
This chapter describes the results obtained from the online survey of purchasing 
behaviour of Australians living in capital cities (Phase two of the project). A pilot study was 
undertaken prior to the online survey to test the questionnaire and is described in 6.1, 
together with modifications made to the questionnaire following the pilot study. In 6.2, the 
demographic and socio-economic characteristics of the online survey sample are described, 
the sample is compared to that of the National Drug Strategy Household Survey, and the 
results of the online survey are presented. 
6.1 The Pilot study 
The pilot survey was administered as a written questionnaire to residents of Perth on two 
occasions (Appendix 10.4). After participants completed the questionnaire at the baseline 
assessment, they gave feedback on the questionnaire.  
The survey was piloted, in November and December 2011, on 38 residents of Perth (15 
males and 23 females) aged between 18 and 82 years (mean age = 36, standard deviation 
(SD) = 16.6). Four group sessions were conducted, varying in size from six to thirteen 
participants. A research assistant assisted in the organisation and administration of the 
questionnaires for the three largest groups. Three other participants answered the 
questionnaire individually. The time taken by the participants was monitored: the mean time 
taken to complete the questionnaire was 13 minutes (SD = 3.4).  
Participants of the three largest groups were then asked to provide group verbal feedback 
on the interpretability of the surveys. The discussion was guided by a list of questions. 
Participants’ feedback was recorded by both the student and the research assistant. Individual 
participants and those in the smallest group completed written feedback, by answering the 
same questions used to guide the group discussions.  
Of the 38 participants, 35 participants completed the questionnaire twice, providing test-
retest data (to measure the reliability of the questionnaire). In addition, 31 participants later 
provided data on actual purchasing behaviour since completing the survey, which tested the 
validity of the questionnaire. 
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6.1.1 Results of pilot study 
Group Feedback 
Group feedback from the participants indicated the following: participants generally 
found instructions about completion of the questionnaire easy to follow. On the whole, 
participants found most questions easy to understand and unambiguous, but certain 
participants indicated that a few questions which were less clear. These questions were 
reviewed and clarified for the online survey. 
In the questionnaire, participants were asked how much further they would travel for 
a 10% or 50% discount on different alcoholic beverages. More than 60% of participants said 
they would travel no further for a 10% discount at a liquor store or restaurant. For a 50% 
discount on liquor price, however, most participants were prepared to travel further - only 
23% and 26% of participants were not prepared to travel further for a 50% discount at a 
liquor store and restaurant respectively. In the group discussions, several participants stated 
that a 10% discount was insufficient motivation to travel much further. Participants agreed 
that a 20% discount was more likely to change their purchasing behaviour, and that a 30 to 
35% discount was sufficiently large to change how far they travelled to purchase alcohol. 
Consequently, the final questionnaire used four discount levels: 10%, 25%, 30% and 50%. A 
further three questions on the effect of a 10% discount on volume of purchases was not 
completed by most participants, and so were removed from the final questionnaire. 
Most participants found the questions relating to purchases at restaurants and cafes 
difficult to answer. Participants felt that the price of alcohol was not the primary reason to 
choose a restaurant. More important reasons for selecting a restaurant included: type and 
quality of food; price of food; and special occasions e.g. a friend’s birthday to be held there. 
However, whether a restaurant allowed ‘BYO’ (bring your own alcohol) influenced the 
choice of a restaurant, especially among participants under the age of 30 years. These 
participants were more likely to choose a restaurant allowing BYO, and would consume 
more alcohol than if they were required to purchase alcohol directly from the restaurant. 
Participants stated that this was because of the price differential between liquor stores and 
restaurants. 
One participant suggested adding a ‘less than 2km’ category to questions about 
distance. This suggestion was later used when choosing the size of buffer zones for analysing 
the data in Phase four. Furthermore, the order of questions was altered, based on the 
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student’s observations and comments by participants, to improve the flow of the 
questionnaire.  
Reliability and validity of the questionnaire 
Using Cohen’s kappa coefficient, the answers of the test and retest completions of 
the questionnaire were compared for 35 participants. By calculating the kappa coefficient, 
the degree of agreement between the initial completion and retesting of a question can be 
assessed [447]. A weighted kappa coefficient was calculated for those questions where the 
degree of disagreement between categories was important [448], for example, ordered 
questions about increasing distances travelled to purchase alcohol. For questions in which 
the level of disagreement between answers was not important, unweighted kappa coefficients 
were calculated. Certain questions, for example about gender and postcode of residence, 
were not tested.  
The results of those questions tested are in Appendix 10.5. Scores ranged from 0.23 
to 0.9257. Questions with kappa scores of over 0.81 (almost perfect agreement [449]) 
included those about frequency of drinking, and higher (50%) discounts at nightclubs and 
liquor stores. Those questions about lower discounts to prices (10%) produced less 
agreement between the two completions of the questionnaire. Questions about distances 
travelled and the effects of discounts on restaurant purchases had low kappa scores; this was 
understandable considering the multiple factors which contributed to participants’ choice of 
restaurants. Questions with the option of choosing multiple answers had low kappa scores, 
because the test could not accommodate several responses by one participant. In summary, 
the reliability tests supported the results of the group discussion by participants, but 
suggested that the size of hypothetical discounts needed to be adjusted and the reasons for 
purchasing decisions on restaurants needed to be explored further. This concurred with the 
group discussions. 
To check the validity of the distance questions, participants were contacted by 
telephone or email (depending on their preferred media of communication) approximately 10 
days after the questionnaire was redone and asked the following questions:  
                                                     
57 Kappa <0: no agreement 
0-0.20: slight agreement 
0.20-0.40: fair agreement 
0.41-0.60: moderate agreement 
0.61-0.80: substantial agreement 
 0.81-1: almost perfect agreement [449] 
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“Have you bought alcohol in the last 10 days? If so, how far did you travel to buy it: 
(a) at a liquor store 
(b) at a nightclub/hotel 
(c) at a restaurant” 
Useable responses were obtained from 31 of the 38 participants. The seven remaining 
participants were either on holiday (i.e. away from Perth) or had not purchased alcohol when 
contacted (more than once). Relatively few participants had visited restaurants or nightclubs 
over the intervening time (10 and 8 participants respectively). Twenty-nine of respondents 
had purchased alcohol from a liquor store. A total of 24 of these 29 respondents had 
purchased alcohol in the same distance category (0 to 10km, 10 to 20km or 20 to 50km) as 
they recorded on their questionnaires. Therefore, the agreement between the questionnaire 
and actual purchasing behaviour was nearly 83%. This was considered acceptable. 
Modifications were made to the questionnaire based on comments by pilot study 
participants. The questionnaire was then reviewed by the PhD student and her supervisors, 
and further modifications were made. A panel of experts was consulted about the wording of 
questions and flow of the questionnaire. Based on their recommendations, further 
modifications were made to the instructions, questions and the length of the questionnaire. 
Finally, the questionnaire was completed by three people experienced in the design of 
alcohol surveys and their comments noted. The final questionnaire (Appendix 10.8) was then 
submitted to the organisation that ran the online survey. 
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6.2 Online survey 
The online survey was successfully completed by 831 participants: 405 (49%) males and 
426 (51%) females (Table 6.2). The participants ranged in age from 18 to 88 years of age, 
with a mean age of 44.2 years and a standard deviation (SD) of 15.4. The age distribution (in 
five year age categories) is shown below in Table 6.1. 
Table 6.1: Distribution of age categories in the national online survey in Australian capital cities1 in 2012 
Age n % 
18 to 19  22 2.6 
20 to 24 76 9.1 
25 to 29 84 10 
30 to 34 83 10 
35 to 39 94 11 
40 to 44 75 9.0 
45 to 49 80 9.6 
50 to 54 82 9.9 
55 to 59 70 8.4 
60 to 64 60 7.2 
65 to 69 68 8.2 
70 to 74 25 3.0 
75 to 79 10 1.2 
80 plus 2 0.24 
Total 831 100 
1The Australian Capital cities included in the survey were Perth, Sydney, Melbourne, Brisbane, 
Adelaide and Hobart. 
Nine (1.1%) participants were of Aboriginal origin (Table 6.2). One participant was 
of both Aboriginal and Torres Strait Island descent. The remaining 821 (98.8%) participants 
were not of Indigenous origin. A total of 495 (59.6%) of participants were married or co-
habiting couples, while 222 (26.7%) participants had never married. The remainder of the 
sample were widowed, separated or divorced (n=114, 13.7%). Australian born participants 
comprised 594 (71.4%) of the sample. Participants with other countries of origin with a large 
representation in the sample were born in: the United Kingdom (95 - 11%); New Zealand (14 
- 1.7%); and Malaysia (9 - 1.1%). The majority of the participants had household incomes 
less than $100,000 (551 – 66.3%). Most of the sample resided in Victoria (203 – 24.4%), 
South Australia (193 - 23.2%), New South Wales (185 – 22.3%) and Western Australia (129 




Table 6.2: Demographic and socio-economic characteristics of participants in the national online survey in 
Australian capital cities1 in 2012 
Sample characteristics n % 
Gender 
  Male 405 49 
Female 426 51 
Indigenous status 
  No 821 99 
Yes, aboriginal 9 1.1 
Yes both Aboriginal and Torres Strait Islander 1 0.12 
Marital status 
  Never married 222 27 
Widowed 23 2.8 
Divorced 71 8.5 
Separated 20 2.4 
Married (inc co-habiting) 495 60 
Country of birth 
  Australia  594 71 
United Kingdom 95 11 
New Zealand 14 1.7 
Malaysia 9 1.1 
Other 119 14 
Household income 
  <$50,000  224 27 
$50,000 to $74,999  166 20 
$75,000 to $99,999  161 19 
$100,000 to $149,999  184 22 
$150,000 to $199,999  68 8.2 
>$200,000  28 3.4 
Capital city 
  Canberra 3 0.36 
Sydney 185 22 
Brisbane 102 12 
Adelaide 193 23 
Hobart 16 1.9 
Melbourne 203 24 
Perth 129 16 
SEIFA quartiles 
  1 202 24 
2 203 24 
3 207 25 
4 219 26 
1The Australian Capital cities included in the survey were Perth, Sydney, Melbourne, Brisbane, 




6.2.1 Comparison to National Drug Strategy Household Surveys 
The National Drug Strategy Household Survey was used to check the generalisability of 
the online survey results to the rest of the Australian population. The National Drug Strategy 
Household Survey (NDSHS) is a nationally representative population survey, conducted 
every three years, which provides data on alcohol, tobacco and other drug use. Including the 
2010 survey, ten surveys have been conducted since 1985 of which the latter five have been 
conducted by the Australian Institute of Health and Welfare [450]. 
The NDSHS for 2007 and 2010 were used as benchmarks to compare: i) frequency 
of drinking (Tables 6.3 and 6.4 - proportions weighed for the same populations as the 
NDSHS surveys) and ii) preferred alcoholic beverage (Table 6.5 – 2010 survey only as data 
not available in 2007 survey). The 2007 NDSHS had 23,356 participants (nearly 16% of 
these were abstainers aged 18 or more) [416]. The 2010 NDSHS surveyed 29,356 
participants (nearly 18% of those over the age of 18 were abstainers) [451]. Abstainers and 
those under 18 years in the NDSHS were excluded from this comparison, because all online 
survey participants were current drinkers aged 18 years or older. The absolute numbers of 
NDSHS respondents in each category were not available so percentages were used in the 
comparison.  
Results 
The online survey contained a higher proportion of daily drinkers compared to the 
participants in the NDSHS – significantly different among male drinkers (19.8% compared 
to 10.3% in 2010, see Table 6.4).  
Table 6.3: Comparison of the frequency of drinking between participants of the 2007 National Drug Strategy 
Surveys and the 2012 online survey in Australia 
 














Year of survey 2007 2012 2007 2012 2007 2012 
Frequency of drinking 
      Daily 11* 19 7.9* 16 9.8* 18 
Weekly 49 53 52 46 50 49 
Less than once a week 40* 27 41 38 40* 33 





Table 6.4: Comparison of the frequency of drinking between participants of the 2010 National Drug Strategy 
Surveys and the 2012 online survey in Australia 
 














Year of survey 2010 2012 2010 2012 2010 2012 
Frequency of drinking 
      Daily 10* 20 7.2* 16 8.9* 18 
Weekly 48 53 50 46 49 49 
Less than once a week 41* 27 43 38 42* 33 
Total drinkers 100 100 100 100 100 100 
1NDSH survey is the National Drug Strategy Household Survey 
2Online survey proportions were corrected for the proportion by age and gender of the 2007 
Australian estimated resident population from the ABS 3Online survey proportions were corrected for 
the proportion by age and gender of the 2010 Australian estimated resident population from the ABS 
*Significantly different to online survey results (p<0.0001) 
On the whole, the online survey conducted in 2012 and NDSHS participants’ 
alcoholic beverage preferences were similar for males and females. The exception was in the 
18 to 19 year old group, where the most popular beverage was spirits (with or without a 
mixer) for the online survey, and pre-mixed spirits for the NDSHS (see Table 6.5). This 
difference may be the result of varying definitions of straight versus premixed spirits across 
the surveys, or influenced by the small number of participants in this two year age group: 
only 22 participants in the online survey. 
 
Table 6.5: Comparison of the main type of alcohol usually consumed by participants of the 2010 National Drug 
Strategy Survey and the 2012 online survey in Australia 
Age (years)  2010 NDSH survey1 2012 Online survey2  
 
Alcohol type % Alcohol type % 
18 to 19 Pre-mixed spirits  36.20 Bottled spirits  48.51 
20 to 29 Regular strength beer 27.40 Regular strength beer  24.73 
30 to 39 Bottled wine 33.40 Bottled wine 27.12 
40 to 49 Bottled wine 37.60 Bottled wine  30.88 
50 to 59 Bottled wine 41.40 Bottled wine  36.38 
60+ Bottled wine  39.70 Bottled wine  59.40 
All male Regular strength beer 34.30 Regular strength beer 34.23 
All female Bottled wine  48.90 Bottled wine  44.09 
Total Regular strength beer 33.50 Bottled wine  46.03 
1NDSH survey is the National Drug Strategy Household Survey 
2Total online survey proportion corrected for the proportion by age and gender of the 2010 Australian 




6.2.2 Other factors influencing location of purchase of alcohol 
Table 6.6 below shows the most common forms of transport used by online survey 
participants when purchasing alcohol. Participants were asked to mark all modes of transport 
that they used. The most common mode of transport used was driving a car: nearly 88% 
(730) of participants commonly used this. Walking was the second most commonly used 
most of transport (n=162, 20%). 
Table 6.6: Mode of transport used by online survey participants to purchase alcohol, in Australian capital cities in 
2012 
Transport type n % 
Walk 162 19 
Car 730 88 
Bicycle 20 2.4 
Motorbike 10 1.2 
Public Transport 49 5.9 
Other1 24 2.9 
Total number 831 100 
1 ‘Other’ included being driven by someone else, internet orders and home delivery 
Participants were asked what influenced their choice about where to purchase 
alcohol. Participants rated a list of nine factors with 1 being most important and 9 being least 
important. A weighted index was then created of these factors58. The lowest index score 
represented the most important (highest rated) factor influencing choice about where to 
purchase alcohol (see Table 6.7). The most important factors affecting the location at which 
participants purchase alcohol were price of drinks (2.54) and closeness to home (2.89). 
Proximity to a shopping centre (4.5), variety of drinks available (4.6) and opening hours 
(4.9) were also influential in choice of where to buy alcohol. These results confirmed the 
importance of economic and physical availability (i.e. price and proximity) in consumers’ 
purchasing decisions. Other factors named by individual participants as influencing their 
purchasing decisions were: bulk discount deals and advertised specials, staff service and 
knowledge of wine, the range of drinks, availability of preferred brands, easy parking and 
short queues, the opportunity to use a rewards card, and proximity to the event for which 
alcohol was being purchased.  
                                                     
58 All the ratings (1 to 9) for all participants were added together for each of the nine factors. Each 
total was then divided by the number of participants to create an index for each factor.  
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Table 6.7: Factors affecting choice of location for purchasing alcohol by participants of the online survey, in 
Australian capital cities in 2012 
Factors affecting purchasing  location# Index 
Price of drinks 2.5 
Closeness to home 2.9 
Close to shopping centre 4.5 
Variety of drinks available 4.6 
Opening hours 4.9 
How busy or tired I am 5.2 
On route between work and home 5.9 
Closeness to work 7.2 
Price of petrol 7.3 
# Lowest index value indicates the most important factor 
6.2.3 The influence of distance on purchasing behaviour  
Participants were asked how far they were prepared to travel in order to purchase 
alcohol. They were given six options: less than 5km; 5km to 9km; 10km to 19km; 20 to 
50km; more than 50km; and that distance did not influence where alcohol was purchased. 
This question was asked for each of the five most common licence types. The results 
informed the choice of buffer zones used in the analysis in phases three and four of the 
project.  
6.2.4 Off-premise purchases 
Bottle shop 
A total of 681 of the online survey participants had purchased alcohol from a bottle 
shop in the last 12 months (male: n=342, 50%; 18 to 24 year olds: n=81, 12%). Results of 
distances participants were prepared to travel to purchase alcohol at a bottle shop are shown 
in Table 6.8 below. Approximately half of the male (n=175) and female (n=164) participants 
were prepared to travel less than 5km to a bottle store. Female participants were more likely 
to travel slightly further than male (12% of females would travel 10 to 19km, compared to 
6.4% of males. The youngest group of drinkers (18 to 24 years old) were usually prepared to 
travel further than other age-groups (54% would travel 5km to 19km, compared to less than 
45% of the other age groups). Drinking frequency did not appear to affect the distance that 
drinkers were prepared to travel to purchase alcohol. A higher proportion of those in the 
higher SEIFA levels (that is, higher postcode level socio-economic status) usually travelled 
less than 5km to purchase alcohol from a bottle shop. None of the participants usually 
travelled more than 50km to purchase alcohol from a liquor store. Since this survey only 
used participants living in capital cities, this is unsurprising, because of probable location of 
bottle shops much closer than this. 
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Table 6.8: Distance that online survey participants were prepared to travel to purchase alcohol at a bottle shop, by 











50km Other1 Total 
 
n (%) n (%) n (%) n (%) n (%) n (%) n (%) 
Gender 
       Male  175 (51) 127 (37) 22 (6.4) 4 (1.2) 0 (0) 14 (4.1) 342 (100) 
Female 164 (48) 121 (36) 39 (12) 4 (1.2) 0 (0) 11 (3.2) 339 (100) 
        Age 
       18 to 24 years 30 (37) 34 (42) 10 (12) 3 (3.7) 0 (0) 4 (4.9) 81 (100) 
25 to 44 years 152 (52) 103 (36) 21 (7.2) 4 (1.4) 0 (0) 10 (3.5) 290 (100) 
45 years+ 157 (51) 111 (36) 30 (9.7) 1 (0.30) 0 (0) 11 (3.6) 310 (100) 
        Drinking frequency 
       Daily 59 (51) 42 (36) 9 (7.8) 0 (0) 0 (0) 6 (5.2) 116 (100) 
Weekly 170 (49) 129 (37) 31 (8.9) 6 (1.7) 0 (0) 11 (3.2) 347 (100) 
Less than weekly 110 (50) 77 (35) 21 (9.6) 2 (0.9) 0 (0) 8 (3.7) 218 (100) 
        SEIFA 
       1 78 (50) 57 (36) 15 (9.5) 2 (1.3) 0 (0) 6 (3.8) 158 (100) 
2 76 (45) 66 (39) 17 (10) 3 (1.8) 0 (0) 6 (3.6) 168 (100) 
3 92 (53) 60 (35) 12 (6.9) 1 (0.60) 0 (0) 8 (4.6) 173 (100) 
4 93 (51) 65 (36) 17 (9.3) 2 (1.1) 0 (0) 5 (2.8) 182 (100) 
        Total 339 (50) 248 (36) 61 (9.0) 8 (1.2) 0 (0) 25 (3.7) 681 (100) 
1Other: distance did not influence the decision about where to purchase alcohol 
 
Supermarket liquor store 
A total of 605 of the online survey participants had purchased alcohol from a 
supermarket liquor store in the last 12 months (male: n=294, 49%; 18 to 24 year olds: n=70, 
12%). Results of distances participants were prepared to travel to purchase alcohol at a 
supermarket liquor store are shown in Table 6.9 below. Slightly more male participants 
(n=165, 56%)  than female participants (n=166, 53%) were prepared to travel less than 5km 
to a supermarket liquor store, while a higher proportion of females were prepared to travel 
5km to 9km to purchase alcohol. Those aged 18 to 24 years were prepared to travel further 
than the older age groups, with nearly 18% of the youngest group prepared to travel 10km or 
more to purchase alcohol, compared to less than 9% of those aged 25 to 44 years – these 
differences were significant. Distance travelled to purchase alcohol did not appear to vary 
substantially by drinking frequency, although fewer of those drinking weekly were prepared 
to travel further to purchase alcohol. Those in SEIFA level two (the second lowest socio-
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economic group) had the lowest proportion of drinkers prepared to travel less than 5km to 
access alcohol, and the highest proportion prepared to travel 5km to 9km. This possibly 
reflected higher access to private motor vehicles compared to those in the lowest SEIFA 
level, but a greater need to search for lower prices than those in the higher SEIFA levels (as 
shown by discounting behaviour, 6.2.6). 
Table 6.9: Distance that online survey participants were prepared to travel to purchase alcohol at a supermarket 











50km Other1 Total 
 
n (%) n (%) n (%) n (%) n (%) n (%) n (%) 
Gender 
       Male  165 (56) 91 (31) 22 (7.5) 2 (0.68) 0 (0) 14 (4.8) 294 (100) 
Female 166 (53) 106 (34) 23 (7.4) 1 (0.32) 2 (0.64) 13 (4.2) 311 (100) 
        Age* 
       18 to 24 years 32 (46) 25 (36) 7 (10) 2 (2.9) 0  (0) 4 (5.7) 70 (100) 
25 to 44 years 149 (59) 82 (32) 11 (4.4) 1 (0.40) 2 (0.79) 8 (3.2) 253 (100) 
45 years+ 148 (52) 93 (33) 27 (9.6) 0 (0) 0 (0) 14 (5.0) 282 (100) 
        Drinking frequency 
       Daily 47 (52) 29 (32) 11 (12) 0 (0) 0 (0) 4 (4.4) 91 (100) 
Weekly 176 (54) 109 (33) 21 (6.4) 3 (0.92) 1 (0.31) 16 (4.9) 326 (100) 
Less than weekly 108 (57) 59 (31) 13 (6.9) 0 (0) 1 (0.53) 7 (3.7) 188 (100) 
        SEIFA 
       1 78 (57) 42 (30) 9 (6.5) 0 (0) 1 (0.72) 8 (5.8) 138 (100) 
2 69 (48) 58 (40) 12 (8.3) 1 (0.69) 1 (0.69) 3 (2.1) 144 (100) 
3 92 (60) 40 (26) 14 (9.1) 0 (0) 0 (0) 8 (5.2) 154 (100) 
4 92 (54) 57 (34) 10 (5.9) 2 (1.2) 0 (0) 8 (4.7) 169 (100) 
        Total 331 (55) 197 (33) 45 (7.4) 3 (0.50) 2 (0.33) 27 (4.5) 605 00) 
1Other: distance did not influence the decision about where to purchase alcohol 
* Chi2 test indicated a significant difference across categories (p<0.05)  
 
6.2.5 On-premise purchases 
Hotel or Tavern 
A total of 370 of the online survey participants had purchased alcohol from a hotel 
or tavern in the last 12 months (male: n=195, 53%; 18 to 24 year olds: n=48, 13%). Results 
of the distances participants were prepared to travel to purchase alcohol at a nightclub are 
shown in Table 6.10 below. Higher proportions of female participants were prepared to 
travel further than male participants to purchase alcohol at a hotel or tavern (more than 25% 
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would travel 20km or more, compared to less than 17% of male participants). Higher 
proportions of respondents were not influenced by distance when choosing a hotel or tavern 
(nearly 11% overall). This was particularly noticeable among the participants who drank less 
than weekly (28%) and those aged 18 to 24 years (28%). Differences across the three age 
groups were significant. The highest proportions of those prepared to travel 20km or more to 
a hotel or tavern were in the highest and lowest SEIFA categories (approximately 10% and 
9% respectively). 
Table 6.10: Distance that online survey participants were prepared to travel to purchase alcohol at a hotel or 











50km Other1 Total 
 
n (%) n (%) n (%) n (%) n (%) n (%) n (%) 
Gender 
       Male  101 (52) 43 (22) 22 (11) 10 (5.1) 0 (0) 19 (9.7) 195 (100) 
Female 76 (43) 54 (31) 20 (11) 10 (5.7) 4 (2.3) 11 (6.3) 175 (100) 
        Age 
       18 to 24 years 21 (44) 8 (17) 8 (17) 3 (6.3) 3 (6.3) 5 (10) 48 (100) 
25 to 44 years 68 (40) 49 (29) 
21 
(12.4) 13 (7.7) 1 (0.59) 17 (10) 169 (100) 
45 years+ 88 (58) 40 (26) 13 (8.5) 4 (2.6) 0 (0) 8 (5.2) 153 (100) 
        Drinking frequency 
       Daily 25 (48) 14 (27) 8 (15) 2 (3.9) 0 (0) 3 (5.8) 52 (100) 
Weekly 91 (46) 52 (26) 23 (12) 13 (6.6) 4 (2.0) 15 (7.6) 198 (100) 
Less than weekly 61 (51) 31 (26) 11 (9.2) 5 (4.2) 0 (0) 12 (10) 120 (100) 
        SEIFA 
       1 55 (52) 23 (22) 11 (10) 8 (7.6) 1 (0.94) 8 (7.6) 106 (100) 
2 40 (43) 35 (37) 6 (6.4) 4 (4.3) 0 (0) 9 (9.6) 94 (100) 
3 44 (50) 21 (24) 16 (18) 1 (1.1) 2 (2.3) 4 (4.6) 88 (100) 
4 38 (46) 18 (22) 9 (11) 7 (8.5) 1 (1.2) 9 (11) 82 (100) 
        Total 177 (48) 97 (26) 42 (11) 20 (5.4) 4 (1.1) 30 (8.1) 370 (100) 
1Other: distance did not influence the decision about where to purchase alcohol 
* Chi2 test indicated a significant difference across categories (p<0.05)  
 
Nightclub 
A total of 176 of the online survey participants had purchased alcohol from a 
nightclub in the last 12 months (male: n=89, 51%; 18 to 24 year olds: n=39, 22%). Results of 
distances participants were prepared to travel to purchase alcohol at a nightclub are shown in 
Table 6.11 below. Differences between the distances participants were prepared to travel 
differed little by gender, with a few female participants being prepared to travel more than 
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50km to a nightclub (9.2% of females, compared to no male participants). Those in the 18 to 
24 year old age group had the highest proportion of participants who were not influenced by 
distance to a nightclub (28%). The group of respondents who drank less than weekly 
contained the highest proportion of those not influenced by distance to a nightclub (nearly 
28% compared to approximately 10% in the other groups). Similarly to hotels or taverns, the 
highest proportions of those prepared to travel 20km or more were in the highest and lowest 
SEIFA categories (both approximately 30% of participants in their SEIFA category). 
Table 6.11: Distance that online survey participants were prepared to travel to purchase alcohol at a nightclub, by 











50km Other1 Total 
 
n (%) n (%) n (%) n (%) n (%) n (%) n (%) 
Gender 
       Male  25 (28) 11 (12) 22 (25) 15 (17) 0 (0) 16 (18) 89 (100) 
Female 22 (25) 12 (14) 19 (22) 14 (16) 8 (9.2) 12 (14) 87 (100) 
        Age 
       18 to 24 years 4 (10) 4 (10) 8 (21) 7 (18) 5 (13) 11 (28) 39 (100) 
25 to 44 years 23 (25) 15 (16) 22 (24) 15 (16) 2 (2.2) 15 (16) 92 (100) 
45 years+ 20 (44) 4 (8.9) 11 (24) 7 (16) 1 (2.2) 2 (4.4) 45 (100) 
        Drinking frequency 
       Daily 6 (27) 5 (23) 7 (32) 2 (9.1) 0 (0) 2 (9.1) 22 (100) 
Weekly 25 (25) 14 (14) 24 (24) 21 (21) 5 (5.0) 11 (11) 100 (100) 
Less than weekly 16 (30) 4 (7.4) 10 (19) 6 (11) 3 (5.6) 15 (28) 54 (100) 
        SEIFA 
       1 14 (30) 6 (13) 6 (13) 12 (26) 2 (4.4) 6 (13) 46 (100) 
2 14 (30) 5 (11) 11 (24) 4 (8.7) 1 (2.2) 11 (24) 46 (100) 
3 9 (20) 8 (18) 15 (33) 4 (8.7) 3 (6.5) 7 (15) 46 (100) 
4 10 (26) 4 (11) 9 (24) 9 (24) 2 (5.3) 4 (11) 38 (100) 
        Total 47 (27) 23 (8.9) 41 (16) 29 (11) 8 (3.1) 28 (11) 176 (100) 
1Other: distance did not influence the decision about where to purchase alcohol 
* Chi2 test indicated a significant difference across categories (p<0.05) 
Restaurants 
A total of 241 of the online survey participants had purchased alcohol from a 
restaurant in the last 12 months (male: n=117, 49%; 18 to 24 year olds: n=37, 15%). Results 
of the distances participants were prepared to travel to purchase alcohol at a restaurant are 
shown in Table 6.12 below. There was little difference in the distances that male and female 
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respondents were prepared to travel to a restaurant to purchase alcohol. Generally, higher 
proportions of younger respondents were prepared to travel further than older respondents 
(nearly 25% of 18 to 24 year olds were prepared to travel more than 20km compared to 
nearly 18% of 25 to 44 year olds). Higher proportions of those who drank less than weekly 
were prepared to travel less than 5km or were not influenced by distance when deciding on a 
restaurant. As with other licence types, fewer of those in SEIFA levels one and four were 
prepared to travel to purchase alcohol, with more than 55% of those in SEIFA level four 
travelling less than 10km. However, based on data from focus group discussions of the pilot 
study, choice of restaurant is based less on alcohol price, and more on the availability of 
BYO alcohol (especially in the younger age-group) and the type, quality and price of the 
restaurant. 
Table 6.12: Distance that online survey participants were prepared to travel to purchase alcohol at a restaurant, by 











50km Other1 Total 
 
n (%) n (%) n (%) n (%) n (%) n (%) n (%) 
Gender 
       Male  33 (28) 25 (21) 25 (21) 18 (15) 0 (0) 16 (14) 117 (100) 
Female 32 (26) 26 (21) 28 (23) 21 (17) 2 (1.6) 15 (12) 124 (100) 
        Age 
       18 to 24 years 10 (27) 6 (16) 6 (16) 8 (22) 1 (2.7) 6 (16) 37 (100) 
25 to 44 years 31 (26) 25 (21) 30 (25) 20 (17) 1 (0.83) 13 (11) 120 (100) 
45 years+ 24 (29) 20 (24) 17 (20) 11 (13) 0 (0) 12 (14) 84 (100) 
        Drinking frequency 
       Daily 6 (20) 11 (37) 6 (20) 4 (13) 0 (0) 3 (10) 30 (100) 
Weekly 36 (26) 30 (22) 31 (23) 26 (19) 1 (0.73) 13 (9.5) 137 (100) 
Less than weekly 23 (31) 10 (14) 16 (22) 9 (12) 1 (1.4) 15 (20) 74 (100) 
        SEIFA 
       1 15 (27) 14 (25) 6 (11) 12 (21) 1 (1.8) 8 (14) 56 (100) 
2 16 (25) 12 (19) 15 (24) 11 (17) 0 (0) 9 (14) 63 (100) 
3 15 (25) 10 (14) 20 (33) 8 (13) 1 (1.6) 7 (11) 61 (100) 
4 19 (31) 15 (25) 12 (20) 8 (13) 0 (0) 7 (11) 61 (100) 
        Total 65 (27) 51 (21) 53 (22) 39 (16) 2 (0.83) 31 (13) 241 00) 
1Other: distance did not influence the decision about where to purchase alcohol 
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6.2.6 The mediating effect of discounts on distance travelled to purchase alcohol 
Participants were asked how much further they were preferred to travel for a price 
discount. The four discount levels were: 10%, 25%, 30% and 50% (based on the results of 
the pilot study), and the distance bands were: no further, less than 5km, 5km to 9km, 10km 
to 19km, 20 to 50km and more than 50km. The results are presented for the total sample. 
More than 80% of participants (n=543) were prepared to travel further for a price discount of 
25% at a bottle shops (Table 6.13).  
Table 6.13: Distance that online survey participants were prepared to travel to receive a price discount at a bottle 
shop in Australian capital cities in 2012 
Distance travelled 10% discount 25% discount 30% discount 50% discount 
No further  351 (52)  138 (20)* 117 (17)* 111 (16)* 
Less than 5km further  201 (30) 237 (35) 154 (23)* 86 (13)* 
5km to 9km further  86 (13) 205 (30)* 222 (33)* 154 (23)* 
10km to 19km further 33(4.9) 86 (13)* 159 (23)* 227 (33)* 
20km to 50km further 1 (0.15)  14 (2.1)* 25 (3.7)* 84 (12)* 
More than 50km 9 (1.3) 1 (0.15) 4 (0.59) 19 (2.8) 
Total 681 (100) 681 (100) 681 (100) 681 (100) 
* Significantly different to 10% discount (p<0.0001) 
A high proportion of participants were prepared to travel further to supermarket bottle 
shops and hotels or tavern (n=579; 75% and n=333; 63% respectively for a 25% discount – 
Tables 6.14 and 6.15).  
Table 6.14: Distance that online survey participants were prepared to travel to receive a price discount at a 
supermarket liquor store in Australian capital cities in 2012 
Distance travelled 10% discount 25% discount 30% discount 50% discount 
No further  341 (56) 159 (26)* 124 (21)* 112 (19)* 
Less than 5km further  173 (29) 230 (38) 152 (25) 88  (15)* 
5km to 9km further  63 (10) 158 (26)* 185 (31)* 144 (24)* 
10km to 19km further 21 (3.5) 53 (8.8)* 119 (20)* 189 (31)* 
20km to 50km further 3 (0.50) 3 (0.50) 23 (3.8)* 51 (8.4)* 
More than 50km 4 (0.66) 2 (0.33) 2 (0.33) 21 (3.5) 
Total 605 (100) 605 (100) 605 (100) 605 (100) 




Table 6.15: Distance that online survey participants were prepared to travel to receive a price discount at a hotel 
or tavern in Australian capital cities in 2012 
Distance travelled 10% discount 25% discount 30% discount 50% discount 
No further  228 (62) 137 (37)* 170 (46)* 114 (31)* 
Less than 5km further  80 (22) 108 (29) 81 (22) 47 (13) 
5km to 9km further  37 (10) 86 (23)* 92 (25)* 81 (22)* 
10km to 19km further 20 (5.4) 32 (8.7) 58 (16)* 80 (22)* 
20km to 50km further 3 (0.81) 6 (1.6) 21 (5.7) 33 (8.9)* 
More than 50km 2 (0.54) 1 (0.27) 1 (0.27) 15 (4.1) 
Total 370 (100) 370 (100) 370 (100) 370 (100) 
* Significantly different to 10% discount (p<0.0001) 
A lower proportion of participants were prepared to travel further to nightclubs and 
restaurants for a price discount (Tables 6.16 and 6.17). 
Table 6.16: Distance that online survey participants were prepared to travel to receive a price discount on alcohol 
at a nightclub in Australian capital cities in 2012 
Distance travelled 10% discount 25% discount 30% discount 50% discount 
No further  100 (57) 80 (45) 75 (43) 74 (42) 
Less than 5km 31 (18) 34 (19) 32 (18) 25 (14) 
5km to 9km 20 (11) 33 (19) 30 (17) 26 (15) 
10km to 19km 14 (8.0) 18 (10) 24 (14) 22 (13) 
20km to 50km 7 (4.0) 9 (5.1) 13 (7.4) 23 (13) 
More than 50km 4 (2.3) 2 (1.1) 2 (1.1) 6 (3.4) 
Total 176 (100) 176 (100) 176 (100) 176 (100) 
* Significantly different to 10% discount (p<0.0001) 
Table 6.17: Distance that online survey participants were prepared to travel to receive a price discount on alcohol 
at a restaurant in Australian capital cities in 2012 
Distance travelled 10% discount 25% discount 30% discount 50% discount 
No further  144 (60) 111 (46) 96 (40)* 95 (39)* 
Less than 5km 55 (23) 57 (24) 52 (22) 32 (13) 
5km to 9km 22 (9.1) 46 (19) 49 (20) 47 (20) 
10km to 19km 14 (5.8) 20 (8.3) 29 (12) 42 (17)* 
20km to 50km 5 (2.1) 6 (2.5) 14 (5.8) 19 (7.9) 
More than 50km 1 (0.41) 1 (0.41) 1 (0.41) 6 (2.5) 
Total 241 (100) 241 (100) 241 (100) 241 (100) 
* Significantly different to 10% discount (p<0.0001) 
6.3 Discussion and summary 
The chapter described the process of piloting and conducting the online survey which 
aimed to determine distances that residents of Australian capital cities were prepared to 
travel to purchase alcohol.  
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More than 50% and 27% of participants were prepared to travel less than 5km to off-
premise and on-premise outlets respectively. The vast majority of participants were not 
prepared to travel more than 20km to off-premise outlets and restaurants (95% and 70% 
respectively). Participants were prepared to travel further to visit nightclubs, taverns and 
hotels, with nearly 50% of participants being prepared to travel more than 20km to purchase 
alcohol, and higher proportions of respondents were not influenced by distance to these 
outlet types (over 10%). 
The results on the purchasing behaviour at off-premise outlets were considered the best 
indicator of alcohol purchasing behaviour for the following reasons: 
(a) A higher proportion of survey respondents (n=681; 82%) purchased alcohol at bottle 
stores than hotels (n=370; 45%) and nightclubs (n=176; 21%) 
(b)  Consumers visit off-premise outlets purely to buy alcohol (and not for the entertainment 
or food available at on-premise outlets) 
(c) Sales at off-premise outlets were considerably higher than at on-premise outlets (see 
Chapter 6) 
Consequently, distances travelled to off-premise outlets were used to choose buffer zones for 
the analysis in Phases three and four. 
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7 Results from Phases Three and Four: Collation of Alcohol 
Availability Data and Final Model Development 
This chapter describes the results obtained in Phases three and four of this study. In 7.1, 
the three measures of alcohol availability (wholesale sales of alcohol to retailers, counts of 
alcohol outlets and trading hours) are described. Section 7.2 outlines the variables chosen to 
characterise the demographic and socio-economic status of populations at both the postcode- 
and suburb-level. Section 7.3 outlines the development of models including alcohol 
availability data and measures of alcohol-related injury, and the development of spatial 
models. 
7.1 Description of alcohol availability data 
Numerous past studies have used outlet density as a measure of alcohol availability (e.g. 
[11, 19, 262, 267]). Measures of outlet density use counts of outlets as the numerator and 
either land area, roadway miles or population as the denominator.  
This study used the same measures of alcohol availability as the West Australian study 
by Liang and Chikritzhs [22]: counts of outlets and volumes of wholesale purchases (referred 
to hereafter as alcohol sales). Using counts of outlets facilitated the analysis of data using 
different administrative areas (postcodes and suburbs in this study) and varying buffers from 
the centroids of these administrative areas.  
However, using counts of outlets as a measure of availability failed to account for the 
differences in the size and nature of outlets, such as a boutique wine store as compared to a 
liquor warehouse-style store. Using volumes of alcohol sales as an additional measure of 
availability provided a means of controlling, at least in part, for these differences [22]. In this 
study, volumes of alcohol sales were converted into pure alcohol, to allow comparison across 
beverage types (4.6.2). 
7.1.1 Counts of alcohol outlets  
The Drug and Alcohol Office of Western Australia (DAO) provided counts of outlets for 
each financial year from 1 July 2002 to 30 June 2010. Most outlets had previously been 
geocoded by a geographer at the National Drug Research Institute (NDRI). Additional 
outlets were geocoded and checked by a member of the Alcohol Policy group at the NDRI. 




Types of outlets were identified by the first three digits of each licence number. There 
were six licence categories used – five on-premise types and one off-premise type:  
(a) On-premise outlets: hotels or taverns, clubs (e.g. bowling clubs), restaurants or 
cafés, nightclubs, and other outlets59 
(b) Off-premise outlets, that is, liquor stores – this licence type included supermarket 
liquor stores 
Table 7.1 below displays the descriptive statistics of each outlet type at postcode-level. 
The maximum number of on-premise outlets per postcode was 183: in postcode 6000 (which 
is the City of Perth) in the financial year 2008/09 (data not shown). The count of off-premise 
outlets per postcode was much lower, with a maximum of 13 outlets in postcode 6056 
(which included Midland, Middle Swan and Helena Valley) between 2007/08 and 2009/10 
and a mean of 2.6 outlets per postcode. 
Table 7.1: Descriptive statistics for counts of alcohol outlets in Perth Metropolitan area, by postcode, 2002/03 to 
2009/10 
Variable 2009/10 2002/03 to 2009/10 
 
Total (%) Mean Std. Dev. Min Max 
Count of clubs 177 (10) 1.6 1.9 0 11 
Count of hotels and taverns 333 (19) 2.6 4.2 0 54 
Count of nightclubs 29 (1.7) 0.28 1.3 0 12 
Count of restaurants 550 (32) 4.6 8.3 0 61 
Count of other licences 325 (18) 2.6 5.6 0 59 
Count of all on-premise outlets 1,414 (82) 12 19 0 183 
Count of off-premise outlets (liquor stores) 318 (18) 2.6 2.1 0 13 
Map 7.1 shows the total count of outlets per postcode in Perth Metropolitan Area in 
2009/10. The map demonstrates that the highest number of outlets per postcode were near 
the CBD (Perth City, Northbridge and Subiaco) and Fremantle. Map 7.2 demonstrates the 
location of on- and off-premise outlets at postcode-level in Perth Metropolitan Area for 
2009/10. The map shows the clustering of on-premise outlets throughout the metropolitan 
area. This is more noticeable near the CBD and along the coast. Off-premise outlets are more 
dispersed. 
                                                     
59 ‘Other’ licence types include special facility licences, wine distributors and canteens 
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7.1.2 Alcohol sales data 
As described in Chapter three, sales data were provided in five categories: regular beer, 
low alcohol beer, regular wine, low alcohol wine and spirits. These were converted into pure 
alcohol (in litres). Total spirits were disaggregated into straight spirits and ready to drink 
(RTD) spirits, as described in 4.6.2. 
Volumes of each beverage type were available for each of the six licence types described 
in 7.1.1. These were aggregated to total sales at on-premise outlets and total sales at off-
premise outlets for the final models, because of the small sales volumes of individual 
beverage types at outlets further from the CBD. 
Table 7.2 below describes pure alcohol sales at postcode-level. The highest mean sales at 
on-premise outlets were for regular strength beer (that is, beer with a pure alcohol content of 
greater than 3.5% of volume) which accounted for more than 40% of mean on-premise sales. 
Regular strength wine had the second highest mean sales. This relationship was reversed at 
off-premise outlets, with much higher sales of regular strength wine.  
Table 7.2: Descriptive statistics of pure alcohol volumes per financial year in Perth Metropolitan Area, at 
postcode-level, 2002/03 to 2009/10 
On-premise sales Mean Std. Dev. Min Max 
Regular strength beer 20,659 25,431 0 297,582 
Low strength beer 4,186 5,045 0 39,919 
Regular strength wine 12,322 19,216 0 238,379 
Low strength wine 44 143 0 1,404 
Straight spirits 5,867 7,104 0 68,597 
Ready to Drink spirits 5,011 6,187 0 64,607 
Total on-premise sales 48,089 58,143 0 709,098 
Off-premise sales 
    Regular strength beer 22,464 32,088 0 486,724 
Low strength beer 5,512 7,375 0 73,320 
Regular strength wine 28,049 36,106 0 406,387 
Low strength wine 44 138 0 1,798 
Straight spirits 5,916 8,293 0 94,511 
Ready to Drink spirits 5,132 7,397 0 89,013 
Total off-premise sales 67,116 80,079 0 618,060 
 
As indicated in 7.1, wholesale sales of individual beverage types to retail outlets 
(alcohol sales) were converted to pure alcohol sales to standardise beverages with different 
alcohol strengths and enable calculation of total pure alcohol sales. Sales were categorised as 
being from on-or off-premise, rather than by individual licence type. There were three 
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reasons for this: i) there were relatively small numbers of each licence type per postcode 
(especially in the outer metropolitan area), ii) there were small volumes of sales at certain 
on-premise outlet types (such as clubs), and iii) using six licence types would have reduced 
the parsimony of the multivariate analysis. These factors would have led to models with 
much lower statistical power than if licence types were aggregated to on- and off-premise 
sales.  
As discussed in Chapter three, previous studies examining the relationship between 
harms and alcohol sales are less common than those exploring the relationship between 
harms and outlet density. Studies have examined both total volumes (for example [29]) and 
pure alcohol sales (for example [23]. Measures of sales used have included pure alcohol in 
grams [364] and pure alcohol in litres per population over 15 years old [267]. Several studies 
have used average sales per outlet (that is, pure alcohol sales in litres divided by the count of 
outlets in the area examined) [22, 23, 365, 372]. The advantage of this measure is that 
collinearity between counts of outlets and pure alcohol sales per outlet is much lower than 
between outlet counts and pure alcohol sales. Using the data from this study, this was 
demonstrated in Table 7.6. As a result of these findings, ‘pure alcohol sales per outlet’ was 
chosen as the measure of sales in this study. 
7.1.3 Trading hours data 
As described in Chapter four, data was collated on outlets which held extended trading 
permits (ETPs) allowing extended trading hours. Those in category one were permitted 
extended hours over some or all weekdays as well as weekends (etp1). Those in category 
two were permitted extended trading hours on Friday, Saturday or Sunday, or a combination 
of these three weekend nights (etp2). Those in category three were not in possession of an 
ETP allowing extended trading hours (etp3). Table 7.3 shows the descriptive statistics for 
extended trading hours at postcode-level. 
Table 7.3: Descriptive statistics for outlets granted extended trading hours per financial year in Perth 
Metropolitan Area, by postcode, from 2002/03 to 2009/10 
  2009/10 2002/03 to 2009/10 
Trading hours Total (%) Mean Std. Dev. Min Max 
Friday to Sunday extended trading hours 44 (2.5) 0.51 1.4 0 13 
Weekday and weekend extended trading hours 23 (1.3) 0.09 0.48 0 5 




7.2 Choice of ABS demographic and socio-economic variables 
A range of postcode- and suburb-level socio-economic and demographic data was 
obtained from the Australian Bureau of Statistics (ABS) census web-site. The source of each 
variable for each of three censuses (2001, 2006 and 2011) and processing this data was 
described in detail in 4.6.2. The choice of variables was consistent with previous outlet 
density studies and based on two previous analyses by the NDRI Alcohol Policy group: 
“Predicting alcohol-related harms from licensed outlet density: a feasibility study” [29]; and 
“Revealing the link between licensed outlets and violence: counting venues versus 
measuring alcohol availability” [22]. The latter study was particularly applicable as it used 
similar measures of alcohol availability to this project.  
The measure of socio-economic status was the Socio-Economic Indexes for Areas 
(SEIFA): Index of Advantage/Disadvantage. This index combines measures of advantage 
with those of disadvantage (including aspects such as education level, employment status, 
income, occupation, characteristics of places of residence (rental, ownership), relationship 
status and internet access [452]). The SEIFA Index of Advantage/Disadvantage for each area 
(suburb- and postcode-level) was divided into quartiles, creating a categorical variable with 
four values. SEIFA category one included postcodes with the lowest socio-economic status, 
while SEIFA category four included postcodes with the highest socio-economic status. 
Demographic factors were measured using data on age, gender and Indigenous status 
from censuses in 2001, 2006 and 2011. Data on employment status were also obtained from 
these censuses.  
Table 7.4 describes the socio-economic and demographic variables used and the method 
of calculating them.  
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Table 7.4: Socio-economic and demographic variables from the ABS with descriptive statistics at postcode-level, 
Perth Metropolitan Area, from 2002/03 to 2009/10 




population 15+ years 
Total population over 15 10,443 8,879 1 42,040 
SEIFA index of 
advantage/disadvantage 
Divided into quartiles 1,037 63 889 1,207 
Mean age Sum of all ages/total population 36 2.3 31 61 
Indigenous rate Indigenous/Non-Indigenous*100 2.7 12 0 145 
Proportion young 
males 
No. males aged 15-24/Total 
population*100 
7.3 1.8 0 15 
Ratio of males to 
females 
No. males/No. females*100 101 35 0 380 
Unemployment rate Unemployed/unemployed*100 5.2 3.5 0 56 
 
Table 7.5 shows the correlations60 between each socio-economic and demographic 
variable used, both at postcode- and suburb-level. Correlations between the variables were 
small to medium, with the highest being between unemployment rate and SEIFA (r = -0.53 
at suburb-level, and r = -0.40 at postcode-level). Unemployment rate and SEIFA quartile had 
a slightly lower correlation. Both were retained as the individual variables were considered 
important and the correlation not high enough to preclude the inclusion of both. 
Table 7.5: Associations between ABS socio-economic and demographic variables (Pearson’s r), by postcode, in 
















ERP 15+ 1 
       SEIFA -0.03 1 
      SEIFA quartile -0.01 0.94 1 
     Mean age 0.01 0.38 0.37 1 
    Indigenous% 0.05 -0.70 -0.68 -0.22 1 
   Young males% 0.21 0.08 0.09 0.02 0.09 1 
  Male/female% -0.27 -0.19 -0.17 -0.15 0.36 0.16 1 
 Unemployment% 0.04 -0.40 -0.34 -0.03 0.35 0.12 0.03 1 
 
                                                     
60 Pearson’s Coefficient of Correlation (‘r’) measures the relationship between x and y (variables). 
The range of r is from -1 (perfect negative correlation) to 1 (perfect positive correlation). If r = 0, there 
is no linear relationship between two variables. Values closer to -1 and 1 indicate a strong relationship 
or a strong level of correlation between two variables [453]. 
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7.3 Statistical model development 
7.3.1 Choice of measures of alcohol sales 
As discussed in 7.1.2, various measures of volumes of sales have been used in previous 
alcohol availability studies. It was anticipated that a high level of collinearity would exist 
between pure alcohol sales and outlet counts, and much lower collinearity between average 
sales (sales per outlet) and outlet counts. Table 7.6 shows the correlations between these two 
measures of sales, and outlet count. Counts of on-premise outlets and on-premise sales, and 
counts of off-premise outlets and off-premise sales were highly correlated, compared to 
counts of outlets and sales per outlet. As the number of outlets go up, the sales would be 
expected to rise in line with this - although the degree of correlation would vary, 
depending on the relative size of the outlets. However “sales per outlet” measures the 
mean sales per outlet and so is less correlated with counts of outlets. This suggested that 
on- and off-premise sales per outlet were a better choice to measure sales. 
Table 7.6: Associations between measures of alcohol sales and outlet counts (Pearson's r), by postcode, in Perth 


















Count of on-premise outlets 1 
     Count of off-premise outlets 0.31 1 
    On-premise sales# 0.69 0.36 1 
   Off-premise sales# 0.08 0.77 0.25 1 
  On-premise sales#/outlet -0.19 0.02 0.36 0.10 1 
 Off-premise sales#/outlet -0.15 0.12 0.02 0.60 0.13 1 




7.3.2 Association between measures of alcohol-related injury and alcohol 
availability 
As previously discussed, several surrogate measures of alcohol-related injury were 
explored. Two surrogate measures of alcohol-related injury used in the final models: Night2 
injuries (those injuries occurring between midnight and 4:59am in the morning); and 
modified Weekend Night2 injuries (the modified Weekend period was defined in Chapter 
five as the period from Friday 6pm to Monday 6:59am; all Night2 injuries occurring during 
this time were included in this surrogate measure). 
The correlations between the two measures of alcohol-related injury, counts of outlets 
and sales volumes per outlet are presented in Table 7.7. The strongest correlations were 
between counts of off-premise outlets and both Night2 and Weekend Night2 injuries. 
Table 7.7: Associations between alcohol-related injury indicators and measures of alcohol availability (Pearson's 
r), in Perth Metropolitan Area, from 2002/03 to 2009/10 
Injury category Night2 Weekend Night2 
Count of on-premise outlets 0.08 0.06 
Count of off-premise outlets 0.63 0.60 
On-premise sales#/outlet 0.22 0.22 
Off-premise sales#/outlet 0.28 0.29 
#Sales in 10,000 litres 
7.3.3 Panel models: time series and geographic units: 
Negative binomial regression with random effects were undertaken. The time variable 
was financial years (that is, from 1 July of one year to 30 June the following year). As 
discussed in 4.4.1, ED data was available from 1 July 2002 to 30 June 2010. However, in the 
first two financial years (2002/03 and 2003/4), Joondalup Health Campus (JHC) data was 
missing because this hospital only began using the Emergency Department Information 
System (EDIS) in late July 2004. As approximately 12% of ED presentations at Perth public 
hospitals occurred at JHC, this resulted in lower ED presentations reported in the EDIS 
records for the financial years 2002/03 and 2003/04. This occurred in the main catchment 
area around JCH, specifically in the following postcodes: 6023, 6024, 6026, 6027, 6028 and 
6065.  
It was decided to use the longer time series (2002/03 to 2009/10) for the final models as 
these models provided greater statistical power to detect differences due to the additional 
number of units (eight years multiplied by the number of postcodes, compared to six years 
multiplied by the number of postcodes). A comparison between the two times series is 
presented using the final and most complete models in 7.2.9  to assess the differences 
168 
 
between the models using different time series. Other models for the 2004/05 to 2009/10 
time series are shown in the Appendix (10.10). 
Two sets of models were developed. The first set used ‘postcode’ as the panel variable, 
while the second set used ‘suburb’. Suburb models had the advantage of more power: as the 
Perth Metropolitan Area has more suburbs than postcodes, these models contained more 
panels. However, data was missing or zero in several suburbs, and suburb definitions varied 
across the different data sets. The postcode-level data was more accurate and so these models 
were displayed in rest of this chapter. As a result, the suburb models represented a sensitivity 
analysis. The postcode and suburb final models are compared in 7.2.9. All other suburb 
models can be found in the Appendix (10.10). 
7.3.4 Simple negative binomial regression models with random effects for the years 
2002/03 to 2009/10 
Simple regression models were constructed in turn with each alcohol availability 
variable as the predictor variable and each outcome variable (Night2 injuries and Night2 
Weekend injuries) at postcode-level. Table 7.8 demonstrates the relationship between counts 
of all alcohol outlets with Night2 and Weekend Night2 injuries. Across both measures of 
injury, the associations were positive and significant. An increase of one outlet was 
associated with a 1.6% increase in risk of Weekend Night2 injury. 
Table 7.8: Panel model results for counts of all outlets in Perth Metropolitan Area, at postcode-level, between 
2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 





Table 7.9 demonstrates the association between counts of on-premise outlets, with 
Night2 and Weekend Night2 injuries. The count of on-premise outlets was positively and 
significantly associated with both categories of alcohol-related injury at postcode-level. An 
increase of one on-premise outlet was associated with a 1.5% increase in risk of Weekend 
Night2 injury. 
Table 7.9: Panel model results for counts of on-premise outlet in Perth Metropolitan Area, at postcode-level, 
between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.011* 1.008 1.015 1.015* 1.011 1.020 
* p<0.05 
Table 7.10 demonstrates the association between counts of off-premise outlets, with 
Night2 and Weekend Night2 injuries. Both Night2 and Weekend Night2 injuries were 
positively and significantly associated with counts of off-premise outlets. An increase of one 
off-premise outlet was associated with a 15% increase in risk of Weekend Night2 injury. 
Table 7.10: Panel model results for counts of off-premise outlet in Perth Metropolitan Area between 2002/03 and 
2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of off-premise outlets 1.120* 1.081 1.161 1.150* 1.107 1.195 
* p<0.05 
Table 7.11 demonstrates the association between all alcohol sales per 10,000 litres 
divided by total count of outlets, with Night2 and Weekend Night2 injuries. The unadjusted 
association between all sales per outlet and Night2 injuries was strong and significant. An 
increase of 10,000l of sales per outlet was associated with a 7% increase in Night2 injuries. 
Table 7.11: Panel model results for total sales per outlet in Perth Metropolitan Area, at postcode-level, between 
2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
All sales#/outlet 1.070* 1.025 1.117 1.068* 1.018 1.120 




Table 7.12 demonstrates the association between all on-premise alcohol sales per 
10,000 litres, divided by count of on-premise outlets, with Night2 and Weekend Night2 
injuries at postcode-level. The associations were not significant.  
Table 7.12: Panel model results for sales per on-premise outlet in Perth Metropolitan Area, at postcode-level, 
between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
On-premise sales#/outlet 1.029 0.975 1.086 1.018 0.959 1.080 
#Sales in 10,000 litres * p<0.05 
Table 7.13 demonstrates the association between all off-premise alcohol sales per 
10,000 litres, divided by count of off-premise outlets, with Night2 and Weekend Night2 
injuries at postcode-level. The associations between Night2 and Night2 Weekend off-
premise sales per outlet were positive and significant. An increase of 10,000l of sales per off-
premise outlet was associated with a 2.4% increase in Night2 and Weekend Night2 injuries. 
Table 7.13 Panel model results for sales per off-premise outlet in Perth Metropolitan Area, at postcode-level, 
between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Off-premise sales#/outlet 1.024* 1.008 1.041 1.024* 1.007 1.043 
# Sales in 10,000 litres * p<0.05 
7.3.5 Base models including counts of outlets and their sales 
Models were then developed which included both measures of alcohol availability 
(counts of outlets and sales per outlet). Both outlet counts and sales per outlet were 
disaggregated into on- and off-premise types, as it was hypothesised that the mechanisms 
differ between alcohol-related harm and: on-premise outlets (the effects on alcohol-related 
harm tended to be more related to amenity), and off-premise outlets (more proximity effects) 
[218]. Because of the small number of outlets per licence type, all on-premise licence types 
were aggregated into one category. The off-premise category included one licence type: 
liquor stores (bottle shops). 
The models were developed separately for each outcome variable (Night2 and Weekend 
Night2 injuries), and executed firstly with postcode and then with suburb as the panel 
variable. Postcode-level models for the time period from 2002/03 to 2009/10 are shown 
below. Postcode models with data from 2004/05 and suburb models are presented in the 
Appendix (10.10).  
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The initial model (Table 7.14) included counts and sales of on- and off-premise sales and 
outlet counts, unadjusted for demographic and socio-economic variables. The models in 
Table 7.15 included an exposure variable: estimated resident population of those 15 years 
and older (ERP15+). Table 7.16 displays the models which included postcode-level socio-
economic status (represented by the SEIFA Index of Advantage/Disadvantage quartile) as a 
predictor variable. Finally, the models which adjusted for all ABS demographic and socio-
economic variables (as described in Table 7.4) are presented in Table 7.17. This model 
included 718 observations. 
The unadjusted models revealed significant positive associations between alcohol-related 
injuries and counts of on- and off-premise outlets and sales per off-premise outlet (Table 
7.14). However, counts of off-premise outlets were not significantly associated with injury 
once estimated resident population was controlled for (Table 7.15) or when all socio-
economic and demographic variables were adjusted for (Table 7.17).  
Table 7.14: Panel model results for sales and counts of on- and off-premise outlets in Perth Metropolitan Area, at 
postcode-level, between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.008* 1.004 1.012 1.010* 1.005 1.015 
Count of off-premise outlets 1.081* 1.039 1.125 1.105* 1.059 1.153 
On-premise sales#/outlet 1.042 0.988 1.100 1.036 0.977 1.099 
Off-premise sales#/outlet 1.027* 1.011 1.044 1.028* 1.009 1.046 
#Sales in 10,000 litres * p<0.05 
 
Table 7.15: Panel model results for sales and counts of on- and off-premise outlets, adjusting for population over 
15 years, in Perth Metropolitan Area, at postcode-level, between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.007* 1.005 1.010 1.007* 1.004 1.010 
Count of off-premise outlets 0.976 0.950 1.003 0.991 0.965 1.018 
On-premise sales#/outlet 1.028 0.983 1.076 1.023 0.974 1.073 
Off-premise sales#/outlet 1.018* 1.002 1.034 1.019* 1.003 1.036 
ERP 15+  (exposure) 
 
(exposure) 




Table 7.16: Panel model results for sales and counts of on- and off-premise outlets, adjusting for population over 
15 years and socio-economic status, in Perth Metropolitan Area, at postcode-level, between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.007* 1.005 1.010 1.007* 1.005 1.010 
Count of off-premise outlets 0.974* 0.946 0.999 0.987 0.962 1.012 
On-premise sales#/outlet 1.028 0.982 1.078 1.024 0.975 1.075 
Off-premise sales#/outlet 1.020* 1.004 1.036 1.022* 1.005 1.038 
SEIFA quartile 1^ 1.000 
  
1.000 
  SEIFA quartile 2 0.882* 0.808 0.977 0.916 0.832 1.012 
SEIFA quartile 3 0.791* 0.705 0.919 0.804* 0.712 0.920 
SEIFA quartile 4 0.909 0.785 1.143 0.879 0.748 1.066 
ERP 15+  (exposure) 
 
(exposure) 





As shown in Table 7.17, an additional on-premise outlet per postcode was associated 
with a 1% increase in Night2 and Weekend Night2 injuries per year and an increase of 
10,000l in off-premise sales per outlet at postcode-level was associated with an increase of 
1.9% in Weekend Night2 injuries. An additional one off-premise outlet was associated with 
a 5.2% decrease in Night2 injuries. 
The following ABS variables were also significant predictors of Night2 injuries between 
2002/03 and 2009/10 (see Table 7.17): SEIFA level four (the highest level) with a 34% 
higher risk of Night2 injury compared to the lowest SEIFA level, and higher percentage of 
Indigenous residents (IRR=1.281 and 1.246 for the models using Night2 and Weekend 
Night2 injuries respectively). Higher proportions of males and young males per postcode 
were negatively associated with alcohol-related injury. 
Table 7.17: Panel model results for sales and counts of on- and off-premise outlets, adjusting for demographic 
and socio-economic status, in Perth Metropolitan Area, at postcode-level, between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.010* 1.006 1.012 1.010* 1.006 1.013 
Count of off-premise outlets 0.948* 0.924 0.977 0.962* 0.935 0.990 
On-premise sales#/outlet 1.029 0.986 1.075 1.026 0.979 1.075 
Off-premise sales#/outlet 1.018* 1.004 1.033 1.019* 1.004 1.035 
SEIFA quartile 1^ 1.000 
  
1.000 
  SEIFA quartile 2 0.992 0.900 1.084 1.023 0.922 1.123 
SEIFA quartile 3 1.054 0.915 1.202 1.049 0.904 1.203 
SEIFA quartile 4 1.336* 1.116 1.600 1.285* 1.062 1.549 
Unemployment% 0.993 0.983 1.003 0.975 0.964 0.987 
Indigenous% 1.281* 1.196 1.344 1.246* 1.172 1.325 
Young males% 0.966* 0.942 0.985 0.962* 0.939 0.985 
Male/female% 0.986* 0.981 0.995 0.989* 0.983 0.996 
Mean age 0.983* 0.973 0.993 0.992 0.981 1.003 
ERP 15+ (exposure) 
 
(exposure) 
 # Sales in 10,000 litres * p<0.05 ^Reference group ERP 15+: Estimated Resident Population 15 years 
and older 
7.3.6 Base models with buffer zones from geographic centroid 
The adjusted model (Table 7.17) was performed using the following alternative alcohol 
availability variables: counts of outlets and sales per outlets in buffers 1km (Table 7.18 – 415 
observations), 2km (Table 7.19 – 588 observations) and 5km (Table 7.20 – 775 
observations) from the geographic centroid of the postcodes.  
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As indicated in Table 7.18, associations between sales and counts of outlets within 1km 
of the geographic centroid of the postcode and alcohol-related injury were not significantly 
associated with both measures of alcohol-related injury 
The adjusted relationship between alcohol availability and injury by buffer from centroid 
at postcode-level appeared complex and merited further investigation, and is discussed 
further in 7.2.7 and 8.2.5. 
All postcode-level models using buffer zones demonstrate that postcodes with higher 
percentages of Indigenous residents and in highest level of SEIFA (SEIFA quartile 4) were 
both associated with increased risk of alcohol-related injury. 
Table 7.18: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic 
centroid, adjusting for demographic and socio-economic status, in Perth Metropolitan Area, at postcode-level, 
between 2002/03 and 2009/10 
Within 1km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.004 0.999 1.008 1.004 1.000 1.008 
Count of off-premise outlets 0.930 0.853 1.014 0.973 0.904 1.048 
On-premise sales#/outlet 1.006 0.987 1.025 0.993 0.971 1.015 
Off-premise sales#/outlet 1.008 0.996 1.020 1.004 0.991 1.018 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.037 0.938 1.147 1.042 0.948 1.145 
SEIFA quartile 3 0.961 0.786 1.176 0.969 0.812 1.155 
SEIFA quartile 4 1.202 0.961 1.504 1.162 0.954 1.415 
Unemployment% 0.969* 0.961 0.977 0.984* 0.975 0.993 
Indigenous% 1.244* 1.124 1.378 1.185* 1.089 1.291 
Young males% 0.956* 0.928 0.986 0.936* 0.911 0.961 
Male/female% 0.988 0.976 1.000 1.008 0.998 1.018 
Mean age 0.986* 0.975 0.997 0.986* 0.975 0.998 
ERP 15+ (exposure) 
 
(exposure) 





Models comprising outlets and sales within a 2km buffer from the postcode centroid 
(Table 7.19) showed a significant and strongly positive association between injury and on-
premise sales per outlet, with an increase of 10,000l in on-premise sales per outlet associated 
with a 4.6 % increase in Weekend Night2 injury. An increase of one on-premise outlet was 
associated with a 0.8% increase in Weekend Night2 injuries. 
Table 7.19: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic 
centroid, adjusting for demographic and socio-economic status, in Perth Metropolitan Area, at postcode-level, 
between 2002/03 and 2009/10 
Within 2km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.005* 1.000 1.010 1.008* 1.002 1.013 
Count of off-premise outlets 1.013 0.975 1.053 0.985 0.944 1.028 
On-premise sales#/outlet 1.039* 1.009 1.071 1.046* 1.013 1.081 
Off-premise sales#/outlet 1.008 0.995 1.021 1.004 0.990 1.019 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.061 0.952 1.183 1.086 0.968 1.219 
SEIFA quartile 3 1.107 0.920 1.333 1.120 0.920 1.364 
SEIFA quartile 4 1.509* 1.211 1.881 1.516* 1.198 1.919 
Unemployment% 0.955* 0.947 0.963 0.948* 0.939 0.956 
Indigenous% 1.478* 1.340 1.631 1.487* 1.334 1.657 
Young males% 1.017 0.986 1.049 1.015 0.981 1.050 
Male/female% 0.966* 0.954 0.978 0.962* 0.949 0.976 
Mean age 0.999 0.988 1.011 0.997 0.984 1.010 
ERP 15+ (exposure) 
 
(exposure) 





Interestingly, when examining availability within a 5km buffer from the postcode 
centroid (Table 7.20), a significant and strong positive association was found between injury 
and both counts and sales at off-premise outlets. An increase of 10,000l in off-premise sales 
per outlet was associated with a 3.8% increase in Night2 injuries, and an increase of one off-
premise outlet was associated with a 2.8% increase in Night2 injuries.  
Table 7.20: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic 
centroid, adjusting for demographic and socio-economic status, in Perth Metropolitan Area, at postcode-level, 
between 2002/03 and 2009/10 
Within 5km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.999 0.998 1.000 0.999 0.998 1.000 
Count of off-premise outlets 1.028* 1.013 1.042 1.020* 1.004 1.036 
On-premise sales#/outlet 1.054 0.945 1.175 1.120 0.997 1.257 
Off-premise sales#/outlet 1.038* 1.020 1.058 1.036* 1.015 1.057 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.953 0.852 1.066 0.984 0.874 1.107 
SEIFA quartile 3 0.838* 0.712 0.986 0.855 0.718 1.018 
SEIFA quartile 4 1.134 0.935 1.376 1.170 0.949 1.444 
Unemployment% 0.960* 0.951 0.968 0.949* 0.940 0.958 
Indigenous% 0.988 0.973 1.004 0.982 0.965 1.000 
Young males% 1.025 0.997 1.054 1.029 0.998 1.060 
Male/female% 0.973* 0.964 0.982 0.972* 0.961 0.982 
Mean age 1.011 0.999 1.023 1.009 0.996 1.023 
ERP 15+ (exposure) 
 
(exposure) 
  # Sales in 10,000 litres * p<0.05 ^Reference group ERP 15+: Estimated Resident Population 15 years 
and older 
7.3.7 Regression models including zones from the CBD 
It was hypothesised that the relationship between alcohol availability and alcohol-related 
injury might vary because of differences in the road network and the distances and patterns 
of travel across the Perth Metropolitan Area. For example, those living in a postcode near the 
Central Business District (CBD), such as 6008 (Subiaco) or 6101 (East Victoria Park), would 
only need to travel short distances to reach the many on-premise outlets (restaurants and 
nightclubs) located in or near these postcodes. However, travel times are longer within these 
inner postcodes compared to travelling the same distance in outer postcodes because of 
increased congestion, and a road structure which requires more controlled intersections 
[435]. 
Using a framework suggested by Luk et al., Perth was divided into: the CBD, inner 
postcodes (outside the CBD but within 7km of the CBD), middle postcodes (7km to 15km 
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from the CBD), and outer postcodes (more than 15km from the CBD) [435]. These four area 
categories were based on the distance between a pair of signals (that is, controlled 
intersections), also known as a road link. Within the CBD, the link length was approximately 
300m. The link lengths for the inner, middle and outer postcodes and suburbs were 300m to 
1,000m, 1,000m to 1.5km and more than 1.5km respectively. This framework provided a 
method of controlling for any spatial heterogeneity across the region (see 4.7.1). 
In the absence of an objective definition of CBD for Perth,  two potential definitions 
were explored: firstly defining the Perth CBD as Perth City (postcode 6000), and secondly 
basing the definition on a map of the CBD published by Landgate [399], which consisted of  
Perth City (6000), Northbridge (6003), East Perth (6004) and West Perth (6005). Both of 
these definitions were used in model development. The definition using only the postcode 
6000 was referred to as ‘CBD’ while the definition including postcodes 6000, 6003, 6004 
and 6005 was named ‘big CBD’. The models using the big CBD were generally poor, and 
several models did not converge (see Appendix 10.10). As a result, only statistical models 
using ‘CBD’ were reported in this chapter. 
The CBD consisted of eight sets of postcode data (one postcode, 6000, over eight 
financial years). In the final dataset, the inner postcodes consisted of 160, the middle 
postcodes of 279 and the outer postcodes of 489 postcode units over the eight year period.  
Model stratifying by zone from the CBD 
The four tables below demonstrated the models stratified by distance from the CBD 
for all sales and outlet counts (Tables 7.21), and for outlets within 1km (Tables 7.22), within 
2km (Tables 7.23) and within 5km (Tables 7.24) of the geographic centroid of the postcode. 
The suburb-level models and models for the shorter time series are reported in 10.10. 
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The models using total counts of outlets and sales per outlets at postcode-level 
(Table 7.21 to 7.23) showed significant positive associations between counts of on-premise 
outlets and alcohol-related injury outcome variables, and significant negative associations 
between counts of off-premise outlets and measures of alcohol-related injury. In the zone 
including postcodes between the CBD and 7km from the CBD (Table 7.21 - 157 
observations), a further on-premise outlet was significantly associated with a 0.9% increase 
in Weekend Night2 injuries.  
Table 7.21: Panel model results for sales and counts of on- and off-premise outlets, from the CBD to 7km from 
CBD, adjusting for demographic and socio-economic status, at postcode-level, in Perth Metropolitan Area 
between 2002/03 and 2009/10 
CBD to 7km Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.006* 1.001 1.012 1.009* 1.003 1.014 
Count of off-premise outlets 0.926* 0.879 0.976 0.939* 0.887 0.994 
On-premise sales#/outlet 1.008 0.871 1.167 0.946 0.788 1.135 
Off-premise sales#/outlet 0.983 0.955 1.012 0.967 0.933 1.002 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.882 0.619 1.256 0.887 0.638 1.234 
SEIFA quartile 3 0.947 0.651 1.378 0.951 0.662 1.368 
SEIFA quartile 4 0.988 0.656 1.489 0.921 0.605 1.402 
Unemployment% 0.997 0.980 1.014 0.990 0.969 1.012 
Indigenous% 1.151* 1.006 1.316 1.135 0.993 1.297 
Young males% 1.040 0.979 1.104 1.009 0.951 1.070 
Male/female% 1.014* 1.003 1.025 1.014* 1.003 1.024 
Mean age 1.053 0.941 1.177 1.128 0.990 1.286 
ERP 15+ (exposure) 
  
(exposure) 





In the zone of postcodes between 7km to 15km from the CBD (Table 7.22 - 252 
observations), off-premises sales per outlet were significantly associated with alcohol-related 
injury: a 10,000l increase in off-premises sales per outlet was associated with a 2.4% 
increase in Night2 and Weekend Night2 injuries. 
Table 7.22: Panel model results for sales and counts of on- and off-premise outlets, from 7km to15km from CBD, 
adjusting for demographic and socio-economic status, at postcode-level, in Perth Metropolitan Area between 
2002/03 and 2009/10 
7km to 15km from CBD Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.004 0.996 1.011 1.005 0.997 1.013 
Count of off-premise outlets 1.004 0.970 1.039 0.995 0.963 1.029 
On-premise sales#/outlet 0.988 0.945 1.032 0.979 0.930 1.030 
Off-premise sales#/outlet 1.024* 1.004 1.044 1.024* 1.001 1.048 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.090 0.954 1.244 1.073 0.923 1.247 
SEIFA quartile 3 0.940 0.739 1.195 0.964 0.751 1.237 
SEIFA quartile 4 0.976 0.755 1.262 0.984 0.756 1.282 
Unemployment% 0.995 0.986 1.003 0.990 0.980 1.000 
Indigenous% 1.128* 1.037 1.226 1.121* 1.030 1.221 
Young males% 0.943* 0.909 0.978 0.940* 0.903 0.978 
Male/female% 0.991 0.975 1.007 0.997 0.980 1.014 
Mean age 0.988* 0.977 0.999 0.987 0.974 1.000 
ERP 15+ (exposure) 
 
(exposure) 





In the zone encompassing postcodes 15km or more from the CBD (Table 7.23 - 301 
observations), both the count and sales of on-premise outlets were significantly and 
positively associated with Weekend Night2 injury (count of on-premise outlet: IRR 1.021; 
on-premise sales per outlet: IRR 1.255). Counts of off-premise outlets were significantly 
associated with a 10.7% decrease in Night2 injury. In addition, there was a strongly positive 
association between the postcodes within the highest SEIFA level, and alcohol-related 
injury. 
The positive association between postcodes with high proportions of residents of 
Indigenous origin and alcohol-related injury was evident across all zones from the CBD. 
Table 7.23: Panel model results for sales and counts of on- and off-premise outlets, beyond 15km from CBD, 
adjusting for demographic and socio-economic status, at postcode-level, in Perth Metropolitan Area between 
2002/03 and 2009/10 
15km+ from CBD Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.021* 1.013 1.030 1.021* 1.012 1.029 
Count of off-premise outlets 0.893* 0.853 0.936 0.905* 0.864 0.949 
On-premise sales#/outlet 1.205* 1.081 1.342 1.255* 1.124 1.402 
Off-premise sales#/outlet 1.017 0.992 1.042 1.021 0.997 1.046 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.936 0.818 1.073 0.999 0.869 1.148 
SEIFA quartile 3 0.981 0.806 1.193 1.035 0.848 1.263 
SEIFA quartile 4 1.421* 1.078 1.874 1.448* 1.095 1.914 
Unemployment% 0.963* 0.944 0.982 0.954* 0.934 0.975 
Indigenous% 1.516* 1.370 1.676 1.500* 1.346 1.673 
Young males% 0.965* 0.932 0.999 0.961* 0.928 0.996 
Male/female% 0.966* 0.954 0.977 0.966* 0.954 0.978 
Mean age 0.991 0.966 1.016 0.994 0.969 1.020 
ERP 15+ (exposure) 
 
(exposure) 





Models for outlet counts and sales within 1km of the geographic centroid of the 
geographic area are displayed in Tables 7.24 to 7.26. At postcode-level, between the CBD 
and 7km from the CBD (Table 7.24 - 149 observations), associations between alcohol-
related injury and count of on-premise outlets were positive and significant (Weekend 
Night2 IRR 1.009). However, an increase in off-premise outlets was negatively associated 
with alcohol-related injuries (an increase of 10,000l in off-premise sales per outlet was 
associated with a 10% decrease in Weekend Night2 injuries).  
Table 7.24: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic 
centroid, for postcodes from the CBD to 7km from the CBD, adjusting for demographic and socio-economic 
status, at postcode-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
Within 1km of centroid Night2 injuries Weekend Night2 injuries 
CBD to 7km IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.007* 1.003 1.011 1.009* 1.004 1.013 
Count of off-premise outlets 0.901* 0.827 0.981 0.896* 0.818 0.983 
On-premise sales#/outlet 1.012 0.941 1.087 1.004 0.921 1.094 
Off-premise sales#/outlet 0.979 0.953 1.006 0.988 0.958 1.020 
SEIFA quartile 1^ 1.000 
  
1.000 
  SEIFA quartile 2 1.354 0.853 2.150 1.288 0.793 2.091 
SEIFA quartile 3 1.597 0.952 2.679 1.489 0.845 2.624 
SEIFA quartile 4 1.714 0.981 2.996 1.566 0.836 2.932 
Unemployment% 1.000 0.984 1.017 0.991 0.970 1.012 
Indigenous% 1.360* 1.150 1.607 1.302* 1.073 1.581 
Young males% 0.992 0.936 1.052 0.975 0.919 1.035 
Male/female% 1.013* 1.003 1.023 1.012* 1.002 1.023 
Mean age 1.047 0.945 1.160 1.075 0.948 1.219 
ERP 15+ (exposure) 
 
(exposure) 





Conversely, in the postcodes between 7km and 15km from the CBD (Table 7.25 - 
145 observations), the count of off-premise outlets was positively associated with injury 
(each additional off-premise outlet was associated with up to a 13% increase in alcohol-
related injuries).  
Table 7.25: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic 
centroid, for postcodes from 7km to 15km from the CBD, adjusting for demographic and socio-economic status, 
at postcode-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
Within 1km of centroid Night2 injuries Weekend Night2 injuries 
7km to 15km from CBD IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.001 0.978 1.025 0.996 0.972 1.020 
Count of off-premise outlets 1.133* 1.003 1.280 1.105 0.981 1.246 
On-premise sales#/outlet 0.997 0.979 1.015 0.993 0.972 1.015 
Off-premise sales#/outlet 1.002 0.985 1.018 0.997 0.977 1.018 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.051 0.880 1.254 1.042 0.846 1.282 
SEIFA quartile 3 0.988 0.710 1.376 0.903 0.633 1.290 
SEIFA quartile 4 1.101 0.766 1.584 1.010 0.687 1.485 
Unemployment% 0.934* 0.913 0.955 0.924* 0.900 0.949 
Indigenous% 1.258* 1.094 1.447 1.180* 1.021 1.364 
Young males% 0.965 0.928 1.004 0.945* 0.904 0.989 
Male/female% 1.000 0.984 1.016 1.005 0.989 1.022 
Mean age 0.987* 0.977 0.997 0.986* 0.973 0.999 
ERP 15+ (exposure) 
 
(exposure) 





Alcohol availability variables and alcohol-related injury were not significantly 
associated in postcodes situated more than 15km from the CBD (Table 7.26 -113 
observations). The size of postcodes increases further from the CBD as population density 
decreases: this might explain the lack of significant associations for the smallest buffer zones 
from the geographic centroid.  
Further significant predictors of alcohol-related injury in postcodes across the zones 
were: the proportion of residents of Indigenous origin (all zones from CBD) and proportion 
of males (up to 7km and more than 15km from the CBD). 
Table 7.26: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic 
centroid, for postcodes beyond 15km from the CBD, adjusting for demographic and socio-economic status, at 
postcode-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
Within 1km of centroid Night2 injuries Weekend Night2 injuries 
15km+ from CBD IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.987 0.960 1.015 0.989 0.959 1.020 
Count of off-premise outlets 1.047 0.901 1.216 0.999 0.829 1.204 
On-premise sales#/outlet 0.960 0.896 1.028 0.968 0.895 1.046 
Off-premise sales#/outlet 1.012 0.991 1.034 1.013 0.990 1.037 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.968 0.863 1.085 1.035 0.919 1.166 
SEIFA quartile 3 0.783 0.584 1.049 0.844 0.597 1.192 
SEIFA quartile 4 1.003 0.752 1.338 1.053 0.737 1.505 
Unemployment% 1.019 0.999 1.039 1.011 0.988 1.034 
Indigenous% 1.426* 1.234 1.649 1.420* 1.189 1.695 
Young males% 0.932* 0.890 0.976 0.925* 0.881 0.971 
Male/female% 1.045* 1.026 1.065 1.041* 1.018 1.065 
Mean age 1.082 1.000 1.172 1.091 0.990 1.203 
ERP 15+ (exposure) 
 
(exposure) 





The results for the statistical models including alcohol outlets within 2km on the 
geographic centroid by zone from the Perth CBD are shown in Tables 7.27 to 7.29. The 
model for postcodes between the CBD and 7km from the CBD (Table 7.27 - 160 
observations) showed significant positive associations between counts of on-premise outlets 
and measures of alcohol-related injury (Night2 IRR: 1.009; Weekend Night2 IRR: 1.011).  
Table 7.27: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic 
centroid, for postcodes from the CBD to 7km from the CBD, adjusting for demographic and socio-economic 
status, at postcode-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
Within 2km of centroid Night2 injuries Weekend Night2 injuries 
CBD to 7km IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.009* 1.004 1.014 1.011* 1.006 1.017 
Count of off-premise outlets 0.964 0.927 1.003 0.959* 0.921 0.999 
On-premise sales#/outlet 0.973 0.914 1.035 0.993 0.924 1.068 
Off-premise sales#/outlet 0.975 0.948 1.003 0.959* 0.926 0.994 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.705 0.496 1.003 0.735 0.519 1.041 
SEIFA quartile 3 0.790 0.546 1.143 0.864 0.596 1.253 
SEIFA quartile 4 0.785 0.528 1.167 0.843 0.560 1.269 
Unemployment% 1.007 0.997 1.018 1.003 0.990 1.016 
Indigenous% 1.109 0.980 1.257 1.114 0.980 1.267 
Young males% 1.009 0.951 1.070 0.982 0.927 1.040 
Male/female% 1.013* 1.002 1.024 1.011 1.000 1.021 
Mean age 1.061 0.957 1.177 1.134* 1.003 1.282 
ERP 15+ (exposure) 
 
(exposure) 





Alcohol availability variables and alcohol-related injury were not significantly 
associated in postcodes between 7km and 15km from the CBD (Table 7.28 - 241 
observations).  
Table 7.28: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic 
centroid, for postcodes from 7km to15km from the CBD, adjusting for demographic and socio-economic status, 
at postcode-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
Within 2km of centroid Night2 injuries Weekend Night2 injuries 
7km to 15km from CBD IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.010 0.990 1.030 1.009 0.989 1.030 
Count of off-premise outlets 1.018 0.972 1.067 1.016 0.968 1.066 
On-premise sales#/outlet 1.011 0.979 1.045 1.018 0.980 1.056 
Off-premise sales#/outlet 1.006 0.990 1.023 1.003 0.985 1.022 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.004 0.888 1.136 0.989 0.853 1.145 
SEIFA quartile 3 0.853 0.680 1.068 0.874 0.687 1.111 
SEIFA quartile 4 0.968 0.764 1.225 0.968 0.755 1.241 
Unemployment% 0.961* 0.952 0.971 0.957* 0.945 0.968 
Indigenous% 1.198* 1.103 1.301 1.159* 1.066 1.260 
Young males% 0.958* 0.925 0.991 0.948* 0.912 0.985 
Male/female% 0.991 0.977 1.006 1.001 0.986 1.015 
Mean age 0.987* 0.977 0.998 0.986* 0.973 0.998 
ERP 15+ (exposure) 
 
(exposure) 





In postcodes beyond 15km from the CBD (Table 7.29 - 179 observations), an 
additional 10,000l of sales per on-premise outlet was associated with a 7.4% increase in 
Weekend Night2 injury risk, while counts of off-premise outlets were associated with an 
18% decrease in risk of Weekend Night2 injury.  
Postcodes beyond 7km from the CBD with higher proportions of unemployed and 
young male inhabitants were negatively associated with alcohol-related injury compared to 
postcodes in the lowest SEIFA. Postcodes beyond 15km with a higher proportion of 
residents of Indigenous origin were positively associated with alcohol-related injury. The 
proportion of males and mean age in postcodes had varying associations with injury in 
different zones from the CBD. 
Table 7.29: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic 
centroid, for postcodes beyond 15km from the CBD, adjusting for demographic and socio-economic status, at 
postcode-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
15km+ from CBD Night2 injuries Weekend Night2 injuries 
Within 2km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.006 0.970 1.044 1.013 0.973 1.054 
Count of off-premise outlets 0.845* 0.752 0.949 0.819* 0.725 0.926 
On-premise sales#/outlet 1.069* 1.016 1.126 1.074* 1.017 1.134 
Off-premise sales#/outlet 1.009 0.985 1.034 1.007 0.982 1.032 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.077 0.935 1.241 1.114 0.961 1.291 
SEIFA quartile 3 0.908 0.688 1.199 0.978 0.731 1.308 
SEIFA quartile 4 1.357 0.954 1.931 1.420 0.987 2.044 
Unemployment% 1.022* 1.003 1.041 1.011 0.991 1.031 
Indigenous% 1.371* 1.109 1.695 1.400* 1.128 1.739 
Young males% 0.966 0.917 1.018 0.974 0.921 1.029 
Male/female% 1.016 0.984 1.050 1.002 0.968 1.036 
Mean age 1.419* 1.274 1.581 1.377* 1.233 1.536 
ERP 15+ (exposure) 
 
(exposure) 





Tables 7.30 to 7.32 display the results of the statistical models using counts and sales 
of outlets situated within 5km of the geographic centroid of the postcode. Models for 
postcodes within 7km of the CBD (Table 7.30 - 160 observations) did not reveal significant 
associations between alcohol availability and alcohol-related injury. The exception was the 
significant negative association between on-premise sales per outlet and Weekend Night2 
(but not Night2) injury. This model showed that an increase in 10,000l per on-premise outlet 
was associated with a 48% decreased risk of Weekend Night2 injuries; however, the 
confidence interval was wide.  
Table 7.30: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic 
centroid, for postcodes from the CBD to 7km from the CBD, adjusting for demographic and socio-economic 
status, at postcode-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
Within 5km of centroid Night2 injuries Weekend Night2 injuries 
CBD to 7km IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.998 1.001 0.999 0.997 1.001 
Count of off-premise outlets 0.992 0.969 1.016 0.996 0.970 1.023 
On-premise sales#/outlet 0.814 0.572 1.158 0.521* 0.334 0.813 
Off-premise sales#/outlet 0.966 0.894 1.045 0.908 0.823 1.002 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.926 0.597 1.435 0.973 0.631 1.500 
SEIFA quartile 3 1.049 0.665 1.655 1.126 0.709 1.789 
SEIFA quartile 4 1.052 0.646 1.712 1.061 0.640 1.758 
Unemployment% 1.003 0.992 1.015 0.995 0.981 1.008 
Indigenous% 1.110 0.953 1.292 1.159 0.987 1.360 
Young males% 1.006 0.937 1.081 0.982 0.908 1.062 
Male/female% 1.028* 1.013 1.043 1.030* 1.015 1.046 
Mean age 1.008 0.899 1.131 1.049 0.913 1.206 
ERP 15+ (exposure) 
 
(exposure) 





Statistical models for postcodes in the zone between 7km to 15km (Table 7.31 - 259 
observations) demonstrated that the count of on-premise outlets was associated with a small 
increase in risk of Night2 injuries (IRR: 1.003).  
Table 7.31: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic 
centroid, for postcodes from 7km to 15km from the CBD, adjusting for demographic and socio-economic status, 
at postcode-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
Within 5km of centroid Night2 injuries Weekend Night2 injuries 
7km to 15km from CBD IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.003 1.000 1.005 1.002 0.999 1.004 
Count of off-premise outlets 0.995 0.983 1.008 0.994 0.981 1.008 
On-premise sales#/outlet 0.977 0.864 1.105 0.987 0.860 1.133 
Off-premise sales#/outlet 1.014 0.983 1.045 1.004 0.969 1.040 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.972 0.865 1.092 0.968 0.847 1.106 
SEIFA quartile 3 0.824 0.674 1.008 0.854 0.686 1.063 
SEIFA quartile 4 0.895 0.719 1.115 0.929 0.733 1.177 
Unemployment% 0.964* 0.953 0.974 0.957* 0.944 0.969 
Indigenous% 1.144* 1.063 1.232 1.130* 1.044 1.223 
Young males% 0.956* 0.924 0.989 0.946* 0.910 0.982 
Male/female% 0.996 0.982 1.011 0.998 0.981 1.015 
Mean age 0.988* 0.978 0.998 0.987* 0.974 0.999 
ERP 15+ (exposure) 
 
(exposure) 





In postcodes more than 15km from the CBD (Table 7.32 - 348 observations), an 
increase in 10,000l of sales per on-premise outlet was associated with a 16.3% increase in 
Weekend Night2 injuries, while an increase of one off-premise outlet per postcode was 
associated with a 4.7% decrease in risk of Weekend Night injury. 
Postcodes within 7km of the CBD containing a higher proportion of males were 
significantly associated with higher risk of alcohol-related injury. Models for postcodes 
located beyond 7km from the CBD indicated positive associations between alcohol-related 
injuries and the proportion of Indigenous residents in the postcode, but negative associations 
with mean age and proportion on unemployed inhabitants. 
Table 7.32: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic 
centroid, for postcodes beyond 15km from the CBD, adjusting for demographic and socio-economic status, at 
postcode-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
Within 5km of centroid Night2 injuries Weekend Night2 injuries 
15km+ from CBD IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.003 1.000 1.005 1.002 1.000 1.005 
Count of off-premise outlets 0.946* 0.923 0.969 0.953* 0.929 0.978 
On-premise sales#/outlet 1.074 0.951 1.212 1.163* 1.023 1.322 
Off-premise sales#/outlet 1.018 0.996 1.041 1.022 0.998 1.047 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.974 0.864 1.098 1.013 0.890 1.152 
SEIFA quartile 3 0.862 0.718 1.036 0.867 0.713 1.055 
SEIFA quartile 4 1.192 0.937 1.517 1.166 0.901 1.509 
Unemployment% 0.998 0.984 1.012 0.987 0.971 1.003 
Indigenous% 1.024* 1.016 1.033 1.021* 1.011 1.031 
Young males% 0.996 0.956 1.037 1.008 0.966 1.052 
Male/female% 0.997 0.988 1.006 0.994 0.984 1.005 
Mean age 1.349* 1.258 1.447 1.305* 1.204 1.415 
ERP 15+ (exposure) 
 
(exposure) 
  # Sales in 10,000 litres * p<0.05 ^Reference group ERP 15+: Estimated Resident Population 15 years 
and older 
Statistical models controlling for distance from CBD 
In the statistical models in this section, distance from the CBD was treated as a 
categorical variable. The zone of postcodes (and suburbs) beyond 15km from the CBD was 
the reference group as this was the largest group (containing 489 of 936 postcodes and 1,621 
of a total of 2,740 suburbs over the eight year period). The four tables below demonstrate the 
models: for all sales and outlet counts (Table 7.33), for those within 1km (Table 7.34), 




In Table 7.33, the models included the total outlet counts and sales per outlet in each 
postcode. The models showed positive significant relationships between the count of on-
premise outlets and alcohol-related injury: the addition of an on-premise outlet was 
associated with a 1.2% increase of Weekend Night2 injury. Models demonstrated positive 
significant associations with off-premise sales per outlet: an increase in 10,000l of off-
premise sales per outlet was significantly associated with a 1.9% increase in Night2 and 
Weekend Night2 injuries. Interestingly, an additional off-premise outlet at postcode-level 
was associated with a 4.6% drop in Weekend Night2 injuries– given that the reference zone 
was postcodes 15km from the CBD, this may have been related to additional off-premise 
outlets resulting in less driving and so lower exposure to alcohol-related road crashes. The 
postcodes between the CBD and 7km from the CBD were positively associated with Night2 
injury (IRR: 1.359). Postcodes in the highest SEIFA category and with a high proportion of 
Indigenous residents were significantly positively associated with alcohol-related injury. 
Table 7.33: Panel model results for sales and counts of on- and off-premise outlets, adjusting for demographic 
and socio-economic status, and distance from the CBD, in Perth Metropolitan Area, at postcode-level, between 
2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.009* 1.005 1.014 1.012* 1.008 1.017 
Count of off-premise outlets 0.945* 0.919 0.973 0.956* 0.930 0.982 
On-premise sales#/outlet 1.035 0.990 1.082 1.039 0.991 1.088 
Off-premise sales#/outlet 1.019* 1.004 1.034 1.019* 1.004 1.035 
15km+ from CBD^ 1.000 
 
1.000 
  7km to 15km from CBD 0.971 0.829 1.139 0.883 0.772 1.009 
CBD to 7km 1.359* 1.102 1.675 1.095 0.926 1.295 
CBD  0.970 0.362 2.601 0.459 0.200 1.052 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.990 0.900 1.089 1.009 0.914 1.114 
SEIFA quartile 3 1.054 0.917 1.212 1.025 0.889 1.183 
SEIFA quartile 4 1.352* 1.125 1.625 1.240* 1.024 1.503 
Unemployment% 0.983* 0.973 0.993 0.975* 0.963 0.986 
Indigenous% 1.298* 1.221 1.379 1.257* 1.181 1.338 
Young males% 0.967* 0.946 0.990 0.967* 0.945 0.990 
Male/female% 0.986* 0.979 0.993 0.988* 0.981 0.995 
Mean age 0.991 0.981 1.001 0.991 0.980 1.003 
ERP 15+ (exposure) 
 
(exposure) 





When the relationships between alcohol-related injury and outlet counts and sales 
within 1km of the geographic centroid of the postcode were modelled (Table 7.34), the count 
of on-premise outlets was positively and significantly associated with Weekend Night2 
injury: the addition of an on-premise outlet was associated with an increase in 0.9% in 
Weekend Night2 injuries. High proportions of Indigenous residents in postcodes were 
strongly associated with higher risk of injury, as were lower proportions of unemployed and 
young male inhabitants in a postcode.  
Table 7.34: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic 
centroid, adjusting for demographic and socio-economic status, and distance from the CBD, in Perth 
Metropolitan Area, at postcode-level, between 2002/03 and 2009/10 
Within 1km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.007* 1.003 1.011 1.009* 1.004 1.013 
Count of off-premise outlets 0.989 0.926 1.057 0.989 0.925 1.057 
On-premise sales#/outlet 0.998 0.979 1.018 0.994 0.973 1.016 
Off-premise sales#/outlet 1.003 0.990 1.015 1.003 0.990 1.017 
15km+ from CBD^ 1.000 
 
1.000 
  7km to 15km from CBD 0.858 0.733 1.004 0.830* 0.712 0.967 
CBD to 7km 0.963 0.808 1.149 0.858 0.728 1.010 
CBD  0.316* 0.128 0.780 0.186* 0.082 0.423 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.022 0.943 1.107 1.070 0.980 1.169 
SEIFA quartile 3 0.968 0.827 1.133 1.005 0.851 1.186 
SEIFA quartile 4 1.166 0.976 1.394 1.177 0.974 1.422 
Unemployment% 0.983* 0.971 0.994 0.975* 0.962 0.987 
Indigenous% 1.217* 1.129 1.313 1.214* 1.121 1.314 
Young males% 0.936* 0.914 0.958 0.937* 0.915 0.961 
Male/female% 1.010* 1.001 1.019 1.010* 1.001 1.019 
Mean age 0.989* 0.979 0.999 0.988 0.976 1.000 
ERP 15+ (exposure) 
 
(exposure) 





Models using a 2km buffer from the relevant geographic centroid (Table 7.35) 
suggested a positive significant association between alcohol-related injury and count of on-
premise outlets at postcode-level: one additional on-premise outlet was associated with a 1% 
increase in Weekend Night2 injuries. Further, an additional 10,000l of sales per on-premise 
outlet was associated with an increase of 3.5% in Night2 injuries and of 3.6% in Weekend 
Night2 injuries. Postcodes in the highest SEIFA category and with a higher proportion of 
Indigenous inhabitants were at significantly higher risk of alcohol-related injury, as were 
lower proportion of unemployed and young male residents.  
Table 7.35: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic 
centroid, adjusting for demographic and socio-economic status, and distance from the CBD, in Perth 
Metropolitan Area, at postcode-level, between 2002/03 and 2009/10 
Within 2km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.007* 1.001 1.013 1.010* 1.005 1.015 
Count of off-premise outlets 0.997 0.964 1.031 0.988 0.958 1.020 
On-premise sales#/outlet 1.035* 1.006 1.064 1.036* 1.007 1.066 
Off-premise sales#/outlet 1.008 0.994 1.023 1.007 0.992 1.021 
15km+ from CBD^ 1.000 
 
1.000 
  7km to 15km from CBD 1.050 0.856 1.287 0.879 0.758 1.021 
CBD to 7km 1.361* 1.023 1.809 1.020 0.835 1.246 
CBD  0.635 0.173 2.323 0.246* 0.092 0.660 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.000 0.909 1.101 1.027 0.930 1.133 
SEIFA quartile 3 0.969 0.825 1.138 0.986 0.840 1.157 
SEIFA quartile 4 1.282* 1.056 1.556 1.232* 1.013 1.498 
Unemployment% 0.974* 0.966 0.981 0.969* 0.961 0.978 
Indigenous% 1.313* 1.214 1.421 1.269* 1.177 1.367 
Young males% 0.972* 0.946 0.999 0.965* 0.940 0.992 
Male/female% 0.996 0.984 1.007 0.999 0.989 1.009 
Mean age 1.000 0.990 1.011 1.001 0.989 1.013 
ERP 15+ (exposure) 
 
(exposure) 





Finally, models using a 5km buffer around the geographic centroid (Table 7.36) indicated 
that an increase in 10,000l of off-premise sales was associated with a 3.3% increase in 
Weekend Night2 injuries. A high proportion of Indigenous residents in a postcode was 
significantly positively associated with alcohol-related injury. The CBD was strongly 
associated with increased risk of alcohol-related injury. 
 
Table 7.36: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic 
centroid, adjusting for demographic and socio-economic status, and distance from the CBD, in Perth 
Metropolitan Area, at postcode-level, between 2002/03 and 2009/10 
Within 5km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.999 1.001 1.000 0.999 1.001 
Count of off-premise outlets 0.996 0.984 1.008 1.000 0.988 1.011 
On-premise sales#/outlet 1.047 0.961 1.141 1.109* 1.015 1.212 
Off-premise sales#/outlet 1.032* 1.014 1.050 1.033* 1.013 1.052 
15km+ from CBD^ 1.000 
 
1.000 
  7km to 15km from CBD 1.072 0.888 1.294 0.950 0.804 1.123 
CBD to 7km 1.560* 1.127 2.161 1.229 0.931 1.622 
CBD  2.909* 1.345 6.292 2.063* 1.011 4.209 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.903* 0.829 0.983 0.924 0.845 1.011 
SEIFA quartile 3 0.765* 0.675 0.866 0.763* 0.673 0.865 
SEIFA quartile 4 0.955 0.817 1.116 0.922 0.787 1.080 
Unemployment% 0.971* 0.963 0.978 0.965* 0.957 0.973 
Indigenous% 1.024* 1.017 1.030 1.021* 1.013 1.028 
Young males% 0.980 0.957 1.004 0.983 0.959 1.008 
Male/female% 0.999 0.993 1.006 0.999 0.993 1.006 
Mean age 1.006 0.996 1.016 1.004 0.993 1.016 
ERP 15+ (exposure) 
 
(exposure) 




7.3.8 Comparison between postcode and suburb models 
The postcode models including all outlets and their sales in each postcode, all socio-
demographic variables and zones from the CBD (718 observations) were compared to the 
equivalent suburb models (790 observations) for 2002/03 to 2009/10 in Table 7.37. The 
associations between alcohol availability variables and measures of alcohol-related injury 
were similar for postcode and suburb models: counts of on-premise outlets and sales per off-
premise outlet were significantly associated with measures of alcohol-related injury. Counts 
of off-premise outlets were significantly negatively associated with alcohol-related injury at 
postcode, but not at suburb-level.  
On the whole, effect sizes were slightly smaller and confidence intervals were wider in 
suburb models. The latter observation could be explained by the smaller geographical size of 
outer suburbs61 and consequent statistical lower power of these models. This might be partly 
compensated for by the larger number of panels in the models in the suburb models (as there 
are more suburbs than postcodes in the Perth Metropolitan Area). 
As has been discussed earlier in this chapter, data was missing or zero in several 
suburbs, and suburb definitions were less consistent than postcode definitions across the 
different data sets. The postcode-level data was more consistent and accurate and so the rest 
of the models in this chapter used postcode as the geographic unit of analysis. 
                                                     
61 Postcodes cover much smaller areas near more densely populated areas and the CBD [427], 
approximating suburbs, but outer postcodes might contain three or more suburbs. 
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Table 7.37: Panel model results for sales and counts of on- and off-premise outlets, adjusting for demographic and socio-economic status, and distance from the CBD, in Perth Metropolitan 
Area, by postcode- and suburb-level, between 2002/03 and 2009/10 
 
Postcode Suburb Postcode Suburb 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.009* 1.005 1.014 1.003 0.998 1.009 1.012* 1.008 1.017 1.006 1.000 1.012 
Count of off-premise outlets 0.945* 0.919 0.973 0.999 0.949 1.051 0.956* 0.930 0.982 1.007 0.957 1.060 
On-premise sales#/outlet 1.035 0.990 1.082 0.995 0.964 1.026 1.039 0.991 1.088 0.991 0.957 1.025 
Off-premise sales#/outlet 1.019* 1.004 1.034 1.021* 1.004 1.038 1.019* 1.004 1.035 1.017 0.999 1.035 







  7km to 15km from CBD 0.971 0.829 1.139 0.965 0.844 1.103 0.883 0.772 1.009 0.897 0.791 1.018 
CBD to 7km 1.359* 1.102 1.675 1.112 0.929 1.331 1.095 0.926 1.295 0.942 0.796 1.115 
CBD  0.970 0.362 2.601 0.821 0.309 2.183 0.459 0.200 1.052 0.427 0.158 1.157 







  SEIFA quartile 2 0.990 0.900 1.089 1.083 0.949 1.237 1.009 0.914 1.114 1.165* 1.010 1.343 
SEIFA quartile 3 1.054 0.917 1.212 1.112 0.943 1.311 1.025 0.889 1.183 1.180 0.992 1.403 
SEIFA quartile 4 1.352* 1.125 1.625 1.143 0.946 1.381 1.240* 1.024 1.503 1.204 0.987 1.468 
Unemployment% 0.983* 0.973 0.993 1.141* 1.104 1.178 0.975* 0.963 0.986 1.142* 1.105 1.181 
Indigenous% 1.298* 1.221 1.379 1.072* 1.031 1.115 1.257* 1.181 1.338 1.063* 1.020 1.108 
Young males% 0.967* 0.946 0.990 0.984 0.953 1.016 0.967* 0.945 0.990 0.982 0.950 1.014 
Male/female% 0.986* 0.979 0.993 0.998 0.997 1.000 0.988* 0.981 0.995 0.999 0.997 1.001 
Mean age 0.991 0.981 1.001 1.040* 1.020 1.060 0.991 0.980 1.003 1.026* 1.006 1.045 
ERP 15+ (exposure) 
 
(exposure)  (exposure)  (exposure) 





7.3.9 Comparison between two time series 
As discussed in Chapter four and earlier in this chapter, data was analysed using two 
time series: 2002/03 to 2009/10, and 2004/05 to 2009/10. The former dataset was missing 
ED presentations for the Joondalup Health Campus from July 2002 to July 2004. The 
2004/05 dataset contained data from all Perth public hospitals but statistical models using 
this dataset had considerably less statistical power as the dataset contained fewer panels or 
units of analysis (six years multiplied by the number of postcodes, compared to eight years 
multiplied by the number of postcodes – effectively 25% fewer panels in the shorter time 
period). Models using the smaller dataset were therefore less likely to identify true 
associations between alcohol availability variables (and other predictors), and measures of 
alcohol-related injury (i.e. Type II errors). 
A comparison between the two time periods is presented in Table 7.38 below. The 
models for the longer time period contained 718 observations, while the shorter time period 
contained 543 observations. Across both time periods and measures of alcohol-related injury, 
counts of on-premise outlets were significantly associated with alcohol-related injury. Sales 
per off-premise outlets were significantly associated with Night2 and Weekend Night2 injury 
between 2002/03 and 2009/10. The associations were in the same direction but not 
significant for the 2004/05 to 2009/10 time period. Previous research has indicated a 
significant positive association between off-premises sales and harms [22, 23, 365], 
suggesting that the model using the longer time series had elicited a true association. Counts 
of off-premise outlets were significantly negatively associated with harms in the longer time 
series. The associations were in the same direction but not significant for the shorter time 
series.  
Similarly, for the socio-economic and demographic postcode-level predictors, 
associations were in the same direction for both time periods but were not significant for the 
2004/05 time period.  
As the significant associations in the longer time series concurred with previous alcohol 
sales literature and had substantially more statistical power, the longer time series was used 





Table 7.38: Panel model results for sales and counts of on- and off-premise outlets, adjusting for demographic and socio-economic status, and distance from the CBD, in Perth Metropolitan 
Area, by postcode-level, comparing two time periods between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.009* 1.005 1.014 1.008* 1.005 1.012 1.012* 1.008 1.017 1.011* 1.008 1.014 
Count of off-premise outlets 0.945* 0.919 0.973 0.985 0.965 1.006 0.956* 0.930 0.982 0.983 0.963 1.004 
On-premise sales#/outlet 1.035 0.990 1.082 1.016 0.985 1.048 1.039 0.991 1.088 1.008 0.973 1.044 
Off-premise sales#/outlet 1.019* 1.004 1.034 1.007 0.997 1.018 1.019* 1.004 1.035 1.005 0.993 1.017 







  7km to 15km from CBD 0.971 0.829 1.139 0.797* 0.704 0.903 0.883 0.772 1.009 0.814* 0.725 0.913 
CBD to 7km 1.359* 1.102 1.675 0.915 0.793 1.056 1.095 0.926 1.295 0.862* 0.754 0.985 
CBD  0.970 0.362 2.601 0.508* 0.266 0.971 0.459 0.200 1.052 0.306* 0.166 0.564 







  SEIFA quartile 2 0.990 0.900 1.089 0.973 0.912 1.038 1.009 0.914 1.114 0.983 0.913 1.059 
SEIFA quartile 3 1.054 0.917 1.212 0.949 0.861 1.045 1.025 0.889 1.183 0.942 0.848 1.046 
SEIFA quartile 4 1.352* 1.125 1.625 0.959 0.840 1.094 1.240* 1.024 1.503 0.917 0.798 1.054 
Unemployment% 0.983* 0.973 0.993 1.002 0.996 1.008 0.975* 0.963 0.986 0.999 0.992 1.006 
Indigenous% 1.298* 1.221 1.379 1.110* 1.059 1.163 1.257* 1.181 1.338 1.101* 1.049 1.156 
Young males% 0.967* 0.946 0.990 0.990 0.967 1.014 0.967* 0.945 0.990 0.980 0.956 1.004 
Male/female% 0.986* 0.979 0.993 0.996 0.991 1.002 0.988* 0.981 0.995 0.998 0.992 1.003 
Mean age 0.991 0.981 1.001 1.009 0.982 1.036 0.991 0.980 1.003 0.993 0.968 1.018 
ERP 15+ (exposure) (exposure) (exposure) (exposure) 




7.3.10 Models with zones by median distance between traffic signals 
Luk and colleagues determined the zones from the Perth CBD based on several factors 
discussed in 4.7.1 [435]. The authors define the zones in terms of the distance between 
controlled intersections (the link length), so that: the link distance within the CBD was up to 
300m; the link distance in the inner suburbs was 300m to 1,000m; in the middle suburbs it 
was 1,000m to 1,500m; and in the outer suburbs, the link distance was greater than 1,500m 
(see 7.3.7). “Directions 2031 and Beyond” [454], the most recent metropolitan planning 
strategic framework62, describes the Perth Metropolitan Areas as having several strategic 
metropolitan areas: Armadale, Cannington, Fremantle, Joondalup, Morley, Midland, Stirling 
and Rockingham. These areas contain retail, office, community, entertainment, residential 
and employment activities, and frequent public transport. As business and retail ‘centres’ 
with characteristics in common with the main Perth CBD (such as road network structure 
and clustering of retail outlets, including alcohol outlets), it was hypothesised that certain 
centres might ‘behave’ similarly to the CBD and surrounding suburbs, despite being located 
further from the CBD.  
Using current road network and traffic signal shapefiles provided by Main Roads [438], 
the median distance between traffic signals was calculated for each postcode (and suburb – 
see 10.10.4), and then postcodes (and suburbs) were allocated to a traffic signal zone. The 
traffic signal zone was an alternative categorical variable to ‘zone from the CBD’ in the 
models. The reference group was the postcodes with link distances of 1,500m or more (344 
of a total of 936 postcodes over the eight year period). The other three categories were 
postcodes with link distances of 1,000m to 1,500m (40 observations), 300m to 1,000m (432 
observations) and up to 300m (120 observations). Several of the models failed to converge, 
and generally the models were poorer than those using the CBD zones as defined by Luk et 
al. [435]. The models may have been limited by the use of current road network and traffic 
signal shapefiles, rather than separate shapefiles for each financial year. 
                                                     
62 Directions 2031 and Beyond [454]replaces the Stephenson-Hepburn  Plan (1955),  the Corridor 
Plan (1970), Metroplan (1990) and Network City (2004) 
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Stratifying by median distance between traffic signals 
Models stratifying for median traffic signal distance were constructed. The number 
of observations for each zone for each model type is indicated in Table 7.39 below. 
Table 7.39: Number of observations for each model type by zone of median distance between traffic signals, by 
postcode and financial year, in Perth Metropolitan Area between 2002/03 to 2009/10 
 
Count of observations 
Median distance between traffic signals All outlets 1km buffer 2km buffer 5km buffer 
Less than 300m 112 96 112 120 
300m to 1,000m 402 278 367 402 
1,000m to 1,500m Models did not converge 
1,500m or more 172 32 69 213 
The statistical models for postcodes with median link distances of less than 300m 
showed positive, significant associations between measures of injury and counts of on-
premise outlets for models with no buffer zones, and 1km and 2km buffers from the 




The non-buffer models (Tables 7.40 to 7.42) indicated that one additional on-
premise outlet was significantly associated with a 1.2% increase in Weekend Night2 and a 
1.1% increase in Night2 injuries in postcodes with median link distances of 300m to 1,000m 
(Table 7.41), and a stronger significant association in postcodes with median link distances 
of greater than 1,500m (Table 7.42 - Night2 IRR: 1.080). The non-buffer model for 
postcodes with link distances of between 1000m to 1500m did not converge. 
Table 7.40: Panel model results for sales and counts of on- and off-premise outlets, for postcodes with a median 
distance of up to 300m between traffic signals, adjusting for demographic and socio-economic status, in Perth 
Metropolitan Area between 2002/03 and 2009/10 
Median distance of up to 300m 
between traffic signals 
Night2 injuries Weekend Night2 injuries 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.011* 1.006 1.015 1.012* 1.007 1.017 
Count of off-premise outlets 0.875* 0.801 0.954 0.919 0.823 1.026 
On-premise sales#/outlet 1.006 0.937 1.080 0.990 0.904 1.083 
Off-premise sales#/outlet 0.998 0.959 1.038 0.996 0.947 1.048 
SEIFA quartile 1^ 1.000 
  
1.000 
  SEIFA quartile 2 1.169 0.539 2.536 1.286 0.531 3.115 
SEIFA quartile 3 0.794 0.451 1.395 0.772 0.405 1.470 
SEIFA quartile 4 0.768 0.419 1.409 0.665 0.328 1.347 
Unemployment% 0.975* 0.955 0.996 0.972* 0.946 0.999 
Indigenous% 1.118 0.857 1.459 1.017 0.727 1.423 
Young males% 1.196* 1.091 1.311 1.191* 1.057 1.343 
Male/female% 0.981* 0.965 0.998 0.979* 0.959 0.999 
Mean age 1.113 0.962 1.288 1.103 0.919 1.324 
ERP 15+ (exposure) 
 
(exposure) 





Table 7.41: Panel model results for sales and counts of on- and off-premise outlets, for postcodes with a median 
distance of 300m to 1,000m between traffic signals, adjusting for demographic and socio-economic status, in 
Perth Metropolitan Area between 2002/03 and 2009/10 
Median distance of 300m to 
1,000m between traffic signals 
Night2 injuries Weekend Night2 injuries 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.008* 1.002 1.014 1.009* 1.004 1.014 
Count of off-premise outlets 0.970 0.941 1.000 0.972 0.944 1.001 
On-premise sales#/outlet 1.056* 1.004 1.110 1.053 0.998 1.111 
Off-premise sales#/outlet 1.014 0.993 1.035 1.015 0.993 1.038 
SEIFA quartile 1^ 1.000 
  
1.000 
  SEIFA quartile 2 0.997 0.881 1.128 1.023 0.898 1.165 
SEIFA quartile 3 1.099 0.913 1.324 1.097 0.905 1.328 
SEIFA quartile 4 1.317* 1.043 1.664 1.250 0.981 1.594 
Unemployment% 0.995 0.985 1.005 0.989 0.977 1.000 
Indigenous% 1.303* 1.204 1.410 1.258* 1.159 1.366 
Young males% 0.925* 0.895 0.956 0.931* 0.901 0.961 
Male/female% 0.987 0.973 1.001 0.994 0.980 1.008 
Mean age 0.999 0.979 1.020 0.998 0.977 1.019 
ERP 15+ (exposure) 
 
(exposure) 
 # Sales in 10,000 litres * p<0.05 ^Reference group ERP 15+: Estimated Resident Population 15 years 
and older 
 
Table 7.42: Panel model results for sales and counts of on- and off-premise outlets, for postcodes with a median 
distance of 1,500m or more between traffic signals, adjusting for demographic and socio-economic status, in 
Perth Metropolitan Area between 2002/03 and 2009/10 
Median distance of 1,500m or 
more between traffic signals 
Night2 injuries Weekend Night2 injuries 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.080* 1.042 1.119 1.077* 1.034 1.122 
Count of off-premise outlets 0.899* 0.823 0.983 0.944 0.853 1.046 
On-premise sales#/outlet 1.081 0.945 1.236 1.086 0.933 1.265 
Off-premise sales#/outlet 1.014 0.994 1.035 1.009 0.985 1.034 
SEIFA quartile 1^ 1.000 
  
1.000 
  SEIFA quartile 2 0.964 0.841 1.105 0.988 0.847 1.151 
SEIFA quartile 3 0.888 0.715 1.103 0.898 0.706 1.142 
SEIFA quartile 4 1.564* 1.042 2.347 1.620* 1.021 2.571 
Unemployment% 0.960* 0.927 0.995 0.952* 0.916 0.989 
Indigenous% 1.202* 1.034 1.397 1.243* 1.035 1.492 
Young males% 1.021 0.982 1.062 1.011 0.967 1.056 
Male/female% 0.983* 0.968 0.998 0.981* 0.964 0.999 
Mean age 1.094 0.958 1.248 1.138 0.974 1.329 
ERP 15+ (exposure) 
 
(exposure) 





Table 7.43: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic 
centroid, for postcodes with a median distance of up to 300m between traffic signals, adjusting for demographic 
and socio-economic status, in Perth Metropolitan Area between 2002/03 and 2009/10 
Median distance of up to 300m 
between traffic signals Night2 injuries Weekend Night2 injuries 
Within 1km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.010* 1.006 1.015 1.012* 1.006 1.017 
Count of off-premise outlets 0.874* 0.790 0.967 0.900 0.785 1.031 
On-premise sales#/outlet 1.010 0.963 1.059 1.003 0.943 1.066 
Off-premise sales#/outlet 1.009 0.959 1.061 1.024 0.959 1.093 





SEIFA quartile 2 1.000 
   
1.000 
 SEIFA quartile 3 0.595 0.313 1.130 0.550 0.270 1.120 
SEIFA quartile 4 0.547 0.272 1.101 0.443* 0.201 0.973 
Unemployment% 0.989 0.973 1.004 0.986 0.966 1.006 
Indigenous% 1.010 0.754 1.354 0.889 0.609 1.296 
Young males% 1.274* 1.144 1.420 1.276* 1.113 1.463 
Male/female% 0.971* 0.952 0.991 0.969* 0.946 0.992 
Mean age 1.016 0.873 1.184 1.030 0.851 1.247 
ERP 15+ (exposure) (exposure) 
# Sales in 10,000 litres * p<0.05 ^Reference group ERP 15+: Estimated Resident Population 15 years 
and older 
 
Table 7.44: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic 
centroid, for postcodes with a median distance of between 300m and 1,000m between traffic signals, adjusting for 
demographic and socio-economic status, in Perth Metropolitan Area between 2002/03 and 2009/10 
Median distance of 300m to 
1,000m between traffic signals Night2 injuries Weekend Night2 injuries 
Within 1km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.001 0.985 1.017 1.001 0.984 1.018 
Count of off-premise outlets 0.956 0.869 1.052 0.925 0.835 1.026 
On-premise sales#/outlet 1.002 0.981 1.023 0.998 0.975 1.022 
Off-premise sales#/outlet 1.003 0.988 1.019 1.004 0.987 1.022 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.033 0.933 1.145 1.064 0.950 1.192 
SEIFA quartile 3 0.932 0.769 1.131 0.932 0.754 1.152 
SEIFA quartile 4 1.103 0.889 1.368 1.106 0.875 1.398 
Unemployment% 1.001 0.990 1.013 0.994 0.982 1.006 
Indigenous% 1.223* 1.107 1.351 1.207* 1.086 1.341 
Young males% 0.939* 0.912 0.967 0.942* 0.914 0.971 
Male/female% 1.017* 1.002 1.032 1.022* 1.007 1.038 
Mean age 1.133* 1.064 1.208 1.116* 1.046 1.191 
ERP 15+ (exposure) (exposure) 





Table 7.45: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic 
centroid, for postcodes with a median distance of 1,500m or more between traffic signals, adjusting for demo-
graphic and socio-economic status, in Perth Metropolitan Area between 2002/03 and 2009/10 
Median distance of 1,500m or 
more between traffic signals Night2 injuries Weekend Night2 injuries 
Within 1km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.159* 1.005 1.337 1.113 0.946 1.308 
Count of off-premise outlets 1.214 0.938 1.571 1.284 0.960 1.718 
On-premise sales#/outlet 1.382 0.942 2.027 1.258 0.809 1.956 
Off-premise sales#/outlet 1.004 0.984 1.025 1.000 0.976 1.024 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.839 0.697 1.010 0.926 0.748 1.148 
SEIFA quartile 3 1.000 
  
1.000 
  SEIFA quartile 4 1.450 0.942 2.232 1.948* 1.132 3.352 
Unemployment% 0.976 0.932 1.023 0.995 0.940 1.053 
Indigenous% 1.399 0.976 2.007 1.436 0.956 2.156 
Young males% 0.848 0.678 1.061 0.848 0.655 1.098 
Male/female% 0.929 0.842 1.024 0.860* 0.762 0.969 
Mean age 1.117 0.980 1.273 1.212* 1.031 1.424 
ERP 15+ (exposure) (exposure) 
# Sales in 10,000 litres * p<0.05 ^Reference group ERP 15+: Estimated Resident Population 15 years 
and older 
Table 7.46: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic 
centroid, for postcodes with a median distance of up to 300m between traffic signals, adjusting for demographic 
and socio-economic status, in Perth Metropolitan Area between 2002/03 and 2009/10 
Median distance of up to 300m 
between traffic signals Night2 injuries Weekend Night2 injuries 
Within 2km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.008* 1.004 1.013 1.009* 1.003 1.014 
Count of off-premise outlets 0.967 0.916 1.021 0.991 0.933 1.053 
On-premise sales#/outlet 0.974 0.909 1.044 0.978 0.895 1.070 
Off-premise sales#/outlet 1.007 0.956 1.062 0.991 0.926 1.060 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.898 0.337 2.394 1.077 0.411 2.825 
SEIFA quartile 3 0.603 0.289 1.260 0.593 0.288 1.221 
SEIFA quartile 4 0.562 0.257 1.228 0.499 0.225 1.107 
Unemployment% 0.984 0.968 1.000 0.980 0.961 1.000 
Indigenous% 1.024 0.771 1.361 0.942 0.656 1.353 
Young males% 1.223* 1.103 1.356 1.227* 1.077 1.398 
Male/female% 0.981 0.963 1.000 0.976* 0.955 0.998 
Mean age 1.124 0.964 1.310 1.100 0.912 1.326 
ERP 15+ (exposure) (exposure) 




Table 7.47: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic 
centroid, for postcodes with a median distance of 300m to 1,000m between traffic signals, adjusting for 
demographic and socio-economic status, in Perth Metropolitan Area between 2002/03 and 2009/10 
Median distance of 300m to 
1,000m between traffic signals Night2 injuries Weekend Night2 injuries 
Within 2km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.998 0.979 1.017 1.004 0.984 1.025 
Count of off-premise outlets 0.971 0.924 1.020 0.939* 0.889 0.993 
On-premise sales#/outlet 1.024 0.989 1.059 1.034 0.996 1.073 
Off-premise sales#/outlet 1.000 0.983 1.017 0.996 0.978 1.015 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.979 0.877 1.092 1.013 0.899 1.143 
SEIFA quartile 3 0.878 0.730 1.057 0.917 0.748 1.126 
SEIFA quartile 4 1.022 0.824 1.267 1.071 0.845 1.359 
Unemployment% 0.989* 0.979 0.998 0.983* 0.973 0.994 
Indigenous% 1.199* 1.077 1.335 1.206* 1.072 1.356 
Young males% 0.955* 0.922 0.988 0.956* 0.921 0.992 
Male/female% 1.005 0.989 1.021 1.004 0.987 1.022 
Mean age 1.244* 1.165 1.330 1.232* 1.144 1.327 
ERP 15+ (exposure) 
 
(exposure) 
  # Sales in 10,000 litres * p<0.05 ^Reference group ERP 15+: Estimated Resident Population 15 years 
and older 
Table 7.48: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic 
centroid, for postcodes with a median distance of 1,000m to 1,500m between traffic signals, adjusting for 
demographic and socio-economic status, in Perth Metropolitan Area between 2002/03 and 2009/10 
Median distance of 1,000m to 
1,500m between traffic signals Night2 injuries Weekend Night2 injuries 
Within 2km of centroid IRR 95% CI IRR 
95% 
CI 
Count of on-premise outlets 1.217 0.988 1.498 Not converge 
 Count of off-premise outlets 0.934 0.806 1.083 
   On-premise sales#/outlet 1.012 0.831 1.234 
   Off-premise sales#/outlet 1.015 0.962 1.070 
   SEIFA quartile 1^ 1.000 
    SEIFA quartile 2 1.000 
     SEIFA quartile 3 0.338 0.042 2.714 
   SEIFA quartile 4 1.607 0.229 11.291 
   Unemployment% 0.956 0.908 1.007 
   Indigenous% 1.543 0.706 3.368 
   Young males% 1.096 0.874 1.375 
   Male/female% 0.881* 0.829 0.936 
   Mean age 0.987* 0.977 0.998 
   ERP 15+ (exposure) 




Table 7.49: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic 
centroid, for postcodes with a median distance of beyond 1,500m between traffic signals, adjusting for 
demographic and socio-economic status, in Perth Metropolitan Area between 2002/03 and 2009/10 
Median distance of 1,500m or 
more between traffic signals Night2 injuries Weekend Night2 injuries 
Within 2km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.142 0.974 1.338 1.173* 1.007 1.368 
Count of off-premise outlets 0.739 0.523 1.046 0.714* 0.512 0.998 
On-premise sales#/outlet 1.010 0.925 1.102 1.006 0.920 1.099 
Off-premise sales#/outlet 1.002 0.980 1.025 1.000 0.976 1.024 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.948 0.773 1.163 0.974 0.794 1.195 
SEIFA quartile 3 1.016 0.688 1.500 1.004 0.693 1.455 
SEIFA quartile 4 2.012* 1.179 3.432 1.952* 1.180 3.230 
Unemployment% 1.000 0.954 1.049 1.000 0.955 1.047 
Indigenous% 1.083 0.878 1.335 1.113 0.910 1.361 
Young males% 1.156 0.973 1.373 1.115 0.933 1.333 
Male/female% 0.912* 0.837 0.995 0.886* 0.813 0.967 
Mean age 1.184* 1.020 1.373 1.168* 1.022 1.335 
ERP 15+ (exposure) 
    # Sales in 10,000 litres * p<0.05 ^Reference group ERP 15+: Estimated Resident Population 15 years 
and older 
 
In models including outlets within 5km of the postcode centroid, an increase in 
10,000l of on-premise sales was associated with a 23% increase in Weekend Night2 injury, 
in postcodes with a median link distance of more than 1,500m (Table 7.53). An additional 
on-premise outlet was associated with a 2.8% increase in Night2 injuries while an additional 
off-premise outlet was associated with a 7.6% decrease in Night2 injuries. Other zones of 
link distance were demonstrated similar or weaker associations than the CBD zone models. 
In all models for median link distance up to 300m (Table 7.50), postcodes with a 
higher proportion of young males were positively associated with alcohol-related injury. 
Models for postcodes with link distances between 300m and 1,000m (Table 7.51) indicated a 
positive association between postcodes with higher proportion of those of Indigenous origin 
and higher mean age, and alcohol-related injury. In models for median link distance of more 
than 1,500m (Table 7.53), several socio-demographic factors were positively associated with 
alcohol-related injury, particularly postcodes in the highest SEIFA category. 
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Table 7.50: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic 
centroid, for postcodes with a median distance of up to 300m between traffic signals, adjusting for demographic 
and socio-economic status, in Perth Metropolitan Area between 2002/03 and 2009/10 
Median distance of up to 300m 
between traffic signals Night2 injuries Weekend Night2 injuries 
Within 5km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.999 0.998 1.001 0.999 0.997 1.001 
Count of off-premise outlets 1.003 0.980 1.027 1.006 0.978 1.034 
On-premise sales#/outlet 0.705* 0.497 0.999 0.582* 0.376 0.901 
Off-premise sales#/outlet 0.975 0.866 1.098 0.903 0.775 1.052 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.884 0.403 1.941 1.133 0.542 2.371 
SEIFA quartile 3 0.693 0.332 1.449 0.793 0.408 1.544 
SEIFA quartile 4 0.766 0.356 1.650 0.834 0.412 1.691 
Unemployment% 0.976* 0.957 0.995 0.960* 0.939 0.982 
Indigenous% 1.112 0.813 1.523 1.238 0.850 1.802 
Young males% 1.163* 1.040 1.300 1.159* 1.010 1.330 
Male/female% 0.998 0.981 1.016 0.996 0.977 1.016 
Mean age 1.035 0.902 1.188 0.975 0.834 1.140 
ERP 15+ (exposure) (exposure) 
# Sales in 10,000 litres * p<0.05 ^Reference group ERP 15+: Estimated Resident Population 15 years 
and older 
 
Table 7.51: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic 
centroid, for postcodes with a median distance of 300m to 1,000m between traffic signals, adjusting for demo-
graphic and socio-economic status, in Perth Metropolitan Area between 2002/03 and 2009/10 
Median distance of 300m to 
1,000m between traffic signals Night2 injuries Weekend Night2 injuries 
Within 5km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.001 0.999 1.002 1.001 1.000 1.002 
Count of off-premise outlets 0.990 0.975 1.006 0.982* 0.967 0.998 
On-premise sales#/outlet 1.058 0.950 1.178 1.114 0.993 1.251 
Off-premise sales#/outlet 1.014 0.984 1.045 1.011 0.978 1.044 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.984 0.886 1.093 1.019 0.910 1.142 
SEIFA quartile 3 0.889 0.750 1.052 0.918 0.766 1.101 
SEIFA quartile 4 1.034 0.844 1.267 1.055 0.847 1.314 
Unemployment% 0.989* 0.980 0.998 0.983* 0.973 0.993 
Indigenous% 1.245* 1.145 1.354 1.223* 1.119 1.337 
Young males% 0.952* 0.923 0.983 0.955* 0.924 0.987 
Male/female% 1.007 0.993 1.020 1.006 0.991 1.021 
Mean age 1.170* 1.108 1.236 1.160* 1.093 1.231 
ERP 15+ (exposure) (exposure) 





Table 7.52: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic 
centroid, for postcodes with a median distance of 1,000m to 1,500m between traffic signals, adjusting for demo-
graphic and socio-economic status, in Perth Metropolitan Area between 2002/03 and 2009/10 
Median distance of 1,000m to 
1,500m between traffic signals Night2 injuries Weekend Night2 injuries 
Within 5km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.006 0.985 1.026 1.000 0.978 1.021 
Count of off-premise outlets 0.936 0.841 1.042 0.945 0.845 1.058 
On-premise sales#/outlet 1.387 0.693 2.778 1.021 0.489 2.130 
Off-premise sales#/outlet 1.022 0.945 1.105 0.981 0.901 1.067 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.000 
  
1.000 
  SEIFA quartile 3 0.420 0.092 1.913 0.517 0.103 2.597 
SEIFA quartile 4 2.083 0.535 8.114 2.953 0.698 12.494 
Unemployment% 0.922* 0.878 0.967 0.906* 0.861 0.955 
Indigenous% 1.800* 1.098 2.950 2.003* 1.185 3.384 
Young males% 1.005 0.835 1.210 1.051 0.867 1.273 
Male/female% 0.934* 0.875 0.997 0.940 0.878 1.007 
Mean age 0.984* 0.973 0.996 0.983* 0.970 0.997 
ERP 15+ (exposure) (exposure) 
# Sales in 10,000 litres * p<0.05 ^Reference group ERP 15+: Estimated Resident Population 15 years 
and older 
Table 7.53: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic 
centroid, for postcodes with a median distance of 1,500m or more between traffic signals, adjusting for demo-
graphic and socio-economic status, in Perth Metropolitan Area between 2002/03 and 2009/10 
Median distance of 1,500m or 
more between traffic signals Night2 injuries Weekend Night2 injuries 
Within 5km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.028* 1.007 1.048 1.025* 1.003 1.048 
Count of off-premise outlets 0.924* 0.881 0.969 0.933* 0.889 0.978 
On-premise sales#/outlet 1.138 0.984 1.315 1.229* 1.054 1.434 
Off-premise sales#/outlet 1.021* 1.002 1.039 1.020 0.999 1.041 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.912 0.797 1.044 0.921 0.791 1.074 
SEIFA quartile 3 0.794* 0.655 0.962 0.755* 0.611 0.932 
SEIFA quartile 4 1.311 0.971 1.769 1.162 0.859 1.573 
Unemployment% 0.957* 0.937 0.978 0.938* 0.913 0.963 
Indigenous% 1.026* 1.019 1.032 1.023* 1.015 1.031 
Young males% 1.262* 1.164 1.368 1.251* 1.137 1.376 
Male/female% 0.982* 0.974 0.990 0.983* 0.974 0.991 
Mean age 0.977 0.904 1.056 0.942 0.878 1.010 
ERP 15+ (exposure) 
 
(exposure) 





Statistical models controlling for median distance between traffic signals  
Models controlled by zone of median link distance are presented below at postcode-
level from 2002 to 2010 (Tables 7.54 to 7.57) and in the Appendix (10.10.4) for the shorter 
time series and at suburb-level. The models showed associations of similar directions to 
those controlling by zone from the CBD, but the associations were weaker and frequently 
either of borderline significance or not significant. 
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The strongest relationships were in the models using total counts of outlets and sales 
(Table 7.54). At postcode-level, significant associations were shown between Weekend 
Night2 injuries and both off-premise sales per outlet (IRR 1.020) and count of on-premise 
outlets (IRR: 1.009), while Weekend Night2 injuries were negatively associated with counts 
of off-premises outlets (IRR: 0.960). Night2 and Weekend Night2 injuries were also 
positively and significantly associated with the highest category of SEIFA and those 
postcodes with median link distance of up to 300m. Across both measures of alcohol related 
injury, postcodes with a higher proportion of residents of Indigenous origin were strongly 
associated with alcohol-related injury (Night2 IRR: 1.317, Weekend Night2 IRR: 1.288). 
Lower proportions of males and young males in a postcode were associated with higher risk 
of alcohol-related injury. 
Table 7.54: Panel model results for sales and counts of on- and off-premise outlets, adjusting for demographic 
and socio-economic status, and traffic signal zone, in Perth Metropolitan Area, by postcode-level, between 
2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.009* 1.006 1.012 1.009* 1.006 1.013 
Count of off-premise outlets 0.948* 0.921 0.976 0.960* 0.932 0.989 
On-premise sales#/outlet 1.027 0.984 1.072 1.023 0.977 1.072 
Off-premise sales#/outlet 1.019* 1.005 1.034 1.020* 1.004 1.036 
1,500m+ between traffic signals^ 1.000 
 
1.000 
  1,000m -1,500m between signals 0.592* 0.419 0.837 0.704* 0.505 0.981 
300m-1,000m between signals 0.858 0.721 1.021 0.892 0.752 1.057 
Up to 300m between signals 1.334* 1.049 1.697 1.225 0.970 1.547 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.996 0.908 1.092 1.026 0.929 1.132 
SEIFA quartile 3 1.055 0.920 1.210 1.048 0.907 1.211 
SEIFA quartile 4 1.359* 1.135 1.626 1.303* 1.079 1.574 
Unemployment% 0.984* 0.974 0.994 0.976* 0.965 0.987 
Indigenous% 1.317* 1.238 1.400 1.288* 1.206 1.374 
Young males% 0.973* 0.951 0.995 0.970* 0.947 0.993 
Male/female% 0.982* 0.975 0.989 0.984* 0.976 0.991 
Mean age 0.994 0.983 1.005 0.992 0.980 1.004 
ERP 15+ (exposure) 
 
(exposure) 





Postcode models for the three buffer zones from the centroid displayed similar but less 
significant associations between alcohol-related injury and alcohol availability variables, and 
similar associations with socio-demographic variables. Models including outlets within 1km 
of the geographic centroid (Table 7.55) demonstrated that an increase of one on-premise 
outlet was associated with a 0.4% increase in Weekend Night2 injury.  
Table 7.55: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic 
centroid, adjusting for demographic and socio-economic status, and traffic signal zone, at postcode-level, in Perth 
Metropolitan Area between 2002/03 and 2009/10 
Within 1km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.003 0.999 1.007 1.004 1.000 1.008 
Count of off-premise outlets 0.974 0.907 1.046 0.969 0.898 1.045 
On-premise sales#/outlet 0.996 0.977 1.016 0.993 0.971 1.015 
Off-premise sales#/outlet 1.005 0.992 1.017 1.004 0.990 1.018 
1,500m+ between traffic signals^ 1.000 
 
1.000 
  1,000m -1,500m between signals 0.756 0.468 1.221 0.870 0.542 1.398 
300m-1,000m between signals 0.944 0.731 1.220 0.930 0.718 1.204 
Up to 300m between signals 1.116 0.815 1.528 1.024 0.747 1.404 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.004 0.923 1.091 1.041 0.947 1.143 
SEIFA quartile 3 0.936 0.793 1.105 0.969 0.809 1.160 
SEIFA quartile 4 1.144 0.951 1.375 1.162 0.953 1.418 
Unemployment% 0.991* 0.983 0.999 0.984* 0.975 0.993 
Indigenous% 1.209* 1.116 1.311 1.198* 1.098 1.307 
Young males% 0.937* 0.914 0.961 0.938* 0.913 0.963 
Male/female% 1.006 0.996 1.016 1.006 0.996 1.017 
Mean age 0.988* 0.978 0.999 0.987* 0.975 0.999 
ERP 15+ (exposure) 
 
(exposure) 





Models including outlets within 2 km of the postcode geographic centroid (Table 7.56) 
demonstrated that an increase of 10,000l of on-premise sales was associated with an increase 
of 3.5% in risk of Weekend Night2 injury.  
Table 7.56: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic 
centroid, adjusting for demographic and socio-economic status, and traffic signal zone, at postcode-level, in Perth 
Metropolitan Area between 2002/03 and 2009/10 
Within 2km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.004 1.000 1.007 1.005 1.000 1.009 
Count of off-premise outlets 0.998 0.966 1.030 0.990 0.958 1.023 
On-premise sales#/outlet 1.032* 1.004 1.062 1.035* 1.005 1.066 
Off-premise sales#/outlet 1.009 0.995 1.023 1.007 0.993 1.022 
1,500m+ between traffic signals^ 1.000 
 
1.000 
  1,000m -1,500m between signals 0.711 0.499 1.012 0.747 0.530 1.054 
300m-1,000m between signals 0.996 0.789 1.258 0.945 0.753 1.185 
Up to 300m between signals 1.450* 1.043 2.016 1.250 0.913 1.713 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.999 0.910 1.096 1.024 0.927 1.131 
SEIFA quartile 3 0.957 0.816 1.121 0.980 0.831 1.155 
SEIFA quartile 4 1.277* 1.056 1.544 1.277* 1.047 1.557 
Unemployment% 0.973* 0.965 0.981 0.968* 0.959 0.976 
Indigenous% 1.323* 1.223 1.431 1.293* 1.191 1.403 
Young males% 0.974 0.948 1.001 0.971* 0.944 0.999 
Male/female% 0.995 0.983 1.006 0.995 0.983 1.007 
Mean age 1.003 0.992 1.014 1.001 0.989 1.013 
ERP 15+ (exposure) 
 
(exposure) 





The models including the outlets 5km from the centroid (Table 7.57) demonstrated positive 
associations with alcohol availability variables: a 10,000l increase in alcohol sales at on-
premise outlets with a 9.9% increase in Weekend Night2 injuries, and at off-premise outlets 
with a 3.4% increase in Night2 and Weekend Night2 injuries. 
Table 7.57: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic 
centroid, adjusting for demographic and socio-economic status, and traffic signal zone, at postcode-level, in Perth 
Metropolitan Area between 2002/03 and 2009/10 
Within 5km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.999 1.001 1.000 0.999 1.001 
Count of off-premise outlets 1.004 0.993 1.015 1.000 0.990 1.012 
On-premise sales#/outlet 1.038 0.954 1.131 1.099* 1.005 1.201 
Off-premise sales#/outlet 1.034* 1.016 1.052 1.034* 1.015 1.054 
1,500m+ between traffic signals^ 1.000 
 
1.000 
  1,000m -1,500m between signals 0.586* 0.414 0.829 0.724* 0.525 0.999 
300m-1,000m between signals 0.948 0.768 1.171 1.021 0.836 1.248 
Up to 300m between signals 1.313 0.977 1.766 1.323 0.997 1.757 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.895* 0.823 0.973 0.923 0.844 1.009 
SEIFA quartile 3 0.745* 0.660 0.843 0.754* 0.666 0.855 
SEIFA quartile 4 0.935 0.803 1.087 0.919 0.787 1.074 
Unemployment% 0.972* 0.965 0.979 0.966* 0.958 0.974 
Indigenous% 1.024* 1.017 1.030 1.021* 1.014 1.029 
Young males% 0.982 0.959 1.006 0.985 0.960 1.010 
Male/female% 1.001 0.995 1.006 1.001 0.995 1.007 
Mean age 1.011 0.999 1.022 1.006 0.994 1.018 
ERP 15+ (exposure) 
 
(exposure) 
  # Sales in 10,000 litres * p<0.05 ^Reference group ERP 15+: Estimated Resident Population 15 years 
and older 
7.3.11 Random effects vs fixed effects 
The statistical models described in 7.2.7 included the zones from the CBD and socio-
demographic factors as controlling variables, and used negative binomial regression with 
random effects. For comparison purposes, equivalent fixed effects models were constructed 
(reporting the coefficients rather than incidence rate ratios, as required by the Hausman 
test63) at postcode- and suburb-level for each buffer zone and for total postcode and suburb. 
The models used Night2 injury to represent alcohol-related injury. Both fixed effects 
postcode and suburb models including sales and outlets within 2km of the centroid did not 
converge.  
                                                     




For each of the remaining six models, the Hausman test was performed in Stata to 
compare the each random and fixed effects model. The results for the Hausman tests were 
mixed, with some models producing significant and others producing insignificant test 
results.  
There were computational issues with each of the six Hausman tests, with Stata returning 
the error message ‘not positive definite’, which could lead to an unreliable test result. While 
alternative tests existed to correct for this issue64 for panel models with a normally 
distributed outcome variable (such as a continuous variable), there were no equivalent 
methods in Stata to adapt the test for an outcome variable with a negative binomial 
distribution. Because of the mixed results for the Hausman test on the different models, and 
potentially unreliable test results, they could not be used to decide between random effects 
and fixed effects models, and the decision was based on the context of the data.  
Individual levels of fixed effects have specific values of interest. In contrast, individual-
levels of random effects are not of interest in themselves, but rather are representative of a 
source of variation [381] The ‘levels’ of financial year and postcode were not of intrinsic 
importance in this data, and so functioned as random effects, rather than fixed effects, in the 
context of this study. Negative binomial regression with random effects was therefore used 
in the analyses in this study. 
7.3.12 Models incorporating categories of trading hours  
To compare differences in risk of alcohol-related injury between outlets with standard 
trading hours with outlets with extended trading hours, both on- and off-premise outlets were 
further divided by three categories of trading hours:  
(a) Category one (etp1): outlets with weekend only extended trading hours;  
(b) Category two (etp2): outlets with both weekday and weekend extended trading 
hours; and  
(c) Category three (etp3): outlets with no extended trading hours.  
The models were run using the three categories of trading hours at postcode-level. Due 
to the small number of outlets in etp1 (category one) and particularly etp2 (category two) at 
suburb-level, the models were not constructed at suburb-level. Variables including counts or 
                                                     




sales for those with all week extended trading hours were generally not significant (because 
of the very small number of outlets falling into this category and the resulting very wide 
confidence intervals) and are shown in the Appendix (10.10.5). The models were then run 
again combining categories one and two (outlets with any extended trading hours – 10.10.5). 
There was a low proportion of off-premise outlets with extended trading hours (more than 
99% with normal trading hours – Table 7.58). Therefore, the final trading hours models 
categorised only on-premise outlets by trading hours, to improve the statistical power of the 
models. These models are shown in Tables 7.59 to 7.62 below. 
Table 7.58: On- and off-premise outlets by category of trading hours, in Perth Metropolitan Area, in 2009/10 
Trading hours category Weekend ETP Weekend and weekday ETP No ETP Total  
 
n (%) n (%) n (%) n (%) 
On-premise outlets 42 (2.4) 23 (1.3) 1,678 (96) 1,743 (100) 
Off-premise outlets 2 (0.63) 0 (0) 316 (99) 318 (100) 
The models including the outlets for the whole postcode showed positive 
associations between counts of on-premise and injury: the associations were stronger for 
those outlets with extended trading hours, as expected from previous research in Perth by 
Chikritzhs [30, 225, 226]. An increase of one on-premise outlet with extended trading hours 
was associated with a 4.9% increase in risk of Weekend Night2 injury, while an additional 
on-premise outlet with standard trading hours was associated with only a 0.8% increase in 
Weekend Night2 injury (Table 7.59). Interestingly, higher sales per on-premise outlets with 
standard trading hours were consistently associated with greater risk of alcohol-related injury 
than sales per on-premise outlet with extended trading hours. These associations were not 
significant for the total outlets, 1km and 2km models (Tables 7.59 to 7.61) but are significant 
for the 5km buffer models (Table 7.62).  
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Table 7.59: Panel model results for sales and counts of on- and off-premise outlets by trading hours, adjusting for 
demographic and socio-economic status, and distance from the CBD, in Perth Metropolitan Area, at postcode-
level, between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 
(extended trading hours) 1.046* 1.014 1.078 1.049* 1.015 1.084 
Count of on-premise outlets (no 
extended trading hours) 1.006* 1.001 1.011 1.008* 1.004 1.013 
Count of off-premise outlets 0.951* 0.924 0.979 0.961* 0.935 0.988 
On-premise sales#/outlet  (extended 
trading hours) 0.985 0.958 1.013 0.990 0.962 1.020 
On-premise sales#/outlet (no 
extended trading hours) 1.022 0.985 1.060 1.023 0.984 1.063 
Off-premise sales#/outlet   1.019* 1.005 1.033 1.019* 1.004 1.035 
15km+ from CBD^ 1.000 
  
1.000 
  7km to 15km from CBD 0.975 0.835 1.140 0.884 0.773 1.012 
CBD to 7km 1.339* 1.093 1.639 1.086 0.919 1.283 
CBD  1.017 0.392 2.637 0.515 0.226 1.172 
SEIFA quartile 1^ 1.000 
  
1.000 
  SEIFA quartile 2 0.995 0.908 1.091 1.017 0.924 1.119 
SEIFA quartile 3 1.064 0.930 1.219 1.047 0.911 1.204 
SEIFA quartile 4 1.370* 1.149 1.635 1.285* 1.067 1.547 
Unemployment% 0.985* 0.975 0.994 0.977* 0.966 0.988 
Indigenous% 1.291* 1.217 1.369 1.258* 1.183 1.337 
Young males% 0.965* 0.944 0.987 0.964* 0.942 0.986 
Male/female% 0.987* 0.981 0.994 0.989* 0.982 0.996 
Mean age 0.991 0.981 1.001 0.991 0.979 1.002 
ERP 15+ (exposure) 
 
(exposure) 





Table 7.60:.Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic 
centroid, by trading hours, adjusting for demographic and socio-economic status, and distance from the CBD, in 
Perth Metropolitan Area, at postcode-level, between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 1km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 
(extended trading hours) 1.039* 1.009 1.070 1.040* 1.005 1.076 
Count of on-premise outlets (no 
extended trading hours) 1.006* 1.001 1.011 1.008* 1.003 1.013 
Count of off-premise outlets 0.994 0.929 1.063 0.996 0.931 1.067 
On-premise sales#/outlet  (extended 
trading hours) 1.000 0.950 1.053 0.987 0.934 1.044 
On-premise sales#/outlet (no 
extended trading hours) 1.005 0.987 1.023 1.001 0.981 1.021 
Off-premise sales#/outlet   1.007 0.996 1.018 1.009 0.996 1.021 
15km+ from CBD^ 1.000 
  
1.000 
  7km to 15km from CBD 0.858* 0.737 0.997 0.834* 0.722 0.964 
CBD to 7km 1.004 0.841 1.198 0.895 0.761 1.052 
CBD  0.270* 0.105 0.692 0.161* 0.068 0.382 
SEIFA quartile 1^ 1.000 
  
1.000 
  SEIFA quartile 2 1.008 0.928 1.094 1.037 0.946 1.135 
SEIFA quartile 3 1.054 0.917 1.212 1.061 0.913 1.233 
SEIFA quartile 4 1.263* 1.072 1.489 1.230* 1.031 1.468 
Unemployment% 0.991* 0.983 0.999 0.984* 0.976 0.993 
Indigenous% 1.261* 1.173 1.356 1.241* 1.150 1.339 
Young males% 0.937* 0.914 0.959 0.941* 0.918 0.965 
Male/female% 1.005 0.996 1.015 1.005 0.996 1.014 
Mean age 0.990 0.981 1.000 0.990 0.979 1.002 
ERP 15+ (exposure) 
 
(exposure) 





Table 7.61: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic 
centroid, by trading hours, adjusting for demographic and socio-economic status, and distance from the CBD, in 
Perth Metropolitan Area, at postcode-level, between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 2km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 
(extended trading hours) 1.023 0.999 1.048 1.027* 1.001 1.054 
Count of on-premise outlets (no 
extended trading hours) 1.002 0.999 1.005 1.003 1.000 1.006 
Count of off-premise outlets 0.989 0.956 1.023 0.982 0.951 1.015 
On-premise sales#/outlet  (extended 
trading hours) 0.968 0.872 1.075 0.960 0.855 1.077 
On-premise sales#/outlet (no 
extended trading hours) 1.039 0.999 1.079 1.037 0.996 1.081 
Off-premise sales#/outlet   1.008 0.994 1.022 1.007 0.993 1.022 
15km+ from CBD^ 1.000 
  
1.000 
  7km to 15km from CBD 1.032 0.858 1.241 0.895 0.774 1.036 
CBD to 7km 1.311* 1.016 1.691 1.032 0.848 1.255 
CBD  1.045 0.440 2.481 0.591 0.289 1.207 
SEIFA quartile 1^ 1.000 
  
1.000 
  SEIFA quartile 2 0.993 0.906 1.089 1.017 0.924 1.119 
SEIFA quartile 3 0.974 0.835 1.136 0.978 0.838 1.142 
SEIFA quartile 4 1.290* 1.071 1.553 1.229* 1.017 1.484 
Unemployment% 0.974* 0.966 0.982 0.969* 0.961 0.978 
Indigenous% 1.326* 1.230 1.430 1.284* 1.192 1.382 
Young males% 0.971* 0.946 0.997 0.967* 0.942 0.993 
Male/female% 0.994 0.982 1.006 0.996 0.985 1.007 
Mean age 1.000 0.989 1.010 1.000 0.988 1.011 
ERP 15+ (exposure) 
 
(exposure) 






The models incorporating outlets within 5km buffer zones showed no significant association 
between counts of on-premise outlets and measures of alcohol-related injury (Table 7.62 be-
low). On-premise sales per outlet with standard trading hours were associated with a (signif-
icant) 13.3% increase in Night2 injury, while sales per outlets with ETPs were associated 
with a smaller, but not significant increase in risk of 6.3% (Table 7.62). 
Table 7.62: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic 
centroid, by trading hours, adjusting for demographic and socio-economic status, and distance from the CBD, in 
Perth Metropolitan Area, at postcode-level, between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 5km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 
(extended trading hours) 0.997 0.988 1.005 0.998 0.988 1.007 
Count of on-premise outlets (no 
extended trading hours) 1.000 0.999 1.001 1.000 0.999 1.001 
Count of off-premise outlets 0.993 0.982 1.005 0.995 0.983 1.006 
On-premise sales#/outlet  (extended 
trading hours) 1.063 0.937 1.206 1.051 0.914 1.210 
On-premise sales#/outlet (no 
extended trading hours) 1.133* 1.025 1.252 1.172* 1.054 1.302 
Off-premise sales#/outlet   1.031* 1.013 1.048 1.030* 1.011 1.049 
15km+ from CBD^ 1.000 
  
1.000 
  7km to 15km from CBD 1.070 0.888 1.291 0.965 0.815 1.144 
CBD to 7km 1.579* 1.136 2.196 1.247 0.939 1.657 
CBD  2.544* 1.179 5.489 1.890 0.931 3.837 
SEIFA quartile 1^ 1.000 
  
1.000 
  SEIFA quartile 2 0.904* 0.832 0.983 0.922 0.844 1.007 
SEIFA quartile 3 0.762* 0.673 0.863 0.757* 0.667 0.858 
SEIFA quartile 4 0.956 0.816 1.120 0.920 0.782 1.082 
Unemployment% 0.971* 0.963 0.978 0.965* 0.957 0.973 
Indigenous% 1.024* 1.018 1.030 1.021* 1.014 1.028 
Young males% 0.981 0.959 1.005 0.985 0.960 1.009 
Male/female% 1.001 0.998 1.004 1.000 0.997 1.004 
Mean age 1.005 0.995 1.015 1.003 0.992 1.015 
ERP 15+ (exposure) 
 
(exposure) 
  # Sales in 10,000 litres * p<0.05 ^Reference group ERP 15+: Estimated Resident Population 15 years 
and older 
7.3.13 Models controlling for spatial autocorrelation 
As discussed in 4.7.1, the frequentist spatial models which are currently available for 
panel data were designed for use with continuous dependent variables. However, the 
dependent or outcome variable in this study was a count of alcohol-related injuries (Night2 
injuries and Weekend Night2 injuries). To explore the distribution of the outcome variables, 
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two graphs were created: the first exploring the frequency of Night2 injuries and a second 
demonstrating the frequency of Weekend Night2 injuries per year per postcode. Both 
produced unimodal curves, skewed to the left and with a long tail to the right, and were 
visually similar to a negative binomial distribution. The outcome variables were transformed 
in several way (natural log, log to the base 10, inverse and square root), and the frequency of 
each transformed variable was plotted. None of the transformed variable had a distribution 
approximating a normal distribution. This strongly suggested that using spatial models for 
continuous data was not ideal for this dataset. Therefore, developing these models (available 
in MATLAB) was effectively a sensitivity analysis: the size of coefficients for the spatial 
and aspatial models could not be directly compared, but the direction and significance of 
coefficients could be. 
Model with total counts of outlet and sales per outlet per postcode 
Global Moran’s I for outlets and sales for the total postcodes are indicated in Table 
7.63. The test used a spatial weights matrix using the queen’s contiguity method. Moran’s I 
was significant for all financial years except 2002/03 using the residuals from both the 
Night2 and Weekend Night2 injury models. These results indicated that positive spatial 
autocorrelation was present in most of the data and consequently spatial models were 
developed. 
Table 7.63: Global Moran's I statistics for total counts of outlets and sales at postcode-level, for each financial 
year between 1 July 2002 and 30 June 2010 
 
Night2 Weekend Night2 
Financial Year β (p-value) β (p-value) 
2002/03 -0.070 (0.219) -0.065 (0.241) 
2003/04 0.346 (0.000) 0.342 (0.000) 
2004/05 0.358 (0.000) 0.360 (0.000) 
2005/06 0.273(0.000) 0.283(0.000) 
2006/07 0.341 (0.000) 0.342 (0.000) 
2007/08 0.303 (0.000) 0.307 (0.000) 
2008/09 0.415(0.000) 0.408 (0.000) 
2009/10 0.342 (0.000) 0.342 (0.000) 
Two Lagrange Multiplier (LM) tests were performed on the residuals of aspatial 
models to test for omitted spatial lag and spatial errors in the panel data. For models with 
both Night2 and Weekend Night2 injury as the outcome variable, both LM tests were 
significant, although the test for omitted spatial error yielded a more significant test statistic. 
Thus, the null hypothesis of retaining the aspatial panel model could be rejected. Because 
both tests were significant, robust LM tests were undertaken for each model type, to test for 
the existence of one type of spatial dependence conditional on the other [386]. The robust 
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LM test for omitted spatial error remained significant, while the robust LM test for omitted 
spatial lag was not significant. On the basis of these results, the spatial error model was 
selected. 
Spatial error models were developed in MATLAB using Night2 and Weekend 
Night2 injuries as the outcome variables. As discussed before, these spatial models were 
developed for use with continuous outcome variables, not count outcomes, and so the 
coefficients cannot be compared directly with the aspatial models, nor can incidence rates 
ratios be computed. The direction and significance of the alcohol availability variables were 
therefore compared.  
Table 7.64 below shows the coefficients for the alcohol availability variables and 
spatial autocorrelation. Postcode-level socio-demographic variables and zone from the CBD 
were included in the spatial model, but are not shown in the table. The spatial autocorrelation 
statistic for both models was highly significant. 
Increases in each of the four measures of alcohol availability were associated with 
increases in both Night2 and Weekend Night2 injuries. The associations were significant for 
counts of on-premise outlets and sales per off-premise outlet. The direction and significance 
of the four alcohol availability predictors was the same as in the aspatial model for all sales 
and outlets in postcodes (Table 7.33). 
Table 7.64: Panel spatial error model results for sales and counts of on- and off-premise outlets, adjusting for 
demographic and socio-economic status, and distance from the CBD, at postcode-level in Perth Metropolitan 
Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
No buffer β t p β t p 
Count of on-premise outlets 0.657* 7.270 0.000 0.396* 7.060 0.000 
Count of off-premise outlets 1.925* 2.496 0.013 0.485 1.009 0.313 
On-premise sales#/outlet 1.746 1.119 0.263 0.535 0.549 0.583 
Off-premise sales#/outlet 1.365 1.908 0.056 1.061* 2.371 0.018 
Spatial autocorrelation 0.096* 15.090 0.000 0.091* 13.478 0.000 
# Sales in 10,000 litres * p<0.05 
Model with counts of outlets and sales per outlet within 1km of the postcode centroid 
The residuals of outlets within 1km for the postcode centroid were used to construct 
a spatial weights matrix which calculated adjacency by using a distance of 6km from 
postcode centroid (as discussed in 4.7.1). The global Moran’s I was calculated for each 
financial year in the study. As indicated in Table 7.65, Moran’s I was not significant for all 
financial years for both injury outcome variables (with the exception of the residuals of 
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2009/10 Weekend Night2 model), indicating the absence of spatial autocorrelation in this 
data. Therefore, no spatial models were developed for the 1km buffer. 
Table 7.65: Global Moran's I statistics for counts of outlets and sales within 1km of the postcode centroid, for 
each financial year between 1 July 2002 and 30 June 2010 
 
Night2 Weekend Night2 
Financial Year β (p-value) β (p-value) 
2002/03 0.037 (0.243) 0.054 (0.183) 
2003/04 0.072 (0.132) 0.093 (0.086) 
2004/05 0.065 (0.150) 0.089 (0.093) 
2005/06 0.078 (0.119) 0.103 (0.069) 
2006/07 0.079 (0.117) 0.100 (0.073) 
2007/08 0.075 (0.124) 0.094 (0.085) 
2008/09 0.089 (0.094) 0.104 (0.066) 
2009/10 0.101 (0.072) 0.117 (0.049) 
 
Model with counts of outlets and sales per outlet within 2km of the postcode centroid 
Global Moran’s I for outlets and sales within 2km of the postcode centroid are 
indicated in Table 7.66. The test used a spatial weights matrix where adjacency was 
determined using sales and outlets within 7km of the centroid (2km buffer plus 5km). 
Moran’s I was significant for all financial years using the residuals from the Weekend 
Night2 injury models, and for most financial years using the residuals from the Night2 injury 
model. For the years 2002/03 and 2003/04, Moran’s I for the Night2 models approached 
significance (p=0.073 and p=0.062 respectively). These results indicated that positive spatial 
autocorrelation was present and spatial models were developed, as indicated below. 
Table 7.66: Global Moran's I statistics for counts of outlets and sales within 2km of the postcode centroid, for 
each financial year between 1 July 2002 and 30 June 2010 
 
Night2 Weekend Night2 
Financial Year β (p-value) β (p-value) 
2002/03 0.084 (0.073) 0.137 (0.013) 
2003/04 0.09 (0.062) 0.144 (0.010) 
2004/05 0.119 (0.025) 0.176 (0.002) 
2005/06 0.108 (0.038) 0.177 (0.003) 
2006/07 0.138 (0.035) 0.193 (0.002) 
2007/08 0.116 (0.027) 0.182 (0.002) 
2008/09 0.147 (0.016) 0.198 (0.001) 
2009/10 0.147 (0.017) 0.201 (0.001) 
 
LM tests were performed, to test for omitted spatial lag and omitted spatial error in 
panel data, on the residuals of aspatial models for outlets within 2km of the postcode 
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centroid. For both Night2 and Weekend Night2 injuries, both LM tests were significant, 
although the test for omitted spatial error was more significant. The robust LM test for 
omitted spatial error remained significant, while the robust LM test for omitted spatial lag 
was not significant. Therefore the spatial error model was chosen. 
Spatial error models were developed for outlets and sales within 2km of the postcode 
centroid, in MATLAB, using Night2 and Weekend Night2 injuries as the outcome variables. 
Table 7.67 below displays the coefficients for the alcohol availability data and spatial 
autocorrelation. Postcode-level socio-demographic variables and zone from the CBD were 
included in the spatial model, but are not shown in the table. The spatial autocorrelation 
coefficient for both models was highly significant. 
All four measures of alcohol availability were positively associated with both Night2 
and Weekend Night2 injuries, but the associations were not significant. The count of on-
premise outlets approached significance for the Weekend Night2 injury outcome. The 
aspatial models for outlets and sales within 2km of the postcode centroid, in Table 7.35, 
indicated positive and significant associations between counts of on-premise outlets, and 
sales per on-premise outlet. The spatial model suggests that these associations were inflated 
in the aspatial models because of spatial dependence which was not accounted for by the 
predictors.  
Table 7.67: Panel spatial error model results for sales and counts of on- and off-premise outlets within 2km of the 
geographic centroid, adjusting for demographic and socio-economic status, and distance from the CBD, at 
postcode-level in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 2km of centroid β t p β t p 
Count of on-premise outlets 0.208 1.786 0.074 0.136 1.893 0.058 
Count of off-premise outlets 0.871 1.207 0.228 0.416 0.936 0.349 
On-premise sales#/outlet 0.534 0.622 0.534 0.510 0.957 0.339 
Off-premise sales#/outlet 0.054 0.102 0.919 0.236 0.716 0.474 
Spatial autocorrelation 0.460* 9.591 0.000 0.388* 7.375 0.000 
# Sales in 10,000 litres * p<0.05 
Model with counts of outlets and sales per outlet within 5km of the postcode centroid 
Global Moran’s I for outlets within 5km of the postcode centroid are indicated in 
Table 7.68. The test used a spatial weights matrix where adjacency was determined by using 
sales and outlets within 10km of the centroid (5km buffer plus 5km). Moran’s I was 
significant for all financial years using the residuals from the Night2 and Weekend Night2 
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injury models. These results indicated that positive spatial autocorrelation was present and 
spatial models were developed, as discussed below. 
Table 7.68: Global Moran's I statistics for counts of outlets and sales within 5km of the postcode centroid, for 
each financial year between 1 July 2002 and 30 June 2010  
 
Night2 Weekend Night2 
Financial Year β (p-value) β (p-value) 
2002/03 0.321 (0.000) 0.308 (0.000) 
2003/04 0.312 (0.000) 0.298 (0.000) 
2004/05 0.303 (0.000) 0.291 (0.000) 
2005/06 0.291 (0.000) 0.279 (0.000) 
2006/07 0.283 (0.000) 0.274 (0.000) 
2007/08 0.28 (0.000) 0.273 (0.000) 
2008/09 0.274 (0.000) 0.264 (0.000) 
2009/10 0.277 (0.000) 0.270 (0.000) 
LM tests were performed to test for omitted spatial lag and omitted spatial error in 
the panel data, on the residuals of aspatial models for outlets within 5km of the postcode 
centroid. For both Night2 and Weekend Night2 injury outcomes, both LM tests were 
significant, although the test for omitted spatial error was more significant. Thus, the null 
hypothesis of retaining the aspatial panel model could be rejected. The robust LM test for 
omitted spatial error was significant, while the robust LM test for omitted spatial lag was not 
significant. Therefore the spatial error model was chosen. 
Spatial error models were developed for outlets and sales within 5km of the postcode 
centroid in MATLAB using Night2 and Weekend Night2 injuries as outcome variables. 
Table 7.69 below shows the coefficients of the alcohol availability data and spatial 
autocorrelation. Postcode-level socio-demographic variables and zone from the CBD were 
included in the spatial model, but are not shown in the table. The spatial autocorrelation 
coefficient for both models was highly significant. 
Increases in all four measures of alcohol availability were positively associated with 
increase in both Night2 and Weekend Night2 injuries, but the associations with counts of on- 
and off-premise outlets were not significant. Sales per off-premise outlet were significantly 
associated with both injury outcomes. Sales per on-premise were strongly significantly 
associated with Weekend Night2 injuries and approached significance for the Night2 injury 
outcome. The aspatial models for outlets and sales within 5km of the postcode centroid, in 
Table 7.36, indicated positive and significant associations between sales per off-premise 
outlet, and sales per on-premise outlet with Night2 injuries but not Weekend Night2 injuries. 
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The spatial model thus indicated associations which were qualitatively similar to the aspatial 
models. 
Table 7.69: Panel spatial error model results for sales and counts of on- and off-premise outlets within 5km of the 
geographic centroid, adjusting for demographic and socio-economic status, and distance from the CBD, at 
postcode-level in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 5km of centroid β t p β t p 
Count of on-premise outlets 0.025 1.121 0.262 0.010 0.761 0.446 
Count of off-premise outlets 0.298 1.203 0.229 0.217 1.463 0.143 
On-premise sales#/outlet 5.555 1.944 0.052 5.340* 3.097 0.002 
Off-premise sales#/outlet 1.785* 2.498 0.012 1.414* 3.258 0.001 
Spatial autocorrelation 0.532* 13.147 0.000 0.479* 10.780 0.000 
# Sales in 10,000 litres* p<0.05 
7.4 Summary 
This chapter presented the results of the final phases of the project, showing the development 
of the aspatial models, and testing and modelling for spatial dependence in the data. The 
results showed that associations between measures of alcohol-related injury and alcohol 
availability differ between on- and off-premise outlets. Some statistical models showed that 
counts of off-premise outlets are negatively associated with measures of alcohol-related 
injury, but these associations were not demonstrated in the final spatial models. Counts of 
on-premise outlets, and sales per off-premise outlets were consistently positively associated 
with both measures of alcohol-related injury across different time series and geographic 




8 Summary and Discussion 
Chapter Eight provides a summary and discussion of the overall findings of the study. It 
starts by relating the findings to the hypotheses outlined in 4.2. In 8.2, the strengths and 
limitations for each phase of the study are discussed. Following this, the possible 
mechanisms behind the results are discussed in 8.3. The implications for policy and research 
are outlined in 8.4, and are followed by concluding remarks. 
8.1 Summary of findings as they relate to hypotheses 
This section explores how the results relate to the hypotheses posited in 4.2. Each 
hypothesis is discussed in turn. 
(a) Night-time hours are peak times for alcohol-related injury presentations at Perth 
Metropolitan EDs. Injuries occurring during weekend night-time hours are a strong 
proxy of alcohol-related injury.  
This study used a validation method initially proposed by Evans and colleagues 
using South Australian ED data [164]. The method was based on the findings of a study 
using international ED data by Young et al.[168]. Although most injuries occurred during the 
day, Young et al. showed that a higher proportion of night-time and weekend injuries 
involved alcohol: over 50% of those presenting between midnight and 4:59am and 26% of 
those presenting over the weekend reported drinking alcohol in the last six hours.  
The findings in this study indicated that Perth ED data followed similar trends to 
both the international and South Australian data: a high proportion of wholly alcohol-related 
cases presented during the night hours, especially after 10 pm. Further, presentations on 
weekend nights consisted of even higher proportions of wholly alcohol-related cases than 
weekday nights. 
Both Night2 (midnight to 4:59am) injuries and the combined measure of injuries 
occurring on weekend nights between midnight and 4:59am (Weekend Night2 injuries) were 
therefore chosen as appropriate surrogate measures of alcohol-related injury since both are 
highly sensitive and moderately to highly specific. A highly specific surrogate measure, such 
as young male weekend night-time injuries, was not selected as it would have provided a 
much smaller sample (only approximately 4% of the total injuries presenting at EDs in 
Perth) and would have reduced statistical power in the analysis. 
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(b) In a given area, the level of wholesale alcohol purchases is significantly associated with 
the risk of alcohol-related injury requiring ED attendance. The magnitude of this 
relationship will vary by licence type and beverage type. 
The unadjusted relationship between wholesale alcohol purchases per alcohol outlet 
(a proxy for average retail sales of alcohol) and alcohol-related injuries presenting at EDs 
was strongly significant and positive (an additional 10,000 litres sold was associated with 
7% and 4.4% increases in Night2 injury at postcode- and suburb-level respectively).  
When controlling for postcode-level socio-demographic factors and distance from 
the CBD, sales per off-premise outlet, but not sales per on-premise outlet, were significantly 
associated with alcohol-related injury. The final model, which controlled for counts of on- 
and off-premise outlets and sales per on-premise outlet, socio-demographic factors, and 
distance from the CBD, demonstrated that an additional 10,000 litres of alcohol sold per off-
premise outlet was associated with a significant rise of 1.9% in Night2 and Weekend Night2 
injury at postcode level. The relationship between sales per on-premise outlet and alcohol-
related injury varied across the models—in some models it was positive and significant (i.e. 
in the outer postcodes and in models including outlets within 2km from the postcode 
centroid), while in most models it was not significant. In summary, the association between 
off-premise outlets and injury appeared to be mediated by sales; this was less clear for on-
premise sales per outlet. 
Alcohol sales were further disaggregated into beverage type (low- and high-alcohol 
beer and wine, ready-to-drink (RTD) and straight spirits). Beverage-specific sales and ED 
alcohol-related injury presentations were not associated (models not shown), probably 
because of the large number of variables included in the models (compared to non-beverage-
specific models), and resulting loss of statistical power. As a result, this aspect of the 
hypothesis could not be rejected. 
(c) For a given retail price of alcohol, higher levels of consumption will occur where the 
average distance travelled from place of residence to obtain alcohol is less.  
The price of alcohol (total price) comprises the real price (the price charged by the 
outlet) and the convenience cost (costs to access the alcohol, such as distance travelled to 
access alcohol). The online survey results demonstrated that the majority of drinkers were 
not prepared to travel far to purchase undiscounted alcohol (6.2.3); approximately 50% of 
participants usually travelled less than 5km to purchase alcohol at a bottle shop or hotel, 
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suggesting that proximity could drive consumption levels up. Volumes of alcohol sales in the 
buffer zone up to 5km from the postcode centroid were higher than volumes in the 2km and 
1km buffer zones. However, the larger (5km) buffer zone included data from the inner buffer 
zones: that is, the buffer zones were not mutually exclusive, so distance travelled to an outlet 
could have been less than 2km (or 1km) for models for the 5km buffer zone. This made it 
difficult to compare sales levels (as a proxy for consumption levels) at different distances 
from the postcode centroid, or draw definite conclusions about the influence of convenience 
cost on consumption levels.  
(d) The risk of alcohol-related injury requiring ED attendance will be greater where the 
average distance from place of residence to alcohol outlets is less. 
Because the buffer zones used to approximate distance from place of residence to 
alcohol outlets were not mutually exclusive, all outlets and their sales in the 1km buffer were 
included in the 2km and 5km buffer zones. Similarly all outlets and their sales within the 
2km buffer zone were included in the 5km buffer zone. Therefore, models using the 2km 
buffer allowed for a distance from centroid to outlet of 0 to 2km, and models using the 5km 
buffer allowed for a distance to outlet of 0 to 5km. Despite this, it would be expected that the 
average distance to outlet would be greater, and more outlets would be included, in the 5km 
buffer models than in the 2km and 1km buffer models (the exception being in postcodes 
where there were no additional outlets between the 2km and 5km buffer zones, e.g. larger 
postcodes which are less densely populated and where outlets are more dispersed). Thus, if 
the associations between alcohol-related injury and measures of alcohol availability were 
larger in models using the smallest buffer zone than in models using the largest buffer zone, 
this hypothesis would be supported. The findings in relation to this hypothesis were mixed, 
varying by geographic unit of analysis. At postcode level, the hypothesis was not supported: 
significant associations were shown between alcohol-related injuries and both on- and off-
premise sales per outlet where 5km buffer zones were applied, while incidence rate ratios 
were smaller where 1km buffer zones were applied. The differences between the incidence 
rate ratios for sales per off-premise outlets for the 1km and 5km buffer zone models were 
statistically significant65. However, at suburb level, the hypothesis was supported: the 
incidence rate ratios for off-premise sales per outlet occurring within 1km of the geographic 
centroid of the suburb of residence for injuries were larger in magnitude, but not 
                                                     
65 The coefficients for sales per outlets for 1km and 5km buffer zone models at both postcode and 
suburb level were compared using the ‘test’ command in Stata. The results indicated that the two 
coefficients for off-premise sales, but not on-premise sales, were significantly different from each 
other (p<0.05) at the postcode level. 
228 
 
significantly different from, incidence rate ratios for off-premise outlets within 5km of the 
centroid.  
Testing of this hypothesis was limited by the use of a proxy for place of residence rather 
than actual place of residence, and by the use of buffer zones as proxies for distance to 
outlet. Using the geographic centroid as a proxy for place of residence effectively measures 
an ‘average’ place of residence in the neighbourhood (postcode or suburb), rather than 
measuring each individual place of residence. Thus, buffer zones measure an average 
distance to alcohol for all residents of a particular postcode or suburb, rather than an 
individual-level distance to alcohol. Distance to outlet is an approximation of ‘convenience 
cost’. If convenience cost operates at an individual level, the use of the geographic centroid 
as a proxy for place of residence would have affected the ability of this study to measure the 
effects of convenience cost. 
(e) The strength of the relationship between alcohol-related injury requiring ED attendance 
and outlets will vary by licence type.  
In the final models, individual licence types were aggregated into off-premise outlets 
(liquor stores) and on-premise outlets (restaurants; hotels and taverns; nightclubs; clubs; and 
other licence types). Although the count of individual on-premise outlets was similar to the 
count of liquor stores (for example 333 hotels and taverns, compared to 318 liquor stores), 
individual on-premise licence types sold relatively smaller amounts of alcohol66.  
Models including counts of licensed outlets, their sales and other predictors revealed 
differences in the patterns of association between alcohol-related injury and on- versus off-
premise outlets, supporting the above hypothesis. At postcode level, counts of on-premise 
outlets were significantly associated with both Night2 and Weekend Night2 injuries. (This 
association was weaker at suburb level). At both postcode and suburb level, off-premise 
sales per outlet were more strongly and significantly associated with both measures of 
alcohol-related injury. In some postcode-level models, counts of off-premise outlets were 
negatively associated with alcohol-related injury, while positive but significant associations 
between sales per on-premise outlets and alcohol-related injury were shown in only the 
larger buffer zone models.  
                                                     
66 Restaurants had mean pure alcohol sales of only 498 litres per outlet per year, with club, other on-
premise outlets and nightclubs having mean sales of fewer than 2,500 litres per outlet per year. 
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Given the differences between the associations of alcohol-related injury with on- and 
off-premise outlets, this hypothesis is supported. However, it appears that additional 
unexplained factors might account for varying results in associations with sales per on-
premise outlets (such as the influence of price at greater average distances from the 
centroid), and counts of off-premise outlets (such as the varying effects of proximity in 
different parts of the metropolitan area).  
(f) Alcohol outlet density and sales are independently associated with alcohol-related 
injuries at EDs according to the type and location of outlets, and these relationships are 
mediated by the distance from place of residence to outlets.  
This hypothesis was partially supported: in relation to independent associations 
according to ‘type’ of outlet, counts of on-premise outlets and sales per off-premise outlets 
(per postcode) were independently and positively associated with alcohol-related injury. 
Counts of off-premise outlets were either negatively associated with, or not significantly and 
positively associated with alcohol-related injury. Sales per on-premise outlet were not 
consistently significantly associated with alcohol-related injury. 
The study demonstrated that associations between alcohol availability variables and 
injury varied, depending on the location of outlets relative to the CBD. In the inner suburbs 
(CBD to 7km from the CBD), alcohol-related injury was significantly associated with counts 
of on-premise outlets, while in the middle suburbs (7km to 15km from the CBD), alcohol-
related injury was significantly associated with sales per off-premise outlet. In the outer 
suburbs (beyond 15km from the CBD), alcohol-related injury was associated with both on-
premise counts and sales. These associations were for models using postcode as the primary 
geographic unit, and suggest that associations with injury in the inner postcodes were 
mediated more by the amenity effect, while those in the middle postcodes were more 
proximity-related. In the outer postcodes, significant associations were apparent between on-
premise, but not off-premise, outlets and injury. Because of the mixed results across the 
different sized buffer zones and distance-zones from the CBD, it was not possible to discern 
a clear pattern pertaining to the location of outlets and the distance travelled to obtain 
alcohol. Thus, this aspect of the hypothesis cannot be accepted or rejected. 
As the radius of each buffer zone functioned as a proxy for ‘distance to outlet’, the 
models incorporating the three buffer zones were compared to ascertain whether the 
associations between alcohol availability measures and alcohol-related injury were mediated 
by distance from place of residence to outlets. In the models using the 5km buffer zone at 
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postcode level, the effect sizes for sales per outlet and alcohol-related injury were 
significantly larger, but effect sizes for counts of outlets and alcohol-related injury were 
significantly smaller than in the 1km and 2km buffer zone models67. (In models using the 
5km buffer zone, the potential average distance travelled from place of residence to outlet 
would be higher than for models using the 1km and 2km buffer zones). This trend was 
evident for both on- and off-premise outlets. Both sales per on- and off-premise outlets 
within 5km of the postcode centroid were more strongly and significantly associated with 
alcohol-related injury than sales per outlets within 1km of the centroid. This may have 
reflected the greater range of outlets in the 5km buffer zone (for example, choices may be 
influenced by lower prices at individual outlets, leading to larger sales despite greater 
convenience cost). Conversely, the association between counts of on-premise outlets within 
1km of the geographic centroid and alcohol-related injury was larger than the association 
with alcohol-related injury of on-premise outlets within 2km of the centroid; and this 
association disappeared in the buffer 5km from the centroid. Similar trends were shown 
when comparing suburb-level models for outlets within 1km and 5km of the geographic 
centroid of the suburb. However, because the geographic centroid was used as a proxy for 
place of residence, the measure of ‘distance to outlets’ in this study represented an average 
distance (across the geographic unit) rather than an individual-level distance to outlets. This 
measure might have masked the true mediating role of ‘distance to outlets’ in the association 
between availability and injury. Furthermore, the use of all outlets up to 5km in the largest 
buffer zone models meant that outlets associated with injury were not necessarily located in 
the distance band 2 to 5km from the centroid. (For example, an outlet associated with an 
assault might be located only 1.2km from the postcode centroid but would be included in 
models for the 5km buffer zone.) This limits the interpretation of the buffer zone models. As 
a result, this part of the hypothesis cannot be rejected using the current measure of ‘distance 
to outlets’. 
8.2 Strengths and limitations of the study 
8.2.1 Study design and methods 
This longitudinal study is unique in that it incorporated data on counts of outlets, 
sales and trading hours. Previous longitudinal research investigating the association between 
alcohol availability and alcohol-related harms has used only counts of alcohol outlets or 
                                                     
67 The coefficients for sales per off-premise outlets and counts of on-premise outlets for the 1km and 
2km buffer zone models were compared to the 5km buffer zone models using the ‘test’ command in 




measures of alcohol outlet density (e.g. [16, 19, 341]). Previous studies that have included 
both counts of outlets and sales have been cross-sectional in design, which limits the power 
of the study and prevents causal inference because temporality cannot be demonstrated. No 
previous research has incorporated all three measures of alcohol availability. Because 
alcohol sales data are not available in many other Australian states and countries, this study 
is undeniably significant in the alcohol availability field. 
The study used panel data, with each observation having both a spatial (postcode or 
suburb) and temporal (financial year) component, enabling methods of analysis with more 
statistical power. Time series analyses would have had little power because eight years of 
data were available, and cross-sectional analysis would not have taken into account changes 
over time. The data used were objective, so not subject to recall or social desirability bias, as 
is the case in alcohol studies using survey data on alcohol availability and consumption 
levels. 
A strength of this study was the combined use of the traditional statistical methods 
of epidemiology with the incorporation of statistical methods from the spatial sciences. 
Although the use of several methodologies increases the number of assumptions made, in 
this study the different methods ensured that, at each stage, the results for individual models 
were confirmed using different methods and software. For example, GIS was used to link 
place of residence to alcohol availability by distance, and models were then developed using 
traditional statistical methods. However, the total postcode (and suburb) models did not 
involve mapping geographical relationships. These models acted as a ‘check’ for the buffer 
zone models. Similarly, the non-spatial (traditional) model results were developed in both 
Stata (a traditional statistical package) and MATLAB (a technical computing language and 
program), and compared. The spatial model results (from MATLAB) were consistent with 
non-spatial models (from Stata). By mapping the link between place of residence and alcohol 
availability, then using traditional statistical methods to build regression models, and finally 
accounting for spatial dependence within the data, the methods of analysis crossed several 
disciplines.  
The associations demonstrated between alcohol availability and alcohol-related 
injury in this study are consistent with previous alcohol availability studies (e.g. [22, 29, 
218]). The effect sizes were not large for all models controlling for the known confounding 
factors, and the associations may have been influenced by unknown (and uncontrolled-for) 
confounding factors, but the consistency with previous research (e.g. [22]) suggests that the 
findings may be considered reliable.  
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A further strength of the final models was the inclusion of variables controlling for 
postcode- (and suburb-) level socio-economic status (SEIFA category) and demographics 
(including age, gender, Indigenous status and total population). The study area was the Perth 
Metropolitan Area, excluding smaller cities and regional WA. This ensured that the area was 
relatively homogeneous. The models included a categorical variable controlling for distance 
from the Perth CBD, based on classifications used by Luk and colleagues [435]. This 
variable accounted for differences in road structure and travel patterns across the CBD, by 
classifying areas according to their distance from the CBD and distance between controlled 
traffic signals68. These zones within the Perth CBD effectively functioned as ‘clusters’ of 
postcodes or suburbs, with similar traffic and travel patterns, and accounted for any spatial 
heterogeneity within the metropolitan area. 
Models were developed at both postcode and suburb level. The suburb models were 
hampered by data quality issues. For example, the suburb definitions used in the Emergency 
Department Information System (EDIS) changed across the years of the study, and many 
suburbs contained either no injuries or no alcohol outlets for some or all years included in 
the study. However, the development of models for the two geographic units (postcodes and 
suburbs) strengthened the study in three ways. Firstly, it allowed examination of how 
associations between alcohol availability and alcohol-related injury differed between larger 
(postcode) and smaller (suburb) geographic units. Secondly, the suburb models represented a 
sensitivity analysis, confirming the associations between alcohol availability and injury 
found at postcode level. Thirdly, the problem of modifiable areal unit problem (MAUP) was 
effectively controlled for by using two different administrative units. MAUP potentially 
affects analyses involving administration boundaries such as postcodes, occurring when 
“relationships between geographically continuous variables change with the imposition of 
arbitrary artificial boundaries” [288]. In the Perth Metropolitan Area, suburbs may cross 
postcode boundaries, and postcodes can consist of one to four suburbs, so the development 
of models at both levels ensured MAUP was not leading to spurious associations. The use of 
models with buffer zones (not involving administrative boundaries) ensured that MAUP did 
not impact on these models. 
Models were also developed that classified outlets according to whether or not they 
had ETPs allowing extended trading hours. Because of the relatively small number of outlets 
                                                     
68 Models were also created where areas were classified simply by median distance between 
controlled traffic signals. The models showed similar but often weaker or inconsistent associations 
between alcohol availability measures and alcohol-related injury. 
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with ETPs, associations with alcohol-related injury had wide confidence intervals. However, 
the models were consistent with the results demonstrated by Chikritzhs [30], reiterating that 
on-premise outlets with extended trading hours had higher sales per outlet and increased risk 
of injury compared to outlets without extended trading hours. 
The use of the Stata statistical package to build the models using negative binomial 
regression with random effects was complemented by the use of MATLAB to build panel 
models accounting for spatial patterns in the model residuals. One of the limitations of the 
study was the unavailability of MATLAB user-written code for frequentist spatial models for 
count-dependent variables (which follow a negative binomial or Poisson distribution). The 
panel models with functions written in MATLAB (and similar emerging user-written code 
for Stata) were for (normally distributed) continuous dependent variables only. Bayesian 
spatial models for panel count data could have been used in this study. However, the 
assumptions underpinning frequentist and Bayesian models differ widely and so the 
frequentist non-spatial models and the Bayesian spatial models would not have been directly 
comparable. It is possible that within the next few years, frequentist spatial models for count 
data will be better developed and available through user-written routines in Stata, MATLAB 
and other software. However, at the time this thesis was written, these routines were not 
available. As a result of these limitations, developing the spatial models in MATLAB was 
effectively a sensitivity analysis; the coefficients could not be directly compared to the non-
spatial models but variables were examined for similar direction and significance levels. 
8.2.2 Use of EDIS data 
The ED injury data were extracted from the EDIS for the years 2002—2010. The 
study was strengthened by the inclusion of all cases reported via the EDIS, rather than a 
sample of cases, as used in many previous ED studies investigating alcohol-related injury 
[111, 455], which improved the power of the analyses. The study was further strengthened 
by the use of eight years of data, rather than using cross-sectional data. 
The ED data were collected by clinicians. The nature of an ED is that presentations 
may be urgent and life-threatening; the primary concern in any ED is clearly the care of 
patients, not the accurate collection of data for research purposes. This factor could have led 
to inaccurate data collection and missing fields in the EDIS data. External cause codes were 
almost entirely absent from the extraction, so it was not possible to identify whether injuries 
were the result of road crashes, assaults (outside or within the home), suicide or other causes. 
Furthermore, it could not be ascertained whether injuries were intentional or unintentional. 
In a large proportion of cases, demographic details such as marital status were missing, and a 
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high proportion of ED presentations had recorded ‘unknown’ in relation to Indigenous status. 
Because the latter variable was regarded as an important predictor, it was included, despite 
potential issues with the quality of data recording. 
Although most Perth EDs began electronic data recording using the EDIS in 2002, a 
small number of hospitals started in 2004 and 2005 (Joondalup Health Campus/JHC and 
King Edward Memorial Hospital for Women) while the one private ED (St John of God 
Murdoch), did not provide EDIS reports to the WA Health Department. As a result, the 
number of ED-presenting alcohol-related injuries was undercounted, particularly from July 
2002 to July 2004. This primarily affected postcodes and suburbs beyond 15km north of the 
CBD (the catchment area of the JHC). To explore the effect of this missing data, the models 
using the longer time series (2002/03 to 2009/10) and the shorter time series (2004/5 to 
2009/10) were compared. Although there were differences between the models using the two 
time periods, these related to the size of the association and, in some cases, the significance 
of associations. The direction of the associations did not change. As a result, the longer time 
series (2002/03 to 2004/05), which had much greater statistical power because it contained 
25% more panels than the shorter time series, was chosen as the primary time series. 
 King Edward Hospital is a maternal and gynaecological hospital hence very few 
cases presenting at its ED would involve alcohol-related injury. St John of God Murdoch ED 
represented a small proportion of ED presentations in the city. These missing injury data 
would cause a minor attenuation of associations between measures of alcohol availability 
and alcohol-related injury, rather than overestimating associations. 
8.2.3 Surrogate measures of alcohol-related injury 
Blood alcohol testing is not routinely carried out at Perth EDs. The results of such 
testing are therefore not available in the EDIS. Moreover, it would be expensive and time-
consuming to collect self-reported alcohol consumption in the six hours prior to injury, and 
would not be practical for a study of this size. However, surrogate measures offer a viable 
alternative means of identifying alcohol-related injuries and have been widely used in 
research [164, 168, 188]. 
Case by case, surrogate measures cannot typically provide accurate estimates of the 
number of alcohol-related injuries, but they are suitable, and often preferable, for examining 
trends over time [163]. Given that this study used longitudinal data, precise identification of 
individual cases was of less concern than if the study had been cross-sectional in design, 
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because the design allowed for demonstration of trends over time and the analysis had 
increased statistical power because of multiple years of data.  
The surrogate measure was validated for the study area using methods from well-
designed international and Australian studies. It is important that any surrogate measure be 
validated for the population on which it is being used [147, 172] because of varying 
demographic patterns, cultural attitudes to alcohol and patterns of alcohol use. 
When choosing a surrogate measure of alcohol-related injury for this study, a degree 
of specificity was sacrificed to increase the number of injury cases included, so that the study 
had sufficient statistical power.  
8.2.4 Boundary changes 
Over the period of eight years, administrative boundaries (e.g. of LGAs, postcodes 
and suburbs) would have changed. As data were only available for boundary changes to 
LGAs, and not for changes to postcodes or suburbs, accounting for these latter changes in the 
analyses was difficult. From the data on changes to LGA boundaries, it was established that 
the changes were probably on the borders of postcodes and represented a very small 
proportion of the total area, resulting in a negligible effect on the models.  
A further limitation was that the ABS administrative area ‘postal areas’ was used for 
socio-demographic data, electronic maps and consequently the allocation of alcohol 
availability measures to geographic units. Further, the Australia Post area ‘postcode’ was 
used for identifying the place of residence of ED injury presentations, as this was recorded in 
the EDIS. Postal areas are “an ABS approximation of Australia Post postcodes” [456]. 
Therefore, geographically, postal areas and postcodes are similar, but not identical. It was 
not possible to control for these differences in any way, and attempts to source Australia Post 
postcode maps failed. However, the differences are likely to be very small and unlikely to 
affect the results substantially. In fact, it is usual practice in Australian studies to assume that 
postcode and postal area boundaries are interchangeable, for example [15, 341, 355]. 
8.2.5 The geographic centroid of a postcode as a proxy for place of residence 
A major assumption made in this study was that the geographic centroid of the 
postcode or suburb represented the place of residence. As only the suburb and postcode of 
residence of injury presentations were provided by the Data Linkage Branch, a proxy for 
place of residence was required so that the data could be analysed in relation to alcohol 
availability data. There were two possible proxies: a geographic or geometric centroid, and a 
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population-weighted centroid of the geographic area. While population-weighted centroids 
have been used in outlet density studies in New Zealand [280, 281], the geographic unit of 
analysis was meshblocks, a much smaller administrative area than postcodes or suburbs, and 
the study area was outside the capital city. The geographic centroid for each administrative 
unit could be easily calculated in ArcGIS using the ABS shapefiles, while data on 
population-weighted centroids were not readily available for the Perth Metropolitan Area. As 
a result, the geographic centroid was used in this study. 
However, it was unknown how accurately the centroid (population-weighted or 
geographic) represented place of residence. Only one alcohol outlet density study has 
compared the use of the geographic centroid as against individual residential addresses when 
picking a proxy for place of residence [281]. The authors found “no discernible difference” 
between the two measures of place of residence. 
The geographic centroid may have been a more accurate measure of place of 
residence in a smaller administrative area such as a suburb, than in a larger area such as a 
postcode, or vice versa. The former possibility was supported by the stronger associations 
demonstrated in suburb models including outlets within 1km from the centroid, compared to 
the equivalent postcode models. However, the results for all the models were similar, but 
weaker for the suburb models including outlets at larger distances from the centroid. Further, 
using a geographic centroid as a postcode-average ‘place of residence’, and then creating 
models using a variety of buffer zones around this might ‘average out’ any associations 
between alcohol-related injury and measures of alcohol availability. Models using larger 
buffer zones of up to 10km and up to 20km from the geographic centroid demonstrated little 
or no association between alcohol-related injury and measures of alcohol availability (data 
not shown). However, models using buffer zones of up to 1km, up to 2km and up to 5km 
revealed significant associations with alcohol-related injury, particularly with counts of on-
premise outlets and sales per off-premise outlet. Nevertheless, it is unknown whether these 
results actually reflect an association with the place of residence of alcohol-related injury 
cases or if the geographic centroid acted as a proxy measure of something else.  
The association between counts of on-premise outlets and alcohol-related injury was 
significantly larger in models including outlets within 1km of the centroid. Conversely, the 
associations demonstrated between sales per on- and off-premise outlets were significantly 
larger in models using outlet data for the 5km buffer zone than for smaller buffer zones. This 
suggested that different mechanisms may have facilitated the association between sales per 
outlet and alcohol-related injury, and between counts of outlets and alcohol-related injury; 
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and suggested that the centroid of the administrative unit may have functioned differently in 
relation to alcohol sales and counts of outlets. For instance, the geographic centroid is a 
central point in each postcode, easily accessible through transport routes, with clustering of 
shops and leisure activities, and so it might function as a small-scale commercial centre or 
even an entertainment district within the postcode. The implications of this possible role of 
the geographic centroid will be explored further in 8.3.1. 
8.2.6 Unmeasurable and unknown factors  
Some potential predictors and confounding factors were either impossible to 
measure or to control for. Geographical structures such as rivers and lakes could have 
affected access to alcohol. Because the majority of people travel by car to purchase alcohol 
(nearly 88%—Table 6.5), using road networks (rather than straight-line distance) from the 
place of residence might have ‘controlled for’ these geographical features. This was not an 
option in this study however, as the centroids of some postcodes and suburbs were not 
located on a road, making it impossible to use road network distance.  
The online survey suggested that the place of work might play a role in the choice of 
where to purchase alcohol. Data on the place of work of injured people were not recorded in 
the EDIS, so this factor could not be included in the models. 
Economic availability includes real price: that is, the dollars and cents paid by 
consumers to the alcohol outlet or premise to purchase alcohol. The price for the same 
product varies from outlet to outlet, because of factors such as the type of outlet, the volumes 
sold per outlet and the use of alcohol as a loss leader (for example in supermarkets). 
Although the quantity of alcohol purchased was known, the influence of price on purchase 
volumes could not be established with the data available. 
Other unknown factors could have played a role in the association between alcohol 
availability and injury, which could have affected the results. These could have included 
regulation changes in individual councils within the metropolitan area, management 
practices and server training at individual outlets, and levels of police enforcement of the 
‘Responsible Beverage Service’ (RBS)69 policy, minimum legal drinking age legislation and 
BAC limits on drivers. These factors would variously strengthen or attenuate associations 
between alcohol availability and alcohol-related injury. 
                                                     
69 RBS includes: avoiding drink promotions that encourage intoxication, refusing to serve alcohol to 
obviously intoxicated customers and attempting to prevent intoxicated customers from driving after 
leaving an outlet by providing safe rides or encouraging the use of designated drivers [457]. 
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8.2.7 Generalisability  
The study used data solely from the Perth Metropolitan Area, so the findings are 
specifically applicable to this area. The associations between alcohol availability and 
alcohol-related injury are likely to differ in magnitude across regional WA, given the vast 
size of the state, the varying population densities, differing lifestyles and travel patterns 
across the state. It is expected that, while the magnitude might vary, the association between 
alcohol availability and alcohol-related injury would persist when population size and 
population density were controlled for [29]. 
The choice of the buffer zones was based on responses to an online survey 
administered to a sample of participants from the capital cities in Australia (excluding 
Darwin). The differing physical and population structures of the cities suggested that the 
alcohol availability models from Perth would not be directly transferable. However, the 
general trends are likely to be similar for total postcode and buffer zone models in the other 
major capital cities in Australia. The size of the buffer zones would not be applicable in 
regional areas of WA or other parts of Australia. 
8.3 Discussion 
This thesis demonstrated the validation and use of a surrogate measure of alcohol-
related injury at EDs, explored the distances that Australians living in metropolitan areas 
were prepared to travel to purchase alcohol, and showed the independent associations of 
counts of outlets, sales per outlets and trading hours, with risk of presentation at an ED with 
an alcohol-related injury. 
8.3.1 Surrogate measures of alcohol-related injury presentation at an ED 
Because there was no data on BAC or self-reported alcohol consumption, a surrogate 
or proxy measure for alcohol-related injury was used in this study. An advantage of using a 
proxy measure for ED alcohol-related injury over direct measurement of BAC, self-reported 
consumption or an alcohol-related road crash surrogate is that such a proxy measure enables 
the inclusion of injury cases that have not themselves consumed alcohol, but have been 
injured as a result of the actions of someone who has consumed alcohol. For example, a 
passenger in a car with a driver who has been drinking, or a victim of an assault by a drinker, 
may not have consumed alcohol and would not have been reported using other methods of 
measuring the involvement of alcohol in injuries. 
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The validation process followed in Phase one of this study used methods described 
and used on data from South Australian EDs by Evans and colleagues [164]. Both studies 
used proportions of alcohol-involved injury cases derived by Young et al. using data from 
multiple international EDs (including a Perth ED) [168, 371]. The study by Evans and 
colleagues chose ‘Night2 injuries’ (injuries between midnight and 4:49am) as the ‘preferred 
surrogate’ of alcohol-related injuries, and this was chosen as one of the two surrogate 
measures for the current study. Previous Australian research has confirmed that a high 
proportion of street incidents (such as assault) over this time period are alcohol-related [6], 
while a high proportion of assaults occurring at or near licensed premises in the early 
morning hours involve alcohol [169, 170]. Further, extensive international research has 
concluded that night-time crashes (involving a single vehicle, fatal or serious injury) are a 
valid surrogate for alcohol-related crashes (e.g. [172, 174, 177, 178, 181, 182]. 
A second surrogate, Weekend Night2 injuries, was chosen in this study. Although 
the previous two studies explored the use of weekend injuries as a surrogate of alcohol-
related injury, the authors used a different definition of ‘weekend’ (Friday, Saturday and 
Sunday) from the definition used in this study (Friday evening to Monday morning). Evans 
and colleagues considered the latter to be a “more robust measure” of weekend alcohol-
related injuries (p. 90 [164]). The definition of ‘weekend’ used in this study was more 
consistent with probable weekend alcohol presentations, because presentations early on a 
Monday morning are likely to be related to Sunday night drinking, while presentations early 
on a Friday morning (included by Young et al. [168]) would be associated with drinking on a 
Thursday evening. Despite their reservations about Young and colleagues’ definition of 
‘weekend’, Evans and et al. used it to explore a combined Weekend Night2 surrogate 
measure.  
Unfortunately, Young et al. did not use a combined weekend night-time surrogate 
and so the proportion of injury cases involving alcohol during this time period was not 
available. However, this combined surrogate is consistent with previous research, which has 
shown that higher proportions of alcohol-related incidents occur over weekends, including 
assaults [147, 170] and ED injury presentations[173, 186, 187]. Further research has 
demonstrated that even higher proportions of alcohol-related incidents occur over weekend 
nights: assaults on Sunday mornings in inner Sydney [170], weekend night-time crashes in 
Australia [180, 183], and alcohol-related ED presentations internationally [24, 140, 458]. 
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8.3.2 The association between alcohol availability and alcohol-related injury 
While a large body of literature has demonstrated that increased alcohol availability 
is associated with various alcohol-related harms, there has been a lack of consistency in the 
associations between outlet types and different alcohol-related harms. Previous research has 
focused primarily on outlet density as a measure of availability, with all outlets essentially 
being treated as the same, in terms of size and sales. Few studies have explored the 
associations between sales and alcohol-related harm (e.g. [365]). Even fewer studies have 
explored the independent associations of sales and outlet density with harm [22, 23, 372]. By 
using several measures of availability (outlet count, sales and trading hours), this study 
provided a more complete measure of overall ‘availability’. This enabled exploration of the 
differences between on- and off-premise alcohol sales, and whether distance to outlets 
mediated the associations between measures of availability and alcohol-related injury. 
The final study hypothesis is that “alcohol outlet density and sales are independently 
associated with alcohol-related injuries at EDs according to the type and location of outlets, 
and these relationships are mediated by the distance to outlets”. This thesis has 
demonstrated overall that higher numbers of on-premise outlets and greater sales per off-
premise outlet were independently associated with higher risk of presentation at an ED with 
an alcohol-related injury.  
This hypothesis and other hypotheses were supported by availability theory and 
routine activities theory. In their expanded and updated version of availability theory, 
Stockwell and Gruenewald proposed four extended propositions of availability. The second 
stated that “Greater availability of alcohol in a society will directly affect alcohol-related 
harm when such changes affect the distribution of ‘routine drinking activities’; behaviours 
drinkers engage in when consuming alcohol (e.g. drinking at bars vs. at home; drinking 
socially vs. alone).” (p. 217 [191]).  
‘Greater availability’ in this study was represented by both higher sales per outlet 
(which may be mediated by price and accessibility of the outlet) and greater numbers of 
outlets per geographic unit (through the granting of more liquor licences per area). Liang and 
Chikritzhs propose that the influence of an outlet on harm is mediated by its function—
broadly, whether it sells alcohol for off- or on-premise consumption [84, 340]. Thus, the 
patterns of ‘routine drinking activities’ will vary, depending on the type of outlet. In the 
context of the findings of this study, this suggests that the behaviour of patrons drinking at 
on-premise outlets may differ depending on both the count and clustering of outlets in a 
geographic area. Conversely, higher sales per outlet may represent greater economic 
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availability (a lowered ‘real price’ through changes to the ‘retail price’) leading to changed 
patterns of consumption (as suggested by the first proposition of availability [191]), and thus 
to increased alcohol-related harms.  
Underlying mechanisms of change: off-premise outlets 
The results of this study provided evidence of the independent association between 
sales per off-premise outlet and alcohol-related injury. Although counts of off-premise 
outlets were significantly positively associated with alcohol-related injury in the models 
containing only alcohol availability variables, this association disappeared when population 
size was controlled for. Some statistical models demonstrated a negative association between 
counts of off-premise outlets and injury. 
These mixed results suggested that the association between availability at off-
premise outlets and alcohol-related injury was mediated primarily by sales rather than by 
number of outlets. Individual characteristics of off-premise outlets such as total floor area, 
fridge space, parking spaces, type and amount of price discounting, range of drinks and the 
nature and ambience of the outlet (warehouse, independent or boutique) might have more 
impact on buying behaviour70 and risk of alcohol-related injury than the absolute number of 
outlets.  
Volume of alcohol sales is commonly used as a proxy for consumption levels when 
calculating per capita consumption levels at population level (e.g. [37]. Stockwell and 
Gruenewald propose that “Greater availability of alcohol in a society will increase the 
average consumption of its population when such changes reduce the ‘full price’ of alcohol, 
i.e. the real price of beverages at retail markets plus the convenience cost of obtaining 
them.’ (p. 217 [191]). This suggests that, controlling for higher counts of off-premise outlets, 
the increase in sales at off-premise outlets (and consumption of this alcohol) may be 
mediated by changes in either or both the ‘real price’ (retail price) and ‘convenience 
cost’(ease of acquiring alcohol, e.g. through proximity to outlets). Changes in ‘convenience 
cost’ will be discussed further below.  
Lower retail prices have been shown to be associated with increased consumption 
levels [219] and alcohol-related morbidity and mortality [233]. The price of alcohol may be 
reduced in several ways: prices may drop due to increased competition from nearby outlets, 
                                                     




or because supermarket outlets use alcohol as a ‘loss leader’ (where it is sold at below cost 
price to encourage shoppers into the store to purchase more profitable goods) [459]. Prices 
may also be lowered through short-term promotions. Discounting of alcohol at off-premise 
outlets frequently involves ‘rewarding’ the consumer with lower prices for purchasing 
multiple items (e.g. 20% off if four or more bottles of wine are purchased), or incentivising 
purchases of larger-volume packs of alcohol (e.g. a carton of 24 beers may cost less than 
three individual six-packs of beer) [459]. The patterns of discounting may change ‘routine 
purchasing behaviours’ by encouraging sales of higher volumes of alcohol. This results in 
the consumption of higher levels of alcohol—through more frequent drinking or drinking of 
larger volumes of alcohol per occasion. These represent changes to ‘routine drinking 
activities’ which result in increased risk of alcohol-related harm. 
Previous research has showed varying associations between off-premise outlet 
density and different alcohol-related harms: no significant positive associations in some 
studies (e.g. [316]), significant positive associations in other studies (e.g.[209, 241, 279, 
332]) and negative associations in others (e.g. [26]). These inconsistent results may be a 
result of off-premise density being a weak (not robust) proxy for alcohol sales [22].  
Furthermore, off-premise outlets may interact differently with harms such as 
domestic violence, assault and suicide. Higher off-premise sales per outlet expose family 
members (in places of residence) and friends (at parties) to higher risk of injury through 
increased consumption levels and increased potential for intoxication. In homes, there is an 
absence of the ‘guardians’ that are normally present at on-premise outlets (such as bouncers 
at hotels and nightclubs, and RBS practices by staff serving drinks at all on-premise outlets). 
According to routine activities theory [203], the absence of a guardian represents an 
opportunity for alcohol-related violence to be perpetrated by an intoxicated person 
(‘motivated offender’) in the home. At private parties, formal ‘guardians’ are rarely present 
to protect potential victims from violent incidents. The opportunities for alcohol-related 
assault further increase in the presence of other intoxicated (and potentially aggressive) 
party-goers.  
Likewise, without a restraining influence, people may choose to drive while 
intoxicated. Moreover, higher consumption results in higher BACs, exposing fellow road-
users to greater risk when travelling home from a private venue [460]. However, previous 
research has produced conflicting results on the association between alcohol availability and 
road crashes. McCarthy demonstrated that higher off-premise density was associated with 
fewer alcohol-related crashes [297], while Treno and colleagues (in a longitudinal study) 
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showed that off-premise outlet density was positively associated with road crashes. Cameron 
and colleagues [302] showed that an additional off-premise licence at suburb level was 
associated with 10 further road crashes. The inconsistent results in these studies may be 
accounted for by the relative influence of two factors: high off-premise outlet density 
resulting in outlets being relatively accessible to places of residence, leading to higher 
consumption levels; and low density of outlets leading to longer travel times to and from 
outlets, therefore leading to higher exposure to the road [302].  
In this study, some models demonstrated negative associations between counts of 
off-premise outlets and alcohol-related injury (when sales were controlled for), particularly 
in the outer postcodes. This may be related to the mix of alcohol-related injuries (for 
example, more road crashes compared to assaults in some areas), which may lead to a 
negative association between the count of outlets and alcohol-related injuries, because 
reduced exposure to the road. 
There are increasing numbers of liquor superstores, and fewer boutique-style outlets. 
It is hypothesised that the association between superstores and harms is not necessarily 
through the larger sales at these stores, but through the manner in which they are used by 
consumers: purchases may be largely be for large parties or for heavy drinkers who drink 
alone, than for moderate consumption. These purchases may be for the purposes of drinking 
to intoxication, rather than moderately, thus increasing risk of alcohol-related harm [89, 98].  
Previous research using ED data from a Perth ED has shown that risk of alcohol-related ED 
presentation is higher among those who drank alone or when more than two drink together 
[142]. 
Using a cross-sectional design, Liang and Chikritzhs [22] demonstrated that sales 
per off-premise outlet were associated with the number of assaults at on-premise outlets in 
WA. The authors postulate that this might take place partly as a result of the practice of ‘pre-
loading’: consuming alcohol prior to attending an on-premise outlet, probably because of the 
lower price per standard drink at off-premise outlets. This mechanism might partly explain 
the association between off-premise sales and alcohol-related injury in this study, as alcohol-
related injuries were defined as injuries occurring during night-time hours—the hours during 
which attendance at on-premise outlets such as nightclubs, hotels and restaurants is highest 
[240]. However, as data on place of injury (such as on-premise outlets, at private parties or in 
the home) were not recorded in the EDIS, this could not be demonstrated in this thesis. 
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On-premise outlets  
The results of this study support the hypothesis that counts of on-premise outlets are 
independently associated with risk of alcohol-related injury, particularly in the postcodes 
closer to the CBD, which include Northbridge, Leederville and Subiaco, areas that contain 
large clusters of on-premise outlets such as nightclubs and restaurants [461]. These results 
concur with the findings of Liang and Chikritzhs in one of the few cross-sectional studies 
using both counts and sales per outlet, conducted in the state of WA [22]. However, neither 
the study by Liang and Chikritzhs [22] nor the current study demonstrated an association 
between sales per on-premise outlet and alcohol-related injury, except in the regression 
models which included only postcodes beyond 15km from the CBD. 
Stockwell and Gruenewald proposed that alcohol-related harms may occur when 
increased availability changes the behaviours people engage in while drinking (‘routine 
drinking behaviours’) [191]. Research by Grubesic and Pridemore suggests that assaults tend 
to occur around clusters of outlets, and that denser clusters of outlets are associated with 
higher rates of assault [315]. Livingston, Chikritzhs and Room note that when outlet clusters 
reach a certain threshold, an ‘entertainment district’ results, with outlets behaving as 
‘attractors of violence’ [218]. Clustering leads to interaction between people from different 
outlets, as patrons move between outlets through the evening, representing a change in 
‘routine drinking behaviours’. The interaction among groups of intoxicated patrons around 
an outlet cluster represents greater potential for violence than that which emanates from an 
equal number of isolated individual outlets. As Chikritzhs describes it: “By virtue of their 
collective appeal, premises which are ‘bunched’ together may apply a multiplicative 
pressure on violence and disorder as they draw large numbers of potential perpetrators and 
victims into close contact with one another” (p. 317 [54]). Thus the ‘guardians’ (bar staff, 
bouncers and management) provided by individual outlets may be insufficient to ‘protect’ 
potential victims from intoxicated (‘motivated’) offenders.  
Livingston and colleagues describe the effect of outlets on the surrounding areas as a 
negative amenity effect, defined as “the negative effects (violence, street disturbances, etc) 
of licensed premises on the neighbourhoods in which they operate (and possibly adjacent 
neighbourhoods)” (p. 561 [218]). The need for ‘guardians’ in the form of police presence in 
the areas surrounding outlets increases as clusters of outlets form ‘entertainment districts’. 
Insufficient levels of policing increase the risk of both assault and road crashes. In the latter 
case, visible policing (including random breath testing) and disincentives to drink and drive 
(for example, double demerit points on drivers’ licences over holiday weekends, which are 
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associated with heavy drinking) act as guardians against drink driving and, consequently, 
road crashes. Clustered outlets are, by definition, close together so the distance to an outlet-
cluster may be larger than would be predicted by the absolute count of number of outlets. 
Longer driving distance equates to greater exposure to risk of an alcohol-related road crash. 
Young males constitute a sub-population group that is disproportionately represented 
in alcohol-related incidents, including violence [147] and road crashes [171]. Young males 
are more likely to present at EDs with positive BACs [146] and this demographic group has 
been  considered a highly sensitive and specific surrogate measure of alcohol-related injury 
in previous surrogate measure research [164, 168], and in Phase one of this study. A high 
proportion of male and female Australians aged 20—29 years consume alcohol at licensed 
premises (63% drank at licensed premises compared to 43% of all ages surveyed [451]). 
Members of this age-group are attracted to entertainment districts and indulge in risky 
drinking behaviour [451], which places them at greater risk of alcohol-related injury.  
The increased competition caused by bunching of outlets in an area may discourage 
outlets from implementing RBS practices. Australian research has indicated that the vast 
majority of infringement notices are issued to patrons, with less than 20 per cent of 
infringement notices served to licensees because of the difficulties that police encounter “in 
establishing guilt, prosecuting breaches, and the trivial nature of maximum fines imposed—
especially in relation to serving intoxicated patrons” (p. 321 [54]). Because RBS is not well-
enforced, staff may continue to serve obviously intoxicated patrons in order to retain 
business in a competitive environment. 
Moreover, increased competition may lead to outlets trying to distinguish themselves 
from competing outlets nearby by using price discounting. Discounting may take the form of 
‘happy hours’, where patrons are able to purchase alcoholic beverages for lower prices or 
‘buy one, get one free’ for a limited time, thereby dropping the retail price of alcohol. This 
has the dual effect of increasing overall consumption, and encouraging the consumption of 
alcohol in a short space of time, which predisposes drinkers to rapid intoxication.  
Because this study did not disaggregate on-premise outlets into hotels and taverns, 
nightclubs and restaurants, and injuries by external cause, varying associations between 
outlet types and harms could not be demonstrated. Previous literature has shown associations 
between bar (hotel or tavern) density and assault [19, 331], intimate partner violence [26] 
and pedestrian injuries [293], while both restaurant density[331] and total on-premise density 
[297] have been positively associated with traffic crashes. The different patterns of drinking 
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and functions of outlet types may explain these differences. For example, as stated by 
participants in the pilot study conducted during Phase two of the project, restaurants are 
chosen because of the nature and price of the meal provided rather than the price and 
availability of alcohol. Conversely, the choice of nightclub is more influenced by factors 
relating to alcohol (e.g. price offers and choice of beverages). The nature of the social 
interactions and discounting available at different outlet types may lead to associations with 
different alcohol-related harms. 
The mediating effect of distance to alcohol outlets 
This study aimed to explore the mediating effect of distance to outlets on the 
association between alcohol availability and alcohol-related injury. Because the street 
address of injury cases was not available, the geographic centroid of the postcode (or suburb) 
was used as a proxy for place of residence, and three buffer zones were created around the 
centroid. Outlets were placed in buffer zones according to the straight-line distance from the 
centroid to each outlet. The radius of each buffer zone was a proxy for ‘distance to outlet’. 
Straight-line distance is likely to represent a shorter distance than if road network distance 
had been used to categorise outlets.  
The adequacy of the geographic centroid as a proxy for place of residence was 
difficult to validate as the only previous study which compared using the geographic centroid 
as ‘place of residence’ to using the actual place of residence found no significant difference 
between the models using the different methods [281].  
The geographic centroid of the postcode was effectively an average (or 
‘neighbourhood’) measure of place of residence in the postcode, and therefore the distance 
from centroid to outlet represented a postcode-level mean distance to outlet.  
Halonen and colleagues have shown that decreasing distance from the individual 
place of residence to the nearest bar was associated with an increase in risky drinking and 
vice versa [462]. Conversely, Day and colleagues [318] demonstrated that the association 
between on-premise outlet access and violence weakened as the median distance (from the 
population-weighted centroid) to the nearest outlet increased (from between 0.9 and 1.3km 
in the most violent area to between 3.9 and 4.3km in the least violent areas). Scribner and 
colleagues [349] demonstrated that outlet density affected alcohol consumption via a 
structural effect: it affected everyone in a particular neighbourhood, and was not an 
individual-level effect. These findings suggest that levels of consumption may be more 
closely related to mean distance to alcohol outlets for all residents in a neighbourhood than 
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to individual distances to outlets for each resident. Using the average distance from the 
geographic centroid of ABS collection districts71 to the five closest alcohol outlets, Donnelly 
and Poynton demonstrated that NSW residents living in collection districts with greater 
average distances to the nearest outlets were at lower risk of property damage and 
neighbourhood problems with drunkenness [80].  
Literature searches did not uncover any further research that demonstrated the 
difference between using individual versus mean distance to outlets as the mediator in the 
association between availability and harm. If the association between alcohol availability and 
alcohol-related harm is mediated by a mean distance to outlets, then using the geographic 
centroid as ‘place of residence’ is an appropriate measure of ‘distance to outlets’. However, 
if individual distance to outlets mediates this association, then using the centroid as a proxy 
would be a less effective measure and less likely to reveal the effect of distance on the 
association between availability and alcohol-related injury.  
Furthermore, residents are exposed to multiple outlets, each of which potentially 
exposes the consumer to increased risk of alcohol-related injury. Some studies have 
calculated distance to the closest outlet (e.g. [349] [281] [291]) while others have calculated 
distance to several closest outlets (e.g. [80]). Calculating the distance to the closest outlet 
ignores the effect of other nearby outlets which may have relatively greater impact on harm 
(e.g. by virtue of cheaper alcohol prices or regular discounts and promotions), and also 
ignores the possible multiplicative effect of outlets bunched together. 
This study found that counts of on-premise outlets were more strongly associated 
with alcohol-related injury in the buffer zones closer to the geographic centroid, while sales 
per off-premise outlet were more strongly associated with alcohol-related injury in the larger 
buffer zones. Similarly to Day [318] and Halonen [462], Truong and Sturm have also shown 
that counts of on-premise outlets were significantly associated with problem drinking, and 
that this association weakened as the distance from place of residence to outlet increased 
[283]. In an Australian study, Wilkinson and Livingston specifically studied ‘amenity 
problems’ relating to alcohol use72; the authors showed that greater distance from an on-
                                                     
71 Collection Districts are the second smallest geographic unit of analysis used by the ABS, the 
smallest being meshblocks. They consist of approximately 225 dwellings [463]. 
72 The measures of negative amenity used in this study were the number of times in the last 12 months 
that the respondent had“been kept awake at night or disturbed ; felt unsafe in any other public 
place…; avoided drunk people or places where drinkers are known to hang out; been annoyed by 
people vomiting, urinating or littering when they have been drinking; and have your house, car or 
property damaged” (p. 3 [291]) 
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premise outlet was associated with decreased experience of disrupted sleep due to 
neighbourhood disturbance. Similarly to Donnelly and Poynton’s NSW-based study [80], 
Wilkinson and Livingston also indicated a decreased likelihood of property damage among 
those living further from an off-premise outlet, but because this measure did not involve an 
injury, these alcohol-related incidents would not be reflected in studies using hospital-based 
outcome data.  
If proximity (the convenience cost or ease of accessing alcohol) were a major 
mediator of the relationship between sales and alcohol-related injury, it would be expected 
that the associations between off-premise sales and injury would be larger in the smaller 
buffer zone models than in models including outlets up to 5km from the centroid. However, 
the association between alcohol-related injury and off-premise sales was strongest in the 
larger buffer model at postcode level73, suggesting that distance travelled (convenience cost) 
was a less important mediator in the association between sales and injury than other 
factors—for instance average or minimum retail price, staff service levels, choice of 
beverages and so on (as described in 6.2.2). In other words, factors other than proximity 
might be mediating the association between off-premise sales per outlet and alcohol-related 
injury. The online survey suggested that consumers are prepared to travel greater distances to 
purchase discounted liquor. Nearly 23% of participants were prepared to travel up to 5km 
further and an additional 33% of participants would travel 5 to 10km further to obtain a 30% 
discount on price at a bottle shop (Table 6.13). In the light of these findings, the greater risk 
of alcohol-related injury demonstrated in the statistical models using the largest buffer zone 
(5km) may be explained by patrons travelling further to purchase larger volumes of 
discounted alcohol.  
The association between counts of on-premise outlets and alcohol-related injury was 
strongest within 1km of the geographic centroid; this association disappeared in the 5km 
buffer zone models. With harms such as assault, ‘decay’ is expected as the distance from an 
on-premise outlet increases: that is, the outlet will have declining influence on risk of assault 
further from the outlet, leading to weaker associations between harm and outlet counts as 
distance from the outlet increases [378, 380].  Although intoxicated patrons may return to 
residential settings, alcohol purchased at on-premise outlets is largely consumed on the 
                                                     
73 The association between alcohol-related injury and off-premise sales was stronger in the smallest 
buffer zone for models at suburb level. However, the quality of the data was better at postcode level 
(see 4.6.2 and 7.2.8) and the differences between the IRRs across the different postcode buffer zone 
models were significant, so postcode-level models were considered to be more valid. 
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property74, and it is therefore reasonable to expect a decreasing risk of harms such as injury 
as distance from the outlet increases. Conversely, off-premise outlets function primarily as 
sources of alcohol rather than places of drinking. Alcohol purchased at these outlets is 
consumed in the home, private residences, at restaurants allowing ‘BYO’75 alcohol and so 
on. 
The different effects of ‘distance to outlet’ by outlet type may also be related to how 
the geographic centroid functions in relation to on- and off-premise outlets. It may function 
as an ‘average place of residence’, as an ‘individual place of residence’ and may even 
approximate or be located near to a small-scale commercial centre or ‘entertainment district’ 
within a postcode or suburb—the latter possibility may be particularly relevant for on-
premise outlets as restaurants, hotels and nightclubs tend to cluster more than off-premise 
outlets (see Map 7.2).  This clustering at or near the postcode centroid would result in higher 
risk of alcohol-related injury in the models including the smaller buffer zones than in the 
5km buffer zone. Conversely, off-premise outlets tend to be more dispersed within postcodes 
(Map 7.2) and less likely to cluster near the centroid. As a result, the smaller buffer zone 
models do not reflect a higher risk of injury than the larger buffer zones. 
The influence of distance from the CBD on associations between alcohol availability 
and alcohol-related injury  
The Perth Metropolitan Area has historically been structured around a CBD, with 
residential postcodes fanning out from this central point to the north, south, east and (to a 
lesser extent) west [454]. Smaller commercial centres have developed across the 
metropolitan area [454]. To model for differences in the road structure and patterns of travel 
across the metropolitan area, a framework introduced by Luk [435] was used in this study. 
The framework divides Perth into concentric zones, using the CBD as a central point. The 
single postcode 6000 was ultimately selected to represent the subjective concept of ‘CBD’. 
Initial analysis stratified postcodes into three zones beyond the CBD (CBD to 7km, 7km to 
15km, and 15km or more from the CBD).  
Models that included postcodes and suburbs between the CBD and 7km from the 
CBD demonstrated that counts of on-premise outlets were significantly associated with both 
Night2 and Weekend Night2 injury. This was evident in the total postcode and suburb 
                                                     
74 Hotel, tavern and club licences allow sale of packaged liquor to patrons for consumption off the 
premise [464]. 
75 BYO: Bring your own alcohol, that is, the alcohol is purchased elsewhere, e.g. a bottle shop, and 
then consumed at a restaurant. 
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models, and models including outlets within a 1km and 2km buffer from the centroid. The 
associations were strongest in the suburb-level models, and weakest in the 2km buffer 
models.  
The postcodes (and suburbs) in this zone are relatively small compared to those 
beyond 7km from the CBD. For the same distance travelled, travel times are longer than 
outer postcodes, because of shorter distances between traffic signals and greater congestion. 
This zone includes areas such as Northbridge and Leederville which contain clusters of on-
premise outlets such as nightclubs and restaurants—some of the major entertainment districts 
in the Perth Metropolitan Area. These areas are most likely to experience the negative 
(amenity) effects of alcohol outlets, because of clustering of (largely) on-premise outlets, and 
crowds of drunken patrons moving between venues. In fact, these areas are well known for 
having the highest levels of alcohol-related violence in Perth [461]. It is therefore 
unsurprising that counts of on-premise alcohol outlets were significantly and strongly 
associated with alcohol-related injury in this area. Furthermore, when counts of outlets and 
their sales were controlled for, postcodes between the CBD and 7km from the CBD were 
associated with an increased risk of alcohol-related injury compared to other postcodes in the 
metropolitan area. 
The total outlet models for the middle postcodes (between 7km and 15km around the 
CBD) demonstrated that higher sales per off-premise outlet were associated with an 
increased risk of alcohol-related injury. This association was not evident in the buffer zone 
models or suburb-level models. These postcodes include a mix of residential areas and 
smaller commercial centres, such as Osborne Park and Cannington. Those living in this area 
travel relatively short distances to work and shopping centres (compared to those in the outer 
postcodes), but the travel times are shorter than in the inner postcodes because of the 
different road structure. Because geographical location and external cause of injuries were 
unknown, it was not possible to determine whether off-premise sales were associated purely 
with injuries occurring at homes and private parties (assault, intimate partner and family 
violence, and road crashes), or also with violence or road crashes occurring at or near on-
premise outlets. The strong association between off-premise sales and injury, and the lack of 
association between on-premise sales and alcohol-related injury suggests that off-premise 
sales may be mediating the association between on-premise outlets and injury in this part of 
Perth. Liang and Chikritzhs have suggested that sales per off-premise outlet may be 
associated with incidents of alcohol-related harms occurring at or near on-premise outlets 
through pre-loading, that is, using alcohol purchased at off-premise outlets prior to attending 
on-premise outlets [22]. These on-premise outlets may be located some distance from the 
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off-premise outlets, for example in the entertainment districts near the CBD. Further, off-
premise sales represent BYO alcohol consumed at restaurants in other locations.  
The results demonstrated in this study for the inner and middle postcodes of Perth 
concur with those of Livingston [15] in his study of the association between assault and 
outlet density in Melbourne. Livingston demonstrated that assault was strongly associated 
with hotel outlet density (on-premise) in the inner city, but with off-premise outlet density in 
suburban Melbourne. 
Models for the postcodes beyond 15km from the Perth CBD demonstrate significant 
associations between sales per on-premise outlet and alcohol-related injury at postcode level, 
and between sales per off-premise outlet and alcohol-related injury at suburb level. In the 
outer areas of the metropolitan area, postcodes can contain up to four suburbs, and suburbs 
may straddle more than one postcode. Thus, the mechanism of action through which alcohol 
availability and injury are associated may differ substantially from the inner postcodes and 
suburbs. At postcode level, both counts and sales of on-premise outlets were significantly 
associated with alcohol-related injury in the total outlet models. The large association 
between sales per on-premise outlets and injury may be related to a greater influence of price 
on purchases at on-premise outlets (and therefore consumption levels) in the outer 
metropolitan area. Prices may be lower at on-premise outlets in the outer metropolitan area 
than in the trendy inner-city eateries and clubs, encouraging greater levels of consumption76.  
The ‘routine activities’ of those living in these postcodes may differ somewhat from 
those in the inner postcodes. Those living in these outer areas will be accustomed to 
travelling greater distances at greater speeds because of less congestion and longer distances 
between traffic signals. Therefore, proximity to outlets may be less important than price (e.g. 
bulk discounts), trading hours, ambience of outlets, selection of beverages, customer service 
and staff’s knowledge about wines, and opportunities to use a loyalty card (factors indicated 
by online survey participants as influencing their choice of outlet— 6.2.2).  
Livingston suggests that on- and off-premise outlets may function differently 
depending on the area of the city in which they are located [15]. Furthermore, the mix of 
types of outlets will differ across the city, which may influence how different outlet types are 
‘used’ by drinkers [15]. Livingston proposes that in suburban areas further from the CBD, 
where there are fewer on-premise outlets, residents may use off-premise outlets as “places to 
                                                     
76 For example, a restaurant in Subiaco charges $14 for a cocktail [465]. Another branch of the same 
restaurant in Armadale, an outer suburb, charges $12.50 for the identical cocktail [466].  
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meet and entertain themselves” (p. 1,077 [15]), and that, depending on the mix of on-
premise licence types, hotels and restaurants may function differently from how they 
function closer to the CBD. This results in varying ‘routine drinking activities’ in different 
areas, affecting the risk distribution of alcohol-related harms [191]. 
Trading hours  
A unique feature of this study was the analysis of the independent associations 
between both alcohol sales and counts of outlets by category of trading hours, and alcohol-
related injury. A very small proportion of off-premise outlets in the Perth Metropolitan Area 
had permits allowing extended trading hours, so all off-premise outlets were grouped 
together. On-premise outlets were disaggregated into those with standard and those with 
extended trading hours. This study showed that the risk of alcohol-related injury was greater 
with an additional on-premise outlet with extended trading hours, compared to an additional 
on-premise outlet with standard trading hours (controlling for counts of off-premise outlets 
and sales at both on- and off-premise outlets). Sales per on-premise outlet were either not or 
negatively associated with alcohol-related injury. This suggests that for on-premise outlets, 
the number of venues trading with extended hours is a more important predictor of injury 
risk than the volume of sales per outlet. Chikritzhs and Stockwell [225, 226] showed that, 
compared to those with standard trading hours, hotels with late trading had significantly 
higher levels of violence and associated road crash injury. They also postulated that both the 
number of patrons and the increase in volume of alcohol consumed per patron may mediate 
the relationship between extended trading hours and harm. The current study suggested that 
it is the number of on-premise outlets (and possibly the number of patrons) rather than 
alcohol sales volumes that mediates this relationship. 
8.3.3 The association between alcohol availability and socio-demographic factors 
A variety of geographic area-level socio-economic and demographic factors were 
included as predictors in the statistical models constructed in this study. Associations 
between different socio-demographic variables and alcohol-related injury varied, depending 
on the model type (postcode or suburb, and total or buffer zone models), indicating that most 
associations were not robust. However, postcodes and suburbs with higher proportions of 
Indigenous residents and areas in a higher SEIFA quartile were consistently associated with 
a higher risk of presentation at an ED with an alcohol-related injury. 
Stockwell and Gruenewald propose that “Greater adverse health and social 
problems stemming from alcohol use will appear across the drinking population, focused in 
253 
 
those subpopulations most exposed to risk. These risks will be distributed differently across 
population subgroups, depending upon differences in routine drinking activities.” (p. 217 
[191]). From the results in this study, it appears that Indigenous people and people living in 
areas of higher socio-economic status are at greater risk of problems resulting from alcohol 
use. However, it is important to note that any conclusions about the importance of these 
findings are limited by the fact that these are group-level, not individual-level, data. 
Therefore, ecological fallacy could lead to incorrect conclusions being drawn from the 
results. For example, while postcodes with a higher proportion of Indigenous residents are 
associated with higher risk of alcohol-related injury, it may be that it is the non-Indigenous 
residents living in these postcodes who are at an increased risk of alcohol-related injury, 
rather than the Indigenous residents. 
With this limitation in mind, previous Australian research has shown that people of 
Indigenous origin are at increased risk of harmful drinking [451] and alcohol-related harm 
[467, 468], compared to non-Indigenous Australians. Jobes and colleagues found significant 
associations in rural NSW between high proportions of Indigenous people per LGA and both 
assault and ‘break and enter’ crimes [469]. These authors suggested that the association 
between Indigenous status and alcohol-related harm might operate through higher levels of 
social disorganisation and instability in these postcodes, through “a lack of shared values 
and beliefs among members of a community, and an inability to solve common problems” (p. 
118 [469]).The causes of social disorganisation were proposed to be “colonisation and 
dispossession [which] produced a breakdown of Indigenous informal social controls” (p. 
219 [470]).  
Recently, Grubesic and Pridemore demonstrated that as community social 
organisation increases, the association between outlet density and assault weakens [214]. The 
current study did not explore social disorganisation overtly, but, given the history of the 
Indigenous people in Australia, it provides a viable explanation of the strong association 
between postcodes with high proportions of Indigenous residents, and alcohol-related harms.  
Most of the models developed in this study have demonstrated that 
postcodes in the highest SEIFA quartile (that is, the postcodes with the highest levels 
of socio-economic advantage and lowest levels of disadvantage) are associated with 
a higher risk of ED presentation with an alcohol-related injury. In an Australian 
study, Dietze and colleagues showed that LGAs with larger income inequalities 
(measured by the Gini coefficient) were at greater risk of alcohol-related harm than 
LGAs with more equitable incomes [471]. Other research (including alcohol 
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availability research) has demonstrated that lower individual- and group-level socio-
economic status are associated with increased risk of negative health outcomes including 
including injury (e.g. [472, 473]) and with increased incidence of problem drinking (e.g. 
[275, 474, 475]). Furthermore, areas with lower socio-economic status have been associated 
with higher outlet density (e.g. [305]), closer proximity to outlets (e.g. [281] and increased 
risk of alcohol-related harm (e.g. [340]). Research on outlet density and problem drinking 
has indicated outlet clustering [315] and higher outlet densities [275, 305] in the areas with 
the highest neighbourhood deprivation. However, a greater proportion of those living in 
areas of lower neighbourhood deprivation and higher individual socio-economic status were 
classified as heavy drinkers [472, 476].  
The cause of the association between higher SEIFA and alcohol-related harm may 
lie in the calculation of the index. The SEIFA Index of Relative Socio-Economic Advantage 
and Disadvantage was used in this study. The exact components and relative weightings of 
these components vary from one census to another. The 2006 index consisted of variables 
describing the proportion of people in the area; income (high or low); education (schooling 
and tertiary qualifications); unemployment; skill level of occupation; rent (low, and number 
of bedrooms), and various other variables (such as disability, English skill, Indigenous 
status, car and internet access, and one-parent families) (p. 16 [452]). The emphasis in the 
index on income level, education and skill level suggests that those with a higher SEIFA of 
relative advantage/disadvantage have more disposable income and thus have more money to 
spend on alcohol. The online survey indicated that a higher proportion of those residing in 
the highest SEIFA postcodes in metropolitan Australia consumed alcohol at restaurants 
compared to those residing in lower SEIFA postcodes (6.2.5). Furthermore, Livingston 
showed that, while liquor shops and licensed clubs were more likely to be located in areas of 
lower socio-economic status in urban Victoria, higher densities of hotels and restaurants 
occurred in areas of higher socio-economic status [477]. Gruenewald and colleagues 
hypothesised that the significant association between restaurant density and driving after 
drinking might be mediated by higher income, as this group of drinkers was likely to have 
more available income to use on travel by car and on restaurant meals [294]. As alcohol 
price increases, research has shown that levels of alcohol consumption and harm drop [219, 
233]. However, those with more disposable income are able to afford alcohol despite 





While the EDIS reliably records almost all the ED presentations at Perth hospitals, 
data recording issues remain. Basic demographic details such as age and gender, and details 
such as time of presentation, postcode of residence and ICD-10 were consistently recorded. 
However, better recording of other demographic details, such as marital status and 
Indigenous status, would improve the quality of data, enabling more accurate targeting of 
injury prevention efforts. Furthermore, the mandatory inclusion of external causes codes (as 
recommended by [109]) would enable classification of injuries by type (e.g. pedestrian 
injury, assault etc.) and severity. 
Considering the high proportion of ED cases in Australia that involve alcohol 
(estimates range from 22% [142] to 34% [140, 144]), the case can be argued for introducing 
mandatory blood alcohol testing of all ED presentations over the age of 15 years. It would be 
useful both to clinicians and researchers, enabling researchers to identify alcohol-related 
cases directly rather than relying on aetiological fractions or surrogate measures of alcohol-
related harm. 
8.4.2 Liquor licences 
This study suggests that polices to prevent alcohol-related harm associated with on- 
and off-premise outlets should be approached differently, because of differing mechanisms 
mediating the associations of alcohol-related harm with the outlet types. For example, factors 
which indicate potential volume of sales, such as the floor area, fridge space or shelf space of 
an off-premise outlet, might influence the risk of alcohol-related injury more than the 
number of outlets, while direct controls of outlet density might be ineffective. Controlling 
the size (through restrictions on floor-space and volume of alcohol on sale) of outlets 
through licence restrictions might be a more effective way of reducing alcohol-related injury 
than restricting the number of off-premise licences granted. Further research is needed to 
explore potential proxy measures for alcohol sales volumes in order to assist decisions about 
future liquor licence applications. Off-premise outlets may be weighed by shelf space or 
floor area, and on-premise outlets by maximum capacity, to differentiate between size of 
outlet. 
Moreover, retail price is likely to have a substantial influence on the decision of 
consumers to purchase alcohol and on the volume purchased at off-premise outlets [219, 
459]. Alcohol consumers have a certain level of disposable income, so controlling price, 
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either through a minimum floor price or by limiting discounts and special offers, has the 
potential to reduce sales at bottle shops [235] and elsewhere, and thereby reduce alcohol-
related injury. Research has shown that increasing taxes on alcohol (and thereby retail price) 
has the potential to reduce alcohol-related disease and injury [233]. In addition to a 
volumetric taxation approach (wine is not taxed by alcohol content in Australia), increasing 
the minimum floor price on the cheapest alcoholic beverages (such as cask wine) may be 
especially effective in this regard [232]. Further Australian research on the implications of 
price-based interventions for addressing alcohol-related harm is needed as only a handful of 
studies have been conducted on this population (e.g. [238, 479]. The granting of licences to 
large warehouse-style ‘superstore’ outlets (favoured by the big chains, including supermarket 
chains) should be limited, as their capacity for price discounting and loss leading is 
substantial [480].  
With regard to on-premise outlets, when sales and counts of off-premise outlets were 
controlled for, counts of on-premise outlets remained positive and significant in most 
models. The mechanism of amenity suggests that this may not be related merely to the 
absolute number of outlets, but to clustering of on-premise outlets. Thus, decisions on the 
granting of liquor licences should consider not only the absolute number of licences (such as 
by introducing a ceiling e.g. a maximum number of outlets per 10,000 population), but also 
the relative geographical position of on-premise outlets, and should assess potential negative 
effects that adding an outlet could have on the surrounding community via the amenity 
effect. Particular attention should be paid to the granting of licences in entertainment 
districts. 
8.4.3 Alcohol-related harm levels 
Preparation of EDs to cope with alcohol-related injury cases 
This longitudinal study has confirmed previous ED research, indicating that most 
alcohol-related injuries present between midnight and 5 am. Even higher proportions of 
injuries presenting over the weekend involve alcohol. These findings can be used to inform 
choices on Perth ED staffing levels to cope with the influx of alcohol-related cases, 
providing both treatment and brief interventions. Health care professionals, particularly in 
EDs, can undertake screening, brief interventions and referral to specialist substance-use 
care. Evidence demonstrates that brief interventions are effective in reducing alcohol-related 
harm, specifically injuries, although they do not reduce alcohol consumption levels in the 




This study has shown that certain population-level characteristics were associated 
with alcohol-related injury. However, targeting these groups might be inappropriate as these 
findings could represent ecological fallacy—that population-level data is inappropriately 
extrapolated to the individual level. For example, postcodes and suburbs with higher 
proportions of residents of Indigenous origin were strongly positively associated with 
alcohol-related injury. However, it might be that those at higher risk of alcohol-related injury 
were not of Indigenous origin but lived in areas with a higher proportion of Indigenous 
residents. Similarly, although postcodes or suburbs in the highest SEIFA category were 
associated with a higher risk of alcohol-related injury, this risk could not necessarily be 
linked to individuals living in these areas. These trends would need to be confirmed by 
reliable individual-level data (e.g. with the data from a well-designed survey such as the 
National Drug Strategy Household Survey). If these results were confirmed, then targeted 
interventions to prevent alcohol-related harm might be appropriate. 
8.5 Conclusion 
Alcohol-related injuries, emanating from assault, road crashes and other causes, 
remain a worrying and ongoing problem arising from alcohol consumption in Perth and other 
parts of Australia. This research provides evidence of the differing associations between the 
number of alcohol outlets, sales per outlet, trading hours and alcohol-related injury. 
Specifically, the evidence points to complex relationships between availability and alcohol-
related injury, depending on type of outlet, geographic location and the presence or absence 
of extended trading hours. This suggests that liquor licensing policies need to be informed, 
adaptable and able to differentiate among outlet types. The results provide evidence which 
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tion of approval can  be obtained either by writing to the Curtin University Human Research Ethics Committee, c/- Office of Research  and  Devel-
opment,  Curtin ·University,  GPO  Box U1987, Perth,  6845 or by  telephoning  9266  2784  or by emailing  hrec@curtin.edu.au. 
 
Applicants should note the following: 
 
It is the policy of the HREC to conduct random audits on a percentage of approved projects. These audits may be con-
ducted at any time after the project starts.  In cases where the HREC considers that there may be a risk of adverse 
events, or where participants may be especially vulnerable, the HREC may request the chief investigator to provide an 
outcomes report, including information on follow-up of participants. 
 
The attached FORM B should be completed and returned to the Secretary, HREC, C/- Office of Research & Devel-
opment: 
When the project has finished, or 
• If at any time during the twelve months changes/amendments  occur, or 
• If a serious or unexpected adverse event occurs, or 
• 14 days prior to the expiry date if renewal is required. 
• An application for renewal may be made with a Form B three years running, after which a new 








Associate Professor Stephan Millett 
Chair Human Research Ethics Committee
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Please specify the data to be extracted, listing all data sets and specific detail around 
selection of a cohort or cases and controls.  Any date limits should also be given. If you require 
assistance with completing this form, please email DataServices@health.wa.gov.au.  
Please note: DOHWA HREC approval is required for any personal health information*. 
*Personal health information is information or opinions that relate to the health of a person where the 
identity of a person is apparent or can reasonably be ascertained from the information. For a more detailed 
explanation see the Practice Code For the Use of Personal Health Information. All project personnel who 
will have access to personal health information provided by the DOHWA must enter into a Confidentiality 
Agreement. Please contact the Manager or Project Manager of the Data Linkage Branch or the DOHWA 




Please provide a description of your cohort and how your study population is defined.  
E.g. all people living in Bunbury who were diagnosed with lung cancer between 1995 and 2005, defined through the WA Cancer 
Registry 
All people aged 15 and older and residing in the Perth metropolitan area who were admitted to 
metropolitan EDs between Jan 2002 and Dec 2010. 
For quoting purposes please provide an estimate of how many people there will be in your cohort.  
Unknown. 
 
Disease and Procedure Codes 
If your cohort is to be selected from specific disease or procedure groupings, please specify the version of 
ICD codes you require (i.e. ICD9, ICD10), and whether they should be applied only to the principal 
disease/procedure code or to any of the multiple codes within a record. For the time periods and versions of 
ICD codes used in WA please see  
http://www.datalinkage-wa.org.au/sites/default/files/HMDS_ICD_DRG.pdf  
Please attach an Excel spreadsheet of all the specific ICD codes you require. Please note that the 
DLB cannot provide or check ICD codes. 
E.g. ICD10, diagnosis codes for lung cancer. See attached spreadsheet. 
N/A 
Geographical areas 
If your cohort is to be restricted to a specific residential or service area, please specify the relevant 
postcodes or CDs that define the area required. 
Please attach an Excel spreadsheet of the postcodes or CDs you require.  
SEIFA and ARIA codes are available for Emergency, Death, Hospital and Midwives data. If you require 
SEIFA or ARIA codes, please select this in the variable lists for each dataset (Module 4). 





E.g. People residing in Bunbury. See attached spreadsheet of postcode and collection districts. 
Metropolitan area only- metropolitan emergency departments. 
Postcodes of residence restricted to metropolitan area. 
Service data extraction 
Please specify the datasets you require and the time period.  
*Attach variable lists (Module 3). 
Dataset 
E.g. Hospital Morbidity 
Time period 
E.g. Jan 1995 – most recent 







If you are requesting Hospital Morbidity data, please specify below whether you need all records to analyse 
co-morbidities or just the records associated with a particular condition. 
E.g. I wish to analyse comorbidities. Please extract all records for 5 years before and all after the index admission. 
N/A 
 
If you are requesting Cancer data, please indicate whether tumour records should be restricted by certain 
criteria. E.g. neoplasm type, diagnosis year, age at time of diagnosis, diagnosed while residing in WA. 
Note: “all cancers” will be interpreted as invasive, notifiable malignancies only. This excludes benign, in situ and uncertain behaviour 
neoplasms and all primary skin SCC and BCCs. 
N/A 
 
If you are requesting Midwives or Birth data, please specify below whether you need records for the birth of 
a person, records where they are the parent or both. 





Control Group Description 
Please provide a description of your controls.  
E.g. Random sample of people from the electoral roll, matched on year of birth and gender to the cohort 5:1. 
N/A 
 
Disease and Procedure Codes 
If your controls are to be selected from specific disease or procedure groupings, please specify the version 
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of ICD codes you require (i.e. ICD9, ICD10), and whether they should be applied only to the principal 
disease/procedure code or to any of the multiple codes within a record. 
Please attach an Excel spreadsheet of all the specific ICD codes you require. 
N/A 
Geographical areas 
If your controls are to be restricted to a specific residential or service area, please specify the relevant 
postcodes or CDs that define the area required. 
Please attach an Excel spreadsheet of the postcodes or CDs you require.  
SEIFA and ARIA codes are available for Emergency, Death, Hospital and Midwives data. If you require 
SEIFA or ARIA codes, please select this in the variable lists for each dataset (Module 4). 
E.g. People residing in Bunbury. See attached spreadsheet of postcode and collection districts. 
N/A 
Service data extraction 
Please specify the datasets you require and the time period.  
*Attach variable lists (Module 3). 
Dataset 
E.g. Hospital Morbidity 
Time period 







Do you require the same variables as your cohort? (Yes/No) 
If not, please attach a separate variable list for the controls (Module 3). 
N/A 
 
If you are requesting Hospital Morbidity data, please specify below whether you need all records to analyse 
co-morbidities or just the records associated with a particular condition. 
E.g. I wish to analyse comorbidities. Please extract all records for 5 years before and all after the index admission. 
N/A 
If you are requesting Cancer data, please indicate whether tumour records should be restricted by certain 
criteria. E.g. neoplasm type, diagnosis year, age at time of diagnosis, diagnosed while residing in WA. 
Note: “all cancers” will be interpreted as invasive, notifiable malignancies only. This excludes benign, in situ and uncertain behaviour 
neoplasms and all primary skin SCC and BCCs. 
N/A 
If you are requesting Midwives or Birth data, please specify below whether you need records for the birth of 
a person, records where they are the parent or both. 





10.3 Tables showing numbers for validation of surrogates 
Table 10.1:  All wholly alcohol-attributable cases presenting at Perth Metropolitan Area Emergency Departments from 1 July 2002 to 30 June 2010 
 
2002/3 2003/4 2004/5 2005/6 2006/7 2007/8 2008/9 2009/10 Total 
Hour n % n % n % n % n % n % n % n % n % 
Midnight-1am 153 8.24 162 9.74 159 8.20 212 9.18 233 9.67 194 8.14 198 7.85 269 9.11 1,580 8.76 
1am-1:59am 157 8.45 124 7.45 172 8.87 170 7.36 199 8.26 176 7.39 176 6.98 212 7.18 1,386 7.68 
2am-2:59am 97 5.22 95 5.71 125 6.45 141 6.10 150 6.22 173 7.26 145 5.75 172 5.83 1,098 6.09 
3am-3:59am 78 4.20 58 3.49 95 4.90 86 3.72 96 3.98 122 5.12 115 4.56 111 3.76 761 4.22 
4am-4:59am 46 2.48 40 2.40 60 3.09 64 2.77 75 3.11 55 2.31 63 2.50 61 2.07 464 2.57 
5am-5:59am 36 1.94 27 1.62 42 2.17 40 1.73 30 1.24 54 2.27 50 1.98 45 1.52 324 1.80 
6am-6:59am 28 1.51 30 1.80 26 1.34 26 1.13 32 1.33 27 1.13 33 1.31 46 1.56 248 1.37 
7am-7:59am 24 1.29 21 1.26 24 1.24 21 0.91 28 1.16 31 1.30 36 1.43 42 1.42 227 1.26 
8am-8:59am 20 1.08 21 1.26 24 1.24 29 1.26 34 1.41 29 1.22 33 1.31 39 1.32 229 1.27 
9am-9:59am 41 2.21 20 1.20 31 1.60 35 1.52 38 1.58 45 1.89 35 1.39 46 1.56 291 1.61 
10am-10:59am 28 1.51 41 2.46 37 1.91 41 1.77 43 1.78 52 2.18 61 2.42 67 2.27 370 2.05 
11am-11:59am 42 2.26 39 2.34 39 2.01 64 2.77 44 1.83 59 2.48 48 1.90 74 2.51 409 2.27 
Noon-12:59pm 50 2.69 51 3.06 63 3.25 65 2.81 63 2.61 70 2.94 69 2.73 76 2.57 507 2.81 
1pm-1:59pm 51 2.75 46 2.76 63 3.25 66 2.86 59 2.45 72 3.02 88 3.49 94 3.18 539 2.99 
2pm-2:59pm 57 3.07 50 3.00 68 3.51 74 3.20 77 3.20 79 3.32 82 3.25 117 3.96 604 3.35 
3pm-3:59pm 92 4.95 59 3.55 75 3.87 90 3.90 97 4.02 84 3.53 89 3.53 97 3.29 683 3.79 
4pm-4:59pm 91 4.90 89 5.35 78 4.02 89 3.85 83 3.44 91 3.82 106 4.20 141 4.78 768 4.26 
5pm-5:59pm 64 3.45 67 4.03 74 3.82 110 4.76 99 4.11 100 4.20 138 5.47 138 4.67 790 4.38 
6pm-6:59pm 98 5.28 78 4.69 94 4.85 111 4.81 119 4.94 107 4.49 123 4.88 152 5.15 882 4.89 
7pm-7:59pm 99 5.33 96 5.77 101 5.21 123 5.32 118 4.90 121 5.08 122 4.84 167 5.66 947 5.25 
8pm-8:59pm 116 6.25 97 5.83 92 4.74 153 6.62 161 6.68 141 5.92 140 5.55 178 6.03 1,078 5.98 
9pm-9:59pm 107 5.76 104 6.25 109 5.62 126 5.45 153 6.35 131 5.50 182 7.21 169 5.72 1,081 5.99 
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10pm-10:59pm 140 7.54 110 6.61 138 7.12 160 6.93 168 6.97 181 7.60 184 7.29 197 6.67 1,278 7.09 
11pm-11:59pm 142 7.65 139 8.35 150 7.74 214 9.26 211 8.76 188 7.89 207 8.20 242 8.20 1,493 8.28 
Total 1,857 100 1,664 100 1,939 100 2,310 100 2,410 100 2,382 100 2,523 100 2,952 100 18,037 100 
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Table 10.2: All weekend wholly alcohol-attributable cases presenting at Perth Metropolitan Area Emergency Departments from 1 July 2002 to 30 June 2010 
 
2002/3 2003/4 2004/5 2005/6 2006/7 2007/8 2008/9 2009/10 Total 
Hour n % n % n % n % n % n % n % n % n % 
Midnight-1am 93 9.40 114 12.94 109 9.67 148 10.94 163 11.36 134 9.57 123 8.74 175 10.63 1,059 10.34 
1am-1:59am 109 11.02 80 9.08 143 12.69 124 9.16 144 10.03 130 9.29 133 9.45 163 9.90 1,026 10.02 
2am-2:59am 60 6.07 69 7.83 95 8.43 103 7.61 116 8.08 130 9.29 101 7.18 128 7.77 802 7.83 
3am-3:59am 51 5.16 39 4.43 61 5.41 67 4.95 65 4.53 93 6.64 85 6.04 75 4.55 536 5.23 
4am-4:59am 34 3.44 32 3.63 42 3.73 40 2.96 55 3.83 42 3.00 50 3.55 43 2.61 338 3.30 
5am-5:59am 26 2.63 18 2.04 33 2.93 33 2.44 19 1.32 34 2.43 34 2.42 23 1.40 220 2.15 
6am-6:59am 20 2.02 21 2.38 18 1.60 19 1.40 20 1.39 17 1.21 19 1.35 24 1.46 158 1.54 
7am-7:59am 11 1.11 9 1.02 17 1.51 14 1.03 19 1.32 21 1.50 24 1.71 18 1.09 133 1.30 
8am-8:59am 7 0.71 11 1.25 12 1.06 19 1.40 17 1.18 11 0.79 19 1.35 24 1.46 120 1.17 
9am-9:59am 23 2.33 5 0.57 9 0.80 15 1.11 18 1.25 20 1.43 21 1.49 19 1.15 130 1.27 
10am-10:59am 11 1.11 15 1.70 19 1.69 18 1.33 19 1.32 24 1.71 31 2.20 21 1.28 158 1.54 
11am-11:59am 20 2.02 17 1.93 21 1.86 22 1.63 22 1.53 23 1.64 22 1.56 35 2.13 182 1.78 
Noon-12:59pm 27 2.73 24 2.72 28 2.48 25 1.85 32 2.23 32 2.29 20 1.42 37 2.25 225 2.20 
1pm-1:59pm 23 2.33 22 2.50 30 2.66 37 2.73 32 2.23 37 2.64 36 2.56 44 2.67 261 2.55 
2pm-2:59pm 24 2.43 22 2.50 31 2.75 39 2.88 37 2.58 35 2.50 34 2.42 51 3.10 273 2.67 
3pm-3:59pm 35 3.54 26 2.95 32 2.84 35 2.59 42 2.93 39 2.79 33 2.35 41 2.49 283 2.76 
4pm-4:59pm 38 3.84 37 4.20 33 2.93 33 2.44 42 2.93 48 3.43 55 3.91 77 4.68 363 3.55 
5pm-5:59pm 28 2.83 30 3.41 29 2.57 60 4.43 51 3.55 50 3.57 66 4.69 69 4.19 383 3.74 
6pm-6:59pm 46 4.65 39 4.43 44 3.90 63 4.66 60 4.18 64 4.57 51 3.62 70 4.25 437 4.27 
7pm-7:59pm 44 4.45 34 3.86 48 4.26 62 4.58 62 4.32 58 4.14 68 4.83 84 5.10 460 4.49 
8pm-8:59pm 59 5.97 42 4.77 42 3.73 79 5.84 85 5.92 67 4.79 66 4.69 78 4.74 518 5.06 
9pm-9:59pm 50 5.06 43 4.88 48 4.26 63 4.66 76 5.30 75 5.36 93 6.61 88 5.34 536 5.23 
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10pm-10:59pm 65 6.57 56 6.36 77 6.83 92 6.80 101 7.04 97 6.93 103 7.32 101 6.13 692 6.76 
11pm-11:59pm 85 8.59 76 8.63 106 9.41 143 10.57 138 9.62 119 8.50 120 8.53 159 9.65 946 9.24 
Total 989 100 881 100 1,127 100 1,353 100 1,435 100 1,400 100 1,407 100 1,647 100 10,239 100 
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Table 10.3: Young (15 to 44 year old) male weekend wholly alcohol-attributable cases presenting at Perth Metropolitan Area Emergency Departments from 1 July 2002 to 30 June 2010 
 
2002/3 2003/4 2004/5 2005/6 2006/7 2007/8 2008/9 2009/10 Total 
Hour n % n % n % n % n % n % n % n % n % 
Midnight-1am 38 10.41 44 12.54 40 8.73 56 10.07 57 9.25 55 9.15 56 9.29 76 10.53 357 8.35 
1am-1:59am 34 9.32 33 9.40 72 15.72 56 10.07 66 10.71 49 8.15 53 8.79 70 9.70 373 8.72 
2am-2:59am 22 6.03 35 9.97 42 9.17 50 8.99 52 8.44 66 10.98 49 8.13 55 7.62 324 7.58 
3am-3:59am 19 5.21 14 3.99 28 6.11 40 7.19 30 4.87 39 6.49 31 5.14 32 4.43 205 4.81 
4am-4:59am 12 3.29 16 4.56 17 3.71 25 4.50 25 4.06 20 3.33 33 5.47 20 2.77 151 3.53 
5am-5:59am 11 3.01 9 2.56 15 3.28 14 2.52 11 1.79 18 3.00 17 2.82 8 1.11 96 2.25 
6am-6:59am 9 2.47 12 3.42 7 1.53 12 2.16 9 1.46 9 1.50 7 1.16 9 1.25 66 1.55 
7am-7:59am 4 1.10 4 1.14 7 1.53 7 1.26 14 2.27 11 1.83 13 2.16 8 1.11 61 1.43 
8am-8:59am 4 1.10 2 0.57 6 1.31 11 1.98 6 0.97 7 1.16 9 1.49 6 0.83 46 1.07 
9am-9:59am 11 3.01 1 0.28 2 0.44 4 0.72 8 1.30 9 1.50 11 1.82 7 0.97 47 1.10 
10am-10:59am 2 0.55 3 0.85 6 1.31 4 0.72 9 1.46 8 1.33 9 1.49 9 1.25 42 0.99 
11am-11:59am 7 1.92 7 1.99 8 1.75 7 1.26 9 1.46 9 1.50 10 1.66 14 1.94 59 1.38 
Noon-12:59pm 8 2.19 5 1.42 10 2.18 7 1.26 10 1.62 10 1.66 6 1.00 17 2.35 58 1.37 
1pm-1:59pm 9 2.47 10 2.85 11 2.40 5 0.90 14 2.27 12 2.00 17 2.82 24 3.32 81 1.90 
2pm-2:59pm 6 1.64 8 2.28 13 2.84 17 3.06 12 1.95 11 1.83 9 1.49 20 2.77 79 1.84 
3pm-3:59pm 9 2.47 11 3.13 11 2.40 8 1.44 21 3.41 18 3.00 7 1.16 21 2.91 88 2.06 
4pm-4:59pm 16 4.38 14 3.99 10 2.18 9 1.62 11 1.79 19 3.16 20 3.32 36 4.99 104 2.43 
5pm-5:59pm 11 3.01 6 1.71 14 3.06 27 4.86 18 2.92 19 3.16 27 4.48 29 4.02 126 2.95 
6pm-6:59pm 13 3.56 16 4.56 14 3.06 32 5.76 27 4.38 31 5.16 26 4.31 33 4.57 164 3.83 
7pm-7:59pm 20 5.48 11 3.13 18 3.93 25 4.50 23 3.73 23 3.83 32 5.31 41 5.68 158 3.69 
8pm-8:59pm 19 5.21 14 3.99 21 4.59 30 5.40 37 6.01 29 4.83 27 4.48 27 3.74 181 4.23 
9pm-9:59pm 16 4.38 16 4.56 17 3.71 25 4.50 28 4.55 40 6.66 38 6.30 30 4.16 184 4.31 
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10pm-10:59pm 28 7.67 24 6.84 30 6.55 39 7.01 51 8.28 43 7.15 39 6.47 46 6.37 260 6.09 
11pm-11:59pm 37 10.14 36 10.26 39 8.52 46 8.27 68 11.04 46 7.65 57 9.45 84 11.63 341 7.97 
Total 365 100 351 100 458 100 556 100 616 100 601 100 603 100 722 100 4,272 85.44 
295 
 
Table 10.4: All injury cases presenting at Perth Metropolitan Area Emergency Departments from 1 July 2002 to 30 June 2010 
 
2002/3 2003/4 2004/5 2005/6 2006/7 2007/8 2008/9 2009/10 Total 
Hour n % n % n % n % n % n % n % n % n % 
Midnight-1am 1,341 3.12 1,393 3.04 1,781 3.16 1,837 3.06 1,989 3.05 2,036 2.99 2,046 2.82 2,104 2.82 14,527 2.99 
1am-1:59am 1,178 2.74 1,170 2.56 1,463 2.59 1,525 2.54 1,689 2.59 1,710 2.51 1,803 2.49 1,783 2.39 12,321 2.54 
2am-2:59am 924 2.15 991 2.16 1,206 2.14 1,230 2.05 1,318 2.02 1,349 1.98 1,553 2.14 1,440 1.93 10,011 2.06 
3am-3:59am 791 1.84 775 1.69 944 1.67 966 1.61 1,070 1.64 1,080 1.59 1,232 1.70 1,142 1.53 8,000 1.65 
4am-4:59am 628 1.46 611 1.33 753 1.33 824 1.37 881 1.35 949 1.39 875 1.21 861 1.16 6,382 1.31 
5am-5:59am 509 1.18 555 1.21 670 1.19 657 1.09 781 1.20 811 1.19 817 1.13 823 1.10 5,623 1.16 
6am-6:59am 695 1.61 731 1.60 857 1.52 1,008 1.68 1,031 1.58 1,036 1.52 1,076 1.48 1,102 1.48 7,536 1.55 
7am-7:59am 1,141 2.65 1,225 2.68 1,620 2.87 1,762 2.94 1,672 2.57 1,798 2.64 1,876 2.59 2,152 2.89 13,246 2.73 
8am-8:59am 1,681 3.91 1,792 3.91 2,345 4.15 2,467 4.11 2,671 4.10 2,893 4.25 2,910 4.01 3,119 4.19 19,878 4.09 
9am-9:59am 2,200 5.11 2,408 5.26 3,048 5.40 3,326 5.54 3,766 5.78 3,916 5.75 4,142 5.71 4,315 5.79 27,121 5.59 
10am-10:59am 2,256 5.24 2,394 5.23 3,095 5.48 3,472 5.79 3,941 6.05 4,052 5.95 4,249 5.86 4,510 6.05 27,969 5.76 
11am-11:59am 2,358 5.48 2,537 5.54 3,349 5.93 3,420 5.70 3,906 6.00 4,232 6.21 4,392 6.06 4,626 6.21 28,820 5.94 
Noon-12:59pm 2,263 5.26 2,507 5.47 3,116 5.52 3,389 5.65 3,696 5.67 4,021 5.90 4,282 5.90 4,377 5.88 27,651 5.69 
1pm-1:59pm 2,354 5.47 2,431 5.31 3,098 5.49 3,403 5.67 3,584 5.50 3,836 5.63 4,155 5.73 4,461 5.99 27,322 5.63 
2pm-2:59pm 2,291 5.32 2,453 5.36 3,180 5.63 3,359 5.60 3,642 5.59 3,785 5.56 4,095 5.65 4,227 5.67 27,032 5.57 
3pm-3:59pm 2,156 5.01 2,514 5.49 3,059 5.42 3,369 5.61 3,521 5.41 3,680 5.40 4,076 5.62 4,079 5.48 26,454 5.45 
4pm-4:59pm 2,370 5.51 2,618 5.72 3,215 5.70 3,413 5.69 3,611 5.54 3,739 5.49 4,113 5.67 4,150 5.57 27,229 5.61 
5pm-5:59pm 2,521 5.86 2,619 5.72 3,289 5.83 3,595 5.99 3,822 5.87 3,943 5.79 4,190 5.78 4,388 5.89 28,367 5.84 
6pm-6:59pm 2,706 6.29 2,745 5.99 3,229 5.72 3,478 5.80 3,711 5.70 3,695 5.42 4,033 5.56 4,273 5.74 27,870 5.74 
7pm-7:59pm 2,606 6.05 2,828 6.18 3,300 5.85 3,423 5.70 3,719 5.71 3,773 5.54 4,025 5.55 4,174 5.60 27,848 5.74 
8pm-8:59pm 2,366 5.50 2,632 5.75 2,860 5.07 3,036 5.06 3,325 5.10 3,565 5.23 3,737 5.15 3,851 5.17 25,372 5.23 
9pm-9:59pm 2,235 5.19 2,211 4.83 2,526 4.48 2,670 4.45 2,945 4.52 3,029 4.45 3,342 4.61 3,268 4.39 22,226 4.58 
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10pm-10:59pm 1,831 4.25 1,982 4.33 2,425 4.30 2,353 3.92 2,589 3.97 2,779 4.08 3,030 4.18 2,930 3.93 19,919 4.10 
11pm-11:59pm 1,643 3.82 1,669 3.64 2,013 3.57 2,025 3.37 2,253 3.46 2,411 3.54 2,473 3.41 2,340 3.14 16,827 3.47 
Total 43,044 100 45,791 100 56,441 100 60,007 100 65,133 100 68,118 100 72,522 100 74,495 100 485,551 100 
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Table 10.5: Young (15 to 44 year old) male weekend injury cases presenting at Perth Metropolitan Area Emergency Departments from 1 July 2002 to 30 June 2010 
 
2002/3 2003/4 2004/5 2005/6 2006/7 2007/8 2008/9 2009/10 Total 
Hour n % n % n % n % n % n % n % n % n % 
Midnight-1am 421 4.18 410 3.85 571 4.35 635 4.47 659 4.32 732 4.61 675 4.08 664 4.12 4,107 4.29 
1am-1:59am 449 4.45 408 3.83 559 4.26 610 4.29 599 3.92 680 4.28 658 3.98 682 4.24 3,967 4.14 
2am-2:59am 368 3.65 395 3.71 508 3.87 480 3.38 510 3.34 576 3.63 592 3.58 522 3.24 3,432 3.58 
3am-3:59am 304 3.02 292 2.74 336 2.56 405 2.85 425 2.78 424 2.67 473 2.86 392 2.43 2,661 2.78 
4am-4:59am 224 2.22 233 2.19 256 1.95 299 2.10 330 2.16 348 2.19 326 1.97 286 1.78 2,018 2.11 
5am-5:59am 144 1.43 156 1.47 204 1.55 206 1.45 257 1.68 255 1.60 257 1.55 208 1.29 1,480 1.55 
6am-6:59am 159 1.58 183 1.72 185 1.41 243 1.71 240 1.57 248 1.56 215 1.30 225 1.40 1,474 1.54 
7am-7:59am 220 2.18 256 2.41 286 2.18 322 2.27 304 1.99 335 2.11 361 2.18 354 2.20 2,086 2.18 
8am-8:59am 319 3.16 312 2.93 415 3.16 466 3.28 496 3.25 518 3.26 501 3.03 520 3.23 3,030 3.16 
9am-9:59am 364 3.61 416 3.91 505 3.85 581 4.09 647 4.24 645 4.06 733 4.43 714 4.43 3,895 4.07 
10am-10:59am 429 4.26 468 4.40 548 4.18 687 4.84 767 5.02 727 4.58 801 4.84 831 5.16 4,432 4.63 
11am-11:59am 479 4.75 496 4.66 654 4.98 666 4.69 775 5.07 847 5.33 804 4.86 905 5.62 4,727 4.94 
Noon-12:59pm 505 5.01 532 5.00 727 5.54 752 5.29 838 5.49 826 5.20 865 5.23 882 5.48 5,050 5.27 
1pm-1:59pm 577 5.72 548 5.15 664 5.06 765 5.38 822 5.38 835 5.26 915 5.53 970 6.02 5,132 5.36 
2pm-2:59pm 582 5.77 629 5.91 784 5.98 838 5.90 895 5.86 862 5.43 973 5.88 968 6.01 5,569 5.82 
3pm-3:59pm 515 5.11 631 5.93 781 5.95 853 6.00 892 5.84 928 5.84 1,014 6.13 937 5.82 5,620 5.87 
4pm-4:59pm 587 5.82 650 6.11 840 6.40 880 6.19 910 5.96 974 6.13 970 5.86 961 5.97 5,817 6.07 
5pm-5:59pm 610 6.05 635 5.97 822 6.26 887 6.24 877 5.74 951 5.99 978 5.91 945 5.87 5,766 6.02 
6pm-6:59pm 580 5.75 581 5.46 687 5.24 746 5.25 815 5.34 811 5.10 903 5.46 872 5.42 5,128 5.36 
7pm-7:59pm 526 5.22 580 5.45 648 4.94 744 5.24 726 4.75 759 4.78 805 4.87 800 4.97 4,793 5.01 
8pm-8:59pm 433 4.30 552 5.19 546 4.16 566 3.98 658 4.31 699 4.40 721 4.36 710 4.41 4,179 4.36 
9pm-9:59pm 475 4.71 439 4.13 517 3.94 541 3.81 608 3.98 635 4.00 677 4.09 588 3.65 3,896 4.07 
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10pm-10:59pm 392 3.89 411 3.86 536 4.09 512 3.60 613 4.01 628 3.95 662 4.00 585 3.63 3,758 3.92 
11pm-11:59pm 419 4.16 429 4.03 542 4.13 524 3.69 609 3.99 646 4.07 662 4.00 579 3.60 3,835 4.00 
Total 10,081 100 10,642 100 13,121 100 14,208 100 15,272 100 15,889 100 16,541 100 16,100 100 95,854 100 
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10.4 Pilot questionnaire  
 
Alcohol Purchasing Habits Questionnaire 
Section 1: Demographic Information 
1. Do you purchase alcohol for the personal use of you or your family? (please tick the 




2. Who usually buys alcohol in your household? (please tick the answer which applies) 
 I do 
 My partner does 
 Another member of the household 
 
3. How old are you? 
__________________________________ 
 
4. What is your gender? (please tick the answer which applies) 
 Male  
 Female 
 
5. What state or territory do you live in? (please tick the answer which applies) 
 ACT 
 New South Wales 
 Northern Territory 
 Queensland 
 South Australia 
 Tasmania 
 Victoria 
 Western Australia 
 
6. What postcode and suburb do you live in? 
___________________________________________ 
 
7. Are you and/or another adult in your household working? (please tick the answer 










9. What is your household income per year before tax? 
 < $50 000 
 $50 000 to $74 999 
 $75 000 to $99 999 
 $100 000 to $ 149 999 
 $150 000 to $199 999 
 >$200 000 
Section 2: Drinking Patterns 
 
10. On average, what is the number of drinks that you typically drink at one sitting? 
__________________________________________________________________________ 
11. How often do you drink this amount? (please tick the answer that applies) 
 Daily 
 almost every day 
 3 to 4 days a week 
 1 to 2 days a week 
 2 to 3 days a month 
 once a month 
 less than once a month 
 
12. Right now, what is the most number of drinks that you drink at one sitting? 
__________________________________________________________________________
__________________________________ 
13. How often do you drink this amount? (please tick the answer that applies) 
 Daily 
 almost every day 
 3 to 4 days a week 
 1 to 2 days a week 
 2 to 3 days a month 
 once a month 
 less than once a month, 
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Section 3: Purchasing Patterns 
 
14. In which suburb do you usually buy alcohol from a liquor store (you buy it at the 
store and drink it somewhere else)? 
_________________________________________ 
 
15. In which suburb do you usually buy alcohol to drink without a meal (you buy and 
consume it at the same location eg a hotel or nightclub)? 
_________________________________________ 
 
16. In which suburb do you usually buy and consume alcohol with a meal such as at a 
restaurant or café? 
__________________________________________ 
 
17. How far are you prepared to travel to a liquor store to buy alcoholic drinks? (please 
tick the answer which applies) 
 <5km (less than 6 minutes driving in light traffic) 
 5km to 10km (6 to 13 minutes) 
 10km to 20km (13 to 26 minutes) 
 20km to 50km (15 to 40 minutes) 
 >50km (more an hour) 
 I don’t buy alcohol from a liquor store 
 
18. How far are you prepared to travel to a hotel or nightclub to buy alcoholic drinks? 
(please tick the answer which applies) 
 <5km (less than 6 minutes driving in light traffic) 
 5km to 10km (6 to 13 minutes) 
 10km to 20km (13 to 26 minutes) 
 20km to 50km (15 to 40 minutes) 
 >50km (more an hour) 
 I don’t buy alcohol from a hotel or nightclub 
 
19. How far are you prepared to travel to a restaurant or café to buy a meal and alcoholic 
drinks? (please tick the answer which applies) 
 <5km (less than 6 minutes driving in light traffic) 
 5km to 10km (6 to 13 minutes) 
 10km to 20km (13 to 26 minutes) 
 20km to 50km (15 to 40 minutes) 
 >50km (more an hour) 




20. If you don’t buy alcohol from a liquor store, go to question 22 
For a 10% price discount at a liquor store (eg buy 6 bottles of wine, get a 10% discount 
on the normal price per bottle) , how much further would you be prepared to 
travel:(please tick the answer which applies) 
 No further 
 <5km further 
 5km to 10km 
 10km to 20km 
 20km to 50km 
 >50km 
 
21. For a 50% price discount at a liquor store (eg buy one, get one free) , how much 
further would you be prepared to travel (please tick the answer which applies): 
 No further 
 <5km further 
 5km to 10km 
 10km to 20km 
 20km to 50km 
 >50km 
 
22. If you don’t buy alcohol from a hotel or nightclub, go to question 24. 
For a 10% price discount at a hotel or nightclub , how much further would you be 
prepared to travel(please tick the answer which applies): 
 No further 
 <5km further 
 5km to 10km 
 10km to 20km 
 20km to 50km 
 >50km 
 
23. For a 50% price discount at a hotel or nightclub , how much further would you be 
prepared to travel (please tick the answer which applies): 
 No further 
 <5km further 
 5km to 10km 
 10km to 20km 





24. If you don’t buy alcohol from a restaurant or café, go to question 26. 
For a 10% price discount at a restaurant or café, how much further would you be 
prepared to travel (please tick the answer which applies): 
 No further  
 <5km further 
 5km to 10km 
 10km to 20km 
 20km to 50km 
 >50km 
 
25. For a 50% price discount at a restaurant or café, how much further would you be 
prepared to travel:(please tick the answer which applies) 
 No further 
 <5km further 
 5km to 10km 
 10km to 20km 
 20km to 50km 
 >50km 
 
26. What mode of transport do you use when purchasing alcohol? (please tick the 
answer which applies): 
 Walk 
 Drive car 
 Cycle 
 Motorbike 
 Use public transport 
27. What factors influence where you buy alcoholic drinks? (Tick all that apply): 
 Proximity to home 
 Proximity to work 
 Proximity to shopping centre 
 Price 
 Choice of drinks 







28. Do you think the distance you are prepared to travel to buy alcohol has changed in 
the last five years?(please tick the answer which applies): 
 Would travel further to buy alcohol five years ago 
 Would travel less to buy alcohol five years ago 
 Same distance now as five years ago 
 I was under 18 years old or not drinking alcohol five years ago (go to question 30) 
 
29. Why do you travel a different distance to five years ago?(please tick the answer 
which applies): 
 Cost of petrol 
 Cost of alcohol 
 New liquor store has opened in a more convenient location 
 Have moved house 





30.  If the price of your usual beer increased by 10%, how would this effect your 
purchasing behaviour (please any answers that apply to you): 
 I do not buy beer 
 It would not change how what I bought 
 I would buy less of my usual beer  
 I would buy my usual beer less often 
 I would buy a cheaper brand of beer 
 I would buy a cheaper type of alcoholic drink (not beer) 
 
31. If you would buy less of your usual beer, please answer this question. Otherwise, 
continue with question 32: 
If you were planning to buy 24 beers, but the price of your usual beer increased by 10%, 
how many would you buy? 
__________________________________________________________________________
______________________________ 
32. If the price of your favourite bottle of wine increased by 10%, how would this effect 
your purchasing behaviour (please any answers that apply to you): 
 I do not buy wine 
 It would not change how what I bought 
 I would buy fewer bottles of my favourite wine  
 I would buy my favourite wine less often 
 I would buy a cheaper brand of wine 




33. If you would buy less of your favourite bottle of wine, please answer this question. 
Otherwise, continue with question 34: 
If you were planning to buy 6 bottles of wine, but the price of your favourite bottle of 




34. If the price of your usual bottle of spirits increased by 10%, how would this effect 
your purchasing behaviour (please any answers that apply to you): 
 I do not buy spirits 
 It would not change how what I bought 
 I would buy less of my usual brand of spirits  
 I would buy my usual brand of spirits less often 
 I would buy a cheaper brand of spirits 
 I would buy a cheaper type of alcoholic drink (not spirits) 
 
35. If you would buy less of your usual spirits, please answer this question. Otherwise, 
you have completed the questionnaire. 
If you were planning to buy 6 bottles of your usual brand of spirits, but the price 









10.5 Pilot study reliability test results 







7 Are you and/or another adult in your household working?  0.84 n 
9 What is your household income per year before tax? 0.92 w 
10 On average, what is the number of drinks that you typically drink at one sitting? 0.74 w 
11 How often do you drink this amount? 0.91 w 
12 Right now, what is the most number of drinks that you drink at one sitting? 0.87 w 
13 How often do you drink this amount? 0.82 w 
17 How far are you prepared to travel to a liquor store to buy alcoholic drinks? 0.53 w 
18 How far are you prepared to travel to a hotel or nightclub to buy alcoholic drinks?  0.56 w 
19 How far are you prepared to travel to a restaurant or café to buy a meal and alcoholic drinks? 0.70 w 
20 
For a 10% price discount at a liquor store (eg buy 6 bottles of wine, get a 10% discount on the normal price per bottle) , how 
much further would you be prepared to travel? 0.37 w 
21 For a 50% price discount at a liquor store (eg buy one, get one free) , how much further would you be prepared to travel? 0.80 w 
22 For a 10% price discount at a hotel or nightclub, how much further would you be prepared to travel? 0.23 w 
23 For a 50% price discount at a hotel or nightclub, how much further would you be prepared to travel? 0.83 w 
24 For a 10% price discount at a restaurant or café, how much further would you be prepared to travel? 0.41 w 
25 For a 50% price discount at a restaurant or café, how much further would you be prepared to travel? 0.44 w 
26 What mode of transport do you use when purchasing alcohol? 0.52 n 
27 What factors influence where you buy alcoholic drinks? 0.45 n 
28 Do you think the distance you are prepared to travel to buy alcohol has changed in the last five years? 0.74 n 
29 Why do you travel a different distance to five years ago? 0.55 n 
30 If the price of your usual beer increased by 10%, how would this affect your purchasing behaviour? 0.71 n 
32 If the price of your favourite bottle of wine increased by 10%, how would this affect your purchasing behaviour? 0.61 n 
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34 If the price of your usual bottle of spirits increased by 10%, how would this affect your purchasing behaviour? 0.82 n 
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10.6 Sample size calculation for online survey 
Equation 10.1: Sample size calculation for online survey of alcohol purchasing behaviour, in the Australian 




given: p>=0 & p<=1,  then when p=0.5, p(1-p) is highest: 0.25 
p=0.5+x , -0.5<=x<=0.5 then p(1-p)=(0.5+x)*(0.5-x) =0.25-x*x, 
when x=0,  p(1-p) reaches its highest value: 0.25 
0.25/0.000625=400 
To analyse males and females separately: 400*2=800 
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10.7 Sample quotas for online survey by Pureprofile 
Table 10.7: Quotas used by Pureprofile in the online survey to get representative sample, in the Australian capital cities in 2012 
SEIFA category 1 2 3 4 Total 
Age (years) Male Female Total Male Female Total Male Female Total Male Female Total Male Female Total 
18-24 13 12 25 13 12 25 13 12 25 13 12 25 52 48 100 
25-34 18 18 36 18 18 36 18 18 36 18 18 36 72 72 144 
35-44 19 20 39 19 20 39 19 20 39 19 20 39 76 80 156 
45-54 18 18 36 18 18 36 18 18 36 18 18 36 72 72 144 
55-64 15 14 29 15 14 29 15 14 29 15 14 29 60 56 116 
65+ 17 18 35 17 18 35 17 18 35 17 18 35 68 72 140 
Total 100 100 200 100 100 200 100 100 200 100 100 200 400 400 800 
 
Table 10.8: Quotas used by Pureprofile in the online survey to get further participants, in the Australian capital cities in 2012 
Gender Male Female Total 
SEIFA level 
   1 100 100 200 
2 100 100 200 
3 95 100 195 
4 100 100 200 




10.8 Final questionnaire  
ALCOHOL PURCHASING HABITS QUESTIONNAIRE 
Hi. Thank you for agreeing to participate in this survey. We are interested in the buying and 
consumption habits of Australian drinkers, especially how price and distance to alcohol 
outlets influence the choices that drinkers make. Please complete this questionnaire only if 
you currently purchase alcohol for yourself or your household.  
This survey starts by asking questions about you and your drinking preferences. It then asks 
how distance to outlets and price discounting influence your purchasing decisions. For some 
questions you will be asked to select the single answer which best applies but at other times 
you will be asked to select as many options as apply and, occasionally, to rank them in order 
of importance. 
Section 1: Demographic Information 
1 Do you purchase alcohol for your own personal use or for the use of your family or 
housemates? Mark one response only. 
 Yes 
 No. If you answered ‘No’, do not continue with any further questions. Thank 
you for your time. 
 
2 Have you lived in Australia for at least 12 months? Mark one response only. 
 Yes 
 No. If you answered ‘No’, do not continue with any further questions. Thank 
you for your time. 
 
 
3 Who usually buys alcohol in your household? Mark one response only. 
 I do 
 My partner does 
 Both my partner and I do 
 My housemate(s) do(es) 
 Both my housemate(s) and I do 
 Other  
 




5 What is your gender? Mark one response only. 
 Male  
 Female 
 
6 What is your current marital status? Mark one response only. 
 Never married 
 Widowed 
 Divorced 
 Separated but not divorced 




7 Are you of Aboriginal and/or Torres Strait Islander origin? Mark one response only. 
 No 
 Yes, Aboriginal 
 Yes, Torres Strait Islander 
 Yes, both Aboriginal and Torres Strait Islander 
 





 Hong Kong 
 India 






 New Zealand 
 Philippines 
 Poland 
 South Africa 
 Turkey 
 United Kingdom (England, Scotland, Wales, Northern Ireland) 
 USA 
 Vietnam 
 Yugoslavia (The former) 
 Other (Please type your answer in the space provided) 
__________________________________ 
 
9 Is English the main language spoken in your home? Mark one response only. 
 Yes (Go to Question 11) 
 No (Go to Question 10) 
 
10 If you answered ‘No’ to Question 9, what language is mainly spoken? Please type 




11 In the last 12 months, in what state or territory did you live most of the time, i.e. for 
more than 6 months? Mark one response only. 
 ACT 
 New South Wales 
 Northern Territory 
 Queensland 
 South Australia 
 Tasmania 
 Victoria 




12 In the last 12 months, in what suburb and/or postcode did you live most of the time, 




13 Are you in paid employment outside the home, i.e. in addition to home duties? Mark 
one response only. 
 Yes 
 No (Go to Question 15) 
 
14 If you answered ‘Yes’ to Questions 13, in which suburb and/or postcode do you 
usually work (e.g. Brisbane city, 4072)? If your work involves travelling, name the 
suburb in which your company is based. Please type your answer in the space provided.  
__________________________________________________________________________
____________________________________ 
15 How many adults and dependents usually live in your household including all those 
with whom you live and share expenses, i.e. your partner, family members, foster 
children, housemates? Please type your answer in the spaces provided. 
a. Adults: __________________________ 
b. Dependents (i.e. any person who is financially dependent such as children or 
full-time students):___________ 
 
16 Including yourself, how many adults living in your house contribute towards 
household bills and expenses? For example, if you are the only adult contributing to 
household expenses select ‘1’. If both you and your partner contribute, select ‘2’. If you 




 4 or more 
 
17 Which of the following options best represents your personal annual income, before 
tax, from all sources? 
 < $50 000 
 $50 000 to $74 999 
 $75 000 to $99 999 
 $100 000 to $ 149 999 
 $150 000 to $199 999 
 >$200 000 
 
18 Which of the following options best represents the combined household annual 
income (e.g. including your partner, other family member(s), housemate), before tax, 
from all sources?  
 < $50 000 
 $50 000 to $74 999 
 $75 000 to $99 999 
 $100 000 to $ 149 999 
 $150 000 to $199 999 
 >$200 000 
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Section 2: Drinking Patterns 
The questions in this section ask about your own use of alcohol and that of your partner in 
the past 12 months. We have included pictures of common Australian standard drink sizes to 
help you to estimate your alcohol consumption. [Pictures on screen to demonstrate common 
standard drinks] 
19 There are two parts to this question: please answer both a) and b). 
 
a. In the past 12 months, how often did you have an alcoholic drink of any 
kind? Mark one response only. 
 every day 
 5 to 6 days a week 
 3 to 4 days a week 
 1 to 2 days a week 
 2 to 3 days a month 
 about 1 day a month  
 less often than once a month 
 
b. On the days that you have an alcoholic drink, how many standard drinks do 
you usually have? (1 standard drink contains 10 grams of alcohol, see picture 
prompts) Mark one response only. 
 15 or more drinks 
 13 -14 drinks 
 11-12 drinks 
 7-10 drinks 
 5-6 drinks  
 3-4 drinks 
 1-2 drinks 
 
20 There are two parts to this question: please answer both a) and b). 
 
a. What is the largest number of standard drinks that you have consumed 




b. How often do you drink this amount? Mark one response only. 
 every day 
          5 to 6 days a week 
 3 to 4 days a week 
 1 to 2 days a week 
         2 to 3 days a month 
 about 1 day a month  




21 This question asks about your preferred alcoholic beverage(s). Please answer parts a) 
and b) in the table below.  
 
a. What type of alcoholic beverage do you usually drink (i.e. most often)? 
Mark one response only in the column labelled Usual Drink.  
 
b. What other types of alcoholic drinks do you consume? Mark all boxes that 
apply under the column labelled Other drinks. Leave all the boxes blank if you do 
not drink any other type of alcoholic beverage. 
 
Type of alcohol Usual Drink 
(choose one only)   
Other drinks  
(tick all that apply) 
Regular strength beer   
Mid strength beer   
Low strength beer   
Cask wine   
Bottled wine (labeled)   
Cider   
Bottled wine unlabeled, i.e. ‘cleanskins’   
Fortified wine, port, vermouth, sherry   
Pre-mixed spirits in a bottle (e.g. Lemon 
Ruski, Stoli, Sub Zero) 
  
Bottled spirits (e.g. scotch, vodka), with or 
without a mixer (e.g. water, cola) 
  
Pre-mixed spirits in a can (e.g. UDL, Jim 
Beam and Cola)  
  
Other (specify in the space provided)   
 
22 Does your partner or any of the adults with whom you share your house usually 
share in the consumption of the alcohol which you purchase?  If you do not currently 
have a partner or a housemate mark ‘not applicable’. Mark one response only. 
 Yes 
 No (Go to Question 24) 
 Not applicable (Go to Question 24) 
 
23 If you answered ‘Yes’ to Question 22, approximately what proportion of the 




Section 3: Price Increases and Purchasing Patterns 
The questions in this section ask you to think about how changes in the price of a particular 
type of alcoholic beverage would influence your decisions to purchase that product. For 
example, if the price of your usual beer increased from $40 to $44 per carton (10%) or the 
price of your usual wine increased from $10 to $20 (100%), how do you think that would 
influence your next purchasing decision? Assume that the price of the product you usually 
buy has increased at all stores, and it is not possible to shop around for a better deal on that 
product.   
 
24 This question relates to beer purchases. If you do not buy beer then go to Question 25.  
If the price of the beer you usually purchase increased by the percentages indicated in 
the table below (i.e. 10%, 25%, 50%, 100%), how would this influence your purchasing 
decision? For each row, mark one response only.  
 Beer purchasing decision 
Price 
increase 
I would not 
change what I 
bought 
I would buy 
less of my 
usual beer 
I would buy 
my usual beer 
less often 
I would buy a 
cheaper brand 
of beer 




not beer) that 
is cheaper 
10%      
25%      
50%      
100%      
 
 
25 This question relates to wine purchases. If you do not buy wine then go to Question 26.  
If the price of your usual bottle or cask of wine increased by the percentages indicated in 
the table below (i.e. 10%, 25%, 50%, 100%), how would this influence your purchasing 
decision? For each column, mark one response only.  
 Wine purchasing decision 
Price 
increase 
I would not 
change what I 
bought 
I would buy 
less of my 
usual wine 




I would buy a 
cheaper brand 
of wine 




not wine) that 
is cheaper 
10%      
25%      
50%      





26 This question relates to purchases of bottled spirits, that is, straight spirits (e.g. scotch, 
vodka, rum) but not pre-mixed spirits (e.g. UDL, alcopops). If you do not buy straight 
spirits then go to Question 27. 
 
 If the price of your usual bottle of spirits increased by the percentages indicated in the table 
below (i.e. 10%, 25%, 50%, 100%), how would this influence your purchasing decision? For 
each column, mark one response only. 
 Spirits purchasing decision 
Price 
increase 
I would not 
change what I 
bought 
I would buy 
less of my 
usual spirits 




I would buy a 
cheaper brand 
of spirits 







10%      
25%      
50%      
100%      
 
 
27 This question relates to purchases of pre-mixed spirits (e.g. UDL, alcopops, ready-to-
drink, Ruski). If you do not buy pre-mixed spirits then go to Question 28. 
If the price of your usual pre-mixed spirits increased by the percentages indicated in the table 
below (i.e. 10%, 25%, 50%, 100%), how would this influence your purchasing decision? For 
each column, mark one response only. 
 Pre-mixed purchasing decision 
Price 
increase 
I would not 
change what I 
bought 
I would buy 
less of my 
usual pre-
mixed spirits  













spirits) that is 
cheaper 
10%      
25%      
50%      




28 This question relates to purchases of cider (e.g. Strongbow, Mercury Cider, Three Oaks 
Cider, Bulmers). If you do not buy cider then go to Question 29.  
If the price of your favourite type of cider increased by the percentages indicated in the table 
below (i.e. 10%, 25%, 50%, 100%), how would this influence your purchasing decision? For 
each column, mark one response only. 
 Cider purchasing decision 
Price 
increase 
I would not 
change what I 
bought 
I would buy 
less of my 
usual cider 




I would buy a 
cheaper brand 
of cider 




not cider) that 
is cheaper 
10%      
25%      
50%      
100%      
 
Section 4: Distance and Purchasing Patterns 
 
This section asks you to think about how the distance you are required to travel in order to 
obtain your usual beverage influences your purchasing decisions. You will be asked a similar 
set of questions for each type of liquor outlet. 
 
29 What mode of transport do you usually use when purchasing alcohol? Mark all boxes 
that apply.  
 Walk 
 Drive a car 
 Bicycle 
 Motorbike 
 Use public transport 




30 The following is a list of factors that may influence where you buy alcoholic drinks. 
Rank them in order of importance with ‘1’ being the most important and ‘9’ the least 
important (it is important that you do not use the same number twice). For example, if 
closeness to home is the most important reason why you choose that outlet, then mark 
‘closeness to home’ with a ‘1’. If price is the second most important reason, mark ‘price 
of drinks’ as ‘2’, and so on. Make sure you fill in all the boxes. 
 Opening hours of the licensed premises 
 How busy or tired I am at the time 
 Closeness to home 
 Price of drinks 
 Closeness to work 
 On the route between work and home 
 Closeness to the shopping centre where I usually shop 
 Price of petrol 





31 Is there another important factor that influences where you buy alcoholic drinks which is 
not included in Question 30 above? If yes, give a brief description in the space provided. 
 
 
32 Which of the following reasons would cause you to travel further to buy alcohol? Mark 
all boxes that apply. 
 Cheaper prices 
 More choice or variety of drinks available 
 Longer or more convenient opening hours 
 Located in an entertainment district with more choice of venues 




33 This question asks about whether the distance you travel to obtain alcohol has changed 
in the past 5 years. It has two parts: a) and b) 
a. Do you think the distance you travel to buy alcohol has changed in the last five 
years? Mark one response only. 
 Yes, I now travel further to buy alcohol than I did five years ago 
 Yes, I now travel a shorter distance to buy alcohol than I did five years ago 
 No, I travel about the same distance now as I did five years ago (go to question 34) 
 No, I did not drink alcohol five years ago (go to question 34) 
 
b. If you answered ‘Yes’ to part a) above, why do you now travel a different 
distance compared to five years ago? Mark all that apply. 
 Increasing price of petrol 
 To get a cheaper price on alcohol 
 A new licensed premises has opened in a more convenient location 
 A new licensed premises has opened which sells alcohol at a cheaper price 
 I have moved house 
 I drink less than I used to 
 I drink more than I used to 
 My mode of transport has changed (e.g. I bought a car)  




34 This question asks about where you buy alcohol from. Please answer both part a) and b). 
a. Where do you usually (i.e. most often) buy alcohol? Mark one response 
only. 
 Bottle shop (excluding supermarket liquor stores) 
 Liquor section of a supermarket or a liquor store attached to a supermarket 
 Pub (hotel or tavern) 
 Nightclub 
 Restaurant or café 
 Internet 
 Mail order 
 Duty free shopping 





b. Where else do you buy alcohol? Mark all that apply. 
 Bottle shop (excluding supermarket liquor stores)  
 Liquor section of a supermarket or a liquor store attached to a supermarket 
 Pub (hotel or tavern) 
 Nightclub 
 Restaurant or café 
 Internet 
 Mail order 
 Duty free shopping 




35  If you have who bought take-away alcohol from a bottle shop in the past 12 months, 
please answer parts a) to e).  If not, go to Question 36.  Bottle shops include stand-alone 
and drive-through bottle shops but exclude liquor stores which are attached to, or part of, 
a supermarket.  
 




b. In the last 12 months, how often did you usually buy alcohol at a bottle 
shop? 
 every day 
 5 to 6 days a week 
 3 to 4 days a week 
 1 to 2 days a week 
 2 to 3 days a month 
 about 1 day a month  
 less often than once a month 
 
c. In the last 12 months, how much did you spend, on average, every time you 
purchased alcohol at a bottle shop? 
______________________________________________ 
 
d. How far are you usually prepared to travel to buy alcohol from a bottle 
shop? Mark one response only. 
 less than 5km (less than 6 minutes driving in light traffic) 
 5km to 9km (6 to 12 minutes) 
 10km to 19km (13 to 25 minutes) 
 20km to 50km (26 minutes to an hour) 
 more than 50km (more than an hour) 




e. Imagine you have learnt that a specific bottle shop is offering a price 
discount on a beverage that you usually purchase. How much further are you 
prepared to travel to receive such a discount? For each percentage discount offered 
below (i.e. 10%, 25%, 30%, 50%), tick the one box which best indicates how far you 
would be prepared to travel (i.e. no further, less than 5km further, 5km to 9km 
etc…). For each row, mark one response only. If the price of alcohol has no impact 
on how far you will travel then select the ‘no further’ option for all rows. 
 






























10%       
25%       
30%       




36 If you have who bought take-away alcohol from a liquor store attached to, or part of, a 
supermarket in the past 12 months, please answer parts a) to e).  If not, go to Question 
37.   
 
a) In which suburb and/or postcode do you usually buy alcohol from a 
supermarket liquor store? 
_________________________________________ 
 
b) In the last 12 months, how often did you usually buy alcohol at a 
supermarket liquor store? 
 every day 
 5 to 6 days a week 
 3 to 4 days a week 
 1 to 2 days a week 
 2 to 3 days a month 
 about 1 day a month  
 less often than once a month 
 
c) In the last 12 months, how much did you spend, on average, every time you 
purchased alcohol at a supermarket liquor store? 
$______________________________________________ 
 
d) How far are you usually prepared to travel to buy alcohol from a 
supermarket liquor store? Mark one response only. 
 less than 5km (less than 6 minutes driving in light traffic) 
 5km to 9km (6 to 12 minutes) 
 10km to 19km (13 to 25 minutes) 
 20km to 50km (26 minutes to an hour) 
 more than 50km (more than an hour) 





e) Imagine you have learnt that a specific supermarket liquor store is offering a 
price discount on a beverage that you usually purchase. How much further are you 
prepared to travel to receive such a discount? For each percentage discount offered 
below (i.e. 10%, 25%, 30%, 50%), tick the one box which best indicates how far you 
would be prepared to travel. For each row, mark one response only. If the price of 
alcohol has no impact on how far you will travel then select the ‘no further’ option 
for all rows. 
 






























10%       
25%       
30%       
50%       
 
 
37 If you have who bought alcohol from a pub (hotel or tavern) in order to drink it there in 
the past 12 months, please answer parts a) to e). If not, go to Question 38. 
a. In which suburb and/or postcode do you usually buy alcohol from a pub?  
 
 
b. In the last 12 months, how often did you usually buy alcohol at a pub? 
 every day 
 5 to 6 days a week 
 3 to 4 days a week 
 1 to 2 days a week 
 2 to 3 days a month 
 about 1 day a month  
 less often than once a month 
 
c. In the last 12 months, how much did you spend, on average, every time you 
purchased alcohol at a pub? 
______________________________________________ 
 
d. How far are you usually prepared to travel to buy alcohol from a pub? Mark 
one response only. 
 less than 5km (less than 6 minutes driving in light traffic) 
 5km to 9km (6 to 12 minutes) 
 10km to 19km (13 to 25 minutes) 
 20km to 50km (26 minutes to an hour) 
 more than 50km (more than an hour) 




e. Imagine you have learnt that a specific pub is offering a price discount on a 
beverage that you usually purchase. How much further are you prepared to travel to 
receive such a discount? For each percentage discount offered below (i.e. 10%, 25%, 
30%, 50%), tick the one box which best indicates how far you would be prepared to 
travel. For each row, mark one response only. If the price of alcohol has no impact 
on how far you will travel then select the ‘no further’ option for all rows. 
 
 Additional distance that I am prepared to travel 
Discount 
offered 
by a pub 
























10%       
25%       
30%       
50%       
 
 
38 If you have who bought alcohol from a nightclub in the past 12 months, please 
answer parts a) to e).  If not, go to Question 39.   
 




b. In the last 12 months, how often did you usually buy alcohol at a nightclub? 
 every day 
 5 to 6 days a week 
 3 to 4 days a week 
 1 to 2 days a week 
 2 to 3 days a month 
 about 1 day a month  
 less often than once a month 
 
c. In the past 12 months, how much did you spend, on average, every time you 




d. How far are you usually prepared to travel to buy alcohol from a nightclub? 
Mark one response only. 
 less than 5km (less than 6 minutes driving in light traffic) 
 5km to 9km (6 to 12 minutes) 
 10km to 19km (13 to 25 minutes) 
 20km to 50km (26 minutes to an hour) 
 more than 50km (more an hour) 




e. Imagine you have learnt that a specific nightclub is offering a price discount 
on a beverage that you usually purchase. How much further are you prepared to 
travel to receive such a discount? For each percentage discount offered below (i.e. 
10%, 25%, 30%, 50%), tick the one box which best indicates how far you would be 
prepared to travel. For each row, mark one response only. If the price of alcohol has 
no impact on how far you will travel then select the ‘no further’ option for all rows. 
 






























10%       
25%       
30%       
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39 If you have who bought alcohol from a restaurant in the past 12 months, please answer 
parts a) to e). If not, you have completed the questionnaire. 
 
a. In which suburb and/or postcode do you buy and consume alcohol with a 
meal such as at a restaurant or café most often? 
 
__________________________________________ 
b. In the past 12 months, how often did you usually buy alcohol at a restaurant 
or cafe? 
 every day 
 5 to 6 days a week 
 3 to 4 days a week 
 1 to 2 days a week 
 2 to 3 days a month 
 about 1 day a month  
 less often than once a month 
 
c. In the last 12 months, how much did you spend, on average, every time you 
purchased alcohol at a restaurant or cafe? 
______________________________________________ 
 
d. How far are you usually prepared to travel to a restaurant or café to buy a 
meal and alcoholic drinks? Mark one response only. 
 less than 5km (less than 6 minutes driving in light traffic) 
 5km to 9km (6 to 12 minutes) 
 10km to 19km (13 to 25 minutes) 
 20km to 50km (26 minutes to an hour) 
 more than 50km (more an hour) 




e) Imagine you have learnt that a specific restaurant is offering a price discount on a 
beverage that you usually purchase. How much further are you prepared to travel to 
receive such a discount? For each percentage discount offered below (i.e. 10%, 25%, 
30%, 50%), tick the one box which best indicates how far you would be prepared to 
travel. For each row, mark one response only. If the price of alcohol has no impact on 
how far you will travel then select the ‘no further’ option for all rows. 
 





























10%       
25%       
30%       




Thank you for completing the questionnaire. 
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10.9 Conversion factors used to calculate volumes of pure alcohol 
Table 10.9 Conversion factors used to calculate volumes of pure alcohol wholesale purchases, in Perth Metropolitan Area from 2002 to 2010 
Financial Year High Alcohol Beer Low Alcohol Beer High Alcohol Wine Low Alcohol Wine All Spirits Straight Spirits 
2002/03 0.0476 0.0348 0.120 0.035 0.1193000 0.401 
2003/04 0.0476 0.0348 0.121 0.035 0.11507477 0.405 
2004/05 0.0476 0.0348 0.122 0.035 0.11137665 0.409 
2005/06 0.0476 0.0348 0.124 0.035 0.1082720 0.413 
2006/07 0.0476 0.0348 0.125 0.035 0.10575652 0.417 
2007/08 0.0476 0.0348 0.126 0.035 0.10575652 0.417 
2008/09 0.0476 0.0348 0.127 0.035 0.10575652 0.417 




10.10 Additional models for Phase four 
10.10.1 Base models at postcode- and suburb-level 
Table 10.10: Panel model results for counts of all outlets in Perth Metropolitan Area, at postcode-level, between 2004/05 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of all outlets 1.011* 1.007 1.014 1.015* 1.011 1.020 
* p<0.05 
 
Table 10.11: Panel model results for counts of all outlets in Perth Metropolitan Area, at suburb-level, between 2002/03 and 2009/10 
 
2002/03 to 2009/10 2004/05 to 2009/10 
 
Night2 injuries Weekend Night2 injuries Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of all outlets 1.013* 1.010 1.017 1.018* 1.013 1.022 1.011* 1.007 1.014 1.016* 1.011 1.021 
* p<0.05 
 
Table 10.12: Panel model results for counts of on-premise outlets in Perth Metropolitan Area, at postcode-level, between 2004/05 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 





Table 10.13: Panel model results for counts of on-premise outlets in Perth Metropolitan Area, at suburb-level, between 2002/03 and 2009/10 
 
2002/03 to 2009/10 2004/05 to 2009/10 
 
Night2 injuries Weekend Night2 injuries Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.014* 1.011 1.018 1.019* 1.014 1.024 1.010* 1.006 1.014 1.015* 1.010 1.020 
* p<0.05 
Table 10.14: Panel model results for counts of off-premise outlets in Perth Metropolitan Area, at postcode-level, between 2004/05 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of off-premise outlets 1.101* 1.068 1.136 1.125* 1.087 1.164 
* p<0.05 
Table 10.15 Panel model results for counts of off-premise outlets in Perth Metropolitan Area, at suburb-level, between 2002/03 and 2009/10 
 
2002/03 to 2009/10 2004/05 to 2009/10 
 
Night2 injuries Weekend Night2 injuries Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 




Table 10.16: Panel model results for sales at all outlets in Perth Metropolitan Area, at postcode-level, between 2004/05 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
All sales#/outlet 1.033* 1.002 1.065 1.017 0.981 1.055 
 #Sales in 10,000l * p<0.05 
 
Table 10.17: Panel model results for sales at all outlets in Perth Metropolitan Area, at suburb-level, between 2002/03 and 2009/10 
 
2002/03 to 2009/10 2004/05 to 2009/10 
 
Night2 injuries Weekend Night2 injuries Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
All sales#/outlet 1.044* 1.022 1.067 1.042* 1.017 1.067 1.019* 1.003 1.036 1.013 0.993 1.033 
#Sales in 10,000l * p<0.05 
 
Table 10.18: Panel model results for sales at on-premise outlets in Perth Metropolitan Area, at postcode-level, between 2004/05 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
On-premise sales#/outlet 0.996 0.961 1.033 0.980 0.939 1.023 





Table 10.19: Panel model results for sales at on-premise outlets in Perth Metropolitan Area, at suburb-level, between 2002/03 and 2009/10 
 
2002/03 to 2009/10 2004/05 to 2009/10 
 
Night2 injuries Weekend Night2 injuries Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
On-premise sales#/outlet 1.000 0.975 1.026 0.990 0.961 1.020 0.997 0.978 1.017 0.989 0.965 1.014 
#Sales in 10,000l * p<0.05 
 
Table 10.20: Panel model results for sales at off-premise outlets in Perth Metropolitan Area, at postcode-level, between 2004/05 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Off-premise sales#/outlet 1.017* 1.006 1.028 1.014* 1.001 1.027 
 #Sales in 10,000l * p<0.05 
 
Table 10.21 Panel model results for sales at off-premise outlets in Perth Metropolitan Area, at suburb-level, between 2002/03 and 2009/10 
 
2002/03 to 2009/10 2004/05 to 2009/10 
 
Night2 injuries Weekend Night2 injuries Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Off-premise sales#/outlet 1.039* 1.023 1.054 1.042* 1.026 1.059 1.022* 1.010 1.034 1.022* 1.008 1.036 




Table 10.22: Panel model results for sales and counts of on- and off-premise outlets in Perth Metropolitan Area, at postcode-level, between 2004/05 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.007* 1.003 1.011 1.010* 1.006 1.015 
Count of off-premise outlets 1.065* 1.031 1.100 1.078* 1.040 1.118 
On-premise sales#/outlet 1.007 0.972 1.044 0.992 0.952 1.034 
Off-premise sales#/outlet 1.016* 1.005 1.028 1.013 0.999 1.026 
#Sales in 10,000l * p<0.05 
 
Table 10.23: Panel model results for sales and counts of on- and off-premise outlets in Perth Metropolitan Area, at suburb-level, between 2002/03 and 2009/10 
 
2002/03 to 2009/10 2004/05 to 2009/10 
 
Night2 injuries Weekend Night2 injuries Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.004 0.998 1.009 1.005 0.999 1.011 1.006* 1.002 1.011 1.007* 1.001 1.013 
Count of off-premise outlets 1.235* 1.158 1.316 1.252* 1.170 1.341 1.080* 1.025 1.139 1.125* 1.057 1.196 
On-premise sales#/outlet 1.027 0.996 1.059 1.025 0.989 1.063 0.999 0.972 1.027 0.998 0.965 1.033 
Off-premise sales#/outlet 1.044* 1.029 1.060 1.046* 1.029 1.063 1.023* 1.011 1.034 1.024* 1.010 1.038 




Table 10.24: Panel model results for sales and counts of on- and off-premise outlets, adjusting for population over 15 years, in Perth Metropolitan Area, at postcode-level, between 2004/05 and 
2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.005* 1.003 1.008 1.006* 1.003 1.009 
Count of off-premise outlets 0.997 0.975 1.019 1.000 0.977 1.025 
On-premise sales#/outlet 1.008 0.977 1.040 0.994 0.959 1.032 
Off-premise sales#/outlet 1.008 0.997 1.018 1.004 0.992 1.016 
ERP 15+ (exposure) 
 
(exposure) 
#Sales in 10,000l * p<0.05 ERP 15+: Estimated Resident Population 15 years and older 
 
Table 10.25: Panel model results for sales and counts of on- and off-premise outlets, adjusting for population over 15 years, in Perth Metropolitan Area, at suburb-level, between 2002/03 and 
2009/10 
 
2002/03 to 2009/10 2004/05 to 2009/10 
 
Night2 injuries Weekend Night2 injuries Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.004 1.000 1.008 1.004 1.000 1.008 1.003 0.999 1.007 1.003 0.999 1.008 
Count of off-premise outlets 1.078* 1.020 1.140 1.077* 1.017 1.140 1.014 0.963 1.068 1.034 0.978 1.093 
On-premise sales#/outlet 1.011 0.978 1.045 1.005 0.969 1.042 0.990 0.960 1.021 0.990 0.956 1.025 
Off-premise sales#/outlet 1.028* 1.010 1.045 1.028* 1.009 1.046 1.014 1.000 1.028 1.016 1.000 1.032 
ERP 15+ (exposure) (exposure) (exposure) (exposure) 




Table 10.26: Panel model results for sales and counts of on- and off-premise outlets, adjusting for population over 
15 years and socio-economic status, in Perth Metropolitan Area, at postcode-level, between 2004/05 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.006* 1.003 1.008 1.007* 1.004 1.009 
Count of off-premise outlets 0.996 0.974 1.017 0.998 0.975 1.021 
On-premise sales#/outlet 1.008 0.976 1.040 0.995 0.959 1.033 
Off-premise sales#/outlet 1.009 0.999 1.019 1.006 0.994 1.019 
SEIFA quartile 1^ 1.000 
  
1.000 
  SEIFA quartile 2 0.952 0.893 1.019 0.961 0.893 1.036 
SEIFA quartile 3 0.890* 0.811 0.986 0.878* 0.793 0.975 
SEIFA quartile 4 0.883 0.780 1.024 0.837 0.733 0.968 
ERP 15+ (exposure) (exposure) 





Table 10.27:Panel model results for sales and counts of on- and off-premise outlets, adjusting for population over 15 years and socio-economic status, in Perth Metropolitan Area, at suburb-
level, between 2002/03 and 2009/10 
 
2002/03 to 2009/10 2004/05 to 2009/10 
 
Night2 injuries Weekend Night2 injuries Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI IRR 95% CI 
 
IRR 95% CI 
Count of on-premise outlets 1.005* 1.001 1.009 1.005* 1.001 1.009 1.005* 1.001 1.008 1.005* 1.001 1.009 
Count of off-premise outlets 1.083* 1.026 1.143 1.078* 1.020 1.139 1.012 0.965 1.061 1.025 0.975 1.078 
On-premise sales#/outlet 1.010 0.977 1.044 1.005 0.969 1.042 0.992 0.963 1.021 0.992 0.959 1.025 
Off-premise sales#/outlet 1.027* 1.010 1.046 1.028* 1.009 1.047 1.017* 1.003 1.032 1.019* 1.003 1.035 







  SEIFA quartile 2 0.901 0.787 1.031 0.956 0.830 1.101 0.850* 0.747 0.966 0.898 0.778 1.035 
SEIFA quartile 3 0.884 0.753 1.037 0.899 0.765 1.058 0.727* 0.629 0.841 0.745* 0.638 0.869 
SEIFA quartile 4 0.782* 0.660 0.928 0.801* 0.676 0.949 0.632* 0.543 0.737 0.658* 0.562 0.771 
ERP 15+ (exposure) (exposure) (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
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Table 10.28 Panel model results for sales and counts of on- and off-premise outlets, adjusting for demographic 
and socio-economic status, in Perth Metropolitan Area, at postcode-level, between 2004/05 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.006* 1.004 1.009 1.007* 1.004 1.010 
Count of off-premise outlets 0.989 0.968 1.011 0.991 0.970 1.015 
On-premise sales#/outlet 1.012 0.981 1.044 1.000 0.965 1.037 
Off-premise sales#/outlet 1.008 0.997 1.018 1.005 0.993 1.018 
SEIFA quartile 1^ 1.000 
  
1.000 
  SEIFA quartile 2 0.981 0.917 1.046 0.997 0.923 1.072 
SEIFA quartile 3 0.962 0.871 1.060 0.965 0.864 1.072 
SEIFA quartile 4 0.982 0.862 1.124 0.958 0.830 1.105 
Unemployment% 1.001 0.995 1.007 0.998 0.991 1.005 
Indigenous% 1.104* 1.052 1.162 1.104* 1.048 1.164 
Young males% 0.980 0.961 1.010 0.977 0.951 1.100 
Male/female% 0.998 0.993 1.004 0.999 0.991 1.004 
Mean age 0.996 0.971 1.023 0.980 0.956 1.006 
ERP 15+ (exposure) 
 
(exposure) 





Table 10.29: Panel model results for sales and counts of on- and off-premise outlets, adjusting for demographic and socio-economic status, in Perth Metropolitan Area, at suburb-level, between 
2002/03 and 2009/10 
 
2002/03 to 2009/10 2004/05 to 2009/10 
 
Night2 injuries Weekend Night2 injuries 
      
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.003 0.999 1.006 1.002 0.999 1.006 1.004* 1.001 1.007 1.003 1.000 1.007 
Count of off-premise outlets 1.003 0.955 1.054 1.017 0.967 1.070 0.993 0.951 1.037 1.016 0.969 1.064 
On-premise sales#/outlet 0.993 0.962 1.024 0.988 0.955 1.023 0.986 0.960 1.014 0.985 0.955 1.017 
Off-premise sales#/outlet 1.020* 1.004 1.037 1.019* 1.001 1.037 1.011 0.998 1.025 1.011 0.995 1.027 







  SEIFA quartile 2 1.088 0.955 1.240 1.155* 1.001 1.331 1.025 0.901 1.166 1.076 0.926 1.251 
SEIFA quartile 3 1.125 0.958 1.321 1.162 0.979 1.379 0.970 0.830 1.135 0.996 0.831 1.194 
SEIFA quartile 4 1.168 0.970 1.408 1.202 0.986 1.465 0.940 0.785 1.126 0.974 0.790 1.199 
Unemployment% 1.145* 1.109 1.182 1.143* 1.105 1.183 1.103* 1.066 1.141 1.099* 1.058 1.141 
Indigenous% 1.068* 1.028 1.110 1.059* 1.016 1.104 1.061* 1.019 1.104 1.050* 1.003 1.099 
Young males% 0.981 0.951 1.013 0.983 0.950 1.016 0.956 0.927 0.986 0.953* 0.922 0.985 
Male/female% 0.998 0.997 1.000 0.999 0.997 1.001 1.001 0.999 1.003 1.001 0.999 1.004 
Mean age 1.039* 1.020 1.058 1.025* 1.006 1.044 0.990 0.973 1.007 0.982 0.965 1.000 
ERP 15+ (exposure) (exposure) (exposure) 
 
(exposure) 
 #Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older
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Table 10.30: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic 
centroid, adjusting for demographic and socio-economic status, in Perth Metropolitan Area, at postcode-level, 
between 2004/05 and 2009/10 
Within 1km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.004 0.999 1.009 1.005 0.999 1.010 
Count of off-premise outlets 0.909 0.836 0.988 0.909 0.822 1.005 
On-premise sales#/outlet 1.003 0.986 1.019 1.002 0.981 1.025 
Off-premise sales#/outlet 1.005 0.995 1.016 1.006 0.993 1.021 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.053 0.975 1.137 1.069 0.958 1.192 
SEIFA quartile 3 0.893 0.745 1.071 0.941 0.754 1.175 
SEIFA quartile 4 0.986 0.806 1.206 1.174 0.917 1.503 
Unemployment% 0.979* 0.969 0.989 0.961* 0.952 0.970 
Indigenous% 1.105 0.987 1.238 1.245* 1.109 1.399 
Young males% 1.029 0.988 1.071 0.958* 0.926 0.991 
Male/female% 0.994 0.981 1.008 0.985* 0.971 0.999 
Mean age 0.989 0.932 1.049 0.984* 0.970 0.997 
ERP 15+ (exposure) 
 
(exposure) 




Table 10.31: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic centroid, adjusting for demographic and socio-economic status, in Perth 
Metropolitan Area, at suburb-level, between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 1km of centroid 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.012* 1.007 1.017 1.010* 1.006 1.015 1.010* 1.004 1.016 1.008* 1.003 1.014 
Count of off-premise outlets 0.929* 0.866 0.998 0.933 0.870 1.001 0.945 0.874 1.021 0.966 0.896 1.041 
On-premise sales#/outlet 0.998 0.975 1.021 0.995 0.974 1.017 0.988 0.962 1.016 0.987 0.962 1.013 
Off-premise sales#/outlet 1.010* 1.001 1.019 1.004 0.996 1.013 1.005 0.994 1.015 1.001 0.991 1.011 







  SEIFA quartile 2 1.225* 1.026 1.464 1.178 0.990 1.402 1.285* 1.051 1.570 1.195 0.973 1.467 
SEIFA quartile 3 1.319* 1.083 1.606 1.186 0.972 1.447 1.339* 1.072 1.672 1.152 0.910 1.457 
SEIFA quartile 4 1.293* 1.029 1.624 1.135 0.902 1.428 1.327* 1.025 1.719 1.129 0.857 1.487 
Unemployment% 1.084* 1.042 1.127 1.060* 1.015 1.107 1.088* 1.042 1.137 1.056* 1.005 1.109 
Indigenous% 1.122* 1.072 1.175 1.133* 1.078 1.191 1.111* 1.055 1.170 1.121* 1.057 1.188 
Young males% 0.995 0.959 1.033 0.962 0.925 1.000 0.992 0.953 1.033 0.958* 0.918 0.999 
Male/female% 0.999 0.997 1.000 1.001 0.999 1.003 0.999 0.997 1.001 1.001 0.999 1.004 
Mean age 1.037* 1.013 1.062 0.981 0.957 1.005 1.022 0.996 1.048 0.975 0.950 1.001 
ERP 15+ (exposure) (exposure) (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older
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Table 10.32: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic 
centroid, adjusting for demographic and socio-economic status, in Perth Metropolitan Area, at postcode-level, 
between 2004/05 and 2009/10 
Within 2km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI 
 
IRR 95% CI 
Count of on-premise outlets 1.004 1.000 1.009 1.007* 1.002 1.012 
Count of off-premise outlets 0.973 0.940 1.008 0.954* 0.917 0.992 
On-premise sales#/outlet 1.020 0.997 1.043 1.020 0.994 1.047 
Off-premise sales#/outlet 1.006 0.997 1.016 1.003 0.991 1.015 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.040 0.967 1.118 1.057 0.975 1.146 
SEIFA quartile 3 1.064 0.934 1.213 1.084 0.937 1.255 
SEIFA quartile 4 1.201* 1.026 1.407 1.197* 1.003 1.429 
Unemployment% 0.970* 0.962 0.977 0.964* 0.955 0.973 
Indigenous% 1.232* 1.116 1.361 1.236* 1.106 1.381 
Young males% 1.068* 1.029 1.108 1.059* 1.016 1.105 
Male/female% 0.975* 0.966 0.984 0.970* 0.958 0.981 
Mean age 0.997 0.950 1.047 0.982 0.931 1.035 
ERP 15+ (exposure) (exposure) 




Table 10.33: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic centroid, adjusting for demographic and socio-economic status, in Perth 
Metropolitan Area, at suburb-level, between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 2km of centroid 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.998 1.003 1.001 0.999 1.003 1.001 0.998 1.003 1.001 0.999 1.004 
Count of off-premise outlets 1.030 0.991 1.070 1.012 0.974 1.050 1.029 0.987 1.074 1.015 0.973 1.058 
On-premise sales#/outlet 0.998 0.982 1.014 0.999 0.984 1.014 0.994 0.975 1.013 0.993 0.975 1.012 
Off-premise sales#/outlet 1.005 0.999 1.011 1.002 0.996 1.007 1.005 0.998 1.012 1.002 0.995 1.009 







  SEIFA quartile 2 1.242* 1.028 1.500 1.204 0.998 1.452 1.286* 1.039 1.592 1.200 0.962 1.496 
SEIFA quartile 3 1.456* 1.178 1.799 1.234 0.991 1.536 1.405* 1.108 1.781 1.145 0.886 1.479 
SEIFA quartile 4 1.485* 1.152 1.915 1.268 0.975 1.649 1.441* 1.082 1.921 1.197 0.877 1.633 
Unemployment% 1.082* 1.036 1.129 1.057* 1.007 1.109 1.075* 1.024 1.129 1.052 0.996 1.111 
Indigenous% 1.157* 1.096 1.221 1.169* 1.101 1.241 1.148* 1.080 1.219 1.150* 1.074 1.233 
Young males% 0.977 0.939 1.017 0.956* 0.916 0.998 0.979 0.938 1.023 0.955 0.911 1.002 
Male/female% 0.998 0.997 1.000 1.001 0.999 1.003 0.999 0.997 1.001 1.001 0.999 1.004 
Mean age 1.019 0.992 1.047 0.978 0.949 1.008 1.008 0.979 1.038 0.976 0.945 1.008 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 




Table 10.34: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic centroid, adjusting for demographic and socio-economic status, in Perth 
Metropolitan Area, at postcode-level, between 2004/05 and 2009/10 
Within 5km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.999 1.001 1.000 0.999 1.001 
Count of off-premise outlets 0.994 0.980 1.009 0.987 0.971 1.003 
On-premise sales#/outlet 1.044 0.971 1.123 1.079 0.997 1.167 
Off-premise sales#/outlet 1.020* 1.007 1.034 1.016* 1.001 1.031 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.022 0.952 1.098 1.045 0.969 1.127 
SEIFA quartile 3 1.048 0.935 1.174 1.054 0.932 1.191 
SEIFA quartile 4 1.196* 1.039 1.377 1.184* 1.014 1.382 
Unemployment% 0.966* 0.958 0.974 0.958* 0.949 0.967 
Indigenous% 0.983 0.963 1.004 0.976* 0.956 0.995 
Young males% 1.102* 1.065 1.141 1.093* 1.051 1.137 
Male/female% 0.979* 0.971 0.987 0.975* 0.967 0.984 
Mean age 1.031 0.981 1.084 1.025 0.972 1.080 
ERP 15+ (exposure) 
 
(exposure) 




Table 10.35: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic centroid, adjusting for demographic and socio-economic status, in Perth 
Metropolitan Area, at suburb-level, between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 5km of centroid 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.001 1.000 1.002 1.001* 1.000 1.002 1.001 1.000 1.002 1.001* 1.000 1.002 
Count of off-premise outlets 1.003 0.990 1.017 0.992 0.980 1.004 0.993 0.979 1.007 0.985 0.972 0.998 
On-premise sales#/outlet 0.990 0.954 1.026 1.007 0.973 1.043 0.983 0.943 1.024 0.993 0.953 1.035 
Off-premise sales#/outlet 1.007* 1.001 1.013 1.002 0.996 1.008 1.005 0.998 1.013 1.001 0.994 1.008 







  SEIFA quartile 2 1.213* 1.003 1.467 1.210* 1.001 1.463 1.250* 1.010 1.548 1.185 0.950 1.479 
SEIFA quartile 3 1.387* 1.119 1.719 1.239 0.993 1.546 1.372* 1.081 1.742 1.152 0.893 1.487 
SEIFA quartile 4 1.417* 1.096 1.833 1.286 0.986 1.677 1.415* 1.060 1.888 1.223 0.897 1.667 
Unemployment% 1.076* 1.030 1.123 1.058* 1.008 1.111 1.074* 1.023 1.127 1.058* 1.002 1.117 
Indigenous% 1.159* 1.097 1.224 1.163* 1.095 1.236 1.142* 1.074 1.214 1.136* 1.059 1.218 
Young males% 0.983 0.944 1.024 0.959 0.918 1.002 0.984 0.941 1.029 0.956 0.911 1.003 
Male/female% 0.998 0.997 1.000 1.001 0.999 1.003 0.998 0.996 1.001 1.001 0.999 1.004 
Mean age 1.025 0.997 1.053 0.985 0.955 1.016 1.014 0.984 1.045 0.984 0.952 1.017 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 




10.10.2 Model stratifying by area from CBD 
Table 10.36: Panel model results for sales and counts of on- and off-premise outlets, for postcodes and suburbs up 7km from the big CBD, adjusting for demographic and socio-economic status, 
at postcode- and suburb-level, in the Perth Metropolitan Area between 2002/03 and 2009/10 
Postcode Night2 injuries Weekend Night2 injuries 
Big CBD to 7km 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.999 0.992 1.006 1.000 0.994 1.007 1.001 0.994 1.007 1.001 0.994 1.007 
Count of off-premise outlets 0.948* 0.901 0.996 0.956 0.910 1.004 0.965 0.915 1.017 0.973 0.923 1.027 
On-premise sales#/outlet 0.970 0.839 1.122 0.981 0.847 1.137 0.908 0.762 1.083 0.926 0.776 1.104 
Off-premise sales#/outlet 0.989 0.961 1.017 0.977 0.949 1.007 0.978 0.944 1.013 0.973 0.937 1.010 







  SEIFA quartile 2 0.750 0.554 1.015 0.734* 0.562 0.959 0.774 0.586 1.024 0.744* 0.571 0.970 
SEIFA quartile 3 0.765 0.546 1.072 0.707* 0.516 0.969 0.774 0.559 1.072 0.736 0.531 1.019 
SEIFA quartile 4 0.815 0.561 1.184 0.733 0.515 1.043 0.792 0.544 1.153 0.724 0.496 1.057 
Unemployment% 0.995 0.977 1.013 1.010 0.975 1.046 0.989 0.966 1.013 0.993 0.946 1.042 
Indigenous% 1.043 0.925 1.176 1.010 0.907 1.125 1.039 0.927 1.165 1.035 0.928 1.155 
Young males% 1.018 0.964 1.074 0.994 0.948 1.042 1.004 0.956 1.054 0.991 0.947 1.037 
Male/female% 1.015* 1.002 1.029 1.013* 1.001 1.026 1.016* 1.004 1.029 1.013* 1.001 1.025 
Mean age 1.022 0.913 1.145 1.066 0.941 1.209 1.095 0.963 1.244 1.127 0.983 1.292 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 




Suburb Night2 injuries Weekend Night2 injuries 




CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets not converge 1.009* 1.001 1.018 1.010* 1.001 1.018 1.007 0.999 1.016 
Count of off-premise outlets 
   
0.952 0.879 1.031 0.979 0.902 1.062 0.979 0.900 1.065 
On-premise sales#/outlet 
   
0.806 0.635 1.022 0.712* 0.544 0.930 0.841 0.646 1.095 
Off-premise sales#/outlet 
   
0.950 0.893 1.011 0.950 0.885 1.020 0.933 0.862 1.010 
SEIFA quartile 1^ 






  SEIFA quartile 2 
   
0.794 0.590 1.069 0.927 0.672 1.280 0.784 0.558 1.100 
SEIFA quartile 3 
   
0.861 0.619 1.197 0.878 0.607 1.270 0.805 0.560 1.157 
SEIFA quartile 4 
   
0.827 0.573 1.194 0.877 0.582 1.323 0.852 0.565 1.286 
Unemployment% 
   
1.040 0.966 1.118 1.092* 1.016 1.174 1.030 0.952 1.115 
Indigenous% 
   
1.056 0.959 1.163 1.004 0.918 1.099 1.073 0.973 1.184 
Young males% 
   
0.931* 0.889 0.975 0.929* 0.888 0.971 0.916* 0.871 0.962 
Male/female% 
   
1.001 0.997 1.005 1.001 0.998 1.005 1.002 0.997 1.007 
Mean age 
   










Table 10.37: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic centroid, for postcodes and suburbs up to 7km from the big CBD, adjusting for 
demographic and socio-economic status, at postcode- and suburb-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
Postcode Night2 injuries Weekend Night2 injuries 
Big CBD to 7km 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 1km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.992 0.978 1.006 0.989 0.976 1.002 0.987 0.973 1.002 0.988 0.973 1.002 
Count of off-premise outlets 0.944 0.862 1.035 0.982 0.897 1.074 0.979 0.891 1.075 1.001 0.906 1.105 
On-premise sales#/outlet 0.975 0.903 1.053 0.964 0.891 1.042 0.950 0.869 1.039 0.959 0.872 1.054 
Off-premise sales#/outlet 0.976 0.951 1.002 0.970* 0.944 0.997 0.984 0.957 1.013 0.987 0.956 1.019 







  SEIFA quartile 2 0.995 0.976 1.013 1.019 0.982 1.057 0.984 0.961 1.008 0.994 0.946 1.044 
SEIFA quartile 3 1.294* 1.091 1.534 1.236* 1.035 1.477 1.199 0.999 1.439 1.140 0.931 1.396 
SEIFA quartile 4 0.969 0.920 1.021 0.961 0.915 1.009 0.976 0.928 1.026 0.977 0.924 1.033 
Unemployment% 1.016* 1.004 1.029 1.015* 1.004 1.026 1.018* 1.006 1.029 1.015* 1.003 1.027 
Indigenous% 1.002 0.903 1.111 1.017 0.906 1.142 1.027 0.909 1.160 1.055 0.918 1.211 
Young males% 1.233 0.820 1.853 1.125 0.758 1.669 1.097 0.736 1.637 0.936 0.609 1.438 
Male/female% 1.371 0.840 2.236 1.191 0.717 1.980 1.121 0.670 1.874 0.933 0.526 1.656 
Mean age 1.535 0.897 2.626 1.316 0.744 2.325 1.266 0.714 2.244 1.016 0.530 1.947 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 




Suburb Night2 injuries Weekend Night2 injuries 
Big CBD to 7km 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 1km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.007 0.998 1.016 1.012* 1.002 1.022 1.011* 1.001 1.022 1.014* 1.003 1.026 
Count of off-premise outlets 1.019 0.931 1.115 0.950 0.866 1.042 0.963 0.874 1.060 0.958 0.862 1.064 
On-premise sales#/outlet 1.033 0.990 1.079 1.027 0.985 1.071 1.035 0.987 1.086 1.041 0.993 1.092 
Off-premise sales#/outlet 1.006 0.974 1.040 0.995 0.961 1.031 1.022 0.982 1.064 1.022 0.979 1.067 







  SEIFA quartile 2 1.151 0.795 1.667 1.053 0.692 1.602 1.416 0.864 2.319 0.421* 0.190 0.934 
SEIFA quartile 3 1.177 0.792 1.751 1.177 0.736 1.881 1.413 0.834 2.393 0.412* 0.183 0.927 
SEIFA quartile 4 1.098 0.712 1.693 1.164 0.698 1.942 1.415 0.793 2.524 0.384* 0.154 0.960 
Unemployment% 1.036 0.978 1.097 0.994 0.938 1.054 1.000 0.941 1.063 0.975 0.906 1.049 
Indigenous% 1.066 0.972 1.168 1.133* 1.026 1.250 1.120* 1.007 1.246 0.952 0.796 1.139 
Young males% 0.948* 0.911 0.985 0.939* 0.900 0.980 0.929* 0.889 0.971 0.938* 0.889 0.990 
Male/female% 1.001 0.998 1.004 1.004 1.000 1.008 1.001 0.998 1.005 1.005 1.000 1.011 
Mean age 0.996 0.950 1.045 0.989 0.944 1.035 0.972 0.929 1.017 0.959 0.912 1.007 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 




Table 10.38: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic centroid, for postcodes and suburbs up to 7km from the big CBD, adjusting for 
demographic and socio-economic status, at postcode- and suburb-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
Postcode Night2 injuries Weekend Night2 injuries 
Big CBD to 7km 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 2km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.984 1.016 1.002 0.986 1.018 1.004 0.987 1.022 1.005 0.987 1.023 
Count of off-premise outlets 0.955 0.908 1.005 0.952 0.902 1.004 0.943* 0.890 0.999 0.945 0.888 1.004 
On-premise sales#/outlet 0.971 0.910 1.036 0.973 0.911 1.040 0.989 0.922 1.060 0.989 0.922 1.061 
Off-premise sales#/outlet 0.979 0.951 1.007 0.978 0.949 1.008 0.959* 0.926 0.994 0.965 0.928 1.004 







  SEIFA quartile 2 0.999 0.981 1.018 1.019 0.984 1.056 0.995 0.973 1.018 1.002 0.956 1.051 
SEIFA quartile 3 1.064 0.952 1.190 1.035 0.929 1.153 1.098 0.985 1.224 1.093 0.976 1.223 
SEIFA quartile 4 0.989 0.938 1.044 0.967 0.920 1.018 0.968 0.921 1.018 0.960 0.914 1.010 
Unemployment% 1.018* 1.005 1.031 1.017* 1.005 1.030 1.019* 1.008 1.031 1.017* 1.005 1.029 
Indigenous% 1.016 0.909 1.136 1.047 0.923 1.186 1.071 0.945 1.212 1.088 0.950 1.247 
Young males% 0.692* 0.513 0.934 0.690* 0.521 0.913 0.738 0.559 0.973 0.736* 0.564 0.961 
Male/female% 0.763 0.547 1.065 0.739 0.529 1.033 0.872 0.630 1.207 0.862 0.612 1.212 
Mean age 0.823 0.570 1.187 0.808 0.555 1.178 0.981 0.675 1.427 0.969 0.645 1.456 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 




Suburb Night2 injuries Weekend Night2 injuries 
Big CBD to 7km 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 2km of centroid IRR 95% CI IRR 
95% 
CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.004 0.999 1.009 Did not converge 
 
1.006* 1.001 1.012 1.009* 1.003 1.015 
Count of off-premise outlets 1.006 0.961 1.052 
   
0.979 0.930 1.031 0.948 0.896 1.002 
On-premise sales#/outlet 1.085 0.987 1.193 
   
1.130* 1.020 1.252 1.118* 1.006 1.243 
Off-premise sales#/outlet 0.992 0.970 1.015 
   
0.995 0.967 1.024 0.995 0.965 1.027 
SEIFA quartile 1^ 1.000 




  SEIFA quartile 2 1.000 




  SEIFA quartile 3 1.190 0.824 1.719 
   
1.515 0.937 2.450 1.343 0.791 2.281 
SEIFA quartile 4 1.186 0.799 1.761 
   
1.462 0.872 2.450 1.632 0.892 2.985 
Unemployment% 1.139 0.736 1.761 
   
1.554 0.875 2.759 1.924 0.989 3.744 
Indigenous% 1.024 0.976 1.074 
   
1.009 0.957 1.064 0.985 0.923 1.050 
Young males% 1.090* 1.003 1.186 
   
1.130* 1.025 1.247 1.222* 1.092 1.368 
Male/female% 0.954* 0.920 0.990 
   
0.932* 0.893 0.973 0.905* 0.860 0.953 
Mean age 1.001 0.998 1.004 
   
1.002 0.998 1.005 1.005 1.000 1.011 
ERP 15+ 0.994 0.955 1.035 
   




  (exposure) (exposure) 




Table 10.39: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic centroid, for postcodes and suburbs up to 7km of the big CBD, adjusting for 
demographic and socio-economic status, at postcode- and suburb-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
Postcode Night2 injuries Weekend Night2 injuries 
Big CBD to 7km 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 5km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.999 1.001 1.000 0.999 1.002 1.000 0.999 1.001 1.000 0.999 1.002 
Count of off-premise outlets 0.984 0.964 1.005 0.977 0.955 1.000 0.987 0.966 1.008 0.983 0.963 1.005 
On-premise sales#/outlet 0.870 0.603 1.255 0.733 0.503 1.067 0.555* 0.355 0.867 0.481* 0.307 0.754 
Off-premise sales#/outlet 0.961 0.887 1.041 0.931 0.858 1.010 0.905* 0.821 0.997 0.888* 0.805 0.981 







  SEIFA quartile 2 0.997 0.979 1.016 1.022 0.986 1.060 0.985 0.964 1.008 1.003 0.958 1.050 
SEIFA quartile 3 1.013 0.895 1.146 0.971 0.866 1.088 1.044 0.936 1.165 1.036 0.940 1.142 
SEIFA quartile 4 0.980 0.920 1.043 0.950 0.892 1.011 0.969 0.916 1.025 0.959 0.908 1.013 
Unemployment% 1.023* 1.007 1.040 1.020* 1.002 1.038 1.021* 1.004 1.038 1.012 0.995 1.029 
Indigenous% 1.027 0.914 1.155 1.059 0.929 1.207 1.086 0.953 1.238 1.110 0.969 1.272 
Young males% 0.773 0.561 1.064 0.752 0.560 1.009 0.771 0.581 1.021 0.724 0.556 0.944 
Male/female% 0.819 0.564 1.189 0.752 0.515 1.097 0.777 0.537 1.126 0.693 0.477 1.009 
Mean age 0.828 0.546 1.257 0.725 0.472 1.113 0.745 0.488 1.138 0.632* 0.413 0.968 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 




Suburb Night2 injuries Weekend Night2 injuries 
CBD to 7km 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 5km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.999 1.001 1.000 1.000 1.001 1.000 0.999 1.001 1.001 1.000 1.002 
Count of off-premise outlets 1.023* 1.005 1.042 1.015 0.996 1.034 1.016 0.997 1.036 1.007 0.984 1.029 
On-premise sales#/outlet 1.225* 1.050 1.429 1.163 0.999 1.354 1.285* 1.073 1.537 1.237* 1.027 1.490 
Off-premise sales#/outlet 0.995 0.964 1.027 0.982 0.951 1.014 0.993 0.956 1.031 0.983 0.944 1.024 







  SEIFA quartile 2 1.461 0.996 2.143 1.299 0.871 1.938 1.813* 1.128 2.913 1.505 0.906 2.501 
SEIFA quartile 3 1.423 0.941 2.151 1.459 0.927 2.296 1.747* 1.045 2.921 1.863* 1.035 3.354 
SEIFA quartile 4 1.501 0.961 2.346 1.578 0.971 2.564 1.920* 1.104 3.340 2.151* 1.147 4.033 
Unemployment% 1.000 0.952 1.050 0.961 0.913 1.013 0.986 0.931 1.044 0.946 0.886 1.010 
Indigenous% 1.204* 1.095 1.323 1.282* 1.164 1.411 1.225* 1.097 1.368 1.336* 1.185 1.507 
Young males% 0.984 0.944 1.026 0.993 0.948 1.041 0.961 0.914 1.011 0.947 0.895 1.004 
Male/female% 1.003* 1.001 1.005 1.007* 1.004 1.010 1.002 0.999 1.005 1.006* 1.002 1.010 
Mean age 1.020 0.974 1.069 1.028 0.979 1.079 0.992 0.944 1.042 0.997 0.942 1.054 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
350 
 
Table 10.40: Panel model results for sales and counts of on- and off-premise outlets, stratified by distance from 
the CBD, adjusting for demographic and socio-economic status, at postcode-level, in Perth Metropolitan Area 
between 2004/05 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
CBD to 7km IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.008* 1.002 1.014 1.010* 1.005 1.015 
Count of off-premise outlets 0.928* 0.880 0.978 0.943* 0.890 0.999 
On-premise sales#/outlet 1.019 0.870 1.194 0.977 0.808 1.181 
Off-premise sales#/outlet 0.974 0.944 1.006 0.965 0.928 1.003 
SEIFA quartile 1^ 1.000 
  
1.000 
  SEIFA quartile 2 0.865 0.631 1.184 0.855 0.626 1.168 
SEIFA quartile 3 0.873 0.617 1.235 0.918 0.643 1.310 
SEIFA quartile 4 0.877 0.592 1.300 0.834 0.548 1.271 
Unemployment% 1.009 0.974 1.045 0.992 0.947 1.038 
Indigenous% 1.108 0.980 1.253 1.124 0.991 1.275 
Young males% 1.018 0.958 1.080 0.992 0.938 1.048 
Male/female% 1.013* 1.003 1.024 1.013* 1.003 1.024 
Mean age 1.091 0.952 1.250 1.156 0.998 1.340 
ERP 15+ (exposure)  (exposure) 




Night2 injuries Weekend Night2 injuries 
7km to 15km from CBD IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.003 0.996 1.010 1.004 0.997 1.012 
Count of off-premise outlets 0.994 0.964 1.025 0.990 0.960 1.022 
On-premise sales#/outlet 1.007 0.972 1.043 0.998 0.957 1.040 
Off-premise sales#/outlet 1.001 0.984 1.019 1.000 0.980 1.020 
SEIFA quartile 1^ 1.000 
  
1.000 
  SEIFA quartile 2 1.010 0.895 1.139 0.968 0.843 1.111 
SEIFA quartile 3 0.905 0.725 1.129 0.892 0.701 1.135 
SEIFA quartile 4 0.943 0.738 1.206 0.888 0.685 1.151 
Unemployment% 1.002 0.996 1.009 1.001 0.993 1.008 
Indigenous% 1.113* 1.025 1.208 1.072 0.986 1.167 
Young males% 0.934* 0.892 0.977 0.927* 0.885 0.971 
Male/female% 1.012 0.998 1.027 1.014 1.000 1.029 
Mean age 1.008 0.973 1.044 0.994 0.960 1.029 
ERP 15+ (exposure) 
 
(exposure) 






Night2 injuries Weekend Night2 injuries 
15km+ from CBD IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.013* 1.007 1.019 1.012* 1.005 1.019 
Count of off-premise outlets 0.981 0.953 1.010 0.983 0.953 1.014 
On-premise sales#/outlet 1.066 0.994 1.142 1.076 0.998 1.160 
Off-premise sales#/outlet 1.011 0.997 1.026 1.009 0.994 1.025 
SEIFA quartile 1^ 1.000 
  
1.000 
  SEIFA quartile 2 0.964 0.887 1.048 1.014 0.924 1.113 
SEIFA quartile 3 0.952 0.843 1.074 0.987 0.864 1.128 
SEIFA quartile 4 0.979 0.823 1.163 0.993 0.825 1.195 
Unemployment% 0.993 0.975 1.011 0.984 0.965 1.004 
Indigenous% 1.153* 1.080 1.230 1.139* 1.060 1.224 
Young males% 0.985 0.955 1.016 0.982 0.950 1.016 
Male/female% 0.986* 0.978 0.994 0.988* 0.979 0.997 
Mean age 0.996 0.959 1.034 0.990 0.949 1.034 
ERP 15+ (exposure) 
 
(exposure) 




Table 10.41: Panel model results for sales and counts of on- and off-premise outlets, stratified by distance from the CBD, adjusting for demographic and socio-economic status, at suburb-level, 
in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
CBD to 7km 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.018* 1.011 1.025 1.018* 1.011 1.024 1.016* 1.008 1.023 1.014* 1.006 1.021 
Count of off-premise outlets 0.950 0.881 1.024 0.922* 0.853 0.997 0.967 0.892 1.048 0.955 0.880 1.036 
On-premise sales#/outlet 0.777* 0.623 0.968 0.867 0.688 1.092 0.783 0.610 1.006 0.909 0.706 1.169 
Off-premise sales#/outlet 0.950 0.898 1.006 0.929* 0.874 0.988 0.939 0.875 1.007 0.911* 0.842 0.986 







  SEIFA quartile 2 1.061 0.823 1.366 0.958 0.717 1.281 1.051 0.765 1.442 0.919 0.660 1.281 
SEIFA quartile 3 1.049 0.773 1.424 0.986 0.704 1.379 0.946 0.653 1.371 0.902 0.622 1.308 
SEIFA quartile 4 0.973 0.685 1.383 0.927 0.634 1.354 0.911 0.599 1.386 0.909 0.595 1.388 
Unemployment% 1.067 0.997 1.142 0.994 0.928 1.065 1.044 0.978 1.115 0.979 0.913 1.051 
Indigenous% 1.064 0.972 1.165 1.121* 1.016 1.237 1.049 0.957 1.151 1.131* 1.023 1.250 
Young males% 0.950* 0.909 0.994 0.962 0.918 1.008 0.948 0.907 0.990 0.940* 0.895 0.987 
Male/female% 1.003* 1.001 1.005 1.005* 1.002 1.009 1.002 1.000 1.005 1.005* 1.001 1.009 
Mean age 0.978 0.930 1.027 0.987 0.934 1.042 0.946 0.901 0.992 0.956 0.907 1.007 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 






Night2 injuries Weekend Night2 injuries 
7km to 15km from CBD 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.988 0.976 1.000 1.018* 1.008 1.028 1.001 0.988 1.015 1.023* 1.014 1.032 
Count of off-premise outlets 1.006 0.921 1.098 0.952 0.901 1.007 0.996 0.916 1.084 0.953 0.907 1.001 
On-premise sales#/outlet 0.975 0.939 1.012 0.990 0.958 1.023 0.968 0.925 1.013 0.989 0.955 1.025 
Off-premise sales#/outlet 1.013 0.981 1.045 1.008 0.980 1.037 1.005 0.969 1.043 1.008 0.978 1.039 







  SEIFA quartile 2 1.057 0.864 1.292 1.134 0.921 1.396 1.226 0.977 1.538 1.134 0.923 1.394 
SEIFA quartile 3 0.951 0.719 1.256 1.075 0.833 1.385 1.151 0.855 1.551 1.123 0.874 1.443 
SEIFA quartile 4 0.879 0.642 1.204 0.958 0.715 1.284 1.025 0.733 1.432 0.973 0.730 1.298 
Unemployment% 1.078* 1.017 1.143 1.076* 1.018 1.137 1.077* 1.010 1.149 1.052 0.996 1.111 
Indigenous% 1.074* 1.003 1.151 1.117* 1.041 1.199 1.093* 1.013 1.180 1.115* 1.040 1.196 
Young males% 1.023 0.964 1.087 0.936* 0.894 0.980 1.004 0.944 1.068 0.941* 0.900 0.982 
Male/female% 0.997* 0.994 0.999 1.000 0.996 1.003 0.998 0.995 1.000 1.000 0.997 1.004 
Mean age 1.056* 1.015 1.099 0.986 0.958 1.014 1.027 0.987 1.069 0.972* 0.946 0.998 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 






Night2 injuries Weekend Night2 injuries 
15km+ from CBD 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.004 0.985 1.024 1.004 0.988 1.020 1.001 0.981 1.021 0.999 0.982 1.016 
Count of off-premise outlets 1.019 0.932 1.114 1.007 0.938 1.082 1.027 0.938 1.124 1.024 0.947 1.107 
On-premise sales#/outlet 1.053 0.984 1.128 1.005 0.955 1.058 1.053 0.984 1.127 1.013 0.957 1.072 
Off-premise sales#/outlet 1.012 0.988 1.037 1.009 0.995 1.024 1.009 0.985 1.034 1.005 0.988 1.022 







  SEIFA quartile 2 0.996 0.798 1.242 0.961 0.821 1.125 1.047 0.836 1.310 1.031 0.852 1.249 
SEIFA quartile 3 1.149 0.864 1.527 0.890 0.718 1.103 1.158 0.870 1.541 0.986 0.763 1.275 
SEIFA quartile 4 1.064 0.769 1.471 0.777* 0.607 0.993 1.076 0.778 1.489 0.864 0.647 1.153 
Unemployment% 1.196* 1.144 1.250 1.143* 1.092 1.196 1.206* 1.151 1.263 1.166* 1.109 1.226 
Indigenous% 1.036 0.978 1.097 1.003 0.953 1.055 1.014 0.956 1.075 0.986 0.930 1.045 
Young males% 1.019 0.969 1.072 0.993 0.952 1.037 1.026 0.975 1.080 1.001 0.954 1.051 
Male/female% 0.998 0.995 1.001 1.000 0.998 1.003 0.999 0.995 1.002 1.002 0.998 1.005 
Mean age 1.030* 1.002 1.058 0.994 0.973 1.016 1.023 0.996 1.050 0.991 0.969 1.015 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
355 
 
Table 10.42: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic 
centroid, stratified by distance from the CBD, adjusting for demographic and socio-economic status, at postcode-
level, in Perth Metropolitan Area between 2004/05 and 2009/10 
Within 1km of centroid Night2 injuries Weekend Night2 injuries 
CBD to 7km IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.007* 1.003 1.011 1.009* 1.005 1.014 
Count of off-premise outlets 0.931 0.851 1.018 0.916 0.829 1.011 
On-premise sales#/outlet 1.013 0.934 1.098 1.016 0.921 1.121 
Off-premise sales#/outlet 0.973 0.945 1.002 0.989 0.955 1.024 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.270 0.798 2.021 1.115 0.668 1.862 
SEIFA quartile 3 1.457 0.839 2.528 1.305 0.699 2.438 
SEIFA quartile 4 1.532 0.838 2.799 1.317 0.654 2.652 
Unemployment% 1.019 0.983 1.055 0.995 0.950 1.042 
Indigenous% 1.325* 1.105 1.588 1.265* 1.022 1.566 
Young males% 0.979 0.923 1.039 0.969 0.909 1.033 
Male/female% 1.012* 1.002 1.022 1.011 1.000 1.022 
Mean age 1.059 0.936 1.200 1.092 0.941 1.267 
ERP 15+ (exposure) 
 
(exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and 
older 
 
Within 1km of centroid Night2 injuries Weekend Night2 injuries 
7km to 15km from CBD IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.994 0.973 1.015 0.987 0.965 1.009 
Count of off-premise outlets 1.148* 1.037 1.272 1.130* 1.017 1.255 
On-premise sales#/outlet 0.993 0.976 1.010 0.987 0.967 1.008 
Off-premise sales#/outlet 1.003 0.987 1.019 0.997 0.977 1.017 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.090 0.921 1.291 1.046 0.851 1.287 
SEIFA quartile 3 0.938 0.688 1.277 0.846 0.598 1.198 
SEIFA quartile 4 1.040 0.736 1.470 0.914 0.623 1.339 
Unemployment% 0.973 0.937 1.011 0.953 0.909 1.000 
Indigenous% 1.164* 1.023 1.324 1.085 0.950 1.240 
Young males% 0.924* 0.880 0.971 0.905* 0.859 0.953 
Male/female% 1.010 0.996 1.025 1.013 0.999 1.028 
Mean age 0.990 0.945 1.036 0.987 0.942 1.034 
ERP 15+ (exposure) 
 
(exposure) 






Within 1km of centroid Night2 injuries Weekend Night2 injuries 
15km+ from CBD IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.964* 0.944 0.984 0.968* 0.944 0.993 
Count of off-premise outlets 1.104 0.999 1.220 1.076 0.948 1.221 
On-premise sales#/outlet 0.960 0.910 1.013 0.965 0.905 1.028 
Off-premise sales#/outlet 1.005 0.990 1.020 1.006 0.989 1.024 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.007 0.929 1.091 1.066 0.975 1.164 
SEIFA quartile 3 0.887 0.721 1.090 0.996 0.776 1.279 
SEIFA quartile 4 0.874 0.709 1.078 0.963 0.747 1.241 
Unemployment% 1.009 0.990 1.028 1.001 0.978 1.024 
Indigenous% 1.142* 1.011 1.289 1.177* 1.014 1.366 
Young males% 0.989 0.956 1.022 0.986 0.947 1.027 
Male/female% 1.044* 1.028 1.061 1.039* 1.020 1.060 
Mean age 1.058 0.999 1.121 1.053 0.981 1.131 
ERP 15+ (exposure) 
 
(exposure) 




Table 10.43: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic centroid, stratified by distance from the CBD, adjusting for demographic and 
socio-economic status, at suburb-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
CBD to 7km 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 1km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.010* 1.006 1.015 Did not converge 
 
1.011* 1.006 1.016 1.010* 1.006 1.015 
Count of off-premise outlets 1.004 0.925 1.090 
   
0.962 0.885 1.045 0.933 0.857 1.016 
On-premise sales#/outlet 1.041 0.995 1.089 
   
1.040 0.990 1.093 1.031 0.981 1.084 
Off-premise sales#/outlet 1.011 0.978 1.044 
   
1.026 0.986 1.067 1.016 0.974 1.060 
SEIFA quartile 1^ 1.000 




  SEIFA quartile 2 1.320 0.918 1.899 
   
1.612* 1.014 2.563 1.360 0.815 2.270 
SEIFA quartile 3 1.326 0.894 1.967 
   
1.596 0.966 2.635 1.676 0.934 3.007 
SEIFA quartile 4 1.225 0.795 1.887 
   
1.563 0.897 2.723 1.790 0.940 3.408 
Unemployment% 1.008 0.952 1.067 
   
0.974 0.920 1.031 0.944 0.886 1.005 
Indigenous% 1.116* 1.019 1.222 
   
1.158* 1.047 1.280 1.244* 1.114 1.390 
Young males% 0.970 0.930 1.011 
   
0.945* 0.903 0.989 0.919* 0.875 0.964 
Male/female% 1.003* 1.001 1.005 
   
1.002 1.000 1.005 1.006* 1.002 1.010 
Mean age 1.004 0.954 1.057 
   
0.976 0.931 1.023 0.978 0.929 1.031 
ERP 15+ (exposure) 
 
  (exposure) (exposure) 






Night2 injuries Weekend Night2 injuries 
7km to 15km from CBD 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 1km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.031* 1.003 1.060 1.030* 1.003 1.058 1.029 1.000 1.059 1.024 0.998 1.051 
Count of off-premise outlets 0.810* 0.698 0.941 0.829* 0.712 0.964 0.869 0.746 1.012 0.924 0.803 1.062 
On-premise sales#/outlet 0.989 0.963 1.015 0.987 0.962 1.014 0.978 0.945 1.011 0.977 0.945 1.010 
Off-premise sales#/outlet 1.005 0.991 1.020 0.999 0.984 1.015 0.994 0.977 1.010 0.991 0.973 1.009 







  SEIFA quartile 2 1.527* 1.081 2.157 1.333 0.886 2.005 1.522* 1.034 2.239 1.180 0.771 1.805 
SEIFA quartile 3 1.558* 1.099 2.208 1.381 0.921 2.069 1.467 0.996 2.162 1.125 0.729 1.734 
SEIFA quartile 4 1.484* 1.004 2.194 1.331 0.839 2.111 1.364 0.875 2.127 1.025 0.615 1.710 
Unemployment% 1.088* 1.022 1.159 1.084 0.997 1.177 1.094* 1.017 1.176 1.071 0.982 1.169 
Indigenous% 1.196* 1.092 1.310 1.184* 1.064 1.318 1.157* 1.046 1.279 1.122* 1.002 1.257 
Young males% 0.991 0.930 1.057 0.939 0.873 1.009 0.994 0.927 1.065 0.953 0.887 1.024 
Male/female% 0.996* 0.994 0.999 0.999 0.995 1.002 0.998 0.995 1.001 1.000 0.996 1.004 
Mean age 1.014 0.969 1.062 0.981 0.931 1.034 1.021 0.972 1.072 0.996 0.946 1.048 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 





Night2 injuries Weekend Night2 injuries 
15km+ from CBD 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 1km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.999 0.966 1.033 1.005 0.982 1.027 0.983 0.950 1.017 0.988 0.963 1.012 
Count of off-premise outlets 0.927 0.815 1.054 0.975 0.888 1.070 0.964 0.844 1.101 1.005 0.908 1.113 
On-premise sales#/outlet 1.068 0.975 1.169 1.069* 1.006 1.135 1.090 0.996 1.192 1.079* 1.009 1.153 
Off-premise sales#/outlet 1.018* 1.002 1.033 1.007 0.997 1.016 1.012 0.997 1.028 1.002 0.991 1.013 







  SEIFA quartile 2 1.122 0.849 1.483 1.212* 1.004 1.464 1.191 0.906 1.567 1.262* 1.018 1.566 
SEIFA quartile 3 1.322 0.897 1.947 1.219 0.945 1.573 1.442 0.983 2.115 1.332 0.996 1.783 
SEIFA quartile 4 1.111 0.739 1.669 0.988 0.748 1.305 1.216 0.808 1.832 1.088 0.791 1.496 
Unemployment% 1.111* 1.037 1.190 1.093* 1.039 1.150 1.144* 1.068 1.226 1.119* 1.057 1.185 
Indigenous% 1.082 1.000 1.171 1.083* 1.022 1.148 1.042 0.963 1.128 1.053 0.984 1.126 
Young males% 1.058 0.989 1.132 1.025 0.974 1.079 1.062 0.992 1.137 1.035 0.978 1.096 
Male/female% 0.999 0.995 1.003 1.003 0.999 1.007 0.999 0.995 1.004 1.004 0.999 1.008 
Mean age 1.051* 1.015 1.089 0.994 0.970 1.018 1.040* 1.004 1.077 0.992 0.966 1.019 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
360 
 
Table 10.44: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic 
centroid, stratified by distance from the CBD, adjusting for demographic and socio-economic status, at postcode-
level, in Perth Metropolitan Area between 2004/05 and 2009/10 
Within 2km of centroid Night2 injuries Weekend Night2 injuries 
CBD to 7km IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.010* 1.004 1.015 1.012* 1.006 1.018 
Count of off-premise outlets 0.964 0.926 1.003 0.963 0.923 1.004 
On-premise sales#/outlet 0.963 0.899 1.032 0.993 0.919 1.074 
Off-premise sales#/outlet 0.974 0.945 1.003 0.969 0.932 1.006 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.684* 0.487 0.960 0.719 0.511 1.011 
SEIFA quartile 3 0.721 0.500 1.040 0.829 0.569 1.207 
SEIFA quartile 4 0.708 0.477 1.050 0.783 0.516 1.190 
Unemployment% 1.022* 1.007 1.038 1.013 0.994 1.033 
Indigenous% 1.074 0.950 1.213 1.089 0.956 1.240 
Young males% 0.986 0.932 1.044 0.967 0.913 1.023 
Male/female% 1.015* 1.003 1.026 1.010 0.999 1.021 
Mean age 1.048 0.915 1.199 1.143 0.984 1.327 
ERP 15+ (exposure) 
 
(exposure) 




Within 2km of centroid Night2 injuries Weekend Night2 injuries 
7km to 15km from CBD IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.008 0.990 1.027 1.005 0.985 1.025 
Count of off-premise outlets 1.032 0.989 1.077 1.026 0.980 1.074 
On-premise sales#/outlet 0.999 0.969 1.030 1.002 0.966 1.039 
Off-premise sales#/outlet 1.002 0.987 1.016 0.998 0.982 1.015 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.032 0.912 1.168 0.989 0.851 1.150 
SEIFA quartile 3 0.904 0.721 1.132 0.901 0.699 1.162 
SEIFA quartile 4 0.985 0.775 1.252 0.948 0.726 1.238 
Unemployment% 0.994 0.981 1.007 0.992 0.976 1.008 
Indigenous% 1.161* 1.071 1.259 1.108* 1.016 1.208 
Young males% 0.951* 0.909 0.995 0.938* 0.894 0.985 
Male/female% 1.007 0.996 1.018 1.011* 1.000 1.021 
Mean age 0.989 0.956 1.023 0.981 0.948 1.014 
ERP 15+ (exposure) 
 
(exposure) 






Within 2km of centroid Night2 injuries Weekend Night2 injuries 
15km+ from CBD IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.990 0.964 1.016 Not converge 
 Count of off-premise outlets 1.009 0.941 1.082 
   On-premise sales#/outlet 1.031 0.998 1.065 
   Off-premise sales#/outlet 1.007 0.992 1.021 
   SEIFA quartile 1 1.000 
    SEIFA quartile 2 1.039 0.953 1.132 
   SEIFA quartile 3 1.049 0.899 1.225 
   SEIFA quartile 4 1.193 0.973 1.463 
   Unemployment% 1.004 0.991 1.018 
   Indigenous% 1.230* 1.088 1.391 
   Young males% 1.006 0.955 1.059 
   Male/female% 1.010 0.985 1.037 
   Mean age 1.030 0.972 1.090 
   ERP 15+ (exposure) 




Table 10.45: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic centroid, stratified by distance from the CBD, adjusting for demographic and 
socio-economic status, at suburb-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
CBD to 7km 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 2km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.002 1.000 1.004 1.002* 1.001 1.004 1.002 1.000 1.004 1.003 1.000 1.005 
Count of off-premise outlets 1.018 0.983 1.055 1.004 0.972 1.037 1.007 0.972 1.042 0.994 0.958 1.032 
On-premise sales#/outlet 1.093 0.982 1.217 1.070 0.968 1.182 1.129* 1.011 1.262 1.107 0.987 1.240 
Off-premise sales#/outlet 0.992 0.968 1.017 0.984 0.959 1.009 0.994 0.964 1.024 0.993 0.960 1.026 







  SEIFA quartile 2 1.399 0.964 2.031 1.256 0.842 1.874 1.726* 1.078 2.761 1.453 0.876 2.408 
SEIFA quartile 3 1.380 0.919 2.072 1.426 0.904 2.250 1.661 0.995 2.773 1.809* 1.009 3.245 
SEIFA quartile 4 1.352 0.868 2.106 1.444 0.879 2.372 1.733 0.989 3.039 2.020* 1.069 3.817 
Unemployment% 1.002 0.947 1.061 0.959 0.907 1.013 0.979 0.925 1.037 0.942 0.882 1.006 
Indigenous% 1.149* 1.045 1.262 1.206* 1.098 1.325 1.172* 1.058 1.299 1.271* 1.136 1.421 
Young males% 0.978 0.936 1.022 0.974 0.931 1.018 0.952* 0.907 0.999 0.930* 0.883 0.980 
Male/female% 1.003* 1.001 1.005 1.007* 1.004 1.010 1.002 0.999 1.005 1.006* 1.002 1.010 
Mean age 0.998 0.949 1.049 0.994 0.948 1.041 0.970 0.928 1.014 0.972 0.925 1.022 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 






Night2 injuries Weekend Night2 injuries 
7km to 15km from CBD 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 2km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.980* 0.968 0.992 0.990 0.978 1.003 0.986 0.972 1.000 0.997 0.983 1.011 
Count of off-premise outlets 1.079 0.985 1.182 1.032 0.940 1.133 1.099 0.988 1.222 1.042 0.942 1.154 
On-premise sales#/outlet 0.993 0.977 1.009 0.992 0.975 1.009 0.988 0.967 1.009 0.987 0.965 1.009 
Off-premise sales#/outlet 1.002 0.996 1.008 0.999 0.993 1.006 1.003 0.995 1.011 1.000 0.991 1.008 







  SEIFA quartile 2 1.289 0.830 2.001 1.307 0.746 2.289 1.509 0.933 2.442 1.259 0.741 2.137 
SEIFA quartile 3 1.279 0.821 1.990 1.345 0.788 2.296 1.351 0.833 2.193 1.182 0.710 1.970 
SEIFA quartile 4 1.195 0.740 1.930 1.331 0.748 2.368 1.265 0.744 2.150 1.155 0.648 2.057 
Unemployment% 1.078* 1.006 1.156 1.091 0.992 1.199 1.070 0.986 1.162 1.082 0.977 1.200 
Indigenous% 1.158* 1.040 1.289 1.179* 1.038 1.339 1.153* 1.024 1.298 1.133 0.994 1.291 
Young males% 1.003 0.931 1.082 0.937 0.860 1.021 1.015 0.932 1.105 0.952 0.873 1.039 
Male/female% 0.996* 0.993 0.999 0.997 0.994 1.001 0.998 0.995 1.001 1.000 0.996 1.004 
Mean age 1.044 0.985 1.106 0.985 0.924 1.050 1.030 0.967 1.098 0.983 0.924 1.046 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 





Night2 injuries Weekend Night2 injuries 
15km+ from CBD 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 2km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.001 0.992 1.010 1.003 0.996 1.010 1.000 0.990 1.009 1.001 0.993 1.009 
Count of off-premise outlets 1.175* 1.082 1.277 1.069 0.998 1.146 1.184* 1.091 1.284 1.076 0.995 1.164 
On-premise sales#/outlet 1.006 0.945 1.071 1.042 0.993 1.094 1.026 0.965 1.089 1.050 0.996 1.107 
Off-premise sales#/outlet 1.027* 1.007 1.048 1.011 0.996 1.027 1.022* 1.002 1.042 1.006 0.990 1.023 







  SEIFA quartile 2 0.989 0.747 1.310 1.175 0.960 1.438 1.009 0.767 1.327 1.170 0.934 1.465 
SEIFA quartile 3 1.164 0.827 1.638 1.120 0.856 1.467 1.181 0.843 1.654 1.139 0.842 1.543 
SEIFA quartile 4 0.586* 0.405 0.848 0.756 0.535 1.069 0.606* 0.420 0.874 0.781 0.519 1.176 
Unemployment% 1.060 0.985 1.139 1.051 0.993 1.113 1.078* 1.003 1.158 1.079* 1.013 1.150 
Indigenous% 1.089* 1.002 1.184 1.116* 1.041 1.196 1.068 0.984 1.160 1.083* 1.003 1.170 
Young males% 1.105* 1.027 1.189 1.084* 1.012 1.160 1.128* 1.049 1.213 1.108* 1.026 1.196 
Male/female% 0.997 0.993 1.002 1.002 0.998 1.007 0.997 0.992 1.001 1.003 0.998 1.007 
Mean age 1.077* 1.041 1.115 1.020 0.989 1.052 1.063* 1.028 1.100 1.015 0.981 1.049 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
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Table 10.46: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic 
centroid, stratified by distance from the CBD, adjusting for demographic and socio-economic status, at postcode-
level, in Perth Metropolitan Area between 2004/05 and 2009/10 
Within 5km of centroid Night2 injuries Weekend Night2 injuries 
CBD to 7km IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.999 1.001 Not converge 
 Count of off-premise outlets 0.983 0.958 1.010 
   On-premise sales#/outlet 0.690* 0.476 0.999 
   Off-premise sales#/outlet 0.951 0.877 1.031 
   SEIFA quartile 1^ 1.000 
    SEIFA quartile 2 0.934 0.611 1.428 
   SEIFA quartile 3 0.996 0.632 1.569 
   SEIFA quartile 4 0.964 0.590 1.573 
   Unemployment% 1.019* 1.002 1.036 
   Indigenous% 1.067 0.912 1.248 
   Young males% 0.985 0.913 1.062 
   Male/female% 1.033* 1.017 1.050 
   Mean age 0.969 0.832 1.129 
   ERP 15+ (exposure) 
    #Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and 
older 
 
Within 5km of centroid Night2 injuries Weekend Night2 injuries 
7km to 15km from CBD IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.003* 1.001 1.006 1.001 0.999 1.004 
Count of off-premise outlets 0.997 0.986 1.009 0.997 0.985 1.010 
On-premise sales#/outlet 0.907 0.809 1.017 0.907 0.797 1.034 
Off-premise sales#/outlet 1.011 0.985 1.039 0.999 0.968 1.031 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.001 0.894 1.121 0.969 0.850 1.104 
SEIFA quartile 3 0.874 0.719 1.063 0.888 0.714 1.105 
SEIFA quartile 4 0.902 0.724 1.122 0.908 0.715 1.152 
Unemployment% 1.002 0.989 1.016 0.996 0.980 1.013 
Indigenous% 1.104* 1.028 1.185 1.072 0.993 1.157 
Young males% 0.954* 0.915 0.995 0.933* 0.890 0.978 
Male/female% 1.012* 1.003 1.022 1.012* 1.002 1.023 
Mean age 0.991 0.961 1.021 0.983 0.953 1.015 
ERP 15+ (exposure) 
 
(exposure) 





Within 5km of centroid Night2 injuries Weekend Night2 injuries 
15km+ from CBD IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.998 1.001 1.000 0.998 1.001 
Count of off-premise outlets 0.992 0.974 1.010 0.993 0.974 1.012 
On-premise sales#/outlet 1.083 0.998 1.175 1.130* 1.034 1.236 
Off-premise sales#/outlet 1.020* 1.005 1.034 1.020* 1.004 1.036 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.006 0.930 1.088 1.059 0.970 1.155 
SEIFA quartile 3 0.968 0.859 1.090 0.990 0.872 1.125 
SEIFA quartile 4 1.077 0.901 1.288 1.047 0.870 1.261 
Unemployment% 0.987* 0.976 0.998 0.982* 0.971 0.994 
Indigenous% 1.020* 1.013 1.028 1.018* 1.010 1.026 
Young males% 1.074* 1.028 1.123 1.068* 1.018 1.122 
Male/female% 0.990* 0.982 0.998 0.990* 0.982 0.998 
Mean age 1.043 0.992 1.098 1.033 0.981 1.089 
ERP 15+ (exposure) 
 
(exposure) 




Table 10.47: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic centroid, stratified by distance from the CBD, adjusting for demographic and 
socio-economic status, at suburb-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
CBD to 7km 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 5km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.999 1.001 1.000 1.000 1.001 1.000 0.999 1.001 1.001 1.000 1.002 
Count of off-premise outlets 1.023* 1.005 1.042 1.015 0.996 1.034 1.016 0.997 1.036 1.007 0.984 1.029 
On-premise sales#/outlet 1.225* 1.050 1.429 1.163 0.999 1.354 1.285* 1.073 1.537 1.237* 1.027 1.490 
Off-premise sales#/outlet 0.995 0.964 1.027 0.982 0.951 1.014 0.993 0.956 1.031 0.983 0.944 1.024 







  SEIFA quartile 2 1.461 0.996 2.143 1.299 0.871 1.938 1.813* 1.128 2.913 1.505 0.906 2.501 
SEIFA quartile 3 1.423 0.941 2.151 1.459 0.927 2.296 1.747* 1.045 2.921 1.863* 1.035 3.354 
SEIFA quartile 4 1.501 0.961 2.346 1.578 0.971 2.564 1.920* 1.104 3.340 2.151* 1.147 4.033 
Unemployment% 1.000 0.952 1.050 0.961 0.913 1.013 0.986 0.931 1.044 0.946 0.886 1.010 
Indigenous% 1.204* 1.095 1.323 1.282* 1.164 1.411 1.225* 1.097 1.368 1.336* 1.185 1.507 
Young males% 0.984 0.944 1.026 0.993 0.948 1.041 0.961 0.914 1.011 0.947 0.895 1.004 
Male/female% 1.003* 1.001 1.005 1.007* 1.004 1.010 1.002 0.999 1.005 1.006* 1.002 1.010 
Mean age 1.020 0.974 1.069 1.028 0.979 1.079 0.992 0.944 1.042 0.997 0.942 1.054 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 





Night2 injuries Weekend Night2 injuries 
7km to 15km from CBD 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 5km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.999 0.995 1.003 1.002 0.998 1.006 1.001 0.996 1.005 1.003 0.999 1.007 
Count of off-premise outlets 1.004 0.979 1.029 0.990 0.966 1.015 0.994 0.967 1.021 0.982 0.957 1.007 
On-premise sales#/outlet 0.984 0.938 1.033 0.987 0.941 1.035 0.962 0.906 1.022 0.969 0.914 1.027 
Off-premise sales#/outlet 1.003 0.996 1.011 1.000 0.992 1.008 1.002 0.993 1.012 0.999 0.989 1.009 







  SEIFA quartile 2 1.580* 1.056 2.364 1.314 0.785 2.201 1.564 0.988 2.476 1.080 0.647 1.801 
SEIFA quartile 3 1.736* 1.177 2.559 1.413 0.867 2.303 1.572* 1.017 2.431 1.074 0.662 1.743 
SEIFA quartile 4 1.645* 1.061 2.552 1.361 0.778 2.381 1.461 0.882 2.419 1.003 0.563 1.788 
Unemployment% 1.066 0.991 1.146 1.064 0.969 1.170 1.059 0.973 1.152 1.064 0.963 1.176 
Indigenous% 1.229* 1.118 1.350 1.204* 1.071 1.354 1.179* 1.061 1.310 1.108 0.977 1.256 
Young males% 0.997 0.927 1.073 0.951 0.876 1.031 1.010 0.931 1.096 0.961 0.883 1.045 
Male/female% 0.996 0.993 0.999 0.998 0.994 1.002 0.997 0.994 1.001 1.000 0.995 1.005 
Mean age 1.005 0.954 1.058 0.970 0.915 1.029 1.008 0.952 1.067 0.981 0.925 1.040 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 






Night2 injuries Weekend Night2 injuries 
15km+ from CBD 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 5km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.004 0.998 1.010 1.000 0.996 1.004 1.003 0.997 1.009 0.999 0.994 1.003 
Count of off-premise outlets 0.983 0.927 1.041 1.013 0.973 1.054 0.991 0.936 1.049 1.023 0.979 1.068 
On-premise sales#/outlet 0.990 0.931 1.052 1.039 0.989 1.092 1.004 0.945 1.066 1.040 0.984 1.098 
Off-premise sales#/outlet 1.015* 1.003 1.027 1.004 0.996 1.013 1.012 1.000 1.024 1.001 0.992 1.010 







  SEIFA quartile 2 0.924 0.697 1.225 1.209 0.979 1.494 0.939 0.708 1.245 1.212 0.956 1.536 
SEIFA quartile 3 1.156 0.835 1.600 1.208 0.926 1.576 1.140 0.821 1.584 1.219 0.901 1.648 
SEIFA quartile 4 0.602* 0.365 0.992 0.848 0.576 1.248 0.612 0.372 1.008 0.879 0.567 1.363 
Unemployment% 1.045 0.972 1.124 1.063 1.000 1.129 1.063 0.989 1.144 1.094* 1.021 1.171 
Indigenous% 1.093* 1.003 1.191 1.112* 1.036 1.193 1.071 0.984 1.165 1.083* 1.001 1.173 
Young males% 1.141* 1.019 1.278 1.070 0.983 1.164 1.162* 1.037 1.301 1.089 0.995 1.193 
Male/female% 0.996 0.992 1.001 1.002 0.998 1.007 0.996 0.991 1.001 1.003 0.998 1.008 
Mean age 1.065* 1.029 1.102 1.013 0.982 1.044 1.050* 1.014 1.087 1.007 0.973 1.041 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 




10.10.3 Models controlling for distance from the CBD 
Table 10.48: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic 
centroid, adjusting for demographic and socio-economic status and distance from the CBD, at postcode-level, in 
the Perth Metropolitan Area between 2004/05 and 2009/10 
Within 1km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.006* 1.003 1.010 1.008* 1.004 1.012 
Count of off-premise outlets 0.999 0.943 1.059 1.000 0.940 1.064 
On-premise sales#/outlet 0.997 0.981 1.013 0.992 0.973 1.011 
Off-premise sales#/outlet 0.999 0.989 1.010 1.000 0.988 1.013 
15km+ from CBD^ 1.000 
 
1.000 
  7km to 15km from CBD 0.856* 0.744 0.985 0.843* 0.732 0.970 
CBD to 7km 0.838* 0.725 0.968 0.786* 0.681 0.909 
CBD  0.233* 0.119 0.455 0.164* 0.082 0.328 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.031 0.964 1.103 1.072 0.989 1.162 
SEIFA quartile 3 0.942 0.819 1.083 1.003 0.858 1.173 
SEIFA quartile 4 0.966 0.824 1.132 0.997 0.835 1.191 
Unemployment% 1.006 0.990 1.022 0.994 0.975 1.013 
Indigenous% 1.148* 1.069 1.233 1.166* 1.079 1.259 
Young males% 0.985 0.959 1.013 0.978 0.951 1.007 
Male/female% 1.015* 1.007 1.023 1.012* 1.003 1.020 
Mean age 1.038* 1.002 1.075 1.031 0.994 1.069 
ERP 15+ (exposure) 
 
(exposure) 




Table 10.49: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic centroid, adjusting for demographic and socio-economic status and distance 
from the CBD, at suburb-level, in the Perth Metropolitan Area between 2002/03 and 2009/10 
Suburb Night2 injuries Weekend Night2 injuries 
 
2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 1km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.013* 1.007 1.018 1.012* 1.007 1.018 1.013* 1.007 1.019 1.012* 1.006 1.017 
Count of off-premise outlets 0.923* 0.860 0.991 0.933* 0.871 0.999 0.940 0.871 1.014 0.964 0.897 1.037 
On-premise sales#/outlet 0.999 0.976 1.022 0.997 0.976 1.019 0.991 0.964 1.018 0.991 0.966 1.016 
Off-premise sales#/outlet 1.010* 1.001 1.019 1.004 0.995 1.012 1.004 0.994 1.014 1.000 0.990 1.010 







  7km to 15km from CBD 0.904 0.757 1.079 0.828* 0.707 0.971 0.822* 0.689 0.981 0.811* 0.690 0.954 
CBD to 7km 1.009 0.809 1.258 0.829 0.682 1.007 0.829 0.668 1.029 0.746* 0.611 0.911 
CBD  0.591* 0.282 1.239 0.479* 0.240 0.956 0.421* 0.197 0.899 0.400* 0.195 0.820 







  SEIFA quartile 2 1.222 0.757 1.079 1.183 0.997 1.402 1.291* 1.061 1.571 1.203 0.986 1.469 
SEIFA quartile 3 1.311 0.809 1.258 1.193 0.980 1.453 1.360* 1.092 1.694 1.175 0.932 1.480 
SEIFA quartile 4 1.262 0.282 1.239 1.128 0.899 1.415 1.322* 1.026 1.705 1.137 0.869 1.489 
Unemployment% 1.083* 1.041 1.126 1.062* 1.018 1.108 1.089* 1.043 1.137 1.060* 1.011 1.111 
Indigenous% 1.121* 1.071 1.174 1.123* 1.070 1.180 1.105* 1.050 1.163 1.107* 1.047 1.171 
Young males% 0.996 0.960 1.034 0.961* 0.926 0.997 0.991 0.953 1.031 0.955* 0.918 0.994 
Male/female% 0.999 0.997 1.000 1.001 0.999 1.004 0.999 0.997 1.001 1.002 0.999 1.004 
Mean age 1.042* 1.017 1.068 0.990 0.966 1.015 1.030* 1.003 1.057 0.986 0.961 1.012 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
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Table 10.50: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic 
centroid, adjusting for demographic and socio-economic status and distance from the CBD, at postcode-level, in 
the Perth Metropolitan Area between 2004/05 and 2009/10 
Within 2km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.007* 1.003 1.011 1.009* 1.005 1.013 
Count of off-premise outlets 0.999 0.974 1.023 0.990 0.966 1.016 
On-premise sales#/outlet 1.010 0.990 1.030 1.011 0.988 1.033 
Off-premise sales#/outlet 1.004 0.995 1.013 1.001 0.991 1.012 
15km+ from CBD^ 1.000 
 
1.000 
  7km to 15km from CBD 0.755* 0.665 0.858 0.759* 0.673 0.856 
CBD to 7km 0.810* 0.695 0.945 0.770* 0.666 0.889 
CBD  0.242* 0.118 0.495 0.161 0.079 0.327 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.022 0.958 1.091 1.042 0.967 1.123 
SEIFA quartile 3 0.994 0.890 1.109 1.028 0.910 1.160 
SEIFA quartile 4 1.051 0.919 1.201 1.052 0.910 1.216 
Unemployment% 1.003 0.995 1.010 0.998 0.989 1.007 
Indigenous% 1.181* 1.116 1.249 1.165* 1.099 1.235 
Young males% 0.993 0.966 1.021 0.981 0.954 1.009 
Male/female% 1.009* 1.002 1.016 1.007 1.000 1.015 
Mean age 1.019 0.990 1.049 1.004 0.976 1.032 
ERP 15+ (exposure) 
 
(exposure) 




Table 10.51: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic centroid, adjusting for demographic and socio-economic status and distance 
from the CBD, at suburb-level, in the Perth Metropolitan Area between 2002/03 and 2009/10 
Suburb Night2 injuries Weekend Night2 injuries 
 
2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 2km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.998 1.003 1.002 0.999 1.004 1.001 0.998 1.004 1.002 1.000 1.005 
Count of off-premise outlets 1.028 0.988 1.069 1.013 0.976 1.052 1.029 0.986 1.073 1.017 0.976 1.060 
On-premise sales#/outlet 0.999 0.983 1.015 0.999 0.984 1.014 0.994 0.975 1.013 0.994 0.976 1.012 
Off-premise sales#/outlet 1.005 0.999 1.011 1.002 0.996 1.008 1.005 0.998 1.012 1.002 0.995 1.009 







  7km to 15km from CBD 0.932 0.759 1.143 0.845 0.704 1.016 0.854 0.697 1.046 0.823* 0.682 0.994 
CBD to 7km 1.047 0.818 1.341 0.863 0.694 1.073 0.871 0.686 1.105 0.777* 0.620 0.973 
CBD  0.891 0.403 1.972 0.661 0.318 1.372 0.598 0.268 1.332 0.479 0.224 1.025 







  SEIFA quartile 2 1.234* 1.021 1.491 1.215* 1.010 1.461 1.298* 1.051 1.604 1.228 0.989 1.524 
SEIFA quartile 3 1.438* 1.160 1.782 1.246* 1.002 1.550 1.434* 1.130 1.819 1.190 0.924 1.531 
SEIFA quartile 4 1.458* 1.131 1.879 1.267 0.977 1.643 1.450* 1.091 1.928 1.222 0.901 1.656 
Unemployment% 1.080* 1.034 1.128 1.055* 1.006 1.106 1.073* 1.023 1.126 1.050 0.996 1.107 
Indigenous% 1.157* 1.095 1.222 1.165* 1.098 1.236 1.148* 1.081 1.219 1.147* 1.073 1.226 
Young males% 0.979 0.941 1.018 0.959 0.919 1.000 0.981 0.940 1.024 0.959 0.916 1.005 
Male/female% 0.998 0.997 1.000 1.001 0.999 1.004 0.999 0.997 1.001 1.002 0.999 1.005 
Mean age 1.024 0.995 1.053 0.985 0.956 1.016 1.013 0.983 1.044 0.984 0.952 1.016 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
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Table 10.52 Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic 
centroid, adjusting for demographic and socio-economic status and distance from the CBD, at postcode-level, in 
the Perth Metropolitan Area between 2004/05 and 2009/10 
Within 5km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.999 1.001 1.000 0.999 1.001 
Count of off-premise outlets 0.999 0.988 1.010 1.001 0.989 1.012 
On-premise sales#/outlet 1.014 0.950 1.083 1.042 0.968 1.122 
Off-premise sales#/outlet 1.019* 1.006 1.031 1.016* 1.001 1.031 
15km+ from CBD^ 1.000 
 
1.000 
  7km to 15km from CBD 0.825* 0.695 0.980 0.834* 0.710 0.979 
CBD to 7km 1.087 0.833 1.419 1.023 0.793 1.319 
CBD  1.672 0.808 3.462 1.326 0.665 2.643 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.978 0.917 1.042 0.994 0.923 1.070 
SEIFA quartile 3 0.917 0.831 1.011 0.913 0.821 1.017 
SEIFA quartile 4 0.981 0.865 1.112 0.946 0.826 1.084 
Unemployment% 0.993 0.985 1.000 0.988* 0.979 0.996 
Indigenous% 1.021* 1.015 1.028 1.019* 1.011 1.027 
Young males% 1.034* 1.003 1.066 1.022 0.988 1.057 
Male/female% 0.999 0.993 1.005 1.000 0.994 1.006 
Mean age 1.015 0.981 1.051 1.000 0.965 1.035 
ERP 15+ (exposure) 
 
(exposure) 




Table 10.53: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic centroid, adjusting for demographic and socio-economic status and distance 
from the CBD, at suburb-level, in the Perth Metropolitan Area between 2002/03 and 2009/10 
Suburb Night2 injuries Weekend Night2 injuries 
 
2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 5km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.999 1.002 1.001 1.000 1.002 1.001 1.000 1.002 1.001 1.000 1.002 
Count of off-premise outlets 1.006 0.991 1.022 0.997 0.983 1.012 0.998 0.982 1.015 0.991 0.975 1.007 
On-premise sales#/outlet 0.989 0.954 1.026 1.008 0.973 1.043 0.983 0.943 1.024 0.993 0.953 1.035 
Off-premise sales#/outlet 1.007* 1.001 1.013 1.002 0.996 1.008 1.005 0.998 1.012 1.001 0.994 1.008 







  7km to 15km from CBD 0.906 0.718 1.144 0.867 0.698 1.078 0.872 0.688 1.105 0.877 0.699 1.099 
CBD to 7km 0.922 0.680 1.250 0.843 0.631 1.125 0.816 0.600 1.109 0.792 0.585 1.072 
CBD  0.850 0.402 1.798 0.814 0.398 1.664 0.694 0.326 1.478 0.690 0.329 1.444 







  SEIFA quartile 2 1.214* 1.004 1.468 1.218* 1.008 1.472 1.262* 1.020 1.561 1.205 0.966 1.504 
SEIFA quartile 3 1.389* 1.120 1.721 1.243 0.997 1.550 1.387* 1.093 1.758 1.172 0.909 1.511 
SEIFA quartile 4 1.414* 1.096 1.825 1.287 0.988 1.676 1.418* 1.066 1.886 1.235 0.908 1.680 
Unemployment% 1.075* 1.030 1.123 1.057* 1.007 1.109 1.073* 1.022 1.126 1.056* 1.001 1.115 
Indigenous% 1.159* 1.096 1.224 1.164* 1.095 1.236 1.145* 1.077 1.217 1.140* 1.064 1.222 
Young males% 0.983 0.944 1.024 0.961 0.920 1.004 0.986 0.943 1.031 0.961 0.915 1.008 
Male/female% 0.999 0.997 1.000 1.001 0.999 1.004 0.999 0.997 1.001 1.002 0.999 1.005 
Mean age 1.028 0.999 1.057 0.989 0.958 1.020 1.018 0.987 1.050 0.988 0.955 1.021 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
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10.10.4 Model stratifying by area from median distance between traffic signal 
Table 10.54: Panel model results for sales and counts of on- and off-premise outlets, stratified by traffic signal 
zone, adjusting for demographic and socio-economic status, at postcode-level, in Perth Metropolitan Area 
between 2004/05 and 2009/10 
Median distance of up to 300m 
between traffic signals 
Night2 injuries Weekend Night2 injuries 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.005* 1.007 1.015 1.013* 1.007 1.018 
Count of off-premise outlets 0.996* 0.789 0.935 0.903 0.808 1.009 
On-premise sales#/outlet 1.021 0.945 1.091 1.002 0.913 1.100 
Off-premise sales#/outlet 1.000 0.967 1.048 1.013 0.962 1.067 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.995 0.599 2.444 1.265 0.526 3.043 
SEIFA quartile 3 1.010 0.495 1.331 0.777 0.419 1.442 
SEIFA quartile 4 1.020 0.424 1.258 0.611 0.307 1.215 
Unemployment% 1.003 0.918 0.995 0.940* 0.890 0.990 
Indigenous% 1.138 0.864 1.517 1.028 0.716 1.474 
Young males% 0.981 1.107 1.368 1.204* 1.044 1.389 
Male/female% 1.013 0.960 1.066 0.979 0.955 1.004 
Mean age 1.007 0.911 1.302 1.092 0.871 1.368 
ERP 15+ (exposure) 
 
(exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and 
older 
 
Median distance of 300m to 
1,000m between traffic signals 
Night2 injuries Weekend Night2 injuries 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.005* 1.001 1.010 1.006* 1.002 1.011 
Count of off-premise outlets 0.996 0.974 1.018 0.991 0.969 1.013 
On-premise sales#/outlet 1.021 0.986 1.057 1.012 0.973 1.052 
Off-premise sales#/outlet 1.000 0.987 1.014 0.999 0.983 1.015 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.995 0.920 1.075 1.002 0.917 1.095 
SEIFA quartile 3 1.010 0.894 1.141 1.018 0.891 1.162 
SEIFA quartile 4 1.020 0.871 1.194 1.008 0.849 1.196 
Unemployment% 1.003 0.997 1.009 1.001 0.994 1.008 
Indigenous% 1.138* 1.074 1.207 1.116* 1.050 1.187 
Young males% 0.981 0.953 1.009 0.974 0.947 1.002 
Male/female% 1.013* 1.002 1.025 1.015* 1.004 1.027 
Mean age 1.007 0.976 1.039 0.987 0.958 1.018 
ERP 15+ (exposure) 
 
(exposure) 





Median distance of 1,500m or 
more between traffic signals 
Night2 injuries Weekend Night2 injuries 
IRR 95% CI 
 
IRR 95% CI 
 Count of on-premise outlets 1.056* 1.023 1.090 1.049* 1.010 1.090 
Count of off-premise outlets 0.998 0.934 1.068 1.029 0.951 1.113 
On-premise sales#/outlet 1.000 0.887 1.127 1.006 0.870 1.162 
Off-premise sales#/outlet 1.010 0.993 1.026 1.004 0.984 1.025 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.921 0.819 1.036 0.958 0.833 1.101 
SEIFA quartile 3 0.806* 0.680 0.956 0.829 0.678 1.015 
SEIFA quartile 4 1.249 0.942 1.656 1.197 0.863 1.660 
Unemployment% 0.989 0.965 1.014 0.982 0.953 1.011 
Indigenous% 1.081 0.968 1.208 1.056 0.935 1.193 
Young males% 0.959 0.911 1.010 0.948 0.891 1.008 
Male/female% 0.994 0.983 1.005 0.998 0.986 1.010 
Mean age 0.962 0.903 1.025 0.955 0.890 1.025 
ERP 15+ (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and 
older 
 
Table 10.55: Panel model results for sales and counts of on- and off-premise outlets, stratified by traffic signal 
zone, adjusting for demographic and socio-economic status, at suburb-level, in Perth Metropolitan Area between 
2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Median distance of up to 300m 
between traffic signals 
2004/05 to 2009/10 2004/05 to 2009/10 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.002 0.999 1.006 1.002 0.998 1.005 
Count of off-premise outlets 0.972 0.896 1.055 1.031 0.951 1.118 
On-premise sales#/outlet 0.961 0.837 1.103 0.975 0.837 1.135 
Off-premise sales#/outlet 0.960 0.913 1.009 0.968 0.920 1.020 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.034 0.671 1.594 0.882 0.577 1.349 
SEIFA quartile 3 0.946 0.628 1.426 0.808 0.541 1.207 
SEIFA quartile 4 0.984 0.594 1.630 0.724 0.443 1.183 
Unemployment% 0.994 0.906 1.091 0.922 0.846 1.005 
Indigenous% 1.120* 1.008 1.243 1.086 0.981 1.203 
Young males% 1.025 0.953 1.102 1.036 0.965 1.112 
Male/female% 1.005* 1.002 1.008 1.004 1.000 1.008 
Mean age 0.947* 0.900 0.997 0.926* 0.880 0.974 
ERP 15+ (exposure) 
 
(exposure) 






Night2 injuries Weekend Night2 injuries 
Median distance of 300m to 
1,000m between traffic signals 
2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.003 0.994 1.013 1.014* 1.006 1.021 1.009 0.999 1.019 1.015* 1.007 1.023 
Count of off-premise outlets 0.981 0.925 1.041 0.959 0.915 1.006 0.977 0.922 1.035 0.964 0.916 1.013 
On-premise sales#/outlet 1.001 0.966 1.038 1.003 0.972 1.034 1.002 0.964 1.041 1.003 0.969 1.039 
Off-premise sales#/outlet 1.027* 1.008 1.046 1.022* 1.006 1.038 1.024* 1.003 1.046 1.022* 1.003 1.040 







  SEIFA quartile 2 1.098 0.942 1.280 1.044 0.901 1.209 1.206* 1.024 1.420 1.112 0.940 1.315 
SEIFA quartile 3 0.983 0.801 1.205 0.893 0.736 1.083 1.061 0.859 1.309 0.942 0.760 1.169 
SEIFA quartile 4 0.981 0.781 1.232 0.838 0.670 1.049 1.054 0.830 1.339 0.895 0.694 1.154 
Unemployment% 1.124* 1.074 1.177 1.073* 1.023 1.125 1.116* 1.062 1.173 1.065* 1.009 1.124 
Indigenous% 1.090* 1.044 1.139 1.084* 1.037 1.133 1.087* 1.038 1.138 1.081* 1.029 1.136 
Young males% 0.981 0.940 1.023 0.966 0.930 1.003 0.982 0.941 1.024 0.969 0.930 1.010 
Male/female% 1.000 0.998 1.003 1.000 0.997 1.004 1.001 0.998 1.004 1.002 0.998 1.005 
Mean age 1.047* 1.018 1.076 1.006 0.983 1.030 1.032* 1.004 1.060 1.001 0.976 1.026 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 






Night2 injuries Weekend Night2 injuries 
Median distance of 1,500m or 
more between traffic signals 
2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.075* 1.034 1.117 1.027 0.994 1.060 1.070* 1.028 1.114 1.023 0.988 1.060 
Count of off-premise outlets 1.069 0.930 1.229 1.057 0.950 1.177 1.100 0.951 1.271 1.114 0.985 1.260 
On-premise sales#/outlet 1.019 0.953 1.090 0.982 0.935 1.031 1.002 0.933 1.076 0.975 0.917 1.036 
Off-premise sales#/outlet 1.010 0.973 1.049 0.988 0.960 1.017 1.007 0.968 1.047 0.991 0.957 1.026 







  SEIFA quartile 2 1.127 0.826 1.536 0.941 0.753 1.176 1.152 0.827 1.605 1.016 0.759 1.360 
SEIFA quartile 3 1.159 0.806 1.665 0.905 0.693 1.182 1.199 0.819 1.755 0.986 0.699 1.392 
SEIFA quartile 4 0.843 0.524 1.354 0.721 0.510 1.019 0.953 0.585 1.553 0.853 0.554 1.313 
Unemployment% 1.110* 1.038 1.188 1.124* 1.055 1.197 1.118* 1.041 1.201 1.133* 1.057 1.216 
Indigenous% 0.962 0.861 1.076 0.971 0.884 1.067 0.983 0.875 1.106 0.971 0.867 1.086 
Young males% 1.023 0.952 1.099 0.965 0.907 1.028 1.014 0.940 1.093 0.937 0.873 1.005 
Male/female% 0.996* 0.992 0.999 1.000 0.996 1.003 0.996 0.992 1.000 1.001 0.997 1.005 
Mean age 1.044* 1.001 1.088 0.985 0.956 1.015 1.023 0.984 1.065 0.976 0.945 1.008 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 





Table 10.56: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic 
centroid, stratified by traffic signal zone, adjusting for demographic and socio-economic status, at postcode-level, 
in Perth Metropolitan Area between 2004/05 and 2009/10 
Median distance of up to 300m 
between traffic signals Night2 injuries Weekend Night2 injuries 
Within 1km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.011* 1.006 1.016 1.013* 1.007 1.019 
Count of off-premise outlets 0.859* 0.773 0.953 0.879 0.764 1.012 
On-premise sales#/outlet 1.015 0.968 1.064 1.003 0.944 1.065 
Off-premise sales#/outlet 1.007 0.956 1.062 1.029 0.961 1.103 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.000 
  
1.000 
  SEIFA quartile 3 0.599 0.314 1.143 0.595 0.282 1.253 
SEIFA quartile 4 0.522 0.262 1.038 0.439* 0.197 0.977 
Unemployment% 0.991 0.965 1.018 0.987 0.953 1.022 
Indigenous% 1.062 0.767 1.471 0.905 0.598 1.370 
Young males% 1.282* 1.120 1.468 1.258* 1.068 1.483 
Male/female% 0.969* 0.947 0.991 0.968* 0.942 0.993 
Mean age 1.000 0.825 1.212 1.039 0.825 1.309 
ERP 15+ (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and 
older 
 
Median distance of 300m to 
1,000m between traffic signals Night2 injuries Weekend Night2 injuries 
Within 1km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.993 0.980 1.006 0.993 0.980 1.007 
Count of off-premise outlets 1.048 0.973 1.128 1.016 0.939 1.099 
On-premise sales#/outlet 0.995 0.978 1.012 0.989 0.970 1.009 
Off-premise sales#/outlet 0.995 0.982 1.008 0.996 0.981 1.011 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.081 0.995 1.174 1.106* 1.002 1.221 
SEIFA quartile 3 0.986 0.839 1.160 1.031 0.858 1.238 
SEIFA quartile 4 1.037 0.867 1.241 1.068 0.872 1.308 
Unemployment% 1.011 0.999 1.023 1.005 0.991 1.020 
Indigenous% 1.148* 1.057 1.248 1.153* 1.054 1.262 
Young males% 0.979 0.951 1.009 0.976 0.946 1.007 
Male/female% 1.026* 1.014 1.038 1.028* 1.015 1.040 
Mean age 1.042 0.995 1.091 1.037 0.988 1.088 
ERP 15+ (exposure) 
 
(exposure) 




Table 10.57: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic centroid, stratified by traffic signal zone, adjusting for demographic and socio-
economic status, at suburb-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Median distance of up to 
300m between traffic signals 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 1km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.004 1.000 1.009 1.005 1.000 1.009 1.004 0.999 1.009 1.005 0.999 1.010 
Count of off-premise outlets 1.020 0.950 1.096 1.019 0.950 1.093 1.034 0.960 1.112 1.042 0.965 1.125 
On-premise sales#/outlet 1.022 0.991 1.053 1.013 0.983 1.043 1.017 0.979 1.055 1.007 0.970 1.045 
Off-premise sales#/outlet 0.985 0.958 1.012 0.982 0.956 1.008 0.988 0.959 1.019 0.986 0.956 1.017 







  SEIFA quartile 2 1.438 0.989 2.092 1.211 0.653 2.246 1.280 0.828 1.978 1.009 0.500 2.039 
SEIFA quartile 3 1.307 0.898 1.903 1.178 0.633 2.192 1.197 0.772 1.856 1.044 0.506 2.156 
SEIFA quartile 4 1.377 0.853 2.222 1.127 0.530 2.396 1.142 0.656 1.989 0.883 0.368 2.121 
Unemployment% 1.043 0.967 1.124 0.962 0.893 1.036 0.999 0.926 1.078 0.919 0.843 1.002 
Indigenous% 1.150* 1.044 1.266 1.173* 1.023 1.346 1.121* 1.007 1.249 1.135 0.968 1.331 
Young males% 0.967 0.917 1.019 0.981 0.925 1.041 0.965 0.912 1.022 0.987 0.923 1.054 
Male/female% 1.001 0.999 1.003 1.004* 1.001 1.006 1.001 0.998 1.003 1.003 0.999 1.006 
Mean age 0.944* 0.909 0.979 0.940* 0.906 0.976 0.925* 0.889 0.963 0.918* 0.880 0.959 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 





Night2 injuries Weekend Night2 injuries 
Median distance of 300m to 
1,000m between traffic signals 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 1km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.032* 1.006 1.059 1.043* 1.017 1.069 1.035* 1.008 1.063 1.035* 1.008 1.064 
Count of off-premise outlets 0.815* 0.729 0.912 0.817* 0.726 0.919 0.829* 0.733 0.938 0.855 0.752 0.971 
On-premise sales#/outlet 0.999 0.970 1.030 0.996 0.967 1.026 0.991 0.956 1.026 0.987 0.953 1.023 
Off-premise sales#/outlet 1.007 0.995 1.020 1.005 0.993 1.017 0.999 0.985 1.013 1.000 0.986 1.013 







  SEIFA quartile 2 1.149 0.906 1.456 1.200 0.943 1.527 1.275 0.980 1.660 1.268 0.967 1.663 
SEIFA quartile 3 1.264 0.951 1.679 1.174 0.863 1.598 1.269 0.920 1.752 1.147 0.804 1.635 
SEIFA quartile 4 1.231 0.895 1.695 1.160 0.818 1.644 1.247 0.865 1.800 1.175 0.779 1.774 
Unemployment% 1.097* 1.034 1.163 1.090* 1.012 1.173 1.100* 1.029 1.176 1.106* 1.016 1.203 
Indigenous% 1.182* 1.109 1.260 1.160* 1.072 1.256 1.166* 1.083 1.256 1.133* 1.035 1.241 
Young males% 0.994 0.939 1.053 0.962 0.901 1.028 1.003 0.943 1.067 0.958 0.893 1.028 
Male/female% 0.999 0.996 1.002 1.002 0.998 1.006 1.000 0.997 1.003 1.004 0.999 1.008 
Mean age 1.040 0.999 1.083 0.977 0.929 1.027 1.041 0.995 1.088 0.985 0.934 1.039 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 





Night2 injuries Weekend Night2 injuries 
Median distance of 1,500m or 
more between traffic signals 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 1km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.988 0.891 1.096 1.002 0.936 1.073 0.989 0.896 1.092 1.017 0.940 1.100 
Count of off-premise outlets 0.904 0.578 1.413 1.088 0.844 1.402 1.015 0.695 1.484 1.085 0.805 1.461 
On-premise sales#/outlet 0.999 0.890 1.122 0.992 0.923 1.066 0.996 0.886 1.118 0.980 0.897 1.071 
Off-premise sales#/outlet 1.023* 1.002 1.045 1.010 0.998 1.022 1.019 0.998 1.040 1.005 0.990 1.020 







  SEIFA quartile 2 1.318 0.859 2.021 1.188 0.901 1.565 1.373 0.875 2.154 1.330 0.943 1.875 
SEIFA quartile 3 1.386 0.849 2.264 1.207 0.885 1.646 1.402 0.849 2.315 1.283 0.874 1.883 
SEIFA quartile 4 1.065 0.599 1.891 1.022 0.703 1.487 1.198 0.672 2.133 1.189 0.756 1.871 
Unemployment% 1.062 0.957 1.178 1.015 0.943 1.092 1.049 0.943 1.166 0.999 0.911 1.095 
Indigenous% 1.080 0.911 1.280 1.167* 1.048 1.301 1.112 0.947 1.307 1.208* 1.057 1.380 
Young males% 1.049 0.956 1.151 0.985 0.914 1.061 1.038 0.944 1.141 0.977 0.896 1.066 
Male/female% 0.996 0.991 1.001 0.998 0.994 1.003 0.995 0.989 1.000 0.998 0.992 1.003 
Mean age 1.106* 1.025 1.193 1.004 0.968 1.042 1.069* 1.007 1.134 0.997 0.956 1.040 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
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Table 10.58: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic 
centroid, stratified by traffic signal zone, adjusting for demographic and socio-economic status, at postcode-level, 
in Perth Metropolitan Area between 2004/05 and 2009/10 
Median distance of up to 
300m between traffic signals Night2 injuries Weekend Night2 injuries 
Within 2km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.008* 1.003 1.013 Not converge 
 Count of off-premise outlets 0.959 0.907 1.015 
   On-premise sales#/outlet 0.970 0.904 1.041 
   Off-premise sales#/outlet 1.017 0.962 1.074 
   SEIFA quartile 1^ 1.000 
    SEIFA quartile 2 0.891 0.335 2.365 
   SEIFA quartile 3 0.628 0.312 1.263 
   SEIFA quartile 4 0.555 0.261 1.177 
   Unemployment% 0.980 0.955 1.007 
   Indigenous% 1.029 0.742 1.427 
   Young males% 1.246* 1.082 1.436 
   Male/female% 0.982 0.959 1.006 
   Mean age 1.095 0.890 1.347 
   ERP 15+ (exposure) 
    #Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and 
older 
 
Median distance of 300m to 
1,000m between traffic signals Night2 injuries Weekend Night2 injuries 
Within 2km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.999 0.985 1.012 1.003 0.988 1.018 
Count of off-premise outlets 1.011 0.975 1.048 0.997 0.960 1.037 
On-premise sales#/outlet 1.012 0.988 1.037 1.015 0.988 1.043 
Off-premise sales#/outlet 1.000 0.988 1.012 0.997 0.984 1.011 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.034 0.958 1.117 1.048 0.958 1.147 
SEIFA quartile 3 0.971 0.843 1.118 1.018 0.868 1.195 
SEIFA quartile 4 1.018 0.861 1.203 1.052 0.870 1.271 
Unemployment% 1.003 0.994 1.012 1.001 0.991 1.012 
Indigenous% 1.144* 1.062 1.232 1.137* 1.052 1.230 
Young males% 0.982 0.951 1.014 0.974 0.942 1.007 
Male/female% 1.012* 1.003 1.021 1.014* 1.005 1.023 
Mean age 1.011 0.969 1.053 0.992 0.951 1.034 
ERP 15+ (exposure) 
 
(exposure) 





Median distance of 1,500m or 
more between traffic signals Night2 injuries Weekend Night2 injuries 
Within 2km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.081 0.942 1.239 1.061 0.910 1.237 
Count of off-premise outlets 0.956 0.730 1.253 0.957 0.709 1.292 
On-premise sales#/outlet 1.037 0.968 1.112 1.035 0.956 1.121 
Off-premise sales#/outlet 1.006 0.991 1.022 1.003 0.984 1.022 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.950 0.805 1.120 1.016 0.843 1.223 
SEIFA quartile 3 0.908 0.678 1.215 0.978 0.702 1.362 
SEIFA quartile 4 1.537* 1.032 2.290 1.668* 1.077 2.584 
Unemployment% 0.989 0.950 1.029 0.997 0.952 1.044 
Indigenous% 1.174* 1.024 1.347 1.170* 1.016 1.347 
Young males% 0.912 0.776 1.071 0.958 0.799 1.148 
Male/female% 0.971 0.906 1.042 0.954 0.880 1.035 
Mean age 1.010 0.909 1.123 1.016 0.902 1.145 
ERP 15+ (exposure) 
 
(exposure) 




Table 10.59: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic centroid, stratified by traffic signal zone, adjusting for demographic and socio-
economic status, at suburb-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Median distance of up to 
300m between traffic signals 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 2km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.998 1.002 1.001 0.999 1.003 1.000 0.998 1.002 1.001 0.999 1.003 
Count of off-premise outlets 1.015 0.978 1.054 1.009 0.970 1.048 1.024 0.985 1.063 1.015 0.972 1.060 
On-premise sales#/outlet 1.018 0.983 1.055 1.011 0.977 1.046 1.013 0.968 1.061 1.000 0.957 1.046 
Off-premise sales#/outlet 0.994 0.967 1.022 1.000 0.974 1.028 1.001 0.971 1.032 1.008 0.976 1.040 







  SEIFA quartile 2 1.440 0.968 2.143 1.350 0.645 2.829 1.322 0.824 2.120 1.148 0.491 2.683 
SEIFA quartile 3 1.321 0.891 1.960 1.326 0.643 2.734 1.242 0.780 1.978 1.161 0.499 2.704 
SEIFA quartile 4 1.623 0.989 2.664 1.501 0.638 3.532 1.351 0.764 2.391 1.132 0.420 3.052 
Unemployment% 1.096 0.999 1.203 1.000 0.907 1.103 1.043 0.950 1.144 0.941 0.846 1.047 
Indigenous% 1.162* 1.049 1.288 1.218* 1.042 1.423 1.139* 1.015 1.279 1.179 0.981 1.417 
Young males% 0.958 0.896 1.025 0.980 0.907 1.058 0.966 0.897 1.039 0.990 0.907 1.081 
Male/female% 1.002 1.000 1.004 1.004* 1.001 1.007 1.001 0.999 1.004 1.003 0.999 1.007 
Mean age 0.944* 0.905 0.986 0.943* 0.900 0.987 0.933* 0.890 0.978 0.924* 0.878 0.973 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 





Night2 injuries Weekend Night2 injuries 
Median distance of 300m to 
1,000m between traffic signals 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 2km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.989* 0.979 0.999 0.998 0.988 1.007 0.994 0.984 1.005 1.001 0.992 1.011 
Count of off-premise outlets 1.039 0.947 1.140 0.991 0.904 1.085 1.023 0.922 1.134 0.997 0.903 1.100 
On-premise sales#/outlet 0.993 0.973 1.013 0.993 0.973 1.013 0.990 0.966 1.014 0.991 0.968 1.016 
Off-premise sales#/outlet 1.003 0.988 1.019 0.997 0.980 1.014 0.999 0.980 1.018 0.997 0.977 1.016 







  SEIFA quartile 2 1.127 0.881 1.441 1.203 0.936 1.547 1.280 0.966 1.696 1.266 0.950 1.686 
SEIFA quartile 3 1.525* 1.127 2.064 1.310 0.946 1.814 1.528* 1.085 2.152 1.202 0.828 1.746 
SEIFA quartile 4 1.456* 1.033 2.053 1.276 0.879 1.852 1.485* 1.003 2.201 1.245 0.804 1.928 
Unemployment% 1.112* 1.041 1.189 1.094* 1.005 1.190 1.111* 1.029 1.200 1.116* 1.015 1.227 
Indigenous% 1.218* 1.112 1.333 1.166* 1.053 1.291 1.185* 1.073 1.310 1.117* 1.001 1.246 
Young males% 0.974 0.911 1.041 0.955 0.886 1.029 0.984 0.915 1.058 0.945 0.874 1.021 
Male/female% 0.998 0.995 1.001 1.000 0.996 1.005 0.999 0.996 1.003 1.003 0.998 1.008 
Mean age 1.040 0.986 1.098 0.975 0.920 1.033 1.028 0.970 1.089 0.969 0.913 1.029 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 





Night2 injuries Weekend Night2 injuries 
Median distance of 1,500m or 
more between traffic signals 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 2km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.999 0.970 1.028 0.997 0.975 1.020 1.000 0.971 1.030 1.004 0.977 1.032 
Count of off-premise outlets 1.112 0.944 1.310 1.116 0.992 1.254 1.136 0.963 1.342 1.138 0.992 1.306 
On-premise sales#/outlet 0.994 0.952 1.039 1.000 0.969 1.031 0.980 0.936 1.027 0.982 0.945 1.021 
Off-premise sales#/outlet 1.004 0.995 1.012 1.001 0.995 1.007 1.004 0.994 1.013 1.001 0.993 1.009 







  SEIFA quartile 2 1.419 0.842 2.392 1.246 0.885 1.754 1.492 0.882 2.523 1.400 0.939 2.089 
SEIFA quartile 3 1.531 0.830 2.823 1.168 0.786 1.736 1.450 0.794 2.650 1.201 0.756 1.907 
SEIFA quartile 4 1.261 0.550 2.893 1.126 0.633 2.003 1.193 0.530 2.684 1.190 0.605 2.343 
Unemployment% 1.013 0.924 1.112 1.001 0.931 1.075 1.001 0.911 1.099 0.990 0.907 1.081 
Indigenous% 1.263* 1.089 1.465 1.252* 1.117 1.402 1.271* 1.093 1.477 1.292* 1.123 1.487 
Young males% 0.999 0.910 1.097 0.959 0.888 1.037 0.991 0.901 1.090 0.945 0.860 1.038 
Male/female% 0.993* 0.988 0.998 0.996 0.992 1.001 0.992* 0.987 0.997 0.996 0.990 1.002 
Mean age 1.053 0.997 1.111 1.001 0.957 1.047 1.052 0.995 1.111 1.004 0.952 1.060 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
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Table 10.60: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic 
centroid, stratified by traffic signal zone, adjusting for demographic and socio-economic status, at postcode-level, 
in Perth Metropolitan Area between 2004/05 and 2009/10 
Median distance of up to 300m 
between traffic signals Night2 injuries Weekend Night2 injuries 
Within 5km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.999 0.997 1.001 0.997 0.994 1.000 
Count of off-premise outlets 0.998 0.970 1.027 1.021 0.987 1.057 
On-premise sales#/outlet 0.664* 0.445 0.989 0.516* 0.308 0.867 
Off-premise sales#/outlet 0.946 0.835 1.072 0.910 0.775 1.069 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.931 0.415 2.092 1.470 0.707 3.058 
SEIFA quartile 3 0.720 0.346 1.498 0.934 0.518 1.683 
SEIFA quartile 4 0.750 0.351 1.602 0.881 0.478 1.625 
Unemployment% 0.959* 0.932 0.986 0.932* 0.900 0.965 
Indigenous% 1.008 0.694 1.463 1.238 0.813 1.885 
Young males% 1.240* 1.079 1.426 1.183* 1.014 1.381 
Male/female% 1.003 0.980 1.025 0.997 0.977 1.019 
Mean age 1.042 0.870 1.248 0.929 0.778 1.110 
ERP 15+ (exposure) 
 
(exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and 
older 
 
Median distance of 300m to 
1,000m between traffic signals Night2 injuries Weekend Night2 injuries 
Within 5km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.999 1.001 1.000 0.999 1.001 
Count of off-premise outlets 0.992 0.981 1.004 0.990 0.978 1.001 
On-premise sales#/outlet 1.015 0.938 1.098 1.036 0.948 1.131 
Off-premise sales#/outlet 1.020 0.999 1.041 1.011 0.988 1.036 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.026 0.951 1.106 1.040 0.953 1.134 
SEIFA quartile 3 0.983 0.864 1.118 1.004 0.871 1.157 
SEIFA quartile 4 1.009 0.861 1.182 1.016 0.854 1.207 
Unemployment% 1.002 0.993 1.011 0.999 0.989 1.009 
Indigenous% 1.117* 1.046 1.192 1.104* 1.032 1.180 
Young males% 0.989 0.958 1.020 0.983 0.952 1.015 
Male/female% 1.012* 1.003 1.021 1.013* 1.003 1.022 
Mean age 1.029 0.990 1.070 1.022 0.982 1.064 
ERP 15+ (exposure) 
 
(exposure) 






Median distance of 1,500m or 
more between traffic signals Night2 injuries Weekend Night2 injuries 
Within 5km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.015 0.997 1.033 1.013 0.994 1.034 
Count of off-premise outlets 0.964 0.925 1.004 0.965 0.923 1.009 
On-premise sales#/outlet 1.151* 1.001 1.322 1.241* 1.067 1.444 
Off-premise sales#/outlet 1.015 0.999 1.031 1.015 0.996 1.034 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.903 0.794 1.028 0.947 0.816 1.100 
SEIFA quartile 3 0.751* 0.630 0.896 0.761* 0.621 0.932 
SEIFA quartile 4 1.070 0.829 1.381 1.006 0.765 1.322 
Unemployment% 0.955* 0.930 0.981 0.942* 0.913 0.972 
Indigenous% 1.021* 1.014 1.027 1.018* 1.011 1.026 
Young males% 1.121* 1.022 1.230 1.111 0.998 1.238 
Male/female% 0.988* 0.981 0.996 0.989* 0.981 0.997 
Mean age 0.921* 0.868 0.977 0.905* 0.853 0.960 
ERP 15+ (exposure) 
 
(exposure) 




Table 10.61: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic centroid, stratified by traffic signal zone, adjusting for demographic and socio-
economic status, at suburb-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Median distance of up to 
300m between traffic signals 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 
Within 5km of centroid IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.999 0.998 1.001 0.999 0.998 1.001 1.000 0.998 1.001 
Count of off-premise outlets 1.015 0.996 1.034 1.013 0.991 1.036 1.009 0.988 1.030 
On-premise sales#/outlet 1.041 0.993 1.091 1.030 0.984 1.078 1.032 0.971 1.098 
Off-premise sales#/outlet 0.997 0.971 1.024 1.004 0.977 1.031 0.998 0.968 1.029 







SEIFA quartile 2 1.475 0.991 2.195 1.405 0.627 3.151 1.359 0.831 2.224 
SEIFA quartile 3 1.350 0.911 2.000 1.401 0.646 3.040 1.280 0.797 2.057 
SEIFA quartile 4 1.784* 1.108 2.872 1.777 0.750 4.209 1.506 0.841 2.698 
Unemployment% 1.108* 1.010 1.214 1.028 0.930 1.136 1.055 0.962 1.156 
Indigenous% 1.179* 1.060 1.311 1.239* 1.048 1.465 1.152* 1.017 1.304 
Young males% 0.954 0.890 1.022 0.978 0.902 1.061 0.953 0.882 1.030 
Male/female% 1.002 1.000 1.004 1.004* 1.001 1.007 1.001 0.998 1.004 
Mean age 0.953 0.906 1.002 0.942 0.887 1.002 0.944 0.890 1.001 
ERP 15+ (exposure) 
 
(exposure) (exposure) 





Night2 injuries Weekend Night2 injuries 
Median distance of 300m to 
1,000m between traffic signals 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 5km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.001 1.000 1.003 1.002 1.000 1.003 1.001 1.000 1.003 1.002 1.000 1.003 
Count of off-premise outlets 0.990 0.969 1.012 0.977* 0.956 0.998 0.977 0.955 1.000 0.968* 0.945 0.990 
On-premise sales#/outlet 0.981 0.922 1.044 0.978 0.920 1.040 0.970 0.903 1.041 0.965 0.899 1.034 
Off-premise sales#/outlet 1.007 0.996 1.018 1.001 0.989 1.012 1.001 0.988 1.013 0.997 0.984 1.010 







  SEIFA quartile 2 1.166 0.916 1.485 1.184 0.926 1.516 1.240 0.942 1.634 1.200 0.905 1.593 
SEIFA quartile 3 1.543* 1.147 2.077 1.306 0.950 1.796 1.540* 1.098 2.161 1.265 0.881 1.816 
SEIFA quartile 4 1.475* 1.042 2.088 1.257 0.861 1.834 1.473 0.986 2.200 1.281 0.826 1.985 
Unemployment% 1.098* 1.029 1.171 1.086* 1.001 1.179 1.101* 1.023 1.186 1.120* 1.022 1.228 
Indigenous% 1.229* 1.129 1.338 1.163* 1.054 1.283 1.184* 1.076 1.301 1.107 0.994 1.234 
Young males% 0.973 0.915 1.034 0.959 0.893 1.029 0.987 0.922 1.057 0.950 0.879 1.025 
Male/female% 0.998 0.995 1.001 1.000 0.996 1.005 0.999 0.995 1.002 1.002 0.997 1.007 
Mean age 1.014 0.969 1.062 0.974 0.921 1.029 1.016 0.966 1.069 0.975 0.919 1.034 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 





Night2 injuries Weekend Night2 injuries 
Median distance of 1,500m or 
more between traffic signals 2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 5km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 0.996 0.983 1.009 1.000 0.991 1.009 0.996 0.983 1.010 0.999 0.989 1.010 
Count of off-premise outlets 1.010 0.953 1.071 0.990 0.952 1.030 1.002 0.945 1.062 0.987 0.942 1.035 
On-premise sales#/outlet 0.980 0.905 1.062 1.052 0.983 1.125 0.984 0.907 1.068 1.031 0.946 1.125 
Off-premise sales#/outlet 1.006 0.996 1.016 1.003 0.996 1.010 1.007 0.996 1.017 1.003 0.994 1.012 







  SEIFA quartile 2 1.400 0.818 2.394 1.388 0.958 2.011 1.467 0.865 2.485 1.472 0.952 2.278 
SEIFA quartile 3 1.659 0.906 3.038 1.426 0.946 2.149 1.602 0.890 2.883 1.417 0.875 2.293 
SEIFA quartile 4 1.645 0.667 4.058 1.564 0.835 2.928 1.644 0.683 3.958 1.639 0.785 3.426 
Unemployment% 1.019 0.922 1.126 0.996 0.930 1.067 1.005 0.910 1.111 0.981 0.903 1.066 
Indigenous% 1.243* 1.068 1.448 1.256* 1.125 1.402 1.238* 1.064 1.441 1.275* 1.116 1.457 
Young males% 1.012 0.923 1.108 0.972 0.908 1.040 1.012 0.923 1.109 0.974 0.898 1.056 
Male/female% 0.994* 0.988 0.999 0.995* 0.990 0.999 0.992* 0.987 0.998 0.994 0.988 1.000 
Mean age 1.063* 1.005 1.125 1.004 0.963 1.047 1.061* 1.002 1.123 1.012 0.963 1.065 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
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10.10.5 Models controlling for median distance between traffic signals 
Table 10.62: Panel model results for sales and counts of on- and off-premise outlets, adjusting for demographic, 
socio-economic status and traffic signal zone, at postcode-level, in Perth Metropolitan Area between 2004/05 and 
2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.007* 1.004 1.009 1.008* 1.005 1.010 
Count of off-premise outlets 0.990 0.968 1.011 0.992 0.969 1.015 
On-premise sales#/outlet 1.012 0.981 1.044 1.001 0.966 1.038 
Off-premise sales#/outlet 1.008 0.998 1.019 1.006 0.994 1.018 
1,500m+ between traffic signals^ 1.000 
 
1.000 
  1,000m -1,500m between signals 0.824 0.624 1.087 0.894 0.680 1.175 
300m-1,000m between signals 0.928 0.799 1.078 0.936 0.806 1.087 
Up to 300m between signals 1.078 0.881 1.320 1.011 0.825 1.238 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.980 0.918 1.046 0.997 0.925 1.074 
SEIFA quartile 3 0.957 0.869 1.055 0.963 0.865 1.073 
SEIFA quartile 4 0.982 0.861 1.121 0.961 0.833 1.108 
Unemployment% 1.001 0.995 1.007 0.998 0.991 1.005 
Indigenous% 1.122* 1.067 1.181 1.110* 1.051 1.171 
Young males% 0.990 0.966 1.015 0.979 0.953 1.006 
Male/female% 0.996 0.990 1.002 0.997 0.990 1.003 
Mean age 0.996 0.969 1.024 0.982 0.955 1.010 
ERP 15+ (exposure) 
 
(exposure) 




Table 10.63: Panel model results for sales and counts of on- and off-premise outlets, adjusting for demographic, socio-economic status and traffic signal zone, at suburb-level in Perth 
Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
 
IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.002 0.998 1.006 1.003* 1.000 1.007 1.002 0.998 1.006 1.003* 1.000 1.007 
Count of off-premise outlets 1.003 0.955 1.054 0.994 0.951 1.038 1.017 0.966 1.070 1.016 0.970 1.065 
On-premise sales#/outlet 0.994 0.963 1.025 0.988 0.961 1.015 0.989 0.956 1.024 0.986 0.955 1.018 
Off-premise sales#/outlet 1.020* 1.004 1.037 1.012 0.998 1.025 1.019* 1.001 1.037 1.011 0.995 1.027 







  1,000m -1,500m between signals 0.904 0.612 1.337 0.928 0.658 1.307 0.842 0.565 1.254 0.849 0.589 1.223 
300m-1,000m between signals 0.996 0.863 1.150 0.959 0.845 1.088 0.963 0.834 1.112 0.947 0.830 1.080 
Up to 300m between signals 1.144 0.952 1.376 1.068 0.907 1.257 1.078 0.896 1.296 0.990 0.835 1.173 







  SEIFA quartile 2 1.083 0.950 1.234 1.021 0.898 1.162 1.147 0.995 1.323 1.071 0.922 1.245 
SEIFA quartile 3 1.110 0.944 1.305 0.957 0.818 1.121 1.146 0.964 1.362 0.985 0.821 1.183 
SEIFA quartile 4 1.146 0.948 1.385 0.921 0.766 1.107 1.178 0.963 1.442 0.962 0.778 1.189 
Unemployment% 1.142* 1.105 1.180 1.098* 1.060 1.137 1.138* 1.099 1.179 1.094* 1.052 1.137 
Indigenous% 1.069* 1.029 1.111 1.063* 1.021 1.107 1.061* 1.017 1.106 1.052* 1.005 1.102 
Young males% 0.985 0.953 1.018 0.962* 0.931 0.993 0.987 0.954 1.022 0.957* 0.924 0.991 
Male/female% 0.998 0.997 1.000 1.001 0.999 1.003 0.999 0.997 1.000 1.001 0.999 1.003 
Mean age 1.039* 1.019 1.059 0.992 0.974 1.010 1.026* 1.006 1.047 0.985 0.966 1.004 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
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Table 10.64: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic 
centroid, adjusting for demographic and socio-economic status, and traffic signal zone, at postcode-level, in Perth 
Metropolitan Area between 2004/05 and 2009/10 
Within 1km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.003 1.000 1.007 1.004 1.000 1.008 
Count of off-premise outlets 0.978 0.916 1.043 0.977 0.908 1.050 
On-premise sales#/outlet 0.998 0.982 1.015 0.993 0.974 1.012 
Off-premise sales#/outlet 1.002 0.991 1.012 1.001 0.988 1.013 
1,500m+ between traffic signals^ 1.000 
 
1.000 
  1,000m -1,500m between signals 0.852 0.566 1.282 0.887 0.582 1.351 
300m-1,000m between signals 0.779 0.602 1.008 0.763 0.583 1.000 
Up to 300m between signals 0.821 0.606 1.111 0.778 0.567 1.068 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.050 0.979 1.126 1.080 0.993 1.176 
SEIFA quartile 3 0.964 0.832 1.118 1.034 0.873 1.225 
SEIFA quartile 4 1.024 0.870 1.205 1.068 0.887 1.285 
Unemployment% 1.009 1.000 1.019 1.001 0.990 1.013 
Indigenous% 1.138* 1.051 1.233 1.162* 1.064 1.269 
Young males% 0.985 0.955 1.016 0.980 0.948 1.014 
Male/female% 1.012* 1.002 1.021 1.008 0.998 1.018 
Mean age 1.034 0.992 1.078 1.030 0.985 1.078 
ERP 15+ (exposure) 
 
(exposure) 






Table 10.65: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic centroid, adjusting for demographic and socio-economic status, and traffic 
signal zone, at suburb-level, in Perth Metropolitan Area between 2003/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 1km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.010* 1.004 1.015 1.010* 1.005 1.015 1.009* 1.003 1.015 1.008* 1.003 1.014 
Count of off-premise outlets 0.920* 0.855 0.989 0.928* 0.864 0.997 0.938 0.867 1.015 0.964 0.894 1.040 
On-premise sales#/outlet 0.998 0.976 1.021 0.995 0.974 1.017 0.988 0.962 1.015 0.987 0.962 1.013 
Off-premise sales#/outlet 1.010 1.000 1.019 1.004 0.996 1.013 1.004 0.994 1.015 1.001 0.991 1.011 







  1,000m -1,500m between signals 0.878 0.589 1.307 0.832 0.574 1.206 0.732 0.479 1.119 0.710 0.475 1.061 
300m-1,000m between signals 0.996 0.820 1.210 0.963 0.803 1.155 0.953 0.780 1.164 0.954 0.790 1.151 
Up to 300m between signals 1.221 0.958 1.557 1.050 0.840 1.313 1.087 0.850 1.390 0.964 0.767 1.212 







  SEIFA quartile 2 1.215* 1.017 1.452 1.173 0.985 1.395 1.275* 1.044 1.558 1.191 0.971 1.460 
SEIFA quartile 3 1.292* 1.060 1.574 1.172 0.960 1.431 1.316* 1.054 1.644 1.144 0.904 1.447 
SEIFA quartile 4 1.269* 1.007 1.599 1.123 0.890 1.417 1.310* 1.009 1.700 1.130 0.855 1.493 
Unemployment% 1.080* 1.037 1.124 1.055* 1.009 1.103 1.082* 1.034 1.131 1.049 0.998 1.103 
Indigenous% 1.123* 1.072 1.176 1.136* 1.080 1.194 1.114* 1.057 1.173 1.126* 1.062 1.193 
Young males% 1.002 0.964 1.042 0.967 0.929 1.007 0.999 0.958 1.042 0.961 0.921 1.004 
Male/female% 0.998 0.997 1.000 1.001 0.999 1.003 0.999 0.997 1.001 1.001 0.999 1.004 
Mean age 1.040* 1.013 1.067 0.984 0.959 1.010 1.026 0.999 1.055 0.980 0.953 1.008 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
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Table 10.66: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic 
centroid, adjusting for demographic, socio-economic status and traffic signal zone, at postcode-level, in Perth 
Metropolitan Area between 2004/05 and 2009/10 
Within 2km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.003 1.000 1.006 1.004* 1.001 1.008 
Count of off-premise outlets 0.996 0.970 1.023 0.990 0.962 1.020 
On-premise sales#/outlet 1.011 0.991 1.033 1.012 0.989 1.037 
Off-premise sales#/outlet 1.005 0.996 1.015 1.002 0.991 1.013 
1,500m+ between traffic signals^ 1.000 
 
1.000 
  1,000m -1,500m between signals 0.730* 0.543 0.979 0.804 0.600 1.078 
300m-1,000m between signals 0.857 0.696 1.056 0.881 0.715 1.086 
Up to 300m between signals 0.955 0.729 1.253 0.926 0.705 1.215 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 1.015 0.951 1.084 1.037 0.961 1.120 
SEIFA quartile 3 0.979 0.874 1.097 1.017 0.895 1.155 
SEIFA quartile 4 1.071 0.933 1.229 1.080 0.926 1.260 
Unemployment% 0.999 0.992 1.007 0.995 0.986 1.004 
Indigenous% 1.164* 1.093 1.241 1.155* 1.079 1.236 
Young males% 1.003 0.973 1.034 0.993 0.961 1.025 
Male/female% 1.007 0.998 1.015 1.005 0.995 1.014 
Mean age 1.008 0.975 1.043 0.992 0.958 1.028 
ERP 15+ (exposure) 
 
(exposure) 




Table 10.67: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic centroid, adjusting for demographic, socio-economic status and traffic signal 
zone, at suburb-level in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 2km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.998 1.002 1.001 0.999 1.003 1.000 0.998 1.003 1.001 0.999 1.003 
Count of off-premise outlets 1.016 0.976 1.059 1.006 0.966 1.046 1.020 0.976 1.067 1.013 0.970 1.059 
On-premise sales#/outlet 0.999 0.983 1.015 0.999 0.984 1.014 0.994 0.975 1.013 0.993 0.975 1.012 
Off-premise sales#/outlet 1.005 0.999 1.011 1.002 0.996 1.007 1.005 0.998 1.012 1.002 0.995 1.009 







  1,000m -1,500m between signals 1.008 0.663 1.532 0.883 0.598 1.305 0.901 0.581 1.397 0.831 0.546 1.266 
300m-1,000m between signals 1.201 0.957 1.507 1.043 0.845 1.286 1.111 0.881 1.400 1.031 0.826 1.286 
Up to 300m between signals 1.388* 1.052 1.830 1.116 0.867 1.436 1.213 0.920 1.600 1.031 0.794 1.339 







  SEIFA quartile 2 1.226* 1.015 1.480 1.198 0.993 1.445 1.274* 1.029 1.578 1.198 0.961 1.494 
SEIFA quartile 3 1.436* 1.163 1.772 1.230 0.989 1.531 1.394* 1.100 1.767 1.148 0.888 1.484 
SEIFA quartile 4 1.492* 1.156 1.925 1.276 0.978 1.664 1.453* 1.088 1.941 1.218 0.888 1.672 
Unemployment% 1.084* 1.038 1.133 1.055* 1.004 1.109 1.076* 1.024 1.130 1.051 0.994 1.111 
Indigenous% 1.159* 1.097 1.225 1.172* 1.103 1.245 1.149* 1.081 1.222 1.154* 1.076 1.237 
Young males% 0.980 0.941 1.021 0.959 0.917 1.002 0.982 0.939 1.027 0.956 0.911 1.004 
Male/female% 0.998 0.997 1.000 1.001 0.999 1.003 0.999 0.997 1.001 1.001 0.998 1.004 
Mean age 1.017 0.988 1.047 0.979 0.949 1.011 1.007 0.976 1.039 0.977 0.944 1.011 
ERP 15+ (exposure) 
 
(exposure) (exposure) (exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
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Table 10.68: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic 
centroid, adjusting for demographic, socio-economic status and traffic signal zone, at postcode-level, in Perth 
Metropolitan Area between 2004/05 and 2009/10  
Within 5km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.999 1.001 1.000 0.999 1.001 
Count of off-premise outlets 0.995 0.984 1.006 0.995 0.984 1.006 
On-premise sales#/outlet 1.007 0.943 1.076 1.036 0.962 1.116 
Off-premise sales#/outlet 1.019* 1.007 1.032 1.017* 1.002 1.032 
1,500m+ between traffic signals^ 1.000 
 
1.000 
  1,000m -1,500m between signals 0.807 0.581 1.122 0.907 0.665 1.238 
300m-1,000m between signals 1.084 0.884 1.330 1.103 0.907 1.340 
Up to 300m between signals 1.398* 1.032 1.895 1.353* 1.009 1.813 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.979 0.918 1.043 0.997 0.926 1.073 
SEIFA quartile 3 0.918 0.832 1.012 0.918 0.824 1.021 
SEIFA quartile 4 0.989 0.872 1.121 0.957 0.836 1.097 
Unemployment% 0.992 0.985 1.000 0.987* 0.979 0.996 
Indigenous% 1.022* 1.015 1.029 1.020* 1.012 1.028 
Young males% 1.035* 1.003 1.067 1.023 0.989 1.058 
Male/female% 1.000 0.994 1.006 1.001 0.995 1.007 
Mean age 1.005 0.971 1.041 0.990 0.956 1.026 
ERP 15+ (exposure) 
 
(exposure) 




Table 10.69: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic centroid, adjusting for demographic, socio-economic status and traffic signal 
zone, at suburb-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
2002/03 to 2009/10 2004/05 to 2009/10 2002/03 to 2009/10 2004/05 to 2009/10 
Within 5km of centroid IRR 95% CI IRR 95% CI IRR 95% CI IRR 95% CI 
Count of on-premise outlets 1.000 0.999 1.001 1.001 1.000 1.002 1.001 1.000 1.002 1.001 1.000 1.002 
Count of off-premise outlets 1.000 0.986 1.014 0.990 0.977 1.003 0.990 0.976 1.005 0.983* 0.969 0.997 
On-premise sales#/outlet 0.992 0.956 1.028 1.007 0.973 1.043 0.984 0.944 1.025 0.992 0.952 1.034 
Off-premise sales#/outlet 1.007* 1.001 1.013 1.002 0.996 1.008 1.005 0.998 1.013 1.001 0.994 1.008 







  1,000m -1,500m between signals 1.010 0.661 1.543 0.936 0.629 1.392 0.936 0.600 1.460 0.898 0.585 1.378 
300m-1,000m between signals 1.188 0.937 1.505 1.094 0.877 1.365 1.152 0.904 1.467 1.118 0.885 1.412 
Up to 300m between signals 1.354* 1.013 1.810 1.191 0.908 1.564 1.282 0.954 1.722 1.166 0.878 1.548 







  SEIFA quartile 2 1.211* 1.003 1.462 1.209 1.000 1.461 1.248* 1.009 1.543 1.185 0.950 1.478 
SEIFA quartile 3 1.400* 1.131 1.732 1.250* 1.002 1.561 1.386* 1.093 1.758 1.172 0.907 1.515 
SEIFA quartile 4 1.451* 1.121 1.879 1.310* 1.001 1.715 1.453* 1.085 1.945 1.269 0.924 1.742 
Unemployment% 1.080* 1.033 1.129 1.059* 1.008 1.113 1.077* 1.026 1.132 1.061* 1.004 1.121 
Indigenous% 1.158* 1.096 1.224 1.164* 1.095 1.238 1.141* 1.073 1.214 1.138* 1.061 1.221 
Young males% 0.984 0.944 1.026 0.961 0.919 1.005 0.985 0.941 1.031 0.956 0.910 1.005 
Male/female% 0.998 0.997 1.000 1.001 0.999 1.003 0.998 0.996 1.000 1.001 0.998 1.004 
Mean age 1.020 0.991 1.050 0.983 0.951 1.016 1.011 0.979 1.043 0.981 0.947 1.016 







 #Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
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10.10.6 Models including outlets by category of trading hours 
Table 10.70: Panel model results for counts of on- and off-premise outlets by trading hours (three categories), at postcode-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets (weekend extended trading 
hours) 1.070* 1.040 1.100 1.075* 1.041 1.110 
Count of on-premise outlets (weekday and weekend extended 
trading hours) 1.044 1.000 1.089 1.062* 1.012 1.114 
Count of on-premise outlets (no extended trading hours) 1.006* 1.001 1.011 1.007* 1.002 1.013 
Count of off-premise outlets (weekend extended trading 
hours) 0.886 0.778 1.009 0.901 0.782 1.038 
Count of off-premise outlets  (weekday and weekend 
extended trading hours) 1.000 
  
1.000 





Table 10.71: Panel model results for sales at on- and off-premise outlets by trading hours (three categories), at postcode-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
On-premise sales#/outlet  (weekend extended trading hours) 0.977 0.943 1.012 0.984 0.947 1.021 
On-premise sales#/outlet  (weekday and weekend extended 
trading hours) 1.057 0.992 1.126 1.077* 1.007 1.152 
On-premise sales#/outlet (no extended trading hours) 1.025 0.981 1.071 1.015 0.968 1.065 
Off-premise sales#/outlet  (weekend extended trading hours) 0.943 0.867 1.026 0.937 0.854 1.029 
Off-premise sales#/outlet (weekday and weekend extended 
trading hours) 1.000 
  
1.000 
  Off-premise sales#/outlet (no extended trading hours) 1.037* 1.023 1.052 1.039* 1.023 1.055 
# Sales in 10,000 litres * p<0.05
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Table 10.72: Panel model results for sales and counts of on- and off-premise outlets by trading hours (three categories), adjusting for demographic and socio-economic status, and distance from 
the CBD, in Perth Metropolitan Area, at postcode-level, between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets (weekend extended trading hours) 1.065* 1.034 1.097 1.064* 1.030 1.098 
Count of on-premise outlets (weekday and weekend extended trading hours) 0.999 0.947 1.053 1.011 0.953 1.072 
Count of on-premise outlets (no extended trading hours) 1.006* 1.002 1.011 1.009* 1.004 1.013 
Count of off-premise outlets (weekend extended trading hours) 0.667* 0.530 0.841 0.665* 0.515 0.859 
Count of off-premise outlets  (weekday and weekend extended trading hours) 1.000 
  
1.000 
  Count of off-premise outlets (no extended trading hours) 0.960* 0.935 0.986 0.966* 0.942 0.991 
On-premise sales#/outlet  (weekend extended trading hours) 0.973 0.946 1.000 0.980 0.952 1.010 
On-premise sales#/outlet  (weekday and weekend extended trading hours) 1.006 0.952 1.063 0.998 0.940 1.060 
On-premise sales#/outlet (no extended trading hours) 1.030 0.994 1.066 1.031 0.993 1.070 
Off-premise sales#/outlet  (weekend extended trading hours) 1.127 0.996 1.275 1.121 0.978 1.284 
Off-premise sales#/outlet (weekday and weekend extended trading hours) 1.000 
  
1.000 
  Off-premise sales#/outlet (no extended trading hours) 1.020* 1.006 1.033 1.021* 1.006 1.035 
15km+ from CBD^ 1.000 
 
1.000 
  7km to 15km from CBD 0.922 0.808 1.051 0.859* 0.764 0.966 
CBD to 7km 1.215* 1.023 1.444 1.025 0.887 1.186 
CBD  0.796 0.352 1.799 0.448* 0.217 0.927 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.980 0.900 1.068 1.003 0.917 1.098 
SEIFA quartile 3 0.993 0.875 1.127 0.992 0.870 1.130 
SEIFA quartile 4 1.251* 1.057 1.480 1.182 0.992 1.408 
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Unemployment% 0.982* 0.973 0.992 0.975* 0.964 0.986 
Indigenous% 1.236* 1.174 1.301 1.216* 1.154 1.282 
Young males% 0.963* 0.943 0.984 0.962* 0.941 0.984 
Male/female% 0.993* 0.988 0.997 0.993* 0.989 0.998 
Mean age 0.992 0.982 1.002 0.991 0.980 1.002 
ERP 15+ (exposure) 
 
(exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
 
Table 10.73: Panel model results for counts of on- and off-premise outlets by trading hours, at postcode-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets (extended trading hours) 1.063* 1.035 1.093 1.072* 1.040 1.105 
Count of on-premise outlets (no extended trading hours) 1.004 1.000 1.009 1.007* 1.002 1.012 
Count of off-premise outlets (extended trading hours) 0.887 0.778 1.011 0.902 0.782 1.039 
Count of off-premise outlets (no extended trading hours) 1.134* 1.092 1.178 1.154* 1.108 1.201 
* p<0.05 
 
Table 10.74: Panel model results for sales at on- and off-premise outlets by trading hours, at postcode-level, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
On-premise sales#/outlet  (extended trading hours) 0.979 0.945 1.014 0.986 0.949 1.024 
On-premise sales#/outlet (no extended trading hours) 1.035 0.991 1.081 1.026 0.978 1.077 
Off-premise sales#/outlet  (extended trading hours) 0.940 0.864 1.023 0.934 0.850 1.025 
Off-premise sales#/outlet (no extended trading hours) 1.038* 1.024 1.052 1.039* 1.023 1.055 
# Sales in 10,000 litres * p<0.05 
406 
 
Table 10.75:  Panel model results for sales and counts of on- and off-premise outlets by trading hours, adjusting for demographic and socio-economic status, 
and distance from the CBD, in Perth Metropolitan Area, at postcode-level, between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets (extended trading hours) 1.052* 1.021 1.083 1.054* 1.021 1.088 
Count of on-premise outlets (no extended trading hours) 1.005 1.000 1.009 1.008* 1.003 1.012 
Count of off-premise outlets (extended trading hours) 0.679* 0.539 0.855 0.677* 0.524 0.873 
Count of off-premise outlets (no extended trading hours) 0.959* 0.934 0.986 0.966* 0.942 0.991 
On-premise sales#/outlet  (extended trading hours) 0.980 0.954 1.007 0.986 0.958 1.014 
On-premise sales#/outlet (no extended trading hours) 1.028 0.993 1.064 1.029 0.992 1.067 
Off-premise sales#/outlet  (extended trading hours) 1.118 0.988 1.265 1.112 0.971 1.275 
Off-premise sales#/outlet (no extended trading hours) 1.019* 1.006 1.033 1.020* 1.006 1.035 
15km+ from CBD^ 1.000 
 
1.000 
  7km to 15km from CBD 0.930 0.813 1.065 0.862* 0.766 0.969 
CBD to 7km 1.247* 1.043 1.492 1.033 0.892 1.197 
CBD  0.907 0.379 2.168 0.472* 0.224 0.997 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.984 0.903 1.072 1.005 0.918 1.099 
SEIFA quartile 3 1.019 0.899 1.155 1.006 0.884 1.146 
SEIFA quartile 4 1.276* 1.078 1.510 1.188 0.998 1.416 
Unemployment% 0.983* 0.974 0.993 0.976* 0.966 0.987 
Indigenous% 1.245* 1.182 1.311 1.221* 1.158 1.287 
Young males% 0.964* 0.943 0.985 0.963* 0.942 0.985 
Male/female% 0.993* 0.988 0.997 0.993* 0.988 0.998 
Mean age 0.992 0.982 1.002 0.992 0.981 1.003 









Table 10.76: Panel model results for counts of on- and off-premise outlets within 1km of the geographic centroid, by trading hours (three categories), in Perth Metropolitan Area between 
2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 1km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets (weekend extended trading hours) 1.046* 1.010 1.082 1.044* 1.003 1.085 
Count of on-premise outlets (weekday and weekend extended trading hours) 0.975 0.921 1.032 0.992 0.927 1.062 
Count of on-premise outlets (no extended trading hours) 1.010* 1.005 1.015 1.011* 1.006 1.016 
Count of off-premise outlets (weekend extended trading hours) 1.089 0.715 1.659 0.890 0.535 1.480 
Count of off-premise outlets  (weekday and weekend extended trading hours) 1.000 
  
1.000 
  Count of off-premise outlets (no extended trading hours) 0.994 0.937 1.056 0.990 0.933 1.050 
On-premise sales#/outlet  (weekend extended trading hours) 1.011 0.959 1.065 1.002 0.946 1.061 
On-premise sales#/outlet  (weekday and weekend extended trading hours) 1.096* 1.008 1.192 1.067 0.972 1.170 
On-premise sales#/outlet (no extended trading hours) 1.014 0.996 1.033 1.010 0.991 1.030 
Off-premise sales#/outlet  (weekend extended trading hours) 0.978 0.796 1.202 1.034 0.809 1.322 
Off-premise sales#/outlet (weekday and weekend extended trading hours) 1.000 
  
1.000 
  Off-premise sales#/outlet (no extended trading hours) 1.009 0.997 1.022 1.012 0.999 1.025 
15km+ from CBD^ 1.000 
 
1.000 
  7km to 15km from CBD 0.923 0.805 1.059 0.863* 0.760 0.981 
CBD to 7km 1.142 0.943 1.384 0.986 0.829 1.173 
CBD  0.335* 0.118 0.953 0.205* 0.077 0.545 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.984 0.904 1.071 1.011 0.923 1.107 
SEIFA quartile 3 1.010 0.891 1.146 1.022 0.895 1.167 
SEIFA quartile 4 1.280* 1.086 1.509 1.233* 1.036 1.469 
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Unemployment% 0.985* 0.975 0.994 0.977* 0.966 0.988 
Indigenous% 1.228* 1.169 1.290 1.216* 1.154 1.280 
Young males% 0.961* 0.941 0.981 0.961* 0.940 0.982 
Male/female% 0.993* 0.988 0.997 0.992* 0.988 0.997 
Mean age 0.993 0.983 1.003 0.993 0.982 1.004 
ERP 15+ (exposure) 
 
(exposure) 




Table 10.77: Panel model results for counts of on- and off-premise outlets within 1km of the geographic centroid, by trading hours, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 1km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets (extended trading hours) 1.061* 1.028 1.095 1.075* 1.036 1.116 
Count of on-premise outlets (no extended trading hours) 1.002 0.997 1.008 1.006 0.999 1.012 
Count of off-premise outlets (extended trading hours) 1.244* 1.020 1.517 1.138 0.908 1.426 
Count of off-premise outlets (no extended trading hours) 1.237* 1.150 1.331 1.260* 1.163 1.364 
* p<0.05 
Table 10.78: Panel model results for sales at on- and off-premise outlets within 1km of the geographic centroid, by trading hours, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 1km of centroid IRR 95% CI IRR 95% CI 
On-premise sales#/outlet  (extended trading hours) 1.060* 1.008 1.115 1.063* 1.004 1.126 
On-premise sales#/outlet (no extended trading hours) 1.025* 1.003 1.047 1.022 0.998 1.047 
Off-premise sales#/outlet  (extended trading hours) 1.057 0.951 1.174 1.021 0.908 1.148 
Off-premise sales#/outlet (no extended trading hours) 1.033* 1.020 1.046 1.035* 1.020 1.049 




Table 10.79: Panel model results for sales and counts of on- and off-premise outlets within 1km of the geographic centroid by trading hours, adjusting for demographic and socio-economic 
status, and distance from the CBD, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 1km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets (extended trading hours) 1.016 0.973 1.061 1.030 0.984 1.077 
Count of on-premise outlets (no extended trading hours) 1.005 0.999 1.010 1.008* 1.003 1.014 
Count of off-premise outlets (extended trading hours) 0.987 0.639 1.524 0.790 0.468 1.336 
Count of off-premise outlets (no extended trading hours) 0.975 0.917 1.036 0.977 0.923 1.035 
On-premise sales#/outlet  (extended trading hours) 1.023 0.974 1.075 1.006 0.954 1.060 
On-premise sales#/outlet (no extended trading hours) 1.009 0.991 1.027 1.006 0.986 1.025 
Off-premise sales#/outlet  (extended trading hours) 1.046 0.845 1.294 1.122 0.872 1.444 
Off-premise sales#/outlet (no extended trading hours) 1.011 0.998 1.024 1.012 0.999 1.026 
15km+ from CBD^ 1.000 
 
1.000 
  7km to 15km from CBD 1.039 0.893 1.209 0.928 0.818 1.053 
CBD to 7km 1.279* 1.036 1.579 1.028 0.867 1.220 
CBD  0.884 0.225 3.468 0.317* 0.109 0.918 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.852* 0.783 0.927 0.854* 0.783 0.931 
SEIFA quartile 3 0.779* 0.692 0.877 0.757* 0.676 0.847 
SEIFA quartile 4 0.925 0.786 1.089 0.842* 0.722 0.981 
Unemployment% 0.968* 0.961 0.975 0.962* 0.954 0.969 
Indigenous% 1.024* 1.019 1.030 1.021* 1.015 1.028 
Young males% 0.980 0.959 1.001 0.979 0.958 1.000 
Male/female% 0.999 0.996 1.002 0.999 0.996 1.002 
Mean age 0.995 0.985 1.005 0.994 0.983 1.006 
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ERP 15+ (exposure) 
 
(exposure) 




Table 10.80: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic centroid, by trading hours (three categories), adjusting for demographic and 
socio-economic status, and distance from the CBD, in Perth Metropolitan Area, at postcode-level, between 2002/03 and 2009/10 
Within 2km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets (weekend extended trading hours) 1.034* 1.011 1.057 1.033* 1.007 1.060 
Count of on-premise outlets (weekday and weekend extended trading hours) 0.992 0.956 1.030 1.004 0.963 1.048 
Count of on-premise outlets (no extended trading hours) 1.004* 1.001 1.007 1.004* 1.001 1.007 
Count of off-premise outlets (weekend extended trading hours) 1.009 0.868 1.174 0.923 0.780 1.092 
Count of off-premise outlets  (weekday and weekend extended trading hours) 1.000 
  
1.000 
  Count of off-premise outlets (no extended trading hours) 0.972 0.945 1.001 0.975 0.948 1.004 
On-premise sales#/outlet  (weekend extended trading hours) 0.961 0.863 1.068 0.962 0.854 1.083 
On-premise sales#/outlet  (weekday and weekend extended trading hours) 1.054 0.851 1.306 1.014 0.796 1.292 
On-premise sales#/outlet (no extended trading hours) 1.044* 1.006 1.084 1.041 1.000 1.084 
Off-premise sales#/outlet  (weekend extended trading hours) 1.000 
  
1.000 
  Off-premise sales#/outlet (weekday and weekend extended trading hours) 1.000 
  
1.000 
  Off-premise sales#/outlet (no extended trading hours) 1.006 0.991 1.022 1.001 0.985 1.018 
15km+ from CBD^ 1.000 
 
1.000 
  7km to 15km from CBD 0.943 0.820 1.084 0.884 0.776 1.008 
CBD to 7km 1.190 0.968 1.464 1.024 0.849 1.235 
CBD  0.845 0.406 1.756 0.593 0.300 1.171 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.993 0.912 1.082 1.024 0.935 1.122 
SEIFA quartile 3 1.048 0.923 1.190 1.060 0.927 1.212 
SEIFA quartile 4 1.309* 1.106 1.549 1.269* 1.059 1.520 
Unemployment% 0.984* 0.974 0.993 0.976* 0.965 0.987 
414 
 
Indigenous% 1.237* 1.178 1.299 1.230* 1.168 1.295 
Young males% 0.961* 0.941 0.981 0.960* 0.939 0.982 
Male/female% 0.992* 0.987 0.996 0.991* 0.986 0.996 
Mean age 0.993 0.983 1.003 0.993 0.982 1.004 
ERP 15+ (exposure) 
 
(exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
 
Table 10.81: Panel model results for counts of on- and off-premise outlets within 2km of the geographic centroid, by trading hours, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 2km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets (extended trading hours) 1.030* 1.011 1.049 1.039* 1.016 1.062 
Count of on-premise outlets (no extended trading hours) 0.998 0.995 1.001 0.999 0.995 1.002 
Count of off-premise outlets (extended trading hours) 1.142 0.969 1.347 1.040 0.857 1.263 





Table 10.82: Panel model results for sales at on- and off-premise outlets within 2km of the geographic centroid, by trading hours, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 2km of centroid IRR 95% CI IRR 95% CI 
On-premise sales#/outlet (extended trading hours) 1.113 0.993 1.248 1.116 0.981 1.270 
On-premise sales#/outlet (no extended trading hours) 1.065* 1.020 1.112 1.057* 1.007 1.110 
Off-premise sales#/outlet (extended trading hours) 1.000 
  
1.000 
  Off-premise sales#/outlet (no extended trading hours) 1.030* 1.012 1.048 1.025* 1.005 1.045 




Table 10.83: Panel model results for sales and counts of on- and off-premise outlets within 2km of the geographic centroid by trading hours, adjusting for demographic and socio-economic 
status, and distance from the CBD, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 2km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets (extended trading hours) 1.020 0.995 1.046 1.023 0.995 1.050 
Count of on-premise outlets (no extended trading hours) 1.002 0.999 1.004 1.003 1.000 1.006 
Count of off-premise outlets (extended trading hours) 1.069 0.918 1.244 0.982 0.831 1.161 
Count of off-premise outlets (no extended trading hours) 0.973 0.944 1.003 0.978 0.951 1.006 
On-premise sales#/outlet  (extended trading hours) 0.952 0.854 1.062 0.945 0.839 1.065 
On-premise sales#/outlet (no extended trading hours) 1.035 0.997 1.074 1.032 0.991 1.074 
Off-premise sales#/outlet  (extended trading hours) 1.000 
  
1.000 
  Off-premise sales#/outlet (no extended trading hours) 1.005 0.990 1.021 1.001 0.985 1.017 
15km+ from CBD^ 1.000 
 
1.000 
  7km to 15km from CBD 1.063 0.906 1.248 0.951 0.831 1.087 
CBD to 7km 1.343* 1.056 1.709 1.063 0.877 1.290 
CBD  1.434 0.615 3.343 0.799 0.398 1.604 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.856* 0.786 0.932 0.858* 0.786 0.936 
SEIFA quartile 3 0.793* 0.701 0.897 0.765* 0.679 0.861 
SEIFA quartile 4 0.952 0.803 1.128 0.859 0.729 1.012 
Unemployment% 0.967* 0.960 0.974 0.960* 0.953 0.968 
Indigenous% 1.024* 1.018 1.030 1.021* 1.014 1.028 
Young males% 0.980 0.959 1.000 0.979 0.958 1.000 
Male/female% 0.999 0.996 1.002 0.998 0.995 1.001 
Mean age 0.995 0.984 1.005 0.994 0.983 1.005 
417 
 
ERP 15+ (exposure) 
 
(exposure) 




Table 10.84: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic centroid, by trading hours (three categories), adjusting for demographic and 
socio-economic status, and distance from the CBD, in Perth Metropolitan Area, at postcode-level, between 2002/03 and 2009/10 
Within 5km of centroid Night2 injuries Weekend Night2 injuries 
 
IRR 95% CI IRR 95% CI 
Count of on-premise outlets (weekend extended trading hours) 1.006 0.997 1.015 1.007 0.997 1.017 
Count of on-premise outlets (weekday and weekend extended trading hours) 0.990 0.978 1.002 0.993 0.979 1.007 
Count of on-premise outlets (no extended trading hours) 1.001 1.000 1.002 1.001 0.999 1.002 
Count of off-premise outlets (weekend extended trading hours) 0.933 0.868 1.003 0.916* 0.847 0.991 
Count of off-premise outlets  (weekday and weekend extended trading hours) 1.000 
  
1.000 
  Count of off-premise outlets (no extended trading hours) 0.997 0.986 1.008 0.997 0.986 1.008 
On-premise sales#/outlet  (weekend extended trading hours) 1.028 0.890 1.187 1.005 0.855 1.181 
On-premise sales#/outlet  (weekday and weekend extended trading hours) 1.137 0.947 1.365 1.127 0.914 1.390 
On-premise sales#/outlet (no extended trading hours) 1.036 0.997 1.076 1.176* 1.057 1.308 
Off-premise sales#/outlet  (weekend extended trading hours) 1.000 
  
1.000 
  Off-premise sales#/outlet (weekday and weekend extended trading hours) 1.000 
  
1.000 
  Off-premise sales#/outlet (no extended trading hours) 1.034* 1.005 1.063 1.022 0.992 1.052 
15km+ from CBD^ 1.000 
 
1.000 
  7km to 15km from CBD 0.921 0.782 1.085 0.852* 0.729 0.996 
CBD to 7km 1.157 0.886 1.512 1.017 0.795 1.302 
CBD  1.815 0.911 3.614 1.473 0.761 2.850 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.983 0.901 1.071 1.022 0.933 1.120 
SEIFA quartile 3 1.038 0.914 1.179 1.066 0.932 1.218 
SEIFA quartile 4 1.308* 1.108 1.544 1.308* 1.095 1.562 
Unemployment% 0.981* 0.971 0.991 0.975* 0.963 0.987 
419 
 
Indigenous% 1.238* 1.177 1.302 1.231* 1.168 1.298 
Young males% 0.962* 0.941 0.983 0.960* 0.938 0.982 
Male/female% 0.994* 0.989 0.998 0.993* 0.989 0.998 
Mean age 0.992 0.982 1.002 0.991 0.980 1.002 
ERP 15+ (exposure) 
 
(exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
 
Table 10.85: Panel model results for count of on- and off-premise outlets within 5km of the geographic centroid, by trading hours, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 5km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets (extended trading hours) 1.004 0.997 1.012 1.007 0.998 1.016 
Count of on-premise outlets (no extended trading hours) 0.998* 0.997 0.999 0.998* 0.997 0.999 
Count of off-premise outlets (extended trading hours) 0.959 0.888 1.036 0.937 0.856 1.025 








Weekend Night2 injuries 
Within 5km of centroid IRR 95% CI IRR 95% CI 
On-premise sales#/outlet  (extended trading hours) 1.159* 1.018 1.319 1.126 0.969 1.309 
On-premise sales#/outlet (no extended trading hours) 1.475* 1.293 1.682 1.518* 1.317 1.750 
Off-premise sales#/outlet  (extended trading hours) 1.000 
  
1.000 
  Off-premise sales#/outlet (no extended trading hours) 1.132* 1.094 1.172 1.123* 1.082 1.167 




Table 10.87: Panel model results for sales and counts of on- and off-premise outlets within 5km of the geographic centroid by trading hours, adjusting for demographic and socio-economic 
status, and distance from the CBD, in Perth Metropolitan Area between 2002/03 and 2009/10 
 
Night2 injuries Weekend Night2 injuries 
Within 5km of centroid IRR 95% CI IRR 95% CI 
Count of on-premise outlets (extended trading hours) 0.997 0.988 1.006 0.999 0.989 1.009 
Count of on-premise outlets (no extended trading hours) 1.000 0.999 1.001 1.000 0.999 1.001 
Count of off-premise outlets (extended trading hours) 0.954 0.890 1.023 0.944 0.874 1.019 
Count of off-premise outlets (no extended trading hours) 0.990 0.978 1.003 0.992 0.981 1.004 
On-premise sales#/outlet  (extended trading hours) 1.050 0.923 1.193 1.035 0.898 1.192 
On-premise sales#/outlet (no extended trading hours) 1.130* 1.020 1.252 1.167* 1.048 1.299 
Off-premise sales#/outlet  (extended trading hours) 1.000 
  
1.000 
  Off-premise sales#/outlet (no extended trading hours) 1.014 0.986 1.044 1.005 0.975 1.035 
15km+ from CBD^ 1.000 
 
1.000 
  7km to 15km from CBD 1.117 0.917 1.361 0.984 0.826 1.173 
CBD to 7km 1.765* 1.242 2.508 1.351* 1.001 1.824 
CBD  3.057* 1.376 6.794 2.268* 1.099 4.677 
SEIFA quartile 1^ 1.000 
 
1.000 
  SEIFA quartile 2 0.873* 0.801 0.952 0.883* 0.807 0.966 
SEIFA quartile 3 0.835* 0.737 0.947 0.818* 0.720 0.929 
SEIFA quartile 4 1.041 0.881 1.231 0.982 0.823 1.171 
Unemployment% 0.965* 0.958 0.972 0.959* 0.951 0.967 
Indigenous% 1.025* 1.018 1.031 1.021* 1.014 1.028 
Young males% 0.982 0.961 1.003 0.980 0.959 1.003 
Male/female% 0.999 0.996 1.002 0.999 0.996 1.002 
Mean age 0.994 0.984 1.004 0.993 0.982 1.005 
422 
 
ERP 15+ (exposure) 
 
(exposure) 
#Sales in 10,000l * p<0.05 ^ Reference group ERP 15+: Estimated Resident Population 15 years and older 
 
 
 
